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The .d. c. and a. c. conductivity of a number of 
semiconducting glasses from two major groups, the chalcogenides 
and transition metal oxides, has been investigated over a wide 
range of frequency and temperature. 	Arsenic triselenide and 
arsenic trisulphide are often regarded as prototypes of the 
chalcogenide group and thus they were chosen for this .  investigation. - 
From among the transition metal oxide glasses V205 -P205 system 
was investigated. 
The d. c. conductivity in As 2 Se 3 has been measured in the 
temperature range 293-400°K and the a. c. conductivity in the 
frequency range lOOHz-2GFIz. 	The effect of adding up to 1. 5 
atomic per cent silver impurity on these parameter has been 
investigated. 
The d. c. results were similar to those obtained by most 
previous workers in that the conductivity increased exponentially 
with reciprocal temperature. 	The audio frequency conductivity 
showed slightly less than linear increase with frequency, while 
the radio frequency conductivity was nearly proportional to the 
square of frequency. 	At the highest frequencies the conductivity 
seemed to reach a saturation level. 	Silver impurity increased 
both d. c. and audio frequency conductivities but the effect 
seemed to diminish at higher frequencies. 	Also, at high 
frequencies the conductivity appeared to be temperature 
independent. 	The results have been analysed irf terms of the 
current model of the band structure in amrophous materials. 
The influence of composition on the d, c. and a. c. 
conduction in the V205 -P205  system has been examined. 	This 
includes the effect of varying the concentration of the V 4 ions 
in each glass. 	Maxwell-Wagner polarization and the polaron 




1.1. NATURE OF GLASS 
In contrast to crystalline materials which are known to 
possess a periodic structure with long range order, glassy 
materials have only short range order i.e., the nearest neighbour 
atoms of a given atom are arranged in much the same way as 
they would be in the corresponding crystal but beyond the nearest 
neighbours the arrangement becomes more and more disordered. 
The structure of the glass is best described by the radial 
distribution function (r. d. 1.) which gives the probability of finding 
another atom at a given distance from an arbitrary central atom. 
For a completely random structure the r. d. f. is a parabolic 
function of distance, but due to short range order peaks 
representing the first few coordination spheres appear in the 
r. d.f. curve. 	With increasing distance from the central atom 
these peaks become less distinct and eventually the curve merges 
with the parabola 4ir 2dr, indicating the absence of long range 
order. 	In liquids the long range order is also absent and the 
structure of a glass is essentially similar to that of a liquid. 
Glass is often described as a supercooled liquid with a very 
high viscosity. 
Although the glassy or vitreous state is normally 
considered as a continuation of the liquid state, the terms are 
sometimes used to describe any disordered solid structure. 	It 
is probably preferable, however, to refer to the materials whose 
structural disorder is induced by methods other than that of cooling 
a liquid such as r.f. sputtering, evaporation, irradiation etc., as 
"amorphous " . 
1.2. ELECTRICAL CONDUCTION IN GLASSES 
Since the late nineteenth century it has been realised that 
the electrical conduction in most of the conventional (oxide) glasses, 
z 
such as the soda-silicate glasses, is ionic. 	The current in these 
glasses is carried by the ions of metals suchas Na+, Ca+t 	The 
glass acts as an "electrolytic" medium and the migration of the 
ions is governed by Faraday's laws of electrolysis (1) 	The 
conduction process is thermally activated and it generally involves 
high activation energie's and low carrier mobilities. 	These 
naturally differ from one glass to another and depend on the 
composition, the thermal history, the type of ions, and other 
relevant factors. 	Beside ionic conduction, electronic conduction 
has been induced in such glasses by means of electron bombardment 
and irradiation (2)3 ). 
	There are, however, some glasses which 
are known as semiconducting glasses, where the current is carried 
by electrons and / or holes. 	These are conveniently classified 
into two groups 
Chalcogenide glasses, which are free from oxygen. 	Their 
composition is varied widely by the combination of one or more of  
the elements S, Se or Te with a wide range of elements, e.g., Si, 
Ge, P, Ti, As, Sb, etc. 	The two glasses As2Se 3 and As2S3 are 
often regarded as "prototypes" of this group. 
Transition metal oxide glasses, in which the major part of the 
composition is a transition metal oxide such as V20 5 , Fe 203,  MnO, 
etc. 	These oxides by themselves do not form glass but when they 
are combined with oxides of the alkali or alkaline earth metals, or 
of oxides of Si, P, B, Al, and Zn large regions of glass formation 
are possible. 
There are, however, many types of electronically conducting 
glasses. 	These include the elements Se, Ge, Te, B, and other 
elements which can be produced in amorphous form. Work has 
also been done on oxide- chalcogenide glasses (4), and diamond 
lattice semiconductors, e.g. CdGeAS2 	. 
The evidence for the existence of electronic conduction is ( 6 ) : 
1. 	The conductivity of ionic conductors usually decreases as a 
function of time as a result of polarization at the electrodes. 
This is not the case in electronic conductors, provided care is 
taken to make ohmic contacts. 
Ionic conduction involves mass transport and for a given 
quantity of electricity passing through the glass a corresponding 
amount of charge (mass) transfer should be observed. 	There is 
no evidence of this taking place in chalcogenide glasses (4) 
The effect of pressure on ionic glasses is to decrease the-  
conductivity. 	In semiconducting glasses the opposite is often 
:obseed 
Electronic conductors usually show appreciable thermoelectric 
power photoconcluctivity and Hall effect. 	These are observed in 
chalcogenide glasses. 	The Hall effect, however, is very small 
compared with conventional semiconductors. 
Electronic conductors show an optical absorption edge which 
approximately corresponds to the activation energy for conduction. 
If all or most of the conditions which suggest electronic 
conduction are met it would be sale to assume that the material 
involved is an electronic conductor. 	There are exceptions to 
the rule. 	Electronic conductors can, for instance, show time 
dependent conductivity if hulk polarization occurs when blocking 
electrodes are used. 	Thermoelectric power can also be detected 
in ionic conduction with the same temperature dependence as for 
electronic conductors. 
1.3. THE STUDY OF THE ELECTRICAL PROPERTIES 
In contrast to crystalline solids the theory of electron band 
structure and the mechanism of electron transport in semiconducting 
glasses are not well understood. 	It is generally agreed, however, 
that the band structure in glasses is not drastically different from 
that of analgous ordered structures and that the forbidden gap may 
Persist ( 7). 	The major change on transitions from a crystalline 
to disordered structure is the introduction of "tails" of localized 
state in the forbidden gap (79)• 	Accordingly, conduction is 
possible by two processes. 	An electron in a localized state can 
make a transition directly to a neighbouring localized state. 	At 
each transition energy is exchanged with the lattice through 
interaction with phonons; (hopping conduction). 	On the other hand, 
an electron (or hole) can be excited to the conduction band ( or 
valence band) where it can drift in the same way as in crystalline 
semiconductors and be subjected to the same type of scattering and 
trapping mechanisms. 	In addition, the drift mobility will be 
affected by the disappearance of periodicity and because of the high 
density of localized state the mobility may become severely trap 
limited. 
The problems of distinguishing between band transport and 
hopping transport may be resolved by Hall mobility measurements. 
It is argued that the concept of band conduction for mobilities less 
than 5 cm 2/V. sec. 	becomes meaningless (10) 	Semiconducting 
glasses (11), and indeed many other materials, e. g. transition 
metal oxides 12 , and organic semiconductors 
(13)  have mobilities 
well below this limit. 	These observations have been interpreted 
in terms of hopping conduction. 	However, there is a disagreement 
on the value of the mobility which constitutes a border line between 
hopping and band conduction. 	Friedman (14),  for instance, considers 
that for narrow bands a mobility in the region 1.0 to 0. 1 cm 2 /V. sec. 
is not clear violation of the principle of band theory. 	The 
smallness of the mobility and the high values of resistivity , which 
are generally associated with disordered semiconductors show the 
need for more reliable and less ambiguous techniques of 
investigation. 
Besides the academic interest in the theory of conduction 
in semiconducting glasses the commercial and industrial interests 
have multiplied in recent years. 	Extensive work is being done to 
utilize the potentialities of these glasses, especially in the electronic 
industry. 	One property which is being investigated extensively is 
the switching phenomenon observed in both chalcogenide (15) and 
transition metal oxide glasses (16)• 
1.4. THE PURPOSE OF THE PRESENT WORK 
The proposed band model for amorphous semiconductors (17) 
does not give a satisfactory explanation for many of the observations 
made on these materials, e. g. the discrepency in the sign of Hall 
and Seebeck coefficients (11), and the ineffectiveness of a wide range 
of impurities on conductivity 	. 	Furthermore, there is a degree 
of uncertainty to whether conduction is by band process or a thermally 
activated hopping process. 	For the reasons outlined in the previous 
section it is not possible to distinguish between the two processes 
by Hall mobility measurements. 	This has necessitated the use 
of other techniques. 	One such technique is the measurements of 
the a. c. conductivity as proposed by Pollak (18)• 
According to Pollak a distinction between band and hopping 
transports can be made by observing the frequency dependence of 
conductivity. 	For hopping transport the conductivity is an 
increasing function of frequency .z_ 
0
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while for band transport 
Cr o 
It should be noted that the a. c. conductivity, cCy a. c., is related to 
the dielectric loss C"  (the imaginary part of the complex dielectric 
constant) by 
II 
The aim of this project was to investigate the a. c. 
conductivity in chalcogenide and transition metal oxide glasses in 
the hope of throwing light on the question of the transport process 
and to try and correlate the frequency dependence of the a. c. 
conductivity (dielectric loss) with specific absorption mechanisms. 
It must be emphasised, however, that the rise of conductivity with 
frequency cannot be taken as clear indication of hopping conduction, 
as there are other processes such as interfacial polarization, which 
show similar effect whether or not conduction is electronic. 	In this 
work the frequency range 100Hz - 2GHz was covered. 	It was hoped 
that the mechanisms responsible for the losses in the whole frequency 
range would be identified and any correlation between the loss 
mechahiSmS for d. c. and low frequency conduction be determined. 
I 
CHAPTER TWO 
STRUCTURE OF SEMICONDUCTING GLASSES 
2.1. INTRODUCTION 
Zachariasen (19) postulated that the structure of glass 
consists of a random three dimensional network similar to the 
structure of a corresponding crystal but lacking long range order, 
fig. (1 a, b). 	In silicate glasses, this would imply that the basic 
unit of structure is the silicon-oxygen tetrahedron found in all 
crystalline forms of silica. 	The structure of silica consists of 
tetrahedral groups of four oxygen atoms surrounding a central 
silicon atom. 	Each oxygen atom is shared by two silicon atoms 
so that the structure may be thought of as built up by the sharing 
of corners of these oxygen tetrahedra. 	Periodicity is destroyed 
by the variation in the sizes and planes of the angles between the 
tetrahedra. 
Although the oxygen tetrahedron is the basic unit of structure 
in the silicate glasses, not all corners of these tetrahedra are 
shared in this case and the ratio of oxygen to silicon atoms may 
increase above 2:1. 	In these circumstances, the formation of 
sheets, bands, or chains of tetrahedra, or large groups or rings 
such as (SiO3)_ is probable (19)• 	Additional metallic ions 
network modifiers - may then be incorporated in the structure. 
These ions occupy interstitial sites in the matrix. 
According to Zachariasen, the addition of network modifiers 
leads to loss of structure continuity and "breaking up" of the 
network. 	However, the network maintains its three dimensional 
structure. van Wazer (20)21) , on the other hand, suggests that 
increasing the concentration of metal ions results initially in the 
formation of cross linked and branching chains, and then unbranched 
chains leading eventually to the breakdown of the contineous network. 
Another suggestion is that a glass matrix consists of small 
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that a glass is not completely uniform but contains inhomogenuities 
in the form of these crystallites which, although small, are much 
greater than the dimensions of the atoms. This model approaches 
Zachariasen model if the latter is assumed to contain regions with 
less or more order. 
In many cases models different to above have been proposed 
for a specific glass. It is often proposed that the network consists 
of atoms arranged in sheet, chain, or ring formations (23)• 
2.2.,. -- STRUCTURE OF CHALCOGENIDE GLASSES 
Chalcogenide glasses can be prepared by combining one or 
more of the elements S, Se and Te with a wide range of elements. 
The simplest of the group is the element Se and the parent glasses 
A52S3 and As2Se3. 	The parent glasses are very difficult to 
devitrify. 	The glass formation region of the more complex 
systems, on the other hand, varies widely with composition (4) 
Because of the structural complexity of the ternary system 
efforts have been directed towards investigating the structure of the 
simpler binary systems, e.g. As2S3, As2Se3 and As2Te3 (2428)• 
In crystalline arsenic sulphide and arsnic selenide the 
network is built from shallow triangular pyramids joined together 
to form parallel sheets or layers of puckered 12-member rings. 
Each pyramid is made up of As atom at the apex, linked to 
3S(Se) atoms at the base. 	The layers are held together by van 
de Waal forces (24)• 	This structure is shown schematically in a 
two dimensional form in fig. (2b). 	The results of X-ray 
• diffraction techniques show that, apart from small variation in the 
interatomic spacing, the coordination number in glassy arsenic 
trisulphide is preserved and the local configuration is similar to 
the crystalline form (2426)• 	It is possible, however, that the 
transition to glassy state leads to the breaking up of layers into 
a 	- -- 
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agreggates and rings of varying sizes. 	It is also possible that the 
rings break down to form chains as shown in fig. (2a) (26)• 
Substitution of sulphur by selenm and tellurium is believed to 
induce a large number of octahedrally coordinated arsenic atoms, 
which would only fit a three dimensional network (24), 	Recent work 
(30) on arsenic telluride indicates, however, that in contrast to the 
crystalline structure where some arsenic atoms are octahedrally 
coordinated and others trigonally (27),  the amorphous structure is 
made up of random covalently bonded AsTe312 groupings arranged 
in three dimensional network. 
Using X-ray diffraction technique alone is insufficient for 
determining a structural model as this only reveals the local 
atomic arrangements. 	Molecular structure, for instance, has been 
proposed for chalcogenide glasses, and there is some evidence of 
this from mass spectrometric studies and the viscous behaviour of 
simple chalcogenide glasses (28)• 	The study of heat capacity in 
arsenic trisuiphide shows that this property is closely related to 
that of linear organic polymers (28)• 	The polymeric chain 
structure model has also been supported by viscosity studies on 
As-Se-Te systems (29), and the effect of impurities on density, 
conductivity, softening temperature and hardness in As2Se3 (4131932). 
 
In the complex multicomponent glasses, phase separation 
is a probability.. There is evidence of phase separation from 
electron micrograph studies of the systems As-Te-I and As-TI-
Se-Te (33)• 	The work of Petz, etai. on Pb-As-S system and 
that of Hilton, et al. on As-Ge-Si-Te, reported briefly by Pearson (34), 
- also suggest the possibility of having multi-phase structure. 
Andrievskii (35) found that in evaporated film of arsenic 
triselenide the coordination number of arsenic is six, and that 
of selenium four, but after annealing at 160° C the coordination 
numbers were found to be nine and six, respectively. 	It is 
possible that the structure of the vapour form is preserved in 
the film form, and it is known for example that the vapour of 
arsenic trisuiphide has the molecular formula (As4S 6). 	The 
structure of the evaporated film may also differ from the bulk 
material in that the former method of preparation could lead the 
separation of components. 
2.3. THE STRUCTURE OF TRANSITION METAL OXIDE GLASSES 
Very little is known about the structure of transition metal 
oxide glasses and what work there is on the subject has been mainly 
on vanadium phosphate glasses, V 205 - P05 and in this case only a 
few direct structural studies have been made. 
The structure of crystalline V205 has been studied by X-ray 
powder technique and electron spin resonance, E.S.R. (36-37)• 
The results indicate that the vanadium atoms form five bonds with 
the oxygen atoms forming di4rted trigonal bipyramids. 	The 
bipyramids are joined together in two directions forming a layer 
structure in one pla7nqwith weak binding between the planes. 	This 
model is supported by the measurements of resistivity and coefficient 
of expansion at different orientations of the crystal (38)• 
The proposed structure for V205 - P205 glasses is developed 
from van Wazer work on phosphate glasses (20, 21)• 	According 
to van Wazer the structure of phosphate glasses consists of three 
dimensional network of PO4 tetrahedra, as described by 
Zachariasen. 	With increasing concentration of alkali metal the 
network breaks into chains whose lengths decrease as the ratio 
of metal to phosphorous increases. 	At high ratios (greater than 
2. 7) the PO4 tetrahedra form strongly charged regular molecular 
ions and the metal ions act as counter ions. 
Some vanadate compounds are isostructural with phosphate 
compounds, e. g. orthoposphates and orthovanadates. 	But in 
dontrast to the phosphates, the vanadates show greater tendency 
to form the more condensed group, such as the pyro- and the 
meta-vanadates. 	Another difference between the two is that 
is a glass former while V205 is not, but can be 
incorporated by as much as 95 mole per cent in the glass 
composition. 
Using paper chromotography technique, Ohashi (39) 
investigated the structure of V205 - P205 glasses with less than 
50 mole per cent V205. 	From his observation he concluded 
that the structure in these glasses is similar to the structure of 
polymeric phosphate compounds and varies with the P/V ratio. 
At low concentrations of vanadium most of the phosphorous atoms 
are in the poly-phosphate form in long chains or rings (P2V09) 3 , 
as found in crystalline diphosphates. 	As the amount of the 
vanadium increases the phosphorous ions P5+  alternate with the 
V5 +ions in shorter orthophosphate chains. 	The role of the 
lower vanadium ions 	is thought to be that of "hole fillers", 
in the form of vanadyl (VO) 2+ 
On the basis of this work Ohashi proposed that the 
structure of glasses containing higher concentration of vanadium 
is similar to that described above, but with increasing concentration 
of vanadium V5  ions gradually replace the phosphorous ions, P5k, 
in the chains. 
Rao (40)  has studied the system V205 - P05 - Ge02 and 
had produced etch patterns showing the separation of phases and 
immiscibility in the P205 rich corner of the system. 	With 
increasing V205 the glass was observed to become more 
homogeneous and showed greater thermal stability. 	Infrared 
absorption studies showed that the vanadium was in sixfold 
octahedral coordination with the oxygen ion (V06). 	In contrast, 
E.S.R. studies have been interpreted in terms of tetrahedral 
coordination. 	Electron microscopy (41) has revealed no evidence 




BAND STRUCTURE AND CONDUCTION IN SEMICONDUCTING GLASSES 
3.1. INTRODUCTION 
Theoretical studies show that for an electron to propagate 
in a crystalline soliq without being attenuated by the periodic 
field of the lattice its; energy must fall within certain 'allowed' 
• bands separated from one another by "forbidden gaps". 
Energy levels within the gap can arise, however, due to the 
presence of impurities and imperfections in the lattice. 	The 
electrons in these levels are localised but can propagate if 
excited into the allowed band or if there is sufficient overlap 
between their wave-functions to form an impurity band within 
the forbidden gap. 
The motion of an electron in an allowed band is governed 
by various scattering mechanisms, e. g. impurity or phonon 
scattering. 	The mean free path, L, is usually long and for 
conventional semiconductors it is related to the •mobility, p. 
(cm 2/V.sec.), by (10) 
- 
t_ %O 	 cm. rn 
where m* and m are the effective mass and free mass of an 
electron, respectively. 	Conduction can also occur by the 
electron making instantaneous jumps from one localised state 
to another, i. e. "hopping transport" (8)• 	In this case a 
meaningful mean free path cannot be defined and the mobility 
associated with the process is several orders magnitude smaller 
than the mobility associated with band conduction. 	Mobilities 
of order 0. 1 - 1 cm 2 /V. sec., are often considered as being on 
the border line between the two processes of conduction (14) 
As already mentioned, mobilities in many materials, 
e. g. narrow band semiconductors, organic semiconductors and 
non-crystalline solids, are known to fall within this order of 
magnitude or below. 	It is observed that on transition from the 
crystalline to the vitreous state, e.g. in geranium (42), a large 
14 
drop in the mobility and in the electrical conductivity takes 
place. 	The question is whether the drop in mobility is 
merely due to additional scattering mechanisms induced by 
disorder or whether it is due to changes taking place in the 
electron band structure. 	The latter will be shown to be the 
prime cause. 
3.2. THE CHANGE IN THE BAND STRUCTURE ON TRANSITION 
FROM THE CRYSTALLINE TO THE NON-CRYSTALLINE STATE 
For a completely random structure theory predicts the 
absence of band formation and the disappearance of the band gap 
(43 ) 44). 	The case is different however, when short range order 
is preserved. 	It has been shown experimentally that the 
electron energy spectrum changes little during a crystalline to 
liquid transition (4)• 	Theoretical studies have shown, however, 
that for a disordered structure with short range order the band 
gap narrows (7,43) 	A more significant change induced by 
disorderS is that the edges of the allowed bands enter the 
forbidden gap giving rise to a utail?? of localised states. 	If the 
tails of states of the conduction & valence bands overlap then 
the band gap will be replaced by a pseudo-gap and the density of 
states remains finite (8) 
The necessary conditions leading to localization has been 
discussed by Anderson (45) 	These conditions are determined 
by the degree of overlap of the electron wave-functions and the 
fluctuation in the potential energy of the electrons. 	Mott (8,46), 
has discussed Anderson's work in terms of Kubo-Greenwood 
conductivity equation concluding that there are critical energies 
Ec and E , which divide the localized from the delocalized 
states, fig. (3a). 	The conductivity is expected to vanish at 
absolute zero- temperature for states within the localized region. 
In crystalline semiconductors the distribution of the 
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distribution function. 	For a symmetrical distribution of states 
in the valence and the conduction bands the Fermi level is 
expected to lie in the middle of the band gap. 	But it can shift 
within the gap with temperature or as a result of the presence 
of impurity levels in the gap. 	A similar situation is expected 
in non-crystalline sblids and for symmetrical band structure the 
Fermi level is also expected to lie in the middle of the gap, 
fig. (3c). 
The effect of disorder on the electron band structure can 
be s.een through the changes which occur in the physical 
properties of germanium on transition from the crystalline to the 
non-crystalline state. 	In contrast to crystalline germanium, 
where the conduction process and the conductivity can be 
controlled by doping, in amorphous germanium the conductivity 
- is p-type irrespective of the starting material (47,49) and 
disorder causes alarge drop in the conductivity. 	Banyai 
considers the presence of the localized states in the band gap 
to be responsible for these changes (9)• 	Investigation of the 
temperature dependence of the conductivity reveals three regions 
of conduction in amorphous germanium, namely, intrisic, extrinsic 
and hopping regions (47)• 	These have been confirmed by 
thermoelectric measurements (48)• 	Clark (42)  and Walley (49) 
have, however, observed hopping type conduction over a wide 
range of temperatures. 
In contrast to the sharp absorption edge observed in 
crystalline germanium, the optical data of Clark (42)  show an 
exponential edge. 	This differs from the results obtained by 
Donovan, etal (50),  who obtained an absorption edge not too 
different to that observed in crystalline germanium. 	Instead 
of the three pronounced maxima in the reflectivity and 
Ii 
absorption ( ) curves observed in crystalline germanium, the 
amorphous form has one broad maximam (51 ). The direct 
transition responsible for these maxima in the crystalline case 
are thought to transform to an indirect transition. 	It is 
assumed that the conservation of momentum, k , is strongly 
relaxed in the amorphous state (52)• 
3.3. BAND STRUCTURE AND CONDUCTION IN CHALCOGENIDE 
The band model shown in fig. (3a) is generally considered 
as appropriate to chalcogenide glasses, but there could be 
additional discrete levels of traps in the baud gap (53) 	The 
overlap of the tails of States, which is a possibility especially 
in the complex glasses, would lead to the formation of a hand of 
charged localized states in the middle of the gap as a result of 
electron transfer from the highest localized valence band states to 
the lowest states in the conduction band. 	The density of states 
at the Fermi level is estimated at 10 19  cm-3/eV (54) ,  but this 
is not expected to be the same in all glasses. 
The major contribution to the existing theory of conduction 
in amorphous materials comes from the work of Mott (8, 55, 56) 
and Cohen (57). 	As mentioned above, conduction takes place 
either by the carriers hopping from one localized state to another 
with the absorption and emission of phonons, or by excitation of 
the carriers into the delocalized states where normal conduction 
similar to that in the allowed bands of conventional semiconductors 
take place. 
The mobility in the hopping region predicted to be of the 
form (56). 
where  
1u..0 	k  
and where ) p is the phonon frequency,10 12 - 10 1 sec 4 , R is the 
hopping distance, ç is the number of other states with which a 
given state has substantial overlap or if overlap even with the 
nearest neighbour is small, then 0 is the tunnelling factor, exp(-2R). 
• The hopping energy W(E) is assumed to vanish as the critical 
dividing energy between the localized and the delocalized states 
is approached. 	For typical values of the constants the value of 
is around 0.1 cm2/V. sec. 
In the non-localized region the mean free path is greater 
than the electron wavelength and the microscopic mobility is not 
less than 100 cm2 /V. sec. 	Mobility will be severely trap 
limited, however, because of the high density of localized states. 
If, for instance, a discrete level of traps of density Nt  is 
assumed to exist at energy U below the conduction band then the 
effective mobility will be (58) 
-eff/o4 
where f is the fraction of time that the electrons are free, and this 
is related to the densities no and nt  of free and trapped electrons - respectively, i. e. 
no 
T 
If the trapped and free electrons are in thermal equilibrium, then 
flt't eyp  no 
Where Nc is the density of states in the conduction band. 	These 
equations lead to 
/ecf /Lt 	 ex?(_~U"T)l  
At high temperatures tecf_, while at low temperatures 
/UeFf'- ,uo..N 	(-4-) 	(3.3.2.) 
For trap density Nt _ 1016 cm 3 , and for Nc i19 cm 3 , then at 
U=0.5eV (58) 	 _5 
1.Lefc0 lu. 0 
In a semiconducting glass the traps will not be at discrete energy 
but will be distributed over a range of energies. 	The above 
relationship holds, however, under certain circumstances. 
Between the hopping region and the band conduction region 
K.F.P. ),(ELECTRON WAVELENGTH) 	
/ 
NORMAL BAND TRANSPORT 
- 	 M.F.P. 	INTERATOMIC SPACING - 
DIFFUSIVE MOTION 
THERMALLY ACTIVATED HOPPING 
FIG.( 4 	) MECHANISMS OF ELECTRICAL CON DUCTIO 
IN AMORPHOUS MATERIALS. 
.1. 'J 
at some energy of order kT above the critical energy there is, 
therefore, a large jump in the mobility. 	In this region Cohen (57) 
regards the motion of an electron as diffusive (Brownian motion), 





where 	e 	is an electronic frequency, 	 , of order 
lOiS sec 1 . The mobility in this case will be 100 to 1000 times 
greater than that given by equation (3. 3. 1. ). 	 Cohen argues that 
the hopping and the diffusive regions are continuous and he includes 
a 'correlation factor' f, such that 0 	f 	1 in the mobility 
equation (3. 3.3. ). The three conduction regions; the hopping 
region, the diffusive region and the band conduction region are 
shown in fig. (4). 
The contribution to the conductivity 
= ne/-A- 
is illustrated in fig. (3d). 	The difference between the band 
structures of a crystalline and vitreous semiconductor is, therefore, 
clear; 	it is the conductivity gap and not the density of states gap 
that determines the conductivity in amorphous materials. 
The contribution to the conductivity from one type of 
carrier, electrons for instance, can be expressed as: 
~ N(E)/A(E)RE)cAF— 	(3.3.4.) 
The evaluation of equation (3. 3. 4. ) is only possible if the dependence 
of both N(E) and (E) on energy are known, and if the abrupt change 
in the mobility at the critical energy, E,  is taken into account. 
The problem can be simplified, however, by assuming that the 
maximum contribution to conductivity comes from carriers in the 
delocalized region where the mobility p is of band type and 
assumed to be constant. 	The localized states below the energy 
E  act as traps and will reduce the mobility greatly. 
A simple form of density of states dependence on energy 
is proposed by Mott (59)  where N(E) is assumed to he linearily 
dependent on energy, fig. (5). 	This gives 
(E-. EoN(Ec) 
- 	 u 
- 
• : E 0 
C 
* 
• 	FIG.( 5 	) A SIMPLE BAND MODEL WHERE • 	
• N(E)E 
Therefore, the density of free carriers is given by 
00 
n 	N(Ec) ( (E-E 0') F(a)dE
EC 
o = ______ 
U 
fl0 = N(Ec) kT(_ 	QE) 
kT 
where F(E) at high temperature is approximated to the Boltzmann 
function: 
ep(_ E F') 




Similarily, the density of trapped electrons is 
fl$:•= kT) 
b=ho 	 0 
Therefore, the effective mobility is given by: 
JLcç. M _ 	_:L\ 	 (3. 
' 0 kT 
An alternative simplified model is to evaluate the conductivity 
in a manner similar to that in conventional semiconductors, 
whereby, the density of states in the conduction band is assumed 
to be, Nc, and the mobility is once again trap limited with 
trap density Nt at an average depth , U, below the conduction 
band. 	The mobility will then be given by equation (3.3.2.) 
and the conductivity by 
f 	CF \ 	(3.3 7.) a- - 	c.. !ko .(P\- 
According to the conductivity equations (3. 3. 5.) and 
(3.3.7.), if the Fermi level is assumed to lie in the middle 
of the "band gap" then the activation energy for conduction 
would be equal to half the mobility gap as defined in fig. (3b). 
TI, however, there is an appreciable contribution to the 
conductivity from states below the critical energy Ec or if the 
mobility jump is not as abrupt as the above analysis suggests, 
then the activation energy for conduction as shown in fig. (3d) 
will not necessarily correspond to the mobility gap, (EC-Ev). 
10 
Another point about the activation energy (Ec_EF)  is that 
regardless ,%of the position of the Fermi level or whether 
the conduction is intrinsic or not, this energy depends on 
temperature according to (60) 
E..- £= 	o 	
(3.3.8.) 
where E is the value of (Ec_EF)  extrapolated at T = 0, and j 
is the temperature coefficient of the band gap.. 
3.4. BAND STRUCTURE AND CONDUCTION IN TRANSITION 
METAL OXIDE GLASSES 
The proposed band model for the transition metal oxide 
glasses is similar to that of compensated semiconductors, (58161) 
fig. (6). 	In the bandgap separating the allowed conduction and 
valence bands localized levels, e. g. donors, at an average 
energy, E, below the conduction band are present. 	These 
levels Swill be spread over an energy WD  given by (61) 
where f(K) is a number depending on the compensation; R is 
I 
the donor separation; 	and C is the dielectric constant. 
In transition metal oxide glasses, e. g. the vanadate 
glasses, the donor levels are normally associated with the 
lower state of the vanadium ion, (V 4 ), and the higher (ii5+) 
ion state. 	The conduction process is believed to be controlled 
by electrons hopping between the V4 and v5  states (58, 61) 
If the concentration of V ions is equal to C and hence for 
(1-C) = 	ions, the conductivity is given by 
neP..= C(t-C) 
	 (3.4.1..) 
where 	is the phonon frequency and n is the number of 
sites in a unit volume R3 . 	In the above expression the product 
C(1-C), arises from the fact that the carrier concentration, n, is 
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FIG (6) Energy Band Model 
For T.M.O. Glasses 
J, 
In polar materials, such as the transition metal oxide, 
lattice polarization plays an important role in the conduction. 
process. 	The effect of polarization on conductivity can be 




and W  is the polarization or polaron energy. 	The polaron is 
the name given to the electron with its polarization cloud. 	It 
behaves as a quasiparticle and just as electron wave-functions 
overlap to form a band so also may polaron wave-functions 
form a polaron band. 	The polaron band, however, is narrow 
and the effective mass of the polaron is large; thus, its role 
in conduction is more pronounced at low temperatures. 	When 
the polaron wave-functions have small overlap the conduction 
takes place by polaron hopping. 
The magnitude of the polaron energy is of order (58 ) 61) 
P = 1 	 (3. 4. 2.) 
where 	and &are  the high frequency and static dielectric 
constants and r is the radius of a localized state. 
Theory predicts that the total activation energy 
+ W11  decreases with decreasing temperature (62) 	The 
decrease in WD  is due to the fact that at lower temperatures 
the electrons hop overlarge distances into energetically 
favourable sites, while the decrease in W  results from freezing 
of optical vibrations of the lattice which are responsible for the 
sell-trapping of electrons. 
CHAPTER FOUR 
REVIEW OF LITERATURE 
4.1. CHALCOGENIDE GLASSES 
In the past fifteen years or so the physiochemical 
properties of a large number of chalcogenide glasses have 
been studied with the aid of a variety of experimental 
techniques. 	Certain properties, such as the low softening 
temperature and the low mobility, have curtailed the usefulness 
of some of these techniques. 	The lack of information 
on the structure of most of the chalcogenide glasses has also 
added to the problems of interpreting many of the observations 
that have been made. 
Many reviews and articles dealing partly or wholly with 
theory and properties of chalcogenide glasses have been 
written (4, 7, 8, 58) and in 1969 alone large number of articles 
on the subject were presented at two major international 
conferences (63, 64) • 	It is not possible to reproduce the 
results of. all the previous work in this field and thus only 
some of the important and relevant observations are presented 
here. 
In almost all glasses the d. c. conductivity obeys the 
relationship 
c- =  kr 
over a wide range of temperatures, showing a single activation 
energy E 0 (4). 	A slight increase in E0 has sometimes been 
observed above the softening temperatures (65) and a few 
measurements have shown a continuous change in the slope of 
log o versus 1/T (66, 67) 	Also in some cases two regions 
of conduction with lower activation energies at low temperatures 
have been observed (68,69) 
Stuke (52) has pointed out that the magnitude of the pre-
exponential factor Cro is of the order 1O4 ohm. cm., as in 
crystalline semiconductors, and varies only slightly from one 
z1 
material to another. 	There are, however, exceptions to this 
generalisation (68)• 
The effect of composition on d. c. conductivity is reviewed 
by Kolomiets (4) and Gubanov (7). 	The element selenium and 
the binary glasses arsenic sulphide and arsenic selenide are 
characterized by lows conductivities. 	The addition of some 
elements such as thalium and tellurium cause an increase in 
conductivity and a decrease in the activation energy. 	These 
changes are also accompanied by a reduction in hardness and 
softening temperature and an increase in density. 
While the thermoelectric power measurements in 
chalcogenide glasses indicate p-type conduction (65, 70), Hall 
measurements indicate n-type conduction (11) 	The cause of 
this inconsistency has not been satisfactorily resolved. 	It 
should be noted, however, that such a descrepency could 
occur in near-intrinsic crystalline semiconductors. 	Exceptions 
to the sign inconsistency have been reported by Kornfel'd and 
Sochova (71), and Nagels etal (72). 	Both authors have reported 
a positiive Hall mobility sign in the T12Te.-As2Te3 system. 
Nagel also found the mobility to vary with temperature in 
contrast to the observation of Male (11) and Evkin. (73). 	All 
workers agree, however, that the Hall mobility is of order 
10 1 cm 2 /V. sec. and shows little or no variation, with 
composition. 
The cause of the anomally in the T12Te-As2Te3 system 
with regard to the sign of the Hall mobility is not clear. 	It is 
worth mentioning that an unusual temperature dependence of the 
Seebeck coefficient was found in the same system by Uphoff and 
Healy (74)• 	It was suggested that the cause was the presence 
of a finely dispersed crystalline phase in the glass matrix. 
This view was substantiated with photomicrogra.phS of air 
quenched samples. 
The thermoelectric power has been studied in the 
As-Se-Te system in both liquid (65) and solid (glassy) states (74), 
while the As-TI-Se-Te system has only been studied in the 
solid state (70)• 	In all cases the thermoelectric power is 
approximately inversely proportional to temperature. 	Edmond 
(65) fitted his observations to the relationship 
E L 	 (4.1.2.) CA 
eL2kT J 
where B is the constant. 	The activation energy EOL was 
determined for several compositions and was found to he 
consistantly larger than the conductivity activation energy 2E 0 . 
In the solid, on the other hand, the slopes of o versus 1/T 
were found to be less than 2E0 (75) • 	By taking into account 
the contribution of both electrons and holes and using 
k r(tb)Eg 	 (4.1.3.) 
b) 2 1 T J 
Owen (58) was able to equate the activation energy E g with 2Eo 
at values of b in the range 0. 1 to 0. 3, where b is the ratio of 
electron to hole mobility. 
Although many impurities are known to have no influence 
on the conductivity of various chalcogenide glasses (4,7176) 
there are many others which show marked influence (6)77,78)• 
The effect of one atomic per cent silver on arsenic sulphide, 
for instance, was to increase the conductivity by 3 to 4 order of 
magnitude (6, 77) 	Andreychin, et al.( 80 ) found the increase to 
be by factor of 40. 	In arsenic selenide, the silver was found 
to cause very little rise in the conductivity while in As2Se2Te 
the effect was to reduce the conductivity (77) 	Edmond also 
studied the effect of stiochiometery in arsenic selenide and found 
that the stiochiometric composition As40Se60 corresponded to a 
maximum in conductivity. 	Similar observations were made by 
Hulls, etal.(66 ) who also found a maximum in the density at this 
composition. 
The optical absorption in chalcogenide glasses is similar 
to that observed for vitreous selenium and tellurium (52 ) 58, 68) 
This is characterized by a relatively shallow edge which rises 
Li Q 
exponentially over a wide range of absorption coefficient 
• 	followed by a tendency to saturation at very high absorption 
coefficients. 	The origin of the exponential edge is not yet 
clear and it is doubtful whether an 'optical gap" can be 
associated with any part of the exponential edge (58). 	In the 
region above the exponential edge, Weiser (81) found his data 
on evaporated films of As2Te3 fitted the equation 
(4.1. 4.) 
where o< is the absorption coefficient and (h' ) is the energy. 
At room temperature Weiser found the optical gap, E 0 , to be 
0. 82 eV extrapolated to approximately 0. 95 eV at absolute 
zero. 	In arsenic sulphide this energy is in the region 2. 5-2. 6eV 
(82), The mobility gaps for arsenic telluride and arsenic 
sulphide, on the other hand, are 0.8 eV and 2.1-2.3 eV 
respectively. 	Weiser suggests that the difference between 
the optical gap and the mobility gap may be due to an abrupt 
change in the mobility in the region where the states are not 
completely delocalized, whereas the optical transitions are 
predominantly between the delocalized states. 	It is also 
possible to account for the difference by assuming a. shift in 
the Fermi level from the centre of the pseudo-gap, as a result 
of an assymmetrical distribution of states in the valence and 
conduction bands (56), 
4.2. TRANSITION METAL OXIDE GLASSES 
In (1954) Denton and his co-workers (83)  were the first 
to report on their observations of electronic conduction in 
transition metal oxide glasses. 	These authors discovered that 
glasses of the composition V205-P205-BaO (CaO) had 
Semiconducting properties and showed n-type conduction. 	Since 
that date many glasses based on other transition metal oxides 
have been studied but they have received less attention than that 
given to the chalcogenide glasses. 	The d. c. conduction and 
the thermoelectrical properties have been studied most 
particularly with respect to the effects of composition and of 
the concentration of transition metal ions of various valence 
states. 
One of the earliest investigations was that of Baynton, 
et al. (84)  who studied the effect of varying the overall 
concentration of V 2 0 
 5 on the conductivity of the V 205 -Na20- 
25 system. 	It was found that the conductivity increased on 
increasing the amount of V 2 0 
 5 in the glass. 	Similar observation 
in the system V205 -P205 -BaO was attributed to the increase in 
the V205 /P205 concentration ratio 
(85),  and the same conclusions 
were reached by Grechanik, et al. (86)  in the case of V 2O5 -P205 - 
R 0 , where R 0 represents an oxide of group 1-4 of the 
yx 	yx 	87' ' periodic table. 	Munakata " ' investigated the same system but 
with RO x representing a basic metal oxide. 	Munakatats results 
revealed the dependence of the conductivity on the cationic field 
strength, z/a2 , of the element R (z is the charge on the cation and 
a is the mean separation of cation from the oxygen atom). 
The effect of replacing P 2O5 as the glass former in the 
system 30V 205 -4OCaO-30P 205 by B 2 0 
 3 was to decrease the 
electrical conductivity while leaving the thermoelectric power 
unchanged (88) 	In the system v2 o5 - 2o5 -wo3 , on the other 
hand, the effect of replacing the 5d transition element- .,oxide W03 
by either V 2 0 5 
 or P2O5  was to increase the conductivity. 	The 
opposite effect was observed when VQ0 and P205 
were 
substituted by PbO, BaO and moo   
The effect of varying the concentration of the different 
valence state ions of the transition element on the conductivity 
was first noted by Baynton (84) 	Other reports showing the 
dependence of the conductivity on the concentrations ratio 
V4+/V5+in the vanadate glasses and on Fe 2 +/Fe3 + in iron oxide 
glasses, for example, are to be found in the literature (8591)• 
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Munakata (87) studied the 60V 205 -(20, 35) P 205 .-(20 )  5) BaO 
system and found a maximum in conductivity at values of 
C =0.1  - 0. 2, where C = V4 /Vtotal.. The concentration of 
ions was varied by melting the glass in sulphur dioxide 
atmosphere and also by varying the BaO/ P 2 0 5 ratio at fixed 
V 2 0 5  content. 	
Kitlagorodskii (89) used lampblack to control 
the concentration of V 4 ions in 80V205 -20P205 and observed 
a conductivity maximum at C = 0. 115. 	In contrast to Munakata's 
results, however, the maximum in this case was followed by a 
minimum and then a further increase of conductivity with 
increasing C. 	This effect is probably due to the presence of 
residual lampback in the glass. 
According to the theoretical predictions, (chapter 3), the 
conductivity should be maximum at a value of C = 0. 5. 	The 
results above clearly indicate that the maximum in fact occurs 
at much lower values. 	In iron-phosphate glasses however, a 
broad maximum in the conductivity at (Fe 2 /Fe3 ) = 0. 4 - 0. 6 
was observed by Hansen and Splann (90, 91) 	Munakata. (87) 
suggests that the maximum in conductivity could only occur when 
the number of pairs of energetically equivalent V4  and V5+ sites 
reach a maximum. 
The Seebeck coefficient is found to be a few tenth of 
millivolts (91,92) showing little or no temperature dependence 
above room temperature. 	In this region the thermoelectric 
power is given by (62) 
kr C 
(4,2.1.) 
where A is a small constant. For a value of A = 0 a change 
in the sign of the Seebeck coefficient would be expected at C = 
0.5. 	This was observed by Kennedy and Mackenzie 
(88),  but 
Hansen (90) observed a sign reversal at C = 0. 62. 	Owen (58) 
shows that if the temperature independence of c>4 is taken to 
indicate that all the available carriers are free, then in 
considering the V4 concentration in a vanadate glass as being 
the concentration of free carriers, this would yield, from 
= nep, a mobility value as low as 10 6 -10 8cm 2 /V. sec. 
A detailed an.lysis of the electrical conductivity and the 
thermoelectric properties of the vanadate glasses was made by 
G. S. Linsely (93)•  A summary of this analysis in conjunction 
with some of the a. c. results of the present work have already 
been published - (see appendix). 
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CHAPTER FIVE 
A. C. CONDUCTION AND DIELECTRIC ABSORPTION 
5.1. INTRODUCTION 
In the earlier chapters the existing experimental data 
have been interpreted in terms of either band or hopping 
conduction mechanism's. 	The experimental results are often 
ambiguous, however, and. it has sometimes been suggested 
that both mechanisms could be operating simultaneously but 
with one predominating over the other under different 
experimental conditions. 	Nonetheless, with certain experimental 
techniques it is possible to distinguish between the two 
mechanisms involved. 	One such technique, mentioned already, 
is the measurement of Hall mobility. 	Unfortunately, 
amorphous semiconductors have low mobilities which are often 
within the boundary limits between band and hopping 
conductions, and this boundary itself is not fully agreed on. 
As mentioned in the introduction it is possible, according to 
Pollak, (18)  to distinguish between hopping and band transport 
by investigating the dependence of a.c. conductivity on 
frequency. 	With hopping conduction the conductivity is 
expected to be an increasing function of frequency while with 
band conduction the conductivity should show a decrease with 
increasing frequency. 	The exact form of the conductivity 
dependence on frequency will depend on whether the processes 
can be described by a single relaxation time, multiple 
relaxation time or a continuous distribution of relaxation times 
• and, in the latter case, on the form of the distribution. 
These factors will in turn depend on the electronic and/or 
atomic structure of the material. 	In this chapter, the 
theories of a. c. conductivity and dielectric loss will be 
discussed in more detail. 
A. C. measurments in a limited frequency range do not 
necessarily give unambiguous results. 	It will be 
U 'J 
shown later that there is more than one mechanism which can 
show increasing conductivity with frequency.. Thus, before 
reaching a definite conclusion it would he necessary to cover 
as wide range of frequency as possible and consider all the 
possible mechanisms which could be contributing to the 
dielectric loss. 
5.2. GENERAL THEORY 
In a steady field the losses in dielectric materials are 
caused by the flow of charges between the electrodes across the 
material. 	In addition, steady fields cause the polarization of 
bound charges. 	This includes electronic, atomic, orientational 
and interfacial (Maxwell-Wagner) polarizations. 	Polarization 
does not, however, attain its final state instantaneously. 	It is 
considered to be a relaxation process with relaxation time, T 
which expresses the response time of the charged species to a 
sudden change in the applied field. 	Thus polarization lags 
behind the field. 
In an alternating field polarizations give rise to a. C. 
losses in the dielectric. 	For a given type of polarization the 
loss is a maximum at some frequency, 	, related to the 
relaxation time !t by: 
L)0T = 
The values of 	and T depend on the mechanism of 
polarization. 	Interfacial and orientational losses are generally 
predominant in the frequency range extending from subaudio up 
to microwave frequencies, while atomic and electronic polarization 
extend to infrared and ultraviolet frequencies. 
The dielectric conductivity (a. c. conductivity) is defined by 
I, 
where 	is the permittivity of free space and L is defined as 
the imaginary part of a complex dielectric constant (. 
I 
in which OE is the permittivity or dielectric constant of the 
material. 	Another related parameter which also defines the 
dielectric loss is the loss tangent, tan& 
The simplest electrical network model for a dielectric 
is that of a resistor R which accounts for the losses, in 
parallel with a capacitance C representing the dielectric. 
constant. 	It can be easily shown that 
C= i!I\ 
and 	 , - 1 
where A is a geometrical constant for the dielectric. 	Hence, 
La/n6 (w CR 
I 
5.2.1. FREQUENCY DEPENDENCE OF 4_1  AND 
The dielectric parameters ! and 	are related to the 
polarization. 	The variation of the polarization with time and the 
frequency behaviour of - and 	are related formally (and 
phenomenologically) by the equation( 94 ) 
/ It 	 I 	J 0+joR)e.GL 
0 
where 4,,is the dielectric constant at infinite frequency and 
o (4) is a factor describing the polarization response to the 
applied field. 	Debye was the first to write o( (4) in the form 
where 't is a relaxation time and 	(0) is a constant. 	The 
above equation predicts an exponential decay in polarization with 
a sudden removal of an applied field. 	Such response applies 
for example to polarization resulting from charge cavriers or 
30 
dipoles having two spatially separated equilibrium positions 
• between which they can jump by surmounting a potential 
barrier (W). 	The relaxation time for this model can be 
shown to be equal to 
where I is a frequency factor. 




where 	is the dielectric constant at ti =0 
from equation (5. 2. 1. 1.) that 
(5 2.1.2.)  
It fb]iows 
4—: cIvo + 
- 
- ' + 
Equation (5. 2. 1. 3.) predicts a dispersion in the dielectric 
constant centred on the frequency W _L with 
Ot c)'rt (5.2.1.5.) 
Equation (5. 2. 1.4.) predicts a sharp maximum in the loss 
factor at this frequency 
it 	- 	S —.c'  
I 
The maximum, in tan 6 , on the other hand, is expected to 
occur at CJ 	, where Td is the characteristic time 
defined by 
/2. 
5.2.2. EFFECTS OF THE DISTRIBUTION IN RELAXATION 
TIMES ON THE DIELECTRIC PROPERTIES. 
It has been found that in most materials neither the 
dielectric dispersion nor the loss peak are as sharp as 
predicted by the Dëbye equation. 	The observed broadening 
in the loss peak and the flattening in the dielectric dispersion 
have been attributed to a distribution of relaxation times. 
This arises from the fact that not all species which contribute 
to one particular polarization mechanism have one common 
relaxation time. 	Each dipole or carrier is expected to have 
its own intrinsic relaxation time which is related to its 
particular environment. 	Hence, for the bulk there is a 
distribution of relaxation times defined by the function G (c) 
where 	 00 
(5.2.2.1.) 
The introduction of the function G (T) into the polarization 
theory modifies the Debye equation into 
__ 	 (5.2.2.2.) 
/ 	J 0 t-+Jt4C 
and to determine (. and ' it is necessary to define G (,r) in 
some form. 	Many authors have quoted different distribution 
functions which is best suited to their experimental data. 
These have been reviewed by Owen (1)• 
One form of distribution function which is often used is 
the Cole.-Cole distribution function. 	This can be introduced 
implicitly by writing the complex permittivity in the form 
= 	 (5.2.2.3.) 
Where 9 is a constant which signifies the width of the 
distribution of the relaxation times and takes a value between 
0 and 1. 	The higher the value of fi the broader is the loss 
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peak and /2 is also related to the height of the loss peak 
(i. e. at &) T= I ) by the equation 
- 	 COS 
o)  I+ Sin 	 Iz 
Hence, OL mo..x can vary between 	 and zero as  06 
/3 varies between b and 1. 	 V 
The constant T. represents the mean relaxation time 
for polarization. From equation (5.2.2.3.) it can easily be 
shown that for frequencies well removed from the relaxation 
frequency 'ç the a. c. conductivity is of the form 
Cr= (-) 0 CcS
1 TO' Lj c 	c)z;<t 	(5.2.2.5.) 
and 
( 	- € 	
(5.2.2.6.) 
From this it follows that the plot of conductivity versus 
frequency has a slope of /3 or z-,6 depending on the frequency 
range. 	For broad distribution of relaxation times the 
conductivity is thus expected to be approximately proportional to 
frequency. This phenomena has been observed in many 
materials and was first noted in ionic glasses. 	Theoretical 
explanations were given by Gevers and du Pre and Garton. 
(see Owen (1)). 	Both-authors claim that their analysis is 
applicable to amorphous materials in general. 
The argument of Gevers and du Pre (95) can be summarised 
as follows: because of the randomness in the structure of 
amorphous material there is a distribution in the potential energy, 
q, of the particles contributing to polarization. 	This 
distribution is defined by: 
(5.2.2.7.). 
The relaxation time T , on the other hand, is . related to 
q by the equation 
T= -" 	 (5.22.8.) 
The form G(q) takes is not defined but it is assumed to be 
flat over a large energy range. 	With this assumption and 
by using straight forward dielectric theory it was shown that 
the loss over several orders of magnitudes of frequency was 
invariant. 	It should be noted that a frequency independent 
dielectric loss is equivalent to an a. c. conductivity which 
increases linearly with frequency (since 	= 




which in a wide range of frequency may be approximated to 
&= A' [ST L(T)] (5.2 	2 	10.) 
where A, A / , and B are constants. 









Dd 	B LvL 
nBT 
and 
p 	P -0 
Equations (5. 2.2.11.) and (5. 2. 2.12) are identical to the 
empirical formulae obtained by Strutt (1931) and McDowell 
and Begeman (1929) respectively (1)• 
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The permitivity. on the other hand, was shown to 
decrease only slightly for an increase in frequency, the 
governing equation being 
---- 	— - °-' 	(5.2.2.13.) 
' CD 1.O9CA) 
Garton (96)  has shown that to have frequency independent 
loss ( crcwo ) over a reasonable range of frequency, the 
distribution function G(T) should be of the form: 
c>4 ' 
	
(5. 2. 2.14. ) 
To have this characteristic Garton proposed a model which 
is based on the existence of two types of potential wells between 
which the dipole or particle will oscillate. 	It is assumed that 
there are temporary thermal wells together with deep wells. 
The oscillation between the two types is shown to give frequency 
independent loss, 
C. 	(.&) 	(5. 2.2.15.) 
where C is a constant and H 0 is the depth of the permanent 
well. 	This model could also account for an increase in the 
loss angle tan with frequency at high frequencies where 
transitions between thermal wells are important, while at low 
frequencies, where transitions between deep well predominate, 
a Debye-type dependence is predicted. 
5.2.3. MAXWELL-WAGNER POLARIZATION 
A.C. losses due to Maxwell-Wagner or interfacial 
polarization occur as a result of the accumulation of charges 
at the discontinuities within the bulk of the dielectric, or at the 
electrodes. 	Discontinuities in the bulk result from 
fmperfections and structural defects, from grain boundaries or 
from phase boundaries in heterogeneous systems. The simplest 
model representing this type of polarization is that of a two 
layer system. 	This has been treated in many texts and the 
analysis leads to Debye type equation with the parameters 
, 	and T as follows (94) 
	
CYS 	 (5.2.3.11 
(crcl 2 + 
• 	 (5.2.3.2.) 
T= 	 (52.3.3.) 
where 6, and 4.
are the dielectric constants of medium 1 and 2, 
and 	are their conductivities, and di and d2 are the 
thicknesses, while d. - .= d1 + d2. 	The conductivity term, 
however, includes an additional term owing to the conductivity 
of the sample. This is given by: 
C71  (5.2.3.4.) 
CA 2-+ Oj-4t 
In terms of equivalent network components Ri, C1 and R2, C2 
representing the two media it can be shown that 
2. 
I(CS _L )C. 
- R 1 +R 2. 	i+ 	 . 
and 
Where R and C are the components of the equivalent circuit, 
fig. (7), and 
- -' 	 (52.3.6.) 
C s Cco 
CS 	
CIRI C2 R? 




R 1 '+ 
(5. 2. 3 7. 
(5. 2. 3. 8 ) 
(5. 2. 3. 9.) 

q)u 
This model has often been used in describing the a. c. 
losses in polycrystalline materials. 	The dielectric in this 
case is coidered to consist of high conductivity crystalline 
regions separated by low conductivity grain boundaries (97, 98) 
From the simplest model of aheterogeneous system it is 
obvious that the Debye equations describing the dielectric 
parameters of the composite medium are determined by the 
geometry, the conductivity, and the dielectric constant of the 
individual components. 	It is therefore possible to adjust 
these., parameters so as to fit any experimental data. 	More 
complicated systems, including Wagner's model of dispersed 
spheres in continuous medium and Sillars model of spheriods 
of large eccentricities extending from flat discs, to spheres, 
to long cylinders are also found to lead to Debye type 
relaxation (1)• 	The parameters 	, € and T  are now 
determined by the additional factor (V ) representing the 
volume fraction of the dispersed component and by the 
eccentricity parameter of the spheriods. 	Although in the 
above analysis only low concentration of dispersed medium 
(low v) was considered, van Beek (99)  extended this to 
higher concentrations and once again found the Debye equations 
to be applicable. 	One general feature of all the different 
analysis is that the parameters € 5 and 	are found to be 
functions of the dielectric constants of the individual components 
and their volume proportion, while the relaxation time, T , is 
found to be some function of their conductivities. 	For two 
media with conductivities <j-,and <3-, , if 	>, 	then 
to 
Many authors have tried to interpret their results 
according to Maxwell-Wagner type of relaxation. 	This is almost 
always possible as one can choose the appropriate parameters 
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or model which would give any frequency behaviour that is 
desired. 	The significant question to ask is what is the 
plausibility of such parameters or models representing the 
physical situation 'under consideration, as against the other 
possible mechanisms. 
5.3. A.C. LOSSES DUE TO THE ELECTRON HOPPING PROCESS 
5.3.1. A. C. LOSSES IN COMPENSATED SEMICONDUCTORS 
In an earlier chapter a description was given for the d. c. 
hopping conduction in compersated semiconductors whereby a 
carrier can hop from a state localized around an impurity centre 
to an unoccupied state localized around another, i.e. the 
Conwell-Mott model, fig. (8). 	Because all - impurities are not 
equivalent polarization can occur under the influence of a. c. 
fields, thus, leading to a. c. losses in the material. 	By making 
a few simplifying assumptions Pollak (18) and Pollak and Geballe 
(100) calculated the a. c. conductivity arising from this mechanism. 
In later papers (101,102) Pollak was able, by going through an 
elaborate analysis, to relax some of these assumptions and 
account for the experimental observations made on doped 
silicon and germanium. 
In Pollak's simple model it is assumed that hopping occurs 
exclusively between pairs of majority atoms and that the 
interaction between centres is negligible. 	For each centre with 
a pair of majority atoms 1 and 2 separated by energy & E and 
distance R. fig. (8), the following relationships hold 
= 
- 
- (\I2+w12)c ±''L2 	
(5.3.1.1.) 
FIG.( B 	)A RANDOM DISTRIBUTION OF MAJORITY 
ATOMS IN THE COLDUMBIC FIELD OF A 
MINORITY ATOM (MOIT-CONWELL MODE 
1T2T3 
FIG.( 9 	) AN ILLUSTRATION OF HOW A SINGLE 
HOP MAY GRADUALLY EXTEND WITH 
INCREASING TEMPERATURE. THE EQU! 
POTENTIAL CIRCLES ARE SEPARATED 
BY kT;T1<T2KT3 
Hence, Dipole moment 	P e- (x +' + 
X2 	+ ex 	(5.3.1.2.) 




• where f 1 and f 2 are the occupancy probability of centres 1 and 2, 
W12 and W 21 are the transition rates between the two centres in 
the qposite directions. 	The solution for 3, and hence the 
conductivity, depends on the behaviour of f 1 with time after a 
sudden application of steady field. 	The solution of equation 
(5. 3. 1. 1.) with proper boundary conditions gives: 
* fl 	4 Uto —F((o)e.xF(- ) 	(5.3. 1.4.) 
oo) 	{t_- t(c)] where 
 
c•to (5.3.1 6.) 
'-C- -I = 	 i.1 	
(5.3.1.7.) 
 2.1 
(oo) and f1 (0) 
 are the occupancy probability of centre 1 
at t =oand t=0 respectively. 	From equation (5.3.1.1. to 
5. 3. 1, 7.), the conductivity as a function of time, and hence the 
a. c. conductivity can be evaluated. 	Assuming a total density 
of pairs (density of minority atoms) equal to NA,  and assuming 
a random distribution of pairs, the contribution to conductivity 
from NAc (R,tE) elements, averaged over all e is: 
z -4
dr= L N d(R, Li) 	(2___ ' secha(i!) (5.3.1. 8 . 
2. 	 kT 	 2.kT 
In the temperature region <T>E, Pollak (100)  ignores the AE 
dependence and thus 	becomes: 
R4cLR. 	(5.3.1.9. 
Zt 2. 
since for a random distribution 
dp (RI LE)= 4IrN D R2dR 
	
(5. 3. 1. 10 
To evaluate the above integration the dependence of ' 
the relaxation time, on R must be taken into account. 	This 






and defining R0 as 
L. L 	&2RO') 
- 
gives 
C' 	R4ck[(-c]dR (5.3.1.13.) 
a 
where C is a constant. 
The function §ech C 2.. ( R-R j has a sharp peak with 
respect to R centred at R 0 . 	This suggests that the 
contribution to the conductivity comes from pairs whose 
separation is in the pron4ity of R 0 , say. R0 ± 





R 	_LviL 0  _ , - 
and 
a c 
= 	 (5.3.1.14.) 
o"c. 
where the constant 
(5.3.1.15.) 
The conductivity in equation (5.3.1.14) is thus proportional 
to some power of frequency slightly less than unity. 
Experimentally this is often found to be of the form 
C.'.) 
According to the above equation the conductivity should 
be a decreasing function of temperature. 	This is not 
observed experimentally and this discrepency is due to the many 
approximations made in the analysis, such as, 
the neglect of the temperature dependence of the relaxation time 
, and of the distribution of energies between the sites and 
its dependence on the degree of compensation. 
The influence of the above factors varies according to the 
degree of compensation in the material and the temperature ranges 
over which the conductivity is evaluated. 	An elaborate analysis 
of these are given by Pollak (101, 102)• At low temperatures, 
the conductivity is found to be independent of temperatures and 
the contribution to conductivity is attributed to those pairs whose 
energy separation 6S is of the order of kT,. where the 
distribution in energy is assumed almost constant. 	With rising 
temperature, however, an increasing conductivity is attributed 
to an increase in the concentration of active pairs. 	At very 
high temperatures both low and high compensation conductivities 
are found to be identical. 	Another factor to be considered at 
higher temperatures is that of multiple hopping. 	The presence 
of an atom with a spatial separation less than R 0 and energy 
separations less than kT from a pair has the effect of shortening 
the time required for relaxation of the pair system and thus has 
the effect of changing the contribution to the conductivity at a 
given frequency (101) 	It is more probable, however, to have 
a third atom with a separation less than kT from both atoms, but 
less than R0 from either atom. 	Although this configuration does 
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not affect the relaxation time greatly, the conductivity, 
nevertheless, is increased because the charge transfer may 
be more extended. 	The probability of this occuring increase 
with rising temperature, as shown schematically in fig. (9). 
Thus, it is obvious that this configuration will cause an enhanced 
temperatur.e dependdnce of the conductivity and that this effect 
will increase with concentration. 	It is also apparent that the 
likelihood of such multiple hopping will increase with increasing 
R0 . 	Since an increased dependence of conductivity on R 0 means 
a decreased dependence on frequency, multiple hops will result 
in a decreased frequency dependence in addition to the increased 
temperature dependence. 	The more pronounced frequency 
dependence, on the other hand, would accompany a reduced 
dependence on temperature. 
	
Pollak's result shows that the loss 	is nearly 
frequency independent. 	The applicability of Gartons conditions 
can be examined in this case by recalling that for distribution 
function G (t) the conductivity is 
2' 
2 
+ L)  
and according to equation (5.3.1.9.) 
• C. 	ç 	
t: 	
R 
Comparing the two integrands and substituting in equation 
(5.3.1.11.) 
G(c)c& 
Thus the deviation from Garton condition for frequency 
invarient loss; i.e. 	 , is slight. 	This deviation 
however leads to the j' dependence observed 
experimentally. 
5.3.2. A. C. LOSSES IN CHALCOGENIDE AND TRANSITION 
METAL OXIDE GLASSES 
There has been relatively little work on a. c. conduction 
in semiconducting glasses and there is no well established theory 
on the subject. 	This is largely because of the lack of 
knowledge of the states in the pseudo-gap of semiconducting 
glasses. 	That is to say, their density, distribution, radii of 
their wave functions, the nature of the random potential, etc., 
are not established. 	The conductivity has been evaluated, 
nevertheless, by assuming the contribution to come merely 
from the localized states within kT of the Fermi level. 	The 
conductivity is expressed as (68) 
EN(CF)II<Te- (-L)L,)[LA 
	 (5.3.2.1.) 
Pollak (104),  in deriving the above expression has 
assumed that the pair model is maintained and also that the 
separations of centres is greater than some length R,  defined 
by 
R 	 (5.3.2.2.) 
where NC  is the density of carriers in the pseudo-gap. 	The 
latter assumption states that the probability of occupation of two 
centres of spatial separation greater than Re  is independent of 
each other (i. e. the occupancy of the two is uncorrelated) and 
the probability of two states to having a given energy separation 
is independent of their spatial separation (104) 
The few results which have been reported in recent years 
are generally interpreted according to Pollak's hopping model, 
with the a. c. losses attributed to the hopping of electrons 
between the localized states in the forbidden gap. 	Similar 
explanation have been given for the losses observed in other low 
mobility materials such as evaporated amorphous films, organic 
semiconductors, and transition metal oxides. 	The range of 
frequencies over which measurements have been made is not 
very wide and limited mainly to the audio-frequency range. 
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Nonetheless, individual materials have been tested at higher 
or lower frequencies. 
The temperature dependence of the conductivity, is not 
fully expressed in equation (5. 3. 2. 1. ) due to the simplifying 
assumption made in deriving the conductivity equation. 	It is 
true, however, that in both compensated silicon (100) and in 
chalcogenide glasses (105)  the a. c. conductivity is found to 
show very weak temperature dependence. 
The a. c. conductivity in chalcogenide glasses has been 
investigated both in evaporated film and in bulk form. The 
published reports from this laboratory (6 9 75) include work on 
glassy arsenic sulphide and selenide in the audio-frequency 
region extending to the microwave region. 	In the audio- 
frequency range Pollak's prediction (1 8)p i. e. 	- o& W 0. 8 
relationship, is confirmed. 	Above lMllz 9 however, a region is 
observed in which the conductivity varies approximately as the 
frequency squared ( cr c 	and is virtually temperature 
independent. 	This region extends up to 1GHz (75)• 	On 
thick films of As 2Se3 Shaw (105)  found a w l , 55 dependence in the 
region (10 6 -10 8Hz) while on thin film a W 2 dependence was 
observed in the region (3 x 104_108 Hz). 	Rockstad (106) has 
studied the systems As 2Te3 and Te-As-Si(Ge) and again has 
found j)0809  dependence at frequencies up to nearly 10 811z. 
But in the audio-frequency range 10 3 -106Hz. 	the a. c. 
conductivity is found to be dominated by the d. c. conductivity 
Except for the dielectric dispersion observed in the 
• As-Te system in the audio-frequency region (107)  all other 
studies have shown the dielectric constant to be nearly frequency 
independent (75, 105, 108)• 	Rockstad (106) found a good agreement 
between his results and the Kramers-Kronig relationship 
f= o ± 	EOV1 ( 	
7() 	(5.3-2.3. 
Apart from the chalcogenide glasses many other materials 
show a. c. polarization. 	These include some organic 
semiconductors (109), and various amorphous films (110-112)• 
As already mentioned, however, the near frequency invariant loss 
is not a unique property of semiconducting disordered structures 
and it is also obser - 'ed in ionic glasses (1)• 	The 	dependence 
above 1MHz has also been observed in Li doped NiO (113) and 
solid polymeric carbon disulphide CS2 (114)• 	In all the 
materials mentioned so far a very weak temperature dependence 
of a..c. conductivity is found in the audio-frequency which often 
becomes even weaker with increasing frequency, and in some 
cases show no temperature dependence at all. 
There is no satisfactory explanation for the 
dependence and the temperature-independence in the radio-
frequency. region. 	Further discussion of this phenomena is 
presented in chapter (8) in conjunction with the results of the 
present work. 
In transition metal oxide glasses the a. c. conductivity 
is also similar to the mechanism described by Pollak. The 
increase in the conductivity with frequency is observed at low 
temperatures while at higher temperatures this is masked by 
the d. c. conductivity. The activation energy is observed to be 
a function of temperature and frequency. 	Nester and Kingery 
found that the activation energy in vanadate glasses 
decreased with an increase in frequency and a decrease in 
temperature. 	Hench, et al. 1 ' 5) observed two distinct 
activation energies in 70V205-30P4010 glasses one for the 
d. c. conduction, which in contrast to Nester 
(92)  and Linsley 
observations is found to be temperature invariant, and the 
second for a. c. conduction which once again is temperature 
Independent but a decreasing function of frequency. 	Their 
frequency-activation energy plot extrapolates t o zero activation 
energy around 10MHz. 	Another unusual behaviour in Hench's 
results is the shift in the magnitude of the a. c. conductivity 
above the d. c. value at high temperatures 	In another paper 
-x LIF 
by Hench (116),  however, experimental data on potasium 
vanadium phosphate glasses show an agreement with the 
generally observed behaviour. 	The dependence of the 
conductivity on frequency is found also to be a function of 
the quenching temperature of the glass. 	The highly 
quenched glass in general tends to show an L dependence 
over a long range of frequencies tending toward 
dependence at frequencies in excess of 10 6 Hz. 	As the 
quenching temperature is lowered, however, a region of 
frequency independent conductivity appears and seems to 
gradually increase in importance. 	At a quenching 
temperature of about 550 0C the frequency independent region 
covers nearly four order of magnitude of frequency and is 
followed directly by an w region. 	The change in 
quenching temperature is thought to induce structural 
changes in the glass and the frequency dependence can be 
related to the inhomogeniety of the structure (Maxwell.- 
Wagner relaxation process). 	A similar explanation for 
the observed dependence of a.c. losses on frequency and 
annealing temperature in iron phosphate glasses was offered 
by Kinser (117) 
A. C. losses in vanadium phosphate glasses have also 
been studied by Schmid (118) . ' The measurements carried 
out by Schmid cover the frequency range 100Hz - 10MHz 
and in a temperature range of 77 0K to about 5000K. 	The 
plot of J Og Cr vs. 	also shows two regions of conduction; 
one at low temperatures showing frequency dependent but 
temperature independent conductivity and the other at high 
temperature giving frequency independent but thermally 
Activated conductivity. 	Schmid interprets these results in 
terms of polaron hopping but his arguments are difficult to 
follow. 	In polaron hopping, however, Pollak's analysis 
can still be applied except for the term 	 in 
equation (s. 3. 1. 14. ) which must be replaced by (62) 





where WH  is the hopping activation energy for polarons. 	The 
temperature dependence is expected to he different to the one 
expressed in equation (5. 3. 2. 1.) 	but at low temperatures, 
the contribution to dielectric loss comes from polaron transition 
between sites of equivalent energy and no activation energy is 
involved in the conduction mechanism. 
CHAPTER SIX 
EXPERIMENTAL WORK 
The major part of this work covers a. c. conductivity 
measurements on nominally stoichiometric and silver doped 
As25e3 and vanadium phosphate glasses in the frequency spectrum 
100Hz to 100MHz and over a temperature range from 77 0C 
(liquid nitrogen temperature) to approximately 400 0K. 	This 
work also includes d. c. conductivity measurements on many 
chalcogenide glasses. 	A few measurements have also been 
made at v. h. f. and u. h. f. frequencies (i. e. up to 2. 5GHz) 
on As2Se3 and A52S3 glasses. 	Other glasses from the 
chalcogenide group on which some measurements have been 
made include the ternary system As - Se - Te, and As - S' - Pb. 
Whenever it was possible all the chalcogenide samples 
Were made in the form of circular discs of 1cm in diameter 
and approximately 1 - 2mm in thickness. 	The vanadium 
phosphate glasses were in the form of discs approximately 
2cms in diameter. 
6.1. PREPARATION OF CHALCOGENIDE GLASSES 
Unless otherwise specified, all the As2Se3 glasses were 
prepared by melting the compound in sealed silica tubes of 
approximately 12cms. long with an inner diameter of about 1cm. 
The tubes were first sealed at one end and pulled to form a 
bottle neck at the other end. 	The tubes were then cleaned 
with acetone, washed with distilled water and prior to use, 
they were thoroughly dried in a warm oven. 	As2Se3 with 
99.999% purity, supplied by Koch and Light Ltd., was added 
filling two thirds of the tube. 	The compound used was in 
the form of small lumps of varying sizes. 	This, in contrast 
to the powder form is easier to degas. For the silver doped 
glasses, silver of the same purity grade was accurately 
weighed and added to the tube. 	The tube was then connected to 
a vacuum system and the air was pumped out. 	To speed up 
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the degassing process the tube was periodically shaken and. 
gentle heat was applied, so as to allow the escape of gases• 
trapped on the surface or inbetween the grains of the content. 
The tube was then sealed at a vacuum pressure of 10-2 - 10-3 
torr. 	The sealing was made easier with the use of silica plug 
rod. This was placpd at the neck of the tube and with the 
application of oxyhydrogen flame, the atmospheric pressure was 
found to be sufficient for the neck to collapse on the rod. 	The 
two were then allowed to fuse together with the application of 
excessive heat. 
With the completion of the sealing, the tube was 
transferred into a horizontal rocking furnace. 	The temperature 
in the furnace was set at 700 ±5 0C and regulated by a 
temperature controller. 	The tube was placed in the centre of 
the furnace with the cross-sectional temperature gradient of 
less than 2 0C/cm. 	The longitudenal temperature drop from 
the centre of the furnace to 15cms on either side was only 
5 - 10°C at 7000C. 	Thus, the whole melt was at approximately 
constant temperature. To prevent any draught the ends of the 
furnace were closed with asbestos plugs. 	As a safety 
precaution the whole furnace was placed inside a fume cupboard 
so as to allow the escape of poisonous fumes in case of leak 
or explosion. 
The silica tube was maintained at the furnace temperature 
for a period of four hours. 	The rocking action of the furnace 
was also maintained to allow complete mixing of the melt. 	At 
the end of this period, the tube was rapidly drawn out and left 
in a vertical position and allowed to cool down to the ambient 
temperature. 
The samples were cut from the tube by mounting the 
tube horizontally in an adjustable jig movable with the aid of a 
micrometer. 	Slices were cut off the tube by means of motor 
driven diamond wheel with adjustable speed. 	The contact 
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pressure between the wheel and the tube was induced by a 
small weight attached to one end of a lever with its other end 
supporting the mounting jig. 	This arrangement made it possible 
to cut circular discs of specified thickness. 	During cutting 
glycol was used as a lubricant. 	The thickness of each cut 
disc was about 2mm but after grinding and polishing the final 
thickness was about 1mm. 
The grinding of the surfaces was achieved by using a 
rotary grinding wheel and carborundum powder. The surfaces 
werethen polished on a polishing pad with the use of 10 micron 
alumina powder and liquid paraffin. 	The samples were cleaned 
- with trichioroethylene and were allowed to dry, ready for the 
application of the electrodes. 
, 6..2. PREPARATION AND CHEMICAL ANALYSIS OF THE 
VANADIUM- PHOSPHATE GLASSES. 
This work was done by G. Linsley during his research 
at Sheffield University. 	The method of preparation and analysis 
of these glasses is given in his Ph. D. thesis, (93)• 	Only a 
summary of his work is presented here. 
Five series of glasses in the V 205 -P2O5  system with 90, 
80, 70, 60 and 50% V 2 0 
 5 were prepared by melting the, oxides in 
silica crucibles for 30 minutes at 700-900°C and annealing at 
270-300°C for two hours. 	The vanadium valence states in each 
series was varied by adding sucrose, a reducing agent, to the 
batch or bubbling oxygen through the melt. 	The amount of 
reduced vanadium, assumed to be V4+ . was determined by 
dissolving the glass in weak sulphuric acid and titration with 
potassium permanganate. 	The total amount of vanadium was 
determined by complete reduction to the V4 state with sulphur 
dioxide and titration with permanganate. 
The possibility of the existence of lower state (V 3 ) in 
the glass is discussed in Linsley's thesis. 	He concludes, 
with reference to other workers in the field, that glasses with • 
more than 50 mole per cent V 2O5 have little or no vanadium in 
Valence states below V4+. 
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6.3. ELECTRODE MATERIALS 
Although most electrode materials are expected to provide 
ohmic contacts with chalcogenide glasses, as a result of a 
possible high density of localized states in the band gap, a few 
may well be inappropriate because of the chemical and physical 
properties. 	This work was not aimed at investigating the 
properties and influence of various electrode materials, but in 
an effort to standardize the work on one type of electrode, 
several were evaluated. 	These include: 
1, 	Evaporated silver and silver paint electrodes 
During earlier work it was discovered that when silver 
was used as an electrode material, it tended to diffuse into the 
bulk of glass, especially at elevated temperature, thus causing 
an increase in the electrical conductivity. 	For this reason, the 
use of silver was avoided. 
2. 	Evaporated Aluminium 
This element was discarded for the poor adhesion it 
showed with the chalcogenide glasses. 	Its. stability as an 
electrode material in atmospheric conditions or at high 
temperatures is doubtful. 	A series of d. c conductivity 
measurements on samples of arsenic triselenide with aluminium 
electrodes show lower conductivities than those found with gold 
electrodes:- 
GLASS COMPOSITION CONDUCTIVITY (ohm -1 . cm ) 
	
Aluminium Electrodes 	Gold Electrodes 
8. 6 x 10 14 2. 9 x 1043 
sample (1) 7.2 x 10 13 	6. 6 x 10- 3 
sample (2) 1.4 x 10 43 6. 6 x 10- 13 
4.6x10 13 	8.4x10 12 
5.6x1043 2,0x10 
As Se +O.O5at%Ag 
AsSe + 0. 25 at % Ag 
As Se  + 0. 50 at % Ag 
AsSe3 + 0. 75 at % Ag 
There is evidence that aluminium electrodes on chalcogenide 
glasses form a blocking contact for holes, e. g. from carrier 
injection experiments (69) 
Besides the difficulty of obtaining good adhesion between 
glass and aluminium, the susceptability of aluminium oxidation is 
another disadvantage. 
Evaporated Gold Electrodes 
These seemed to provide satisfactory electrical contact. 
Reproduce ability of results in samples after prolonged exposure 
to atmosphere and the absence of any change in conductivity 
after the samples had been cycled through elevated temperatures 
are indications of the stability of these contacts. 
In-Ga Amalgam 
This was tried and found to give results consistent with 
samples having gold electrodes. 	This is indicated in fig. 10 
where the results of the a. c. conductivity measurements in the 
audio-frequency range on samples of stoichiometric and non-
stoichiometric arsenic sulphide, using both types of electrode 
materials, are presented. 
In-Ga electrodes were applied by dipping indium rod in 
liquid galium and then rubbing the surface of the sample with the 
wet end of the rod. 	Because of the difficulty in controlling this 
process the amalgam was not used. 	In addition, measurements 
could not be made at high temperature because of the low melting 
point of In-Ga.  
Following the above investigation evaporated gold electrodes 
seemed to be most convenient to use and, thus, it was used 
consistently throughout this work. 	Further evidence on this point 
is that the a. c. conductivity of arsenic selenide with gold electrodes 
appear to be independent of thickness (over a wide range of 
thickness). 	This evidence is described later (i. e. fig. 40). 
6.4. ELECTRICAL MEASUREMENTS 
The experimental equipment for the electrical measurements 
consists of: 
1. 	D. C. conductivity measuring circuit. 
2, A. C. bridge for conductivity measurements in the a. f. range 
(100Hz-i 00KHz). 
Resonant circuit for conductivity measurements in the r. f. 
range, (50KHz-100MHz). 
V- H. F /U. H. F. (100MHz-2. 5GHz) Coaxial line system. cc4S 
5 	The apparatus to vary and control temperature 
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6.4.1. D.C. CONDUCTIVITY MEASUREMENT 
The circuit, illustrated in fig. (11), consisted of a 
variable d.c. voltage supply, (Bradley D.C. Generator type 123) 
connected across a series combination of a standard resistor 
R and the sample resistance Rs. 	The total voltage, V, 
across the two resistors and the voltage, V, across the 
standard resistor were measured with Keithly GlOB electrometer. 
This instrument is accurate to within ±1% of full scale in the 
range 10_3_102 volts. 	The •input impedance of the electrometer 
is 101A ohms. 
The conductivity of the sample was determined by 
evaluating Rs first from 
VIP 
• 	For sample conductivities of order i0 1 4 ohmcm', a 
standard resistor of 108 ohms and a supply voltage of 100 volts 
were found adequate in providing the specified 11% accuracy. 
For lower conductivities, however, a standard resistor of 1010 
ohm was used. 	It was also possible to use the electrometer 
as an ohm-meter for measuring resistances up to 10 11  ohms 
to an accuracy of ±2%. 
To obtain accurate results, especially with low conductivity 
samples, it was found necessary to have all the components of the 
circuit shielded so as to exclude the effect of any external 
electrostatic field. 	Any vibrations in the instrument and leads 
had to be avoided to prevent instabilities in the meter readings. 
6.4.2. AUDIO-FREQUENCY BRIDGE 
• 	The basic set-up of the bridge is shown in fig. (12). 
Its main feature is that the generator and the detector have a 
common earthed terminal. 	The principle part of the circuit 
is a T-network of resistors, with fixed arm resistors R1 and R 2 
and a third variable resistor R. 	A variable air condenser C v 




FIG.( 11 ):D.C.Masurcments Circuit. 
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FIG(12). THE LYNCH BRIDGE 
connected across the capacitor both R v and C are adjusted to 
provide a balance of the bridge. 	The sample is then 
disconnected and the bridge is rebalanced. 	The conductance, 
G5 , and the capacitance, C, of the sample are determined 
from the equations 
CS 	6C V  
Where &Rv and ACv are the required adjustments in R v and C, 
which substitutes the sample impedance in the circuit. 	In 
addition to the measuring arm another 1 set of T-network of 
resistors and a parallel capacitor are added to the circuit with 
the purpose of providing initial adjustments for the bridge. 
These are left unaltered when the sample is disconnected. 
	
The bridge was designed by A.C. Lynch (119)• 	Its 
advantage over other a. c, bridges is the wider frequency range 
over which it can operate and its capability for more accurate 
measurements. 	According to Lynch, the bridge can operate 
over a frequency range of 4Hz to about 0. 5 - 1MHz. 	This 
limit can be stretched further to about 20MHz with the 
replacement of the resistor T-network by capacitive arms. 
In this work the bridge was operated in the frequency 
range 50Hz-100KHz. 	This is the operational limit of the Null 
detector (General Radio Model 1232A). 	Regardless of this fact, 
it was thought to be unwise to operate the bridge over any wider 
range of frequencies, because of possibility of unwanted lead and 
stray impedances at higher frequencies and low bridge sensitivity 
at frequencies around 50Hz. 	In fact, in the range 50Hz-500Hz 
where the bridge requed R1R2 to be of order io12 io1 3 (ohm) 2 
an accuracy better than ±20% could not be guaranteed while at 
1-10KHz and with R1R2 = 10 10  (ohm) 2 a change in RV of less than 
± 1% was detectable. 	Other parameters which could have 
influenced the measurements were the transformer and the signal 
generator characteristics. 	A signal from the generator was 
applied to the primary winding of the transformer and the output 
at the secondary winding was examined on an osciliscope. 	It 
was found that the signal over the whole frequency range of 
50Hz-100KHz maintained its sinusoidal wave form and its 
magnitude. 	With input of up to one volt no change in the 
transformer behaviour was observed. 
All components were shielded in grounded metallic 
screens or cans and screened cables were used to eliminate 
interference. 
6.4.3.- RADIO-FREQUENCY MEASUREMENT 
Because of the increasing stray impedances and the 
uncertainty in the distribution of the current at very high 
frequencies (10-100MHz), conventional a. c. bridges are normally 
substituted by resonance circuits. 
A typical resonance circuit consists of a series 
combination of an inductor, L 5 , and a variable capacitor Cv, 
fig. (13). 	At resonance, say at a capacitance value of Cvo, 
the current in the circuit and hence the voltage, V, across the 
capacitor is maximum. 	When the circuit is detuned on 
either sides of the resonance peak the voltage falls to a lower 
value. 	From the magnitudes of the capacitor adjustments and 
the resulting drop in the voltage, the lossy component of the 
capacitor can be determined. 	It is, therefore, possible to 
determine the conductivity and the dielectric constant of a 
material by inserting it in parallel with the tunable capacitor. 
A full analysis of resonant circuits and measurement techniques 
is given in a book by Hartshorn (120) 
The dielectric sample is usually inserted in a resonance 
circuit by employing a dielectric jig especially designed for this 
purpose. 	The jig consists of two capacitors in parallel, one 
is a micrometer electrode capacitor which holds the sample, 
and the other is a precision cylindrical micrometer capacitor. 
Both capacitors are calibrated in either inches or millimeters. 




FIG(13) : R.F. RsOnance Circuit 
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For the purpose of obtaining the dielectric constant and 
the conductivity, the sample is initially clamped between the 
electrodes of the micrometer capacitor. 	The cylindrical 
capacitor is set at some arbitrary value. The frequency at 
which the measurements are desired are fixed. 	A suitable 
standard inductor of high Q-value is inserted in the circuit. 
The variable capacitor C v is then adjusted to give a resonance 
voltage, V, across it. 	With the preliminary adjustments made, 
the following steps are then taken. 
(a) 	The circuit is detuned on both sides of the resonance peak, 
• 	until a voltage V/r2 across Cv  is observed. 	The 
detuning cylindrical capacitor is used for this purpose. 
Let the setting for the points on both sides of the maximum 
be Cti and Ct2. 
.(b) 	The cylindrical capacitor is readjusted to the resonance 
• 	position. 	The sample is taken out and the electrode 
• 
	
separation is adjusted until resonance is again achieved. 
The new electrode separation d2 is noted. 
The new resonant circuit is detuned once more as in (a) 
but with new capacitor settings Ctti  and C,2. 
From the observations above, the conductivity is calculated 
from 
L )(6C/ 
y- 2. 	t 	ct) -= 
where A C't = Ct'2 - Cci, tl, Cj = Ct2 - Cr1, r is the radius 
of the sample, I is the thickness, and 1. is the frequency. 
The dielectric constant is calculated from the geometery of 
the sample and the spacing of the micrometer electrodes. 
The capacitance Ct  was measured in this work in terms of 
the micrometer readings. 	The readings were converted 
into farads by using the multiplication factor 
(0. 775 x 10_ 12  Farad/inch) of the dielectric jig. 
The equipment used for the present test were all of 
Marconi manufacture. 	A low frequency oscillator type TF 1246, 
56 
range 40KIIz-50MHz and a high frequency generator type TF 1247 
with frequency range 20MHz-300MHz were used in conjunction 
with a Marconi Q-meter type TF 1245. 
The measurements in this work were limited to 
frequencies below 100MHz. 	This frequency was not exceeded 
because of the decline'in the reliability and' accuracy of the 
method for higher frequencies. 	For instance, the use of high 
b,-inductors is essential but with increasing frequency the 
inductance for resonance decreases as the square of frequency. 
The dissipiation factor of the inductor, however, and other 
connecting leads for that matter, increase rapidly to a value 
that renders the circuit useless at frequencies, exceeding 100MHz. 
Another source of error at these frequencies would be due to any 
incomplete contacts that could arise between the sample holder 
and the sample electrodes. 	These would lead to the presence 
of radial resistances on the surface of the sample electrodes 
as a result of current concentration at the proper contact points. 
The effect increases with frequency. 	For this reason it was 
necessary to have the opposite faces of the sample optically 
flat and parallel. 
The effect of field fringing and the fringing capacitance 
was unavoidable but it was impossible to evaluate. 	This is due 
to the fact that the fringing capacitance is not constant but changes 
with frequency and also with the dimension of the sample. 
For measurements at temperatures other than room 
temperature the specimen had to be placed away from the 
equipment. 	The sample holder was the same one used in the 
audio-frequency measurements. 	The connection between the 
sample holder and the circuit was made by two thick, rigid 
and straight copper wires with the shortest length possible, so 
as to minimize the stray impedance. 	The sample was always 
disconnected by breaking the circuit at the holder. 	The results 
of measurements using the micrometer electrodes system and 
those using the audio-frequency sample holder showed a difference 
less than ±5% even at frequency of 100MHz. 
6.4.4. V.H.F./U.H.F. MEASUREMENTS 
In the frequency range 100MHz-2. 5GHz the principle of 
transmission line and wave propagation theory was adopted for 
the measurements of the dielectric constant and loss. 	The 
equipment used consisted of rigid air-dielectric coaxial waveguides. 
The parameters of the'dielectric specimen were determined by 
measuring the effect of introducing the dielectric specimen into 
the path of the propagating waves in the waveguide. 	This 
involved the measurements of the wavelength, the phase shift, and 
the attenuation of the waves due to the loading of the line with 
the sample. 
The basic set up of the circuit is shown on fig. (14). 
All the circuit components, which were manufactured by Rhodes 
and Schwarz, are listed below with their part numbers: 
V.H.F. generator type SLSV/BN41002, range 25MHz-48OMHz. 
U.H.F. generator type SLRD/BN41004/50, range 275-2750MHz. 
Flexible 50 ohm coaxial cable. 
V.H.F. Slotted waveguide type LMM/BN.1 916/50 
U.H.F. Slotted waveguide type LMD/BN3926/50 
Standing wave detector type UBK/BN12120 
Coaxial sample container BN/39319/50 
Adjustable short circuit termination BN/39591/50 
The method of determining the dielectric constant and the 
loss tangent is usually limited by the dielectric parameters of 
the material under test and the physical dimensions of the wave-
guide. 	With coaxial waveguides, the procedure usually involves 
the filling of the space between the inner and the outer conductor 
of the line with a tubular sample. 	The loading results in a shift 
in the position of the voltage wave minimum (i.e. the node) 
and a change in the half-power width of the voltage wave. 	The 
dielectric constant and loss are then determined by measuring 
these changes. 	The half-power width is the separation of two 
points on either sides of the voltage node where the voltage is 
times the minimum voltage. 	One important factor which 
affects the accuracy of the measurements is the air gap between 
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VHF/UHF BR1DGE.SET UP 
diameter of its outer conductor equals D and the inner 
conductor equals d it is estimated that the correction A..' 
referred to the measured dielectric constant a.', is as follows (121) 
AIR GAP Correction factor referred to the measured value é 
/ 
D 50 
2% +270 +23% - 
0.2% +0.2% +2% +11% 
It is recommended by Rhodes and Schwarz that the outer 
diameter of the tubular specimen be equal to 21mm - 
(0 03 to 0. 07%) and that the inner diameter be equal to 9. 13mm + 
(0. 14 to 0. 24%), while the plane faces of the specimen should be 
smooth within 0. 01mm. 	It is also suggested that the sample 
should be reasonably. long, especially for low loss materials, thus 
improving the accuracy of the measurements. Shaping glass 
samples to the above dimensions was found to be extremely 
difficult and attempts to machine the specimen with a simple 
ultrasonic drill were unsuccessful. 	Using an ultrasonic machine 
tool, the U.K. A. E. A. (Harwell) attempted to machine suitable 
samples but out of five blocks of arsenic sulphide samples only 
one was returned with partial success. 	The central hole of 
this sample was found to be tapered which made it inadequate 
for accurate measurements. 
A method whereby a thin specimen (i.e. a specimen of 
length much shorter than the wavelength) can be used was 
adopted for the measurements of and "(121) 	This involved 
the loading of the line at -. from a short circuit termination, 
• 	 4 
fig. (15b). 	The position of the voltage minimum to the right 
of the sample was recorded and also the half-power width A 1. 
• 	The sample was removed, the short circuit termination was 
moved to the right by a distance equal to the length of the sample 
ts,and the new voltage minimum position and the half-power 
• width A P were recorded.. With an error of <3% for 	and 
< 4 % for 6 91 the two parameters 	and 	
1  were calculated 
• 	using (121) 
FIG.( 15b ) RADIAL LOADING OF THE 
LINE WITH THE SAMPLE 
AT )/4 FROM SHORT 
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Where x is the shift in the position of the voltage minimum 
caused by the removal of the specimen. 
Because of the difficulty of preparing samples for the 
above test the possibility of adopting simpler techniques was 
explored. One such method is the use of a disc sample as 
shown in fig. (15a). The method is described briefly by von 
Hippel.. .(122 ) and the equations used to determine 	and 	are 
2. - = 
Where 
- 
f is the frequency of the wave, x0 is the position of the first 
minimum from the sample, L is the hall-power width and k 
is a geometrical constant. 
In order to adopt this technique the fixed short-circuit 
specimen container BN/39318/50 had to be modified. 	The 
fixed short-circuit termination was replaced by a micrometer 
controlled adjustable shorting plate. 	The original inner 
conductor of the unit had to be replaced by a shorter conductor 
aligned with the one preceding it. 	With this configuration a 
variable separation between the inner conductor and the short-
circuit termination was introduced. 
An attempt was made to evaluate the applicability and 
accuracy of this technique. 	Detailed mathematical and 
experimental approach was not possible, however, due to lack 
of time. 	Nevertheless, it was found that to obtain consistent 
results over the whole frequency range the samples had to be of 
thickness less than 0. 5mm. 	The precise cause for this limitation 
was not determined but it is thought that the effect of fringing 
field and the breakdown of the parallel plate approximation for 
the evaluation of the capacitance between the end of the inner 
conduction and the short-circuit plate may be the reason. 
..J 'J 
Measurements were made on a sample of arsenic selenide 
and the results were encouraging in that they showed similarity 
with results obtained on a sample of arsenic sulphide which was 
tested by the method of radial loading and also showed continuity 
with the r.f. results. 
One of the major problems in testing the sample over the 
whole frequency rangewas the loading and unloading of the line 
at each test frequency. 	This was impractical at temperatures 
other than room temperature and in this situation the position 
of the .wave minimum and the half-power width of the empty line 
had to be based on previous measurements at room temperature. 
This could have induced errors in measurements beside the small 
errors in measurements beside the small errors due to the 
thermal expansion of the sample and the sample container. 
6.4.5. TEMPERATURE VARIATION AND CONTROL 
For measurements above room temperature the sample 
holder was placed in an upright furnace whose temperature was 
controlled to b 0. 50C by a Sirect temperature controller. 	The 
sample was well shielded from the external field by a metal 
cage inside the furnace tube. 	For d. c. and audio-frequency 
measurements the connection to the bridge was made by two 
coaxial cables whose lengths were kept as short as practically 
possible. 	The samples were raised to the desired temperature 
by setting the dial on the controller and the temperature was 
measured by a cromel-alumel thermocouple placed at the level 
of the sample and as near to it as possible. 	The thermocouple 
was connected via a two-way switch to a chart recorder and a 
potentiometer. 	Before any measurements the sample temperature 
was allowed to stabilize and this was observed on the chart 
recorder. When a steady temperature was established the 
thermocouple was connected to the potentiometer and the 
temperature was measured. 	The arrangement is illustrated in 
fig. (16). 
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the arrangement for the radio-frequency measurements was 
• slightly different. 	It was impractical to use the bulky furnace 
in this case and thus a heating element was wound round the 
casing of the sample holder. 	The temperature was measured 
as before. 	The whole casing was placed in a well insulating 
glass wool jacket. 	Because of the low thermal inertia, the 
system required little time to reach a steady temperature. 
In the v. h. f. and u. h. f. test only one measurement was 
made above room temperature. 	In this case hot water was 
circulated around the sample container and the temperature was 
controlled by a thermostat. 
For measurements below room temperature the sample 
holder with its casing placed inside a thermoflask. 	The 
temperature was varied by surrounding the holder casing by 
different liquids and solutions. 	Liquid nitrogen (770K), solid 
carbon dioxide and alchohol mixture (203 0K). 	Ice and table 
salt mixture (243 0K) and ordinary ice (273 0K). It was hoped 
to take measurements at liquid hydrogen temperatures by using 
cryotip system developed by Air Products Limited. 	One thin 
sample of As2Se3 was tried but later it was found to be cracked, 
possibly as a result of severe thermal stresses on the sample. 
Another sample was tried but this time no useful results could be 
obtained due to the high inductive impedance of the leads connecting 
the sample to the bridge. 	The use of fine and long leads which 
caused this was unavoidable. 
Low temperatures were measured by the technique described 
by Barton (123)• 	This technique is based on the principle of the 
variation of the current-voltage characteristics of a p-n diode 
with temperature. 	For a fixed diode current the voltage varies 
linearly with temperature. 	A diode was thus used to measure 
the temperature in terms of the bias voltage across it with 50A 
current passing through it. 	The voltage-temperature relationship 
was checked and the diode was calibrated by measuring the voltage 
at ordinary ice, dry ice, and liquid nitrogen temperatures. 
When measuring the sample temperature, the diode was 
fixed close to the sample and the steady temperature was 
assumed established when the diode voltage had remained 




EXPERIMENTAL RESULTS - CHALCOGENIDE GLASSES 
7.1. 	The intention at the earlier stages of this work was to 
investigate the dielectric properties of various chalcogenide 
glasses in the v.h.f. and u.h.f. regions. 	It was decided, 
however, that it wouM be more valuable to expand the 
frequency range as much as possible and concentrate on fewer 
glasses. 	Hence, the experimental work developed along the 
following lines: 
7.1.1. PRELIMINARY TESTS 
This work was aimed at selecting a suitable electrode 
material and standardising the method of preparation of samples. 
The evaluation of electrode materials was discussed in section 
(6.3.). 	The effect of the variation in the method of preparation 
'of glass on the a. c. conductivity was investigated. 	These glasses 
include 
As253 Annealed for 4 hours at 200°C. 1 
I Fig. (18a) 
As2S3 Annealed - conditions unrecorded J 
As2S3 Stoichiometric melted at 700 0C. 1 
I Fig. (18b) 
As2S3 Supplied by I. C. L. Limited 	J 
2Se3 Melted at 5000C.1 Fig. (l 9) 
As2Se3 Melted at 700 0C.J 	. 
2Se3 Bulk sample melted at 7000C 
As25e3 Samples prepared by pressing softened glass between 
	
two slides (100-200 micron thick) 	 Fig. (19) 
As2Se3 Samples taken from a buble section about 5 microns 
thick. 
7.1.2. D. C. AND A. C. CONDUCTIVITY MEASUREMENTS 
The temperature range over which the d. c. conductivity 
obeys the relationship 
for a single activation energy E 0 was investigated using the 
relatively high conductivity glasses 9 As2Se3 - As2Te3, 
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The temperature dependence of the d. c. conductivity in 
arsenic selenide and the effect of adding 0. 05, 0. 20, 0. 50, 0. 75 
and 1. 50 atomic per cent silver to the glass were investigated. 
From the plot of logo versus 4 , fig. (20), the activation energy 
E0 and the constant 0*, were evaluated for each glass. 	The 
dependence of cs and 10  on the amount of silver in the glass is 
presented in fig. (21) and fig. (22). 
Stoichiometric and silver doped samples of arsenic 
triselenide were tested in the frequency range 10OHz-100MHz. 
fig. (23). 	The effect of silver on the d. c. and a. c. conductivities 
is shown in fig. (24). 
The variation of the a. c. conductivity with temperature 
was investigated over the frequency range lOOHz-100MHz in 
As2Se3, fig. (25), As2Se3+0. 20 atomic per cent Ag, fig. (26), and 
2Se3+1. 5 atomic per cent Ag, fig. (27). 	This was also 
investigated in 9 As2Se3-1 As 2Te3 . fig. (28), and 100 micron 
thick sample of As2Se3, fig. (29), in the audio-frequency 
region. 
Only two samples were studied over the whole frequency 
range 10OHz-2. 5GHz. 	The results for the sample of As2S3 
that was supplied by the American Optical Company is presented 
in fig. (30). 	In fig. (31) the a. c. conductivity in the upper 
frequency range is plotted for both As2Se3 and As2S3. 	Plots 
of dielectric loss and dielectric constant are also shown in fig. (32) 
and (33). 	The effect of temperature on the dielectric relaxation 
in the dispersion region in As2S3 was also investigated, fig. (34). 
7.2. SUMMARY OF RESULTS 
7.2.1. D. C. CONDUCTION 
The results of the d. c. measurements indicate that the 
conductivity obeys the relationship 
o-= 
over the whole range of temperatures at which measurements 
were made. 	The significance of the activation energy E 0 is 
O) 
discussed in chapter (3) and for a p-type conduction this is 
defined as 
E. o E c _Ev 
Since conduction over the investigated temperature range appears 
to be of intrinsic type, then 
where Eg is the conductivity gap defined in chapter (3), fig. (3d). 
In silver doped arsenic selenide the homogeneity of the 
glass ingot was tested by measuring the conductivity at different 
sections of the melt. 	No variation in the conductivity was 
observed. 	The addition of silver is found to cause a relatively 
large increase in the conductivity and a drop in the activation 
energy. 	For 1. 5 atomic per cent silver the increase in the 
conductivity is found to be about 2 orders of magnitude accompanied 
by a drop in the value of E 0 from 0. 94eV to 0.74eV. 	The pre- 
exponential factor aowas found to decrease as the amount of silver 
was increased, fig. (21). 	This is inconsistent with the predictions 
made by Stuke (52) that the value of rS remains fairly constant in 
all the chalcogenide glasses. 
7.2.2. A. C. CONDUCTION 
7.2.2. (a) AUDIO-FREQUENCY REGION 1 00Hz-i 00KHz. 
Most samples measured in this frequency region show 
conductivity-frequency dependence of the form 
This is the form of dependence predicted by Pollak for a 
hopping conduction. 	Typical values of IS, observed here fall 
within the range 0.75-1. 00. 	In the silver doped glasses and 
also at high temperature the frequency dependence becomes less 
pronounced. 	This is true at low frequencies (<10KHz) but at 
much higher frequencies both temperature and silver concentrations 
seem to have little or no effect on the conductivity. 
In some samples values of 19, greater than unity have been 
observed. 	For example, in the 5 micron .thick sample of 
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to be an exceptional case rather than a general rule. 
7.2.2.(b) RADIO FREQUENCY REGION (100KHZ-100MHz). 
In this frequency region the a. c. conductivity is nearly 
proportional to the square of the frequency. 	All measurements 
indicate temperature ibndependent conductivity and greatly reduced 
dependence of conductivity on the amount of silver in the glass. 
One sample of As 2 Se3. which was prepared by the standard 
procedure but melted at 500 0C showed a different result to the 
others: 	Instead of theu' 2  dependence this sample showed 
saturation in the region 1MHz-20MHz, fig. (35). 	It is not 
certain whether this was an intrinsic property of the material 
or was an extrinsic effect, e. g. contacts effect or errors in 
measurements. 	At that time there were no adequate facilities 
to extend the measurements above 20MHz and the test was left 
unfinished. 	The same sample showed unusual dielectric 
dispersion in the audio-frequency range with a dielectric constant 
of about 25. 8 at 100Hz. 	Shaw (105) tested the same sample but 
using In-Hg electrodes and found P to be equal to 1.23 in the r. f. 
region, and the dielectric constant at this region was 16.4 ± 1.5. 
With these limited results it was very hard to pinpoint the source 
of the anomaly. 	Another melt of As 2Se3  was prepared at 500 0C 
but this sample gave similar results to those melted at 700 0C, and 
the above anomaly was not reproduced. 	The dielectric constant 
in this case was frequency independent throughout the audio-
frequency range at a value of 13.8 compared to a value of 13.6 
for the samples prepared at 700 0C. 	The variation of the dielectric 
constant over the range 100Hz to 100MHz shows that within the 
experimental error, this is frequency independent, fig. (33). 	The 
source of inaccuracy in the measurements of the dielectric constant 
in the radio-frequency range are mainly due to the fringing 
capacitance and the probable error in the adjustment of the 
	
electrode separation which compensates for the dielectric. 	An 
error of 0. 002 inches (+10%) in the separation is sufficient to 
decrease the dielectric constant by 2. 	The dielectric constant 
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only slightly to a value of 8. 6 over 6 decades of frequency, 
fig. (32). 
7.2.2.(c) V.H.F. AND U.H.F. REGION 
The measurements in the region 100MHz to 2. 5GHz were 
limited to two sample's only. 	A sample As 2S3 supplied by the 
American Optical Company was cut in the form of an annular 
disc to fit the dimension of the coaxial line. 	The As2S3 sample 
was the one used for a.f. and r. f. measurements. 
The results of the measurements for As2S 3 are shown 
combined with a.f. and r.f. results in fig. (30). 	The 
conductivity beyond 1GHz seems to be flattening out and reaching 
saturation at a value around 10 4 (ohm 1 (cm)-1
. 	These results 
are presented in fig. (32) in terms of the dielectric loss. 	This 
has a broad maximum at a value of j' = 0. 3, centred around the 
frequency 400MHz. 	Also at this region, the dielectric constant 
shows a broad despersion, with the dielectric constant 
dropping to a value of 6. 5 at 2. 5GHz, while its value at 400MHz 
is about 7.7. 	Assuming a Debye type relaxation and taking 
7.7 as the mid point in the dispersion curve, then using 
the value of 	for 	9. 6, is 5.8. 	This value is in good 
agreement with the value of 5. 76 for the square of the refractive 
index for (124) 	The maximum dielectric loss, on the other hand, 
is much smaller than the maximum value calculated from Debye 
equation with single relaxation time. 	The calculated value -1 (4- E 
is 1.9 compared. to the observed value of 0.3. 
In As2Se3  the loss peak is around 300MHz and has a 
value of about 0. 8. 	The dielectric constant &m at this point 
is about 11 which suggests a value of 7.4 for 	compared 
to 7. 8 for the square of the refractive index (124) 
	This leads 
to a loss peak of 3. 1, which is once again higher than the 
measured value of 0. 8. 	 - 
CHAPTER EIGHT 
DISCUSSION - CHALCOGENIDE GLASSES 
The results in fig. (28) and (29), showing the variation of 
conductivity with temperature at various frequencies, suggest that 
the measured conductivity can be written as 
=a- 	+ 	 (8.1.1.) meas. 	d. c. a. c. 
where 	d. C. 
is the d. c. conductivity and 	a. c. is the a. c. 
comp.onent. 	Moreover, in the frequency range 100Hz - 100MHz 
the a. c. conductivity consists of: 
0a. c. = Cr (L\ ) +(u)) 	
(8.1.2.) 
where 
cr(iA) O& L4.  
is the conductivity in the audio-frequency range 10011z - 1MHz and 
2.. 
is the radio-frequency (1MHz-100MHz) conductivity. 
Therefore, the total conductivity is 
crmeas. = 
 
Beyond 100MHz the conductivity appears to be saturating in 
both As 2Se3 and As2 S3 and a loss peak around 400MHz is observed. 
8.2. D. C. CONDUCTIVITY 
The d. c. conductivity over a wide range of temperatures 
obeys the relationship: 
= 	exp (- 	 . 
0 	 WT 
with a single acitvation energy E 0. 	This was found to be the 
case in all the glasses which were investigated. 	The addition 
of silver to arsenic triselenide resulted in a decrease in both 
E0 and the pre-exponential factor a- 0,  fig. (21) and (22). 
The conduction models for amorphous materials have been 
discussed in chapterbthree. 	It will be recalled that there are 
basically two conduction processes. 	The carrier can either be 
• excited from the localized states to the delocalized region where 
it would propogate as in conventional semiconductors or it can 
make Instantaneous jumps from one localized state to another 
exchanging phonons with the lattice. 	The activation energy in 
the latter is expected to decrease with decreasing temperatures 
unless all hops are assumed to have the same energy. 	This is 
a very unlikely event. 	It is, therefore, not possible to account 
for the present conductivity data by this model. 	Furthermore, 
Marshall (69)  has found that in As 2Se3 the microscopic mobility 
is about 35cm 2 /V. sec. 	This is considered toolarge to be 
associated with the hopping model. 
In contrast to conventional broad band semiconductors, 
the motion of a carrier in the allowed band in an amorphous 
material is severly trap limited due to the presence of a 
large density of localized states in the band gap. 	In amorphous 
selenium, for instance, it is estimated that the electron mobility 
is controlled by a tail of localized states extending to a depth of 
0. 25 - 0. 33eV below the delocalized states of the conduction band 
while for holes the tail extends 0. 14 - 0. 25eV above the valence 
band (58) 
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In addition, it is estimated that the density of states at the 
Fermi levels is about 1015cm3/eV (68) 
There is evidence from various sources that the band 
structure of chalcogenide glasses is different from that of 
selenium and various authors have found different trapping 
levels and recombintion centres in the former (53)• 	Marshall (69) 
has found that, in contrast to selenium, the drift mobility of the 
majority carriers "holes" in arsenic triselenide is determined by 
traps of c&oümbic nature. 	The absence of these traps in 
amorphous selenium raises the question to how these are created 
with the addition of arsenic. 	The evidence from Raman 
spectrum is that arsenic causes the breaking up of Se  rings 
into polymeric chains and leads to progressive build up of 
As 2Se3 grouping (12 5). 	Since about 60% of selenium atoms are 
already in chain configuration (125)  it is unlikely that these traps 
are caused by selenium chain ends. 	However, it has been 
suggested by Gubanov (7)  that in some glasses long chains may 
lead to the formation of deep levels with a maximum density 
deep in the gap. 	It has also been proposed by Owen (6)  that 
arsenic triselenide could have molecular structure and traps 
• could occur at the boundaries of the macromolecular grouping. 
A C. conductivity data (68)  have been interpreted in terms of 
density of states of order 10 19cm/eV at the Fermi level. 
This figure has been predicted by Cohen, et al. (54)  It is 
shown later in the chapter that the a. c. results can also be 
interpreted in a different way. 
The band structure considered for arsenic selenide is that 
proposed by Marshall and Owen (128)  and described later in fig. (38). 
Assuming the presence of N   traps at energy U from the critical 
energy E v sepe rating the localized and the delocalized levels of the 
valence. band and an effective density of states N  cm-3 in the 
valence band, then, as shown in chapter three, the drift mobility is: 
NV exp(_IL) 	(8.2.2.) 
/- 	N. 	kT 
11 
and the conductivity is 
=/ONV 	(8.2.3.) 
The activation energy E 0 can be divided into carrier 




The magnitude of the product j2N for stoichiometric 
arsenic triselenide can be estimated from the relationship 
= Nv0ep(!) 	(8 2.5) 
The value of 16  in the above equation is half the temperature 
coefficient of the band gap. 	This can be evaluated by measuring 
the temperature dependence of the optical absorption edge. 
Generally, in chalcogenide glasses the temperature coefficient 
of the optical gap is in the region 5 - 8 x 1O4eV/°K (68) 
Values of /S half of these values would put exp( 4) in the 
range 20 - 120.. 	If 13 is assumed to be independent of the 
amount of silver in arsenic selenide, and the indications are 
that this may be the case in arsenic sulphide (80), then the 
product b N, with exp (.. ) = 20, in the silver containing ov 
glasses is as follows: 
Atomic % Ag 
in As 2 Se3 	O 	ohm-cm - N (cmv see Y' E0(eV) 
No silver 3.4x103 1.0x 1021 0.94 
0. 05% Ag 1. 9 x 103 6. 0 x 10 20. 0,91 
0.20%Ag 1.1x103 3.6x102° 0.88 
0. 50% Ag 3.3 x 102 1 Ox 1020 0.84 
0.75% Ag 1'7x 102 5 3x10 9 0.81 
1.50%Ag 1.2x102 3.8x10' 9 0.74 
To estimate the value of the microscopic mobility, 
the density of states N 	has to be evaluated first. 	In 
crystalline semiconductors this is of order 2. 5 x 10 19cm 3 (that 
is by assuming the effective mass of the carrier 
IL 
to be that of free electron). 	In disordered structure the 
smearing of the band edges would suggest a higher density of 
states, and a figure of 2. 5 x 10 19  may be taken as a lower 
limit. 
According to Weiser, an upper limit to N  is set by the 
fact that the number of states contributing to conduction process 
must be smaller than the average number of states per kT of the 
band from which the tall states originate. 	For a typical 
bandwidth of 4eV, then (81) 
NV<2N kT 
- where the factor 2 is for the two spins, and N is the density of 
the material (atoms/cm 3 ). 	N can be estimated using: 
Density of As 2Se3 = 4. 5gm/cm3 
Molecular Weight = 387gm/mole 
Avagadro's number = 6 x 1023  molecules/mole 
The density N of the material estimated from above is 
3. 3 x 1022  atoms/cm3 . 	The density of states N v is, therefore, 
expected to have a maximum value of 4. 2 x 10 20cm 3 . 
It follows that in the limit 2. 5 x 1019 .. N 	. 4. 2 x 1020  
the microscopic mobility is in the range 
	
2.5 	42cm2 /V.sec. 
Mobilities of this order or magnitude can be best described 





The diffusion length R, for 	= 1015sec. -1 and kT = 0. 25eV, 
is,therefore,in the region 0.8 - 3.2A. 	This is of order of inter - 
atomic spacing which is what one would expect in diffusive motion. 
If the larger value of ,3 is considered and exp(fl/k) is 
taken as 120, the microscopic mobility would be in the range 
0. 4 	 7 cm/V. sec. 
Therefore, the mobility still falls in the range where it can 
best be described by the diffusion type motion. 
Using the data of drift mobility measurements obtained by 
Marshall (69),  and the conductivity results of the present works, 
the effective density of traps, Nt,  is estimated at 6 x 10 2 0 cm -3 .  
8.2.1. EFFECT OF SILVER ON CONDUCTIVITY 
The ineffectiveness of some impurities on chalcogenide 
glasses is, according toGubanov, caused by the presence of high 
density of localized state in the band gap which overrides the 
influence of smaller density of impurity states (7) 	According to 
Mott, on the other hand, the valence requirements of impurity 
atoms would be satisfied in amorphous materials, as a result of 
modifications in the coordination number (56)• 	if these 
suggestions are valid then the effect of some elements such as 
silver and copper need an alternative explanation. 
It is unfortunate that the data collected in this work is 
insufficient to give a conclusive answer as to what the effect of 
silver is on the band structure of arsenic triselenide, and why it 
is that the conductivity changes by as much as two orders of 
magnitude with the addition of 1. 5 atomic per cent silver. 	In 
conjunction with previous data, obtained on the effect of impurities 
in chalcogenide glasses, it may be possible to give tentative 
explanation. 
In the present work the effect of silver on the d. c. 
conductivity is indicated in fig. (24). 	The effect seems to 
result from the changes in both, the pre-exponential factor aol 
and the activation energy E 0 . 	From the values of 	the 
product poNy  has been calculated assuming the factor 13 to be 
independent of silver content. 
The drop in the activation energy E 0 with the addition of 
silver may be resolved, if equation (8.2.4.) remains valid, into 
a reduction in the carrier generation energy E, the mobility 
activation energy U, or both. 	One way of establishing whether' 
1 4± 
U is affected is by studying the trapping levels in silver doped 
arsenic triselenide. 	There is unfortunately no reports of such 
investigations. 	There are indications, however, which suggest 
that the reduction in the conductivity activation energy in arsenic 
sulphide is accompanied by a corresponding shift in the optical 
absorption edge (80)• 	It would seem, therefore, that unlike 
conventional semiconductors, where doping creates localized 
impurity levels in the band gap, in chalcogenide glasses the 
impurity atoms cause a reduction in the band gap, or the "mobility 
gap"...-- However, there lis also the possibility that silver leads to 
the creation of new levels or modification of the existing levels 
in the band gap. 	These levels and their distribution would 
depend on the way silver reacts with the host glass. 
The structural changes induced by the addition of silver to 
arsenic selenide has not been investigated. 	From infrared 
absorption studies the evidence is that no free silver exist in the 
glassy matrix (126)• 	Therefore, this suggests that the silver 
dissolves in the host medium and leads to the formation of 
uniform glassy systems. 	The addition of small amounts of 
silver may lead inititally to the formation of Ag-Se or Ag-As 
bonds at the chain ends or on the macromolecular surfaces which 
make up the structure. 	But with increasing amount of silver the 
structure could change more drastically. 	High concentration. of 
silver would probably lead to the formation of segregated regions 
of silver compounds, such as silver selenide. 
8.3. A. C. CONDUCTIVITY 
8. 3. 1. 	Audio-frequency Range 
a- C>. 	 ,. 	0.8-1.0 
I' 
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The mechanisms leading to frequency dependence of the 
conductivity of the above form is discussed in chapter five. 
The processes are based on the model of simple relaxation 
oscillators whose losses are described by the Debye equations 
integrated over a range of relaxation times of an appropriate 
distribution function. 
(a) HOPPING CONDUCTION 
As indicated earlier (chapter three) the band structure 
of chalcogenide glasses is characterized by a high density of 
localized states in the band gap. 	Pollak (18)  has shown that 
the hopping of electrons between pairs of majority impurities 
in partially compensated semiconductors yields an LJO. 8 
dependence over several decades of frequency. 	Similar 
process, involving electronic hopping between the localized 
states in chalcogenide glasses would yield a similar frequency 
dependence. 	As given in chapter five, the conductivity is of 
the form 
2. 	2. 	s 	 4 
kTe (--\(k\ (8.3.1.1.) 2o 
This is an approximate expression taking into account the losses 
due to electrons hopping between pairs of centre at energies kT 
around the Fermi level (68) 
To apply the above equation to chalcogenide glasses, 
0/Zoo which is a measure of the spatial extension of the wave 
function of the localized state and the phonon frequency have 
12 	1 to be assumed. 	Values of 3A and 10 sec - 	considered 
reasonable (68)• Using the data obtained on some of the 
materials investigated here, the density of states N(EF)  was 
evaluated at frequencies of 10KHz and 100KHz. The results 
are shown below. 
Material 
As2S3 (American Optical Co.) 
+ .25 As 
9 As 2Se3 As2Te3 
As2Se3 
As2Se3 + .05% Ag 
As2Se3 + 0. 2% Ag 
As2Se3 + 1. 5% Ag 
N(EF) cm -3 /eV evaluated at 
10KHz 100KHz 
1.2 x 1019 1.4 x 1 9 
1.5x1019 1.8x1019 
1,8x1019 2.5x1019 
1.8x1019 3.0x10 19 
2.3x1019 3.6x1019 
3.3 x10 19 3.8x1& 9 
6.4x1& 9 6.3x1& 9 
0 
As long as the analysis remains valid the density of states 
estimated at 10KHz and 100KHz should be the same, and as shown 
in the above table the two values are nearly equal. 	For 
various materials' :A  he magnitude of N(EF)  is of the order 10 19 
• 1020cm 3 /eV, coinciding with the value predicted by Cohen, 
• et al. (54) . 	There is, however, slight variation in N(EF)from 
one material to another. 	This is not surprising as N(EF) would 
be expected to vary with the composition and the structure of the 
glass. 	This may readily be recognized in fig. (36) where some 
form of dependence between the a. c. conductivity at 160KHz, and 
the d. c. conductivity or the "conductivity gap" in different materials, 
is found (68)• 	Likewise, this work reveals a relationship between 
the a. c. conductivity at 1KHz, 10KHz and 100KHz and the d. a. 
conductivity, in pure and silver doped arsenic selenide glasses, 
fig. (37). 	
At 
A comparison between the (yo( ) relationship and the 
conductivity equation (8. 3. 1. 1.) results in the relationship 
—' 
- 	 (8.3.1.2.) .1 
Also, using Miller and Abrahams formula (equation 5. 3. 1. 11.) 
R 0 
In both expressions the magnitude of 8, is expected to be less 
than unity, but dependent on frequency. 	For frequencies well 
below the phonon frequency - assumed to be 10 12sec'phowever, 
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Following equation (8. 3. 1. 3. ), the hopping distance B 0 
coresponding to a value of 	of 0. 8 and ce. -1  of 6A is GOA. 
At 10KHz Miller and Abraham transition rate equation (5. 3. 1. 11.) 
0 	 104 ' 	 ' gives a value of 55A. According to Pollak ' I, the analysis 
leading to equation (8. 3. 1. 1.) requires the hopping distance to be 
greater than some crrelation length, R,  given by: 
R 




The concept of correlation is discussed later in section 
(8. 3. 2. c.). 	This condition implies that the occupancy of two 
states seperated by a distance greater than R C.  is independent of 
one another. 	For this to be valid and with R = 60A it is 
therefore, required that N c is greater than 1018cm 3 . 	With the 
density of states N(EF) greater than 10 19cm/eV, as shown above, 
the total density of the localized states in the pseudogap is 
expected to be in the region of 10 20cm 3 . 	Therefore, it is not 
unreasonable to assume a total density of carriers N of 10 20cm 3 . 
Hence R will be greater than R 
0 	 C 
The conductivity equation (8. 3. 1. 1.) is based on the 
assumption that the contribution to conductivity is from electrons 
at energies within several kT of Fermi level. 	Of these there 
are per unit volume, say N(EF)  kT, i. e. about 10 17-1018cm 3 . 
These would have an average seperatiôn of 60-130A. 	If the 
hopping distance exceeds this then multiple hopping will become 
important. 	The hopping distance determined above would suggest, 
therefore, that the pair condition assumed in the analysis is 
maintained. 
In various chalcogenide glasses a correlation has been 
observed between the a. c. and d. c. conductivities. 	A collection 
of these is given in fig. (36). 	This is also true for silver doped 
arsenic triselenide, as shown in fig. (37). 
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.Rockstad (127) has suggested that the presence of this correlation 
implies that the contribution to a. c. loss is due to the hopping of 
carriers in the proximity of the delocalized region just inside the 
localized tail of states. Hopping in this region should yield 
04 	0. 8 dependence provided, that the conditions layed down in 
Pollak's analysis are maintained. 	The magnitude of the 
contribution would depend on the probability of carrier hopping in 
this region, which is in turn dependent on the, density of carriers, 
the fluctuation in energy and in pair seperation. 	Mott (59) ,  on 
the other hand, argues that the hopping probability is highest at 
the Fermi level and the contribution of other levels may be 
ignored. 
The models proposed above are only speculative and there 
is not sufficient evidence to verify either of these. 	In any case, 
it would be inappropriate to generalise these models for all 
hopping conditions or different band structures. 	If, for instance, 
the simple band model shown in fig. (3a) is considered, then at 
the Fermi energy the density of the localized states would be small 
and their spatial seperation would be large. 	In this case, the 
contribution from these states would only become predominant at 
very low temperatures as the carriers would only be available in 
this region. 	With rising temperature, however, the contribution 
from other levels of higher energy could become important. 	It 
must also be noted that the contribution of any level would depend 
on the frequency of the field. 	It should be evident from this 
that the participation of various states depends on temperature 
and frequency as well as the band structure. 	It would be 
possible, for example, for the contribution of the states at the 
Fermi level to be dominant if the density is assumed to be large. 
The band structure in chalcogenide glasses is not precisely 
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known. 	In addition to the model shown in fig. (3a), various 
investigations have indicated discrete trapping levels in the band 
gap. 	It is of interest to recall the findings of Marshall (69) 
where from the field dependence of the mobility the presence of 
charged traps, e. g. acceptor like centres, was infered. 	The 
effect of these centre's on the a. c. conductivity in amorphous 
materials has not been considered before. 	This situation is 
treated here tentatively with reference to the band diagram 
drawn recently by Marshall and Owen (12),  fig. (38). 
Except for minor variations in values of the parameters 
shown in fig. (38),the d. c. conductivity results discussed in 
section (8.2. ) are in agreement with this model. 	It is not 
clear, however, whether high density of states exist at the Fermi 
level. 	There is no evidence from mobility measurements to 
'support the existence of these states (69)• 	Also, as indicated 
above, the a. c. conductivity data of the audio-frequency range 
which Mott and Davis (68)  interpret in terms of hopping of carriers 
at the Fermi level is not entirely conclusive evidence to the 
existence of these levels. 	On the other hand, the existence of 
charged centres at the Fermi level could probably arise from an 
overlap of the "acceptor and donor like" states in the middle of the 
band gap. From space change limited current and thermally 
stimulated current measurements, Kolomiets (53)  has proposed the 
presence of localized level in the energy range 0. 4 - 0. 75eV above 
the valence band edge. 
The existence of various localized levels in the band 
structure would probably require some modification of Pollak's 
original treatment of the hopping conduction . 	It is to be noted 
however, that Pollak's calculations are based mainly on the 
probability of finding a pair of centres with a given spatial and 
energy seperations, and on the interaction between the pairs (100402) 
The analysis for impurity hopping in compensated semiconductors is, 
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therefore, not too different to the treatment of the carrier 
hopping between the localized states in amorphous materials (104) 
Hence, the validity of the analysis is expected when both impurity 
like states and neutral localized states exist in the band gap. 
The range of frequency over which the analysis .is valid would 
vary, however, with the degree of interaction between the two 
types of states. 	It would, therefore, be very difficult to 
distinguish between the two types of states or isolate the effect of 
one from the other. 
Following above the density of states at the Fermi level, 
N(EF) as given in equation (8. 3. 1. 1.), will not, therefore, 
necessarily represent the true density. 	In other words, the 
density of states N (EF) as evaluated previously may only 
represent an apparent, or an effective density. 	How different 
this is from the true value is dependent on the degree of the 
contribution of the states at the Fermi level and the degree of 
participation of the impurity levels in conduction. 
The changes in the band structure resulting from the 
addition of silver to arsenic selenide could probably account for 
the conductivity-frequency behaviour in silver doped arsenic 
selenide. 	It appears, from fig. (23), that the addition of silver 
increases the a. c. conductivity but not as much as the d. c. 
conductivity. 	The effect decreases with rising frequency, fig. (24). 
Also it should be noted in fig. (23) that with the addition of silver 
to arsenic selenide the dependence of the conductivity on frequency 
becomes less pronounced, especially below 10KHz. 	Above this 
• frequency, however,, the W0. 8 dependence is observed and 
equation (8. 3. 1. 1. ) indicates that with the addition of silver only 
a small change in N(EF)  is found, if o is assumed to remain 
constant. 	 . 
The indications from the d. C. measurements, as pointed 
out in section (8. 2. 1. ), are that the addition of silver induces 
LI! 
changes in the band structure of arsenic selenide and leads to 
a reduction in the width of pseudo-gap. The exact nature of 
these changes have not been determined, however, because of 
insufficient experimental data. 
The results showing pronounced silver effect on the a. c. 
conductivity in the low frequency region, i. e. below 10KHz, and 
only slight effect at higher frequencies, is probably due to the 
fact that in the latter case the "pair-condition" is maintained and. 
Pollak's analysis is valid. 	The slight increase in conductivity 
could be attributed to an increase in the density of active pairs. 
The increase in conductivity at low frequencies, on the other 
hand, could also be accounted for by the increase in the number 
of active pairs. 	The existence of a high density of pair-centres 
and larger hopping distances would also mean a higher probability 
for multiple hopping and, therefore, reduced conductivity-frequency 
dependence. 
The proposed increase in the concentration of active pairs 
with the addition of silver cannot be identified with a single 
unambiguous process because of the uncertainty in the nature of 
the states that participate in conduction. 	It is possible, for 
instance, that the reduction in the pseudo-gap due to the addition 
of silver could result in increased interaction between the 
localized states in the tails of the band and the impurity-like 
levels. 	Likewise, any effect that silver could have on the 
distribution and the density of the impurity levels would be 
reflected in the conductivity data. 
The effect of the temperature on conductivity in the 
audio-frequency range is only pronounced at low frequencies and 
temperatures, fig. (28) and (29). 	The results show that this 
dependence becomes weaker with increasing frequency. 	At 
high temperatures the d. c. conductivity predominates. Here, 
• it is likely that at low frequencies and high temperatures the 
pair model breaks down, probably leading to a reduced 
conductivity-frequency dependence. 	Once again this can be 
attributed to the increase in the density of active states or 
centres. 	It seems, therefore, that the addition of silver and 
rising temperature have almost the same effect, in that both 
provide an increased number of active centres. 
(b) MAXWELL-WAGNER POLARIZATION 
In discussing the structure of chalcogenide glasses the 
possibility of the occurence of phase sepation and component 
separation have not been ruled out. 	In fact, the existence of a 
completely homogeneous system is considered unlikely event. 
Inhornogeneities would give rise to boundaries and energy barriers 
within the glass. 	In this case the glass could be thought of as 
being made up of relatively high conductivity "islands" separated 
from one another by low conductivity medium. 
The presence of high and low conductivity regions in the 
glass could result in interfacial or Maxwell-Wagner polarization 
S 	 o3.cr 
and this could predominate   other loss mechanisms such as the 
hopping of electrons between the localized states. 	It may, 
therefore, be possible to attribute the present a. c. data to this 
process. 
The simplest case of the Maxwell-Wagner polarization is 
the two layer system treated in chapter five. 	The analysis of 
this system yields results basically equivalent to the results of 
analysis made on the more cotnplex systems. 	In all cases the 
Debye dispersion and absorption equations are obtained with the 
parameter 	, E,, and t determined by the dielectric 
constant, the conductivity, the geometry, and the volume proportion 
of each component. 	It has been shown in chapter five that, 
following Debye equations, the a. c. conductivity at frequencies 
<<.1 is proportional to u 2  while at 	it is frequency 
independent. 	Neither of these conditions seem to satisfy the 
0.8-1 dependence observed in practice. 	It should be 
possible, however, to account for this deviation by assuming a 
distribution of relaxation time. 	This, in turn, would mean a 
distribution of parameters which determine the relaxation time, 
such as the dimensions, geometry and conductivity of the 
conducting regions. 
Various authors have tried to verify the theortical 
analysis made on different heterogeneous systems. 	One of the 
earliest theorticál t'reatments is that of Wagner which deals 
with a system of conducting spheres sparsely distributed 
throughout a material of low dielectric loss (1)• 	This system 
was tested by Hamon (129)  using a model consisting of copper 
pthalocyanine powder as the conducting component dispersed in 
a medium of paraf,.n wax. 
In HamonTs model microphotographs showed particles of 
approximately spherical shape sparsely distributed in the wax. 
With the particles making up 0. 62% of the total volume the loss 
factor maximum was found to be 0. 014 compared with the 
theoretical value of 0. 016 at frequency of 200KHz. 	For dielectric 
constant of paraffin wax, 	1 of, 2. 18 and for the dispersed 
spheres., 	2 of 4 the results suggest the conductivity 	2 of 
pthalocyanine to be 9. 3 x 165  ohm4 cm4 . Hamon prepared 
samples from lumps of paraffin wax covered with pthalocyanine 
powder and then pressed together. 	Photomicrographs of thin 
sections cut from such samples showed a network of dispersed 
particles arranged in irregular patterns, sometimes forming 
conducting paths. 	It was found that the shape of the loss 
curves (log (-_" against log c.) ) varied with the concentration 
of the conducting particles. 	At low concentrations the loss 
curves were found to spread over several decades of frequency 
without any clear maximum. 	This suggests a wide distribution 
of relaxation times resulting in a c dependence. At 
high concentration of powder the experimental curves showed 
dielectric loss decreasing with frequency, i. e. cr t,4 tZ with 
1.0. 	The higher the concentration of pthalocynanine 
the lower 	1 was found to be. 	Eventually, the joining up 
of the particles and the formation of conducting path from one 
electrode to the other resulted in frequency invariant conductivity. 
The similarity between the above results and those observed 
in chalcogenide glasses suggests that the latter is probably also 
determined by Maxwell-Wagner polarization. 	It cannot be 
stated without ambiguity, however, the exact nature of the 
relaltively high conductivity regions which might exist in the 
glass. 	It is possible, for instance, that the glass is made up 
of small ordered regions of high conductivity dispersed in a less 
ordered medium (77) 	This would be similar to Hamon's model 
	
- with low concentrations of pthalocyanine. 	The presence of low 
conductivity regions or barriers could also be attributed to 
density fluctuation (8)  or the boundaries of macromolecules which 
'probably form the glass (6) 	In the complex multi-component 
glasses the presence of crystallite, regions is another possibility (33)• 
The addition of silver to arsenic selenide causes both the 
d. c. and a. c. conductivities to increase. 	These effects could be 
caused by a reduction in the height of the barriers which separate 
the high conductivity regions. 	In other words, the addition of 
silver results in a decrease in the resistance of the medium 
separating the conducting regions. 	The mechanism responsible 
for any such reduction in resistance is not clear yet. 	It is 
possible, for instance, that the resistive medium breaks up into 
conducting regions consisting of silver compounds. 	Alternatively, 
silver could lead to the bridging of two conducting regions and 
thus shorting out the barrier inbetween. 	These models would 
imply that silver leads to the expansion of the volume 
proportion of the conductivity medium in the glass. 	If this is the 
case then the reduced frequency dependence ofthe conductivity 
ciused by the addition of silver can be interpreted in terms of 
the model used by Hamon (130) 	. 
The existing data is insufficient to allow a full analysis 
of the model in chalcogenide glasses. 	One of the problems is 
the lack of information on the structure and in particular the way 
silver alters the structure of arsenic selenide. 
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8.3.2. 	THE REGION O ( L&) 	., 
The Debye equation 
c4J2 't 
0 
predicts a squared frequency dependence of the conductivity, at 
frequencies c 'r << I , if a single relaxation time process is 
assumed. 	If, on the other hand, a distribution in 'C is 
considered then the frequency dependence will depend on the 
distribution of relaxation time. 	The best example of this is the 
case f the Cole-Cole distribution function, (chapter five), where 
at c'c<.t 
, 	 2- 
2- 
The conductivity above approaches W dependence as 
(. 	
tends 
to zero, which is the case for single relaxation. time process. 
From the above it can be concluded that for any loss mechanism 
which shows a Debye-type relaxation cro . 	 will hold, provided 
that the process is characterized by a single relaxation time and 
that C.)t<I 
The main features of the 	c.. 2-  region, as found in this 
work, are as follows. 
Within the accuracy limits of the measurements the 
conductivity in this region is found to be temperature independent. 
In other words, if the conductivity is of the form 
O- 0< XV  ~_ g:.- ) 
then the energy E must be less than 10 2 eV. 
Regardless of the material under study, the 	region 
appears to predominate at frequencies above 1MHz. 
Although there is marked dependence of conductivity on 
composition at d. c. and audio-frequency levels, this dependence 
is greatly reduced in the cci 2  region. 
As the above features are common to almost all the 
LNLI 
materials investigated in this work, it would appear from first 
sight that L0 2  region is due to external effects rather than 
being due to a relaxation process associated with the material. 
For instance, if the electrodes or the connecting leads have an 
effective series resistance R1 ,much smaller than the resistance 
of the sample R2, then from the equivalent network 
the measured conductance, G, at frequencies Ui << (RC2 ) '  
is given by 
2. 	2 
- + 	RC 2 	 (8.3.2.2.) R 
2L 
where C 2 is the capacitance of the sample. 	When the 
region predominates the conductance is given by 
G= L)2 R1 C 2 2 
With the capacitance C 2 = 5 x 10 6 .LF and the condttance 
G at 100MHz equal to 3 x io ohm' the above equation requires 
R1 to be 3Oohms. 	This is too high to be attributed to the 
electrodes. 	Furthermore, the absence of the 2  region in the 
audio-frequency range in samples of thickness as low as 1. 2 
microns, as shown in fig. (40), rules out this possibility. 	Also, 
the smooth transition from the radio-frequency data to those 
obtained in the v. h. f. and u. h. f. test, where electrodes were not 
used, fig. (31), indicates that the 	2  region is unrelated to any 
external series resistance. 
(a) OPTICAL TRANSITIONS BETWEEN LOCALIZED STATES 
For an electron at ia pair of centres that are separated 
J I 
by R0 there are two wave functions of even and odd parity 
separated by energy 2J, where (62) 
J=Iexp(-2o&R0) 	 (8.3.2.3.) 
and 
I = 	 (8.3.2.4.) 
	
The energy 	t) (2J) will be required by a carrier for 
optical transitions between two centres to take place. 	Mott, 
quoted by Pollak (104),  has estimated that the conductivity due to 
this process is of order 
2 	5 	4 
(2c4Ro) 	(8.3.2.5.) 
where N8 is the density of the localized states. 
Using the figures obtained in section (8. 3. 1.), i. e., 
1 	0 R0 = 10, .= 6A and a density of localized states of order 
1020cm3 /eV, then the conductivity at 1MHz is of order 
c5(1 	 13 MHz) = 1.6x10 ohm-1  cm- 1 
The above estimate is incompatible with the experimental value 
of about 10 8ohmcm at 1MHz noted in As2Se3 . 	It is not 
possible to account for the five orders of magnitude difference 
between the two values by any reasonable adjustment of the 
parameters in equation (8. 3. 2. 5. ). 	Optical transitions can, 
therefore, be ruled out as the source of the &3 2  region in the 
chalcogenide glasses. 
(b) THE CUT - OFF FREQUENCY (MOTT'S EXPRESSION FOR 
THE TRANSITION RATE). 
Instead of the Miller and Abraham formula forthe transition 
rate of carrier between two sites (equation 5. 3. 1. 11.) Mott, 
quoted by Pollak (104),  has proposed that for centres of small 
separation, R0, the transition rate 	is of the form 
tO 
R0 .exp(-2oR0) 	(8.3.2.6.) 
%P_, 
While the energy separation of the centres is probably of the 
form 
It 
The essential feature of 'tMott, as given above, is that 
it has a broad minimum in the region 3 <.o&R 0< 7 centred at 
c 	5. 
Pollak has shown that the existence of a lower limit in 
T may, in certain regions, lead to the predominance of the 
region over that of 	0. 8 	If, for instance, the number of 
singly occupied pairs n is a maximum at Tmifl,  then the 
conductivity can be shown to be of the form (104) 
.-J rnin n 	(8.3.2.7 ) 
where \(( min is the average polarizability of pairs with 
mm 
Assuming a random distribution in pair separations and 
that all centres to which hopping occurs with T 	 i. e. 
centres within the spherical shell bounded by 3 / (R <. 7/, 
to be thermally accessible, then the conductivity can be shown 
to be of the form (104) 
(8.3. 2 8 
Accounting for the j 2 region by the above mechanism 
would imply that at frequencies exceeding -C-1 min the conductivity 
becomes frequency independent. 	This is a result of the assumption 
that the density of pairs n at Z . has a peak 
If the &3 2  region begins to predominate at frequency c) 
then equations (8 3. 1. 1. ) and (8. 3. 2. 8. ) must be equal at this 
frequency L e., 
	
I 	 / 
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This suggests that for a value of N(EF) - 5 x 10 19 cm3 /eV. 
and N5 - 1 020cm 3 the W region should 'extend over four. 
decades of frequency. 	Experimentally, however, the frequency 
squared region is found to extend over two decades of frequency, 
fig. (3 0) and (31). 	Bearing in mind that the analysis is approximate, 
a deviation by a factor of 100 should not be considered excessive. 
Instead of reaching a saturation level at high frequencies, however,. 
the conductivity appears to be still increasing. 	The conductivity 
measurements on arsenic selenide at 7 = 8mm corresponds with 
this behaviour (130)• 	It is possible that beyond the (A.)Z  region 
another process, e.g. tail of broad lattice absorption process, is 
predominant. 	Austin (130)  has proposed that between 1MHz and 10 
GHz there are three contributions in As2Se3: 
A continuation of the m o. 	region which presumably 
saturates when U3 't 	1, 
A phonon tail which increases with frequency and dominates 
above 10GHz, 
An cA 2  component which tends to saturate around 10GHz. 
c. CORRELATION EFFECTS 
The a. c. conductivity is the sum of conductances of all 
singly occupied pairs of localized states in the band gap. 	The 
density of pairs of spatial separation R and energy separation 
E is given by 
R) F ( R I L E) 	(8.3.2.9.) 
where p( E I R) is the conditional probability density that the 
two states which form a pair differ by an energy A E if their 
spatial separation is R, and F(R, A E) is the probability that 
such a pair is singly occupied. For two states 1 and 2 
F- =  .ç 	f(z(t).] + f(z)[i_f(tIz)] 	(8.3.2.10.) 
J'J 
where f(i) is the probability that state i is occupied and f(jIi) 
the conditional probability that state j is occupied if state i is 
occupied. 	In addition to the -dependence on & E and R, F is 
also dependent on other factors such as the energy of states 1 
and 2, the energies of surrounding states and the position of the 
Fermi level (104)• 
In the derivation of the conductivity equation (5. 3. 2. 1.) 
• pairs with spatial separation greater than some correlation 
length R c (equation 5. 3. 2. 2. ) were only considered. 	In this case 
the occupations of the two states forming the pair are considered 
uncorrelated events, and the energy difference E of the pair 
is allowed to fluctuate extensively, i. e. f(ij) = f(i) and p( ,&E IR) 
= p(AE). 	For pairs shorter than R,  on the other hand, the 
correlation is strong and the function f(i j) = O and p( E IR) 
is a function peaked at t E = 0. 
The importance of correlation increases with increasing 
frequency, i. e. decreasing spatial separation. 	This would mean 
a large increase in the density of pairs at frequencies exceeding 
(Re), the frequency corresponding to the correlation length R. 
Pollak (104)  has examined the possibility of this increase being 
responsible for the o- . w z region. 	By dividing the pairs 
into "long pairs" (R)R) and "short pairs" (R<R) Pollak 
evaluated the conductivity for both types concluding that: 
The a. c. hopping conductivity due to "long pairs" below the 
frequency W (R) is that given in equation (8. 3. 1. 1.), i. e. 
a- (c F1] 41n.(!_ )]4 (8.3.2.11.) 
ipm 
The contributions of these pairs will be expected to reach 
saturation at c3 (Re) giving (104) 
o) [N(r) fkT () 	
(8.3.2.12.) 
The conductivity due to "short pairs" beyond the frequency 
c. (Re) is expected to increase with frequency in a manner 
similar to that described in equation (8. 3. 2. 11). 	The density of 
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pairs in this case is expected to be greater, however, because 
of the importance of correlation effect. 	The conductivity is 
given by (104) 
= (WC, Nc)(t) eR 	(8. 3.2.13.) 
2-4 EG 
Below u. (Rc) on the other hand, the effect of the sharp increase 
in the density of carriers due to the correlation effects will be 
reflected in an 	o& to a dependence given by 
ca 	-RC Clt L'3) = ( I., --S ~' C- ) ~ 0 2 (8.3.2.14.) 
where N is the density of the localized states and N is the 
S 	 c 
density of carriers in the band gap and E   is the band gap. 
The various contributions to the conductivity are illustrated 
in fig. (39). 	To complete the picture contributions from pairs of 
• length R 
c 
 should be taken into account but it is not certain whether 
correlation in such pairs is important or negligible. 
A comparison between the experimental curve for As 2S3 
in fig. (30) and the theoretical curve of fig. (39) yields the 
following results. 
w (Re) = 3 x 108 radians/sec. 
= 10r 7  oh 1 -1 m cm 
((4) ) = 1O 5 ohm4cm 2 Rc 
From the Miller and Abrahams transition rate equation 
T = 	 2cR) 
the length R c  can be evaluated for 'C = 11ti) (R c ) ,-... 3 x 10 9sec. 
Substituting 't' 10- 12 sec. and 	6A gives
04 
a 
• 	 R =24A 
= 2 x 1019 cm 3 
Experimentally it is found that the ratio 0 -2 (R ')/C (La) is of 
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Given N5 -1020cm 3 , kT—O. 025eV and EG2eV would suggest 
a value of N(EF) = 2 x 1019cm 3 /eV. 
The excellent agreement between the value of N(EF) 
obtained above and that obtained from the audio-frequency data 
may be fortuitous since there are many uncertainties in the above 
analysis and estimates. 	The constants ot& and T, for instance, 
have been chosen arbitrarily. It is also questionable whether the 
transition rate equation of Miller and Abraham is applicable to 
transitions within short pairs, i. e. pairs whose separation is less 
than Re. 
According to the above analysis the conductivity beyond the 
frequency c.) (Re) is expected to increase nearly linearily with 
frequency, i. e. 	 . 	This would imply a dielectric loss 
II .. invariant with frequency. However, the plots in fig. (32) and 
fig. (33) suggest the presence of loss peaks in conjunction with the 
dielectric dispersions. 	The loss peak in As2S3 is centred at 
400MHz and in As2Se 3  at 300MHz. These frequencies correspond 
to the mid points of a Debye type dielectric dispersion with E __ 
equal to 5.8 in As 2S3 and 7.4 in As2Se3. 	It is shown in chapter 




which holds for a process with single relaxation time. 	The ratio 
of the measured loss peak to the value calculated from above is 
0.15 in As2S3 and 0.26 in As2Se3. The reason for the reduced 
height of the loss peak is uncertain, but this could arise from a 
broad distribution of relaxation times. In the case of the Cole-
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If this is to account for the results then $ should be 0. 8 in 
As2S3 and 0. 7 in As2Se3 . 	These values imply a broad 
distribution of relaxation times. 	The curves in fig. (32) and 
(33), however, suggest lower values of 8 . 	For example, in 
arsenic sulphide the dielectric dispersion can be described by the 
Cole-Cole equation; (5. 2. 2. 3. ), using e. = 9. 6, 	5. 8 and 
= 0. 6. 	The following table compares the experimental 
values of the dielectric constant obtained at various frequencies 
with those calculated for 	= 0. 6 and /3 = 0. 8. 
Frequency Measured Calculated 	. 
/3 =0.6 =0. 
9.1 8.5 4MHz 9.0 
40MHz 8.8 8.6 8.1 
400MHz 7.7 7.7 7.7 
800MHz 7.4 7.4 7.6 
2GHz 6.9 7.0 7.4 
4GHz 6.3 (Extrapolated) 6.2 7.3 
The results in the table indicate that the calculated values 
of &I for 	= 0. 6 are in agreement with the measured values. 
With this value of , , however, the loss peak is 0. 62 compared 
to the experimental value of 0. 3. 	The cause of this discrepancy 
is not clear and it could probably be due to errors in 
measurements. 
In the above analysis the dielectric loss and the dispersion 
are assumed to originate from the same relaxation process. 	The 
existence of the loss peak andthe mid point of the dispersion at the 
same frequency together with the apparent invariance of both 
dielectric constant and loss with temperature could justify this 
assumption. 	Doubt must be expressed, however, as to whether 
the mechanisms contributing to the high frequency loss are 
completely independent of temperature. 	The work of Zobel (131) 
on As2S3 for instance, indicates the presence of loss peak at 10°K 
1 centred at 1kHz and an activation energy of 800J. mole - (,-... 0. 07eV) 
associated with the process. 	If this peak is extrapolated to 300°K 
94 
then it would be centred around 1 0MHz. 	It is, therefore, 
possible that the peak observed at 100K/1KHz  is of the . same 
origin as that observed at 300°K/400MHz. 
Among the many glasses investigated in this work only 
two samples showed peculiar frequency conductivity dependence. 
1. 	In a sample of As2Se3 melted at 500°C and tested using 
evaporated gold for electrodes the conductivity was found to vary 
nearly linearily with frequency over the frequency range 10OHz-1MHz. 
Beyond 1MHz the conductivity was found to saturate at a value of 
around 10 7ohm 1 cm 1 . 	The dielectric constant, on the other 
hand, showed a drop from a value of 27 to 11 in the range 
10OHz-10KHz, while in the range 1OKHz-10MHz the drop was from 
11 to about 8. 5. 	These results are presented in fig. (35). 
The cause of this anomoly is uncertain, but it could be due 
to electrode effect rather than bulk effect. 	If, for instance, the 
presence of a capacitance C 1 in series with the sample of 
capacitance C 2. and resistance R2 is assumed, then using equations 
(5.2.3. 5.) to (5.2.3.9.) of section (5.2.3. ) and omitting R 1 , it 
can easily be shown that for OS S = 27, E= 11 the ratio C 1 /C 2 
is nearly 3/2. 	It is, therefore, possible to account for the 
dielectric dispersion by assuming a series capacitance of about 
1. 5 times the capacitance of the sample. 	Substituting 
C 2 = 5 x 10r 2 farads, C 1 = 7. 5 x 10- 12 farads and using the 
value of t as found from the dispersion curve, i. e. 	10 4sec., 
the conductivity of the sample is calculated to be of the order 
10_ 8_10_ 9  ohm cm. 	This is 10 to 100 times greater than the 
conductivity found at 1KHz (1/27rT). 	It should be noted, 
however, that the conductivity evaluated above is only an average 
value resulting from the choice of an average relaxation time •t , 
ignoring the variation of R2 
proportional to W -0. 8 
with frequency which is probably 
Taking this and some form of distribution in the values of 
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realistic model. 
2. 	One sample of As 2Se3 about 5 microns thick (section of a 
bubble) was found to give a near W  dependence in the 
frequency range 10 3 -105Hz, fig. (19). 	The likely cause for this 
anomally is the series contact or lead resistance whose effect 
may have predominated because of a large' value of sample 
capacitance. 	The possibility of this being an intrinsic (bulk) 
effect was examined through repeated tests on samples of varying 
thicknesses and with varying methods of preparation. 	Except for 
the sample described above, all other samples showed normal 
conductivity-frequency behaviour, fig. (19). 	This was also found 
to be the case with evaporated films of arsenic selenide 1. 2 to 4. 5 
microns thick, fig. (40)*. 
It is to be noted that although most samples show similar 
conductivity-frequency dependence there are, nevertheless, small 
variations in the magnitude of the conductivity and the frequency, 
power index 13 as shown in fig. (lOa and b), fig. (19) and fig (40). 
These variations are probably due to differences in the structure 
or composition including variations in stoichiometry and impurity 
contents. 	The existence of inhomogeneity in the glass could also 
significantly affect the form of the frequency dependence of the 
conductivity causing IS to exceed unity or fall below 0. 8 as 
described in section (8-3. 1. b.). 
*The author is indebted to Mr. C. Main of this department for 
providing the results on evaporated films. 
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CHAPTER NINE 
VANADIUM PHOSPHATE GLASSES 
EXPERIMENTAL RESULTS AND DISCUSSION 
9.1. EXPERIMENTAL RESULTS 
This work ws aimed at finding an explanation for the 
deviation of the position of the conductivity maximum from the 
theoritically predicted value of C(=V4'7VTotal) = 0. 5 to lower 
values, (see appendix),and at identifying the processes which 
contribute to the a. c. losses in the frequency range 100Hz- 
100MHz. 
The dependence of the position of the conductivity maximum 
on frequency was examined in glasses containing 90, 80, 70, 60 
and 50 mole per cent V205. The results are presented in fig. 
(41-45). 
The dependence of both d. c. and a. c. conductivities on the 
amount of P205 in the glass was investigated, fig. (46). 	The 
points on the graph for any one system is the average conductivity 
taken for various concentrations of V 4 ions. 
The dependence of the a. c. conductivity on frequency was 
examined in one glass from each system. 	The results together 
with details of composition of each system are presented in fig. 
(47). 	The a. c. conductivity in three glasses of the composition 
60V205 - 40P205 but of different concentrations of V 4 +ions 
was measured at 293°K and 77°K, fig. (48). 	The dielectric 
dispersion at both temperatures is shown in fig. (49). 
The frequency dependence of the a.c. conductivity was 
investigated below ambient temperature. 	The variation of the 
conductivity, with frequency in the 70V20 - 30P205 system with 
C = 0. 273 and C = 0. 140 is shown in fig. (50). 	These two 
glasses appear to have identical conductivity - frequency 
characteristics at 293°K and 77'K. 
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9.2. DISCUSSION 
9.2.1. POSITION OF THE. CONDUCTIVITY MAXIMUM 
The equation describing the conductivity in transition 
metal oxide glasses (see chapter 3, 	section 3. 4.) is 
kT 
where W is the activation energy for conduction. 	This consists 
of two terms: 
. 'N H + WD  
where W11 is the polaron hopping energy and WD  is the spread in 
energy of sites due to disorder. 
According to the conductivity equation a maximum in 
conductivity should occur at C = 0.5. 	In the V205 - P205 glasses 
this is found to occur at values of C in the region 0.1 - 0.2 
depending on the amount of V205 in the glass. 	Two possible 
explanations for the above anomally have been proposed; (a) 
inactive site model, (b) chain breaking model. 
(a) INACTIVE SITES 
The derivation of equation (9. 2. 1. 1.) is based on the 
assumption that all the V 5 in sites participate in conduction. 
If, however, fraction e of these is assumed to be inactive then 
the conductivity would be of the form 
crc< c.('.-c-&)  
If this is to account for the shift of C max'  the position 
of the conductivity maximum, from a value of 0. 5 to 0.1-0.2 
then e has to be in the range 0. 6 - 0. 8 depending on composition. 
Linsley (93)  found that in the (1 - x) V205 - xP 205 system, with 
0. 1 < x . 	0. 4, ê and x obey the relationship 
9 = 0.83- 0.5x 	 (9.2.1.4.) 
The implication of the above equation is that a small proportion 
of vanadium in high vanadium containing glasses takes part in the 
conduction process and in the hypothetical 100 per cent 
glass 83 per cent of V 2 0 
 5 will be inactive. 	A . possible 
explanation for the large values of & , suggested by the known 
tendency of vanadates and vanadophosphates to farm large complex 
ions, is that a large fraction of V ions are complexed in the 
interior of the ions and that the reduction to V 4 +ions, and hence 
the conductivity, takes place over the surface of these ions. 	This 
model- is, therefore, one of an isolated non-conducting medium 
seperated by a continuous conducting medium. 	It is also proposed 
that the reduction in U with the increase in the concentration of 
may be the result of the breaking up of the large complex 
ions into smaller units. 	This would mean a larger overall. 
complex surface area and hence a greater proportion of the 
vanadium would be able to take part in the conduction process. 
An alternative suggestion is that the addition of P 2 0 
 5 would 
probably lead to the formation of two different phases, both 
containing 2205 	One of the phases would be continuous and 
conducting, and. containing the bulk of the V 4 . 	The other phase 
would contain the inactive VO 5 . 	When PO 5 is increased, the 
first phase would grow at the expense of the second, and hence 
a greater proportion of V 2 0 
 5 will participate in conduction. 
(b) CHAIN BREAKING 
The shift in the position of the maximum conductivity from 
C = 0. 5 could be due to a dependence of mobility on the 
concentration C of 114 ions, i. e. 
zrc C(I_c).e./A()  
Linsley (93) uses Ohashi's structural model, described in chapter 
two, in which the structure of the vanadate glasses is assumed 
to consist of V-O-P chains, and the V4+ or (VO) 2 are supposed 
to be responsible for the breaking of these chains. The mobility 




Linsley (93) argues t.s follows: 	If the resistance along a V-O-P 
chain is assumed to be r and each break in the chain due to V 4 
or (VO)2+  ion is represented by a resistance R then for n 0 breaks 
per unit length, the total resistance will be r + n 0R. 	With no 
proportional to the concentration of V 4+ions (i. e., ct C); 	no = KC, 
then the total resistance will be r + KCR and hence p(C) will be 
defined as in equation (9. 2. 1. 6. )... The conductivity is, therefore, 
of the form 
CzT C4 




From above, the conductivity maximum should occur at 
c= 	 (9.2.1.8.) 
and C would only be equal to 0. 5 at A = 0. 
To account for the variation of the position of the 
conductivity maximum with x, the mole fraction of P 2 0 5  in the 
glass, Linsley proposed that the resistance r for the chain could 
be represented by two components; 
where r v 	 2 5 	 p 
is the resistance of N V 0 molecules and r is the 
résistance of N P 2 0  5 molecules, and N is Avagadro's number. 
Substituting for r 
rV ___ rp-r, 
KR + KRX 	(9.2.1.10.) 
A JU 
A was evaluated using equation (9. 2. 1. 8. ). 	The linear 
dependence of A' 	on x described by equation (9.2.1.10.) 
was approximately dbeyed by the experimental data. 
Although the shift in the position of the conductivity 
maximum from values of C = 0. 5 to lower values can be 
qualitatively accounted for by the two models there are some 
experimental observations which cannot be interpreted by either. 
These are pointed out in the appendix. 
The results presented in fig (41-45) indicate that the 
position of the conductivity maximum is frequency invariant with 
the exception of the 90V205 -10 P205  system where with increasing 
frequency a slight shift to higher values of 	ion concentration 
is observed. 	This behaviour can be accounted for by the model of 
inactive V 5  sites described in section (9.2.1.a.). 	The a. c. 
conductivity in this case would be determined by the concentration 
of active V4  and V ions, and the fraction 0 of V 5 ions 
would be expected to remain inactive. 	The a. c. conductivity, 
therefore,'would still be proportional to C(1-C-0). 	The 
difficulty of interpreting the data from thermoelectric measurements, 
however, throws doubt on the validity of this model. 
In the chain-breaking model, the position of the conductivity 
maximum would vary with the factor A according to equation 
(9.2.1.8.), where A o. R/r . 	This implies that the position 
of the conductivity maximum would be governed by the ratio of 
the resistance R, which represents a break in a V-O-P chain, 
to the resistance r of a chain. 	It is reasonable to assume that 
conduction within a chain, and thus the resistance r, would have 
temperature dependence different from the resistance R between 
the chains. 	Therefore, the factor A, and hence the position of 
the conductivity maximum, would be expected to vary with 
temperature. 
In an a. c. field a break in a V-O-P chain can be 
represented by the R-C. network shown below 
where C   is the capacitance due to a break and Cc  is the 
capacitance of a chain. 	It is reasonable to assume that the 
two are different and that 
CbR Cr 
Consequently, the factor A, which would be determined by the 
a. c. conductivities of the two regions, would be expected to 
vary with frequency. 	Hence, the position of the conductivity 
maximum would be frequency dependent. The experimental 
results indicate that the conductivity maximum is independent 
of temperature and frequency. 
The inadequacy of either models, in accounting for 
some of the experimental results is no doubt the result of the 
oversimplified treatment of both models, and no doubt the 
inconsistency of the results could be resolved with a more 
rgrous approach. 	This would be only possible, however, if 
more is known about the structure of the vanadate glasses. 
The suggestion that the glass has a chain structure is a 
plausible one but the existence of inhomogeneities is also a 
101 
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possibility not to, be ruled out. 	Inhomogeneity could result 
from component seperation or it could simply be the result of 
a non-uniform distribution of phosphorous and vanadium ions 
in structural groupings. 	Under these circumstances the 
validity of the individual conduction models described above is 
doubtful and the physical situation may best be represented by a 
combination of the two. 
9.2.2. A. C. CONDUCTION 
Besides investigating the effect of frequency on the position 
of the conductivity maximum the dependence of a. c. conductivity 
on composition was examined in one glass from each system, 
fig. (47). 	The general features are that in each glass the d. c. 
conductivity predominates over several decades of frequency and 
it is strongly dependent on composition, i. e. the amount of P 2 0  5 
in the glass, while the a. c. conductivity is less affected. 	This 
is also shown in fig. (46). 	Similarily, the a. c. conductivity at 
highfrequencies is weakly dependent on the concentration of V 4 
ions as in 60V205 -40P 205 , fig. (48). 	At low temperatures, 
e.g. 77°K, the d.c. conductivity is suppressed and the a.c. 
conductivity at low frequencies (100Hz - 100KHz) appears to 
remain strongly dependent on .the concentration of V4  ions 
but again at higher frequencies this dependence is reduced. 	In 
the same system, the dielectric dispersion is found to be dependent 
on the concentration of the 	ions. 	The effect is drastically 
reduced, however, at 77° K, fig. (49). 
(a) MAXWELL-WAGNER POLARIZATION 
With the possibility of the V 205 -P205 glasses having 
inhomogeneous structure the above, observations will be examined 
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be based on a model consisting of high conductivity regions 
dispersed in a low conductivity medium. 	The exact nature of 
the two media are unknown, but as me)iioned in the previous 
section component separation could lead to such a model. 
Hench (116) and Kinser (117)  studied the KP03 -V205 and the 
P205 -1'eO systems,espective1y 9 and both concluded that the a. c. 
loss and dielectric dispersion in the audio-frequency region are 
due to the presence of high conductivity crystalline phase in the 
glass matrix. 	Kinser was able to detect the crystalline phase 
by transmission electron microscopy, and both authors found the 
dielectric loss to be strongly dependent on the thermal history of 
the glass. 	Evidence to suggest the existence of the crystalline 
phase in the vanadium phosphate glasses is absent. 	However, 
Rao (40) studied the V205 -P205 -Ge02  systems and produced some 
etch patterns showing the separation of phases in the P 2  0 5 rich 
corner of the system. 	According to Rao, the glasses are 
immiscible in this region because of the incompatability of 
structural groups. 	The glass stucture is described as a 
composite of interpenrating structures containing Ge0 4 , Ge06 , 
PO4 and V06 groups. 	At higher V 2 
 0 5 contents the glasses are 
said to be more homogeneous and to have greater thermal 
stability. 	But in VO5 -P2O 5 glasses Anderson and Luehrs (41) 
found no evidence (from' electron microscopy) for phase seperation 
except possibly in glasses containing more than 87. 5 mole per 
cent V205 . 
The model of high conductivity regions dispersed in a low 
• conductivity medium could also arise by associating the former 
with highly conducting chains isolated from one another by large 
complex ions of lower conductivity. 	This, in any case, depends 
on the availability and the distribution' of the V 4 +and 	ions in 
Various structural groupings and these could differ from one 
group to another. 
j. u.. 
The heterogenous system considered here is the simple 
two layer configuration discussed in section. (5.2.3.). 	Most 
probably this does not represent the exact physical situation but 
as indicated in chapter five the analysis for the more complicated 
system is - basically the same. 	The two layer system, therefore, 
is considered adequate for the purpose of a qualitative analysis. 
For convenience equations (5.2.3. 5.) to (5.2.3.9.) which 
describe the dielectric dispersion and loss in a two layer system 
are reproduced below: 
R 	 4- 
(9.2.2.2.) 
C = Coo± tt a..t 2 
c 	
(9;2.2.3.) = 
C - 	c.C2. 	 (9.2.2.4.) 
00 
T 	 (9.2.2.5.) 
where C 1 and R1 , C 2 and R2 are the capacitance and the resistance 
of medium 1 and 2 respectively. 
According to this model the conductivity at low frequencies 
would be dominated by the term 	R2.')' of equation (9.2.2.1.). 
This could account for the frequency invariant conductivity observed 
below 100KHz at room temperature, fig. (47). 	If R1 is assumed 
to be negligible compared to R 2 then the observed conductivity and 
R2 ', will have the same temperature dependence. 	The results 
of fig. (47) also imply that R 2 is strongly dependent on composition. 
At frequencies exceeding 100KHz, on the other, hand, the term 
L U,) 
:4.. tJ CZ 
would probably become predominant and lead to the observed 
frequency dependent conductivity. 	The weak dependence of 
conductivity on composition at these frequencies would suggest 
that T , and hence R1 , has weaker dependence on composition 
than R2 . 	Furthermore, the frequency dependent term could also 
account for the a. c. conductivity data obtained at low temperatures, 
fig. (48). 	If this is the case, however, then the temperature 
dependence of the a. c. conductivity at low temperatures would be 
governed by the temperature dependence of R 1 . 	This possibility 
will be examined shortly. 
The dielectric dispersion in the 60V 205 -40P205 glasses 
• presented in fig. (49) could be accounted for by the dispersion 
defined in equation (9.2.2.2.). 	In contrast to the single 
relaxation time process of equation (9.2.2.2.), however, the 
experimental results indicate a distribution of relaxation times. 
Again, the temperature dependence of the dielectric dispersion 
should be the same as R1 , the resistance of the higher 
conductivity region. 
The dependence of the a.c. conductivity on temperature 
was examined in the temperature range 77°K-293 0 K in two glasses 
of the 70V205 -30P205 system. 	At low frequencies and high 
temperatures the conductivity is .frequency independent but at low 
temperatures a near linear dependence of conductivity on frequency 
is observed, fig. (50). 	The plot of logCr against I I -r of fig. (51) 
indicates that in the region 200°K-293 0 K hardly any change in the 
slope of the curves is noticeable but at 200 0 K or below there is a 
break in the slope. 	Because of the uncertainty in the shape of 
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the curves below 200°K these were drawn as broken lines. 	The 
activation energies 4 and c6 at various frequencies were 
estimated from the slopes above and below 200° K. 	The plot of 
0 1 and 0 2  against frequency infig. (52) indicates that both 
quantities fall with increasing frequency and extrapolate to zero at 
frequency of about 30MHz. 	This is similar to the results 
obtained by Hench, et al (115)  in the 70V205 -30P4010 system. 
At about 1KHz 	is found to saturate at a value of 0. 3eV. 
The saturation of 0, at 0.3eV would probably suggest 
that this corresponds to the d. c. activation energy. 	This was 
evaluated in the temperature range 293 0 K-473 0 K and was found to 
be 0.425eV (93) 	The difference could be accounted for by the 
difference in the temperature range over which thetwo activation 
energies were evaluated. 	The drop in the activation energy with 
decreasing temperature is theoretically predicted (62)• 	Furthermore, 
the same activation energy for both d. c. and a. c. conductivities 
have often been observed over a common temperature range 
(91, 115,132) 
The causes for the decrease in the activation energy with 
increasing frequency and its absence in the region of 30MHz 
cannot be identified with any certainty. 	At high frequencies the 
conduction losses of.the conducting regions would be expected to 
dominate. 	The conduction process in these regions would be 
governed by the hopping of carriers between the V 4 and V5 
sites. 	The activation energy at high frequencies, would be 
determined, therefore, by this process. 	The absence of 
activation energy at 30MHz would indicate that at this frequency 
the sites involved in the hopping process have energy seperations 
below kT. It is also possible to attribute the absence of an 
activation energy to a tunnelling of carriers between adjacent sites. 
The dielectric dispersion in the 70V205-30P 205 system 
discussed above could be best described by the Debye equation 
with a distribution of relaxation times given by the Cole-Cole 
iu.( 
distribution function, i. e. 
i 	
(9.2.2.6.) 
The parameters calculated to give the agreement shown in 
fig. (53), between the experimental results and the above equation 
were as follows: 
c oo= 13 
IS= 0. 7 
T0= 7x10 8 exp(9 5 ) 
or 	4,= 2. 25  
kT 
The activation energy of 0. 25eV describing the dependence 
of the mean relaxation time 'T Ø , and hence of the dielectric 
constant, in the temperature range 200°K-273 0 K is different to the 
activation energy of 0.3eV found for the low frequency a. c. 
conductivity. 	This difference could be genuine or it could simply 
be the result of inaccurate evaluation due to the limited number of 
data points. 	If the difference is genuine then the dielectric 
dispersion and the low frequency conductivity will not be of the 
same mechanism. According to the Maxwell-Wagner model this 
is not unexpected. 	It is to be noted, for instance that while the 
dielectric dispersion, and hence T , is basically determined by 
the temperature dependence of the lower resistance R 1 of equation 
(9. 2. 2. 5.), the low frequency conductivity is dominated by the 
higher resistance in the term (R 1 + R2 1 of equation (9.2.2.1.). 
Accordingly, the two activation energies will not necessarily be 
the same. 
The experimental data of the dielectric dispersion 
presented in fig. (54) for the 60V 205 -40P205 system, with 
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or 	fo = 7.5x105 exp() 
kT 
It is significant to note that the activation energy of 0. 2eV 
for is again different to the value of 0. 47eV determined for 
the d. c. conductivity in the temperature range 2930K-473°K (93)• 
It seems unlikely that the difference is entirely due to the drop in 
the activation energy with decreasing temperature. This again 
raises the question to whether the low, frequency conductivity has 
the same activation energy which describes the dependence of the 
dielectric dispersion on temperature. 
The conductivity associated with the dielectric dispersion 
shown in fig. (53) for the 70V 205 -30 P 
2 
 0 5  system was evaluated 
in the temperature range 203°K-293 0 K. These are presented 
together with the experimental results in fig. (55). 	The plot 
indicates that below about 10KHz the conductivity in the region 
203°K-293 0 K is dominated by the d. c. term. 	Above this 
frequency the theoretical curves are reasonably consistent with 
the experimental curves and probably with slightly different 
parameters a better fit could be found. 
In the theoretical evaluation the parameter C S is 
assumed to be constant with temperature. 	If, however, there is 
temperature dependence then it would most probably be weak 
and its effect on the calculations can be neglected. 
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(b) POLARON HOPPING 
The a. c. conductivity in transition metal oxides has been 
treated by several workers in terms of polaron hopping 
(85, 91 )  13 2) . 	The similarity in the temperature dependence of 
d. c. conductivity and the frequency at which the a. c. loss peaks 
occur is considered to be an indication of the validity of this 
model. 	This correlation of a. c. and d. c. conductivity was 
observed at temperatures above 160°K in a recent study of the 
80V205 -20P 205 system by Sayer, et. al( 132 ). 	Below this 
temperature, however, the a. c. conductivity showed weaker 
dependence on temperature than the d. c. conductivity. 	The a. c. 
conductivity in this region was interpreted in terms of Pollak's 
(100) model for impurity conduction in broad band semiconductors. 
Because of the distribution of site energies and jump distances 
the a. c. conductivity should be determined by the average of all 
jumps while the most difficult jumps would determine the d. c. 
conductivity. 	This, according to Sayer, is the cause of the 
higher activation energy for d. c. conduction. 
In contrast, Schmid (118)  investigated the V 205 -P2O5 
system and found temperature independent a. c. conductivity 
below OD/2, where & D is the Debye temperature. He 
interpreted this in terms of polaron tunnelling within chains of 
sites of equivalent energy. 	The conduction process at higher 
temperatures, on the other hand, was attributed to a random 
hopping of polarons. 
A theor)tical discussion of polaron conduction has been 
given by Holstein (133)  and Schnakenberg (134)• 	Holstein 
considers the case of a crystalline lattice where the disorder 
energy term WD  of equation (9. 2. 1. 2. ) is zero. 	At 
temperatures above 9 .D -1 -2  the activation energy is attributed to 
polaron hopping involving the emission and absorption of optical 
phonons. 	As the temperature is lowered the optical phonons 
are frozen out and below S.D I the polaron behaves like a 
heavy particle moving by the usual band mechanism. 
Schnakenberg considers the case of WD+O  and suggests that 
below SD 14 the conduction process involves an activation energy IsV1, 
provided - by acoustic phonons. 	Therefore, both of these 
theories predict more or less sudden breaks from one well 
defined slope (W11) to another, (WD,  zero or nearly zero). 
Mott (61)  has pointed out, however, that the term WD  is 
expected to decrease at low temperatures because a carrier may 
hop larger distances to find sites energetically more favourable 
than its nearest neighbours and it will, therefore, have a greater 
choice of sites. 	This leads to the relationship: 
DD4 	 (9.2:2.7.)  ( ~"" ) I WT
The results of fig. (3) in the appendix, in contrast to 
the predictions made by Holstein and Schnakenberg, show that 
the change in the activation energy occurs over a wider temperature 
range. 	This could not be accounted for by the temperature 
dependence of conductivity expressed in equation (9. 2. 2. 7.) except 
at the lowest temperatures. 	 - 
• 	
- Killias (135)  has pointed out that a temperature dependent 
activation energy is obtained if the activation energy is . a linear 
function of the jump distance and if there is a random distribution 
of these distances. 	Killias expresses the activation energy in the 
form 
6 I 	OR\ = 	"" i__I 	 (9.2.2.8.) 
where E is the temperature - independent activation energy and 
OR is some characteristic, temperature. 	This equation applies 
reasonably well at high temperatures. In the 90V205 -10P205 
• 	system, for instance, the plot of logo against ...L of fig. (3) of 
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the appendix is redrawn in fig. (56) as logr T  against .4%- 	) 
with & = 33°K (136)•  This shows, a linear relationship 
down to 100'K, followed by a sudden break in slope and then 
a linear dependence between logo --r and /-r . The 
activation energy below 100 0 K is about 0. 07eV. 	This is of the 
order of disorder energy term WD  of equation (9.2.1.2.). 
• 
	
	The results presented in fig. (48) and fig. (50) indicate 
that at 77 0 K the a. c. conductivity in the audio-frequency range 
has frequency dependence of the form 
D1 
This, as indicated previously, is the same form of dependence 
predicted by Pollak (100)  for the hopping conduction in 
compensated semiconductors. 	The striking similarity between 
the frequency dependence of the a. c. conductivity in 70V 205 -
30P205 , C = 0.273, at 77°K and that of As 2Se3 + 0.20 atomic 
percent silver at 293°K, shown in fig. (57),indicates that the 
same process may be responsible for the loss in both systems. 
This similarily can be accounted for by the fact that the 
polarization energy term for the polaron vanishes at low 
temperatures. 	Hence, the transition rate of carriers between 
the V4 and V ions will be governed only by the energy term 
due to disorder. , The hopping electrons between the localized 
states in chalcogenide glasses is governed by a similar energy 
term. 
The similarity between the frequency dependent 
conductivity in both glasses extends to the high frequency region, 
where c- . C54 
	 . 	 In this region it seems that the a. c. 
conductivity is independent of the concentration of the V4  ions, 
fig. (48). 	Furthermore, like the chalcogenide glasses the 
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to vanish around 30MHz, fig. (52). 
In the previous chapter the 	2 region has been 
discussed in some detail with reference to various processes 
which could lead to this dependence. 	It has not been possible, 
however, to state categorically which of these is involved in 
chalcogenide glasses. 	Furthermore, the reason for the apparent 
temperature independent conductivity has not been fully understood. 
The similarity in the behaviour of the two glasses in this region 
suggest however, that the same process is active in both systems. 
The 	 2 region with very weak or no temperature 
dependence has not only been observed in semiconducting glasses 
but also in many other materials such as crystalline tt'ansition 
metal oxides. 	It has been found, for example, that in Li doped 
NiO temperature independent c0 2  region extends to microwave 
frequencies followed by saturation in conductivity around 109Hz (113) 
These results have been attributed to the hopping of carriers around 
imperfections. 	It is very probable that the same mechanism is 
responsible for the sharp loss peaks at audio frequencies observed 
in reduced rutile (Ti02 ) around. helium temperatures (137)• 
	In 
this case, however, the frequency to of the loss peak was 
found to vary with temperature according to 
kT 
where E is the activation energy of about 2-3 x 102  eV and LO 0 
is of order 10sec 1 . 
There is probably a link between the C4) 2 region observed 
in V205 -P205  glasses around 77°K and the process responsible for 
the losses observed in reduced rutile at much lower temperatures. 
The low activation energy found in the latter may explain the weak 
or vanishing temperature dependence observed in vanadate glasses. 
More significant is the low value of 0 This could correspond 
to the W 2 region observed in the glass at high temperatures. 	An 
extension of the present measurements to very low temperatures 
could help to verify this possibility. 	These measurements would, 
in any case, make it possible to compare conduction processes in 




The d. c. and a. c. conductivity results in As 2 Se3 are in 
general consistent with the band model of fig. (38), proposed by 
Marshall and Owen (129) 	The. d. c. results are consistent 
with a diffusion type of conduction in delocalized (band) states 
while the a. c. results are compatble with the hopping type 
conduction proposed by P ollak (100-102) and Mott (68) 
Interpreting the results in terms of hopping at the Fermi level 
suggests a density of states N(EF)  of about 1019 cm 3 /eV. 	This 
however, is not unambiguous and could be associated with the 
hopping of carriers at other states in the band gap. 	The nature 
of these states could be determined by high field a. c. 
conductivity measurements. 
Because of the sensitivity of the structure to method of 
preparation and thermal history of the material the above band 
model could not be generalized to all As 2 Se3 glasses. 	The 
variations could be the reason why different trapping levels have 
been detected by various workers. 	This also applies to 
compositional variations. 	Accordingly, the addition of silver 
impurity, even in small quantities, e. g. less than 1. 5 atomic 
per cent, results in a large change in the conduction parameters 
due to changes in the structure. 
Although the a. c. results are compatable with the hopping 
model they could also be attributed to Maxwell-Wagner 
polarization. 	This could arise from structural inhomogeneity 
or the existence of high resistivity barriers in the glass. 	It 
is, therefore, essential that the structure is studied in depth. 
This should include the investigation of the effect of method of 
preparation and thermal history on structure and on various 
other physical properties. Until one has resolved these 
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problems and determined whether or not Maxwell-Wagner 
polarization plays a role, it is dangerous to attach too much 
significance on the interpretations based on the hopping model. 
In vanadium phosphate glasses conduction is by hopping 
of electron and its polarization cloud between the 	and V 5 
ions. 	Theoretically, the conductivity should be a maximum at 
equal concentrations of both ions. 	If, however, some of the 
v5+ ions are inactive or the mobility decreases on increasing 
the concentration of V4  ions, then this maximum would occur 
at lower concentrations of V4 ions. 	A combination of the two 
possibilities could be responsible for the experimental observations. 
The a. c. results are consistent with the polaron hopping 
theory. 	It is also possible to account for the results by 
Maxwell-Wagner polarization. 	It is, once again, the question 
of knowing precisely the structure and homogeneity of these 
glasses before stating with certainty which of these processes 
is involved. 
Although the chalcogenide and transition metal oxide 
glasses are both semiconducting there are many differences 
as well as similarities between the two. 	The similarities 
are of a general nature and include the range of electrical 
conductivities and carrier mobility. 	The conduction process 
in both glasses is different, however, and while the mobility 
in chalcogenide glasses is low because of structural disorder, 
in transition metal oxides it is due to the small overlap of 
the 3d orbitals and the formation of polarons. 	Also, in 
• the latter the conductivity is determined by the concentration 
of ions of various valence states. 	This is very sensitive 
to the method of preparation and melting environment, and 
hence the conductivity will also be affected by these factors. 
LID 
It is very probable that impurities will have the same effect 
in that they would alter the concentration of the different 
valence states. 	The picture in chalcogenide glasses is not 
much clearer and there is the need for more work to be done 
to determine exactly the role which impurities play in conduction 
processes. 
Because of the many ambiguities centred on the theory 
of amorphous materials there is a pressing need for further 
research, especially on the structure of the materials. 	There 
is, of course, a wide range of investigations already in progress 
on the a. c. and d. c. conductivity and photoconductivity of these 
materials. 	There are, however, areas of work which have 
received little attention and where further studies could prove 
valuable. 	These include investigations into electrode effects, 
• stoichiometry and impurity effects in chalcogenide glasses. 
Similarily, these problems should be investigated in transition 
metal oxide glasses. 	It is unlikely that satisfactory answers 
will be found to the problems mentioned above without further 
work in these areas and utilization of the various experimental 
techniques available. 
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ELECTRONIC CONDUCTION IN 
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Department of Glass Technology, University of Sheffield, Sheffield, U.K. 
and 
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The dc and ac conductivity and thermoelectric power have been measured as a function 
of the ratio (\14 +/Vt o t ai) in glasses in the system \25._p25  The conductivity goes through 
a maximum as the ratio (V 4 7Vtotai) is varied but at a much lower value than that expected 
from a straightforward hopping model (i.e. 0.5) in which all sites contribute equally. The 
thermoelectric power tends to go through zero but at a different value of(V 1 +/Vtot5 j) than 
the maximum in conductivity. These discrepancies from simple behaviour may be con-
nected with the structural complexity of the glass and at least two suggestions can be made 
to account for these deviations. The log conductivity versus (]IT) plots are not linear 
and their slopes decrease rapidly at low temperatures. Possible reasons for this behaviour 
are mentioned. 
The ac conductivity varies nearly linearly with frequency in the audio- to radio-frequency 
region and approximately as the square of frequency at higher frequencies. At the same 
time the high frequency conductivity tends to become independent of temperature. This 
is almost identical with similar observations in, for instance, chalcogenide glasses. 
1. introduction 
Glasses in the system V 205—P 20 5 arc readily prepared with up to 
95 mole% V 205 . It has been established [for general references see the 
review by Mackenzie')] that the electrical conductivity depends upon the 
vanadium being present in different valency states and it is accepted that 
these materials are electronic conductors in which the transport mechanism 
involves the exchaige of electrons between V 4 and V 5 ions; 
V4 —O—V 5 --9V 5 —O—V 4 . 	 ( I) 
Lower valence states may also take part of course, e.g. V 3 or V 2 , but in 
glasses in which V 2 05 is a major constituent the evidence is that the reduced 
vanadium is present mainly as V 4 [Kennedy and Mackenzie 2 )]. The 
* Now with the Medical Research Council, West Graham Street, Glasgow, U.K. 
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vanadium phosphates are, therefore, basically similar to the mixed-valence 
semiconductors described by Heikes 3), Jonker and van Houten 4) and others, 
and for the mechanism shown schematically above, one would expect the 
conductivity to go through. a maximum when there are equal numbers of 
V4 and V 5 ions, i.e. when the ratio (V 4 /V otaj)=0.5. There is very little 
experimental evidence on this point but in a ternary glass from the system 
V205—BaO--P 2 05 . Munakata 5) varied the degree of reduction by varying 
the proportions of BaO to P 205 and observed a maximum in the conduct-
ivity at a ratio of (V 4 /V toiai) much less than 0.5. On the other hand, in 
glasses of the FeO—P 2 0 5 system Hansen 6) found a maximum of conductivity 
at (Fe 3 /Fe toia1) approximately 0.5. 
This paper describes experimental work aimed at investigating in more 
detail the dependence of the conductivity on in glasses of vary-
ing V2 0 5 content. Measurements have been made of the dc conductivity 
taken, in some cases, to as low a temperature as possible, of the ac conduct-
ivity and of the thermoelectric power. Only a brief description is given here; 
a more complete account and discussion will appear elsewhere. 
2. Experimental 
Five series of glasses in the V 205 —P 2 0 5 system with 90, 80, 70, 60 and 
50 mole% V 205 were prepared by melting the oxides in silica crucibles for 
30 min at 700-900°C and annealing at 270-300°C for 2 hr. The vanadium 
valence state in each series was varied by adding sucrose, a reducing agent, 
to the batch or by bubbling oxygen through the melt. The amount of reduced 
vanadium, assumed to be V 4 , was determined by dissolving the glass in 
weak sulphuric acid and titration with potassium permanganate. The total 
amount of vanadium was determined by complete reduction to the V 4 
state with sulphur dioxide and titration with permanganate. 
The electrical and thermoelectric measurements were made by standard 
techniques. Evaporated gold electrodes were found to give ohmic contacts 
for fields up to at least 10 V/cm and were used in all the electrical measure-
ments. 
3. Results 
The room temperature conductivity is nearly proportional to the vana-
dium content in glasses containing more than 50 mole% V 20 5 and melted 
under normal atmospheric conditions with no reducing agent added. When 
the V/P ratio is held constant and the ratio (V 4 /\' totai) varied a maximum 
in conductivity was observed in the 90, 80 and 70 rnole% V 20 5 systems at 
(V4 /V tota1)=0.110, 0.135 and 0.160 respectively. A typical set of results, for 
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Fig. 2. The position of the maximum in conductivity, (V 4 /Vtota i) max , as a function of 
P202 content. (0) This work; (0) Munakata5). 
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the 90 mole% V 20 5  glass at four different temperatures, is shown in figs. 
la—Id; this also illdstrates that the position of the maximum in conductivity 
is practically independent of temperature. In fig. 2 the position of the con-
ductivity maximum, i.e. the value Of(V 4 /V *otai )max , is plotted as a function 
of the P 2 0 5 content. The 60 and 50 mole% V 20 5 systems could not be 
sufficiently oxidised to obtain the maximum in conductivity and the point 
in fig. 2 corresponding to the former (i.e. 40 mole%P 20 5 ) is taken from 
Munakata's 5) data for a Ba0—P 2 0 5 glass with 60 mole% \' 20. 
The conductivity has been measured over as wide a range of temperature 
as possible for one sample from each of the four systems with 90, 80, 70 and 
60mole% V 20 5  and the results are shown in the form of a plot of log a 
VCf5US (l/T°K) in fig. 3. These curves are approximately linear at high 
temperatures (250°K) but clearly become increasingly non-linear as the 
temperature is reduced. Assuming the conductivity to vary as 
o=a0 exp(—E/kT), 	 (2) 
the "activation energy" E has been calculated from the tangents of these 
Curves and is plotted as a function of the inverse temperature in fig. 4. The 
deviations from linearity are not significantly affected if the conductivity is 
plotted as log(aT) versus (]IT), i.e. assuming 
a = (ao/T) exp ( - E/kT), 	 (3) 
but the values of E obtained are slightly greater [e.g. for the 90 mole% V 20 5 
glass at (l/T)=4x 10 3 0K_I, Eincreases from approximately 0.26 to 0.27 
eV]. in a particular system E changes as the ratio (V 4 /V totai) is varied. A 
typical example, using the "high temperature" activation energy, is shown 
in fig. 5 for the 70 mole% V 20 5  system. Because of the curvature the calcu-
lation of E is not very precise but clearly the activation energy goes through 
a minimum at about the same point as the conductivity is a maximum (see 
fig. 2). There is also a general tendency for E to increase as the amount of 
total vanadium is decreased. This is depicted in fig. 6 in which the vertical 
lines indicate the observed range of E as (V 4 /V 031) is varied. 
In ac fields the conductivity increases with frequency and the maximum 
in conductivity becomes more pronounced. This is illustrated for the 
90 mole% V 20 5  system in fig. 7. At least for frequencies up to 50 MHz 
there is at the most only a slight tendency for the position of (V 4 /V totai )max 
to shift to larger values, i.e. towards 0.5. The conductivity as a function of 
frequency at different temperatures is shown in fig. 8 for a glass of the 
70 mole% V 20 5  series; the corresponding variation of the dielectric constant 
is given in fig. 9. The feature to note about fig. 8 is that at low temperatures 
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Fig. 8. Conductivity as a function of frequency in a 70 mole V205 glass. 
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Fig. 9. Dielectric constant as a function of frequency for the same glass as in fig. 8. 
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Fig. 10. The Seebeck coefficient versus (V 4 /Vtotai) at 150°C 
there is a region at low frequencies where the conductivity increases slightly 
less than linearly with frequency but at higher frequencies the variation 
tends towards a frequency-squared dependence; at the same time the ac con-
ductivity in this high-frequency region tends to become temperature inde-
pendent. This is typical of behaviour which has also been observed in chalco-
genide glasses [Owen and Robertson -,)] and in certain other systems, e.g. 
polymeric carbon disulphide [Chan and Jonscher 8)]. 
The thermoelectric power has also been measured and in the temperature 
range 20-200°C it was found to be almost independent of temperature for 
all systems. There is, however, a strong dependence on the vanadium content 
and valence state, as shown in fig. 10, with values varying between —250 
/LV/°C and +30 jtV/°C. 
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4. Discussion 
The mechanism shown schematically in eq. (1) leads one to expect the 
conductivity to be given by a formula of the type 3 ' 9) 
a 	
—c) _K e_IT, 	 (4) 
where K is a constant and c and (1 —c) are the mole fractions of the two 
types of ion [in our notation C=(V4 /V iotaj ), (1 -c)=(V 5 /V 0131)]. As dis-
cussed by Austin and Mott 9); the activation energy E is generally expected 
to consist of two terms: 
E = E1 + -ED , 	 (5) 
in which EH is a polaron hopping energy and ED is the range of energies 
over which the available sites are distributed in the absence ofpolaronforina-
110,,. Thus, the conductivity should he a maximum at c=0.5, a condition 
clearly not satisfied in the present case. If E0 <kT the Seebeck coefficient 0C, 






in which ' - sometimes expressed as (AS/k) (ref. 3) - is a small constant. 
Austin and Mott 9) suggest that ' is about 0.1 to 0.2; according to Mahanty, 
Maradudin and Weiss'°) it is of the order of unity. Except for the most 
reduced glass in each series, the experimental results - fig. 10 - obey this 
equation quite closely. In the 90 mole% V 20 5 series c'0.5 but this de-
creases and becomes slightly negative in the 60 and 50 mole% V 2 0 5 glasses. 
There is no satisfactory explanation for the deviation of the composition-
dependence of conductivit from that predicted by eq. (4). Two possible 
lines of approach can be suggested, however, and these will be described 
briefly; these and other aspects of the experimental results will be discussed 
more fully elsewhere. 
Values of cmax <0.5 can be accounted for formally by assuming that a 
fraction 0 of the "sites", i.e. the V 5 + ions, are inactive and do not take part 
in the conduction process. In place of eq. (4) we then have; 
c(1-0—c) 
Ke'. 	 (7) 
T  
Interpreted in this way the experimental data in fig. 2 correspond to values 
of 0=0.78, 0.73, 0.68 and 0.63 for the 90, 80, 70 and 60 rnole% V 2 05 series, 
respectively. The lack of any effect of temperature on the position of the peak 
- fig. 1 - and, virtually, of frequency would support an explanation of this 
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kind. Furthermore, as already noted - fig. 4 - the activation energy goes 
through a minimum at practically the same 'value of Cmax..  This also suggests 
that the effective compensation is 0.5 at the respective experimental values 
of C max . A major difficulty with this model, however, is the large values 
required for 0, the inactive fraction of V 5 t One possible explanation, sug-
gested by the known tendency for vanadates and vanadophosphates to form 
large complex ions, is that the bulk of the V 5 is complexed in the interior 
of large polymeric ions and that the reduction to \14+, and hence the con-
ductivity, takes place mainly over the surface of these ions. The tendency 
for 0 to decrease as more P 20 5  is added could be attributed to a decrease 
in size of the polymer-ions. A more fundamental difficulty with this model 
is that the Seebeck coefficient should be given by: 
k( 	C 
+ 	I. 	 (8) 
e\ 1-0—c 
The experimental data are, however, not linear in lri[c/(l —0—c)] and if it 
is forced into this form large negative values of c' are obtained, e.g. o' —2. 
Another possibility is suggested by the work of Ohashi") according to 
which vanadium phosphate glasses with up to 50 niole% V 2 0 5 have chain-
like structures with a —V—O--P— skeleton formed from the V" - and P 5 + ions. 
On reduction the V 4  ions are supposed to occupy interstitial sites between 
the chains, probably as the vanadyl ion (VO) 2 t Thus, reduction breaks up 
the chains into shorter lengths with the (VO) 2 (or V 4 ) behaving rather 
like network modifiers such as Na and Ca "  in silicate glasses. It is as-
sunned that this same model can be applied to glasses with > 50 mole% V 20 5 
and that the resistance to the motion of a carrier along a chain can be 
represented by a resistor r. The presence of a single break in a chain is 
supposed to be equivalent to an additional series resistance R, with R>r 
so that the total resistance is determined mainly by the total number of 
breaks. If it is further assumed that the number of breaks is proportional 
to the concentration of V 4 , i.e. to c, then the conductivity may be written: 
ocic(i—c)/(1+Ac), (9) 
in which the constant Acc (R/r). Eq. (9) will go through a maximum at 
values of c<0.5 which depend upon A. The value of C m2X =O•l I for the 
90 rnole% V 205  series - fig. 2 - corresponds, for instance, to A = 64.5. Ex-
tending the model to take account of the changing proportions of V 5 + and 
P" in the chains it is possible to account, in a plausible way, for the shift 
of Cmax  to higher values as the amount of P 2 05 increases 
12). Also, since in 
effect this model attributes the deviations to the mobility, the Seebeck coef- 
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ficient will still be given by eq. (6) which, as already noted, is in reasonable 
agreement with experiment. Unfortunately, however, the experimental curves 
such as those of fig. I are much sharper than predicted by eq. (9). Also the 
lack of any appreciable frequency and temperature dependence of and 
the increasing height of the conductivity maximum on decreasing temper-
ature are not immediately consistent with this model. 
It is conceivable, of course, that both of the models mentioned above may 
contribute. A major obstacle at the moment, however, is the lack of any 
real information about the structure of these materials although electron 
microscopy 13) has not revealed any evidence for phase separation except, 
perhaps, in the 90 mole% V 2 0 5 glass. 
As mentioned earlier, the log a versus (]IT) plots are non-linear - fig. 3. 
This is not surprising, however, as the ''activation energies" E 1 and, to a 
lesser extent, E0 are both expected to decrease as the temperature is 
lowered 9). The curvature occurs over a wider temperature range and is more 
pronounced than is predicted by. Schnakeiiberg's' 4) theory according to 
which the activation energy falls from E11 to E1) as the temperature drops 
below * O, where °D  is the Debye temperature. Killias 15)  has pointed out 
that a temperature-dependent activation energy is obtained if the activation 
energy is a linear function of the jump distance and if there is a random 
distribution of these distances. In Killiass treatment the energy £ of eqs. (2) 
and (3) is replaced by 
E=E0 (l —O R/T), 	 (10) 
where E0  is the temperature-independent activation energy and O is some 
characteristic temperature. Eqs. (2) or (3) modified in this way can be fitted 
reasonably well to the data of fig. 3 except at the lowest temperatures. For 
the 70 mole%V 205  glass for-instance the constants, using eqs. (2) and (10), 
are found to . be E0 =0.49 cV and 0R =45 0 K, but these tend to vary as the 
temperature range over which they are evaluated is changed. Mott' 6 ) has 
pointed out that the term ED is also expected to decrease at low temperatures 
because a carrier may hop larger distances to find sites energetically more 
favourable than its nearest neighbours and it will, therefore, have a greater 
choice of sites. This leads to the term (F-,
' 
 IkT) being replaced by a term 
proportional to (E1)/kT)+. This, in conjuncton with eq. (2) or (3), also fits 
the data fairly well except, again, at the lowest temperatures. 
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