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SUMMARY 
Energy transport in the crystal lattice has been under active 
investigation for over 50 years. Out of the early investigations in 
this field, a theory which is generally referred to as the phenome-
nological theory of thermal conductivity has evolved. While this theory 
has been fairly successful for describing in a qualitative way the be­
havior of the thermal conductivity of solids, it has generally been 
unsuccessful in its quantitative predictions. 
In the phenomenological theory, it is assumed that a system 
which is disturbed from complete thermal equilibrium will return to 
complete thermal equilibrium exponentially. The dynamical equations of 
motion for the system are never used in order to determine the time 
evolvement of the system. In addition, this theory apparently suffers 
from some inconsistencies in its formulation. This is especially evi­
dent when the method is applied to some rather simple systems such as 
one whose only scattering mechanism is that due to isotopic impurities, 
in which case the thermal conductivity is found to diverge. 
More recently a new approach, which utilizes the method of cor­
relation functions, has been developed. This method shows considerable 
promise of avoiding many of the difficulties encountered by the phenom­
enological theory. However, almost all of the effort which has been 
expended along these lines has been directed toward placing the methods 
of the phenomenological theory on more rigorous grounds. Thus, there 
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has as yet been no detailed investigation of the thermal conductivity 
for some specific model using these methods. 
It is the aim of this thesis to present a simple mechanical 
model of thermal conductivity which overcomes the difficulties of 
earlier theories. In particular it is hoped that this model will show 
how to avoid the logical inconsistencies of the phenomenological theory 
and can serve as an example system for which the method of correlation 
functions can be explicitly evaluated. It is also hoped that this model 
will indicate where other effects, such as anharmonic terms, must be 
introduced in order to obtain agreement with experiment. 
The model consists of an infinite one-dimensional chain of parti­
cles which interact through harmonic forces of equal strength. In a 
finite section of this chain a finite number of the particles have been 
replaced at random by isotopes. The transformation equations to the 
phonon representation are solved by using a Green's function technique. 
These solutions are then used in conjunction with two different statis­
tical methods in order to determine the energy per unit length as a 
function of position along the chain and the average thermal conductivity 
of the chain. The first statistical method is referred to here as the 
method of local equilibrium. It consists of assuming that the pure 
region to the left of the impurity bearing region of the chain has the 
same energy per unit length as a system which is at complete thermal 
equilibrium characterized by a temperature T , and that the pure region 
to the right of the impurity bearing region has the same energy per unit 
length as a system which is at complete thermal equilibrium character­
ized by a temperature T . This method is used to calculate both the 
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energy per unit length as a function of position along the chain and 
the average thermal conductivity of the chain. The second statistical 
method is based upon the method of correlation functions and is used 
only to calculate the average thermal conductivity of the chain. 
It is found by using the method of local equilibrium that the 
energy per unit length as a function of position along the chain de­
creases in a linear fashion from the high temperature pure region to 
the low temperature pure region. This holds true provided the average 
temperature of the chain is small and the total number of isotopic 
impurities in the chain is not too large. It is pointed out that, 
when these results break down, one would expect the contribution from 
anharmonic terms to be important. 
On the other hand, when the method of local equilibrium is used 
to calculate the average thermal conductivity of the chain, it is 
found that the divergence encountered in the phenomenological theory 
remains. Thus the method does not lead to a finite thermal conductivity 
for our model. 
Using the method of correlation functions to calculate the 
average thermal conductivity of the chain, however, one finds that the 
divergence does not occur. While the model is far too simple to give 
good quantitative agreement with experiment, its qualitative agreement 
is surprisingly good° 
The results of this investigation indicate that it would be use­
ful to extend this calculation to three dimensions and to include at 
least some of the contributions from anharmonic terms. By extending 
the calculation to three dimensions one might expect to obtain better 
ix 
quantitative agreement with experiment. By including anharmonic terms 
the system could be investigated at higher temperatures. 
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CHAPTER I 
INTRODUCTION 
In the first section of this chapter, a brief historical review 
of research on the conduction of heat in solids is given. In the 
second section, the phenomenological theory of thermal conductivity is 
outlined briefly. The final section is devoted to a discussion of the 
aims of this thesis and an outline of its remaining chapters. 
Historical Introduction 
For a little over 50 years attempts have been made to explain 
the behavior of the thermal conductivity of the crystal lattice. In 
1914 Debye (1) successfully explained the 1/T temperature dependence 
of the thermal conductivity which had been observed earlier in experi­
ments by Eucken (2) at temperatures above about 100° K. This behavior 
was attributed to the presence of anharmonic terms in the interatomic 
potential energy. 
While Debye's theory was successful at high temperatures, it was 
not rigorous and was unsuccessful at low temperatures. In 1929 Peierls 
(3) gave a more satisfactory formulation of the thermal conductivity 
due to anharmonicitiessand, using quantum methods, he was able to 
extend the theory to low temperatures. Peierls' theory predicted that 
at low temperatures (10°K to 50°K) the thermal conductivity should 
increase exponentially with decreasing temperature. 
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In low temperature experiments by de Haas and Biermasz (4), (5), 
(6), the thermal conductivities of quartz, diamond, and some alkali 
halides were observed to rise with decreasing temperature but not as 
rapidly as predicted by Peierls, This was first explained by Pomeran-
chuk (7) who pointed out that point defects, that is fluctuation in the 
mass distribution, could cause resistance to the flow of energy and 
thus prevent the thermal conductivity from rising exponentially. How­
ever, the resistance due to point defects did not appear to be adequate 
in the case of good crystals to explain this behavior until it was later 
realized (8), (9), that naturally occurring isotopes could contribute 
significantly to the point defect resistance„ 
At very low temperatures (below about 10°K) it was observed, in 
the experiments by De Haas and Biermaszs that the thermal conductivity 
decreased with decreasing temperature and that it depended upon the 
size of the crystal. This behavior was explained by Casimir (10) as 
being due to the diffuse scattering of lattice waves by the external 
boundaries of the crystal. 
Klemens (11) extended the work of Peierls in order to account 
for all of the resistance causing mechanisms in one theory. In this 
work Klemens concluded that anharmonic processes which conserve quasi-
momentum (normal processes) were unimportant except at low frequencies 
and, as had been pointed out earlier by Peirels, that the only anhar­
monic processes which actually cause thermal resistance are those which 
do not conserve quasi-momenturn (umklapp processes). Attempts by Klemens 
to include the contributions from normal processes at low frequencies 
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were found to be unsatisfactory In many cases. It was not until Calla­
way (12) successfully treated the low frequency contribution from normal 
processes that the theory assumed Its present form. 
This theory which was begun by Peierls,extended by Klemens, and 
cast into its present form by Callaway will henceforth be referred to 
as the phenomenological theory of thermal conductivity. Excellent 
reviews of this theory and discussions of techniques for calculating 
thermal conductivities from it can be found in articles by Klemens (13) 
and Carruthers (14). 
While the phenomenological theory has been successful in explain­
ing in a qualitative way the behavior of the thermal conductivity of 
solids, it has been generally unsuccessful in its quantitative predic­
tions. In addition, there are several arguments in the derivation of 
the equations of the phenomenological theory which are not completely 
satisfactory. 
Recently Hardy (15), (16), using the method of correlation 
functions originally developed by Kubo (17), has been successful in 
placing the methods of the phenomenological theory on a much more 
satisfactory basis. In addition, he and his co-workers (18), (19) have 
developed a perturbation expansion for the lattice thermal conductivity. 
These expressions, however, have not been evaluated using a specific 
model. 
Some other investigations which utilize the statistical dynamical 
approach have been carried out by Teramoto and Kashlwamura (20), (21), 
(22) and Hemmer (23). Here the statistics are introduced only in the 
initial conditions, and the time evolvement of the system is determined 
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purely by its dynamical equations of motion. These investigations, 
however, have not been carried far enough to yield definite conclusions 
about the thermal conductivities of the systems to which they are 
applied. 
The Phenomenological Theory 
In this section a brief outline of the phenomenological theory 
of thermal conductivity is given. The derivations of some of the 
expressions which follow are taken in part from the review article by 
Carruthers (24). 
The basic problem is to calculate the heat current J which is 
given by 
In this expression N g is the number of phonons with wave number s, 
-> 
-fioo is the energy of a phonon with wave number s, v is the group 
s s 
velocity of a phonon with wave number s, and V is the volume of the 
crystal. This expression can be evaluated when N , the number of 
phonons with wave number s, is known. 
In order to find N consider the flow of phonons with wave 
s 
number s through the walls of an imaginary small volume. The number of 
phonons with a given wave number can change for two reasons. First, 
it can change because of collisions of phonons with each other and 
with impurities and, second, because of the transport of phonons due to 
the presence of a temperature gradient. The contribution from collisions 
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is written as (3N /9t) and it must be calculated from the scattering 
s c 
mechanisms involved. The contribution to SN^/St due to a temperature 
gradient is given by ( _ v s * ) . This expression may be written as 
-> 
(-v • VT dN /dt) with the understanding that N changes as a function 
s s s 
of position only because T is a function of position. Since in the steady 
state the total rate of change of N must be zero, these two contribu-
s 
tions yield the following Boltzmann transport equation for phonons: 
An exact solution to Equation (1-2) is usually very difficult 
to obtain. Nonetheless, one may approximate (3Ns/9t) by assuming that 
any deviation from complete thermal equilibrium damps out exponentially 
in a time t . In this case the expression for (9N /9t) can be written 
s s c 
as 
/ * M s \ _ N 5 - Ns 
where N° is the number of phonons with wave number s at complete thermal 
equilibrium given by 
N: = 1 5 faX. t \ (I-1*) 
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where x = inw s/kT and k is the Boltzmann constant. Using Equations 
(1-2) and (1-3), one obtains for the equation, 
_ A / 0 / J M S (1-5) 
The relaxation time t must be calculated according to the scat-
s 
tering processes involved. For the details of these calculations the 
reader is referred to the review article by Carruthers (14). For the 
purpose of this discussion, it will be sufficient to use the expression 
for the relaxation time which is given by Callaway (25) as 
Here A and are constants independent of the temperature; B^ is pro-
-0/aT 
portional to e where 6 is the Debye temperature and "a" is a 
constant; v q is the speed of a phonon with wave number s = 0; and L is 
a length which depends upon the size of the crystal. The term which 
4 . . 
varies as u) is the contribution from point defects; the terms which 
s r 
2 
vary as UJ are the contributions from anharmonic terms; and the term 
which does not depend upon u) is due to diffuse boundary scattering. 
Using Equation (1-4) and making the approximation 
dN /dT = dN°/dT which is valid for small deviations from equilibrium, 
s s 
the following expression for N is obtained: 
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( e * - 0 
x 
- T (1-7) 
If this expression is used in Equation (1-1), then the expression for 
the heat current J becomes 
J 
s 
(1-8) 
Notice that there is no contribution from N g since it is symmetric in s 
and is antisymmetric In s. 
By specializing to the isotropic case, Equation (1-8) can be 
written (26) as 
k 
v 
X 1 
(1-9) 
where <J> is the angle between v g and VT. Since the thermal conductivity 
K is defined by the equation 
J = - K V (1-10) 
it is easily seen that K is given by 
•<=•$•£ ^  T, v ; 1 t o ? * (1-11) 
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Converting the sum over s to an integral and using the acoustic approxi­
mation oo(s) = v s where v(s) is a constant equal to v , it is found 
o o 
that 
where the factor of 3 is due to the three polarization directions. This 
expression can be partially integrated to yield 
K = i f e U ) X w & x W u ) ^ x (I"13) 
where D = A(kT/^) 4, E = (B + B 2)T 3 (kT/ft)3, and Equation (1-6) has 
been used for the relaxation time. The solutions to Equation (1-13) in 
the various temperature regions have been discussed thoroughly by Cal­
laway (12) and will not be discussed here. 
The expression for the relaxation time t(s) which is given in 
Equation (1-6) and which was used in Equation (1-13) contains the term 
v /L which is the contribution from boundary scattering. While it will 
almost certainly be necessary to include the effects of boundary scat­
tering in order to obtain a detailed agreement with experiment, they 
should not be crucial for a consistent formulation of the theory. More­
over, by making the crystal very thick the contribution from boundary 
scattering can be made negligibly small. The contribution from bound­
ary scattering will therefore be dropped in the remainder of this 
discussion. 
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If the contributions from anharmonic terms are also omitted from 
Equation (1-13), then the expression 
u _ _± l C° e A 
is obtained. It can be seen that this expression diverges at the lower 
limit. This difficulty can be traced to Equation (1-7) where, if the 
contributions from boundary scattering and anharmonic terms are dropped, 
it is seen that the deviation from equilibrium becomes arbitrarily large 
as the frequency approaches zero. This of course is not permissible 
since It has been assumed that the deviation from equilibrium is small. 
If the contribution from anharmonic terms is included, then the 
expression for the thermal conductivity no longer diverges. However, 
the deviation from equilibrium still becomes arbitrarily large as the 
frequency approaches zero. This Is not a serious problem if the tempera­
ture is high enough since in that case these low frequencies contribute 
negligibly to the thermal conductivity. At low temperatures, however, 
the major contribution to the thermal conductivity comes entirely from 
these low frequencies, and therefore at low temperatures this large 
deviation from equilibrium represents a serious problem. 
A careful examination of Equations (1-7) and (1-13), with the 
contribution from boundary scattering omitted, will show that these low 
frequency difficulties actually constitute a violation of the conserva­
tion of energy (see Chapter VI). This can be seen by noting that when 
N g becomes negative the system is conducting more energy per unit time 
10 
than there is available to be transported. 
Purpose of Investigation 
The phenomenological theory assumes that if a system is dis­
turbed from complete thermal equilibrium it will return to equilibrium 
exponentially. The mechanical properties of the system are used only 
to calculate the relaxation time. At high temperatures it appears 
that the results of the phenomenological theory are qualitatively cor­
rect, and its failure to give good quantitative agreement with experi­
ment is probably due to a lack of knowledge concerning the nature of 
anharmonic forces. However, at low temperatures it seems to encounter 
some fundamental difficulties, such as the divergence which is 
encountered when the system's only scattering mechanism is due to 
isotopic impurities. 
The approach developed by Hardy is from a more mechanistic point 
of view than that of the phenomenological theory. However, the for­
malism developed by Hardy is somewhat difficult to work with, and no 
investigation of a particular model within this framework has been car­
ried out. 
All existing theory and experiment indicate that the low tempera­
ture thermal conductivity of insulators is determined by the isotopic 
scattering which occurs when the motion of the system is dominated by 
harmonic forces. Despite this well known fact, all previous efforts 
have failed to calculate a meaningful thermal conductivity for harmonic 
systems which contain impurities. It is the aim of this thesis to 
present a harmonic model of thermal conductivity which overcomes the 
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difficulties of earlier theories. In particular it is hoped that this 
model will show how to avoid the logical inconsistencies of the phenome­
nological theory and can serve as an example system for which the method 
of correlation functions can be explicitly evaluated. It is also hoped 
that the investigation of this model will indicate where other effects, 
such as anharmonic terms, must be introduced in order to obtain agree­
ment with experiment. 
The model which has been chosen for this investigation consists 
of an infinite one-dimensional chain of particles. A short section of 
this otherwise pure chain contains a finite number of randomly placed 
isotopes. These isotopes have mass M while all other particles have 
mass m. All particles interact through nearest neighbor harmonic 
forces only. 
The program for the investigation of this model is given in the 
following outline of the remaining chapters of this thesis. In Chapter 
II some preliminary formalism is discussed for the purpose of famili­
arizing the reader with the notation and to serve as a guide for the 
further formulation of the problem. In particular, the local energy 
and heat flux operators are defined and written in terms of the phonon 
representation. 
In Chapter III a method for solving the equations of transforma­
tion to the phonon representation is discussed, and formal solutions to 
these equations are obtained. These formal solutions are not of much 
use in a general case because they are extremely complicated. However, 
for this model, due to the random positioning of the impurities and the 
fact that there are a finite number of them, a reliable approximation 
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to these solutions can be obtained. 
The basic statistics necessary for the calculation of the average 
values of the heat flux and the local energy of the system are intro­
duced in Chapter IV. In Chapter V these statistical methods are used 
in conjunction with the solutions found in Chapter III to obtain explicit 
expressions for the average values of the local energy and the heat 
flux. 
In Chapter VI the expressions obtained in Chapter V are discussed 
in detail. Finally, some conclusions about the results of this investi­
gation are drawn and some recommendations for further investigations are 
made in Chapter VII. 
In order that the conclusions of this thesis not be lost in the 
following welter of arithmetic, we review the final results to be ob­
tained. The principal conclusion which can be drawn from this work is 
that a finite thermal conductivity can indeed be calculated for harmonic 
systems. Furthermore, exact solutions to the transformation equations 
for this system are obtained. By using these exact solutions it is 
possible to calculate expressions for the thermal properties of this 
harmonic system. Having obtained these expressions for the harmonic 
system it is then possible, by comparing them to experiment, to see 
clearly where other effects, such as the contributions from anharmonic 
terms, become important. 
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CHAPTER II 
PRELIMINARY FORMALISM 
This chapter is primarily devoted to the development of the for­
malism which is used throughout the remainder of this thesis. In the 
first section of this chapter the phonon representation is discussed in 
considerable detail for the purpose of familiarizing the reader with the 
notation and of illustrating procedures to be used in later chapters. In 
the second and third sections the Hamiltonian density operator and the 
heat flux operator are defined and cast into the phonon representation. 
the Heisenberg picture where the operators are time dependent and the 
state function is time independent. The formalism developed in this 
chapter for one dimension could easily be extended to three. The result­
ing formulas, however, are evaluated only for the one-dimensional system. 
We therefore confine our attention to one dimension from the onset. 
dimensional chain of particles coupled by harmonic forces. That is, the 
expression for the potential energy of the system is of a quadratic form 
in the displacements of the particles from their equilibrium positions. 
The Hamiltonian for such a system is given by 
The development throughout is quantum mechanical and is done in 
The Phonon Representation 
The mechanical system which is considered here consists of a one-
(II-l) 
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where the sums over j and k are over all of the particles in the system, 
m_. is the mass of the j"*"^ 1 particle, and the <J)j ^  are the usual harmonic 
force constants, which satisfy the relation 
- (II-2) 
The u_. and p_. are quantum mechanical operators which correspond, 
respectively, to the displacement from the equilibrium of the j"1"^ 1 
particle and the momentum of the j"^ particle. 
The system is quantized (28) by imposing upon the operators u_. 
and p. the commutation relations 
K , r a , [ U ; i w l t ] = [n.'rvc] o (II"3> 
where the square bracket stands for the quantum mechanical commutator 
of the operators which appear within and 6 •
 v is the Kronecker delta. 
The transformation to the phonon representation is to be found 
by seeking that linear transformation of the u. and p. which reduces 
the Hamiltonian (II-l) to a sum over N mutually independent parts where 
N is the number of particles in the system. To this end, we begin by 
considering the real symmetric matrix D whose elements are given by 
lsW ~ I (II-4) 
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Since D is real and symmetric it possesses a complete set of 
linearly independent eigenvectors which correspond to real non-negative 
eigenvalues. The set of equations from which these eigenvectors and 
their corresponding eigenvalues are determined is 
where B^ is the j"1"^ component of the eigenvector and is the 
eigenvalue corresponding to it. Because of the symmetry of the matrix 
D, it is possible to find a set of eigenvectors which are real. How­
ever, in problems such as this one where degeneracies are involved, it 
is more advantageous to choose a complex set of eigenvectors where the 
complex conjugate B_. of B_. satisfies the set of equations 
Since D is symmetric it is always possible to orthonormalize 
its eigenvectors in such a way that 
And, when the eigenvectors are orthonormalized in this way, the fact 
that they form a complete set is contained in the closure relation 
which takes the form 
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z B r = -
 0 ^ ) k (II-8) 
t 
Next, we introduce the non-hermitian operators a and a , where 
the t stands for hermitian conjugate, defined by the equations 
--ml^i^^T^) (II"9) 
and 
k 
These equations can be inverted with the aid of Equation (II-8) to yield 
the expressions for the u_.'s and p_.'s in terms of the new operators a^ 
t 
and a^ . These expressions are 
and 
(11-10) 
Before the expression for the Hamiltonian in terms of the a and 
a 
t 
a can be calculated the commutation relations between these new opera-
ex r 
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tors must be known. These relations are easily found by using Equa­
tions (II-3), (II-7), and (II-9) to be 
If Equations (11-10) are now substituted into Equation (II-l) and use is 
made of Equations (II-5), (II-6), (II-7), and (11-11), then the expres­
sion for the Hamiltonian becomes 
Thus the Hamiltonian is now in the desired form, namely a sum 
over N mutually independent simple harmonic oscillator Hamiltonians, 
and all of the formalism which has been developed elsewhere (29) 
for the simple harmonic oscillator is directly applicable here. If the 
notation | I > is used to represent an eigenstate of the Hamiltonian 
such that 
at<£UM> - n« \x> (II-13) 
then 
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As is well known, the eigenvalues n of the number operator a a take 
on all non-negative integer values, and they are interpreted as the 
number of phonons of energy^ a) present in the system when it is in the 
eigenstate £ > . 
t 
It is also a well known property of the operators a^ and a^ , 
which are referred to as destruction and creation operators, respec­
tively, that 
(H-15) 
and 
In these expressions the notation | £, -1 a > stands for the eigen­
state of the system with one less phonon of energy "fow than in the 
state | £ > and the notation ] £^ + 1 a > for the state with one more 
phonon of energy-^co^ than the state | £ > . 
Because the number operator is an hermitian operator, eigen-
states of the system which correspond to different eigenvalues are 
automatically orthogonal and, as will be the case here, are usually 
normalized such that 
(11-16) 
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When the number of particles in the system becomes arbitrarily 
large, it is convenient to replace the index a by a continuous variable 
and convert sums over a into integrals. In order to do this, let the 
particles be numbered such that the integer k which labels the k"*"^1 
particle lies in the interval 
_ («~^
 l l c l ll^Jl 
where the number of particles N is to be made arbitrarily large. Now 
let the variable s be defined such that 
a 
where "a" is the lattice spacing and a is in the interval 
2 2-
Then, a sum which is of the form 
Z 
can be written as 
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(M-l) IN-I) 
(11-18) 
where f(s) is a function of the continuous variable s such that 
Thus, as N becomes arbitrarily large 
(11-19) 
This conversion of a sum to an integral can be done rigorously by 
using the Euler-McLauren summation formula. 
It is also necessary to know the behavior of the Kronecker delta 
6' t as N becomes arbitrarily large. This can be found by expressing 
(11-20) 
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where 6(s-s') is the Dirac delta function. 
Making use of Equations (11-19) and (11-20) the following 
expressions are obtained for arbitrarily large N: 
^
 +
 s^^^ (I"21) 
B k ( s ) B V 5 / v > - jux ^ ( s - s ) ( n - 2 3 ) 
<27f 
\ B ^ B ^ s ^
 ( I I . 2 4 ) 
/-/d. I—""""— -i 
2 " -k/„M ^ L J 
[acs^^(s'll = S t S < * - s ) ; Excs),a(s')J - [af(s),aV)J =. o ("-27) 
and 
a. 
H = $ r \ ~ ^ c o t s ' ! ( a t e d U s } + V i ) A s (11-28) 
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In Equations (11-21) through (11-28) it is important to remember that N 
is to be made arbitrarily large; thus if a quantity which is calculated 
by using these expressions is to be meaningful it must ultimately be 
independent of N. 
The Hamiltonian Density 
The Hamiltonian operator which is defined in Equation (II-l) 
refers to the total energy of the system. For the treatment of the 
transport properties of a system, it is the Hamiltonian density rather 
than the total Hamiltonian which is important. Here, the Hamiltonian 
density will be defined (30) as 
(11-29) 
where 
The variable "r" which appears in Equation (11-29) is a continuous 
parameter which labels the position along the chain and is not an 
operator. The quantity r_. is the position operator of the j"*"*1 
particle which is given by 
(H-31) 
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if the 0 particle has its equilibrium position at the origin. The 
notation H.C. stands for hermitian conjugate and Equation (11-29) is 
symmetrized because H. and 6(r.-r) do not commute. Here 6(r.-r) is 
the coarse-grained delta function (31), (32), and it can be represented 
by 
(11-32) 
In this expression "p" is an integer whose range is 
where £ is a distance which on a macroscopic scale is very small but 
which is still large enough to include a large number of particles. 
Notice that the size of £ determines the sharpness of the delta func­
tion. The delta function essentially includes all of the particles 
within an interval I which is centered on the point r and excludes 
all of the particles which lie outside of this interval. If 6(r.-r) 
in Equation (11-29) were the Dirac delta function, the Hamiltonian 
density would be discontinuous, yielding the zero operator for r =J= r_. 
and the energy operator of the j particle for r = r_. . The coarse­
grained delta function is used in order to obtain a smoothly varying 
energy density. 
By making use of Equations (11-29) and (11-32) it can be shown 
that 
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(11-33) 
The Heat Flux Operator 
The expression for the heat flux operator J(v) can be obtained by 
requiring that it satisfy the equation of continuity for the Hamiltonian 
density which is given (33) by 
This expression when integrated over the entire system yields a state­
ment of the conservation of energy. That is, it states that the time 
rate of increase of the energy of the system is equal to the negative 
of the rate at which energy is flowing out of the system. After a some­
what lengthy calculation which is given in Appendix A, the heat flux 
operator is found to be 
(11-34) 
(11-35) 
X 
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where 
V i e - A Z . tffc.y* U » U 
>>9 
\£. ^ W\ 
(11-36) 
In order to determine the thermal conductivity of the system one 
needs an expression for the average heat flux J which is given by 
(11-37) 
where L is the length of chain over which the average is to be taken. 
If the integral in Equation (11-37) is performed, then the expression 
J - -
1
 f K & 
* ~ 2 a . 
(11-38) 
is obtained. By making use of the commutation relations for the posi­
tion and momentum operators r_. and p_. and Equation (11-36), this can 
be written as 
(11-39) 
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The terms in Equation (11-39) which involve the product of three 
operators are present because energy is transferred between the actual 
positions of the particles and not between their equilibrium lattice 
sites. If the oscillations are restricted to be of small amplitude, as 
is the case with solids at low temperature, then these terms are com­
pletely negligible and a good approximation to the heat flux operator 
is given (34) by 
L 
(11-40) 
In the case of nearest neighbor interactions of equal strength 
<j>, . is given by 
K
» J 
(11-41) 
where y is the strength of the harmonic interaction. Using the above 
expression for <J>, . in Equation (11-40), the average heat flux operator 
becomes 
(11-42) 
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Equation (11-42) is equivalent to the expression obtained by Brillouin 
(35) who used a less rigorous method. 
Using Equations (11-10) for u^ and p.., the expression for the 
average heat flux operator, when expressed in the phonon representation, 
is 
L 
(11-43) 
If the number of particles in the system is allowed to become 
very large, Equation (11-43) may be written 
(11-44) 
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In Equation (11-44) L is an arbitrary length. In the remainder 
of this thesis L is always chosen to be the length of the impurity 
bearing region of the chain. 
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CHAPTER III 
THE TRANSFORMATION TO THE PHONON REPRESENTATION 
In order to obtain explicit expressions for the various operators 
in the phonon representation one needs explicit expressions for the B_.(s) 
which appear in Equations (11-22). In this chapter exact solutions to 
Equations (11-22) for an infinite chain of particles which contains a 
finite number of isotopic impurities are obtained. These exact solutions 
are very complicated for an arbitrary distribution of impurities. How­
ever, for the model considered here, due to the random positions of the 
impurities, a reliable approximation to the exact solutions can be 
obtained. 
development given by Marodudin (36). Recall that the model which is 
under consideration consists of an infinite chain of identical particles 
of mass m which interact through nearest neighbor Hooke's law type 
forces of equal strength. In a short section of the chain a finite 
number of the particles have been replaced at random by isotopes of 
mass M. 
In order to obtain explicit expressions for the B_.(s), one must 
solve the equation 
The procedure which is developed here is an extension of a 
(in-i) 
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The solution to this equation can be obtained by rewriting it in a form 
which can be treated by Green's function methods. If the new variable 
C^(s) is defined such that 
then Equation (III-l) becomes 
Yn^OC^LS) =Z(P Ck(S) ( I I I - 3 ) 
le. 
We now introduce the parameter 
R 
C - / , _ 2224- \ _ AS C (in-4) 
where the £ , with r = 1,2,*'*,R, are the positions of the isotopic 
impurities ordered from left to right with increasing values of r. 
R is the total number of impurities introduced into the chain and 
£ = 0 -
M \ (III-5) 
Using Equation (III-4), Equation (III-3) can be written as 
I ( W c s ^ - ^ k ) C k ( S ) . _
 €yno?^ Qp) (III"6) 
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It is convenient to introduce a more compact notation by letting 
Equation (III-6) then becomes 
ZLuk($)C^s)-- €^cJ^)^(s) (III-8) 
This equation will now be solved by the use of Green's function methods 
Let the Green's function G. . (s) be defined such that 
3>k 
It can be shown by direct substitution in Equation (III-9) that 
k , S t
 r - — . (111-10) 
where 
<0\5}= S I N 1 " * ) 
and 
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satisfies Equation (III-9). 
Let us now introduce a new variable W (s) via the equation 
n 
If Equation (111-12) is substituted into Equation (III-8), one obtains 
for the W (s) 
n 
W*C^ = e^vntir-i.*) & L n s a + (in-13) 
where use has been made of Equations (III-9) and (111-10). Notice, 
since is zero unless n is the position of an impurity, that W^(s) 
is also zero unless n is the position of an impurity. Therefore 
Equation (111-13) can be written as 
K 
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where k,n = 1,2,**•,R and 
W k ( s ) - O 
if n is not equal to the position of an impurity. 
Equation (111-14) can be written in a more convenient form by 
using the explicit expression for the Green's function G. (s) given 
1 »k 
in Equation (111-10). Using Equation (111-10) and adding 
f C- ufts)
 e - C ^ O s a w ( I I I . 1 5 ) 
to both sides of Equation (111-14), one obtains 
R 
Z [S W K + m S I N(iv,-^SO.] W ^ ^ = ( I I I . 1 6 ) 
for s > 0 ; and 
2- r^v^K+'p(^s'M(^^<5a3wAlt(5) = ( i n - 1 7 ) 
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for s < 0, where 
6YV) GO1 (3) 
Y S / / n / | s o . 
(111-18) 
and 
f ( S ) = [ | + ( (111-19) 
It is never necessary to evaluate f(s). 
Equations (111-16) and (111-17) represent R equations in R un­
knowns which in principle at least can always be solved. In general 
finding the solutions for the R unknowns represents an extremely diffi­
cult problem. However, for a large but finite number of impurities 
randomly distributed throughout a finite section of the chain, an 
excellent approximation to their solutions can be obtained. 
suitable for this approximation by noticing that the matrix whose 
elements are given by 
Equations (111-16) and (111-17) can be put into a form which is 
(111-20) 
I 
^ - 3 + 1 
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S l M ( V < O 5 0 L - - • S l N « r J ( v , ) 5 * +• 
0 m • 
for j < n and 
for j > n is the inverse to the matrix of the coefficients of the 
W (s) in Equation (111-16). Likewise the matrix whose elements are 
given by 
M ^ ( s ^ - % ^ - P ( s ^ s i M ( V M s a - + ( I I I " 2 1 ) 
1%)) \ s i < n K ^ - X v 0 3 ^ S ) N ^. i m ( U -v,,;:^ ~i 
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e .$ <$ 
for j 2 n and 
n I K 
tot'' j ^ n Is the inverse to the matrix of the coefficients of the 
(s) in Equation (111-17). Not ice that Equations (111-20) and 
(111-21) represent, respectively, the cases in which s is greater than 
or equal to zero and s is less than or equal to zero, By using the 
appropriate expression for M,. . (s) the expression for W (s) 
.] 11 ] 
bee omes 
R 
if this expression Is substituted into Equation (111-12), the following 
expression for C^(s) is obtained: 
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It Is convenient to rewrite Equation Iii-23) for' the cases in which s 
is less than or equal to zero and s is greater than or equal to zero. 
If s is less than or equal to zero the expression for C^(s) can be 
written as 
t i f * * / p 
4~ i-'l M 'n: 
X (111-24) 
f 0 N \ >> L A. \ <- < y •r A 
1
 ~> > V " 
i t 
where £^ c k _ I . By noticing that when M - 0, that is in the region 
to the left of the first lnpurit.y, 
u t S O 
the expression for C \, 3 can be written d: 
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( 3 — i S f l , X (111-25) 
l 2 t A 
4 r I -
where < k < , . If s is greater than or equal to zero the 
M - M+l to 
expression for C (s) is found in an analogous way to be 
K 
' n c /-"" . • k S & 
<i fi. 
where J.H < k < i M + 1 
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The expressions for C (s) which are given by Equations (111-25) 
and (II1-26) are exact. They are, however, very complicated and not 
very useful in their present form. For this model, due to the random 
positions of the impurities, approximations to Equations (.111-25) and 
(111-26) can be obtained. The approximations are carried out in 
Appendix B with the result: 
(111-27) 
if s < 0; and 
(111-28) 
( e. 
J 
if s > 0. 
i+0 
CHAPTER IV 
STATISTICS 
In Chapters II and III the mechanical problem was formulated 
and solved. Once a state function for the system has been specified, 
all of the physical properties of the system can be calculated. Here, 
rather than assigning to the system some definite state function, the 
state of the system will be specified statistically by means of a 
density matrix. Formally, at least, the statistical problem is clear. 
If one wishes the statistical average of some quantum mechanical 
operator, such as the average heat flux operator, then one has merely 
to take the trace of that operator times an appropriate density matrix. 
Thus the central problem is to determine just what the appropriate 
density matrix is. 
In this chapter two methods for the determination of the density 
matrix are introduced. In the first method it is assumed that the 
infinite regions at either side of the impurity bearing region are at 
equilibrium characterized by different temperatures. This will be 
referred to as the method of local equilibrium. The second is the 
method of correlation functions. This method, in its present form, 
is not well suited to a calculation of the local energy, and it is 
therefore used only to calculate the thermal conductivity. 
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The Method of Local Equilibrium 
In this approach it is assumed that the infinite pure region to 
the left of impurity bearing region has the same energy per unit length 
as a system which is at complete thermal equilibrium characterized by 
a temperature T . Likewise, the infinite pure region to the right of 
the impurity bearing region has the same energy per unit length as a 
system which is at complete thermal equilibrium characterized by a 
temperature T^• When T^ is greater than T , energy will flow from the 
pure region at the left to the pure region at the right. When T^ is 
equal to T^ the system is at complete thermal equilibrium, and there 
is no net transfer of energy. 
In order to proceed with this calculation It is necessary to find 
an expression for the energy of a small region of the chain. The size 
of this region should be such that it is small compared to the total 
length of the impurity bearing region of the chain but large enough to 
contain many particles. If the size of this region is chosen to be 
large compared to the "graining" of the coarse-grained delta function, 
that is the distance £ in Equation (11-32), then the required expression 
for the local energy is found, by integrating the Hamiltonian density, 
Equation (11-29), over this region, to be 
(IV-1) 
where the notation I stands for the sum over the particles which are 
[N] 
in the region of interest. 
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Equation (IV-1) may be written in terms of the phonon represen­
tation by using Equation (11-30) for H_. and Equations (11-25) and (II-
26) for u. and p. with the result 
"loesses' n * (IV-2) 
[ B ^ s ^ B j ( s ' ) a t s ) a V ) t e J ( 5 ) b ^ a b a c s ' ) ] + 
By introducing the density matrix p the statistical average of H(x) which 
will be denoted by [H(x)], is 
(IV-3) 
X 
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If the density matrix p represents a stationary state and an 
assumption of random phases is Introduced, then the density matrix is 
diagonal (38). That is, 
where is the eigenvalue of p corresponding to the state | £ > . As 
a consequence, Equation (IV-3) takes the simple form 
(IV-4) 
where in obtaining this expression the fact that terms of the form 
i i i t t i 
< £|a(s) a(s')|£ > and <• £|a (s) a (s')|£ > are zero has been used. 
Then by using Equations (11-15), (11-16), and (11-20) Equation (IV-4) 
can be written as 
(IV-5) 
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and since co(s) is symmetric In s this can be written as 
H ^ ) \ z ^ - h u e s - ) ^(5) 
r u s ) - f T + (IV-6) 
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The term l n (s) p Q which appears in Equation (IV-5) is simply the I 
average number of phonons with wave number s and has been written as 
n(s) in Equation (IV-6). The 1/2 which appears in these equations is 
the contribution from zero point oscillations. 
The two regions upon which restrictions are to be placed are the 
infinite pure region to the left of the impurity bearing region and the 
infinite pure region to the right of the impurity bearing region. The 
sum over the left-hand region will be denoted by £ , and the sum over 
[Nt] 
the right-hand region will be denoted by l . The energy per unit 
[N2J 
length in the region [N ] is that of a system at equilibrium charac­
terized by a temperature T , and the energy per unit length in region 
[N ] is that of a system at equilibrium characterized by a temperature 
V 
The energy per unit length, E(T), of a system at equilibrium 
characterized by a temperature T is given by 
(IV-7) 
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where the contribution from zero point oscillations has been dropped. 
By equating Equation (IV-7) evaluated at T 1 and to Equation (IV-6) 
divided by (Na/2) without the contribution from zero point oscillations, 
the following expressions are obtained: 
(IV-8 a) 
(IV-8 b) 
These equations can be solved simultaneously to yield 
and 
(IV-9 a) 
(IV-9 b) 
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where 
Ml & 4 
CNf] 
Approximate expressions for the sums which appear in these equations 
are given in Appendix B. 
By using Equation (IV-9) for n(s) and n(-s), the statistical 
average of the local energy and the heat flux operators can now be 
calculated. 
In the local equilibrium method it was assumed that the energy 
distribution in the reservoirs in the steady state was known. The 
resulting calculation leads to negative n(s), a nonsense result. We 
therefore turn to a calculation in which the final steady state 
distribution in the reservoirs need not be assumed. 
The Method of Correlation Functions 
In this section a brief discussion of the method of correlation 
functions is given. This discussion is primarily concerned with the 
mathematical development of the theory, and for a more detailed 
discussion the reader is referred elsewhere (17), (39), (40), (41), 
(42), (43). 
In this approach the system is divided into a large number of 
small elements of macroscopic size which do not interact with each 
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other. Initially each of these elements Is at equilibrium characterized 
by a local temperature T(r) which depends upon its position in the 
sample. The size of these elements is small enough to allow T(r) to be 
considered a continuous function of r. The variation in the local 
temperature is taken to be the same as in the final steady state of the 
system. At the time t = 0 these small elements are allowed to inter­
act with each other and through this interaction bring about a change 
in the density matrix. In the initial state of the system the tempera­
ture as a function of position is the same as one would expect in the 
steady state, but no energy is flowing. After releasing the constraints, 
energy begins to flow. After a time,long with respect to single particle 
oscillations, but short compared to the time required for complete 
thermal equilibrium, the system reaches a steady state. The temperature 
as a function of position has not changed, but the energy distribution 
in each reservoir is no longer precisely that of a system at complete 
thermal equilibrium. 
where p(0) is the density matrix which describes the initial local 
equilibrium state of the system and is given by 
The time dependent density matrix can be written as 
(IV-10) 
(IV-11) 
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where Z is the partition function. In the Heisenberg Picture, the 
time dependence of p is given by 
(IV-12) 
and by using this expression it follows that 
(IV-13) 
If the new operator R is defined such that 
R = S ^ H C r ^ r - H (IV-14) 
then p(0) can be written as 
(IV-15) 
where T is the average temperature of the system. By making use of 
Equation (IV-15) and the identity (45) 
/3 
(IV-16) 
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Equation (IV-13) can be written 
(IV-17) 
where 
By examining Equation (IV-15) it is easy to see that R is a 
measure of the deviation of the system from complete thermal equilibrium, 
If only systems whose deviation from complete thermal equilibrium is 
small are considered, then it is permissible to expand the integrand of 
Equation (IV-17) in a power series in R and retain only the lowest 
order terms in R. By making use of the Identity (46) 
0 
(IV-18) 
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the required expansion is 
D 
(IV-19) 
where 
-i Ji (IV-20) 
is the density matrix for the system at complete thermal equilibrium. 
By using Equation (IV-19) in Equation (IV-10) the expression for the 
density matrix p(t) becomes 
-L 
PL*) P(o}* O f X^ Jl* £-^H / uv-21) 
'it' 
e 
For notational convenience this will be written as 
/ ° ( t ^ - P(o) + /= i t ) 
where 
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e ; 
(IV-22) 
From Equation (IV-1M-) it is easily seen that 
f\ - ^~ffi} H t r ^ r ( i v - 2 3 ) 
and by using the definition of the heat flux operator which is given 
in Equation (11-34) this expression can be written as 
(IV-24) 
This expression can be Integrated by parts to yield 
R - - W ^ ) T V } — ^ r ( I V " 2 5 ) 
Recall that in the derivation of Equation (IV-19) it was required 
that the deviation of the system from equilibrium be small. A careful 
examination of the expansion used to obtain Equation (IV-19) will show 
that it would be inconsistent to express R to higher order in T(r) than 
that given by 
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R - -JI-^QJCY-) ^ ^ CXV- (IV-26) 
By using this expression for R Equation (IV-22) becomes 
X (IV-27) 
6 0 
The steady state statistical average of the average heat flux 
operator J is found by taking the trace of J times the density matrix 
p(t), where for an infinite system p(t) is evaluated at t equal to 
infinity. Mori has shown (47) that 
Ty I T / ^ ( o ) ] - 0 
which is certainly a plausible result. The statistical average of the 
average heat flux operator is therefore given by 
06 
[ j ] - I r *>)! - " x ^ d t ' X (iv-28) 
° O 
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The system under consideration here was prepared at t = 0 such 
that T(r) was constant in the pure regions at either side of the impurity 
bearing region and decreased linearly from the left to the right side of 
that region. Equation (IV-28) can therefore be written as 
(IV-29) 
where L is the length of the impurity bearing region of the chain. The 
thermal conductivity of the system is thus given by 
1
 Jt\Y\ I °° 
f 
o 
<V\ITU>Z:' e - # 
Since K must be a real number 
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and therefore 
- 1 — _
 v 
( f e T o - ICE*-*-*) 1, 
o 
<*\TU>z;'e.-ft} 
The integral over t' is simply 2tt times a delta function, and by using 
this fact and performing the integral over t' the expression for K 
becomes 
K=^ns(^)<wTih>* ( i v - 3 2 > 
<v\iTu>z"0l } 
This expression can now be used in conjunction with the explicit expres­
sion for the operator J which is given in Chapter II. 
Equation (IV-32) for the thermal conductivity was deduced from 
Equation (IV-29) for [J]. Equation (IV-29) is the first term in a series 
expansion for [J] in powers of R. By examining Equation (IV-25) for R, 
it can be seen that this series expansion in powers of R can be con­
verted into a series expansion in powers of 3T/3r. Equation (IV-29) 
06 
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represents the only term in that expansion which is directly propor­
tional to 9T/9r. If the thermal conductivity is defined as the coeffi­
cient of 9T/9r, then Equation (IV-32) represents an exact expression 
for the thermal conductivity. 
This new definition of the thermal conductivity differs from 
other definitions only when higher order contributions to the heat flux 
are significant. However, for systems in which higher order contribu­
tions to the heat flux are important, [J] is not directly proportional 
to 8T/8r, and systems of this type are not usually analyzed in terms 
of a thermal conductivity. 
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CHAPTER V 
RESULTS 
In this chapter the methods which were developed in the pre­
ceding chapters are used in order to calculate expressions for the 
local energy, that is energy per unit length, as a function of position 
along the chain and the thermal conductivity of the chain. The local 
energy is calculated by using the method of local equilibrium, and the 
thermal conductivity is calculated by using both the method of local 
equilibrium and the method of correlation functions. 
The local energy per unit length E(r,T) at position r can be 
calculated from Equation (IV-6) by using the expressions which are 
given in Equations (IV-9) for n(s) and n(-s). This calculation is 
carried out in Appendix C with the result 
Local Energy 
(V-1) 
1 ^°SH[^(sjgr] 
^ COSHESL/J 
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where C is the density of impurities, r is the position along the chain, 
and 
(V-2) 
The case of interest here is that in which the difference in 
temperature 6T = T^ - T^ between the two end regions of the chain is 
small. If Equation (V-l) is expanded in a power series about the 
average temperature T = (T^  + T )/2 and only terms of first order in 6T 
are retained, then the expression for the local energy becomes 
(e* " I ) 3.T S i N H [ ^ ? ^ ] 
At very low temperatures, because of the factor l/(e -1), the only 
significant contribution to the local energy will come from small 
values of the frequency in which case a(s) is small and Equation 
(V-3) can be written 
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" f t , 
C, - \ - 1 f X (v-u) 
A complete discussion of these results is given in the next 
chapter. However, let it be pointed out here that Equation (V-4) 
represents a linear change in the local energy as a function of posi­
tion which is in complete agreement with experiment for small 
temperature differences. 
Thermal Conductivity 
In this section the thermal conductivity is calculated both by 
means of the method of local equilibrium and by means of the method 
of correlation functions. 
Method of Local Equilibrium 
The statistical average of the average heat flux operator is 
found by taking the trace of J times the density matrix p. If it is 
kept in mind that terms of the form < £|a(s) a(s')|& > and 
, t t | 
< £|a (s) a (s')|£ > are zero, then, by using Equation (11-44) for J 
and the fact that p is diagonal, it follows that 
(V-5) 
59 
2 ^jfia^a^'MO^  
A 
X 
t 
By using the properties of a(s) and a (s) as destruction and creation 
operators, it can be shown that this expression reduces to 
— (V-6) 
where the last term in this expression can be shown to be zero by using 
Equation (11-24). 
In Appendix B it is shown that 
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r^^^t $^)^ _ 
3- '20. ^ 
i 8 L J ^ L ^ L ~ 
N o w [d+" fe^i] 
and by using this result from Appendix B in Equation (V-6), the expres­
sion for [J] becomes 
(V-7) 
By using Equations (IV-9) for n(s) and n(-s) and the approximations 
which are given in Appendix B, Equation (V-7) can be written as 
where it has been assumed that 6T is small compared to T. In Equation 
(V-8) 3T/3r = 6T/L. 
Notice that at sufficiently low temperatures the major contribu­
tion to [J] comes from small values of s, in which case the thermal 
conductivity can be written as 
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where 9 is the Debye 6 and is given by 6 ^ u ^ / k . From Equation (III-
18) the expression for p(s) is 
6 YY) (JL)\S) 
which for small frequencies can be written as 
•FHV> = 2 6 ( V - 1 1 ) 
By using this expression for p(s), the expression for the thermal 
conductivity becomes 
Vr- F F ^ R \ TI^T) ^ (V"12) 
0 
This expression for the thermal conductivity is identical to 
that which is obtained from the phenomenological theory (47) provided 
only isotopic impurities are considered, and, as is the case there, 
Equation (V-12) diverges at its lower limit. This problem and the 
reason for its existence is discussed in the next chapter. However, 
before proceeding to this discussion the thermal conductivity will be 
calculated by means of the method of correlation functions where it is 
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found that this divergence problem does not exist. 
Method of Correlation Functions 
Equation (IV-32) for the thermal conductivity is 
By using Equation (II-44) for J and remembering that since the energy 
of the state | £ > must be equal to the energy of the state | n > 
i i i + + i terms of the form < £|a(s) a(s')|n > and < £|a (s) a (s')|n > are 
zero, the following expression for the thermal conductivity is 
obtained: 
(V-13) 
X 
X 
X 
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By introducing the function 
g a i t s ' ) T V i ^ ) ^ ! ^ ! 
(V-14) 
and by using Equations (11-27), the expression for K can be written as 
(V-15) 
The sum over the states | n > can be performed by noting that the 
matrix element < n | a"^ ( s 1 )a( s , 1 1)| £ > is zero unless 
< n| = < £, + 1
 l f 9 - 1 „, | . When this sum over the states | n > is 
performed, K is given by 
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K=- I % ^ '^M)) * (v"16) 
The expression for G(s',s M ,)is found in Appendix B for s'M = s" 
and for s , M = -s". When s , M = s M it is seen to be an odd function of s". 
Since everything else in Equation (V-16) is an even function of s M, 
there is no contribution to the thermal conductivity when s M = s m . The 
thermal conductivity can therefore be written as 
K-Wn^iw) ))\) -FIRES")! * (V~17) 
where v(s) is the group velocity of phonons with wave number s. The 
integrals over the delta functions can now be performed to yield 
\J- * W T T , M a . f [% _£__ J s ( v " 1 8 ) 
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where the sum over the states | I > has also been performed to yield 
the equilibrium values for the number operators. 
The product G(s, -s) G(-s, s) is shown in Appendix B to be 
and the use of this expression in Equation (V-18) yields 
9 k r^ g r a t - f o ) * - ! ] x ^ e 
Equation (V-20) can be rearranged in the form 
where 
(V-19) 
(V-20) 
(V-21) 
(V-22) 
Notice that the integral in Equation (V-21) does not diverge at its 
lower limit since the integrand no longer has a pole at x = 0. 
If the thermal conductivity per unit frequency K(to) is defined 
such that 
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(V-23) 
G 
then from Equation (V-20) the method of correlation functions yields 
By rearranging Equation (V-8), it can be seen that the method of local 
equilibrium yields 
Equations (V-24) and (V-25) can now be used to compare the two sta­
tistical methods as a function of frequency. 
yields a K(co) which approaches zero as the frequency approaches zero, 
while the method of local equilibrium yields a K(co) which becomes 
infinite as the frequency approaches zero. At very high frequencies, 
the method of correlation functions yields a K(co) which is four times 
that yielded by the method of local equilibrium. The difference 
between the two statistical methods at very low frequencies is necessary 
if the method of correlation functions is to yield a thermal conductivity 
which is consistent with the conservation of energy. At first, one 
might expect the two statistical methods to be equivalent except at the 
(V-24) 
(V-25) 
At very low frequencies, the method of correlation functions 
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very low frequencies where the method of local equilibrium is known to 
be incorrect. The fact that they are not equivalent even at the higher 
frequencies can apparently be traced to off-diagonal terms in the cor­
relation function density matrix. 
In the method of local equilibrium it was assumed that the steady 
state density matrix was diagonal, while in the method of correlation 
functions this assumption was not made. It is not necessary to require 
that the steady state density matrix be diagonal. It is only necessary 
that off-diagonal terms in the steady state density matrix be time 
independent. Since in this problem phonons with wave numbers s and -s 
have the same frequency, off-diagonal terms in the density matrix which 
connect phonons with wave numbers s and -s will be time independent. 
The correlation functions density matrix can contain off-diagonal terms 
of this type. A careful examination of Equation (II-M-4) for the heat 
flux operator will show that: these off-diagonal terms can contribute 
significantly to the heat flux and, thus, to the thermal conductivity. 
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CHAPTER VI 
DISCUSSION OF RESULTS 
In the preceding chapter expressions for the local energy and 
the thermal conductivity were derived,but no discussion of them was 
given. In this chapter those results are discussed in detail. 
Local Energy 
The case of interest here is that in which the temperature dif­
ference 6T between the two pure regions of the chain is small compared 
to the average temperature T of the chain. In this case the local 
energy is given by Equation (V-3) which is 
( e - o 
o 
C o 5 H [ o ( ( 5 ^ L / { ] 
This result is more easily discussed if the local energy per unit, 
wave number Z?(r,T,s) is defined as 
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since this expression can then be compared to the equivalent expression 
for a system which is locally at complete thermal equilibrium. 
This suggested comparison is appropriate because experimentally 
it has been found that a system upon which a small temperature differ­
ence has been impressed appears to be locally at complete thermal 
equilibrium. This means that experimentally the energy per unit length 
per unit wave number Is given by 
(VI-3) 
where 
(VI-4) 
and T(r) is the temperature as a function of position which changes in 
a linear fashion from this high temperature region of the chain to the 
low temperature region of the chain. When the temperature difference 
between the ends of the chain is small compared to the average tempera­
ture of the chain Equation (VI-3) can be written as 
4 r L 
(VI-5) 
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In Figure 1 #(r,T,s) given by Equation (VI-2) is plotted as a 
function of position along the chain for several different frequencies. 
As a brief examination of this figure will show, when the frequency is 
small the energy changes in a linear fashion. However, as the frequency 
increases the energy in the central region of the chain is too low. 
This deficiency of energy in the central region of the chain as 
( O O / O O q ) approaches unity is due to the exponential drop in the energy of 
a wave which is propagating through the impurity bearing region of the 
chain. That is, the impurity bearing region is such an effective barrier 
to energy flow at large frequencies that the system no longer yields a 
linear energy drop. This effect is insignificant at sufficiently low 
temperatures, since in that case the higher frequency terms make a 
negligible contribution to the local energy of the system. However, 
at higher temperatures the contribution from the higher frequency terms 
is no longer negligible, and thus the local energy will deviate sig­
nificantly from experiment. 
This deviation from experiment at the higher frequencies is not 
surprising since anharmonic terms have been neglected in this model. 
Recall that the transformation to the phonon representation was not 
in terms of plane wave phonons but rather in terms of the B_.(s) which 
were solutions to Equation (III-2). The B_.(s) can in turn be expanded 
in terms of plane waves. It is well known (48) that the phonon-phonon 
interaction for plane wave phonons (i.e. the contribution from an­
harmonic terms) is strong for the high frequencies and weak for the low 
frequencies. 
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When the frequency associated with EL(s) is small and when the 
number of impurities is not too large, EL(s) does not differ by a great 
deal from a plane wave state of the same frequency. Therefore the plane 
wave expansion of B^(s) is dominated by plane waves of low frequency, 
and the effect of the phonon-phonon interaction would be expected to 
be small. However, if the frequency of the B^(s) is not small or if 
there is a very large number of impurities in the system, then B^(s) is 
very different from a plane wave of the same frequency, and its expansion 
in terms of plane waves contains a significant contribution from plane 
waves of high frequency. In this case one would expect the contribution 
from anharmonic terms to be large. Thus, in the region in which Equation 
(VI-2) exhibits a significant deviation from Equation (VI-5) one would 
expect the contribution from anharmonic terms to be important. 
Equation (VI-2) is in good agreement with experiment so long as 
a(s) CL./2 = a(s)R/2 is less than unity. If the temperature is suffi­
ciently low, this condition can be satisfied for all values of the 
frequency which contribute significantly to the total local energy 
given by Equation (VI-1). The upper bound on the temperature depends 
upon the values of e, R, and 6. A practical upper bound on e is about 
0.10 and a typical value for 6 is about 400°K. By using these values 
5 
for e and 6, it can be shown that if R does not exceed about 10 , then 
the upper bound on the temperature is not less than about 10°K. 
Thermal Conductivity 
In Chapter V expressions for the thermal conductivity were 
calculated both by means of the method of local equilibrium and by means 
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of the method of correlation functions. In this section the results of 
those calculations are discussed. 
The Method of Local Equilibrium 
The expression for the thermal conductivity as calculated by the 
method of local equilibrium is given by Equation (V-12) as 
As was mentioned in Chapter V this expression diverges at its lower 
limit. This is a problem which is well known in the phenomenological 
theory. There, this divergence is usually avoided (49) by introducing 
anharmonic terms into the potential energy. 
anharmonic terms prevents the divergence of the thermal conductivity, 
it does not eliminate the reason for this divergence and the resulting 
violation of the conservation of energy. In order to understand the 
reason for this divergence one first evaluates the expressions for n(s) 
and n(-s) which are given in Equations (IV-9) and finds 
O 
It was pointed out in Chapter I that while the introduction of 
(VI-6 a) 
and 
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where the results of Appendix B have been used with the assumption 
that 6T/T is small. It is obvious from Equation (VI-6 b ) , that at very-
low frequencies n(-s) becomes negative if 6T is negative (i.e. the left-
hand side of the chain is at a higher temperature than the right-hand 
side). This is of course physically impossible since n(s) must be 
positive for all values of s. From Equation (V-7) it can be seen that 
if negative values of n(-s) are used in the expression for the heat flux 
a result will be obtained in which more energy per unit time is being 
conducted than there is available to be conducted. This is clearly a 
violation of the conservation of energy. It can also be seen from 
x-1 
Equation (VI-6 b) that as s approaches zero the product n(-s)(e ) 
approaches minus infinity. This results not only in a violation of 
the conservation of energy but also in a divergence of the thermal 
conductivity. 
The introduction of anharmonic terms in the phenomenological 
theory will prevent the- divergence of the thermal conductivity (14), 
but, as pointed out in Chapter I, it will, not prevent n(-s) from taking 
on negative values with the resulting violation of the conservation of 
energy. The physical reason for the divergence and the negative n(-s) 
can be traced to the requirement that in the steady state the two pure 
regions have equilibrium energy distributions characterized by different 
temperatures. The resistance to the flow of energy offered by isotopic 
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impurities, or by anharmonic terms for that matter, is insufficient to 
allow the difference in energy between the two end regions which is 
required by the two different equilibrium distributions. It is there­
fore clear that the steady state density matrix obtained by the method 
of local equilibrium is incorrect at low frequencies. 
While the use of the local equilibrium density matrix causes a 
divergence in the thermal conductivity it does not appreciably effect 
the local energy if 6T/T is small. This can be seen by noting that it 
is only when the second term in Equation (VT-6 b) is large that diffi­
culties arise. For very small frequencies the second term in Equation 
(VT-6 b) can be approximated by 46T/p^s)T = 6T/e2RT( w/u^) 2, and as long 
as this is small compared to unity, the local equilibrium calculation 
2 2 
should be valid. Requiring that 5T/e R(uj/tJD ) T be small compared to 
2 2 
unity requires that (od/U) ) be large compared to <$T/e RT. This can be 
satisfied for almost the entire range of the frequency a) provided 
ST/T is sufficiently small. 
2 
If in the small region over which (cj/CJO ) is not large compared 
o 
2 
to ST/e RT, £'(r,T,s) does not become extremely large, then the contribu­
tion from this small frequency region to the total local energy will be 
small. But £'(r,T,s) cannot exceed its value at the high temperature 
end of the chain, and £'(r,T,s) is not extremely large at the high tem­
perature end of the chain. Therefore, the contribution to the total 
local energy from these frequencies for which the local equilibrium 
method is incorrect, is negligibly small provided 6T/T is sufficiently 
small. 
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The Method of Correlation Functions 
As was mentioned in Chapter V the problem of a divergent thermal 
conductivity does not arise when the method of correlation functions is 
used. This is easily seen by examination of Equation (V-21) which, when 
the temperature is low and when R is not too large, can be written as 
U 8 k 6 D 0 R f T o < 0 0 _ x ^ A . ( V I - 7 ) 
a(x)R 
In order to obtain this expression e has been expanded in a power 
series about Ra(x) = 0, and only the first order terms in Ra(x) have 
been retained. By using the low frequency approximation a(x) = 
2 2 2 
z (T/0) x , Equation (VI-7) can be written as 
* — - < S x ( V 1 ~ 8 ) 
where 
( V l - 9 ) 
For large values of b, that is for small T, the value of the 
integral in Equation (VI-8) is given (50) by 
which results in the following expression for the thermal conductivity: 
Notice that Equation (VI-11) for the thermal conductivity approaches 
zero as the temperature approaches zero. This property is to be 
expected from a system for which the ratio 6T/T can be chosen arbitrary. 
Bose system at very low temperatures the energy per unit length is given 
2 . . . . 
by AT where A is a constant of proportionality which is independent of 
the temperature. Even if all of the energy in a region of temperature 
T were transferred to another region of the chain and no energy were 
transferred in the opposite direction, the current could not exceed 
(VI-11) 
This can be seen in the following way. For a one-dimensional 
(VI-12) 
where V q is the maximum velocity that a phonon of this system can have. 
Now if the current is written as 
where T is the temperature of the sample and L is its length, then 
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and thus 
\J <L _ L- "p (VI-13) 
Since 6T/T can be chosen arbitrarily, let us choose it equal to a small 
but non-zero constant. When the ratio 6T/T is chosen in this way, it 
is obvious from Equation (VI-13) that as T approaches zero K must 
approach zero. In the method of correlation functions it was assumed 
that 6T/T was small but otherwise arbitrary. It is therefore to be 
expected that the method of correlation functions yield a value for the 
thermal conductivity which approaches zero as the temperature approaches 
zero, 
Equation (VI-11) is valid at very low temperatures. However, 
one should be able to extend the temperature somewhat above the region 
of validity of Equation (VI-11) before anharmonic terms become important. 
For this reason a computer program has been written which performs the 
integration in Equation (V-21). Some typical results of this calcula­
tion are given in Figure 2. In these curves the thermal conductivity 
K divided by the Debye 6 is plotted as a function of T/0 for several 
different values of the impurity density. The length of the sample is 
1 mm and e is 0.01. 
A brief examination of any of these curves will show the low 
temperature behavior just discussed. It will also show that the thermal 
conductivity exhibits a tendency to become independent of temperature at 
the higher temperatures. The nature of this temperature independent 
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behavior can be seen more easily by examining Equation (V-20). In this 
expression the entire temperature dependence is contained in the factor 
2 x . x 2 
x e /(e -1) which approaches unity at high temperatures thus leaving 
the thermal conductivity independent of temperature. The factor 
2 x x 2 
x e /(e -1) comes from the statistics and essentially represents the 
deviation of the system from complete thermal equilibrium. The remain­
ing part of Equation (V-20) represents the resistance offered by the 
system to the flow of energy at the given frequency and, in the case 
in which only harmonic contributions are considered, is independent of 
the temperature. 
This is not expected to be the case when anharmonic terms are 
included since the. strength of the anharmonic contribution increases as 
the amplitude of oscillation increases. Since the amplitude of oscil­
lation increases as the temperature of the system increases one would 
expect the contribution to the thermal conductivity from anharmonic 
terms to increase as the temperature increases. 
Another interesting feature of this model is the dependence of 
its thermal conductivity upon the density of impurities £. In Figure 
3 the thermal conductivity K divided by the Debye 6 is plotted as a 
function of C for several different values of 6/T. From these curves 
it can be seen that as the density of impurities approaches zero so 
does the thermal conductivity. Also, as the density of impurities 
becomes large the thermal conductivity again decreases. 
The behavior of the thermal conductivity at low impurity densi­
ties can be explained in the following way. Recall from the discussion 
of the thermal conductivity based upon the method of local equilibrium 
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that in order to conserve energy the very low frequency phonons must be 
limited in their participation in the transport of energy. At very low 
impurity densities it is only the high frequency phonons which are 
allowed to participate in any significant way in the transport of 
energy. Since at high frequencies the resistance to the flow of energy 
is large, the thermal conductivity is small. As the impurity density 
is increased the degree to which the lower frequency phonons can par­
ticipate in the flow of energy increases very rapidly,and even though 
the resistance to the flow of energy at each given frequency is also 
increasing the increased participation of the lower frequency phonons 
overpowers this and the thermal conductivity rises. As the impurity 
density is increased still further a point is reached at which phonons 
of practically all frequencies are allowed to participate to their 
maximum degree, and any further increase in the impurity density will 
result in a decrease in the thermal conductivity. 
There is one more feature of the thermal conductivity of this 
model which deserves some discussion. That is its dependence upon 
the total length of the sample. From Equation (VI-11) it can be seen 
that at very low temperatures the thermal conductivity depends upon 
the square of this length. This length dependence is to be expected 
at very low temperatures since there it is only the low frequency 
phonons which are present in the system, and the degree to which they 
are allowed to participate in the transport of energy is determined by 
the total number of impurities present which in turn is determined 
by the total length of the sample. As the temperature increases, 
examination of Equation (V-21) will show that this length dependence 
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becomes weaker and that eventually the thermal conductivity increases 
as the square root of the length. 
The failure of the thermal conductivity to become independent of 
length at the higher temperatures is evidently due to the omission of 
anharmonic terms from the potential energy. Recall that the method of 
correlation functions introduces restrictions upon the amount by which 
the low frequency phonons may participate in the transport of energy. 
As the total length of the sample becomes large, only the very low 
frequency phonons are significantly restricted. However, these 
restrictions never become negligible, as would be necessary for the 
thermal conductivity to become independent of length, since without 
them the contribution to the thermal conductivity from these low 
frequency phonons become infinite. 
Calculations based upon the phenomenological theory indicate 
that when anharmonic terms are included the thermal conductivity no 
longer diverges. Even though the restrictions on the very low fre­
quency phonons are still necessary in order to prevent a violation of 
the conservation of energy, if these restrictions are significant only 
at very low frequencies and if the contribution to the thermal con­
ductivity from these low frequencies does not become infinite, then the 
effects of these restrictions can be made negligibly small for suffi­
ciently large samples. 
Comparison with Experiment 
Comparison of the results of calculations based upon this model 
with experiment must be made with a certain amount of caution. At very 
low temperatures at least one important contribution to the thermal 
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conductivity, that from diffuse boundary scattering, is known (51) to be 
a multi-dimensional effect. At higher temperatures the contribution 
from anharmonic terms is certainly Important. Since this model is one 
dimensional and does not include anharmonic terms, definite conclusions 
about the comparison of these results with experiment cannot be drawn 
until the effects which these considerations may have upon this model 
are more fully understood. Nevertheless, it is interesting to note some 
striking similarities between these results and experiment. 
The comparison of the local energy with experiment was made In 
the first section of this chapter, and, as was point out there, the 
5 
agreement was quite good for samples which contain less than about 10 
isotopic impurities and at temperatures which are less than about 10°K= 
For larger samples and at higher temperatures the deviation from 
experiment becomes significant. This is not surprising, however, since 
above these limits the contribution from anharmonic terms is expected 
to be large. 
The thermal conductivity as calculated by the method of correla­
tion functions exhibits some striking similarities with experiment, In 
Figure 4 an experimental curve of the thermal conductivity versus 
temperature for diamond (54) has been plotted along with the results of 
Equation (V-21) for a sample 1 mm In length. In the evaluation of Equa­
tion (V-21) the Debye 6 was adjusted to give the best possible fit to 
the experimental data. The values of £, a, and c were those appropriate 
13 
for diamond (55) with the isotopic impurity being C . The Debye 6 
which was used in this calculation was larger by a factor of ten than 
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the corresponding experimental value. In comparing Equation (V-21) 
to the experimental curves for diamond, we assume that diamond may be 
thought of as a collection of one-dimensional chains in parallel with 
a cross-sectional diameter given by the lattice spacing. 
In Figure 5 are shown some experimental curves for lithium 
fluoride and sapphire (54). Again It can be seen that the shapes of 
these experimental curves, up to their peaks, are very similar to those 
which were calculated from Equation (V-21) as shown m Figure 2, As was 
the case with diamond, the data for these materials can be fitted quite 
well by adjusting their Debye 0's and possibly their cross-sectional 
diameters. 
The decrease in the experimental thermal conductivity at tempera­
tures which are higher than that at which the peak conductivity occurs 
is due to anharmonic terms and cannot be expected to appear in this 
model. 
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CHAPTER VII 
CONCLUSIONS AND RECOMMENDATIONS 
All existing theory and experiment indicate that the low tempera­
ture thermal conductivity of insulators is determined by the isotopic 
scattering which occurs when the motion of the system is dominated by 
harmonic forces. Despite this well known fact, all previous efforts 
have failed to calculate a meaningful thermal conductivity for harmonic 
systems which contain impurities. The principal conclusion which can 
be drawn from this work is that a meaningful thermal conductivity can 
indeed be calculated for harmonic systems. Furthermore, exact solutions 
to the equations of motion for this model have been obtained. By using 
these exact solutions it is possible to calculate expressions for the 
thermal properties of this harmonic system. Having obtained these 
expressions for the harmonic system it is then possible, by comparing 
them to experiment, to see clearly where other effects, such as an­
harmonic forces, become important. 
It is also worthwhile to point out again that in the method of 
correlation functions a new definition of the thermal conductivity has 
been introduced. That is, in the method of correlation functions the 
thermal conductivity of the system is determined only from that portion 
of the heat current which is proportional to the temperature gradient. 
This new definition of the thermal conductivity avoids any considera­
tion of infinite thermal conductivities which may arise in systems which 
89 
cannot support a temperature gradient. 
In the method of correlation function, it was assumed that terms 
in the density matrix which were of higher order than linear in the 
deviation from complete thermal equilibrium were small and could there­
fore be neglected. It would be very interesting to use the solutions 
to the equations of motion in order to calculate the contributions from 
these higher order terms and show that they are indeed small. 
Since this model did not contain any contributions from anharmonic 
terms it was not possible to investigate the thermal conductivity at 
high temperatures or for samples which contain a very large number of 
isotopic impurities. It would be very interesting to include at least 
some anharmonic contributions within this framework in order to investi­
gate the behavior of the thermal conductivity in these regions. 
It would also be very useful to extend this model to three 
dimensions. If this were done, then the low temperature approach 
of the thermal conductivity to zero could be compared to the contribu­
tion from diffuse boundary scattering. It could well be that at low 
temperatures there is a measurable contribution from the restrictions 
which must be placed upon the very low frequency phonons. 
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APPENDIX A 
CALCULATION OF J(r) 
The heat flux operator J(r) is defined in Equation (11-34) as 
The Hamiltonian density H(r) is defined by Equation (11-29) as 
where 
(A-l) 
(A-2) 
7 . 
(A-3) 
The time derivitive of the Hamiltonian density is given by 
(A-4) 
3 t 
which, by using Equation (A-2) and the fact that 
w-Z M* 
k 
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can be written as 
b H Lr) ,, 
2) ± (A-5) 
Using Equation (A-3) and the commutation relations for u.. and 
which are given in Equations (II-3), one finds that Equation (A-5) 
can be written as 
S H l r ) 
where 
(A-6) 
A r 
+ 
(A-7) 
It follows from the commutation relations on u. and p. that 
3 3 
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(A-8) 
It can also be shown by expanding 6(r_.-r) in a Taylor series and by 
retaining only the lowest order terms that 
Using these two expressions in Equation (A-6) it can be shown after a 
considerable amount of simplification that 
5 t 
I f T ^ f H j S 0 r r r ) $ + (a-io) 
By comparing Equation (A-10) to Equation (A-l) it follows that 
(A-ll) 
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This expression for J(r) and its derivation is the one-dimensional case 
of a more general calculation performed by Hardy (52). 
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APPENDIX B 
APPROXIMATION TO THE SOLUTIONS OF EQUATION (11-22) 
AND RELATED CALCULATIONS 
The Approximation 
From Equations (111-30) and (111-34) the expression for C^(s) is 
C v . C s ) - - R ^ [ e / W s ^ - ( B - D 
S l W ( v x - « ^ s « . £ * H S a + 
r -
1 
f I S / ^ ( y 1 - S 3 ) 5 a . S i H ( ^ - \ ) 5 a . e S k S l + 
• • • -\~ 
• • • 4 " 
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where £„, < n < ix, _, and s < 0. By writing the sine functions in their M - ~ M+l 
complex exponential form and performing the indicated multiplications 
this expression becomes 
(B-2) 
(;^)) f [ e 
f i t 1 r ' 
4 0 • + 
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It can be shown by induction that 
1 1 • • • i t (B-3) 
( C - B - A ) I . A I 
where A, B, and C are integers. By using Equations (B-2) and (B-3), 
the expression for C (s) can be written as 
n 
(B-4) 
•f- A • © 
It will now be shown that if p(s) is sufficiently small, the term which 
varies as (ip(s)/2) m +^ is small compared to the preceding term which 
varies as (ip(s)/2) m. This will be done by treating the case in which 
m = 1, since the extension to larger values of m is obvious. 
2 
The term in Equation (B-4) which varies as (ip(s)/2) is given 
by 
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(B-5) 
= 1 In s I 
while the term which varies as (ip(s)/2) is given by 
(B-6) 
An upper bound on Equation (B-5) can be obtained by setting h = g - 1 
in the term (1 + i p(s)/2) , which yields 
(B-7) 
An upper bound on Equation (B-7) can be obtained by replacing 
-i,(n-2«.'h)sa , -i(n-2JU)sa , i(n-2JU+2«,h)sa , i(n-2JU)sa
 T T._ e 1 1 1 by e & and e e u by e 6 . With 
these replacements the upper bound on Equation (B-7) becomes 
( B - 8 ) 
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c
 J (,+ i-e^)) 
The last term in Equation (B-8) does not exceed Mp(s)/2 and thus if M 
is not too large and p(s) is sufficiently small, the product Mp(s)/2 
will be small compared to unity and Equation (B-8) will be small com­
pared to Equation (B-6). 
If, however, M is very large, then it is useful to rewrite Equa­
tions (B-6) and (B-7) in the following form: 
and 
(*£^)Z_O^T"J ^ + (B-6a) 
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where 1<< Q << M . The first double sum in Equation (B-7a) can be 
shown to be small compared to the first sum in Equation (B-6a) in the 
same way that Equation (B-7) was shown to be small compared to Equation 
(B-6) for smaller values of M. 
The second double sum in Equation (B-7a) can be shown to be small 
compared to the second sum in Equation (B-6a) in the following way. 
Since the impurities are randomly positioned, the l-^ represent a set of 
random integers and thus the sum over h in Equation (B-7a) can be 
treated as a two-dimensional random walk. It has been shown, in a 
paper by Chandrasekhar (53), that in a random walk of M steps of length 
I the probability of moving a distance greater than I is negligibly 
small for large M. By using this result of Chandrasekhar it can be 
shown that there is a negligible probability that the second double sum 
in Equation (B-7a) will exceed 
(imf_ 
2 = w 
5 6 . 
e (B-9) 
If s is restricted such that 
(B-10) 
where a is a small number to be chosen later, then 
(B-11) 
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Thus, when a is small compared to unity Equation (B-9) is small com­
pared to the second sum in Equation (B-6a). 
This procedure can be used to show that each term in Equation 
(B-4) is small compared to the term which precedes, if s satisfies 
the condition given by Equation (B-10). This condition on s can be 
satisfied for all values of s which make a significant contribution 
to the local energy or the heat flux, if the temperature is suffi­
ciently low. The upper bound on the temperature is determined by 
the values of e, R, 0, and a. If, for example, a is chosen to be 0.01, 
then each term in Equation (B-4) is no more than 2 per cent of the 
5 
term which precedes it. If R does not exceed about 10 , then for 
practical values of e and 0 the upper bound on the temperature is 
between 1°K and 50°K. 
Since it is only the leading term in Equation (B-4) which is 
important, the expression for ^(s) can be written to a good approxi­
mation at low temperatures as 
sufficient. However, there is at least one calculation to be done 
here where the contribution from what has been retained in Equation 
(B-12) is zero, and in that case the approximation must be carried 
to the next largest term which yields 
(B-12) 
where I < n < I. 
~ M+l 
and s < 0. This approximation will usually be 
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C v s C S " ) - • F ( S > [ ( | + ^ ) ) M £ ^ s a . _ (B-13a) 
When s > 0 the same argument yields 
(B-13b) 
where < n < £ M j L l . M - M+l 
Normalization of B (s) 
n 
From Equation (III-3) and Equation (B-12) the expression for 
B^(s) when s < 0 and < n < is given by 
B n C S ^ / S j w ' v , f f c ) ( l + ^ f
 e ^ V , 5 ^ (B-W) 
where we have introduced a normalization factor 3 which must be 
chosen such that 
2^  B « ( s ) B n ( s ) - . 2 g - § ( s - s ' ) -
 ( B . 1 5 ) 
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Since B (s) must also satisfy the Equation 
One can prove that the sum on the left of Equation (B-15) is non-zero 
only when co(s) = w (s'). Thus, for this model (i.e. a finite number 
of impurities in an infinite chain), the sum is non-zero only when 
s = s' or s = -s'. In calculating the sum on the left side of Equa­
tion (B-15), we shall use the expression for B (s) given in Equation 
(B-14) except for those n lying in the interval I < n < . For 
1 K-l 
those B (s) in this interval, we use Equation (B-14) with M and m set n 7 - 1
 n 
equal to R and m, respectively. We shall show in the following deriva­
tion that this replacement causes negligible error. 
If Equation (B-15) is added to its complex conjugate it can be 
written as 
7 (13^ (5 )13^) • v B E c s ^ C s ' ) ) S (s - s ) (B-16) 
By restricting both s and s T to be less than zero and using Equation 
(B-1M-) this expression can be written as 
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+ (B-17) 
e 
Since it is only when s is arbitrarily close to s' that this expression 
is non-zero, p(s) can be replaced by p(s') and Equation (B-17) becomes 
We may now show that negligible error has been made in approxi­
mating certain of the B (s). First, the sum on the left side of Equa­
tion (B-18) is zero for s ^ s f just as it should be. For s = s' the 
sum equals N. The left side of Equation (B-18) differs from the true 
value only by a fixed finite number. Hence as N 0 0 , this finite 
correction is negligible. From Equation (B-18), we have that 
(B-18) 
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^ - -L- GET f i + u + ^ f j ^ (B-i9) 
hence B^(s) is given by 
where £. < n < L.
 n and s < 0. The same calculation for s > 0 yields M ~ ~ M+l - J 
,J|g" [ l
 + (,+ [ ( . ^ f V s * - ( b - 2 1 , 
where JL < n < I.. .. . In most cases the last term can be dropped from 
M M+l r r 
Equations (B-20) and (B-21). 
It is now easy to show by using Equations (B-20) and (B-21) that 
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Z BM(-$)B* (s) - o 
when N is arbitrarily large. Thus, the normalization of the B R(s) 
such that they satisfy Equation (B-15) is complete. 
Calculation of G(s,s) and G(s,-s) G(-s,s) 
From Equation (V-14) 
13i-i fe) (B-22) 
DM cs) 
By using Equations (11-41) and (111-4) it can be shown that the combina­
tion over which the sum is performed is independent of j. Thus, the 
expression for G(s,s) can be written as 
(B-23) 
where j corresponds to a particle in either of the two pure infinite 
regions of the chain. 
The expression for G(s,s) when s < 0 can be calculated most 
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easily by choosing j in the pure region at the left of the impurity 
bearing region. From Equation (B-20) the expression for B_.(s) in this 
region is given by 
The use of this expression in Equation (B-23) yields 
Cnts.sv- & . [ i t O+^y^'siMCsaO ( B" 2 5 ) 
where s < 0. The same calculation for s > 0 with j chosen in the pure 
region to the right of the impurity bearing region also yields 
In the same way that Equation (B-23) was derived for G(s,s) it 
can be shown that 
G , ( S , - ^ - ^ [ ( L £ | ( 5 ) - B £ i < 5 ) ) B $ ( - S } - < B - 2 6 ) 
where j is in either of the two pure regions of the chain. If j is 
chosen in the pure region at the right, then the expressions for B.(s) 
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and Bj(-s) are 
and 
( B - 2 8 ) 
where s > 0. The substitution of these expressions into Equation (B-26) 
yields 
It is the product G(s,-s) G(-s,s) rather than G(s,-s) itself 
which is of interest here. By noting from Equation (B-26) that 
C-,(s,-s) - -6*(-*>s) 
it is easy to see that 
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CNCS.-SXHC-S,*)-— (gfcf [ I +0+ W } " 1 * ( B " 3 0 ) 
The second sum in this expression is, on the average, zero for a random 
distribution of impurities, and thus the expression for G(s,-s) G(-s,s) 
can be written as 
6 , ( 5 , - 5 ^ . 5 ) ^ - ^ y ^ 5 l ^ ( s a ) ( B" 3 1 ) 
Notice that G(s,-s) G(-s,s) is symmetric about s < 0. 
Calculation of £ B.(s) B?(s) and £ B.(s) B?(s) 
[N X] 1 1 [N 2] 1 1 
By using Equation (B-20) it is easy to see that 
T g B j ( 5 ) - [_ B^BJfc) = fl
 + (it &f~l - ' (B-32) 
where s < 0. By using Equation (B-21) and by dropping the sum over g, 
whose contribution is negligible in this case, it follows that 
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I ^ B^S) ^ £ |
 + ^ 4 f^ ))RJ( ,
 + (B-33) 
4 , JS-y 
where s > 0. In the same way it can be shown that 
2 - - 4 * 
where s < 0, and 
(CL.0 
where s > 0. In Equations (B-32) through (B-35) it must be remembered 
that N is to be taken arbitrarily large. 
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APPENDIX C 
CALCULATION OF E(r,T) 
The local energy E(r,T) can be written, with the aid of Equation 
(IV-6), as 
over the particles within the region of interest which is centered on 
r, and the contribution from the zero point oscillations has been 
dropped. By substituting from Equations (IV-9) and by using the expres­
sions which are given in Appendix B for B_.(s), Equation (C-l) can be 
written 
(C-l) 
where D is the length of the region of interest, £ represents the sum 
(C-2) 
t 
I l l 
is 
If the sum £ is performed then this expression can be written 
as 
[N ] 
r 
- n _ C i - s Sex) ?°- toslOtfe 
F ( v , T ) -
T T [ , - C I + ^ ) J P L ] K ( C " 3 ) 
3 . 
•+ 
(e*'-i) 
1 As 
where 
and 
Here, r is in the interval -L/2 < r < L/2, where L is the length of 
the impurity bearing region of the chain. If a(s) is defined such that 
( c - t ) 
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then 
( | 4 - M (C-5) 
and Equation (C-3) can be written as 
S I H H l ] 
which, after rearranging terms, can be written 
[ ( e X | - 0 + ( e x * - i \ j 
X ;
 S I M H [ ^ ( s ) ^ I V a ] J 
(C-6) 
(C-7) 
In all practical cases, the term e£a is very small compared to one 
and can be dropped. 
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