Abstract: The sensor scheduling is to select a sensor (or a group of sensors) from multiple sensors at each time step so as to perform optimally a task based on the sensed data. In this paper, we pose a model predictive type deterministic/stochastic sensor scheduling problem for discrete-time linear Gaussian time-varying systems, and develop an approach to solve these problems based on the dynamic programming recursion. We show first that, in a special case of deterministic scheduling where the Riccati recursion of error covariance satisfies a specific structural condition, the online optimization using the dynamic programming is reduced to a static optimization, so that the model predictive sensor scheduling can be easily implemented online. Next, we discuss the stochastic scheduling problem, and show an alternative condition of optimization reduction, which lead to a stochastic sensor scheduling easily implemented online. Finally, we propose two practical sensor schedulings for deterministic and stochastic case, and discuss an example to illustrate the two sensor schedulings. tion, so that model predictive sensor scheduling can be easily implemented online. Next, we discuss the stochastic sensor scheduling problem, and show an alternative condition of optimization reduction in the stochastic case, which lead to a stochastic sensor scheduling easily implemented online. Based on these discussions and results, we propose two practical sensor schedulings for deterministic case and stochastic case. Finally, we discuss a simple example to demonstrate efficacies of the proposed sensor schedulings.
PROBLEM FORMULATION
Consider the following discrete-time linear timevarying system A set of sensors produces measurement of the state. The model of sensor i (i == 1,2, ... ,M), which may be actually one sensor or a group of sensors, is given by (2) ( 1) tion, so that model predictive sensor scheduling can be easily implemented online. Next, we discuss the stochastic sensor scheduling problem, and show an alternative condition of optimization reduction in the stochastic case, which lead to a stochastic sensor scheduling easily implemented online. Based on these discussions and results, we propose two practical sensor schedulings for deterministic case and stochastic case. Finally, we discuss a simple example to demonstrate efficacies of the proposed sensor schedulings.
The paper is organized as follows. In Section 2, the model predictive sensor scheduling problem is formulated. In Section 3, we provide a dynamic programming condition for the optimal scheduling, and derive a solution to a special deterministic sensor scheduling problem. In Section 4, we discuss a special stochastic sensor scheduling problem, and compare the solution in the stochastic case with that in the deterministic case. In Section 5, two practical sensor schedulings for deterministic case and stochastic case are proposed, and illustrated in a numerical example. In Section 6, conclusion is stated.
Here, Xt E jRn is the process state, and y; E jRmi is the observation of the ith sensor. Wt E jRn and v: E IRmi are assumed to be Gaussian with zero mean and covariance matrices Qt 2: 0 and R1 > 0, respectively. The initial state Xo is assumed to be Gaussian with mean £0 and covariance matrix Po > O.
INTRODUCTION
The sensor scheduling is to select a sensor (or a group of sensors) from multiple sensors at each time step so as to perform optimally a task based on the sensed data, i.e. a state estimation. Researches on the sensor scheduling have a long history (see, e.g., [1] , [2] ' [3] , [4] , [5] , [6] , [7] , [8] and the references therein). It was shown in [1] [2] that measurement optimization is somewhat simpler in the case of LQG systems, and open loop scheduling is optimal in the adaptive scheduling problem. Further it was shown in [8] that the predicted state estimation error of the open loop optimal scheduling is achieved with the sensor scheduling that minimizes the current state estimation error at each time. Recently, the sensor scheduling attracts a new interest in developing application fields such as sensor networking [5] and more specifically multi-sensor data fusion in robot engineering [3] [4] .
In this paper, we pose a new sensor scheduling problem, that is, we consider a model predictive type sensor scheduling problem for discrete-time linear Gaussian time-varying systems. At each time step, given parameters describing the model of system and sensors over a time interval from the current time t to a finite time future, we select a sensor sequence over the interval so that the state estimation is optimized based on a criterion quantifying performance of the estimation, and use the sensor selected for the current time t. We call this sensor scheduling the "model predictive sensor scheduling".
The model predictive sensor scheduling problem requires solving online a finite-horizon nonlinear optimal control problem at each time step, which implies that a fast algorithm for calculating the optimal control is essential to the online implementation. Developing an approach to the finite-horizon optimal control based on the dynamic programming recursion, we show first that, when the Riccati recursion of error covariance satisfies a specific structural condition, the optimization using the dynamic programming is reduced to a static optimiza-Suppose that we can use only one sensor at every time step t in the set of M sensors defined by (2) Further covariance matrix is defined as
Thus the equation (3) can be described as follows.
From the description of the Riccati recursion, we see that, at time step T, if a sensor scheduling {OT' OT+l, ... ,OT+N-I} is fixed and an error covariance PTIT-l is given, the future error covariance {PT+ll1',P1'+2I1'+l",·,P1'+NI1'+N-1} can be calcu- are available only online, which would be a point of the model predictive approach. The model predictive sensor scheduling requires solving a finite-horizon optimal control problem for the system (4) with the criterion (5) at each time step 7 = 0,1",,; the control horizon of each optimal control problem is shifted by one time step, but each problem has the same structure of optimization. In this paper, we propose the method of model predictive sensor scheduling that is based on solving the finitehorizon optimal control problem with dynamic programming at each time step.
SOLUTION OF DETERMINISTIC SENSOR SCHEDULING
Consider the finite-horizon optimal control problem for the system with the criterion
with St+l 2 o. This is the control problem over the first horizon at time T = 0 for the model predictive sensor scheduling. By applying dynamic programming to this control problem, we have the following backward recursion with optimization. (8) By executing this recursion together with the optimization, we have the optimal sensor strategy ()~IO at T = 0 together with Oi,o' ..
VN(PNIN
-l) = 0 vt(Ptlt-l ) = min(trace[St+lPt+lltl + vt+l(Pt+llt )) (Jt = min(trace[St+lft(Ptlt-l' Ot)] + vt+l (ft(Ptl t-b Ot))) (Jt
. ,ON-llo and VO(POI-l ) = Jd(O).
By shifting T to 7 + 1 and solving the corresponding dynamic programming recursion at every time step, successively, we have the model predictive sensor scheduling indicated by {O;I1'}.
To solve the dynamic programming recursion formulated above is time-consuming and not an easy task in general, since it includes an integer programming subject to highly nonlinear constraints and the parameters describing future of the system are available only online. In the following, we consider a special case where the following assumption holds, and show that, in the special case, the optimization process by the dynamic programming recursion is reduced to a static integer programming. 
In section 3, we saw that if Assumption 1 holds, the model predictive sensor scheduling is given by (10) .
However, Assumption 1 imposes a rather restrictive condition on the system and sensor models. In this section, we try to relax this condition by posing a stochastic sensor scheduling which consists of choosing sensors randomly according to a prescribed probability distribution. Consider the same framework of state estimation, as formulated in Section 2 , described by the linear Gaussian state equation (1) and the set of the linear Gaussian sensor equations (2) . In this section, we discuss a stochastic sensor scheduling. Suppose that the ith sensor (i == 1,2"" ,M) is chosen, at every time step t independently, with probability 1r~. If a history of the chosen sensor i up to time t is given, the state estimate Xt is defined by a Kalman filter and the error covariance P t +11 t, which is assumed to be positive definite, is defined by a Riccati recursion of the form with ST+t+I~0 at every time T == 0,1, .. " and select the sensor i randomly based on the probability 1r*i at each time T. We see that this stochastic problem is ;1;0 a model predictive type.
For the stochastic sensor scheduling problem, it is difficult to develop a dynamic programming recursion, since 
Now we assume that vt+l (AI)~vt+I (A 2 ). Then, from
Lemma Al in Appendix,
t(Al, (it)~~t(A2, (h), \lOt·
Assumption 1 implies that the left hand side of the above inequality can attain the minimum (in the sense of matrix inequality order) with respect to ()t so that
Similarly, from Assumption 1, the last term of the inequality (9) can attains the minimum. So, we can get
vt(A1)~vt(A2). o
If Assumption 1 holds, it follows from Lemma 1 that the minimum in the last term in the dynamic programming recursion (8) To conclude this section, we provide a sufficient condition for Assumption 1 to hold. That is, assume that, for each time t, there exists a sensor strategy e; such that
Ht(O;)T Rt(O;)-I H t (();)

2: Ht(()t)T Rt(()t)-I Ht(Ot), \lOt. (11)
This is a sufficient condition for Assumption 1 to hold, which follows immediately from the last term of the recursion (4 
In (16), the first inequality follows from Lemma A2 in Appendix; the second inequality follows from the assumption in the previous step and Lemma Al in Appendix; the last equality is the definition of~t+l.
o It is obvious from this lemma that
This inequality suggests us to consider a suboptimal problem in which the system equation is given by (15) and the criterion is the upper bound minimization defined by Is (7). In the following, we consider this upper bound minimization problem. It is straightforward to apply dynamic programming to this problem and derive a recursion for the suboptimal solution. Here, we discuss a special case where the solution is given by a static nonlinear optimization without solving the dynamic programming recursion. This special case just corresponds to the case characterized by Assumption 1 in the deterministic problem.
Assumption 2: For each time t and any positive definite matrix A E lR. nxn , there exists a sensor selection probability (a mixed strategy for sensor selection) 7rr
It is remarkable that Assumption 2 holds whenever Assumption 1 holds, since the deterministic sensor shceduling can be realized by choosing the probability such as 7ri E {O, I} in Assumption 2.
Preparing a lemma corresponding to Lemma 1, along the same line as in the proof of Proposition 1, we can prove the following result for the stochastic sensor scheduling.
Proposition 2: Assume that Assumption 2 holds. The suboptimal stochastic sensor scheduling of model predictive type is given as {7r~ft == 7r~i (~t), t == 0, 1, ... } where 7r~i (~t) is given by the formula
It is expected that the stochastic sensor scheduling given in Proposition 2 will provide a better performance of estimation error covariance than the deterministic sensor scheduling given in Proposition 1, since any deterministic sensor strategy Ot can be realized by choosing the probability such as 7r~(i == Ot) == 1. Furthermore, such choice of the sensor selection probability guarantees that Pt+1l t ==~t+l for any fh and all t, which implies that even the suboptimal sensor scheduling discussed here can provide a better performance than the deterministic sensor scheduling. We summarize this discussion as follows.
Proposition 3:
The advantage of the stochastic sensor scheduling (18) compared with the deterministic sensor scheduling (10) is clear, while the implementation of the scheduling (18) is not easy. Thus, instead of the scheduling (18), if a sacrifice of the scheduling performance is allowed, we may adopt a simplified stochastic sensor scheduling strategy the form
The idea of this strategy is suggested by the following inequality. In addition to the simulations for the sensor scheduling 0; (P t l t -1 ), for comparison, we performed simulation for the two cases when the sensor i (i == 1, 2) is fixed on the whole interval. Fig.I plots the trace of the error covariance matrices over 50 time steps for the scheduling 0; (P t l t -1 ) and for the two fixed sensor cases. In Fig.I, solid line (-) , dashdotted line (-. -), dashed line (--), indicate the deterministic case, the strategy of chooging only sensor 1, and that of chooging only sensor 2. Fig.2 where F t and G t are described as follows. where Hl is given by (27) H:=[~~~~].
At first, we apply the deterministic sensor scheduling 0; (Ptl t -I ), given by (22) to the system (26) and (27).
Here, let the sensor noise covariances of the two sensors be given as Next, we consider the case when Assumption 1 does not hold, however condition (20) holds. We apply the stochastic sensor scheduling 1f~i, given by (25), to a same system in the deterministic case. Here, let the sensor where ,I and r't, each of which takes value in the interval [1,1.25] with the uniform distribution, are white, mutually independent. Fig.3 plots the trace of the error covariance matrices over 50 time steps for the stochastic sensor scheduling which chooses the sensors based on the probability distribution 7rr'and for the two fixed sensor cases. In Fig.3 , solid line (-), dash-dotted line (-.-), dashed line (--), indicate the stochastic case, the strategy of chooging only sensor 1, and that of chooging only sensor 2. This simulation result demonstrates superiority of the scheduling 7rr to the other two fixed scheduling.
CONCLUSION
In this paper, we posed a model predictive sensorscheduling problem for discrete-time linear Gaussian time-varying systems, and developed an approach to solve this problem, as a deterministic optimization, based on the dynamic programming recursion. We showed that, in a special case where the Riccati recursion of error covariance satisfies a special structural condition, the online optimization using the dynamic programming is reduced to a static optimization, so that the model predictive sensor scheduling can be easily implemented online. In the same framework of the model predictive sensor scheduling, we discussed also a stochastic scheduling problem, and showed that, in a special case where a condition the Riccati recursion, similar to the condition in the deterministic case, holds, the solution implemented easily online can be given by solving a static optimization problem. Finally, we proposed the two practical sensor schedulings for the deterministic case and the stochastic case, and demonstrated the efficacies of the two sensor schedulings in a simple numerical example.
