In this paper we estimate the Hurst parameter H of fractional Brownian motion (or, by extension, the fractal exponent ' of stochastic processes having 1=f ' -like spectra) by applying a recently-introduced multiresolution framework. This framework admits an e cient likelihood function evaluation, allowing us to compute the maximum likelihood estimate of this fractal parameter with relative ease. In addition to yielding results that compare well to other proposed methods, and in contrast to other approaches, our method is directly applicable, with at most very simple modi cation, in a variety of other contexts including fractal estimation given irregularly sampled data or nonstationary measurement noise and the estimation of fractal parameters for 2-D random elds.
Introduction
Many natural and human phenomena have been found to possess 1=f-like spectral properties, which has led to considerable study of 1=f processes. One class of such processes that is frequently used because of its analytical convenience and tractability is the class of fractional Brownian motion EDICS Number SP 3.5 for which the associated nonstationary covariance is classes to achieve computational e ciency:
1. optimal algorithms, admitting e cient solutions, based on 1=f-like models other than fBm;
2. approximate or suboptimal algorithms developed directly from the fBm model.
Our approach and that of 11] fall into the former category, while the methods in 3, 4, 9] fall into the latter. In particular the approach in 11] is based on a 1=f-like process constructed using wavelets in which the wavelet coe cients are independent, with variances that vary geometrically with scale with exponent H. The goal of our research, on the other hand, is the development of a fast estimator for H that functions under a broader variety of measurement circumstances, for example the presence of gaps in the measured sequence, measurement noise having a time-varying variance and higher dimensional processes (e.g., 2-D random elds). The basis for accomplishing this is the utilization of a recentlyintroduced multiscale framework. 1, 5] The next section gives a brief description of this framework, followed by the development of the estimator, and nally a description of estimation results.
Multiscale Framework
In the framework developed in 1, 5] stochastic models are constructed recursively in scale on multilevel trees. Speci cally, let s index the nodes of a tree T (refer to Figure 1 ) which, for the purposes of this paper, may be considered a dyadic tree although the framework permits much greater exibility. Let s o 2 T designate the root node of T ; also let s denote the parent node of s 6 = s o . Each node s 2 T has associated with it a state vector x(s) and possibly an observation vector y(s). Stochastic models are written recursively on T .
where w(s) is a white Gaussian noise process with identity covariance. Similarly, noisy observations of the process are permitted on an arbitrary subset of the tree nodes:
where v(s) is white and Gaussian with covariance R(s). In general, tree variables at all scales may be physically meaningful and measurable, or they may be abstract { a by-product of achieving the desired statistics on the nest level of the tree. In this paper coarse scale nodes are abstract, with a 1=f-like process residing on the nest scale.
For those multiscale stochastic models which can be written in the form (3), (4) 
As was the case with Wornell and Oppenheim 11], we do not construct an exact model of fBm, but rather choose an appropriate approximation { in our case within this multiscale framework. The selection of such a multiscale model is achieved in the next section.
Fractal Estimator
We will now develop a multiscale design model for fBm; i.e., a model strictly to be used for designing an estimator for H, not for the simulation of fractal processes. The basis for our design model is the resolution-to-resolution scaling law of fBm. Similar design models were proposed by Kaplan (7) That is, at coarse scales x(s) consists of two scalars: a coarse approximation to the 1=f process, and a wavelet detail coe cient, where this detail coe cient equals the di erence in the coarse 1=f-like representation between node s and its two children. At the nest scale x(s) is a single scalar, representing a sample of a 1=f-like process, and measurements of the actual fBm sequence appear as observations y(s) at the nest scale.
Our design model of (6), (7) does not yield a nest scale process having exact fBm statistics.
Speci cally, the design model approximates the wavelet detail coe cients as being uncorrelated.
Consequently, just as with the technique in 11], our model does not exactly match the statistics of the process to be estimated. (8) a relation which follows from the multiscale model of (6).
Recall that F denotes the increments process of B. Then from (8) Table 1 shows the actual fBm scale to scale variance ratios as predicted by (13). The deviation from the approximate scaling law of (15) is most pronounced at low H; it is this deviation which leads to a bias for those estimators based on (15), as shown in Table 2 .
The actual estimator for H, based on the multiscale model of (6), (7) and the variances of (13), takes precisely the form as outlined in (5), in which the likelihood maximization is performed using standard nonlinear techniques (e.g., the section search method of Matlab).
Experimental Results
Sixty four fBm sample paths, each having a length of 2048 samples, were generated using the The performance of three fBm estimators is compared in Table 3 . The bias in the estimator of 11] for low H, as was argued earlier based on Table 1 , is evident. Also recall that the multiscale model of (6),(7) assumed the wavelet detail coe cients to be uncorrelated; this assumption becomes progressively poorer as H increases 3], leading to an increase in the error variance for our estimator at large H. Nevertheless, our method still performs reasonably well over quite a wide range of values of H. Moreover, using the techniques developed in 5], we can construct higher-order multiscale models which account for most of the residual correlation in the wavelet coe cients. However since fBm itself is an idealization, the bene t in practice of such higher-order models over that based on the low-order model (6), (7) depends upon the application.
Our approach also applies equally well in a variety of other settings. In particular, the multiscale measurement model (4) does not assume that R(s) is constant over the nest scale (permitting nonstationary measurement noise), and it does not assume that a measurement exists at each nest scale node (permitting nonuniformly sampled processes in which each intersample spacing is an integer multiple of some period T). Both of these special cases are accomplished with essentially no change in the algorithm; an example of each is illustrated in Table 4 . In addition, by using a quadtree rather than a dyadic tree we can also apply these techniques in 2-D. An example of such an application to the estimation of non-isotropic fractal parameters for a 2-D random eld based on irregular, nonstationary data is given in 2].
List of Captions: Table 4 : Performance of the fBm estimator for two examples: irregular sampling (under the assumption that all of the intersample spacings are integer multiples of some period T; i.e., the measured sequence may be represented as a uniformly sampled sequence with gaps), and nonstationary measurement noise. The top row lists estimation results given the fBm sample paths of Table 3 , with 10% of the measurements discarded at random. The bottom row shows estimation results given the sample paths of Table 3 with added Gaussian noise having a diagonal covariance where the diagonal entries are given by R k] = 1 4 expf?2 (k ? 1024)=500] 2 g).
In both cases the results are based on 64 fBm sample paths, each of length 2048 samples. 
