Online parallel machines scheduling with two hierarchies  by Zhang, An et al.
Theoretical Computer Science 410 (2009) 3597–3605
Contents lists available at ScienceDirect
Theoretical Computer Science
journal homepage: www.elsevier.com/locate/tcs
Online parallel machines scheduling with two hierarchies
An Zhang a, Yiwei Jiang b, Zhiyi Tan a,∗
a Department of Mathematics, State Key Lab of CAD & CG, Zhejiang University, Hangzhou 310027, PR China
b Faculty of Science, Zhejiang Sci-Tech University, Hangzhou 310018, PR China
a r t i c l e i n f o
Article history:
Received 28 August 2008
Received in revised form 28 March 2009
Accepted 8 April 2009
Communicated by D.-Z. Du
Keywords:
Scheduling
Online
Hierarchical machines
Competitive ratio
a b s t r a c t
This paper investigates an online hierarchical scheduling problem on m parallel identical
machines. Each job, as well as each machine, has a hierarchy associated with it. A job can
be scheduled on a machine only when its hierarchy is no higher than that of the machine.
The objective is to minimize the makespan. In addition, we assume that there are only
two hierarchies, and k machines have a higher hierarchy which can schedule all jobs. We
present an online algorithm with a competitive ratio of 1 + m2−m
m2−km+k2 <
7
3 for any k and
m. The performance for some pairs of k and m is further improved by another algorithm.
Lower bounds for various pairs of k andm are also presented.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Problem statement. In this paper we investigate an online hierarchical scheduling problem on parallel identical
machines. Jobs arrive one by one over list and each may be scheduled only on a special subset of the machines. Namely,
a job j has a size pj and a hierarchy gj associated with it, and a machineMi is also associated with a hierarchy g(Mi). The job
j can be scheduled on the machine Mi only if gj ≥ g(Mi). The goal is to assign all jobs to the permitted machines so as to
minimize the makespan, i.e., the maximum completion time of all machines.
The performance of an algorithm A for an online problem is often evaluated by its competitive ratio, which is defined
as the smallest number ρ such that for any job sequence J, CA(J) ≤ ρC∗(J), where CA(J) (or in short CA) denotes the
makespan produced by A and C∗(J) (or in short C∗) denotes the optimal makespan in an offline version. Due to the very
nature of online scheduling, it is often possible to prove that there is a lower bound to the competitive ratio achievable by
any deterministic online algorithm.
In this paper, we consider the online version of the problem onm identical machines with two hierarchies, that is, g(Mi)
is equal to 1 or 2 for all 1 ≤ i ≤ m, and gj is also equal to 1 or 2 for all j. Such an assumption is reasonable and valuable,
because in real applications, the hierarchy setting will not be very complicated. In many cases, exactly two hierarchies
will be classified. For example, in service industries, customers are usually divided into VIP and ordinary. The memory of
computer systems is usually divided into fast access memory and slow memory, etc. Without loss of generality, we assume
that g(Mi) = 1 for i = 1, . . . , k and g(Mi) = 2 for i = k+ 1, . . . ,m, where 0 ≤ k ≤ m. If k = 0 or k = m, then the problem
can be reduced to the classical online scheduling problem on parallel identical machines with the objective of minimizing
the makespan [1,6–8,15]. Therefore, we suppose 1 ≤ k ≤ m− 1 in this paper.
Related works. One related but more general model is restricted assignment [2] proposed by Azar et al., where each
job has a subset of machines on which it may be scheduled. They presented an online algorithm with a competitive ratio
dlog2me + 1 for anym.
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Table 1
Upper and lower bounds for smallm and k.
m Online scheduling Hierarchical online scheduling
k = 0 k = 1 k = 2
LB UB LB UB LB UB
2 1.5 [7] 1.5 [10] 1.667 [13,14] 1.667 [13,14]
3 1.667 [7] 1.667 [10] 1.824 1.857 (TLS) 1.801 1.857 (TLS)
4 1.732 [15] 1.733 [6] 1.848 1.923 (TLS) 1.907 2 (SLS)
5 1.746 [6] 1.771 [6] 1.848 1.952 (TLS) 1.907 2 (SLS)
6 1.773 [6] 1.8 [6] 1.829 1.968 (TLS) 1.907 2 (SLS)
For the hierarchical model on m machines with general hierarchies, Bar-Noy et al. [3] designed a non-preemptive
e + 1 ≈ 3.718-competitive algorithm (also in [5]), which is also showed to be e-competitive when all jobs have unit size.
In addition, Hwang et al. [11] considered the offline version of the problem and presented an algorithm with a worst case
ratio no more than 5/4 for m = 2 and 2− 1/(m− 1) for m ≥ 3. Glass and Kellerer [9] gave an improved algorithm with a
worst-case ratio at most 3/2 formmachines.
Recently, Jiang et al. [13] and Park et al. [14] independently presented an optimal online algorithm with a competitive
ratio of 5/3 on two identical machines. Afterwards, [12] extended the result to the general case that there are exactly two
hierarchies on mmachines, i.e., the problem considered in this paper. It is shown that the lower bound when m = 16 and
k = 4 is at least 2 and the greedy algorithm has a competitive ratio of 4− 1/m. Besides, an improved online algorithmwith
a competitive ratio of 12+4
√
2
7 ≈ 2.522 was proposed.
In [14], a semi-online model with known total size of all jobs was considered and the authors presented an optimal
algorithm with a competitive ratio of 3/2 on two identical machines. [13] studied the preemptive model in which idle time
is not allowed and the authors presented an optimal algorithm with a competitive ratio of 3/2 on two identical machines.
In [4], Chassid and Epstein extended the hierarchial scheduling model to two uniform machines, online and semi-online
problems were studied and optimal algorithms were proposed.
Our results.We consider the online scheduling problem with two hierarchies on m identical machines. We first design
an algorithm TLS with a competitive ratio of 1 + m2−m
m2−km+k2 <
7
3 , which improves the result in [12]. A relatively simple
algorithm SLS is also given, whose performance is better for some pairs of k andm. We further give a comprehensive study
on lower bounds of the problem for different pairs of k and m. Results of lower bounds and the competitive ratio of online
algorithms for smallm and k, compared with those of classical online scheduling, can be found in Table 1. We also prove the
lower bound is 2 when k ≥ 3 and m ≥ 32 (k + 1). These lower bounds are greater than the lower bounds on the classical
online scheduling problem.
The rest of the paper is organized as follows. Section 2 gives some basic notations and useful lemmas. Sections 3 and 4
consider the online algorithms and lower bounds, respectively. Finally, some conclusions will be made in Section 5.
2. Preliminary
The following notations and definitions are used in the remainder of the paper.
n The number of jobs.
Mi The set of machines with hierarchy i.
Vi The set of jobs with hierarchy i.
Tj The total size of the first j jobs.
Tji The total size of the jobs with hierarchy i in the first j jobs.
pmaxj The largest job size in the first j jobs.
Lij The completion time of machineMi after the j-th job is processed in a schedule generated
by an online algorithm A.
L∗j The optimal makespan of the sequence containing the first j jobs.
Let
LBj = max
{
pmaxj ,
Tj
m
,
Tj1
k
}
, j = 1, . . . , n. (1)
Clearly LBj is a nondecreasing function of j. In the following, we first show a lower bound on the optimal makespan. Next, a
simple but useful property is given.
Lemma 2.1. L∗j ≥ LBj, for any j ≥ 1.
A. Zhang et al. / Theoretical Computer Science 410 (2009) 3597–3605 3599
Proof. Obviously, L∗j ≥ max{pmaxj , Tjm } for any j ≥ 1. Note that all jobs in V1 can be only processed onM1, which implies that
L∗j ≥ Tj1k . Hence the result follows. 
Lemma 2.2. Let 1 = (1, 1, . . . , 1)T, x = (x1, x2, . . . , xq)T be q × 1 matrices and c = (c1, c2, . . . , cq) be a 1 × q matrix.
A = (aij)q×q is an invertible matrix, and the i-th row vector of A is denoted as αi. If cA−1 ≥ 0, then cx ≤ (cA−11)max{α1x,
α2x, . . . , αqx} for any x ≥ 0.
Proof. As A is invertible, it is clear that cx = (cA−1)(Ax). Moreover, by cA−1 ≥ 0, we can conclude that cx = (cA−1)(α1x,
α2x, . . . , αqx)T ≤ (cA−11)max{α1x, α2x, . . . , αqx}. 
It is well known that LS (List Scheduling) was originally designed by Graham [10] for online scheduling on identical
machines. It schedules jobs one by one on the least loaded machine. Though LS cannot be directly used for hierarchical
scheduling, we adopt the LS rule as subprocedures of our algorithms. LetM be a subset of the machine set, schedule job j on
M by LS rule implies that job j is scheduled on the machine which has the smallest load ofM before assigning the job j.
3. Online algorithms
In this section, we consider online algorithms for any pairs of k and m. For simplicity, we identify the jobs with their
sizes. We first present an online algorithm Threshold LS (TLS for short), which schedules any job of V2 onM2 unless all these
machines would exceed a certain load. Write α = m2−m
m2−km+k2 . Note that
k− 1
k
<
m− 1
m
< α <
m
m− k (2)
holds for any k andm.
Algorithm TLS
1. Initially set Li0 = 0 for all i = 1, 2, . . . ,m and let j = 1.
2. If pj ∈ V1, schedule pj onM1 by the LS rule.
3. If pj ∈ V2, let t ∈ argmin{Lij−1|i = k+ 1, . . . ,m}. If Ltj−1 + pj ≤ (1+ α)LBj, schedule pj onMt . Otherwise, schedule pj on
M1 by the LS rule.
4. If no new job arrives, stop. Otherwise, j = j+ 1, return step 2.
W.l.o.g., suppose that the last job pn determines the makespan. Let sn be the time at which pn starts, i.e., CTLS = pn + sn.
Theorem 3.1. For any given k and m, the competitive ratio of algorithm TLS is 1+ α = 1+ m2−m
m2−km+k2 .
Proof. We distinguish two cases according to the hierarchy of pn.
Case 1 pn ∈ V2.
By the definition of TLS, if pn is scheduled ononemachine inM2, sayMt , k+1 ≤ t ≤ m, thenCTLS = Ltn−1+pn ≤ (1+α)LBn.
By Lemma 2.1, we have CTLS ≤ (1 + α)C∗. We are left to consider the situation that pn is scheduled onM1. By the LS rule
and algorithm TLS, we have
sn ≤ 1k
k∑
i=1
Lin−1 (3)
and Lin−1 + pn > (1+ α)LBn for any i = k+ 1, . . . ,m. Together with Lemma 2.1 and (1), we obtain
CTLS = pn + sn ≤ pn + 1k
k∑
i=1
Lin−1 = pn +
1
k
(
Tn − pn −
m∑
i=k+1
Lin−1
)
= m− 1
k
pn + 1k Tn −
1
k
m∑
i=k+1
(pn + Lin−1) <
m− 1
k
LBn + mk LBn −
(m− k)(1+ α)
k
LBn
= m+ k− 1− (m− k)α
k
LBn ≤ m+ k− 1− (m− k)αk C
∗ < (1+ α)C∗,
where the last inequality is due to (2).
Case 2 pn ∈ V1.
If all the jobs processed onM1 are from V1, then sn ≤ Tn1−pnk , since pn is assigned toM1 by the LS rule. By Lemma 2.1 and
(1),
CTLS = sn + pn ≤ 1k Tn1 +
(
1− 1
k
)
pn ≤
(
2− 1
k
)
LBn ≤
(
2− 1
k
)
C∗ ≤ (1+ α)C∗,
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where the last inequality is due to (2). Otherwise, suppose pj is the last job in V2 which is scheduled onM1. In other words,
after pj is scheduled, all jobs scheduled onM1 are from V1. Hence,
Tn1 ≥
(
pn +
k∑
i=1
Lin−1
)
−
(
pj +
k∑
i=1
Lij−1
)
. (4)
Since TLS does not schedule pj on machines inM2, Lij−1 + pj > (1 + α)LBj for any i = k + 1, . . . ,m. Together with (1), we
have
m∑
i=k+1
Lij−1 >
m∑
i=k+1
(
(1+ α)LBj − pj
) ≥ m∑
i=k+1
αLBj ≥
m∑
i=k+1
α
Tj
m
= (m− k)α
m
Tj
and
pj +
k∑
i=1
Lij−1 = Tj −
m∑
i=k+1
Lij−1 <
m
(m− k)α
m∑
i=k+1
Lij−1 −
m∑
i=k+1
Lij−1 ≤
m− (m− k)α
(m− k)α
m∑
i=k+1
Lin. (5)
Since the algorithm schedules pn onM1 by the LS rule, inequality (3) still holds. Substitute (5) and (3) into (4), we obtain
Tn1 ≥ pn + ksn − m− (m− k)α
(m− k)α
m∑
i=k+1
Lin. (6)
Moreover, by (3) and the assumption of pn ∈ V1,
Tn ≥
k∑
i=1
Lin +
m∑
i=k+1
Lin = pn +
k∑
i=1
Lin−1 +
m∑
i=k+1
Lin ≥ pn + ksn +
m∑
i=k+1
Lin. (7)
By Lemma 2.1 and (1), (6) and (7), we have
C∗ ≥ LBn ≥ max
pn,
pn + ksn +
m∑
i=k+1
Lin
m
,
pn + ksn − m−(m−k)α(m−k)α
m∑
i=k+1
Lin
k
 .
Let c = (1, 1, 0), x = (pn, sn,∑mi=k+1 Lin)T and
A =

1 0 0
1
m
k
m
1
m
1
k
1
(m− k)α −m
(m− k)kα
 .
It can be verified directly that cx = pn + sn, C∗ ≥ max{α1x, α2x, α3x} and
cA−1 = (1, 1, 0)

1 0 0
−1
k
m− (m− k)α
k
(m− k)α
m
0 (m− k)α −k(m− k)α
m
 =
(
1− 1
k
,
m− (m− k)α
k
,
(m− k)α
m
)
.
Consequently cA−1 ≥ 0 by (2) and cA−11 = 1+ α by the definition of α. By Lemma 2.2, we have
CTLS = pn + sn = cx ≤ (cA−11)max{α1x, α2x, α3x} ≤ (1+ α)C∗.
The bound is tight for any pairs of k andm. If k = 1 or k = m− 1, consider the sequence withm− k jobs of sizem2 −m,
followed by k jobs of size m2 − m + 1. All jobs have hierarchy 2. Clearly, TLS must schedule the first m − k jobs on m − k
machines inM2 on average. Since
Tj ≤ Tn = (m− k)(m2 −m)+ k(m2 −m+ 1) < m(m2 −m+ 1) = mpmaxj
and
(m2 −m)+ (m2 −m+ 1) =
(
1+ m
2 −m
m2 −m+ 1
)
(m2 −m+ 1) = (1+ α)LBj
for anym− k+ 1 ≤ j ≤ m, one of the last k jobs will be scheduled on some machine inM2. Hence, CTLS = 2m2 − 2m+ 1.
In the optimal schedule, each job is scheduled on a different machine, then C∗ = m2 −m+ 1 and CTLSC∗ = 1+ α.
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If 2 ≤ k ≤ m−2, thenm ≥ 4 and km−m− k2 > 0. Consider the sequence withm− k jobs of size km−m− k2, followed
bym− k+ 1 jobs of sizem2 − km+ k2. All jobs have hierarchy 2. TLS still schedule the firstm− k jobs onm− kmachines
inM2 on average. Since
Tj ≤ Tn = (m− k)(km−m− k2)+ (m− k+ 1)(m2 − km+ k2) < m(m2 − km+ k2) = mpmaxj
and
(km−m− k2)+ 2(m2 − km+ k2) =
(
1+ m
2 −m
m2 − km+ k2
)
(m2 − km+ k2) = (1+ α)LBj
for any m − k + 1 ≤ j ≤ 2m − 2k + 1, TLS also schedules the first m − k jobs of size m2 − km + k2 on m − k machines
inM2 averagely. The last job will be scheduled on one machine inM2. Hence, CTLS = 2m2 − (k+ 1)m+ k2. In the optimal
schedule, jobs of sizem2− km+ k2 are scheduled onm− k+ 1machines separately. Jobs of size km−m− k2 are scheduled
on the remaining k− 1 machines on average. Thus
C∗ = max
{⌈
m− k
k− 1
⌉
(km−m− k2),m2 − km+ k2
}
= m2 − km+ k2
and C
TLS
C∗ = 1+ α. 
Note that
1+ m
2 −m
m2 − km+ k2 = 1+
1− 1m
( km − 12 )2 + 34
<
7
3
,
so the algorithm TLS has a smaller competitive ratio than the previous algorithms. On the other hand, TLS is unsatisfactory
for some pairs of k andm. Hence, we design another algorithm Split LS (SLS for short) for k ≥ 2 in the following.
Let l0 = m(k−1)m+k−2 and
l =
bl0c, if
k− 1
bl0c ≤
m− 1
m− dl0e ,
dl0e, otherwise.
Therefore, the definition of l ensures that l ≤ dl0e ≤ l0 + 1 = m(k−1)m+k−2 + 1 ≤ k and l ≥ bl0c = bm(k−1)m+k−2c ≥ 1. Moreover,
max
{
k− 1
l
,
m− 1
m− l
}
= min
{
k− 1
bl0c ,
m− 1
m− dl0e
}
. (8)
In fact, if k−1bl0c ≤ m−1m−dl0e , then l = bl0c ≤ l0 =
m(k−1)
m+k−2 . Hence,
max
{
k− 1
l
,
m− 1
m− l
}
= k− 1
l
= k− 1bl0c = min
{
k− 1
bl0c ,
m− 1
m− dl0e
}
.
The case of k−1bl0c >
m−1
m−dl0e can be proved similarly.
Algorithm SLS
1. Let j = 1.
2. If pj ∈ V1, schedule pj on {M1,M2, . . . ,Ml} by the LS rule.
3. If pj ∈ V2, schedule pj on {Ml+1, . . . ,Mm} by the LS rule.
4. If no new job arrives, stop. Otherwise, j = j+ 1, return step 2.
In fact, SLS splits machine set into two subsets. One of them is a subset ofM1. Jobs of two hierarchies are scheduled on
two subsets separately simply by the LS rule.
Theorem 3.2. Algorithm SLS has a competitive ratio of 1+min{ k−1bl0c , m−1m−dl0e } for any m and 2 ≤ k ≤ m− 1.
Proof. W.l.o.g., suppose pn determines the makespan. Then we have CSLS = pn + sn. If pn ∈ V1, then Tn1 ≥ pn + lsn. It
follows that C∗ ≥ LBn ≥ max{pn, pn+lsnk } by Lemma 2.1 and (1). Let c = (1, 1), x = (pn, sn)T and A =
(
1 0
1
k
l
k
)
, then
cA−1 = (1, 1)
(
1 0
− 1l kl
)
= (1− 1l , kl ). We can obtain
CSLS = cx ≤ (cA−11)max{α1x, α2x} ≤
(
1+ k− 1
l
)
C∗
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Table 2(a)
Illustration for the layers used in Theorem 4.1.
Layer Job hierarchy Number of jobs Job size
m ≤ 2k m > 2k
I 2 m m 1
II 1 m 2k 1
III 1 2k−m+ 1 1 3
by Lemma 2.2. If pn ∈ V2, we have Tn ≥ Tn2 ≥ pn + (m− l)sn. Thus C∗ ≥ LBn ≥ max{pn, pn+(m−l)snm } by Lemma 2.1 and (1).
Similarly, let c = (1, 1), x = (pn, sn)T and A =
(
1 0
1
m
m−l
m
)
, then cA−1 = (1, 1)
(
1 0
− 1m−l mm−l
)
= (1 − 1m−l , mm−l ). We can
obtain
CSLS = cx ≤ (cA−11)max{α1x, α2x} ≤
(
1+ m− 1
m− l
)
C∗
by Lemma 2.2. Hence, by (8),
CSLS
C∗
≤ 1+max
{
k− 1
l
,
m− 1
m− l
}
= 1+min
{
k− 1
bl0c ,
m− 1
m− dl0e
}
.
The following job sequences show that the bound is tight for any pairs of m and k. If k−1l >
m−1
m−l , the sequence contains
l(k − 1) jobs of size 1l , followed by one job with size 1. All jobs have hierarchy 1. Clearly, CSLS = k−1l + 1, C∗ = 1 and
CSLS
C∗ = 1 + k−1l . If k−1l ≤ m−1m−l , the sequence contains (m − l)(m − 1) jobs of size 1m−l , followed by one job with size 1. All
jobs have hierarchy 2. Obviously, CSLS = m−1m−l + 1, C∗ = 1 and C
SLS
C∗ = 1+ m−1m−l . 
Although SLS seems relatively simple, it definitely beats TLS for some pairs of k and m. For example, when k = 2, SLS is
2-competitive for anym ≥ 3, while the corresponding competitive ratio of TLS is greater than 2 ifm ≥ 5. For 3 ≤ k < √m,
we have k− 2 < l0 < k− 1. Thus
1+min
{
k− 1
bl0c ,
m− 1
m− dl0e
}
= 1+ m− 1
m− dl0e < 1+
m2 −m
m2 − km+ k2 ,
SLS also performs better than TLS.
4. Lower bounds
The sequences of jobs which are used for establishing lower bounds are divided into successive layers, denoted by I, II,
· · · . Jobs inside a layer have the same size and hierarchy. The layers are constructed such that in order to perform well, any
online algorithm has to schedule the first several layers in a special manner, and as a result, it cannot handle the jobs in the
last layer (usually contains only one job with largest size and hierarchy 1) very well. On the other hand, in order to derive
the upper bounds of the optimal makespan, feasible schedules, also for partial sequences which only contain first several
layers, should be given. We demonstrate them by using a simple expression. For example, 3×{II, 2IV} implies that in the
feasible schedule, there are 3 machines, each of which schedules one job of layer II and two jobs of layer IV. The completion
time of each machine can be calculated accordingly.
Theorem 4.1. For k ≥ 3 and m ≥ 32 (k+ 1), any online algorithm has a competitive ratio of at least 2.
Proof. If 32 (k+1) ≤ m ≤ 2k, we use the job sequence shown in Table 2(a). Clearly, in order to be better than 2-competitive,
any algorithm has to schedule the jobs in layer I on m machines evenly. Then layer II comes in. Jobs in layer II have to be
scheduled on kmachines ofM1. If there is some machine whose load achieves 4, then from Table 2(b), we get C∗ ≤ 2 and
CA
C∗ ≥ 2. Hence, we assume that all machines inM1 have a load at most 3. Furthermore, since there are m jobs of size 1 in
layer II to be scheduled on kmachines inM1, at leastm−kmachinesmust achieve the load 3. In other words, at most 2k−m
machines ofM1 have loads smaller than 3. Now layer III arrives. If no job in this layer is scheduled on those machines with
load 3, then all 2k− m+ 1 jobs in this layer have to be scheduled on at most 2k− mmachines. At least two of them must
be scheduled on the same machine, hence CA ≥ 6. If some jobs in this layer are scheduled on those machines with load 3,
CA ≥ 6 trivially holds. On the other hand, we know C∗ ≤ 3 from Table 2(b), thus the desired lower bound also holds. The
case ofm > 2k can be proved similarly. 
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Table 2(b)
Feasible solutions for partial layers.
Partial layers A feasible schedule for 32 (k+ 1) ≤ m ≤ 2k Makespan
M1 M2
I k×{I} (m− k)×{I} 1
I, II (m− k)×{2II}, (2k−m)×{I, II} (m− k)×{2I} 2
(2m− 3k− 3)×{2II}, (2k−m)×{3I},
I, II, III
(2k+ 2−m)×{3II}, (2k−m+ 1)×{III} (2m− 3k)×{2I} 3
Partial layers A feasible schedule form > 2k Makespan
M1 M2
I k×{I} (m− k)×{I} 1
I, II k×{2II} (m− 2k)×{I}, k×{2I} 2
I, II, III {III}, 2×{3II}, (k− 3)×{2II} (m− 2k)×{I}, k×{2I} 3
Table 3(a)
Illustration for layers used in Theorem 4.2.
Layer Job hierarchy Number of jobs Job size
m = 3 m ≥ 4
I 2 m 1 1
II 2 m x1 x2
III 1 2 5x
2
1+x1−1
2+2x1
3x22−1
2+2x2
IV 1 1 5x
2
1+x1−1
1+x1
3x22−1
1+x2
Theorem 4.2. For k = 2, any algorithm has a competitive ratio of at least
1+ 2x1
1+ x1 ≈ 1.801, m = 3;
1+ 2x2
1+ x2 ≈ 1.907, m ≥ 4.
where x1 ≈ 4.018 and x2 ≈ 9.730 are the roots of the equations 3x3−10x2−8x−1 = 0 and x3−9x2−7x−1 = 0 respectively.
Proof. We use sequences containing four layers in this proof. The number of jobs, the size and hierarchy of jobs in each
layer can be found in Table 3(a). We only prove the case of m ≥ 4 thoroughly, the case of m = 3 can be proved similarly.
The result can be obtained through the following steps.
(1) Jobs in layer I have to be scheduled onmmachines evenly. Otherwise, clearly we have C
A
C∗ ≥ 2.
(2) Jobs in layer II have to be scheduled onmmachines evenly. Otherwise, we have CA = 1+ 2x2 and C∗ ≤ 1+ x2 from
Table 3(b). Therefore C
A
C∗ ≥ 1+2x21+x2 .
(3) Jobs in layer III have to be scheduled on kmachines inM1 evenly. Otherwise,wehaveCA = 1+x2+2× 3x
2
2−1
2+2x2 =
4x22+2x2
1+x2 ,
while C∗ ≤ 2x2 from Table 3(b). Thus CAC∗ ≥ 1+2x21+x2 .
(4) Job in the last layer has to be scheduled on one machine inM1. Therefore, CA = 1+ x2+ 3x
2
2−1
2+2x2 +
3x22−1
1+x2 =
11x22+4x2−1
2+2x2 .
However, we get C∗ ≤ 3x22−11+x2 from Table 3(b). Hence we have C
A
C∗ ≥
11x22+4x2−1
6x22−2
= 1+2x21+x2 , where the last equality is due to the
definition of x2. 
Theorem 4.3. For k = 1, any algorithm has a competitive ratio of at least
1+ 2x3
1+ x3 ≈ 1.824, m = 3;
1+ 2x4
1+ x4 ≈ 1.848, m = 4, 5;
1+ 2x5
1+ x5 ≈ 1.829, m ≥ 6.
where x3 ≈ 4.686, x4 ≈ 5.570 and x5 ≈ 4.865 are the roots of the equations x3 − 4x2 − 3x− 1 = 0, x3 − 5x2 − 3x− 1 = 0
and x3 − 4x2 − 4x− 1 = 0, respectively.
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Table 3(b)
Feasible solutions for partial layers.
Partial layers A feasible schedule for k = 2,m = 3 Makespan
M1 M2
I, II 2×{I, II} {I, II} 1+ x1
I, II, III {I, III}, {2I, III} {3II} 3x1
I, II, III, IV {2III}, {IV} {3I, 3II} 5x
2
1+x1−1
1+x1
Partial layers A feasible schedule for k = 2,m ≥ 4 Makespan
M1 M2
I, II 2×{I, II} (m− 2)×{I, II} 1+ x2
I, II, III 2×{2I, III} 2×{2II}, (m− 4)×{I, II} 2x2
I, II, III, IV {IV}, {2III} 2×{2I, 2II}, (m− 4)×{I, II} 3x22−11+x2
Table 4(a)
Illustration of layers used in Theorem 4.3.
Layer Job hierarchy Number of jobs Job size
m = 3 m = 4, 5 m ≥ 6
I 2 m− 1 x3 x4 x5
II 2 1 1+ x3 1+ x4 1+ x5
III 2 m− 1 x23 − x3 x24 − x4 x25
IV 2 1 x23 + x3 x24 + x4 x25 + 2x5
V 1 1 2x23 − x3 2x24 − 2x4 2x25
Table 4(b)
Feasible solutions for partial layers.
Partial layers A feasible schedule form = 3 Makespan
M1 M2
I, II {II} 2×{I} 1+ x3
I, II, III {2I, II} 2×{III} x23 − x3
I, II, III, IV {IV} {2I, III}, {II, III} x23 + x3
I, II, III, IV, V {V} {I, 2III}, {I, II, IV} 2x23 − x3
Partial layers A feasible schedule form = 4, 5 Makespan
M1 M2
I, II {II} (m− 1)×{I} 1+ x4
I, II, III {III} {(m− 1)I, II}, (m− 2)×{III} ≤ 1+ 5x4
I, II, III, IV {IV} {2I, III}, {II, III}, (m− 3)×{I, III} x24 + x4
I, II, III, IV, V {V} {2III}, {IV}, (m− 4)×{I, III}, {3I, II, III} 2x24 − 2x4
Partial layers A feasible schedule form ≥ 6 Makespan
M1 M2
I, II {II} (m− 1)×{I} 1+ x5
I, II, III {II} (m− 1)×{I, III} x25 + x5
I, II, III, IV {IV} {2I, III}, {II, III}, (m− 3)×{I, III} x25 + 2x5
I, II, III, IV, V {V} {II, IV}, {2III}, {III, 3I}, (m− 4)×{I, III} 2x25
Proof. The sequences used in this theorem are given in Table 4(a). We only prove the case ofm ≥ 6 thoroughly, other cases
can be proved similarly. The result can be obtained through the following steps.
(1)m−1 jobs in layer I have to be scheduled onm−1 differentmachines ofM2. Otherwise, one job comeswith hierarchy
1 and size x5. Thus,M1 has two jobs scheduled on it, and CA ≥ 2x5. Clearly, C∗ ≤ x5. Thus CAC∗ ≥ 2.
(2) Job in layer II have to be scheduled on M1. Otherwise, we have CA = 1 + 2x5 and C∗ ≤ 1 + x5 from Table 4(b).
Therefore, C
A
C∗ ≥ 2x5+1x5+1 .
(3) m − 1 jobs in layer III are scheduled evenly on m − 1 machines in M2. In fact, if any two jobs of layer III are
scheduled on the same machine, we have CA ≥ x5 + 2x25. On the other hand, from Table 4(b), we have C∗ ≤ x25 + x5
and C
A
C∗ ≥ 2x5+1x5+1 . If a job of layer III is scheduled on M1, then a job with hierarchy 1 and size x25 + x5 arrives. It follows that
CA = (1+ x5)+ x25 + (x25 + 2x5) = 2x25 + 3x5 + 1 while C∗ ≤ x25 + 2x5, we have C
A
C∗ ≥
2x25+3x5
x25+2x5
>
1+2x5
1+x5 .
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(4) Job in layer IV must be scheduled onM1. Otherwise, C
A
C∗ ≥
2x25+3x5
x25+2x5
>
1+2x5
1+x5 .
(5) Job in the last layer have to be scheduled on M1. Therefore, CA = (1 + x5) + (x25 + 2x5) + 2x25 = 3x25 + 3x5 + 1.
Meanwhile, we know C∗ ≤ 2x25 from Table 4(b). Thus C
A
C∗ ≥
3x25+3x5+1
2x25
= 1+2x51+x5 , where the last equality holds because of the
definition of x5. 
5. Conclusion
This paper studied the online scheduling problem on m parallel identical machines with two hierarchies. There are k
machines with hierarchy 1 which can process all the jobs, while the remaining m − kmachines with hierarchy 2 can only
process jobs with hierarchy 2. We designed an online algorithm TLS with a competitive ratio of 1 + m2−m
m2−km+k2 . A relatively
simple algorithm SLS whose performance is better for some pairs of k and m was also proposed. We further studied lower
bounds of the problem for different pairs of k andm.
It is left as an open problem to design an optimal algorithm for any k andm. However, it could be extremely hard work.
Hence, we may divide the task into several subproblems. For example, to find lower bounds for k ≥ 3 and k + 1 ≤ m <
3
2 (k + 1), and to design an optimal algorithm for cases when k is small which is quite natural in real applications. We
conjecture that the competitive ratio of the optimal algorithm is no greater than 2 for any k andm.
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