In this paper we present branching algorithms for infinite classes of problems. The novelty in the design and analysis of our branching algorithms lies in the fact that the weights are redistributed over the graph by the algorithms. Our particular setting to make this idea work is a combination of a branching approach with a recharging mechanism. We call it Branch & Recharge. To demonstrate this approach we consider a generalized domination problem.
Introduction
Exact exponential time algorithms solving NP-hard problems have been studied extensively in the last decade. Dynamic Programming, Inclusion-Exclusion and Branch & Reduce are the most important techniques to design and analyze such algorithms. For an introduction to exact algorithms we refer to Woeginger's survey [25] . Many exact exponential time algorithms for NP-hard problems are branching algorithms. By now the use of sophisticated measures when analyzing the running time of branching algorithms is a wellestablished technique which is often called Measure & Conquer (see e.g. [1, 6, 9, 10, 11] ).
The typical branching algorithm consists of some branching and reduction rules. Usually the correctness of the algorithm is straightforward, but its running time analysis not. Very often to improve the analysis of the algorithm the following approach is used. We assign different weights to the input elements according to some rules. Say the input is a graph. Then we can assign a weight to each vertex of the graph and introduce the measure of the graph as the sum of the weights of all its vertices. One may normalize the measure such that all weights are reals of [0, 1] , and thus every instance of a subproblem generated by the branching algorithm has a non negative measure at most |V | = n, i.e. the number of vertices of the input graph. Let us emphasize that the measure is a tool to analyze the running time. There is neither weight nor measure in the description of such algorithms. The usage of Measure & Conquer is in the analyses of algorithms. It was shown in [11] that introducing measure in the analyses of branching algorithm can lead to substantial improvements in the time analysis. Indeed Measure & Conquer is one of the best methods available to analyze branching algorithms.
Given the power of measures and weights when analyzing branching algorithms, why do we use measures and weights only to support running time analysis? Why should it not be possible to incorporate the weights in the branching algorithm? This natural idea was our original motivation.
The main goal of this paper is to introduce the new approach which we call Branch & Recharge. Like in Measure & Conquer, weights are assigned to the vertices of the input graph. Branching is essentially done in a simple way such that the measure of an instance obtained by branching is smaller than the measure of the original instance. This decrease is used to obtain branching vectors and running time in a simple way. The major novelty is a redistribution of the weights called recharging, done whenever it becomes necessary.
We demonstrate the Branch & Recharge approach by applying it to generalized domination problems.
Generalized Domination
We consider finite undirected graphs without loops or multiple edges. Thus a graph is a pair G = (V (G), E(G)) where V (G) is the (finite) set of vertices and E(G) the set of edges. The size of G is the number of vertices, and throughout the paper we reserve n = |V (G)| to denote this quantity. We call two vertices u, v adjacent if they form an edge, i.e., if uv ∈ E(G). The open neighborhood of a vertex u ∈ V is the set of the vertices adjacent to it, denoted by N (u) = {x : xu ∈ E}. A set of vertices S ⊆ V (G) is dominating if every vertex of G is either in S or adjacent to a vertex in S. Finding a dominating set of the smallest possible size belongs to the most important optimization problems on graphs. Many generalizations have been studied, such as independent dominating set, connected dominating set, efficient dominating set, etc. (cf. [18] ).
In [24] , Telle introduced the following framework of domination-type graph invariants (see also [17, 19] ). Let σ and be two nonempty sets of nonnegative integers. A vertex subset S ⊆ V (G) of an undirected graph G = (V (G), E(G)) is called a (σ, )-dominating set of G if |N (v) ∩ S| ∈ σ for all v ∈ S and |N (v) ∩ S| ∈ for all v ∈ V \ S. The following table shows a sample of previously defined and studied graph invariants which can be expressed in this framework. σ (σ, )-dominating set N 0 N dominating set {0} N 0 independent set {0} {1} 1-perfect code {0} {0, 1} strong stable set {0} N independent dominating set {1} {1} total perfect dominating set Table 1 : Examples of (σ, )-dominating sets. Here N denotes the set of positive integers and N 0 = N ∪ {0}. Our Branch & Recharge enumeration algorithms apply to the lower four problems.
When studying algorithmic complexity of problems on (σ, )-dominating sets the following decision, search and counting problems are of interest.
∃(σ, )-DS: Does an input graph G contain a (σ, )-dominating set?
Enum-(σ, )-DS: Given a graph G, list all (σ, )-dominating sets of G.
#-(σ, )-DS: Given a graph G, determine the number of (σ, )-dominating sets of G.
Max-(σ, )-DS: Given a graph G, find a (σ, )-dominating set of maximum size.
Min-(σ, )-DS: Given a graph G, find a (σ, )-dominating set of minimum size.
Obviously, the enumeration problem Enum-(σ, )-DS is the most difficult one, since as soon as we have all (σ, )-dominating sets in a list, we can quickly see if the list is nonempty (and hence answer the ∃(σ, )-DS problem), we can also compare the sizes of the listed sets to answer the minimization and maximization questions, and we can quickly count the number of listed sets. However, maybe slightly surprisingly, already the existence problem is NP-complete for many parameter pairs σ and , including some of those listed in Table 1 (1-perfect code and total perfect dominating set). In fact, Telle [24] proves that ∃(σ, )-DS is NP-complete for every two finite nonempty sets σ, such that 0 ∈ . Complexity results on partitioning graphs into (σ, )-dominating sets can be found in [19] . More complexity results on ∃(σ, )-DS restricted to special graph classes and also from the fixed parameter complexity point of view are presented in [13, 14, 15] .
The main contribution of the paper is the presentation of a new approach to design and analyze branching algorithms. The novelty is that weights are redistributed over the graph. We call this approach Branch & Recharge. It may also be seen as combination of a branching algorithm with a recharging mechanism which was inspired by recharging techniques in proofs of graph coloring theorems.
The application of the new method to generalized domination problems establishes two main results. Firstly, we present a O * (c n )-time 1 algorithm for the Enum-(σ, )-DS problem, where the constant c < 2 depends on σ and , for a fairly wide class of parameter sets σ and . Secondly, an upper bound on the running time of an enumeration algorithm immediately implies an upper bound on the number of enumerated objects. Thus our Branch & Recharge algorithm has a combinatorial corollary that every isolate-free graph with n vertices contains at most O * (c n ) (σ, )-dominating sets (under the same assumptions on σ and ).
The relation of exact exponential time algorithms and combinatorial upper bounds is interesting in its own. For several moderately exponential-time algorithms, the running time analysis is based on combinatorial theorems bounding the number of certain objects. For example a number of coloring algorithms are based on bounds on the number of certain maximal independent sets and bipartite subgraphs in a graph [3, 4, 5, 21] and the algorithm for domatic number in [2] is based on a bound for the number of minimal dominating sets.
From the other side, the time analysis of a branching algorithm might provide the proof of combinatorial upper bounds. The most famous combinatorial result of this type is the well-known Moon-Moser theorem stating that the maximum number of maximal cliques (resp. maximal independent sets) of an n-vertex graph is 3 n/3 [22] (while its original proof is combinatorial it can be easily turned into a branching algorithm enumerating all maximal independent sets). Techniques inspired by the analysis of exact algorithms were later used to obtain the bounds on the number of minimal dominating sets, minimal feedback vertex sets, and maximal r-regular subgraphs among others [6, 12, 16] . In general, moderately exponential-time algorithms and their analysis seem to be useful tools to obtain such combinatorial results (up to a polynomial factor).
Our paper is organized as follows. In Section 2 we present basic observations on (σ, )-dominating sets and also discuss our conditions imposed on the parameter sets σ and . In Section 3 our Branch & Recharge algorithms are presented and their running time analysis is given. Combinatorial upper and lower bounds on the number of (σ, )-dominating sets are discussed in Section 4.
Preliminaries and the Main Combinatorial Theorem
In this paper we present Branch & Recharge algorithms enumerating all (σ, )-dominating sets in an n-vertex graph. A trivial brute-force algorithm trying all possible subsets and checking (we assume here that the check whether an integer is in σ or ρ can be performed in polynomial time) if a given subset is a (σ, )-dominating set, works in time O * (2 n ). It is easy to show that in general case, there is no enumeration algorithm better than O * (2 n ). This is because a graph on n vertices may contain as many as 2 n (σ, )-dominating sets, e.g., if 0 ∈ σ ∩ , then the edgeless graph does. Another less trivial example is σ = = {0, 1, . . . , d}, since then any set of vertices in a graph of maximum degree d is a (σ, )-dominating. Therefore, no enumeration algorithm significantly faster than Θ(2 n ) for the general case of (σ, )-domination is possible.
Before discussing the choice of the conditions on the parameter sets σ and let us emphasize that our priority is the presentation of Branch & Recharge on interesting problems. Nevertheless we have tried to make the framework work for as large as possible parameter sets σ and . We call a set of integers successor-free if it contains no pair of consecutive integers. In the rest of the paper we use the notation p = max σ and q = max (with p = ∞ if σ is infinite, and q = ∞ if is infinite). We denote by N the set of positive integers and by N 0 the set of nonnegative integers.
The crucial technical condition required by our algorithms is the successor-freeness of σ. It is used to make sure that whenever needed recharging is possible. However, simple examples show that even this condition is too general. For example, when σ is the set of even integers and the set of odd integers, then the complete graph G = K n contains 2 n−1 (σ, )-dominating sets (every odd subset of vertices is one), and yet σ and are successor-free and disjoint (but both are infinite). Similarly, for σ = {0} and = N 0 (σ successor-free and finite, but σ and are not disjoint), the star K 1,n−1 contains 2 n−1 + 1 (σ, )-dominating sets.
Another observation concerns disconnected graphs. The number of (σ, )-dominating sets in a graph is equal to the product of the numbers of (σ, )-dominating sets in its connected components. Hence it would suffice to consider connected graphs. However, the analysis of our algorithm also works for isolate-free input graphs (i.e., graphs without isolated vertices), which is more interesting for the main combinatorial result of our paper:
If σ is successor-free and either both σ and are finite, or one of them is finite and σ∩ = ∅, then every isolate-free graph contains at most O * (c n ) (σ, )-dominating sets, where c = c σ, < 2 is a constant depending on σ and . Moreover, all the (σ, )-dominating sets can be enumerated in time O * (c n ) (where c is the same constant).
It is worth noting that the constant c depends only on p = max σ and q = max . Furthermore we emphasize that the Branch & Recharge algorithms provide explicitly the currently best known constants c = c σ, (and not only the proof that some constant smaller than 2 can be achieved). Recent results of Gupta et al. [16] give an enumeration algorithm as well as upper and lower bounds on the number of maximal r-regular subgraphs in a given graph. Induced r-regular subgraphs are ({r}, N 0 )-dominating sets, and thus this result is somewhat related to our work.
Finally we would like to mention that our running time analysis uses standard tools for the worst-case running time analysis of branching algorithms (with very simple branching vectors).
To sketch the main ideas, let us consider a branching rule that, when applied to an instance of weight k, branches into t ≥ 2 subproblems such that the weight of the instance on subproblem i is at most k − k i , i ∈ {1, 2, . . . , t}, where k 1 , k 2 , . . . k t are positive reals. Then we say that this branching rule has the branching vector (k 1 , k 2 , . . . , k t ). The running time of a branching algorithm on an instance of weight k that applies (only) this branching rule can be obtained by solving the linear recurrence
Solutions of such linear recurrences can be determined by using the roots of the characteristic polynomial
In the case of recurrences established by branching algorithms it is known that the characteristic polynomial has a unique positive real root c and that the running time of the branching algorithm is O * (c k ). This c is also called the branching factor of the branching vector (k 1 , k 2 , . . . , k t ).
We refer to a textbook of Discrete Mathematics as e.g. [23] for an introduction to solving linear recurrences. Concerning the use of linear recurrences in the analysis of branching algorithms we refer to [25] for an easy to read introduction and to [20] for a comprehensive presentation.
Branch & Recharge Algorithms
The overall presentation of our algorithm will be somewhat different from the one of typical branching algorithms since the changes of the weights are explicitly specified. We do need such a careful algorithm description since details are crucial for the correctness of the algorithm and the time analysis. Though the algorithms do not need the weights for their execution, the treatment of the weights is crucial for the correctness of the time analysis by recharging. Indeed the correctness proofs are difficult and need a careful analysis of how the weights will change during an execution of the algorithm. On the other hand, the running time analysis becomes easy since it is based on one or two branching vectors only.
We present two Branch & Recharge algorithms (called A and B) depending on conditions on σ and . First we describe some common and fundamental features of the two Branch & Recharge algorithms. A full description, correctness proofs and time analysis will be given separately in the subsequent subsections.
Case A: σ successor-free, σ and finite (subsection 3.1).
Case B: σ successor-free, either σ or finite, σ ∩ = ∅ (subsection 3.2).
Let us mention that three of the problems of Table 1 satisfy the conditions of Case A (1-perfect code, strong stable set, total perfect dominating set) and that two of the problems satisfy the conditions of Case B (1-perfect code, independent dominating set). Furthermore, no enumeration algorithm of running time O * (c n ) with c < 2 can be achieved for the problems dominating set and independent set, since a complete graph on n vertices has 2 n − 1 dominating sets and the star K 1,n−1 has 2 n−1 + 1 independent sets.
The key idea of the Branch & Recharge algorithms is to enumerate all (σ, ) dominating sets by one or two simple branching rules. Using weights on the vertices and operations on the weights, like decreasing and redistributing weights, only one or two branching vectors are needed. This implies a simple running time analysis based on the tools described in the previous section.
Initially every vertex v ∈ V (G) of the isolate-free input graph G = (V (G), E(G)) is assigned weight w(v) = 1, and thus the total weight of the input graph is w(G) = v∈V w(v) = n. The weight of a vertex will always be a real between 0 and 1, and thus the total weight of any graph treated by the algorithm is at most n.
The Branch & Recharge algorithm recursively builds candidate sets S for (σ, )-dominating sets in G by calling for a candidate vertex v the procedure SigmaRho which consists of three subroutines: Forcing (which identifies vertices that must or must not be placed in S), Recharge (which prepares the ground for the subroutine Branch by sending charges from vertices to other vertices such that the weight of v is recharged to the value 1), and Branch (which either selects or discards the candidate vertex v; the core of the algorithm, as it is responsible both for the exponential running time of the algorithm and for the base of the exponential function). All these subroutines and the procedure work with the same graph G and leave it unchanged, and with a global variable L which is the list of candidate sets S. Their parameters are S (containing the vertices selected for the candidate set), S (containing the vertices discarded from the candidate set), the weight function w : V → [0, 1] and an auxiliary directed graph H which is an orientation of a spanning subgraph of G (H is tracking the recharging moves). Moreover, Forcing, Recharge and Branch are called on a particular free vertex v, i.e. v has not been allocated to S or S yet.
Vertices belonging to S ∪S are called allocated. Free vertices keep nonnegative weights. All allocated vertices have weight zero. Once a vertex is allocated in S (we say it is selected) or in S (we say it is discarded) it never changes its status during further calls. At every stage of the algorithm a vertex is called free if it does not belong to S ∪ S.
It should be noted that these algorithms require exponential space (as they are given), but such space is needed only to keep the global variable L which contains the list of all candidate sets S. If we do not need this list then for every candidate set S, we can check whether this is really a (σ, )-dominating set, and consider it immediately after it has been generated (send it to the output, count it, compare it with current minimum and maximum sets). So the correspondingly modified algorithm uses only polynomial space. Finally we like to mention that no treatment of multiples is needed, since both of our algorithms produce a fixed (σ, )-dominating set S only once; due to the branching rules used in the algorithms. 
Algorithm A
Throughout this subsection we assume that σ and are finite, and also that σ is successorfree (Case A). Recall that p = max σ and q = max . If σ = = {0}, then for every isolatefree graph the empty set is the unique (σ, )-dominating set. Hence we may assume that max{p, q} > 0.
Before presenting our Branch & Recharge algorithm A and its correctness proof in details, let us sketch some of the main ideas of Branch & Recharge with emphasis on the updates of the weights. The key idea of algorithm A is to guarantee that in any branching step on a chosen vertex v the measure, i.e. the total weight, of the instance decreases by at least 1 when v is discarded, and it decreases by at least 1 + when v is selected. Here = 1 max{p,q} > 0 is a constant dependent on p and q only. Therefore the branching vector (1, 1 + ) with > 0 immediately implies that the running time is O * (c n ) where c is the branching factor of (1, 1 + ). Decreasing the total weight is achieved by first recharging the weight of v to 1 if necessary. If v is discarded its weight is set to 0; otherwise (i.e., if v is selected) the weight of v is set to 0 and the weight of some neighbor w of v is decreased by . (It may help to think of this as if vertex v ∈ S borrowed an from its neighbor w.)
This demonstrates an advantage of Branch & Recharge: one may use weights to guarantee a certain branching vector.
The idea of the forcing procedure is to allocate vertices or halt (since no solution can be found) if certain obvious conditions are fulfilled. For example, if a free vertex u has negative weight then it has lent more than max{p, q} charges to neighbors in S, and thus it has more than max{p, q} neighbors in S, which is impossible; hence no solution can be found in this instance and the subroutine halts. The forcing is a kind of cleaning procedure that is needed to guarantee that recharging is always possible.
Finally
. This is the underlying idea of recharging in algorithm A. A proof that this recharging is always possible needs a more careful study of the weights in instances of a subproblem and will be given later. On the left side, a vertex v gave 5 to some neighbors being in S, namely w 1 , w 2 , w 3 , w 4 and w 5 . Due to the successor-freeness property of σ, each w i , i ∈ {1, . . . , 5}, has a free neighbor u k , k ∈ {1, . . . , 5} (otherwise, v would be forced by a reduction rule and thus not free when attempting to branch on). The value of ensures that each free vertex u k has a weight being no smaller than (otherwise, such a vertex would have more neighbors in S than allowed by σ and ). On the right side, the vertex v is recharged: Instead of giving 's to the w i 's, the 's are given by the u k 's to the w i 's. The redistribution of the weights leads to w(v) = 1.
The correctness proof of our Branch & Recharge algorithm needs a detailed description of algorithm A, thus we describe it in pseudocode (the global variable L and the input graph G are not listed in the preamble). Note that whenever a charge is sent from one vertex to another along an edge of H, its value is equal to . We shall prove later that the outdegree of a vertex in H is at most max{p, q}, and thus no vertex ever gets a negative weight.
Algorithm Main-EnumSigmaRho-A(G)
Prepossessing : Choose an arbitrary vertex v 1 and order the vertex set of G in a BFS ordering B :
if there is no free vertex then L := L ∪ {S} else let v be the last free vertex in the BFS ordering 
Comment : Note that w 1 , . . . , w t are distinct vertices, while u 1 , . . . , u t need not be. Note that {u 1 , u 2 , . . . u t } ∩ {w 1 , . . . , w t } = ∅ since all w i 's are allocated, and thus not free, when the subroutine is called. If some u is the chosen free neighbor of several, say k, vertices from w 1 , . . . , w t , then its weight drops by k and also k edges starting in u are Having described the recursive procedure and its subroutines, the entire algorithm named Main-EnumSigmaRho-A (see above) can be formalized as one call of the recursive procedure (and necessary prepossessing and final check of the items in the candidate list). See Lemma 9 for a further discussion of crucial properties of the procedures and their interplay.
The correctness of the algorithm follows from the following lemmas, from the fact that it branches on each vertex whose membership in S or S is not forced, and since each set S of L is explicitly checked for being (σ, )-dominating.
Lemma 2. (Weights and charges) (i) An allocated vertex v has always weight w(v) = 0.
(ii) At the time of each call of the SigmaRhoA procedure, the weight of a free vertex x is w(x) = 1 − d , where d is the outdegree of x in H.
(iii) Whenever any of the subroutines has been terminated, the oriented graph H is a disjoint union of out-oriented stars, and xy ∈ E(H) implies that y ∈ S.
(iv) The weight of a free vertex x is always nonnegative: w(x) ≥ 0.
Proof. (i) Weight of allocated vertices.
The weight of a vertex allocated to S or S becomes 0 at the time of allocation and remains unchanged afterwards.
(ii) The weight of free vertices. At the beginning the weight of every vertex is 1, and also H is edgeless, so the outdegree of every vertex is 0 (in H). The invariant follows by induction on the number of recursive calls. The weights of free vertices are changed in the RechargeA and BranchA subroutines, and in each case the multiple of subtracted from (or added to) the weight of the vertex is the same as the number of oriented edges starting in the vertex that are added to (deleted from, respectively) H.
(iii) The shape of H. First it is worth noting that the charge sent along an edge of H is always of value . Clearly, at the beginning of algorithm A the oriented graph H is edgeless. It gets modified in the RechargeA and BranchA subroutines. When recharging, an edge vw i may be replaced by an edge u i w i in H. When branching on v and selecting v, the edge uv is added to H. Therefore, the endpoint of an edge in H is always a vertex allocated to S and every vertex of S is the end vertex of at most one edge of H.
On the other hand, the start point of an edge added to H is always a free vertex at the time when the edge is added to H. However ForcingA might later allocate such a free vertex while keeping the edge in H. Thus H may contain an edge with a start vertex x ∈ S and an end vertex y ∈ S. However in this case x has been allocated to S by forcing, and there has never been a branching on x. Consequently no edge of H has end point x. Therefore, H is indeed a union of out-oriented stars.
(iv) Weights of free vertices are nonnegative. A free vertex, say x, would have weight less than 0 only if it had outdegree t > max{p, q} in H. But then x must have t neighbors in S. Certainly at the beginning of the first call of SigmaRhoA, no such vertex exists. The number of S-neighbors may get raised during the first part of the ForcingA subroutine, but that is immediately discovered by the second part of the subroutine and the execution is halted. The only other possibility is during the second part of the BranchA subroutine, when v is selected into S. If there is a free neighbor x of v such that x has outdegree t > max{p, q} in H, when calling SigmaRhoA, then the free vertex x had exactly max{p, q} neighbors in S at the previous call of the ForcingA subroutine. Hence v would have been placed into S, and never been considered for branching. Consequently w(x) < 0 for a free vertex is impossible. Proof. If ForcingA halts because some x has more than max{p, q} neighbors in S, then such an S cannot be a subset of any (σ, )-dominating set
ForcingA halts because some x ∈ S has a unique free neighbor, but neither
Lemma 4. (Necessity)
If at some stage, with current values of S, S, ForcingA wants to place x in S (resp. in S), then for every (σ, )-dominating set in G such that S ⊆ M ⊆ V \ S, it holds that x ∈ M (resp. x ∈ M ).
Proof. Assume that M is a (σ, )-dominating set such that S ⊆ M ⊆ V \ S. Suppose that v is adjacent to a free vertex x such, that |N (x) ∩ S| = max{p, q}. If v ∈ M then |N (x) ∩ M | > max{p, q} and this is impossible, so v ∈ M . Suppose now that v is the unique neighbor of x ∈ S and |N (x) ∩ S| ∈ σ. Then |N (x) ∩ S| + 1 ∈ σ because σ is successor-free. Thus v cannot be in M , since then
Similarly, |N (x) ∩ S| + 1 ∈ σ implies |N (x) ∩ S| ∈ σ and v must be in M , since it is the only possible additional M -neighbor of x. The ForcingA subroutine guarantees that no S-neighbor of v has v as its only free neighbor. This is crucial for the algorithm since it guarantees that recharging is possible. In RechargeA, for all i = 1, 2, . . . , t, vw i is an edge of H and hence w i ∈ S. But then each w i has another free neighbor and RechargeA does not get stuck.
For the BranchA subroutine, we note that vertices of G get allocated into S or S only when we attempt to branch on them (in the preceding ForcingA subroutine, or in BranchA itself). Thus the vertices are allocated in the reverse BFS ordering. Therefore when v is the last free vertex in the BFS ordering of the vertex set of G, either v = v 1 is the root (and then we do not bother checking anything and just add both S and S ∪ {v} to the candidate list L) or v has a predecessor u in the BFS tree of G. This u comes earlier in the BFS ordering of G, hence was not attempted to branch on yet, and hence is free at the time when v is processed.
Analysis of the running time. The weight of an instance (G, w, S, S, H) is w(G) = v∈V w(v). In each branching on a vertex v the measure of the input decreases by 1 when discarding v, and it decreases by 1 + when selecting v. In the standard terminology of branching algorithms this implies that the branching vector is (1, 1 + ) . The running time of each execution of SigmaRhoA (without recursive calls) is polynomial, and so the total running time is O * (T ) where T is the number of leaves of the search tree. Note that each (σ, )-dominating set corresponds to one leaf of the search tree.
Let T [k] be the maximum number of leaves of the search tree that any execution of our algorithm may generate on a problem instance of weight k. Due to the branching vector we obtain:
Thus the number of (σ, )-dominating sets (which is bounded from above by T [n]) in an isolate-free graph on n vertices is O * (c n ), and the running time of our algorithm that enumerates all of them is O * (c n ), where c is the largest real root of the characteristic polynomial
The table shows the base of the exponential function bounding the running time of our algorithm for some particular values of ϕ = max{p, q}. As can be expected, c converges to 2 when ϕ converges to infinity (and converges to 0). This is easily seen from the characteristic polynomial, which converges to x − 2 = 0.
Algorithm B
Now we assume that σ is successor-free, at least one of the sets σ and is finite, and σ ∩ = ∅ (case B). Recall that p = max σ and q = max . Algorithm B demonstrates the potentials of our approach. Contrary to algorithm A of the previous subsection, the recharging and the branching in algorithm B are more sophisticated. Instead of being the unique value of a charge, various values of charge might be sent now (along an edge of H). Therefore we denote the charge of an edge e ∈ E(H) by a(e). Thus a(xy) is the charge sent from vertex x to vertex y along the edge xy ∈ E(H).
To discuss the major refinement in algorithm B compared to Algorithm A, let us consider the subroutine BranchB. When branching on a free vertex v its weight w(v) is equal to 1 which is guaranteed by the subroutine RechargeB. In algorithm A there is one way of branching and one way to send a necessary charge of from a free neighbor. In algorithm B there are two ways of branching. Firstly either v is discarded and the weight of the instance is decreased by 1, or v is selected and the weight of the instance is decreased by 1 + by sending v a charge 1 from one free neighbor (in G) and a charge 2 from another free neighbor (in G) such that = 1 + 2 . Hence the branching vector is (1, 1 + ) . Secondly, if v has only one free neighbor then the weight of v will be increased by a charge of 3 sent by its unique free neighbor, and this happens when v is selected and also when v is discarded. Hence the branching vector is (1 + 3 , 1 + 3 ) .
Although the value of will be fixed later as to minimize the constant c (depending on p and q) and thus the upper bound on the running time, some constraints concerning the choice of and i for i = 1, 2, 3 are crucial for the correctness proof and need to be mentioned here. We set δ = 1 1+min{p,q} , a natural value in such a Branch & Recharge algorithm. Then is chosen such that it satisfies the inequality δ < ≤ δ + δ 2 = 2+min{p,q} (1+min{p,q}) 2 . The values of 1 and 2 will depend on the vertex v on which the algorithm branches. The only conditions to be satisfied are 1 (v) + 2 (v) = and 0 < 1 (v)
The reason for choosing the value of 3 in this way will become clear in the analysis (see Lemma 6 (iv)).
We will now describe the details our Branch & Recharge algorithm B in pseudocode. (ii) At the time of a call of the SigmaRhoB procedure, every vertex of H has indegree at most two, and either indegree or outdegree zero. After the termination of any ForcingB subroutine, x free and xy ∈ E(H) implies y ∈ S.
(iii) At the time of each call of the SigmaRhoB procedure, the weight of a free vertex x satisfies w(x) ≥ 1 − d , where d is the outdegree of x in H. Furthermore after the termination of any ForcingB subroutine, w(x) ≥ 1 − dδ for each free vertex x.
(iv) The weight of a free vertex is always nonnegative. Furthermore, after the termination of any ForcingB subroutine, w(x) ≥ δ for each free vertex x.
Proof. (i) The weight of allocated vertices. The weight of a vertex allocated to S or S becomes 0 at the time of allocation and remains unchanged afterwards.
(ii) The shape of H. At the beginning, H is edgeless. It is modified only in the RechargeB and BranchB subroutines. When recharging, either (in the first part) edge vz i is replaced by edge xz i , or (in the second part) edge vz i is removed. When branching, in the first type of branching, when v is discarded then H remains unchanged, when v is selected then two edges xv and yv are added to H. In the second type of branching, an edge xv is added to H, no matter whether v is discarded or selected.
Clearly allocated vertices have out-degree 0. Furthermore, if xy ∈ H then y is allocated. Thus free vertices have indegree zero in H. Thus, when calling SigmaRhoB for a free vertex v, the indegree of v in H is zero. Therefore at the termination of BranchB the indegree of the now allocated vertex v is at most two. Only recharging may add an edge xy to H where y is allocated, however this never increases the indegree of such a vertex y. Consequently allocated vertices have indegree at most two in H.
We have seen that if xy ∈ E(H) then y is allocated. Suppose that y ∈ S. Such an edge is only added to H in case of a second type branching. Hence x was the unique free neighbor of y when y was allocated to S by branching and the edge xy was added to H. Since y was chosen as a free vertex with maximum number of free neighbors, the vertex x has no free neighbor after the allocation of y. Hence the next call of the ForcingB subroutine will select or discard x (or halt).
(iii) The weight of free vertices. As already discussed any charge a(xy) assigned to an edge xy of H during BranchB has value at most δ. A higher charge can only be assigned to an edge during the second part of RechargeB: x is a free neighbor of z i , vz i ∈ E(H) and xz i ∈ E(H). This implies z i ∈ S, as shown above, and a(vz i ) + a(xz i ) = since only the first type of branching creates two charges sent to z i . Consequently the charge assigned to xz i during the recharging is . Thus any charge sent along an edge of H is at most . Consequently
As pointed out, a(xy) > δ only if y = z i and the RechargeB subroutine is called for the free vertex v adjacent to z i . Hence after executing RechargeB, the vertex x is the unique free neighbor of z i , and thus in the next call of ForcingB it will select or discard x (or halt). Hence w(x) = 1 − xy∈E(H) a(xy) ≥ 1 − dδ for each free vertex x after the execution of ForcingB.
(iv) Weights of free vertices are nonnegative. Let x be a free vertex at the time of calling SigmaRhoB. Let us consider the execution of the previous SigmaRhoB that had been called for some vertex v = x. Note that v has been allocated during its execution. Let d be the outdegree of x in H and let xz i ∈ E(H) for i = 1, 2, . . . d. By (ii), all z i 's are allocated and even more, at most one might be allocated to S (by a second type branching in the previous call of SigmaRhoB; since the next call of ForcingB would allocate x or halt).
The vertex x had t ≤ min{p, q} neighbors w 1 , w 2 , . . . w t in S when the previous call of ForcingB was terminated, otherwise the subroutine would have allocated x or halted. Let us consider this particular moment during the execution of algorithm B. By (iii), w(x) ≥ 1 − dδ, where d is the outdegree of x in H, and by (ii), the endpoint of an edge belongs to S if its starting point is a free vertex, and thus d ≤ t. Furthermore, any charge sent along an edge of H is at most δ = Now we consider the RechargeB subroutine when called for v. Clearly z i ∈ S. In the first part an edge xz i is added and the former charge a(vz i ) ≤ δ is assigned to it. Since z i ∈ S, all other at most t − 1 S-neighbors of x are endpoints of an edge from x with charge at most δ (if any) and thus w(x) ≥ 1 − (min{p, q} − 1)δ = 2δ > 0. In the second part the edge vz i is deleted and the charge of xz i is increased to . Hence
Finally we consider the BranchB subroutine when called for v. In the first type of branching there are two free vertices x and y and edges xv and yv are added when selecting v. As we have shown, when calling BranchB for v, both free vertices x and y have weight at least δ − δ 2 . The vertices x and y need to recharge v by a value of δ in total. Their common weight w(x) + w(y) ≥ 2δ − 2δ 2 is greater than or equal to δ if δ ≤ 1/3; and this is the case since x has at least two S-neighbors. In the second type of branching an edge xv with charge 3 for a free vertex x is added. As shown above, w(x) ≥ 1 − (min{p, q} − 1)δ − ≥ 2δ − . The following justifies our choice of 3 . We need that 3 ≤ 2δ − to guarantee w(x) ≥ 0. Since δ < we obtain δ(min{p, q} − 1) < (min{p, q} − 1). Therefore 3 = δ + δ min{p, q} − min{p, q} ≤ 2δ − ≤ w(x).
Summarizing for a free vertex x we have w(x) ≥ 0 at any time of the execution of the algorithm.
The next two lemmas show the correctness of ForcingB. Proof. If ForcingB halts because some x has more than max{p, q} neighbors in S, then such an S cannot be a subset of any (σ, )-dominating set
ForcingB halts because some y ∈ S has a unique free neighbor z, but neither |N (y) ∩ S| nor |N (y) ∩ S| + 1 are in σ, then no M containing S is a (σ, )-dominating set since |N (y) ∩ M | equals |N (y) ∩ S| or |N (y) ∩ S| + 1, depending on whether z ∈ M or not. If the subroutine halts because for some free vertex u without any free neighbor, |N (u) ∩ S| is neither in σ nor in , then no superset M of S can be a (σ, )-dominating set since u can be neither in M nor outside it.
Lemma 8. (Necessity) If at some stage, with current values of S, S, ForcingB wants to place x in S (resp. in S), then for every (σ, )-dominating set in G such that S ⊆ M ⊆ V \ S, it holds that x ∈ M (resp. x ∈ M ).
Suppose x is free and |N (x) ∩ S| > p (and ≤ q since the subroutine did not halt in the previous step), x cannot be in M because then |N (x) ∩ M | ≥ |N (x) ∩ S| > p = max σ and |N (x) ∩ M | could not be in σ. If x free and |N (x) ∩ S| > q, then x cannot be outside M because then |N (x) ∩ M | ≥ |N (x) ∩ S| > q = max and |N (x) ∩ M | could not be in .
Suppose z is the unique free neighbor of y ∈ S. If |N (y)∩S| ∈ σ then |N (y)∩S|+1 ∈ σ because σ is successor-free. Thus z cannot be in M , since then |N (y)∩M | = |N (y)∩S|+1 ∈ σ. Similarly, if |N (y) ∩ S| + 1 ∈ σ then |N (y) ∩ S| ∈ σ and z must be in M , since it is the only possible additional M -neighbor of y ∈ S.
Finally, suppose that u is a free vertex with no free neighbor. Then |N (u) ∩ M | = |N (u) ∩ S| and the membership of u in M is uniquely determined since σ ∩ = ∅.
Lemma 9. (Correctness)
The subroutines RechargeB and BranchB can always be executed. Whenever algorithm B changes the weight of an instance (G, S, S, w) by ForcingB or BranchB then the weight of the instance never increases.
Proof. The ForcingB subroutine allocates free vertices without free neighbor. Furthermore it guarantees that no S-neighbor of a free vertex has only one free neighbor. This guarantees that in a possibly following RechargeB subroutine, for every i = 1, 2, . . . , t, vw i is an edge of H and hence w i ∈ S. Consequently, each w i has another free neighbor and RechargeB does not get stuck; recharging is possible.
Additionally, by Lemma 6 (i) and (iv), the weight of any vertex during the execution of algorithm B is always nonnegative. Hence all charges to be transfered from one vertex to another one are always available. Since no vertex can have negative weight, the ForcingB subroutine may decrease the overall weight of the instance or keep it unchanged. Clearly, RechargeB will not change the weight of the instance (which is part of its underlying idea).
Analysis of the running time. The weight of an instance (G, w, S, S, H) is w(G) = v∈V w(v). Recall that there are two types of branching. If we branch on a vertex v with at least two free neighbors then the weight of the input decreases by 1 when discarding v, and it decreases by 1 + when selecting v, hence the branching vector is (1, 1 + ) . On the other hand, if we branch on a vertex with exactly one free neighbor then the weight of the input decreases by 1 + 3 = 1 + δ − min{p, q}( − δ), when discarding v and also when selecting v. Hence the branching vector is (1 + 3 , 1 + 3 ). Therefore we obtain the following two recurrences to estimate the running time O * (T ).
To balance the two recurrences is chosen such that the characteristic polynomials 
Lower Bounds
This section discusses the combinatorial consequences of our Branch & Recharge algorithms. We have shown that (under certain assumptions on σ and ) every isolate-free graph on n vertices contains at most 2 n(1−θ) (σ, )-dominating sets, for some θ > 0. Taking σ = {0} and = N we obtain the Independent Dominating Set problem and the (σ, )-dominating sets are precisely the maximal independent sets. Hence our theorem implies that the maximum number of maximal independent sets is upper bounded by O * (1.4656 n ); while the bound of Moon and Moser [22] is 1.4423 n and this is asymptotically tight.
While the upper bound of Moon and Moser is tight, others like the one by Fomin et al. for the maximum number of minimal dominating sets [12] might not be tight. Likewise, our upper bounds established by a general approach are unlikely to be tight for all particular values of (σ, ). Thus it is natural to look after lower bounds.
Let σ be the set of all even integers from the interval [0, r−1], and be the set of all odd integers from this interval, where r ≥ 2 is a positive integer. Consider G = sK r , the disjoint union of s copies of the complete graph K r . Clearly, this graph G has 2 (r−1)s = 2 r−1 r n (σ, )-dominating sets.
Since both σ and are finite, and σ ∩ = ∅, our algorithms of both cases can be applied. The next table compares the bases of the exponential upper bounds given by our algorithms, distinguished as c A and c B , respectively, with the base c L = 2 r−1 r of the exponential function given by the lower bound from the above example. 
Open Problems
It would be interesting to investigate the complexity of enumerating all (σ, )-dominating sets for other sets σ and , as well as the relationship to combinatorial upper bounds on their numbers.
We conclude with the following concrete open problems.
Problem 1 Characterize all pairs σ, for which every isolate-free n-vertex graph has at most 2 δn (σ, )-dominating sets for some δ < 1.
Is it possible to solve the counting problem #-(σ, )-DS in time O * (2 δn ) for some δ < 1, in the following cases:
Problem 2 The set σ is finite and the set is equal to N 0 .
Problem 3 Both sets σ and are complements of finite sets.
Note that Problem 2 includes Independent Set, Induced Matching, Regular Subgraph and Bounded Degree Subgraph, while Problem 3 includes Dominating Set and Total Dominating Set. Thus in both cases the enumeration problem Enum-(σ, )-DS cannot be solved in time faster than Θ(2 n ).
The recharging mechanism of our algorithms strictly needs the successor-freeness of σ. Nevertheless it is an interesting question whether the successor-freeness of σ is a condition that can be avoided.
