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Abstract
Unravelling the structure of the QCD phase diagram and its many aspects such as (de)confinement
and chiral symmetry breaking, is one of the big challenges of modern theoretical physics, and many
approaches have been devised to this aim. Since perturbation theory is believed to cease feasibility
at low energy scales, these approaches treat the relevant order parameters, the quark condensate and
the Polyakov loop, non-perturbatively. However, it is also well-established that the starting point for
perturbation theory, the Faddeev-Popov gauge-fixing procedure, is inherently ill-defined in the infrared
due to the presence of Gribov copies. In this context, a modified perturbative approach based on the
Curci-Ferrari Lagrangian has been introduced, where a phenomenologically motivated effective gluon
mass term is added to the Landau gauge-fixed action. Prior to the beginning of the thesis, this approach
had proven extremely fruitful in its descriptions of (unquenched) Yang-Mills correlation functions and
thermodynamics at (non)zero temperature and density.
Throughout the thesis, we extend this analysis to the entire phase structure of QCD and QCD-like
theories and test the validity of the model in various regimes of interest. For instance, to further a
previous one-loop study in the regime of heavy quark masses, we compute the two-loop quark sunset
diagram in the presence of a non-trivial gluon background in a finite temperature and density setting. We
come to the conclusion that the physics underlying center symmetry is well-described by our perturbative
model with a seemingly robust weak-coupling expansion scheme. Furthermore, we study the regime of
light quarks by means of a recently proposed resummation scheme which exploits the presence of actual
small parameters in the Curci-Ferrari description of infrared QCD. In the quark sector, this leads to
the renown rainbow equations. We extend this first-principle setup to nonzero temperature, chemical
potential, and gluon background. We perform a first qualitative analysis of the prediction of the model
concerning the possible existence of a critical endpoint in the QCD phase diagram by using a simplified
version of these general equations. Our results nicely fit in the the vast array of values present in the
literature.
Re´sume´
La Chromodynamique Quantique est une the´orie quantique de champs (QCD) qui de´crit l’interaction
forte du Mode`le Standard de la Physique des Particules. Ses particules fondamentales sont les six quarks
(up, down, strange, charm, bottom, top) et les gluons. La QCD est e´galement une the´orie de jauge de
type non-abelienne, base´e sur le groupe SU(3). Les quarks forment le secteur massif de la the´orie et ils
posse`dent un spin de 1/2. Les gluons, en revanche, sont sans masse et e´tant les particules de jauge ils
transmittent la force forte. Les gluons sont caracte´rise´s par un spin de 0. Les quarks sont des fermions et
les gluons des bosons, et ils obe´issent chacun aux proprie´te´s statistiques associe´es. Une composante es-
sentielle de la QCD est le concept de charge de couleur qui fait distinguer la QCD de l’Electrodynamique
Quantique (QED) et qui permet aux gluons d’auto-interagir. C’est graˆce a` cette auto-interaction que la
QCD a une structure complexe et inte´ressante. Une proprie´te´ ce´le`bre est le Confinement, qui fait qu’a`
basse e´nergie les quarks n’apparaissent jamais comme des particules libres, mais sont toujours groupe´s
dans des e´tats singuliers en couleur, appele´s hadrons. En augmentant les e´nergies, on observe la forma-
tion du Quark-Gluon Plasma, dans lequel les particules colore´es existent comme constituants libres. A
tempe´rature et densite´ finies, on obtient un diagramme des phases de la QCD riche et inte´ressant.
L’e´tude de ce diagramme des phases de la Chromodynamique Quantique (QCD) et des transitions as-
socie´es, y compris le de´confinement et restauration de la syme´trie chirale, repre´sente des de´fis majeurs
pour la physique moderne et nombreuses sont les approches the´oriques qui visent a` en sonder les mul-
tiples facettes. Du fait de l’intensite´ de l’interaction forte dans les re´gimes d’e´nergie pertinents pour
les transitions susmentionne´es, ces approches sont en ge´ne´ral de nature non-perturbative, la the´orie des
perturbations e´tant re´pute´e inapplicable a` ces e´chelles.
Il est, cependant, bien e´tabli que le point de de´part de la the´orie usuelle des perturbations, base´e sur la
proce´dure de fixation de jauge de Faddeev-Popov, est ambigu a` ces basses e´chelles (ambigu¨ıte´ de Gribov
base´e sur l’existence des copies). Dans ce contexte, une approche perturbative modifie´e, base´e sur le
Lagrangien de Curci et Ferrari, a e´te´ propose´e, via l’ajout phe´nome´nologique d’un terme de masse effec-
tif pour le gluon en jauge de Landau. Par construction, cette approche capture bien le comportement
de de´couplage dans le secteur gluonique, qui est vu et e´tabli par des nombreuses simulations de QCD
sur re´seau. Le mode`le a e´te´ teste´ avec succe`s, notamment dans sa capacite´ a` reproduire les fonctions
de corre´lation de la the´orie Yang-Mills (et de la QCD dans la limite de quarks lourds autour du point
Yang-Mills) et de la thermodynamique a` tempe´rature et potentiel chimique non nuls.
Dans cette the`se, nous avons teste´ la robustesse de ces re´sultats en e´valuant la structure de phase de la
QCD avec des quarks lourds au deuxie`me ordre de la the´orie des perturbations dans le mode`le de Curci-
Ferrari et en comparant nos re´sultats a` ceux d’approches non-perturbatives. Nos re´sultats indiquent que,
dans ce re´gime de quarks lourds, le diagramme de phases est controˆle´ perturbativement.
Nous avons e´galement e´tendu notre e´tude au cas de la QCD avec des quarks le´gers en utilisant un
sche´ma de resommation qui exploite la pre´sence de petits parame`tres (notament la valeur du couplage
en secteur purement gluonique et l’inverse du nombre de couleurs) dans le re´gime infrarouge de la QCD.
Dans le secteur des quarks, cette de´marche donne lieu a` la resommation des fameux diagrammes dits
”arc-en-ciel”. Ici, nous ge´ne´ralisons ce formalisme a` tempe´rature et densite´ non nulles et en pre´sence
d’un champ de fond gluonique. Nous re´alisons une toute premie`re e´tude qualitative des pre´dictions du
mode`le Curci-Ferrari concernant l’existence possible d’un point critique dans le diagramme de phases de
QCD sur la base d’une version simplifie´e des e´quations ge´ne´rales ainsi obtenues. Nos re´sultats sont en
bon accord qualitatif avec ceux des nombreuses approches existantes.
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1
Introduction
The theory of Quantum Chromodynamics (QCD) is the part of the Standard Model which describes the
strong interactions. The fundamental particles of QCD are the six quarks, up, down, strange, charm,
bottom and top, the respective anti-quarks, as well as the gluon, which is its mediating, force-carrying
particle. Aside from spin 1/2 for the quarks and spin 1 for the gluons, each of the QCD particles exhibits
a non-trivial color charge labelled by either red, green or blue. In field theory language, QCD is a
non-abelian gauge theory with gauge group SU(3), and the possible interaction vertices, three-gluon,
four-gluon and quark-gluon, come with a proportionality factor which we call the coupling constant, g,
g2 or g respectively. It is important to note that the value of this coupling constant depends on the
energy scale E of the interaction, g(E).
One of the most celebrated properties of QCD is asymptotic freedom [1, 2], which means that for
very large energy values, calculations are generally well-controlled perturbatively in a weak coupling
expansion, if one accounts for non-converging asymptotic series and potentially necessary resummations.
Whenever applicable, perturbation theory is extremely powerful and usually a theoretical physicist’s first
line of attack. So too in the realm of high energy QCD, for instance in studying collider phenomenology,
heavy-ion collisions or the evolution of (generalized) distribution functions with the momentum scale.
Moreover, for sufficiently large energy density values, one expects the fundamental particles of QCD to
coexist almost freely as non-trivial color charges in a phase characterized by a bath of weakly coupled
constituents, labelled the Quark-Gluon-Plasma (QGP).
In contrast, in the standard picture of infrared (IR) QCD, upon sufficiently lowering the energy
scale towards hadronic scales, perturbation theory in form of a weak coupling expansion formally breaks
down, which is regarded as the onset of non-perturbative QCD. Eventually, one encounters the infamous
Landau pole, which marks the location (ΛQCD) on the energy axis at which the coupling diverges. ΛQCD
is scheme-dependent, but typically lies around a value of 300 MeV [3, 4, 5, 6].
In order to gain insight into the underlying dynamics in the IR, one resorts to non-perturbative
methods, which have been developed in the last four decades to a high degree of sophistication. These
comprise, but are not limited to, Lattice QCD [7, 8, 9, 10, 11, 12], analytic approaches, such as Dyson-
Schwinger Equations (DSE) [13, 14, 15, 16, 17, 18] and the Functional Renormalization Group (FRG)
[19, 20, 21, 22, 23, 24, 25, 26, 27].
Experimentally, for high energies, there has been some recent progress in the creation of the QGP
in the laboratory [28, 29]. On the other hand, in the low energy regime, one observes that quarks1 are
confined into color-singlet bound states. This fundamental property of Nature is known as confinement.
This strongly-interacting hadronic matter is expected to exhibit a rich phase structure under extreme
conditions of sufficiently large energy, baryonic densities or magnetic fields etc. Understanding its ther-
modynamic properties is the goal of many heavy-ion collision experiments at RHIC, CERN, FAIR, NICA
and J-PARC [30, 31, 32, 33, 34, 35, 36] and has vast implications on other fields of physics, e.g. early
universe cosmology and astrophysics [37, 38, 39].
Confinement in QCD has only ever been demonstrated on the lattice, and whether or not it is
permitted from first-principle continuum methods remains to present one of the most studied open
questions in physics. Difficulties in this search arise from various directions (to be discussed below), but
already begin with the identification of an appropriate order parameter for the transition between the
1With the exception of the top quark, which is too heavy to hadronize.
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QGP and the confined phase. The most prominent candidate is the Wilson loop, which, in practice,
bears the obstacle of being incredibly hard to compute analytically. Therefore, many viable replacement
candidates have been proposed, most notably the Polyakov and ’t Hooft loops as well as the study of
correlation functions [40, 41, 42, 43, 44, 45, 46, 47, 48, 49].
While confinement largely remains unsolved analytically, it is well-established that QCD allows for
two crossovers, one associated to chiral symmetry restoration and one to center symmetry breaking,
which is related to deconfinement [48, 50, 51, 52]. To firmly uncover the associated phase diagram of
QCD at nonzero temperature T and baryonic chemical potential µB is a substantial undertaking of
theoretical research [53, 54, 55, 56]. A major open question in this respect is the possible existence
of a critical endpoint (CEP) in the (T,µB) plane, which terminates a first order line starting off on
the µB-axis, as well as studying its signatures [16, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68]. A
large ensemble of theoretical frameworks have been developed to explore the phase structure of this
QCD matter in thermodynamic equilibrium, from lattice Monte Carlo simulations [69, 70, 71, 72, 73] to
numerous continuum approaches either in QCD [74, 75, 76, 77, 78, 79, 80, 81, 82] or based on low-energy
effective models [83, 84, 85, 86, 87, 88]. The former entail the advantage of describing the full and exact
non-perturbative dynamics of the theory, and upon taking the continuum limit, its results basically
only succumb to statistical errors. On the other hand, lattice studies are (so far) restricted to not
too large baryonic chemical potential µB since standard Monte Carlo importance sampling algorithms
are severely plagued by the infamous sign problem at nonzero µB [64, 89]. Attempts to circumvent
the sign problem on the lattice have been devised but remain to present limited to a density regime
of µB/T ≲ 1, in which no CEP has been observed [54, 60, 90, 91, 92, 93, 94, 95, 96]. Contrarily, the
strong sign problem of the lattice is most easily avoided in continuum approaches, where one gains
direct access to averaged quantities, such as correlation functions, with the caveat (to be discussed
later) that physical solutions correspond to saddle points of the relevant potential instead of minima.
However, the price to pay is that analytic approaches necessarily rely on approximation schemes or model
building that must be tested in reliable situations, e.g., in situations where guidance from lattice QCD
exists. Moreover, these continuum approaches face the supplementary challenge of capturing the relevant
degrees of freedom, which in the IR are not only quarks and gluons but also bound states [97, 98]. In this
context, we remark that an enticing proposal has been to equip lattice findings for the quenched gauge
dynamics with explicit quark contributions in the form of (approximate) nonperturbative functional
methods [76, 99, 100, 101, 102]. Existing studies account for mesonic degrees of freedom (in some cases
baryons have been included [102]) and consent on a CEP with relatively large density µB/T ≳ 3. A
complementary line of attack relies on phenomenological, Nambu-Jona-Lasinio (NJL) or Quark-Meson
models (QM) which inherit various degrees of sophistication: For instance accounting for beyond-mean-
field mesonic fluctuations or linking to various aspects of the glue dynamics via a non-trivial dependence
on the Polyakov loop, etc [58, 103, 104, 105, 106]. These model-based studies typically predict a CEP
located at comparatively larger values of µB/T . However, the precise values differ significantly from
one study to another. Due to the underlying nonperturbative character of the problem in question, the
approximations employed in approaches of this type commonly lack a systematic ordering principle. In
fact, it is not uncommon to explore the entire phase space on the grounds of truncations which are
adjusted against lattice benchmarks at µB = 0, i.e., far from the location where a critical point is found.
A further insightful research thread is the exploration of QCD–like theories by means of altering
the values of certain parameters, such as the number of colors (Nc) and flavors (Nf ) as well as the
quark masses (Mf ), etc. An investigation of the phase structure in such an extended parameter space
is twofold merited. On the one hand, it is interesting in its own right and provides a rich theoretical
playground. On the other hand, any gained understanding has the potential to enrich our knowledge
of the phase diagram of the physical theory itself. A notorious example is given by the Columbia Plot,
which broadcasts the phase structure of color SU(3) in dependence of the isospin symmetric degenerate
up and down quark mass, Mu =Md, as well as the strange quark mass, Ms [90, 106, 107, 108, 109, 110].
For physical quark masses and in case of zero chemical potential, first principle lattice simulations
unambiguously demonstrate a smooth crossover from a mostly confined to a mostly deconfined phase,
accompanied by a restoration of chiral symmetry [52, 72, 111]. The corresponding crossover temperatures,
defined as the point of steepest as-/descent of the associated order parameters, are observed to be similar,
from which one expects a non-trivial interplay between the two transitions [52, 69]. The deconfinement
crossover sharpens for increasing quark masses towards second order at a critical mass value, above which
the transition is of first order. An opposite pattern is supposed to happen with the chiral transition in
the scenario of decreasing quark masses: the chiral transition becomes of first order below a critical value
of the quark masses [107]. Although this first order nature is not firmly established yet [64, 65, 112], it
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is the expected behavior of a theory with at least three light quark flavors. In contrast, the intrinsics of
a theory with two light quarks are more subtle due to the interplay of the axial anomaly [107].
While physical observables are inherently gauge invariant quantities, their explicit computation in
continuum approaches typically requires specifying a particular choice of gauge. In principle, the same
calculation of any observable should be performed in several gauge choices to verify the result’s invariance.
The pathway to implementing a chosen gauge configuration is via gauge fixing, most prominently the
Faddeev-Popov (FP) procedure. The various gauge choices can be classified, where each class inherits
its own strengths and shortcomings. Notorious examples are axial or covariant gauges, such as the
Landau or Feynman gauge. Axial gauges typically lead to tremendously difficult gluon propagators and
a formulation without manifest Lorentz covariance. Therefore, covariant gauges are the more popular
and more natural choices. However, it has long been proven that the starting point for perturbation
theory for covariant gauges, the FP procedure, while well-defined in the ultraviolet (UV), becomes
increasingly invalid in the IR due to non-complete gauge fixing and the presence of so-called Gribov
copies [113, 114, 115, 116, 117, 118]. The latter are the multiple intersections of the submanifold induced
by the gauge fixing condition with individual gauge orbits, and the infinite number of copies renders
the usual calculation of correlation functions via generating functionals and path integrals ill-defined
[119]. Thus, alternative IR QCD approaches have been pursued, in which one tries to control the Gribov
ambiguity by one of three main strategies.2 Either by restricting the space of gauge configurations to be
integrated over in the generating functional to a less problematic subregion, leading to the well-known
(refined) Gribov-Zwanziger action (GZ) [120, 121, 122, 123, 124, 125]. Or by averaging over Gribov
copies yielding a one-parameter class of non-linear covariant gauges and a local and renormalizable
action [126, 127, 128]. Or, finally, by phenomenologically accounting for the IR effects of the Gribov
copies in the form of an effective gluon mass term, leading to the Curci-Ferrari (CF) model [129, 130, 131].
In all scenarios, one modifies the FP (Landau) gauge-fixed action and proceeds to a perturbative analysis
of the theory at hand. Historically the most studied case in the literature is the Landau gauge which
thus enables many comparisons with existing findings of non-perturbative methods. It is important to
note that in this context, the gluon mass term is an effective operator, and the CF model is seen as an
effective model for an underlying (unknown) theory in which one fully controls the Gribov ambiguity.
However, this underlying theory must satisfy certain properties induceable from the nature of the Gribov
copies themselves, and we can ensure that the deformation operator, in this case the gluon mass term,
aligns with these underlying features. In particular, the Gribov copies yield a (soft) breaking of BRST
invariance and they are a mere IR effect which leaves the UV intact. As can easily be checked, a
gluon mass term corresponds to the simplest deformation of the FP Lagrangian in agreement with these
properties [129, 130, 131].
Despite its (explicit but soft) breaking of BRST symmetry, the CF model is still perturbatively
renormalizable and its perturbative expansion is controlled down to the deep IR: The non-zero gluon
mass leads to a screening effect of the standard perturbative Landau pole and additionally, the (running)
gauge coupling persists at a moderate value at all momentum scales [126, 130, 132], as observed in lattice
simulations [133, 134].
Furthermore, the principal motivation of the gluon mass term in the CF model comes from the
decoupling behavior of the gluon propagator, as observed in Landau gauge-fixed lattice simulations,
present both in Yang-Mills (YM) as well as unquenched QCD, both in the vacuum [133, 134, 135, 136,
137, 138, 139, 140, 141, 142, 143] and at finite temperature [144, 145, 146, 147, 148]. A large panel of
continuum studies have confirmed this picture [118, 149, 150, 151, 152, 153, 154, 155, 156, 157, 158, 159].
This serves as a further indication of the difficulties of standard FP theory to describe IR QCD, and the
fact that the gluon propagator attains a finite value at vanishing momentum essentially introduces an
effective mass term.
A series of recent papers has investigated the predictions made by a perturbative analysis within the
CF model for the ghost, gluon, and quark two- and three-point functions at one-loop level. Overall, one
finds an impressive agreement with corresponding lattice data, given the simplicity of the computaions
involved [130, 131, 160, 161, 162, 163]. More recently, the calculation of the pure gauge gluon and
ghost propagators has been extended to two-loop level [164]. Beyond its theoretical justification and
motivation, this supports the CF model as a valid effective theory able to perturbatively capture some
essential dynamics underlying IR (Landau-gauge) QCD.
At finite temperature, it is well-understood that Landau gauge formulae have to be enhanced by a
2On a lattice, one picks one copy by hand for each gauge configuration, leading, for instance, to the so-called minimal
Landau gauge. Of course, on a lattice, gauge-fixing is not necessary, but possible and sometimes performed to better
compare with and guide continuun approaches.
CHAPTER 1. INTRODUCTION 14
non-trivial gluon background related to the Polyakov loops, elevating the analysis to so-called Landau-
DeWitt gauge (LdW) [74]. In this respect, the perturbative approach of the CF model is characterized
by a substantial efficiency in grasping known aspects of the QCD phase diagram with heavy quarks
at nonzero temperature and chemical potential. For instance, a simple one-loop calculation correctly
encodes the order of the (de)confinement transition in pure YM theories [165]. The respective two-
loop corrections were computed in Ref. [166, 167] and shown to lead to a quantitative improvement
as compared to the one-loop results. This is true not only for the numerical value of the transition
temperature, but also for curing some (but not all) of the unphysical features of thermodynamical
observables encountered at the one-loop level. Furthermore, an unquenched scenario of heavy dynamical
quarks has been discussed in Ref. [168], in which similarly a simple one-loop calculation reproduces the
rich phase structure and produces numbers for the critical line within the Columbia plot in quantitative
agreement with lattice data.
Comparatively, the thermal phase structure of the light quark sector is more intricate. This is due
to the fact that unlike the pure gauge couplings, the quark-gluon coupling becomes significant in the
IR [169]. Here, it was previously shown that the CF model allows for a systematic expansion scheme
in terms of small parameters given by 1/Nc as well as the pure gauge couplings, while simultaneously
resumming over the non-perturbative quark-gluon one. For the quark propagator, at leading order, this
amounts to eliminating all diagrams except the infinite series resummed by the well-known rainbow
equation [170]. Its predictions for the QCD vacuum have been demonstrated to be in qualitative and
quantitative agreement with dynamical chiral symmetry breaking.
In this thesis, we set out to study the entire range of the Columbia plot from the CF model and explore
its predictions for the resulting phase structure. In particular, we extend the analysis in the heavy
quark regime to two-loop level and in the light quark corner we generalize the description in terms of
the rainbow equations to finite temperature and density, and in the presence of a non-trivial background.
The manuscript is structured as follows. In Chap. 2, we outline some general features and concepts
that will frequently be employed throughout the various discussions in this report. For instance, we
recall some of the basic formalism of the symmetries dominating QCD transitions, i.e. chiral and center
symmetry. Additionally, we give a more detailed description of the state of the art on the Columbia Plot
and the QCD phase diagram. Furthermore, in chapter 3, we describe the foundations of the CF model
and its extension to finite temperature and density. In all subsequent chapters of the present thesis,
we present the results of original research. In Chap. 4, we discuss the heavy quark physics from the
viewpoint of the CF model at two-loop level and verify explicitly the robustness of the associated per-
turbative expansion in that domain. Further, in Chap. 5, we discuss generic features of the heavy quark
corner of the Columbia Plot which are ubiquitously displayed in a wide class of models entailing a quark
contribution at one-loop order. In Chap. 6, we formally derive the most general rainbow equations at
T ≠ 0, µB ≠ 0 and in dependence of a non-trivial gluon background and in agreement with all constraints
imposed by the symmetries of the thermal system on the Dirac tensorial form of the quark propagator.
Thereafter, we discuss a simplified version of these equations in order to gain a first insight on their
qualitative prediction of the phase diagram and pave the way to a future, more complete study. We
showcase and compare our findings in different approximation schemes. Finally, in Chap. 7, we attempt
a unique description combining both the light and the heavy quark dynamics, based on a particular
approximation scheme detailed in the previous chapter, which is supplemented with a non-trivial glu-
onic background contribution. Lastly, we conclude in Chap. 8. Technical computations and additional
material can be found in the various appendices.
2
Generalities
2.1 Basics of thermal field theory
In this very elementary—by no means exhaustive—primer to thermal field theory we solely present the
concepts and quantities which are fundamental to the further conduction of this report and which shall
be heavily exploited therein. For a fully documented and very pedagogic introduction to the nuances of
finite temperature field theory the reader is referred to Ref. [171, 172, 173, 174].
Since during the entirety of the manuscript, we are only ever concerned with static configurations
rather than real-time equilibrium quantities (e.g. decay rates) or the real-time evolution of off-equilibrium
observables, we choose to only work in the imaginary time formalism. While the study of real-time
dynamics (in and out of equilibrium) is itself worthwhile and insightful, such an endeavor is left for
research beyond the scope of this thesis.
Starting from a zero temperature Minkowski action ∫xLM(x) with x = (t, x⃗), the finite temperature
imaginary time formalism is obtained upon applying the following recipe.1 One rotates the Minkowski
time direction according to t = −iτ . Further, the new Euclidean time direction is compactified to a finite
interval τ ∈ [0, β], where β = 1/T is the inverse temperature. The Minkowski action has turned into
i∫
x
LM(x)→ −∫ β
0
dτ ∫
x⃗
LE(τ, x⃗).
This compactification comes with consistency requirements on the field content, in particular the necessity
of satisfying boundary conditions at 0 and β in Euclidean time. Bosonic fields are periodic, ϕ(β, x⃗) =
ϕ(0, x⃗), while fermionic fields are anti-periodic, ψ(β, x⃗) = −ψ(0, x⃗).
To summarize, the partition function takes the form2
Z = ∫
PBC
Dϕ ∫
APBC
Dψ¯Dψ exp{ − ∫ β
0
dτ ∫
x⃗
LE} . (2.1)
In turn, the (anti)periodicity of the fields in configuration space restricts the associated structure of
the Fourier transforms in momentum space. In particular, it is easily checked that the fields ϕ˜(K)
and ψ˜(P ), the Fourier-transformed momentum-space counterparts of ϕ and ψ, must have bosonic and
fermionic four-momenta of the typeK = (ωn, k⃗) and P = (ωˆn, p⃗), where we have introduced the Matsubara
frequencies
ωn = 2piT n , (2.2)
ωˆn = 2piT (n + 1/2) , (2.3)
for n ∈ Z. Any formal integration over the entire momentum space becomes an infinite sum over all
Matsubara frequencies combined with a three-dimensional spatial momentum integral. In this context,
1We stress that many subtleties are omitted at this stage, for instance that for Dirac fields one also redefines the matrices
γµ. Or that for gauge fields one rotates the temporal component of the gauge field as well.
2Here, (A)PBC stands for (anti-)periodic boundary conditions.
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we fix the notations for these bosonic and fermionic Matsubara sum-integrals:
∫
Q
F (Q) ≡ T ∑
n∈Zµ
2
r ∫ dd−1q(2pi)d−1F (ωn, q), (2.4)
∫
Pˆ
F (P ) ≡ T ∑
n∈Zµ
2
r ∫ dd−1p(2pi)d−1F (ωˆn, p), (2.5)
with µr an arbitrary renormalization scale in dimensional regularization and d = 4 − 2.
In the following, we detail how Matsubara sums are commonly computed throughout this report. For
most complex functions F , a formula for bosonic Matsubara sums is given by
T
∞∑
n=−∞F (iωn) = −∑ζj Res (F (ζ)n(ζ), ζj), (2.6)
where n denotes the Bose-Einstein distribution function, n(x) = 1
ex/T−1 , the sum runs over all poles ζj of
the function F (ζ), and Res(F, ζ) is the residue of F at position ζ.
Similarly, fermionic Matsubara sums are performed according to
T
∞∑
n=−∞F (iωˆn) = ∑ζj Res (F (ζ) f(ζ), ζj), (2.7)
with f denoting the Fermi-Dirac distribution function, f(x) = 1
ex/T+1 . A proof for both formulae, along-
side a sufficient condition for the function F , is sketched in appendix A.
In most physical situations, the given formulae can be applied. They represent one of the simplest
ways of computing Matsubara sums. In the rare case where one comes across a function F for which the
above cannot be utilized, there exists another (more cumbersome) formula given in Ref. [171].
Finally, we give some useful relations involving the distribution functions. For instance, we have
n(x ± iωn) = n(x) , f(x ± iωn) = f(x) , f(x ± iωˆn) = −n(x) , (2.8)
and it is easily checked that
f(−x) + f(x) = 1 and n(−x) + n(x) = −1 . (2.9)
2.2 QCD at finite temperature and chemical potential
At finite temperature T = 1/β and quark chemical potential µ = µB/3, in the imaginary time formalism,
the Euclidean action of QCD in d dimensions with Nc colors and Nf quark flavors is given by
SQCD = ∫
x
{1
4
F aµνF
a
µν + Nf∑
f=1 ψ¯f(D/ +Mf + µγ0)ψf} , (2.10)
where we have defined ∫x ≡ ∫ β0 dτ ∫ dd−1x. The field-strength tensor is
F aµν ≡ ∂µAaν − ∂νAaµ + gfabcAbµAcν , (2.11)
where g denotes the bare coupling constant, fabc the structure constants of the SU(Nc) gauge group,
and Dµψ ≡ (∂µ − igAµ)ψ , (2.12)
with Aµ ≡ Aaµta a color matrix, ta the generators of the algebra su(Nc) in the fundamental representation.
We choose the normalization
tr tatb = 1
2
δab . (2.13)
We leave the Dirac and color indices of the quark fields implicit and ψf and ψ¯f are understood in the
common sense as column and line bispinors, respectively. The Euclidean Dirac matrices γµ are related
to the standard Minkowski matrices (in the Weyl representation) as γ0 ≡ γ0M and γi ≡ −iγiM . They are
hermitian and satisfy the anticommutation relations {γµ, γν} = 2δµν .
In our (unusual) convention, a positive value of µ corresponds to an excess of anti-quarks over quarks.
Throughout this report, we shall restrict to the physical scenario of Nc = 3. Thus the (anti-)fundamental
representations for quarks and anti-quarks are 3 and 3¯ respectively, and the ta are simply given by the
well-known Gell-Mann matrices. Similarly the gluons live in the adjoint representation 8, in which the
generators are determined from the structure constants fabc themselves.
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2.2.1 Center Symmetry
Given the (anti-)periodic nature of the bosonic (fermionic) fields in the imaginary time formalism in
section 2.1, the fields in Eq. (2.10) satisfy
Aµ(τ + β, x⃗) = Aµ(τ, x⃗) , ψ(τ + β, x⃗) = −ψ(τ, x⃗) , ψ¯(τ + β, x⃗) = − ψ¯(τ, x⃗) . (2.14)
For an arbitrary gauge transformation
Aµ → U AµU † − i
g
(∂µU)U † , ψ → U ψ , ψ¯ → ψ¯ U † , (2.15)
with U ∈ SU(3), the action in (2.10) is invariant, but the (anti-)periodicity is generally broken and the
corresponding partition function
Z = ∫
PBC
DA ∫
APBC
Dψ¯Dψ e−SQCD (2.16)
becomes non-invariant.3 Therefore, transformations as in (2.15) only constitute a symmetry of the theory
if the boundary conditions are respected. In order to avoid this conundrum, one restricts the allowed form
of elements U ∈ SU(3) to the largest possible subset leaving the boundary conditions at τ = βn (n ∈ Z)
intact, which is satisfied if the gauge transformations are themselves periodic, U(τ + β,x) = U(τ, x).
At this point it is beneficial to consider the gluonic and fermionic content separately, since pure YM
theory additionally permits for a larger set of gauge transformations preserving the PBC in the format
U(τ + β,x) = zk U(τ, x) , (2.17)
where zk is an element of the center subgroup of SU(3), zk ∈ Z3 = {e2pi ik/313 ∣k = 0,1,2}. Gauge
transformation based on (2.17) with k ≠ 0 are called twisted and induce an exact symmetry of the pure
YM theory. Contrarily, in an unquenched scenario, this symmetry is explicitly broken. However, for
sufficiently heavy quarks, the center transformations (2.17) remain an approximate symmetry which
constrains the dynamics.
It was demonstrated in Ref. [48, 175, 176] that an appropriate order parameter for the center sym-
metry in YM theories is given by the averaged Polyakov loops defined as
` ≡ 1
3
tr ⟨P exp(ig∫ β
0
dτAa0t
a)⟩ , (2.18)
¯`≡ 1
3
tr ⟨P¯ exp(−ig∫ β
0
dτAa0t
a)⟩ , (2.19)
where P and P¯ denote path and antipath ordering, respectively. For intact charge conjugation invariance
at vanishing chemical potential or in pure YM theory, one has ` = ¯`. Under a twisted transformation, the
Polyakov loop transforms as ` → zk ` and, therefore, it is apparent that an unbroken center symmetry
immediately enforces ` ≡ 0. Likewise, observing ` ≠ 0 indicates a spontaneously broken symmetry.
Similarly for ¯`. Due to the explicit breaking of center symmetry by the inclusion of quarks, this association
formally breaks down. For sufficiently heavy quarks, the Polyakov loops still serve as approximate order
parameters where `≪ 1 now indicates an almost symmetric phase.
Invoking Gauss’ law, it was argued in Ref. [40, 48, 49] that the averaged Polyakov loops can be inter-
preted in terms of the free energies (Fq , Fq¯) of the thermal bath in presence of a static color (anti)charge:
`∝ e−βFq , ¯`∝ e−βFq¯ . (2.20)
Similar relations can be derived for more involved free energies, for instance of a static pair of test charges,
Fqq¯. However, we shall not consider these here. The proportionality factor missing in (2.20) to turn both
relations into equations is actually given by eβF0 , where F0 is the free energy of the system in absence
of a static test charge. This detail will become of significance in section 4.3, but can safely be ignored at
this stage. Equations (2.20) establish the connection between center symmetry and the deconfinement
transition, since a vanishing Polyakov loop corresponds to a center symmetric phase as well as a formally
3Strictly speaking, the partition function is ill-defined since it scales with the (infinite) volume of the gauge group, but
this holds irrespective of the boundary conditions of the field content. In a discretized form, Eq. (2.16) is well-defined but
non-invariant for non-preserved (anti-)periodicity of the fields.
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infinite free energy, clearly indicating the (infinite) reluctance of the bath to accomodate an isolated static
color charge. Contrarily, for a finite value of the Polyakov loops, entering a single static color charge
into the bath is permitted. Therefore, the phase of a broken center symmetry is equally associated to
deconfinement.
Finally, we mention that the entire formalism above can be extended to other gauge groups than
SU(3) and other representations beyond the fundamental 3 and 3¯. However, despite this extension being
virtuous in many situations [167, 177, 178, 179, 180], it shall not be employed in this report.
2.2.2 Chiral Symmetry
Having described the intrinsics of center symmetry in the previous section, we now turn to chiral sym-
metry, which is the other symmetry of relevance for the QCD phase diagram permitted by the action
in (2.10). More specifically, in case of a massless fermionic sector, Mf = 0, the action remains invariant
under transformations of the flavor group U(Nf)L⊗ U(Nf)R . With
ψ¯ = (ψ¯L ψ¯R) and ψ = (ψLψR) , (2.21)
or, by definition, ψL/R = 12(1 ∓ γ5)ψ, we have
ψL/R → gL/R ψL/R , (2.22)
for some elements gL/R ∈ U(Nf)L/R. Similarly for ψ¯L/R.
This framework can be transferred to a description in terms of the group
U(Nf)V ⊗U(Nf)A = U(1)V ⊗U(1)A ⊗ SU(Nf)V ⊗ SU(Nf)A , (2.23)
where
ψV ≡ ψL + ψR = (PL + PR)ψ = ψ (2.24)
ψA ≡ ψR − ψL = (PR − PL)ψ = γ5ψ (2.25)
Here, V stands for vector and A for axial. The U(1)V part corresponds to Baryon number conservation
and is always satisfied. Infamously, the U(1)A displayed by the action at tree-level gets anomalously
broken by quantum corrections in form of the quark-loop triangle diagram [181, 182, 183]. One remains
with the symmetry group
SU(Nf)V ⊗ SU(Nf)A , (2.26)
where the group elements induce transformations of the form⎧⎪⎪⎨⎪⎪⎩ψ → e
iΘata ψ
ψ¯ → ψ¯ e−iΘata for SU(Nf)V (2.27)
and similarly ⎧⎪⎪⎨⎪⎪⎩ψ → e
iΘata γ5 ψ
ψ¯ → ψ¯ eiΘata γ5 under SU(Nf)A . (2.28)
In fact, it can be shown that global vectorial symmetry cannot be broken [184]. Contrarily, in the
QCD vacuum, one observes the axial part SU(Nf)A to be spontaneously broken, which yields a finite,
dynamically generated quark mass, called the constituent mass and which explains the relative lightness
of the pion in the hadron spectrum. An appropriate order parameter for this spontaneous breaking of
chiral symmetry is given by the quark condensate σ ≡ ⟨ψ¯ψ⟩.
In a non-idealized scenario with finite bare quark masses, the mass term ψ¯Mψ explicitly breaks this
chiral symmetry. However, if the corresponding masses are numerically small, then this breaking is soft
and (2.26) remains an approximate symmetry. In the same spirit, the quark condensate remains an
approximate order parameter for the spontaneous breaking of chiral symmetry.
As a side note, for physical quark masses, chiral symmetry is severely broken for the heavy flavors
charm, top and bottom. On the other hand, in the light sector for up, down and strange it remains
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reasonably accurate. Therefore, the spontaneous breaking of flavor SU(3) leads to the creation of 8
pseudo-scalar Goldstone bosons corresponding to the 8 broken generators. Since there is an additional
explicit breaking of chiral symmetry due to the non-vanishing current quark masses, these Goldstone
bosons are not massless, but very light. They are associated to the octet of pion, eta and kaon mesons.
Interestingly, the observed constituent quark masses in the QCD vacuum are much larger than the
respective current values. Based on these chiral symmetry considerations, a very powerful effective field
theory has been developed for scales below the resonance region, where the set of relevant degrees of
freedom reduces to the lightest mesons and hadrons. This effective approach, labelled chiral perturbation
theory, is tremendously accurate and has significantly enhanced our understanding of the low energy
regime of QCD [185].
Finally, we mention that the above considerations trivially extend to a finite temperature setting, where
the high temperature symmetric phase is characterized by a restoration of the spontaneously broken
SU(Nf)A symmetry.
2.2.3 The Columbia Plot
YM
N
f
=
1
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∞
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Figure 2.1: Most prominent version
of the Columbia Plot at zero chemi-
cal potential. The order of the phase
transition is depicted in dependence
of the quark masses (Mu=d,Ms), as
described in the main text. It ex-
hibits a first order region in the bot-
tom left and top right corner, cor-
responding to very light and very
heavy quarks.
In the previous two sections we have introduced the two symmetries that play an important role for
the QCD phase diagram in two opposite regimes, i.e. the center symmetry breaking for heavy quark
masses and chiral symmetry restoration for light quarks. In this respect, it is very insightful to indicate
the nature of the respective transitions in dependence of the quark mass, which is thereby varied as a
free parameter. The resulting diagram is a mere theoretic construct, called the Columbia Plot, shown in
Fig. 2.1. Conventionally, one considers a semi-degenerate scenario with a strange quark mass, Ms, and
the isospin symmetric up and down degenerate masses Mu=d. All masses are varied from 0 to ∞, with
Mu=d on the abscissa and Ms on the ordinate. Consequently, the chiral limit can be found in the bottom
left corner of the Columbia Plot [112, 186, 187, 188, 189, 190].
As mentioned in section 2.2.1 already, taking the quark masses to infinity corresponds to a freeze out
of the associated degrees of freedom and in this quenched limit one therefore recovers the pure gauge
SU(3) Yang-Mills theory in the top right corner. Similarly, the bottom right corner corresponds to an
infinite up and down mass, which are thus frozen out, and a massless strange quark. This is a theory
with Nf = 1 in the chiral limit. Similarly, the top left corner signifies chiral Nf = 2.
The Columbia Plot, as illustrated in Figs. 2.1, 2.2 and 2.3, has to be understood as an idealized
picture in dependence of the dimensionful quark masses Mu=d and Ms. This is due to the absence of a
relevant reference scale and thus, practically, a more natural variable to consider is, for example, the ratio
M/ΛQCD. There are, of course, subtleties related to the proper definition of the quark masses—which is
not a physical observable4—but they are irrelevant for the present discussion.
In addition to analytic considerations [48, 175], lattice QCD simulations have conclusively proven
a first order transition in YM theory in the top right corner [191]. By continuity, this first order
4In this respect, a more physical version of the Columbia plot would be in terms of the pion and kaon masses [106]. The
question of properly defining the quark masses will be discussed in chapter 4.
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transition must transfer over into a small region around the YM point, described by an unquenched
theory with decreasingly heavy quark masses. The more the quark masses are decreased, the more
the first order transition becomes weaker and eventually it turns second order for some critical mass
values [192]. This boundary line separates the first order region from a regime of smooth crossovers.
The physical point, i.e. the point in the Columbia plot corresponding to physical values of the quark
masses, lies in this crossover region. This observation has been exhaustively demonstrated by lattice
QCD simulations [52, 53, 193, 194] and verified by various models [195, 196, 197], which all find a
pseudo-critical temperature5 around 150-170 MeV.
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Figure 2.2: Two alternatives to Fig. 2.1 for the upper end of the light quark boundary line. In the first
case it terminates exactly in the top left corner, whereas in the second it reaches further to enlarge the
first order region to some finite range in the Nf = 2 theory.
Unfortunately, the implementation of chiral or even very light fermions on the lattice is technically
extremely challenging. This is why, to present, there is still no final consensus from the lattice community
on the nature of the Columbia Plot in the light quark regime. Supportingly, one also relies on model
descriptions and symmetry-based universality arguments for insight [107]. The most prominent estimate
is that for lower and lower masses the smooth crossover becomes steeper and steeper until, once again,
one hits a further second order line. Beyond lies a first order region including the chiral point in the
bottom left corner of the Columbia Plot. The shape of this light quark critical boundary line is heavily
disputed [198]. Various possibilities are shown in Figs. 2.1 and 2.2. In the most prevalent scenario there
exists a tricritical point (0,M trics ), 0 <M trics <∞, which terminates the Z(2) critical line and is connected
to the top left corner by an O(4) critical line; see Fig. 2.1. In other versions the Z(2) boundary line
extends to either the Nf = 2 chiral point itself [Fig. 2.1, left] or even beyond to include the top left
corner within the first order region [Fig. 2.1, right]. Model calculations, especially towards the Nf = 2
chiral point in the top left corner, heavily depend on the role of the chiral anomaly and the inclusion of
beyond-mean-field fluctuations in the order parameter [106, 107, 112, 199, 200, 201, 202].
On the other hand, while the above-mentioned picture with a first order region around the chiral point
in the bottom left corner is largely accepted as fact in the community, it is not conclusively proven and
questioned in recent lattice QCD studies [203]. To present, when taking the continuum limit of vanishing
lattice spacing, all lattice findings are still compatible with a critical chiral Nf = 3 point and no first
order region at all [203]. Thus, it seems clear that if the light quark first order region exists, it must be
tiny, a fact for which the approach we follow in chapter 6 provides a possible consistent explanation. This
alternative version is illustrated in Fig. 2.3 and immediately contradicts the conclusions of Ref. [107],
which are based on a perturbative RG analysis of an effective matrix model. It should be mentioned,
however, that an effective approach of this type assumes the order of the transition to be determined
solely from the mesonic degrees of freedom and thus treats the gauge contributions at mean-field level.
Interestingly enough, in Ref. [204], it was demonstrated that example theories exist where neglecting
gauge fluctuations leads to an erroneous result for the transition order. In particular, it was shown
that gauge fluctuations have the potential to render a formerly first order transition critical. While not
5Here, the pseudo-critical temperature is defined as the value of extremal first derivative in the Polyakov loop as a
function of temperature.
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permitting proof in either direction, this study, at the very least, questions the reliability of Ref. [107]
for QCD. These analytic considerations, together with inconclusive lattice findings, make the version of
the Columbia Plot displayed in Fig. 2.3 a possibility that has yet to be discarded.
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Figure 2.3: This version of the Columbia Plot does
not exhibit a first order region in the light quark
regime. Instead, there is a second order critical point
in the chiral limit in the lower left corner. The na-
ture of this critical point, i.e. its universality class
as well as the possible existence of a critical line con-
necting to the Nf = 2 chiral point is then an open
question. To present, this version is still very much
a viable possibility that has not been ruled out (yet),
as explained in the main text.
The Columbia Plot can be extended by a further dimension to non-zero values of the chemical
potential squared, in the following labelled the 3D Columbia Plot [91, 191, 205, 206]. Its projected
shape along the Nf = 3 degenerate line is given in Fig. 2.4. The possible values of µ2 range from −∞ to+∞. However, one restricts the analysis to −T 2pi2/9 to +∞ due to the Roberge-Weiss symmetry of the
theory at imaginary chemical potential βµ = ipi/3 [205, 207], beyond which the physics of any interval
Im µ ∈ [kpi/3, (k + 1)pi/3] can be uniquely linked back to Im µ ∈ [0, pi/3]. This possibility is based on an
interplay of center and abelian transformations combined with charge conjugation.
It is paramount to note that Monte Carlo important sampling techniques are not directly applicable
at µ2 > 0, such that in this regime one has to estimate the projected phase structure. This is due
to the fact that for non-zero real values of the chemical potential lattice QCD simulations suffer from
the infamous sign problem [208, 209]. The sign problem manifests itself in the non-positivity of the
fermion determinant in the functional integral. This then leads to a probabilistically ill-defined weight
factor that renders standard importance sampling algorithms inapplicable. The sign problem can be
circumvented for sufficiently small values of the chemical potential, however becomes fundamentally
prohibitive as one reaches deeper into the regime of real µ values. In this respect, it is to be noted
that recent efforts from the lattice community have succeeded in enlarging the domain of reliability of
their findings [210, 211, 212, 213]. On the contrary, for imaginary values of the chemical potential the
sign problem is absent. Also, in the heavy quark region, the sign problem can be circumvented by an
expansion around the quenched theory in inverse powers of the quark masses [214].
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Figure 2.4: We show a crosscut of the 3D
Columbia Plot along the direction of three de-
generate quark masses. In the most prevalent
scenario the light quark critical line behaves as
shown by the respective solid red line. How-
ever, a different curvature resulting in a bend-
ing as indicated by the red dotted line is also
possible. A back-bending of this type would
allow for a CEP in the QCD phase diagram
shown in Fig. 2.5.
The second order boundary lines at µ = 0 extend to critical surfaces, which still separate first order
regions from smooth crossovers. It is firmly established that the curvature of the heavy quark critical
surface is such that for increasing values of µ2 it bends towards the YM point. It is therefore apparent
that this critical surface will never intersect the line (as a function of µ) above the physical point. On
the other hand, the curvature of the critical surface in the light quark corner (if it exists), remains
unknown and a bending towards the physical point is not ruled out [90]. This question is of tremendous
CHAPTER 2. GENERALITIES 22
significance for the possible existence of a CEP in the QCD phase diagram, as explained in section 2.2.4.
For a very inclusive and pedagogic discussion of the various aspects of the Columbia Plot, from both
continuum and lattice viewpoints, the reader is also referred to Ref. [209].
As a final remark, one might inquire the necessity to study the Columbia Plot in the first place since
only the physical point is of actual physical relevance. On the other hand, given the above-outlined
structure of the Columbia Plot, it is apparent that the dynamics underlying the physical point itself
is continuously related to the non-trivial physics of either the heavy or light quark regime. Therefore,
understanding each of these theoretic extremes enables or at least enlarges our control of the situation
at the physical point. In this respect, it is virtuous to pursue model descriptions capable of spanning the
whole Columbia plot.
2.2.4 The QCD Phase Diagram
β2µ2
T
−pi2
9
CEP?
0
1st order
2nd order
crossover
CFL
deconf., χ restored
conf., χ broken
Figure 2.5: We outline the qualitative structure of the QCD phase diagram. The physically relevant
regime corresponds to non-negative values of µ2. Here, in the lower left corner for sufficiently small
values of T and µ, QCD exhibits a mostly confined and mostly chirally broken phase (light blue). In the
opposite regime of sufficiently high T and µ values, the associated phase is characterized to be mostly
deconfined and mostly chirally restored (light red). Finally, in the lower right corner for high µ and low
T values exist(s) the superconducting color-flavor-locked phase(s) (light yellow). The indicated nature
of the respective transitions between these phases depends on the exact location within the diagram.
As outlined in the main text, the phase diagram smoothly connects to a priori non-physical imaginary
values of the chemical potential. In principle, one could imagine alterations to the imaginary µ regime
in a scenario where the light quark critical surface in the 3D Columbia plot intersects the physical point.
However, as argued in the previous section, given the small size of the respective first order region in the
light quark corner, this is very unlikely.
Having presented the Columbia Plot in the previous section 2.2.3, we are now in the position to discuss
the QCD phase diagram. In contrast to the Columbia Plot, the QCD phase diagram is characterized by
the quark masses restricted uniquely to physical values. One then depicts the various phases attained by
the system in dependence on chemical potential and temperature. A schematic representation is shown
in Fig. 2.5.
The realm of imaginary values of chemical potential does again correspond to an unphysical scenario,
which is nonetheless continuously connected to the physical case of real µ values, as shown in Fig. 2.5.
Its phase structure is discussed further below.
Excluding non-physical imaginary µ values, the part of the phase diagram that is actually firmly
established from first principle approaches is limited to the temperature axis for µ = 0. In the absence
of well-controlled lattice QCD results, insight into the thermodynamic nature of the system at finite
(real) chemical potential is attempted from various angles. On the one hand there are numerous first
principle non-perturbative methods [15, 16, 17, 97, 101] as well as effective models capturing purely the
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Figure 2.6: We show various facets of the phase diagram in dependence on temperature and imaginary
chemical potential for different choices of the degenerate Nf = 3 quark mass. Thereby we have focussed
on the heavy quark regime, where for comparisons the bottom right corner of Fig. 2.4 is depicted on the
right of each respective plots. There, the thin blue line indicates the chosen quark mass in each case.
(supposedly) relevant degrees of freedom [30, 88, 86, 195, 215, 216, 217, 218, 219]. On the other hand,
one exploits the fact that phase diagram for imaginary µ is smoothly related to the real µ side, as shown
in Fig. 2.5. This has the benefit that lattice QCD computations are no longer hampered by the sign
problem and the results can, in principle, be extrapolated over by (numerical) analytic continuation. In
practice, this is also limited to not-too-large values of the chemical potential.
At vanishing chemical potential, QCD admits a crossover for both the chiral and the deconfinement
order parameters with a pseudo-critical temperature around 150-170 MeV. This crossover line extends
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inwards for increasing µ and decreasing T values and might end at a CEP. The existence and possible
location of this CEP is subject to vast research efforts from both experimental [220, 221, 222, 223] as
well as theoretical studies [15, 16, 17, 58, 66, 97, 101, 111, 188, 195, 215, 216, 217, 224, 225, 226, 227,
228, 229, 230, 231, 232]. The CEP then connects via a first order line to the axis of zero temperature.
Finally, for very large density values and small temperatures, one expects superconducting phases which
are characterized by color-flavor-locking. Since they are of no further importance in this report beyond
this stage, we merely point the interested reader to relevant literature [233, 234, 235, 236]. Similarly, our
discussion shall neglect any effects from the nuclear liquid-gas transition, which is in principle situated
within the (mostly) confined phase [237, 238].
Despite turning the results unphysical again, it is nonetheless interesting to study the effects on
Fig. 2.5 upon relaxing the restriction to purely physical quark mass values. In particular, this is illus-
trated in the regime of imaginary chemical potential in Fig. 2.6. For pictorial simplicity and to enable
comparisons with Fig. 2.4, we only consider the case of three degenerate masses. Also, when exploring
the space of possible values of Mu=d=s, we restrict to the heavy quark regime, as indicated by the re-
spective small plots on the right hand sides of Fig. 2.6, which correspond to the bottom rightmost part
of Fig. 2.4. Similar pictures could of course be obtained in the light quark corner, where however the
possible back-bending of the critical surface could lead to non-trivial alterations.
The phase diagram at imaginary µ is periodic with period 2ipiT and essentially consists of two
phases. At large enough quark mass, these are a mostly confined and mostly chirally broken phase in
light blue and a mostly deconfined and mostly chirally restored phase in light red. The nature of their
mutual transition depends on the value of the quark mass, as explained below and shown in Fig. 2.6.
Independently of the quark mass, there exist first order transition lines for chemical potential values
iT (2n + 1)pi/3, n ∈ N. These first order transition lines are controlled by the Roberge-Weiss symmetry
mentioned in previous sections. If crossing one of these lines, one still remains in a mostly deconfined and
mostly chirally restored phase corresponding to a different element of the center subgroup Z3 of SU(3).
This is indicated by slightly distinct shades of red and the small arrows, which represent the respective
elements of the center group.
As invoked above, the order of the confinement and chiral transition at imaginary chemical potential
heavily depends on the quark mass. For Nf = 3 degenerate values in the intermediate range close to the
physical point, Mu=d=s < M tricu=d=s, the resulting diagram coincides with the top left of Fig. 2.6. Then,
moving closer towards the heavy quark regime, for some Mu=d=s = M tricu=d=s, one eventually encounters
the situation depicted in the second top row of Fig. 2.6. Here the tricritical points are connected to the
Roberge-Weiss first order lines mentioned above and via crossover lines with each other. For increasing
masses M tricu=d=s <Mu=d=s <M c,µ=0u=d=s, the tricritcal points split into two second order points moving off along
the formerly crossover lines in either direction, leaving behind a first order line. The former tricritical
point has now become a triple point where three first order lines meet. This image continues, until for
some quark mass value M c,µ=0u=d=s, the second order points hit µ values 2iTpi n/3, n ∈ N, merge and then
vanish thereafter. For even larger quark masses, Mu=d=s >M c,µ=0u=d=s, there only remain first order lines in
the phase diagram, as sown in the bottommost row of Fig. 2.6.
The vicinity of the tricritical point, i.e. the behavior of the second order points near the tricritical
point, is well-described by a simple mean field scaling analysis [91]:
Mc(µi)
Tc(µi) = Mtric.Ttric. +K [(pi3 )2 − (µiTc )2]
2
5
, (2.29)
where K is some constant, µi is defined as the imaginary part of µ and the subscripts u = d = s have
been dropped for simplicity.
This particular scaling law can be analytically continued to real values of chemical potential and
thus serves as an example of the usefulness of studying the a priori unphysical regime of imaginary µ
and circumventing the sign problem (provided the scaling extrapolates into the real chemical potential
region). This shall be tested explicitly within the CF model in section 4.2.
3
The Curci-Ferrari Model
The original research conducted throughout the present thesis, presented in the subsequent chapters, is
based almost exclusively (with one exception) on the CF model. In this chapter, we introduce the basic
features and properties of the CF model, which we then rely on continuously in later stages. Despite
the fact that these later analyses only use the CF model in a finite temperature setting, many of its
fundamental characteristics are best illustrated already at zero temperature in a simplified scenario;
see section 3.1. Thereafter, in section 3.2, we present some aspects that are specific to the nonzero
temperature setting of the CF model, such as the introduction of a non-trivial gluon background, the
necessary elevation to Landau-DeWitt gauge, the existence of Weyl chambers, the nature of the root-
weight diagram and the resulting Feynman rules.
3.1 Fundamentals at zero Temperature
The CF model is a phenomenologically motivated effective theory for the low energy regime of QCD,
where a gluon mass term is added to the FP Landau gauge-fixed Lagrangian. At zero temperature and
in Euclidean space, the latter is given by
LCF = 1
4
(F aµν)2 + ψ¯(γµDµ +M)ψ +LFP + 12m2(Aaµ)2 , (3.1)
where, in the Landau gauge, defined by ∂µA
a
µ = 0, the FP term writes asLFP = ∂µc¯aDµca + iha∂µAaµ (3.2)
with c and c¯ denoting the ghost fields and h is the Nakanishi-Lautrup Lagrange multiplier used to enforce
the particular gauge configuration of choice. The Langrangian (3.1) is a particular case of the class of
Curci-Ferrari Lagrangians [129].
The model was first introduced by Curci and Ferrari in 1976 [129], who simply pursued the most
general Lagrangian consistent with certain symmetries obtained after imposing the FP procedure. In the
general case, their construction involves a class of nonlinear gauges, the Curci-Ferrari-Delbourgo-Jarvis
gauges, and also features a mass term for the ghost fields. It was shown in Ref. [129, 239], that this model
(including an arbitrary ghost mass) breaks the nilpotent Bechi-Rouet-Stora-Tyutin (BRST) symmetry
of the FP Lagrangian, but nonetheless possesses a modified, nonnilpotent BRST symmetry and remains
perturbatively renormalizable.
In 2011, motivated by a large influx of lattice results on the decoupling behavior of the Landau gauge
gluon propagator in the IR limit, Tissier and Wschebor proposed the Lagrangian (3.1) as an effective
starting point for a modified perturbative expansion. While a nonzero value of the gluon propagator
at vanishing momentum is guaranteed in the CF model, it is a nontrivial question whether the model
is capable to reproduce the momentum dependence of both the gluon and ghost correlation functions.
This was indeed confirmed in Ref. [131] by one-loop effects, where a remarkable agreement with lattice
numerics is observed, see Fig. 3.1.
In parallel, Serreau and Tissier (ST) identified an alternative theoretical motivation for the gluon
mass term [126]. It has long been proven that Gribov copies spoil the typical calculation of Green’s
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Figure 3.1: Fitted one loop gluon propa-
gator within the YM CF model (red) from
[131] against lattice YM simulations [134, 159]
(blue). The fitted value of m ≈ 500 MeV for
the gluon mass is kept constant in all further
(one-loop) computations of the CF model.
functions via path integral methods in the IR regime [115, 119]. This illustrates the fact that, although
the UV dynamics is well-described by the FP Lagrangian, this alignment gets severely broken in the
IR. While the explicit in-detail effects of the Gribov copies remain to present a delicate issue in analytic
approaches, many of their properties are well understood in the case of the Landau gauge [116]. For
instance, choosing a particular copy leads to non-invariance of the gauge-fixed theory under BRST
symmetry. Also, the presence of the copies does not alter the UV structure of the theory. ST propose
a gauge-fixing procedure involving an average over Gribov copies with a nonflat weight (a flat weight
corresponds to FP). The weight proposed in [126] introduces an effective gluon mass, which appears here
as a gauge-fixing parameter.
In order to demonstrate self-consistency of the perturbative treatment of the CF model, a one-loop
RG flow diagram was computed in Ref. [126, 132] for pure YM, see Fig. 3.2. In the plane spanned by
the two running parameters, the coupling g and the rescaled gluon mass m˜ ≡ m/µr, it was established
that the physical, positive quadrant is separated by a single separatrix (scaling-type solution) into two
qualitatively distinct regimes linked to the (repulsive) Gaussian UV fixed point. The first region, which is
the one containing the standard FP Lagrangian without a gluon mass term, is characterized by RG flows
which suffer from a Landau pole and thus inhibit perturbative control in the IR. Here, one eventually
has to resort to non-perturbative methods for a sensible description of the physics at long distances.
On the other hand, there exists a second region, labelled IR-safe, in which the associated RG flows do
no longer suffer from a Landau pole. Despite the fact that the coupling constant g might become large
along IR-safe trajectories, it was shown that the effective loop-expansion parameter is of the form λ
1+m˜2 ,
where λ = g2Nc
16pi2
; see Ref. [132]. Interestingly, it is found that decoupling-type Lattice QCD simulations
follow a trajectory deep within this IR-safe regime. For the trajectory which best describes lattice data
at one-loop, this expansion parameter never exceeds values of around 0.4, thus permitting perturbation
theory at all momentum scales down to the deep IR.
We also mention that an extension of this analysis to two-loop order in YM has recently been per-
formed [164], which shows a convincing quantitative improvement of the one-loop results and an excellent
agreement with lattice calculations of the ghost and gluon propagators.
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Figure 3.2: One loop RG flow of the coupling
and rescaled gluon mass in the CF model, taken
directly from Ref. [126]. The scaling separa-
trix is denoted by the dashed line, connecting
a UV fixed point in the origin with a gaussian
IR fixed point. Not depicted are flows discon-
nected from the UV fixed point
The CF model has been applied to the calculation of various two- and three-point correlation functions
in an overall reasonable agreement with lattice QCD findings, both for YM at one-loop [131, 160, 163]
and at two-loop order [164], but also for heavy quark QCD at one-loop level [161, 162]. These works
enlist nicely into the existing set of model-based output for IR QCD available in the literature. The main
advantage these perturbative studies inherit over long-established non-perturbative analytic approaches
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is their conceptual simplicity of the underlying systematic expansion in the coupling. Thus, improvements
to the numerical findings in form of higher order corrections are, in principle, envisionable and in all
cases studied so far, including the respective two-loop corrections has indeed lead to a better description
of the dynamics, signaling a robust expansion.
Furthermore, one can also study the case of QCD with light quarks. Here, however, one encounters an
obstacle related to the observation that the quark-gluon coupling is significantly IR-enhanced compared
to the pure gauge counterparts [169]. Hence, a naive perturbative expansion treating all couplings on
equal footing is no longer expected to work well and, indeed, it fails. Instead, Ref. [170] has proposed a
systematic approximation scheme in the CF model which is non-perturbative in the quark-gluon coupling
while simultaneously double-expanding in the pure gauge couplings as well as in the inverse number of
colors. Implementing this recipe - labelled as ”rainbow-improved” (RI) in Ref. [170] - for all diagrams
contributing to the quark self-energy, it can be shown that the leading order (LO) terms embody the
resummation of the well-known rainbow diagrams [240, 241, 242, 243], with the gluon propagator cor-
responding to the tree-level CF propagator. In Ref. [170], it was demonstrated that the vacuum CF
version of the rainbow equations successfully describes the dynamical symmetry breaking.
3.1.1 Fixing the gluon mass m
Superficially, it appears as though there is an extra parameter in the CF model in form of the gluon
mass supplementary to the ones present in QCD or the standard FP Lagrangian. Ideally, the gluon mass
term would be a dynamically generated quantity whose value is determined via that of the coupling. In
practice, a precise scenario for such dynamical mass generation is still missing and we fix the gluon mass
by fitting the calculated gluon propagator against corresponding lattice data and then keep it fixed for
any further calculation. The optimal value is typically around 500 MeV.
3.2 Landau-DeWitt Gauge at finite Temperature
We remark that the CF model is originally twofold motivated in a zero temperature setting, from the
Gribov ambiguities and the observed decoupling-behavior in lattice studies. It is regarded as an effective
theory capturing the essence of the underlying physics at zero temperature. Any model can of course
be transfered to a finite temperature scenario, however, whether or not this model in question remains
aligned with the physics at finite temperature as well is a non-trivial question. While one does in
fact observe the decoupling-type behavior of the Landau gauge gluon propagator in finite temperature
analyses [148, 244, 245], a respective study of the Gribov ambiguity is more intricate due to the more
complicated topological structure of the phase space [246]. Thus, the applicability of the CF model at
finite temperature remains a semi-implicit assumption.
At finite temperature, it is crucial to work in a choice of gauge with manifest center symmetry and
which permits to go beyond simply pure Landau gauge. One such choice of gauge is the so-called Landau-
DeWitt (LdW) gauge [74, 247, 248, 249], where one splits the gluon field Aaµ into a background A¯
a
µ and
a fluctuating component aaµ, such that A
a
µ = A¯aµ +aaµ. In this case, the LdW gauge-fixing condition reads
(D¯µaµ)a = 0 , (3.3)
with D¯abµ ≡ δab∂µ + gfacbA¯cµ the background covariant derivative in the adjoint representation.
In summary, the Euclidean action of the CF model at finite temperature, SCF, is constructed from
the respective QCD counterpart in (2.10), SQCD, supplemented with the necessary FP gauge-fixing terms
and the gluon mass term. It reads
SCF = SQCD + ∫
x
{(D¯µc¯)a(Dµc)a + iha(D¯µaµ)a} + ∫
x
1
2
m2aaµa
a
µ , (3.4)
where ca, c¯a and ha denote respectively the ghost, anti-ghost and Nakanishi-Lautrup fields. The covariant
derivative in the adjoint representation is given by Dµϕ
a ≡ ∂µϕa + gfacbAcµϕb, with g the bare coupling,
as before. The advantage of the background field formalism is that the massless version of the gauge-
fixed Lagrangian (3.4) possesses a formal gauge invariance with respect to gauge transformations of the
background field. The latter allow one to encode the center transformations despite having fixed a gauge.
The CF extension (3.4) of the LdW gauge-fixed Lagrangian adds a mass term to the fluctuating part
CHAPTER 3. THE CURCI-FERRARI MODEL 28
only in order to maintain this important property.1 Indeed, (3.3) is invariant under
A¯ → UA¯U † − i
g
U∂U † , ϕ → UϕU † , (3.5)
for ϕ = {a, c, c¯, h}.
For each temperature T , one chooses the background such that the expectation value of the fluc-
tuating component, ⟨aaµ⟩, vanishes in the limit of vanishing sources. In practice, for pure YM,2 this
corresponds to locating the absolute minimum3 of the functional Γ˜[A¯] defined as Γ˜[A¯]≡ Γ[A¯, ⟨a⟩ = 0],
where Γ[A¯, ⟨a⟩] is the effective action for ⟨a⟩ in the presence of A¯ [74, 167]. It is an easy check that cen-
ter transformations leave this functional Γ˜[A¯] invariant, which means that center symmetry is manifest
during each undertaken step.4 Hence, one gains control over the deconfinement transition by monitoring
when the background values associated to minima of Γ˜[A¯] depart from their center-symmetric (confin-
ing) values. In this respect, the value of the background field at the minimum serves as a genuine order
parameter. For more details, see Refs. [167, 252]. Since any minimum has to respect the symmetries
of the system at finite temperature, one can restrict the subspace of configurations A¯ to temporal and
homogenous backgrounds
A¯µ(τ,x) = A¯0δµ0,
upon which the functional Γ˜[A¯] reduces (up to a Euclidean volume factor) to an effective potential
V (A¯0) for the constant matrix field A¯0. Furthermore, due to global color symmetry, it is always possible
to rotate this matrix A¯0 into the Cartan subalgebra
5 (CSA)
βgA¯0 = r3λ3
2
+ r8λ8
2
, (3.6)
where λ3 and λ8 are the diagonal Gell-Mann matrices. V (A¯0) is reduced to a mere function of two
variables V (r3, r8). The non-trivial question how to self-consistently implement the components r3/8 in
various situations of interest and which values they can attain in practice is the object of discussion in
the following section.
We also point out that, in the high temperature limit, the potential V (r3, r8) can be computed in a
loop-expansion outwith the CF model in pure FP theory [253].
3.2.1 Self-Consistent Background and Weyl Chambers
It was shown in Refs. [168, 254], that depending on the nature of the chemical potential, either real or
imaginary, the self-consistent choices of the background components r3 and r8 follow distinct formats. In
this short subsection, we briefly recall the key features and refer the reader to the respective Refs. [168,
254] for more detail.
Whenever the chemical potential is imaginary, it is easily shown that the background effective po-
tential V (r3, r8) becomes a real function upon taking r ≡ (r3, r8) in the plane R ×R. In this case, the
self-consistent backgrounds correspond to the absolute minima of the effective potential over r ∈ R ×R.
Since the effective potential is invariant under (periodic) gauge transformations6 which preserve the form
of the background in Eq. (3.6), the r-plane is divided into physically equivalent cells, known as Weyl
chambers. In practice, it is sufficient to restrict the analysis to one of these chambers, for instance the
equilateral triangle of edges (0,0) and 2pi(1,±1/√3), which we refer to as the fundamental Weyl chamber,
shown in Fig. 3.3. Within this fundamental Weyl chamber, the confining value of the background com-
ponents is located at the point r = (4pi/3,0), the center of the triangle. Moreover, all charge conjugation
invariant states lie on the median r8 = 0. One deduces that for vanishing chemical potential the physical
point can be identified by restricting completely to this median axis. For non-zero values of imaginary
chemical potential, the physical point moves away from the axis r8 = 0 within the fundamental Weyl
chamber.
1A mass term for the compete gluon field is easily implemented but spoils the said center symmetry.
2Including dynamical quarks is trivial in the heavy quark limit, where chiral symmetry breaking effects are irrelevant
[250, 251].
3This property assumes the positivity of the functional integral measure. For a discussion in the pure YM case, the
reader is referred to Ref. [167].
4More precisely, center symmetry is explicitly broken by the gauge-fixing. However, the background field permits to
maintain some formal gauge invariance, which then encodes a remnant of center symmetry.
5Here of su(3), but in principle of any gauge algebra in question.
6These include particular global color rotations, known as Weyl transformations.
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√
3
−2pi/√3
Figure 3.3: We illustrate the fundamen-
tal Weyl Chamber in light yellow in the
plane spanned by the background components(r3, r8). The charge conjugation invariant
states are given by the orange line on the r8 = 0
axis, and the confining point at (4pi/3,0) is
shown in red.
Contrarily, for real chemical potentials, it was outlined in Ref. [168] that the effective potential requires
consideration over the variables (r3, r8) ∈ R×iR such that V (r3, r8) remains real-valued (whereas it is not
anymore over R×R) and the space of r is preserved under the requirement of self-consistent backgrounds.
However, in such a configuration, the physical point is associated to a saddle-point and in the presence of
multiple such saddle points, it is not well-defined which one to identify as the physical state of the system.7
In Ref. [168], this ambiguity is viewed as a remnant of the sign problem in continuum approaches. In
the same reference, it is also suggested that the appropriate criterion might be to opt for the deepest
saddle-point. This choice is certainly well-motivated at µ = 0—where one can equivalently choose either
of the above spaces for r—and, by extension, to small real µ. Throughout this manuscript, we shall
implement this very criterion as well.
In the literature, one can find similar discussions at real chemical potential in terms of the Polyakov
loops ` and ¯` [255, 208], as well as linking them to the background presented here [254]. Note that
analytically continuing in r8 to imaginary values formally corresponds to taking the variables ` and ¯` as
real and independent. The necessity of complex background components was equally mentioned in the
context of saddle point approximations in Refs. [256, 257]. Another approach commonly employed in
the literature is to simply take r3 and r8 real (or correspondingly in terms of the Polyakov loops) and
to neglect the imaginary part of the potential by hand [77, 258]. However, as argued in [168, 259] and
explained in section 4.3, this approach misses some of the essential physics. In particular, it completely
neglects any effects of explicit breaking of charge conjugation by the nonzero chemical potential.
3.2.2 Root and Weight Diagram
In this section, we illustrate the various color modes, quarkonic and gluonic, summarized in the so-called
root and weight diagram, shown in Fig. 3.4, which originates in considerations of the su(3) algebra
generators ta in the respective representations.
For non-trivial background in Eq. (3.6), it is convenient to decompose the field content in Eq. (3.4)
along suitable bases which diagonalize the adjoint and fundamental background covariant derivatives
D¯abµ ≡ δab∂µ + gfacbA¯cµ and D¯µ ≡ ∂µ − igAaµta. To treat the former, one introduces a Cartan-Weyl basis{tκ} in the su(Nc) Lie algebra. The parameters κ exist in two categories: Either κ = 0(j) is a zero or
κ = α is a root. In case of a zero, the corresponding t0(j) ’s span the CSA, where j samples over the
various zeroes. In case of a root the tα’s simultaneously diagonalize the action of the elements of the
CSA in the adjoint representation: [t0(j) , tα] = αjtα . (3.7)
Naturally, the roots α ≡ (αj) are vectors with the same number of (real) components as elements in the
CSA. It is standard practice to represent them in the space RdC , where dC denotes the dimension of the
CSA. By themselves, they form the so-called root diagram of the algebra. Upon specifying to SU(3), there
7This is in contrast to the case of an imaginary chemical potential, where standard arguments based on the (assumed)
positivity of the integration measure dictate that the physical point corresponds uniquely to the absolute minimum of the
background effective potential.
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Figure 3.4: Diagram displaying the six roots
and three plus three weights as vectors in the
space of the Cartan subalgebra. The x-axis
corresponds to r3 and the y-axis to the r8-
direction. Roots in red sit in the adjoint repre-
sentation and the weights in blue are in the fun-
damental representation 3 of SU(3), whereas
the ones in green are in the anti-fundamental
one, 3¯.
are two zeros 0(3) and 0(8) to which correspond the generators t0(3) = λ3/2 and t0(8) = λ8/2. Additionally,
on encounters six roots, which are given by ±(1,0), ±(1,√3)/2 and ±(1,−√3)/2 as illustrated in Fig. 3.4.
For quarks in the fundamental representation, because the t0
(j)
’s are hermitian matrices, one can
choose an orthonormal vector basis {∣ρ⟩} with ⟨ρ∣σ⟩ = δρσ such that the action of these generators is
simultaneously diagonalized:
t0
(j) ∣ρ⟩ = ρj ∣ρ⟩ , (3.8)
where the ρ’s, defined as ρ ≡ (ρj), are called the weights of the (fundamental) representation. The
weights entail the same number of (real) components ρj as the roots and allow for a depiction on the
same root-weight diagram.8 The fundamental representation 3 permits three nondegenerate weights(1,1/√3)/2, (−1,1/√3)/2 and (0,−1/√3), whereas for the anti-fundamental representation the weights
are given by a global sign flip, i.e. −(1,1/√3)/2, (1,−1/√3)/2 and (0,1/√3). These vectors are depicted
in Fig. 3.4.
For notational convenience in the subsequent chapters, we allocate specific labels to some of the
weights and roots (which shall be in fact the only ones needed in practice, all others will be accounted
for by symmetry requirements):
ρ1 ≡ 1
2
( 11√
3
) , ρ2 ≡ 1
2
(−11√
3
) , ρ3 ≡ −( 01√
3
) , (3.9)
and the roots
κ1 ≡ 1
2
(−1√
3
) , κ2 ≡ −1
2
( 1√
3
) , κ3 ≡ (10) , (3.10)
such that
κ1 + κ2 + κ3 = 0 , (3.11)
as well as
ρ3 = ρ1 + κ2, ρ1 = ρ2 + κ3, ρ2 = ρ3 + κ1, (3.12)
and likewise, with ρ¯i ≡ −ρi,
ρ¯3 = ρ¯1 − κ2, ρ¯1 = ρ¯2 − κ3, ρ¯2 = ρ¯3 − κ1, (3.13)
which all satisfy cyclic (notational) permutivity. We also define κ−1 = −κ1.
8The vectors ∣ρ⟩ and ρ differ in meaning and origin. The former are vectors in the space over which the representation
acts. The latter are the vectors of eigenvalues ρj in Eq. (3.8).
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3.2.3 Feynman Rules in Landau-deWitt Gauge
Throughout this thesis, the only Feynman rules in the LdW gauge which will be actively called upon
stem from the fermion sector: the free quark propagator and the quark-gluon vertex as well as the free
gluon propagator to be used in the fermion sunset. Therefore, these are the only ones that shall be
detailed at this point. For a complete discussion of the remaining quantities in the gauge sector, the
reader is referred to Ref. [166] for the gauge group SU(2) specifically and, for a generic gauge group
with semi-simple Lie algebra, to Ref. [167]. Prior to the beginning of the thesis, the explicit forms of
the propagators were known in Ref. [168], which we briefly revoke in the current setting. On the other
hand, the formula for the quark-gluon vertex had to be established, see Ref. [259].
With the particular decompositions of the various fields in (3.4) introduced in the previous section,
i.e. the Cartan-Weyl basis and the vectors ∣ρ⟩, the Feynman rules can be expressed in a simple manner.
For instance, the momentum space free gluon propagator is found as
⟨a−κµ (Q′)aκν(Q)⟩ = (2pi)dδ(d)(Q +Q′)P ⊥µν(Qκ)Q2κ +m2 , (3.14)
where we make use of the bosonic generalized momentum
Qµκ ≡ Qµ + δµ0 T rκ , (3.15)
with Qµ = (ωn, q⃗) and ωn = 2pinT a bosonic Matsubara frequency. We also denote rκ ≡ r ⋅κ = r3κ3 + r8κ8
and remark that Qκ = −(−Q)−κ.
For the fermion part, after decomposing the color structure of the Grassmann fields via
ψ¯f =∑
ρ
ψ¯fρ ⟨ρ∣ , and ψf =∑
ρ
ψfρ ∣ρ⟩ , (3.16)
where ψfρ is a bispinor without color structure, the tree-level quark propagator is easily determined as
⟨ψfρ(P ′)ψ¯fρ(P )⟩=(2pi)dδ(d)(P + P ′) i /P ρ+Mf
P 2ρ +M2f , (3.17)
where Mf denotes the quark mass of flavor f . In analogy to (3.15) we have introduced
9 the fermionic
generalized four-momentum
P νρ ≡ P ν + δν0 (T rρ + iµ) , (3.18)
with P ν ≡ (ωˆn, p⃗) and ωˆn = 2pi(n + 1/2)T a fermionic Matsubara frequency. Also rρ ≡ r ⋅ ρ.
In Eq. (3.18), the fermionic frequency P 0ρ is not only shifted by T rρ but also by iµ, illustrating
that the action of a temporal abelian gluonic background can be interpreted as an imaginary chemical
potential, and vice versa. Whenever µ ≠ 0, one has P ρ ≠ −(−P )−ρ, unless one simultaneously changes
the sign of the chemical potential, µ→ −µ.
Lastly, we treat the quark-gluon vertex, which in the action −S (we have included the prefactor
minus sign in the exponential within the expression for the generating functional) originates from the
interaction term
iψ¯fa
κtκψf =∑
ρ,σ
iψ¯fσa
κ⟨σ∣tκ∣ρ⟩ψfρ . (3.19)
where we have again used the color decompositions in (3.16). It is easily verified that the associated
Feynman rule is given by
ig δ(P +Q + P ′)γµtκσρ , (3.20)
with tκσρ ≡ ⟨σ∣tκ∣ρ⟩, where all momenta are either in- or outgoing, and σ denotes an outgoing weight while
ρ and κ are an ingoing weight and root respectively. We draw attention to
t0
(j)
tκ ∣ρ⟩ = [t0(j) , tκ] ∣ρ⟩ + tκt0(j) ∣ρ⟩= (κ + ρ)j tκ ∣ρ⟩ , (3.21)
9We use the greek letters µ and ν to denote Lorentz indices, ρ and σ to denote the weights of the fundamental
representation and κ to denote the zeros and roots of the algebra. Note that µ primarily refers to the chemical potential
when it is not a sub/superscript. For simplicity, we use the same notation for bosonic and fermionic four-momenta, and
to ensure clarity, we shall (mostly) reserve the letters Q and K to bosonic momenta and the letters P and L to fermionic
ones.
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which means that tκ∣ρ⟩ is either 0 or collinear to ∣ρ + κ⟩. In particular, the nonvanishing elements of tκσρ
satisfy the color conservation rule σ = ρ + κ. By extension, all elements of the color tensor
Dσ,ρκ ≡ tκσρt−κρσ = Dρ,σ(−κ) , (3.22)
must vanish unless σ = ρ + κ.
Finally, we outline some useful relations encountered when summing over the various color modes,
e.g., in Feynman diagrams. For instance, one finds that
∑
ρκ
Dσ,ρκ = CF , and similarly ∑
σρ
Dσ,ρκ = TF , (3.23)
where CF is the quadratic Casimir of the fundamental representation, which equals 4/3 in SU(3), and
TF is the normalization of the generators in the fundamental representation, chosen as 1/2 in Eq. (2.13).
3.2.4 Background field and the Deconfinement Transition
We are now in the position to discuss the relation between the background field in (3.6) and the Polyakov
loops ` and ¯`. Based on their definitions in (2.18) and (2.19), the loops can be expanded in the coupling,
as functions of the physical values of the background field components r3 and r8. At leading order, this
yields the well-known formula
` = e−i r8√3 + 2 cos(r3/2) ei r82√3
3
+O (g2) . (3.24)
For pure YM, the next-to-leading order (NLO) correction to ` has been worked out in Ref. [167]; see
Eq. (87) of that reference. Fortunately, at NLO, the YM expression coincides with the corresponding
unquenched counterpart. This is due to the fact that explicit quark loops only appear at NNLO and thus
at NLO the mere effects of dynamical quarks enter the Polyakov loops indirectly via the altered physical
values of r3 and r8. The explicit expression of ` in terms of r3 and r8 remains, however, applicable.
For the anti-Polyakov loop ¯` in (2.19) one could, of course, derive a similar expression to (3.24)
from first principles. However, provided one carefully accounts for the nature of the variable r8 and
the chemical potential µ (real or imaginary), its results can directly be deduced from the corresponding
expression for `. In particular, as detailed in section 3.2.1, for µ ∈ iR, the background components are
real, r3,8 ∈ R, and therefore ¯`= `∗ [168], in agreement with the general discussion of Ref. [208]. At leading
order, this results in
¯`= ei r8√3 + 2 cos(r3/2) e−i r82√3
3
+O (g2) . (3.25)
Similarly, the NLO correction to ¯` is found simply as the complex conjugate of Eq. (87) of Ref. [167]. On
the other hand, for a real chemical potential, one finds the appropriate expression of ¯` by analytically
continuing the formula in Eq. (3.25) (and likewise for the NLO counterpart) from r8 ∈ R to r8 ∈ iR. It
is straightforward at LO and a little more cumbersome at NLO to check that this continuation yields
¯` ∈ R for real µ, as must be the case based on general arguments [168, 208]. Further, it can be shown
that this recipe of analytic continuation coincides with the first-principle computation of ¯` directly in a
background setting of (r3, r8) ∈ R × iR, for instance along the lines of Ref. [167].
A phase of confined static charges (` = 0) is associated to the center symmetric point (r3, r8) =(4pi/3,0) in the fundamental Weyl chamber. In an unquenched scenario, center symmetry is explicitly
broken and this association of background position to symmetry does no longer hold. Nonetheless, a
position in close proximity of (4pi/3,0) still implies Fq ≈ ∞ and can therefore still be attributed to a
confining phase.
Part II
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4
Curci-Ferrari Model at Two-Loop Order
In the following two chapters we study the physics of center symmetry and the deconfinement transition
in the heavy quark regime by means of a perturbative expansion. In this respect, our results indicate an
valid description of the underlying dynamics.
The purpose of this chapter is to compute the two-loop corrections to a one-loop CF analysis [168]
(which we briefly recall in section 4.1) of the heavy quark corner of the Columbia Plot. To this end, it is
essential to compute the correction terms obtained from the quark-sunset diagram in the presence of a
non-trivial gluon background in LdW gauge at finite temperature and density. We outline this calculation
and its renormalization in section 4.2. Our results for the phase diagram at vanishing, imaginary and
real chemical potential are gathered in section 4.3, where, overall, we find an improved agreement with
lattice data due to the two-loop corrections as compared to leading-order findings. Additionally, based
on simple thermodynamic arguments, we demonstrate that the nonmonotonous behavior of the Polyakov
loops as functions of (real) chemical potential does not conflict with their interpretation in terms of quark
and anti-quark free energies, which clarifies recent claims in the literature. Finally, in section 4.4, we
critically analyze the thermodynamic stability of the system at two-loop order. As previously observed in
the pure YM case [166, 167], two-loop corrections cure some unphysical features encountered at one-loop
order. Finally, some concluding remarks will be given in section 4.5. The work presented in this chapter
has been published in Ref. [259].
4.1 Review of the one-loop results
In this section, we briefly recall the analysis of the CF model at one-loop level and refer the reader to
Ref. [168]. At one loop order, the background field effective potential takes the form
V (1)(r, T, µ) = V (1)g (r, T ) + V (1)q (r, T, µ) . (4.1)
The pure-glue one-loop contribution to the potential, which we have denoted by V
(1)
g (r, T ), reads in its
most simplified form [167, 165]:
V (1)g (r, T ) = 32Fm(r) − 12F0(r), (4.2)
with
Fm(r) = T
pi2
∑
κ
∫ ∞
0
dq q2 ln [1 − e−βεq+i rκ] , (4.3)
where εq = √q2 +m2. Similarly, the one-loop quark term [250, 251, 168, 88], denoted V (1)q (r, T, µ), is
given by
V (1)q (r, T, µ) =∑
f,ρ
V
(1)
f (µ − iT rρ), (4.4)
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RNf Nf = 1 Nf = 2 Nf = 3
CF1 [168] 6.74 7.59 8.07
DSE [77] 1.42 1.83 2.04
Matrix [88] 8.04 8.85 9.33
Lattice [191] 7.23 7.92 8.33
Table 4.1: We review the one-
loop results of the heavy quark crit-
ical line in the Columbia plot, in
terms of the critical ratios RNf ≡[Mc/Tc](Nf), as compared to the
findings of some literature studies.
with the contribution of a single quark flavor f in a definite color state at nonzero chemical potential µ
being
V
(1)
f (µ) = − Tpi2∫ ∞0 dq q2 { ln[1 + e−β(εfq+µ)]+ln[1 + e−β(εfq−µ)]} , (4.5)
where εfq = √q2 +M2f . In the above formulae, ρ and κ denote, as usual, the weights and roots in the
fundamental and adjoint representations of SU(3); see section 3.2 for definitions.
It is remarkable that the simple one-loop expression (4.1) in the present CF model reproduces the
whole complexity of the phase diagram described in section 2.2.3 and 2.2.4, both at real and imaginary
chemical potential. Moreover, the numerical values of the various quantities of interest (temperature,
quark masses) at the (tri)critical points are in very good agreement with lattice results. A respective
sample in the case of vanishing chemical potential is presented in Tab. 4.1 and further results are sum-
marized in the various tables presented in section 4.3. Note that the values RNf obtained with CF1 in
Tab. 4.1 do not depend on the parameters of the model (m and g).
4.2 Two-loop corrections from the Quark-Sunset Diagram
We now consider the inclusion of the two-loop quark contribution to the background field effective
potential, V
(2)
q (r, T, µ), represented by the quark sunset diagram shown in Fig. 4.1. Meanwhile, the YM
two-loop contribution, denoted V
(2)
g (r, T ), has already been computed in Refs. [166, 167] and will not
be recalled here.
Once the terms associated to the diagram in Fig. 4.1 are computed in section 4.2.1, it is
V (1+2)(r, T, µ) = V (1)(r, T, µ) + V (2)g (r, T ) + V (2)q (r, T, µ), (4.6)
where V (1)(r, T, µ) is readily found in Eq. (4.1). In appendix B.4, we outline consistency checks of our
calculations using the symmetries of the full potential V (1+2), after having dealt with renormalization
and various possible schemes in section 4.2.2.
Figure 4.1: Quark sunset diagram representing the O(g2)
two-loop correction V
(2)
q (r, T, µ) due to dynamical heavy
quarks in the perturbative expansion (4.6) of the back-
ground field effective potential.
The gluon mass at two-loop order takes a slightly different value than at one-loop level. This is
not surprising, given the particular way it is fixed against lattice calculations of the pure YM gluon
propagator at the appropriate order in the loop expansion. Refer to section 3.1.1 for more information.
At one-loop level the value is m = 500 MeV as compared to m = 540 MeV at two-loop,1 together with a
coupling of g = 4.9.
4.2.1 Quark sunset contribution V
(2)
q (r, T, µ)
Let us now use the Feynman rules listed in section 3.2 to establish the expression corresponding to
the (two-loop) quark sunset diagram in Fig. 4.1. In the process, the UV divergences are accounted
1Here, in the unquenched theory, these values of m and g are kept the same as the ones employed in the quenched
two-loop study [167] to simplify comparisons. Furthermore, a value of g = 4.9 seems to naively rule out any perturbative
expansion. However, as outlined in Ref. [132], the true loop-expansion parameter in the CF model is λ/(1 + m˜2(µr)) with
m˜2(µr) =m2/µ2r and λ = g2Nc/(16pi2). For the flow best reproducing lattice results at one-loop, it never exceeds 0.4.
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for in dimensional regularization with d = 4 − 2. With the conventions introduced in section 2.1 for
denoting bosonic and fermionic Matsubara sum-integrals by ∫Q f(Q) and ∫Pˆ f(P ) respectively, the full
contribution from the quark sunset diagram is found as
V (2)q (r, T, µ) = − g22 ∑f ∑σρκDσ,ρκ ∫Pˆ ∫QGm(Qκ)GMf (P ρ)GMf (Lσ)P ⊥µν(Qκ)× tr [γµ(i /P ρ +Mf)γν(i /Lσ +Mf)] , (4.7)
where Lσ = P ρ +Kκ. For more information on the tensor Dσ,ρκ as well as the entire color structure
involved, refer to section 3.2.
We point out that (4.7) is a particular case of the more involved expression (B.1) in appendix B,
where the quark sunset is computed in a generic setting with color-dependent fermion masses. In contrast,
the quark masses of (4.7) are color- and thus background-independent. The detailed calculation of the
Matsubara sums and momentum integrals is described in appendix B. Here, we give a brief summary.
First, we reduce the trace structure and rewrite V
(2)
q (r, T, µ) as a combination of scalar-type integrals,
for instance in terms of the tadpoles
Jκm ≡ ∫
Q
Gm(Qκ) , J˜κm ≡ ∫
Q
Qκ0Gm(Qκ) , JρM ≡ ∫
Pˆ
GM(P ρ) , J˜ρM ≡ ∫
Pˆ
P ρ0GM(P ρ) , (4.8)
as well as the scalar sunset
SκρσmMM ≡ ∫
Pˆ
∫
Q
Gm(Qκ)GM(P ρ)GM(Lσ) . (4.9)
With these definitions, we obtain
V (2)q (r, T, µ) = − g24 tr1∑f ∑σρκDσ,ρκ
⎧⎪⎪⎨⎪⎪⎩(d − 2)[Jκm (JρMf + JσMf ) − JρMfJσMf ] (4.10)
+ 2
m2
[ (J˜κ0 − J˜κm) (J˜ρMf − J˜σMf ) ] + [(d − 2)m2 + 4M2f ]SκρσmMfMf⎫⎪⎪⎬⎪⎪⎭ .
We stress that dealing with the trace structure in this manner leaves an overall factor tr1, which shall
be important in managing renormalization in dimensional regularization in the next section 4.2.2. Thus,
we leave it generic for now.
In a second step, we evaluate the Matsubara sums involved in the scalar-type integrals. In so doing,
it is convenient (for renormalization purposes later) to group together all terms containing the same
amount of either Bose–Einstein and/or Fermi-Dirac distribution functions, indicated hereafter by (#n).
We stress that the pure vacuum contribution, without thermal factors (0n), is independent of the back-
ground, temperature, and chemical potential and is thus systematically discarded. This is justified since
the neglected vacuum terms do not impact the in-medium analysis of any thermodynamic observable.
Eventually, we arrive at
V (2)q (r, T, µ) = −g2tr1∑
f
⎧⎪⎪⎨⎪⎪⎩14[(d − 2)JMf (0n) + 12 [(d − 2)m2 + 4M2f ] IMfMf (0n)]∑κ Jκm(1n) (4.11)
+CF
2
[(d − 2) [Jm(0n) − JMf (0n)] + [(d − 2)m2 + 4M2f ] IMfm(0n)]∑
ρ
JρMf (1n)⎫⎪⎪⎬⎪⎪⎭
− g2
2
tr1∑
f
∑
σρκ
Dσ,ρκ⎧⎪⎪⎨⎪⎪⎩[JρMf (1n) + JσMf (1n)]Jκm(1n) − JρMf (1n)JσMf (1n)
+ 1
m2
[J˜κ0 (1n) − J˜κm(1n)] [J˜ρMf (1n) − J˜σMf (1n)] + (m2 + 2M2f )SκρσmMfMf (2n)⎫⎪⎪⎬⎪⎪⎭ ,
which is the expression given in Eq. (B.15), minus the subtracted vacuum terms. As explained in appendix
B, the UV divergences occur in the (0n) pieces2 of the scalar-type integrals and it thus follows that the
2The thermal part of the scalar sunset also includes UV divergences, however they can be rewritten in the form of a(0n) × J(1n) contribution.
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first two lines contain 1/ poles that have to be accounted for.3 Their renormalization is discussed in the
subsequent section 4.2.2. On the other hand, all terms in the last two lines are UV finite.
Once Eq. (4.11) is renormalized, as detailed in the following section, it is interesting to study its
behavior in various parameter regimes, for example for small or large values of temperature or chemical
potential. Explicit expansions of these types can be useful for many situations of physical interest, such
as early universe cosmology or dense astrophysical objects (neutron stars etc. ), and their respective full
discussions can be found in appendix D.
Furthermore, V
(2)
q (r, T, µ) as given in Eq. (4.11), as well as its renormalized version, together with the
scalar-type integrals it features, all satisfy a selection of symmetries, that provide important cross-checks
for our calculations. Finally, it is precisely in terms of these symmetries that a further simplification
to the last two lines of (4.11) can be achieved. For instance, we note that κ either constitutes a zero
0(j) or a root α. The sum over all κ’s can therefore be split into these two cases. For the former, i.e.
κ = 0(j), we immediately have ρ = σ and Dρ,ρ0(j) = ρ2j . Since J0(j)m (1n), J˜0(j)m (1n) and S0(j)ρρmMM(2n) are all
j-independent, we obtain, in SU(3), where ρ2 = 1/3, for the first piece of the last two lines of Eq.(4.11),
−2g2∑
f
∑
ρ
ρ2{JρMf (1n) [2J0m(1n) − JρMf (1n)] + (m2 + 2M2f )S0ρρmMfMf (2n)} . (4.12)
In contrast, if κ = α, no such simplifications occurs. Nonetheless, we remark Dσ,ρα = Dρ,σ(−α), Jα(1n) =
J−α(1n), J˜α(1n) = −J˜−α(1n), and SαρσmMM(2n) = S(−α)σρmMM (2n) enabling the sum over α to be restricted4
to only one of the two contributions (σ, ρ,α) and (ρ, σ,−α). As outlined in section 3.2, SU(3) permits
for three such independent contributions.
4.2.2 Renormalization
As mentioned above, the expression (4.11) contains UV divergences and requires renormalization. Along-
side the quark sunset diagram shown in Fig. 4.1, one also has to supplement Eq. (4.11) with the associated
counterterm diagrams, depicted in Fig. 4.2. A similar procedure has already been performed for the YM
two-loop contribution in Refs. [166, 167] and when writing V
(2)
g (r, T ) in Eq. (4.6), it is understood as
a renormalized quantity. By default, all one loop terms V (1)(r, T, µ) are inherently UV finite (up to
an overall vacuum piece) and thus don’t require renormalization in the first place. Hence, to render
Eq. (4.6) finite, we merely have to account for the divergences occurring in Eq. (4.11). The necessary
diagrams to accomplish this task are the counterterm quark loop of the form
−∑
f
∫
Pˆ
tr(−δZψf iP/ρ + δMf)(iP/ρ +Mf)GMf (Pρ) = −tr1∑
f
∫
Pˆ
(δZψfP 2ρ +MfδMf)GMf (Pρ)
= −tr1∑
f
Mf(δMf −MfδZψf )∑
ρ
JρMf , (4.13)
as well as the counterterm gluon loop
d − 1
2
(δm2 −m2δZA)∑
κ
Jκm . (4.14)
The gluon loop is also responsible for the (partial) renormalization of the YM two-loop diagrams treated
× × Figure 4.2: Quark and gluon loop counterterm diagrams
contributing to the potential in Eq. (4.18) via the expres-
sions in Eqs. (4.13) and (4.14) respectively. The correspond-
ing ghost loop diagram vanishes in dimensional regulariza-
tion.
in Refs. [166, 167] by resorting to a particular choice of renormalization scheme. The counterterms δm2
and ZA can be split as
δm2 ≡ δm2g + δm2q and δZA ≡ δZA,g + δZA,q . (4.15)
3All 1/2 poles solely appear in the pure vacuum terms of the form (0n) × (0n) which have been discarded from
consideration. Their renormalization amounts to a constant subtraction (defining the zero of energy).
4Trivially, this restriction can only be realized if the summand in question does in fact display the above-mentioned
symmetry. As can be checked, this is true for the expressions in (4.11).
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The terms labelled by a ”g” are the pieces that absorb the YM divergences, which shall thus not be
re-considered hereafter. It is possible to do so because we intend to keep the same YM renormalization
as in Refs. [166, 167] to better enable comparisons and the study of any unquenching effects. In light
of this guiding principle, it is imperative that any renormalization condition implemented for the quark
contributions, labelled by ”q”, matches the previous YM renormalization scheme.
We are now in the position to specify the explicit finite and divergent parts in the first two lines of
Eq. (4.11) in more detail. In particular, as shown in in appendix B.3, they easily rewrite as5
−g2tr1
64pi2
∑
f
⎧⎪⎪⎨⎪⎪⎩m2
⎡⎢⎢⎢⎣1 + ln µ¯
2
M2f
⎤⎥⎥⎥⎦ +m2 + 4M2f − 2 (m2 + 2M2f )Tf arctan (T −1f )
⎫⎪⎪⎬⎪⎪⎭∑κ Jκm(1n) (4.16)
and
+g2CF tr1
16pi2
∑
f
⎧⎪⎪⎨⎪⎪⎩m2 − 3M2f
⎡⎢⎢⎢⎣1 + ln µ¯
2
M2f
⎤⎥⎥⎥⎦ − (m2 + 2M2f ) (4.17)
×⎡⎢⎢⎢⎣2 − m
2
2M2f
ln
m2
M2f
− m2
M2f
Tf arctan (Tf)⎤⎥⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭∑ρ JρMf (1n) .
where we used Tf ≡ √ 4M2fm2 − 1, µ¯2 = 4piµ2re−γ , with µr the renormalization scale and γ the Euler-
MacLaurin constant. In a further step, after some algebra, one can verify that the expressions in the curly
brackets above can be rewritten as the real part of the quark-loop contribution to the vacuum transverse
gluon self-energy Π⊥q(Q2 → −m2) for (4.16), and the one-loop vacuum quark self-energy Σf(P 2 → −M2f )
for (4.17), with Σf(P ) = −iAf(P 2) /P +MfBf(P 2). Here, Q2 → −m2 has to be understood as the analytic
continuation from Q2 > 0 to Q2 = −m2 − i0+ and similarly for P 2 = −M2f − i0+. In particular, after
combination with the counterterm contributions in (4.13) and (4.14), it is from (4.16) and (4.17),
V (2)q (r, T, µ) = d − 12 [δm2q −m2δZA,q +Π⊥q(Q2 → −m2)]∑κ Jκm(1n) (4.18)
+ tr1∑
f
M2f {δZψf − δMfMf + [Af −Bf ] (P 2 → −M2f )}∑ρ JρMf (1n)
− g2
2
tr1∑
f
∑
σρκ
Dσ,ρκ⎧⎪⎪⎨⎪⎪⎩[JρMf (1n) + JσMf (1n)]Jκm(1n) − JρMf (1n)JσMf (1n)
+ 1
m2
[J˜κ0 (1n) − J˜κm(1n)] [J˜ρMf (1n) − J˜σMf (1n)] + (m2 + 2M2f )SκρσmMfMf (2n)⎫⎪⎪⎬⎪⎪⎭ .
We stress that, in writing Eq. (4.18), we have implicitly redefined V
(2)
q (r, T, µ) to denote the renormalized
quark sunset contribution to the background effective potential. Similarly we point out that in the first
line the flavor sum is hidden inside Π⊥q and likewise for the factors g2 in Π⊥q , Af and Bf .
Another issue we briefly want to raise concerns the tr1 factors, which are not uniquely defined in
dimensional regularization and many conventions are a priori permissible. The sole requirement to be
fulfilled is that upon taking the → 0 limit, we must have tr1→ 4. It is evident that the thermal part of
the renormalized potential V
(2)
q (r, T, µ) in Eq. (4.18) must be independent of the chosen convention and
always yield the same result in the appropriate limit. In fact, this seems obvious and is easily checked
for the explicit expression in Eq. (4.18). On the other hand, it is imperative to consistently implement
the same convention both in the computation of the potential and the self-energies and any deviations
prohibit a sensible renormalization procedure.
By observation from Eqs. (4.16) and (4.17), the divergent parts of the renormalization factors are
fixed as [δMf −MfδZψf ]div = −3g2CFMf16pi2 , (4.19)
and [δm2q −m2δZA,q]div = g2m296pi2Nf tr1 . (4.20)
5For simplicity, we have restricted to the scenario of Mf > 2m, but the other cases are equally straightforward.
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Equivalently,6 the same finding could have been deduced from the identification via self-energies and
their explicit computation in Ref. [161]. Thus, this agreement serves as a consistency check.
With the divergent terms firmly fixed, there remains a choice on the respective finite parts of the
counterterms. Here, we shall consider renormalization schemes of the form:
0 = δm2q +Π⊥q(0) , (4.21)
0 = δZA,q + δm2q +Π⊥q(µ2r)
µ2r
, (4.22)
0 = δZψf +Af(µˆ2f) , (4.23)
0 = δMf +MfBf(µ2f) , (4.24)
where we insist that these conditions agree with the YM two-loop analogues discussed in Ref. [167]. The
presence of the arbitrary scales µr, µˆf and µf allows for a consideration of various schemes, see below.
Note that δm2q is determined irrespective of the values of these scales and one always finds δm
2
q = 0.
In the following we consider
µ2r = 1GeV µˆ2f = µ2r µ2f = 0 ”CF2” , (4.25)
µ2r = 1GeV µˆ2f = −M2f µ2f = −M2f ”CF2 q.o.” , (4.26)
µ2r = −m2 µˆ2f = 1GeV µ2f = 0 ”CF2 g.o.” , (4.27)
µ2r = −m2 µˆ2f = −M2f µ2f = −M2f ”CF2 f.o.” , (4.28)
which are all interesting in their own right for some particular reason. The first scenario, labelled
”CF2”, is the main scheme considered and in which we exert the most confidence. Here, µr = 1GeV, in
agreement with Ref. [167], and thus the entire gluonic sector of Eq. (4.6) is treated on the same footing.
Generically, for arbitrary values of µr, the terms in (4.16) result in a polynomial approach (∼ 1/M2f ) to
the YM theory when taking the large quark mass limit. Contrarily, all other terms in Eq. (4.18) are
exponentially suppressed. It is clear that this polynomial behavior is a direct consequence of the presence
of the CF gluon mass. This is based on the fact that for vanishing gluon mass, m = 0, BRST symmetry,
applied both to the QCD and YM cases, imposes Π⊥q(Q2 = 0) = 0 and thus the prefactor of ∑κ Jκm(1n)
in Eq. (4.16) vanishes. Hence, one might naturally envision testing the approach to YM in lattice QCD
simulations to supply a direct test of the CF model. However, there exists a particular scheme, with
µ2r = −m2, eliminating the terms in (4.16) or, equivalently the first line of (4.18) entirely. Therefore,
the polynomial behavior appears to be a scheme-dependent artifact. Letting µ2r = −m2 corresponds to
the gluon on-shell scheme (g.o.) and can be seen as more physical than the choices in (4.25). This
is because it parametrizes the theory in terms of the pole of the propagator, which is invariant under
renormalization group effects [260].
Analogously, the contributions in (4.17), or the second line of (4.18), can be entirely eliminated upon
implementing the quark on-shell (q.o.) scheme for µˆ2f = µ2f = −M2f . Finally, in the full on-shell (f.o.)
scheme one evades all terms in either of the first two lines of (4.18). We remark that for the gluon on-shell
schemes, keeping m = 540 MeV fixed is questionable, since the gluon mass is scheme-dependent, and,
moreover, one expects a complex pole in the CF model. Nonetheless, to keep the discussion relatively
simple, we chose to use the same mass value throughout all schemes considered. In section 4.3, we discuss
some results for all schemes in (4.25)-(4.28) and moreover briefly comment on the effects of allowing for
arbitrary values of µˆf and µf .
4.3 Results
In this section we finally showcase our two-loop results for the phase diagram and Columbia Plot, as
obtained from the potential in Eq. (4.6) with the quark-sunset contribution in the form (4.18), and
parameter values m = 540 MeV and g = 4.9. We consider various values of chemical potential, from
vanishing, imaginary to real. In so doing, for zero µ, we also test all four renormalization schemes given
in (4.25)-(4.28). For non-zero values of µ, we restrain to the scheme (4.25).
6At T = µ = 0, the LdW gauge reduces to the Landau gauge studied in Ref. [161]. Note also that this reference employs
a different sign convention for the self-energy.
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4.3.1 Vanishing chemical potential
In the simplest case of vanishing chemical potential, one can restrict to the axis r = (r3,0) with r3 ∈ [0,2pi]
due to invariance under charge conjugation, see section 3.2. For µ = 0, r8 = 0, the background effective
potential V (1+2)(r3, T,0) is real and the physical point can self-consistently be identified with its absolute
minimum.
In this setup, our results for the heavy quark corner of the Columbia Plot are shown pictorially in
Fig. 4.3 and numerically in Tab. 4.2. Qualitatively, they don’t change the picture given in the one-loop
CF analysis of section 4.1, which has already been in agreement with the content of section 2.2.3. Thus,
the focus here lies purely on the quantitative aspects. Firstly, one notices that the second order boundary
lines in Fig. 4.3 are significantly pushed towards larger quark masses in the two-loop study. This effect
occurs in all renormalization schemes under consideration. We observe that the critical temperatures
along the boundary lines are almost constant,7 Its particular value sits around Tc/m ≈ 0.456, which is
slightly smaller than the YM two-loop (first order) counterpart at Tc/m ≈ 0.474 [167]. Hence, at both
one- and two-loop level, unquenching leads to a lowered critical temperature.
In order to ensure a meaningful comparison between our two-loop findings and other approaches,
including the lattice results of Ref. [191], the DSE calculation of Ref. [77] and the matrix model of
Ref. [88], we resort to particular quantities introduced as follows. To begin, note that calculations beyond
one-loop order necessarily feature a non-trivial quark mass renormalization. While at one-loop order the
renormalized mass simply corresponds to the bare mass, Mbare = Mren., this is no longer true at NLO
and one instead deals with Mbare = ZMMren.+CM . Here, ZM denotes the multiplicative renormalization
factor, present in all models beyond one-loop, and CM is an additive one, which is required whenever the
employed regulator explicitly breaks chiral symmetry. While this is generically not the case for analytic
approaches, in particular not for CF2 or DSE, it is, on the other hand, true for lattice computations.
The factor ZM is Nf -independent at O(g2), because quark loops in the quark self-energy only appear at
two-loop order and thus at O(g4). We deduce that suitable quantities of comparison in two-loop analytic
approaches are given by the ratios of critical RNf ≡Mc(Nf)/Tc(Nf) values, RNf /RN ′f . This is due to the
(partial) cancellation of the renormalization factor ZM , whose Nf -dependence appears only at NNLO
in the form of quark loop contributions. In the same spirit, because CM is equally Nf -independent atO(g2) [261], whenever CM ≠ 0, one instead considers ratios defined by
YNf ≡ RNf −R1R2 −R1 . (4.29)
Both, ratios of RNf and the quantity YNf , are particularly useful since they eliminate renormalization
effects of the scheme-dependent quark mass up to higher order corrections.
Furthermore, exploiting the (almost) Nf -independence of Tc, one approximates
RN ′
f
RNf
≈ Mc(N ′f)
Mc(Nf) (4.30)
as well as
Mc(Nf) −Mc(N ′f)
Mc(Nf) −Mc(N ′′f ) ≈ RNf −RN
′
f
RNf −RN ′′f . (4.31)
Several remarks are in order concerning the values in Tab. 4.2.
Firstly, we note that while the RNf values superficially differ non-trivially between distinct continuum
approaches, the ratios R2/R1 and R3/R1 agree rather well. This is especially true for Y3, which is a less
scheme-dependent quantity, as discussed in detail in chapter 5. We insist that the CF results are close to
the lattice numbers and that the CF two-loop corrections (at the very least) do not spoil the relatively
good one-loop results.
Secondly, we point out that among the four two-loop schemes considered, two pairs very closely
resemble one another. These are ”CF2” and ”CF2 g.o.” as well as ”CF2 q.o.” and ”CF2 f.o.”, see (4.25)-
(4.28). This indicates that a change in the scale µf has a very noticeable effect, whereas changing µˆf or
µr basically leaves the results unaltered. This observation can be confirmed upon considering other scale
configurations (while also keeping m and g fixed). We understand these scheme-dependent deviations
7We find
Tc(Nf=3)−Tc(Nf=1)
Tc(Nf=1) ≈ 0.2%. This is significantly smaller than the difference with the pure YM case:
Tc(Nf=1)−Tc(Nf=0)
Tc(Nf=0) ≈ 3.8%. The latter is due to the fact that the typical fermion mass on the critical line is Mc/Tc ∼ 7 − 8
which leads to a significative Boltzmann suppression.
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Figure 4.3: We compare the CF one-loop (or-
ange) and two-loop (red for ”CF2”, blue for ”CF
f.o.”) findings for the critical lines in the upper
right hand corner of the Columbia Plot. The
boundary lines for the schemes ”CF2 g.o.” and
”CF2 q.o.” are not explicitly shown here, but ba-
sically lie on top of the red and blue lines re-
spectively, as indicated by the values in Tab. 4.2.
This can be understood from (4.24), where the
scale µf directly impacts the mass Mf (indirect
for µˆf and µr). The accompanying first order re-
gions are hinted at by the respective lightly col-
ored shades.
RNf (0) Nf = 1 Nf = 2 Nf = 3 R2/R1 R3/R1 Y3
CF1 [168] 6.743 7.586 8.071 1.125 1.197 1.575
CF2 [259] 7.535 8.401 8.899 1.115 1.181 1.575
CF2 g.o. 7.532 8.396 8.892 1.115 1.181 1.574
CF2 q.o. 6.638 7.487 7.975 1.128 1.201 1.575
CF2 f.o. 6.636 7.483 7.970 1.127 1.201 1.575
DSE [77] 1.42 1.83 2.04 1.29 1.43 1.51
Matrix [88] 8.04 8.85 9.33 1.10 1.16 1.59
Lattice [191] 7.23 7.92 8.33 1.10 1.15 1.59
Table 4.2: We showcase our two-loop results computed in the schemes (4.25)-(4.28) against various
literature benchmarks in terms of the critical RNf = [Mc/Tc](Nf) values on the left, as well as their
ratios and the quantity Y3 defined in Eq. (5.15). For the latter, as explained in the main text, scheme and
regulator dependences are suppressed and we observe an excellent agreement amongst all approaches,
including the lattice.
as stemming from neglecting renormalization group effects when varying the scale over a wide range.
Nonetheless, despite the initial disagreement for the RNf values, the physically most relevant values for
Y3 again match the other literature findings, in particular from lattice QCD, thus ultimately supporting
our two-loop findings as robust against scheme dependences.
Thirdly, we stress that the lattice numbers for R2/R1 and R3/R1 agree very well with the remaining
model predictions. A priori, this is a non-trivial result, since the lattice QCD study in Ref. [191] uses
a chiral symmetry breaking regulator and thus entails a non-zero additive quark mass renormalization.
Contrarily for Y3, this agreement is non-surprising since Y3 is designed to suppress such additive renormal-
ization effects in the first place. This suggests that the effect of the additive quark mass renormalization
may be numerically small.
Fourthly, we briefly comment on the literature continuum approaches. Here, we note an almost per-
fect agreement of the matrix model with the lattice results for the ratios R2/R1, R3/R1 and Y3. For the
non-perturbative DSE results, it is impressive how much partially eliminating the scheme dependences
improves the numbers towards the lattice counterparts. The remaining numerical disagreement may be
attributed to the fact that the DSE analysis, on the one hand, only contains part of the two-loop correc-
tions considered in this chapter and, on the other hand, also includes some higher order contributions,
for which the scheme dependence might be more relevant.
Finally, we mention that in the following discussion we shall restrict to the scheme given by (4.25)
and disregard the others.
4.3.2 Imaginary chemical potential
For µ ≡ iµi ∈ iR, taking the background variables real, r = (r3, r8) ∈ R2, leads to a real-valued potential
V (1+2)(r, T, iµi) in Eq. (4.6). Once again, owing to the positivity of the fermion determinant, this allows
the identification of the physical value of the background with the absolute minimum of V (1+2). The
explicit effect of broken charge conjugation invariance is manifested in non-zero r8 values; see section
3.2.
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RNf (ipi/3) Nf = 1 Nf = 2 Nf = 3 R2/R1 R3/R1 Y3
CF1 [168] 4.724 5.631 6.145 1.192 1.301 1.567
CF2 [259] 5.472 6.409 6.939 1.171 1.268 1.566
DSE [77] 0.41 0.85 1.11 2.07 2.70 1.59
Matrix [88] 5.00 5.90 6.40 1.18 1.28 1.56
Lattice [191] 5.56 6.25 6.66 1.12 1.12 1.59
Table 4.3: Our two-loop results for the tricritical RNf (ipi/3) values are compared with the one-loop and
other literature counterparts. We also test the quantities R2/R1, R3/R1 and Y3 ,which are less sensitive
to regulator and scheme dependences as explained in the main text.
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Figure 4.4: Left: We depict the critical RNf=3 values as a function of x ≡ (pi/3)2 + (µ/Tc)2 = (pi/3)2 −(µi/Tc)2, in the empty squares. The continuous curve corresponds to the fit (4.33). Right: The
associated critical temperatures in units of the gluon mass m as a function of x for Nf = 3. The curve is
given by Eq. (4.34).
Our Nf -dependent results for the tricritical point at βµi = pi/3 are shown in Tab. 4.3, yet again in
terms of the less scheme-dependent quantities introduced previously, Eqs. (4.30) and (4.31). Many of
the comments made concerning the values of Tab. 4.2 at vanishing chemical potential apply here as well.
In particular we stress an overall rather good agreement for the Y3 values, although being slightly less
impressive for our perturbative approach than in Tab. 4.2.
As discussed in section 2.2.4, the immediate neighborhood of the tricritcal point can be understood
from a simple mean field analysis in terms of an effective φ6-potential with φ the actual order parameter
(here the phase of the Polyakov loop), which leads to a scaling behavior of the form [91]:
Mc(µi)
Tc(µi) = Mtric.Ttric. +K[(pi3 )2 − (µiTc )2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶≡x
] 25 . (4.32)
Upon tracking the Z2 critical points for Nf = 3, we obtain the curves shown in Fig. 4.4, and our data
points can be fitted against mean-field tricritical scaling laws. We find
Mc
Tc
(x) ≈ 6.939 + 1.888x2/5 , (4.33)
Tc
m
(x) ≈ 0.445 + 0.022x2/5 − 0.011x4/5 . (4.34)
These fits are shown as solid blue curves in Fig. 4.4. We point out that the additive constant in (4.32)
and in (4.33) is nothing but the RNf (ipi/3) value, here for Nf = 3. This provides an independent way of
determining the tricritical values in Tab. 4.3 and thus serves as a consistency check. Similar fits can be
obtained for Nf = 1,2 with respective K-values in Eq. (4.33) of KNf=1 = 1.991 and KNf=2 = 1.920.
4.3.3 Real chemical potential
Finally we discuss the physically most relevant scenario of real chemical potential, where one is faced
with a complex potential V (1+2)(r, T, µ) ∈ C if keeping the background components real.
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Figure 4.5: The solid curve corresponds to the
tricritical scaling fit in Eq. (4.33) extrapolated
to the region µ2 > 0. This is compared with our
actual data points (empty squares) for critical
RNf=3 values obtained directly at real values of
chemical potential.
As explained in chapter 3, we shall follow the strategy proposed in [168], where one chooses r =(r3, r8) ∈ R× iR, which results in a real potential and allows for self-consistent backgrounds. In practice,
one can restrict the analysis to the parameter space [0,2pi] × iR. In this setup the physical point
is associated with a saddle point,8 leading to the ambiguity of determining the correct one whenever
multiple saddle points are present. In our subsequent analysis, we always select the lowest saddle point,9
which is the recipe outlined in Ref. [168].
Another strategy, followed by some authors, see, e.g., [77, 258], is to artificially set r8 = 0 and search for
the absolute minimum of the—then real—potential V (r3,0, T, µ). However, this systematically neglects
any effect stemming from the explicit breaking of charge conjugation. Moreover, it is important to stress
that this second strategy is at best an approximation for not too large µ since for µ ≠ 0 none of the
points on the axis r8 = 0 corresponds to an extremum of the potential: ∂8V (r, T, µ)∣r8=0 ≠ 0. We shall
compare the results of both strategies in the following.
In Fig. 4.5 we show the critical points for Nf = 3 (for increasing values of µ) and compare their
coordinates against the fits obtained in Eq. (4.33), which are continued in x to real values of µ. We note
a good agreement up to reasonably large values of x = (pi/3)2 + (µ/Tc)2 ≲ 40. In a further step, it is
interesting to analyse the situation at constant chemical potential.10 In Fig. 4.6, we show the Polyakov
loops ` and ¯` together with the corresponding (static) quark and anti-quark free energies as functions
of temperature, for µ/m = 0.6. We distinguish three particular cases of the Nf = 3 degenerate masses.
First, in the top row of Fig. 4.6, the mass value is taken as M/m = 5.56, which is sufficiently large to
lie within the first order region. Secondly, in the middle panel of Fig. 4.6, we tune the quark mass to
be critical, M =Mc ≈ 4.48m. Finally in the bottom row of Fig. 4.6, we choose a degenerate quark mass
value of M = 3.3m, deep in the crossover region. Similar plots can be obtained for other Nf -values. We
compare our findings to the results obtained by evaluating the Polyakov loops at the minimum of the
potential along the axis r8 = 0 (dotted line11), as done for example in Ref. [77, 258]. We observe from
the top row of Fig. 4.6 (for the particular set of parameter values chosen) that this approximation might
lead to significant alterations in the confined phase, especially in terms of the free energies. Similarly, in
the middle panel of Fig. 4.6, one observes that upon setting r8 = 0 the deduced critical temperature is
slightly underestimated as compared to the one found by ` and ¯` in the saddle-point scenario. However,
for the present parameters, this is a small (less than 1 percent) effect, so that this can be considered
a good approximation for the critical temperature. A similar conclusion holds for the bottom row of
Fig. 4.6.
In the conventions employed in this thesis, µ > 0 corresponds to an excess of anti-quarks over quarks.
This situation is representatively illustrated in Figs. 4.6, where we find that the free energy of the
thermal bath plus a static antiquark is larger than with a quark. A similar observation on the lattice
was interpreted as the quark screening by all the abundant anti-quarks within the heat bath [262]. In
all cases of Fig. 4.6 the Polyakov loops overshoot 1 in the high temperature phase, as was also observed
for the pure YM theory at two-loop level [254]. In turn, this overshooting leads to negative free energy
values. This observation seems unphysical since the free energies have to be understood as free energy
differences between the system in presence of a test charge as compared to in absence of the latter [48].
Hence a negative value would mean a destabilization of the vacuum towards a medium with sources.
8With a positive (resp. negative) curvature in the r3 (resp. r8) direction.
9This rule is certainly valid at µ = 0 where one can work equivalently over R ×R or R × iR and the physical point lies
at r8 = 0. The absolute minimum in the first subspace coincides in this case with the deepest saddle point in the second
subspace.
10Similar plots to the ones in Fig. 4.6 could be obtained upon fixing the quark mass and varying the chemical potential.
11We recall that ` = ¯` on the axis r8 = 0.
CHAPTER 4. CURCI-FERRARI MODEL AT TWO-LOOP ORDER 44
0.45 0.46 0.47 0.48 0.49 0.50
0
1
2
3
4
T/m
P
ol
ya
ko
v
lo
op
s
0.45 0.46 0.47 0.48 0.49 0.50
-0.5
0.0
0.5
1.0
1.5
2.0
T/m
Fr
ee
en
er
gi
es
0.445 0.450 0.455 0.460
0.0
0.5
1.0
1.5
2.0
2.5
3.0
T/m
P
ol
ya
ko
v
lo
op
s
0.445 0.450 0.455 0.460
-0.4
-0.2
0.0
0.2
0.4
0.6
T/m
Fr
ee
en
er
gi
es
0.35 0.40 0.45
0
1
2
3
4
5
T/m
P
ol
ya
ko
v
lo
op
s
0.35 0.40 0.45
-0.5
0.0
0.5
1.0
T/m
Fr
ee
en
er
gi
es
Figure 4.6: Top: The Polyakov loops ` (blue) and ¯` (red) and the associated rescaled quark and anti-
quark free energies, ∆F /m and ∆F /m, as functions of T /m, as found in the saddle-point approach with
a non-zero imaginary background component r8, for a Nf = 3 degenerate quark mass value in the first
order region and a positive value of the chemical potential. The dotted lines correspond to the same
quantities computed with r8 = 0. We point out that these curves differ in height as compared to the
ones shown in Ref. [259], correcting for a slight numerical error. Middle: Same setup with a degenerate
quark mass tuned to criticality. Bottom: Same setup in the crossover region for M = 3.3m.
Also, the Polyakov loops outgrowing 1 is troublesome by itself, since by definition in (2.18) and (2.19)
they satisfy
` = 1
N
tr ⟨L⟩ = ⟨ 1
N
trL⟩ , (4.35)
where for simplicity we have hidden the path ordered exponential along the compact time direction inside
the unitary matrix L. Similarly for ¯`, and by N we denote the dimension of the particular representation
of the gauge group associated to the loops ` and ¯`. Since L is unitary, it immediately follows that∣trL/N ∣ ≤ 1. The discrepancy of finding `, ¯` > 1 for some temperature values can stem from various
possible origins.
The first comes from the realization that the weak coupling expansion of ` and ¯` performed in
Eq. (3.24) and (3.25) might, at two-loop order, break the unitarity of L. Naturally, one expects unitarity
to be reinstated upon expanding to all orders. Thus, problems originating from this option can be
seen as an artifact of the perturbative expansion. On the other hand, it is possible that the averaging
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procedure ⟨. . .⟩ spoils the bound ∣trL/N ∣ ≤ 1 due to non-positivity of the measure under the functional
integral. One can identify two potential sources of such positivity-violation. Gauge fixing terms typically
render the integration measure no longer positive definite.12 Further, one encounters a complex fermion
determinant in an unquenched theory at real chemical potential, which is of course related to the fermion
sign problem present on the lattice. The latter, however, cannot be the sole origin of the overshooting
problem since it is absent at µ = 0 or in the quenched theory.
A third possible explanation is that, when computed in dimensional regularization, the bare Polyakov
loops have no reason to satisfy the bounds ∣`∣ < 1 and ∣¯`∣ < 1. Indeed, dimensional regularization is only
properly defined perturbatively and it is therefore not clear whether the positivity of the integration
measure is preserved by this regularization. Yet another interpretation is that, in a certain sense, the
bare Polyakov loops in dimensional regularization can be seen as renormalized Polyakov loops. In partic-
ular, dimensional regularization subtracts UV power law divergences which, in the case of the Polyakov
loop actually correspond to shifting the free energies by an infinite constant. These subtractions make
the loops finite at the present order of approximation, without the need for a renormalization factor (this
would remain true at higher orders but one would need to remove subdivergences via renormalization of
the coupling). It is then natural to expect that these Polyakov loops have no reason to be bounded by one.
As a further application, it is interesting to investigate the behavior of the Polyakov loops and the
associated free energies as functions of the chemical potential at fixed temperature. For instance, we
choose the parameters as T /m = 0.33 and M/m = 2.22, which is sufficiently light to lie within the
crossover regime for all values of the (real) chemical potential in the case Nf = 3. Our results are shown
in Fig. 4.7, where we depict the Polyakov loops as functions of µˆ = −µ, to cope for our unconventional
choice of sign in (2.10), in prevision of the discussion below. Also, we have opted to restrict the employed
formulae to the respective one-loop terms in Eqs. (3.24) and (3.25) since the O(g2) corrections face the
limitations outlined above. In Fig. 4.7, one clearly observes that the loops display a different monotony
at small µˆ but eventually approach 1 together from below. A similar observation was made in Ref. [180],
where the nonmonotonous behavior of, in that case, ` at small µˆ have instilled doubts on the validity of
the interpretation of the Polyakov loops as exponentials of free energies. In the following, we resolve the
confusion upon considering a situation where the charge of the bath at µˆ = 0 is non-zero. On the grounds
of simple thermodynamic arguments, we can demonstrate that the interpretation of the logarithms of
the Polyakov loops as differences of free energies with respect to that of the bath (free energy costs),
leads to the qualitative behavior observed in Fig. 4.7.
We begin by recalling the free energy of the bath, F = −T ln tr exp{−β(H − µˆQ)}, where Q denotes
the baryonic charge. It immediately follows that
∂F
∂µˆ
= −⟨Q⟩ and ∂⟨Q⟩
∂µˆ
= β ⟨(Q − ⟨Q⟩)2⟩ > 0 . (4.36)
If one presumes no external (static) source and if µˆ = 0, then the thermal bath is charge-conjugation
invariant, such that ⟨Q⟩µˆ=0 = 0. In this situation we can turn on a (positive) chemical potential and find
that for any µˆ > 0 the inequalities in Eq. (4.36) imply that ⟨Q⟩ > 0 and ∂F
∂µˆ
< 0. In other words, the
free energy of the bath is a decreasing function of µˆ. However, in a situation in which external sources
are present, this deduction no longer holds. Consider the case in which a static quark or anti-quark
has been inserted into the system. We define the associated free energies and averaged charges by Fq
and ⟨Q⟩q = −∂Fq/∂µˆ or Fq¯ and ⟨Q⟩q¯ = −∂Fq¯/∂µˆ respectively. Note that the latter denote the average
charge of the dynamical quarks in the bath itself and do not include the static test charge per se. Since
the latter violates charge-conjugation invariance, it is ⟨Q⟩q,µˆ=0 = −⟨Q⟩q¯,µˆ=0 ≠ 0 , even at zero chemical
potential. In this respect, the insertion of the static (anti-) quark into the system results in a negative
(positive) mean baryonic charge: ⟨Q⟩q,µˆ=0 < 0 and ⟨Q⟩q¯,µˆ=0 > 0.
Eq. (4.36) now leads to ∀µˆ > 0 , ⟨Q⟩q¯ > 0 , (4.37)
whereas on the other hand we have for some µˆ0 > 0 that
∀µˆ ∈ [0, µˆ0] , ⟨Q⟩q < 0 and ∀µˆ > µˆ0 , ⟨Q⟩q > 0 . (4.38)
We point out that ⟨Q⟩q and ⟨Q⟩q¯ must be of the same sign for sufficiently large values of µˆ. In terms of
free energies, the considerations in Eqs. (4.37) and (4.38) mean that Fq¯ is monotonously decreasing for
12One prominent exception is given by the Gribov-Zwanziger implementation of the Landau gauge in the vacuum.
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Figure 4.7: We show the Polyakov loops ` (blue) and ¯` (red) together with the associated free energies,
both as functions of µˆ = −µ. The inset on the left zooms in for small µˆ values surrounding the changing
monotony for `. In the inset on the right we showcase the difference of average baryonic charge of the
bath in the presence of a test quark (blue) or a test anti-quark (red), with respect to the average charge
in the absence of a test charge.
µˆ > 0, while Fq first increases and then decreases. To finally link to the Polyakov loops, we to consider
the free-energy differences ∆Fq ≡ Fq − F and ∆Fq¯ ≡ Fq¯ − F , as well as their respective µˆ-derivatives,
which are given by ∆Qq ≡ ⟨Q⟩q − ⟨Q⟩ and ∆Qq¯ ≡ ⟨Q⟩q¯ − ⟨Q⟩, with F and ⟨Q⟩ the free energy and mean
baryonic charge of the bath in absence of a test charge. Since ⟨Q⟩µˆ=0 = 0, the signs of ∆Qq and ∆Qq¯ at
small non-zero µˆ are dominated by those of ⟨Q⟩q,µˆ=0 and ⟨Q⟩q¯,µˆ=0. One deduces a different monotony of
∆Fq and ∆Fq¯ (and therefore of ` and ¯`) at small non-zero µˆ, which shows that the behavior observed in
Fig. 4.7 and Ref. [180] is compatible with the thermodynamic interpretation of the Polyakov loops. As
a final comment, we also observe that ∆Qq and ∆Qq¯ go to zero at large values of µˆ, as they must.
4.4 Thermodynamic stability
In this section we analyse the stability of the thermal system (4.6). In principle, there are many ways to
proceed, but here our considerations revolve around an interplay of various thermodynamic observables,
in particular we investigate the entropy density s as a function of the energy e and charge density q
density, s(e, q). Our respective two-loop results are shown in Fig. 4.9 and compared to their one-loop
counterparts. We have chosen to depict our findings for a vanishing value of the charge density, however
it is easily verified that the situation remains basically unchanged as one varies q. To enable a smoother
discussion of the interpretations induced by our results in Fig. 4.9, it is beneficial to first consider an
idealized scenario. In this respect, given the observed (almost) q-independence of our findings, it is
instructive to consider the case of merely s(e).
Naturally, a stable thermal system will always attain the microstate permitting maximal entropy. This
realization implies that any perturbation, e.g., in the form of a redistribution of energy, must result in a
reduced value of entropy. In equations, this statement writes as
x1s(e1) + x2s(e2) ≤ s(x1e1 + x2e2) , (4.39)
for any x1,2 such that x1e1 + x2e2 = e. One identifies Eq. (4.39) as a necessary condition for a concave
function. However, a generic function s(e) will exhibit locally concave and locally convex pieces, as
schematically illustrated in Fig. 4.8. Note that s(e) is by definition strictly monotonically increasing due
to its derivative being given by the inverse temperature, ds/de = 1/T . Alongside, in Fig. 4.8, we also depict
the convex envelope s¯(e). For any value of energy e, whenever s(e) coincides with s¯(e), the system is in
a thermodynamically stable state. This is the case for the green pieces of the curve in Fig. 4.8. On the
other hand, whenever the function s(e) differs from s¯(e) but still remains (locally) concave, the system
is in a metastable configuration, as illustrated by the respective blue parts of the curve. The points of
contact between the stable and metastable parts (where the green touches the blue) are the first order
transition points the associated slope of s(e) (or s¯(e)) corresponds to the inverse transition temperature.
This is indicated by the two instances of Tc above the the curve, where the system experiences a finite
jump. We point out that there exists a third occurrence of the same transition temperature (same
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Figure 4.8: Schematic representation of
a generic function s(e) (solid curve) corre-
sponding to a thermal system with a first
order transition. In green, s(e) agrees with
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Figure 4.9: Left: entropy density vs. energy density at two-loop level for vanishing chemical potential,
normalized by the values stp and etp at the respective turning points (beginning of the unphysical
branches). The discontinuity corresponds to the first order phase transition. Right: Comparison of the
one- (red) and two-loop (blue) low temperature branches. The unphysical part is significantly reduced
at two-loop order and neither s or e explore negative values.
slope), within the red piece, corresponding to a convex part of s(e) and thus an unstable state of the
thermal system. Finally, the points of contact between metastable and unstable (blue and red) pieces
are identified as spinodal points.
We insist on the fact that the stable parts (green) of s(e) correspond to the absolute minimum of the
system’s associated (idealized) potential, whereas the metastable (blue) and unstable (red) parts are
characterized by a local minimum and maximum respectively.
We are now in the position to return the discussion to the explicit two-loop results for s(e, q = 0)
obtained from Eq. (4.6) and shown in Fig. 4.9. For clarity, we have restricted to the pieces of the curve
corresponding to the absolute minimum,13 i.e. the analogues of the green parts of Fig. 4.8. Several
remarks are in order.
Most importantly, in the confined phase, both at one- and two-loop order, one observes a convex
branch just before the first order transition. This branch renders s(e) multivalued and must be unphys-
ical. More severely, in the one-loop case, this already unphysical branch continues into the region of
negative energy and entropy values. This is not the case for the two-loop curve, where the respective
values remain always positive. A similar observation was made in the case of pure YM in Ref. [166, 167].
Nonetheless, the presence of a multivalued convex branch characterized by de/dT < 0 and ds/dT < 0 is
twofold troublesome: First, owing to
U = 1
Z
trH e−βH , (4.40)
13Recall that for vanishing charge density, the physical point is self-consistently identified as the absolute minimum of
the potential. If we turn on a nonzero value of q, the thermal picture in Fig. 4.9 remains unchanged, however one has to
remeber to convert the analysis towards saddle points; see section 3.2 for more details.
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where Ω is the volume of the thermal system and U = eΩ its total internal energy, one has
∂U
∂T
= β2⟨(H −U)2⟩ > 0 . (4.41)
Secondly, we have dp/de = dp/dT × dT /de = s× dT /de and since s is positive,14 a negative value of de/dT
implies a negative dp/de = c2s, with cs the speed of sound, which is clearly unphysical; see also [263].
In light of the above considerations, we point out that similar issues were encountered in the GZ
setting of Ref. [263] and that they might be connected to negative norm states in the partition function
[239].
As a final comment, we stress that the magnitude of the unphysical branch in Fig. 4.9 is dramatically
reduced upon including the two-loop corrections. In particular, the respective temperature range is
reduced from ∆T1`/m = 0.133 at one-loop to ∆T2`/m = 0.095 at two-loop. This observation might hint
at the presence of the unphysical branch being a mere perturbative artifact cured at higher orders.
4.5 Conclusion
We have analysed the phase structure of the heavy quark region of the Columbia Plot in the perturbative
CF model at two-loop accuracy. This extends a previous study at one-loop [168] and we find that the
inclusion of the NLO corrections does not spoil the qualitative agreement with lattice findings already
established at one-loop level. Contrarily, our main result is that, when properly interpreted in terms of less
scheme-dependent-quantities, the two-loop findings improve on the one-loop counterparts as compared
to lattice values. In particular, assuming the additive renormalization effects on the lattice to be small
(see before) and that it makes sense to use the lattice values of RNf /RN ′f for comparison, we find that
the two-loop corrections lead to a numerical improvement, at both vanishing and imaginary chemical
potential. Additionally, we have also tested the stability of the thermal system at two-loop level, which
was shown to suffer from spurious artifacts at one-loop order (e.g. negative entropy or energy density).
In line with the pure YM case [166, 167], we have shown that such unphysical features, when they do not
simply disappear, are drastically reduced at two-loop order. Further, based on simple thermodynamic
considerations, we have clarified the fact that the changing monotony of the Polyakov loops as functions
of chemical potential is not in contradiction with their interpretation in terms of quark and anti-quark
free energies, as originally suggested in [48].
The results presented in this chapter conclude a series of works on the upper right corner of the
Columbia Plot [165, 166, 167, 168, 264, 254]. Overall, our conclusions can be split into three layers.
First, we confirm that the perturbative CF model provides an efficient description of the heavy quark
physics governed by center symmetry. Secondly, the obtained results are competitive with the findings
of nonperturbative approaches present in the literature. For what concerns continuum nonperturbative
approaches, this may be put in relation with the observation that existing such approaches implicitely
use some version of the CF model, with a bare gluon mass to be adjusted in some way or another [132].
Finally, these considerations support our viewpoint that the studied physical aspects of heavy quark
QCD are well under control in a perturbative treatment of a modified massive gauge-fixed Lagrangian.
14At two-loop this is always true, and, for this argument, we disregard the one-loop branch with a negative s.
5
Universality in the heavy quark limit: one loop and beyond
In this chapter we discuss the Nf -dependence of the heavy quark regime in the Columbia Plot, as
described in section 2.2.3, and outline its universality amongst all one-loop models which are confining
at zero temperature. In particular, we give a simple derivation of a fact noticed in the literature, that the
entire shape of the second order boundary line is model-independent and, given one model-dependent
data point, can be reconstructed in a model-independent way with remarkable accuracy. The argument
exploits the fact that, in this region of the Columbia plot, the effect of quarks is Boltzmann suppressed.
We further show that the same universality holds for any value of the chemical potential. This illustrates
that many essential aspects of the critical line are, to a large extent, independent of the gluon dynamics of
the model under investigation, but instead are already guaranteed by the inclusion of the quark content
at one-loop level. One additional universal feature is the invariance of the critical temperature with Nf .
We test these universal properties on the various one-loop results available in the literature, and we
also perform original calculations in Gribov-Zwanziger (GZ) inspired models. We further observe that
some universal properties are well satisfied by different calculations beyond one-loop order, including
lattice simulations, further comforting the idea that essential aspects of the phase diagram are under
perturbative control. Finally, for degenerate quarks, we propose a simple universal law for the flavor
dependence of the critical mass-to-temperature ratio, satisfied by all approaches.
In the first section 5.1, we will derive most of the above-mentioned universal features on very general
grounds, and in the following section 5.2, we apply and develop these properties further. Thereafter in
section 5.3, we detail the various GZ-type models, which underlie some of the results presented in section
5.2. Finally, we conclude in section 5.4.
The content of this chapter encompasses the results presented in Ref. [265], and further includes ad-
ditional material.
5.1 Derivation of universal aspects
Very generally, assume any potential V (`, ¯`,M,µ,T ) with a quark contribution of the simple one-loop
form, i.e. in the form of a Tr Ln1:
V (`, ¯`, T,M,µ) = V˜glue(`, ¯`, T ) −Tr Ln (∂/ +M + µγ0 − igγ0A¯) (5.1)
where ` and ¯`denote the Polyakov loops introduced in section 2.2.1 and M the mass of the Nf degenerate
quark flavors. A¯ is the matrix-valued gluon background component necessary in order to guarantee a
coupling of the quark potential to the Polyakov loop(s) in the first place. Finally, V˜glue is any generic
potential describing the gluon dynamics under the single assumption that it must be confining2 so that
we have a well-defined starting point when inquiring about the transition and the critical boundary line.
We furthermore assume that the latter exists and its associated values of βM are large.
1Here Tr denotes a generalized trace over all indices and integration over momenta, whereas Ln stands for a matrix-valued
functional logarithm.
2Confining in this context simply means that its zero temperature minimum is at ` = 0.
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At vanishing chemical potential, µ = 0, we have ` ≡ ¯`. In the heavy quark limit, one can expand
the generic potential in (5.1), given partially by the expressions in (4.4) and (4.5), in large masses,
βM >> 1, which, at leading order, reduces to [88]
β4 V (`, T,M) = Vglue(`, T ) − 2Nf h(βM) ` , (5.2)
where we have defined Vglue ≡ β4 V˜glue and h(x) = (3x2/pi2)K2(x) withK2(x) the modified Bessel function
of the second kind.
For each Nf , the critical values of `, T and M on the upper critical line in the Columbia plot are
determined from the system of equations
0 = ∂`V = ∂2`V = ∂3`V . (5.3)
In (5.2), we stress that in the heavy quark limit, at vanishing chemical potential, the quark contribution
to the potential becomes linear in `, such that
2Nf h(βM) = ∂`Vglue , (5.4)
0 = ∂2`Vglue = ∂3`Vglue . (5.5)
The critical values `c and Tc are found from (5.5), which thus merely depend on Vglue and are insensitive
to the quark contribution to the dynamics.3 This implies that the critical temperature β−1c is essentially
constant along the critical line in the Columbia plot, as observed before in matrix model calculations
[88, 46] and in lattice simulations [192, 191]. For each value of Nf , Eq. (5.4) yields the critical value of
βM , which we denote as RNf ≡ βcMc for simplicity. Because `c and Tc are Nf -independent, the RHS of
(5.4) is Nf -independent, from which we deduce
Nf h(RNf ) = N ′f h(RN ′f ) . (5.6)
A similar relation was previously worked out in the context of matrix models [88]. We deduce that
although the critical values `c, Tc and RNf depend on the specific model for Vglue , the relation (5.6)
between the values of RNf for various Nf is model-independent, at one-loop order. We briefly mention
that this extends trivially to the case of nondegenerate quarks and leads to a model-independent, uni-
versal form of the critical line. This shall be detailed later in section 5.2.
Let us now turn to the case of non-vanishing chemical potential, µ ≠ 0, either real or imaginary.4 For
each value of Nf and for each value of the chemical potential µ, the critical point is determined from the
four equations
0 = ∂`V = ∂¯`V , (5.7)
0 = ∂2`V ∂2¯`V − (∂`∂¯`V )2 , (5.8)
0 = a 3∂3`V + 3a2b ∂2` ∂¯`V + 3ab2 ∂`∂2¯`V + b3 ∂3¯`V , (5.9)
with a = ∂2¯`V ∣c and b = ∂`∂¯`V ∣c. Together, they fix the four critical values `c, ¯`c, Tc,RNf . The first two
equations in (5.7) are the gap equations for the order parameters, one each for ` and ¯`. The equation in
(5.8) is the generalization of ∂2`V = 0 in (5.3) and imposes that the determinant of the Hessian matrix
of V vanishes at the critical point, i.e. that it has at least one zero eigenvalue. The final equation in
(5.9) then demands that the third directional derivative of V in the direction, in the space spanned by
` and ¯`, of the eigenvector associated to the zero eigenvalue vanishes. In so doing, a and b denote the
components of this eigenvector.
Upon again considering the potential in (5.1) in the large mass expansion, we find
β4 V (`, ¯`, T,M,µ) = Vglue(`, ¯`, T ) − Nf h(βM)(e−βµ` + eβµ ¯`) . (5.10)
We again stress the linearity of the potential in ` and ¯` (in the heavy quark limit), upon which one
obtains for (5.7),
Nfh(βM) = eβµ ∂`Vglue(`, ¯`, T ) = e−βµ ∂¯`Vglue(`, ¯`, T ) . (5.11)
3More precisely, quark dependent corrections to `c and Tc are suppressed by exp(−βM) in the large mass expansion.
4For µ ∈ iR, the Polyakov loops satisfy `∗ = ¯`. On the other hand, for µ ∈ R, both Polyakov loops as real and independent.
For a more detailed discussion on the rationale behind these choices, the reader is referred to sections 4.3.3 and 3.2.
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Contrarily, the equations in (5.8) and (5.9) are characterized by higher derivatives in ` and ¯` and thus
solely feature the gluonic contribution Vglue(`, ¯`, T ) and the variables `, ¯` and T . Any explicit dependence
on M,µ or Nf has dropped out entirely. Therefore they can be used to define two functions `(T ) and
¯`(T ) which are (µ,M,Nf)-independent. Moreover, taking the ratio of the RHS’s of (5.11) yields
e−2βµ = ∂`Vglue(`(T ), ¯`(T ), T )
∂¯`Vglue(`(T ), ¯`(T ), T ) , (5.12)
which allows in turn to extract a (M,Nf)-independent relation µ(T ), or equivalently T (µ), and thus in
turn (M,Nf)-independent critical values `c(µ) = `(Tc(µ)) and ¯`c(µ) = ¯`(Tc(µ)). Similarly to before, this
allows one to deduce that the critical temperature is flavor independent (constant along the critical line)
for any value of µ. Finally, the only (M,Nf)-dependence enters via the LHS of Eq. (5.11). Considering
the ratio for two distinct values of Nf at fixed µ, the respective RHS’s cancel and we conclude that
Eq. (5.6) still holds, irrespective of the value of the chemical potential µ. Once again, we stress the
simple generalizability of Eq. (5.6) to nondegenerate quark mass values to describe the entire critical
line, for any µ.
5.2 Applications
Given these previous remarks on universality, our findings can be tested against numerical results for
RNf from various one-loop models, gathered in Tab. 5.1, some of which are taken from the literature and
some (labelled GZ) have been developed in this thesis (see section 5.3). A more detailed discussion on
the conceptual frameworks, merits, and the validity of the latter models is given in section 5.3. The aim
of the present section is to check for the universal features described above, some of which seem robust
beyond one-loop order.
µ = 0 R1 R2 R3 R2/R1 R3/R2 Y3
Lattice [191] 7.23 7.92 8.33 1.10 1.05 1.59
GZ-A [265] 7.09 7.92 8.40 1.12 1.06 1.58
GZ-B [265] 9.45 10.25 10.72 1.08 1.05 1.58
GZ-C [265] – 1.33 2.12 – 1.59 –
GZ-0 [265] 4.66 5.56 6.07 1.20 1.09 1.59
Matrix [88] 8.04 8.85 9.33 1.10 1.05 1.59
CF1 [168] 6.743 7.586 8.071 1.125 1.064 1.575
CF2 [259] 7.535 8.401 8.899 1.115 1.059 1.575
DSE [77, 75] 1.42 1.83 2.04 1.29 1.11 1.51
βµ = ipi/3 R1 R2 R3 R2/R1 R3/R2 Y3
Lattice [191] 5.56 6.25 6.66 1.12 1.07 1.59
GZ-A [265] 5.02 5.91 6.42 1.18 1.09 1.57
GZ-B [265] 7.51 8.34 8.82 1.11 1.06 1.58
Matrix [46] 5.00 5.90 6.40 1.18 1.08 1.56
CF1 [168] 4.724 5.631 6.145 1.192 1.091 1.567
CF2 [259] 5.472 6.409 6.939 1.171 1.082 1.566
DSE [77, 75] 0.41 0.85 1.11 2.07 1.31 1.59
Table 5.1: RNf values for Nf = 1, 2, and 3 degenerate quark flavors, as computed in various approaches
(one-loop models in blue). Top for vanishing and bottom for imaginary chemical potential, βµ = ipi/3.
CF1 and CF2 refer to the one- and two-loop calculations within the CF model, see sections 4.1 and 4.2.
Similarly GZ-A-0 refer to various versions of the one-loop Gribov-Zwanziger model presented in section
5.3. As described in section 5.3, the models GZ-0 and GZ-C are from the outset not sensible models for
the dynamics and are thus not further pursued beyond the upper table. The last two lines of either table
gather results beyond one-loop order, as described in the main text. A discussion on how to embed the
lattice results into the general one-loop analysis within this chapter can also be found in the main text.
A small remark is in order for the values displayed at imaginary chemical potential, which rather than
being critical actually correspond to a tricritical point. The presence of the latter is closely connected to
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the Roberge-Weiss symmetry of the potential at βµ = ipi/3, which is summarized in the form
V (`, ¯`) = V (ei2pi/3 ¯`, e−i2pi/3`). (5.13)
For a more explicit illustration, change variables to the real-valued x and y such that
` = eipi/3(x − iy) and ¯`= e−ipi/3(x + iy), (5.14)
where the Roberge-Weiss symmetry now corresponds to the potential being even in y. One can formally
eliminate the x-variable through the condition ∂xV = 0 and obtain a curve x(y) along which one evaluates
a reduced potential Vr(y) invariant under the Z2 transformation y → −y. In this context, the tricritical
point corresponds to the vanishing of both the second and the fourth derivatives of Vr(y) at y = 0.
Practically, in Tab. 5.1, the tricritical values can be determined either by following the boundary line
in the Columbia plot as βµ approaches ipi/3 or directly from the reduced potential at βµ = ipi/3. Both
methods must yield the same results. However, the former is technically more challenging due to the
scaling behavior in the near vicinity of tricriticality.
Finally, as illustrated in Tab. 5.2, we verify that the µ-independent universal Eq. (5.6) is nicely
satisfied for all one-loop results in Tab. 5.1, regardless of their aptitude to reproduce the lattice results.
Moreover, in both Tabs. 5.1 and 5.2, we also quote some findings that go beyond one-loop order, despite
Nf h(RNf ) Nf = 1 Nf = 2 Nf = 3
Lattice [191] 0.00684 0.00771 0.00819
GZ-A [265] 0.00767 0.00770 0.00772
GZ-B [265] 0.00105 0.00105 0.00105
GZ-0 [265] 0.05215 0.05237 0.05254
Matrix [88] 0.00349 0.00352 0.00350
CF1 [168] 0.01021 0.01015 0.01020
CF2 [259] 0.00534 0.00515 0.00505
DSE [77, 75] 0.41440 0.67637 0.905327
Table 5.2: Checking Eq. (5.6) explicitly for the various results displayed in Tab. 5.1 at vanishing chemical
potential. A similar table can be obtained for βµ = ipi/3. Model GZ-C has already been discarded as
physically ill-defined here. The findings in this table give a nice hands-on example of the universality
considerations in this section. Whereas the actual numbers in each of the rows are model-dependent,
the fact that each column (approximately) agrees is due to the universal character of the quantitiy
Nf h(RNf ).
them satisfying the universal relation (5.6) being a priori questionable. While we expect the perturbative
corrections to maintain some level of reasonable accuracy, hinting at the fact that the underlying physics
of the heavy quark regime might be of perturbative nature itself, the same is not true for the remaining
beyond one-loop approaches. Indeed, relation (5.6) remains well-satisfied by CF2, but this is not the case
for DSE or the lattice. For DSE, this disagreement is not surprising, since the respective critical ratios
RNf are small, see Tab. 5.1, which implies that the large mass expansion underlying (5.6) is not justified.
We insist that RNf is a scheme-dependent quantity, and the small values obtained in the DSE case are
thus per se not problematic. As explained in chapter 4, we point out that the (partial) cancelation of
scheme-dependences in ratios of the form RNf /RN ′f leads to a much improved agreement of the DSE
findings. However, in terms of the large mass expansions considered in this chapter, they shall not be
discussed any further.
We recall the quantities
YNf ≡ RNf −R1R2 −R1 , (5.15)
which as discussed in chapter 4 eliminate nontrivial regulator and scheme dependences between the
various approaches at O(g2). Numerical results for Y3 are displayed in Tab. 5.1 and their agreement
among all models is remarkable. In the following we demonstrate that this observation can be understood,
at one-loop level, on the grounds of the universal relation in Eq. (5.6). In so doing, we also discuss how
sensitive (5.6) is against higher order loop corrections to the potential in (5.1). We further comment
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on the dependence of (5.6) on NLO corrections coming from the heavy mass expansion performed in
Eq. (5.1) to obtain Eqs. (5.2) or (5.10).
Since RNf is always large, we can approximate the Bessel function by its asymptotic behavior and
rewrite Eq. (5.6) as
(RN ′f
RNf
)3/2 eRNf −RN′f = Nf
N ′f , (5.16)
which formally defines a function RN ′
f
(RNf ). We can further consider the asymptotic expansion of
(5.16), which at leading order up to corrections of order O(R−1Nf ) yields the estimate
RN ′
f
−RNf = ln N ′fNf , (5.17)
and therefore
YNf ≈ lnNfln 2 , with Y3 ≈ 1.58 , (5.18)
which nicely fits the value quoted in Tab. 5.1. An even better estimate for differences of two RNf ’s is
obtained as follows. To first order in RN ′
f
−RNf , we can rewrite Eq. (5.16) as5
e
(RNf −RN′f )(1− 32RNf ) = Nf
N ′f , (5.19)
yielding
RNf −RN ′f = lnNf /N ′f1 − 3
2RNf
(5.20)
and the expression YNf in (5.18) is unaffected up to higher order corrections of O(R−21 ), which means
that YNf is a robust quantity. The quality of the approximations (5.17) and (5.20) is tested in Tab. 5.3
where we show the ratio of the respective left and right-hand sides.
values of of (5.17) of (5.20)
LHS/RHS (2,1) (3,2) (3,1) (2,1) (3,2) (3,1)
Lattice [191] 0.99546 1.01118 1.00126 0.80692 0.82910 0.82096
GZ-A [265] 1.19744 1.18383 1.19241 0.97065 0.97243 0.97948
GZ-B [265] 1.154156 1.15916 1.15600 0.98526 0.99697 0.99425
GZ-0 [265] 1.29843 1.25781 1.28344 0.94813 0.94697 0.96628
Matrix [88] 1.16858 1.18383 1.17421 0.97052 0.99350 0.98543
CF1 [168] 1.22629 1.18383 1.21062 0.98394 0.96378 0.98560
CF2 [259] 1.25514 1.23315 1.24703 1.03101 1.02531 1.03685
Table 5.3: Explicit check of Eqs. (5.17) and (5.20). The notation (i, j) in the table header denotes Nf = i
and Nf ′ = j in either of the formulae.
As a further application, Eq. (5.6) can immediately be generalized to non-integer values of Nf ,
meaning non-degenerate quark flavors in the Columbia Plot such that
Nfh(RNf ) = 2h(Ru=d) + h(Rs), (5.21)
where Ru=d and Rs denote the up, down and strange quark critical mass to temperature ratios respec-
tively. Given (5.21) and one model dependent point for the LHS on the critical boundary line, the
entirety of the remaining line can be reconstructed fully independently of the gluonic contribution Vglue.
Thus the shape of the boundary line is equally a universal property common among all one-loop models.
This is illustrated in Fig. 5.1. We mention that, in principle, the reconstruction works upon employing
either of the choices 3h(R3) = 2h(R2) = h(R1) as input. In practice, all three options yield accurate
results,6 but for technical reasons and a marginally better outcome, we recommend nonetheless to use
the value for Nf = 3, because it sits in the center of the critical line rather than its edges. To summarize,
5To the same order, we could replace RNf by RN ′f or even by (RNf +RN ′f )/2 in the denominator of the exponential.
6They are so good that it is not even insightful to show the differences between a reconstructed and exact line, since
they are indistinguishable to the naked eye.
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Figure 5.1: Top right corner of the Columbia plot, where the red points are the model-dependent input
values for RNf=3(µ), with µ real or imaginary, here obtained from the first Gribov-Zwanziger model (GZ-
A), see section 5.3 for more details. Then the blue curves are determined uniquely from the condition
that 2h(Ru=d) + h(Rs) should remain constant. Finally, the orange curve corresponds to the case of
vanishing chemical potential. Increments in between curves are of the order β2(∆µ)2 ≈ 0.04n, n ∈ Z,
with increasing n towards the top right YM point. All reconstructed curves lie exactly on top of the
actual numerical results found in the GZ-A model.
we deduce that while the location of the critical line is Vglue-dependent via the LHS of Eq. (5.21), the
shape of the line is then universal, i.e. independent of the model Vglue at one-loop order. As we have
shown above, this is valid regardless of the value of the chemical potential.
Another straightforward generalization of Eqs. (5.6) and (5.17) is to apply them to larger values of
Nf > 3. These are typically not available in the literature for a vast number of model calculations, and
can therefore be seen as predictions based on the present universality considerations. For the models
developed ourselves in the subsequent section and the previous chapter, we have computed all values
both exactly and from the universal relations in Eq. (5.6) and
RNf = R1 + (R2 −R1) lnNfln 2 (5.22)
or
RNf = R2 + (R3 −R2) lnNf /2ln 3/2 , (5.23)
which are easily obtained from Eq. (5.17). Overall, we expect (5.23) to produce slightly more accurate
predictions than (5.22), which is intuited from R3 > R2 > R1 and, therefore, the large mass expansion
should be slightly more justified. All results are summarized in Tab. 5.4.
While the universal relations are overall accurately satisfied, given the displayed precision, for all
one-loop results in Tabs. 5.1, 5.2 and 5.4, this is, in contrast, rather not the case for the lattice values,
which follow a somewhat different scaling, where the function h(x) is replaced by a simple exponential.
The lattice results of Ref. [191, 266] featuring in various tables treat heavy quarks via a combination
of expansions, in the strong-coupling and in the so-called hopping parameter κf , which depends on the
quark flavor. The effective generating functional obtained in this way can then be split into a YM part
and a contribution from the heavy quarks, in a similar spirit as in Eq. (5.2), again parametrized by the
Polyakov loops and some effective couplings. On the critical line, one then finds the relation
Nf e
−µ/Tch1 = c
coshµ/Tc , (5.24)
valid up to higher order corrections, for some constant c = 0.00075. The numerical value of c is known
from Ref. [266], but will cancel out in the universality calculations considered here. The parameter h1 is
one of the above-mentioned effective couplings and given as an expansion in the hopping parameter via
h1 = (2κfeaµ)Nτ (1 + 6κ2fNτ u − uNτ1 − u + ...).
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table of µ = 0 βµ = ipi
3
RNf values Nf = 4 Nf = 5 Nf = 6 Nf = 7 Nf = 8 Nf = 4 Nf = 5 Nf = 6 Nf = 7 Nf = 8
Lattice [191]
Eq. (5.6) – – – – – – – – – –
Eq. (5.22) 8.61 8.83 9.01 9.17 9.30 6.94 7.16 7.34 7.50 7.63
Eq. (5.23) 8.62 8.85 9.03 9.19 9.32 6.95 7.18 7.36 7.52 7.65
exact – – – – – – – – – –
GZ-A [265]
Eq. (5.6) 8.74 9.00 9.22 9.40 9.55 6.78 7.05 7.28 7.46 7.62
Eq. (5.22) 8.76 9.03 9.25 9.43 9.59 6.81 7.10 7.34 7.54 7.71
Eq. (5.23) 8.74 9.01 9.23 9.41 9.57 6.80 7.08 7.31 7.51 7.67
exact 8.74 9.00 9.22 9.40 9.55 6.78 7.05 7.27 7.46 7.62
GZ-B [265]
Eq. (5.6) 11.05 11.30 11.51 11.68 11.83 9.16 9.42 9.63 9.81 9.96
Eq. (5.22) 11.06 11.31 11.52 11.70 11.86 9.17 9.43 9.65 9.84 10.0
Eq. (5.23) 11.05 11.30 11.51 11.69 11.84 9.16 9.43 9.64 9.82 9.98
exact 11.05 11.30 11.51 11.68 11.83 9.16 9.42 9.66 9.85 9.96
Matrix [46]
Eq. (5.6) 9.66 9.92 10.13 10.31 10.46 6.76 7.03 7.25 7.44 7.60
Eq. (5.22) 9.66 9.92 10.13 10.31 10.47 6.80 7.09 7.33 7.53 7.70
Eq. (5.23) 9.67 9.93 10.15 10.33 10.49 6.75 7.03 7.25 7.44 7.61
exact – – – – – – – – – –
CF1 [168]
Eq. (5.6) 8.41 8.67 8.89 9.07 9.23 6.50 6.78 7.00 7.19 7.35
Eq. (5.22) 8.43 8.67 8.92 9.11 9.27 6.53 6.82 7.06 7.26 7.43
Eq. (5.23) 8.42 8.68 8.90 9.09 9.25 6.51 6.79 7.02 7.22 7.38
exact 8.41 8.68 8.89 9.07 9.23 6.50 6.78 7.00 7.19 7.35
CF2 [259]
Eq. (5.6) 9.21 9.47 9.68 9.86 10.01 – – – – –
Eq. (5.22) 9.27 9.55 9.77 9.97 10.13 7.35 7.65 7.89 8.10 8.28
Eq. (5.23) 9.25 9.53 9.75 9.94 10.10 7.31 7.60 7.84 8.05 8.22
exact 9.25 9.52 9.74 9.92 10.08 – 7.60 7.83 8.02 8.19
Table 5.4: RNf>3 predictions, as obtained from various formulae worked out in the main text, in comparison
to the respective in-model findings, whenever they could have been found in the literature. If there are values
missing from either Eqs. (5.6), (5.22) or (5.23), then they were indeed attempted, however the universal relation
in question failed to provide stable and reliable predictions.
Here Nτ is the number of temporal lattice sites and a the lattice spacing in the temporal direction, which
satisfy the relation aNτ = 1/T . If one only accounts for the leading order term in h1, and uses the fact
that Ref. [266] finds that the hopping parameter scales as κf ≈ 12e−aMf on the critical line, it is easily
derived that
Nfe
−βMf = c
coshµ/Tc . (5.25)
Based on Eq. (5.25) and the assumption (as was in fact observed) that Tc remains constant on the lattice
along the critical line, Eq. (5.17) immediately follows. Subsequently, so do Eqs. (5.22) and (5.23).
5.3 The One-Loop Gribov-Zwanziger Model(s)
We close this chapter with the description of the Gribov-Zwanziger models used in the previous section.
These are a simple unquenching of the Gribov-Zwanziger YM models presented in Ref. [125]. First,
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we quickly review the YM part, then we detail the added quark contributions and finally interpret the
resulting outcomes.
In Refs. [267, 268, 269, 78, 125] it is questioned wether a naive extension of the zero temperature GZ
action to nonzero temperature and chemical potential leads to a correct description of the thermodynamic
properties of the system. This is related to the fact that GZ quantization and compactifying the time
coordinate don’t commute and, in LdW gauge, it is to date unknown how to write the action in a form
which is invariant under background-gauge transformations. In principle, one needs to consider the
finite T and µ version of the generating functional and install the GZ-quantization procedure thereupon.
However, this is, so far, an unsurmonted task and model descriptions are thus in order. In this context,
Refs. [78, 125] propose7 a model for the finite temperature GZ action in YM theory which agrees with
all the symmetries of the problem:
V
(1)
glue(r,{m4κ}, T ) = d − 12 ∑κ ∆Kˆκ(m4κ,m4vac) − d4∑κ ∆Kˆκ(0,m4vac) , (5.26)
with
∆Kˆκ(m4,m4vac) ≡ ∫ T
Q
ln(Q4κ +m4) − ∫
Q
m4
Q4 +m4vac ,
(5.27)
where ∫Q denotes the zero temperature analogue of ∫ TQ , that is, an d-dimensional integral of momenta
Q. Finally, the parameters m4κ are color-dependent Gribov parameters which, for familiarity with the
CF model, have been labelled like (gluon) square masses. In principle, there could be a different Gribov
parameter for each color mode κ, which for SU(3) are detailed in section 3.2. Each Gribov parameter
depends implicitly on temperature T as well the background r via its gap equation8
0 = ∂ V (1)glue(r,{m4κ}, T )
∂m4κ
. (5.28)
We mention that the scale mvac is fixed from the zero temperature gap equation upon accounting for
the running coupling [270]. In the current setup, this is unfortunately not possible and at one-loop level
one instead keeps mvac as a scale parameter fixed to 1 GeV. However, we insist that the results for the
critical ratios RNf obtained from the model in Eq. (5.26) are, at one-loop, independent of the chosen
value of mvac.
Ref. [125] has proposed three scenarii for the Gribov parameters which are compatible with the rel-
evant underlying symmetries. In the previous section, these are denoted by GZ-A, GZ-B, and GZ-C.
Additionally, we also consider the naive treatment where one neglects the background dependence of the
mκ’s. This scenario is denoted by GZ-0. In summary:
GZ-0: one m4 independent of r.
GZ-A: all m4κ’s equal.
GZ-B: all m4
0(j) ’s equal and all m4α’s equal.
GZ-C: all m4
0(j) ’s equal and the m4α’s different (with, however, m4α =m4−α).
At lowest order in their unquenched version, the models (5.26) are equiped with a one-loop fermionic
contribution in the form of a trace log:
V
(1)
GZ (r,{m4κ}, T, µ) = V (1)glue(r,{m4κ}, T ) + V (1)q (r, T, µ) (5.29)
with
V (1)q (r, T, µ) = −Tr Ln (∂/ +M + µγ0 − igγ0A¯) . (5.30)
7Both Refs. [78, 125] ultimately reach the same one-loop potential in Eq. (5.26). However the routes are different. While
Ref. [125] entails an action characterized by background gauge invariance, the same is not true for the formulae in Ref. [78].
8 The various color modes lead to non-degenerate gap equations due to the presence of the gluon background.
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Having performed the Matsubara sum and angular integration, the quark contribution in (5.30) is given
by Eq. (4.4). Given the potential in (5.29), one proceeds to study the thermodynamic properties of
the system. At this point, a nontrivial aspect in the calculation comes from the implicit background
dependence of the Gribov parameters via Eq. (5.28). Our results for the top right corner of the Columbia
Plot are in qualitative agreement with the descriptions of section 2.2.3. Our quantitative results for the
(tri)critical points for various Nf and µ values can be found in the tables of section 5.2. There we
observe that, among the various one-loop approaches considered here, the degenerate GZ approach, GZ-
A, gives the best results as compared to the lattice numbers. We also point out that accounting for the
background dependence of the Gribov parameters is crucial. Neglecting the latter leads to much poorer
findings as apparent from the values of GZ-0 in Tab. 5.1. Furthermore the non-degenerate case (GZ3)
is completely discarded: For Nf = 1, one finds a first order phase transition, irrespectively of the value
of the quark mass and the values for R2 and R3 are too small to be consistent with the heavy quark
regime.
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Figure 5.2: Polyakov loops as functions of
T /Tc at fixed chemical potential and Nf = 3
degenerate quark mass, for various models
under consideration, GZ-A (blue), GZ-B
(orange) and CF1 (green). In each model,
given µ/Tc ≈ 1.011 fixed, the respective masses
have been tuned to criticality. Naturally, the
critical temperatures Tc and masses Mc differ
between the models under display.
In Fig. 5.2, we compare Polyakov loops as functions of T /Tc at fixed chemical potential for the GZ-A,
GZ-B and CF1 models. We find that `CF1 > `GZ−A > `GZ−B for all temperatures. Similar plots yielding
the same inequalities can be obtained for the respective anti-Polyakov loops. In the confined phase this
implies a stronger repulsion of the test charge by the thermal system in the Gribov-Zwanziger than in
the CF model. On the other hand, in the deconfined phase, `CF1 approaches 1 a lot faster than the
corresponding curves for `GZ−A or `GZ−B .
5.4 Conclusion
In the first part of this chapter we have established some ubiquitous features for the dynamics in the
heavy quark regime common among all models which treat quarks at one-loop order in the form of a trace
log. In particular, we have studied the flavor dependence of the critical line in the top right corner of the
Columbia Plot and presented an explanation for the observed constant value of critical temperatures. It
was demonstrated that the shape of the critical surface can, independently of the chemical potential, be
understood merely on the grounds of the fermionic content of the theory and the gluon dynamics only
intervenes in its location. Part of these results had been worked out before in the literature for particular
low energy QCD models. Here we have provided a simple explanation which ubiquitously works for all
of them and we have generalized to finite (real an imaginary) chemical potential.
We have derived several universal quantities and relations that can serve as useful, easy-access bench-
marks or guidelines for model building. Furthermore, the universal concepts were tested against various
models, some from the existing literature, others that have been developed in this thesis for this purpose.
In the analysis of the latter, which are Gribov-Zwanziger approaches, we have considered several possible
schemes for the Gribov parameters which are all in agreement with the underlying symmetries. However,
our results disqualify the most intricate scenario of parameters on the basis of unphysical results. All
remaining Gribov-Zwanziger-like models are in qualitative agreement with the expected phase pattern
in the heavy quark regime and their numerics satisfy the derived universal relations with reasonable
accuracy.
Similarly, all one-loop models from the literature considered here comply with the universality picture.
However, it is a nontrivial observation that beyond LO approaches follow the same one-loop universality
with good accuracy. This, again, hints at the fact that already a simple one-loop analysis in the regime
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of heavy quarks (dominated by center symmetry) encodes the essence of the dynamics and that the
underlying physics might inherently be of perturbative nature.
Part III
Light Quark QCD
59
6
Chiral phase transition from the Curci-Ferrari Model
The focus of this chapter lies on the dynamics of light quarks at finite temperature and density in the con-
text of the CF model. As mentioned in the Introduction of this thesis, the light quark sector is strongly
coupled in the infrared [169] and necessitates special treatment as compared to the pure gauge or heavy
quark dynamics. We rely on the proposal of Ref. [170] which, as recalled below, leads to the CF version
of the well-known rainbow equations for the quark propagator, which correctly captures the dynamics
of spontaneous chiral symmetry breaking in the vacuum. Our main concern here is to implement this
approach at nonzero T and µ and study the predictions of the CF model for the phase diagram in the
light quark sector of the Columbia plot, including the physical QCD point. After some general comments
on how to imbed this formalism into the framework of the two-particle-irreducible action in section 6.1,
we outline the most general Dirac tensor decomposition of the quark propagator allowed by the symme-
tries of the thermal system in section 6.2. In section 6.3, we extend the rainbow equations in the CF
model to finite temperature and density in presence of a nontrivial gluon background, which is the main
original aspect of that section. We thus obtain a coupled set of nonlinear integral equations for the quark
propagator and the Polyakov loops which, in principle, allows for a unified study of the interplay between
the chiral and the deconfinement transitions across the whole Columbia plot, from the light to the heavy
quark sector. In section 6.4, we motivate a particular approximation scheme of the rainbow equations,
labelled as localization. We further specify two different possible implementations of localization, yield-
ing two simple models for the underlying dynamics. The present chapter, however, focuses mostly on the
chiral transition, turning off the background field, as a prototype study. We shall implement a coupling
to the Polyakov loop at varying quark masses in the last chapter of the thesis.1 Finally, in section 6.5,
we present our results for the phase structure of the light quark regime as obtained from these two
model descriptions. Our results are overall in qualitative agreement with the expected phase pattern
and our simple localized rainbow equations predict values of the tricritical point in the chiral limit as
well as for the CEP in the vast ballpark of standing literature findings. Lastly, we conclude in section 6.6.
The content of this chapter can partly be found in Ref. [271] and partly adds supplementary mate-
rial.
6.1 General comments
In order to cope with the strongly coupled infrared dynamics in the quark sector, Ref. [170] proposed
a modified loop expansion in the context of the CF model which exploits actual or effective small
parameters in the game, namely, the pure gauge coupling and the inverse number of colors.2 In practice,
one performs a double expansion in gg and 1/Nc while simultaneously resumming over gq at fixed ’t
Hooft coupling λ = g2q Nc.
Implementing this recipe for all diagrams contributing to the quark self-energy, it can be shown
that the leading order (LO) terms embody the well-known rainbow resummation [240, 241, 242, 243],
1This will be sent at a later stage.
2In QCD, Nc = 3 but it is well known that the 1/Nc expansion correctly captures nontrivial aspects of the dynamics
already at low values of Nc [272, 273].
CHAPTER 6. CHIRAL PHASE TRANSITION FROM THE CURCI-FERRARI MODEL 61
illustrated in Fig. 6.1, with the gluon propagator corresponding to the tree-level CF propagator.
=
− 1( ) −− 1( )
Figure 6.1: Diagrammatic representation of the rainbow equation obtained as the leading order contri-
bution in the systematic rainbow-improved expansion scheme described in the main text.
The rainbow equation in Fig. 6.1 has been abundantly studied over the past four decades in terms of
a vast landscape of different approaches which lay the foundations of the present understanding of chiral
symmetry breaking and low energy QCD dynamics [16, 274, 275, 276, 277, 278, 279, 280]. However,
one typically has to use educated modeling for the gluon propagator and the quark-gluon vertex, e.g.,
in order to correctly reproduce the quark mass anomalous dimensioun in the UV [16]. In contrast, the
systematic approximation scheme of Ref. [170] allows for a consistent treatment of these aspects at the
order of approximation considered, e.g., via standard RG improvement. In the latter reference, it was
demonstrated that this CF version of the rainbow equations successfully describes the expected pattern of
spontaneous chiral symmetry breaking in the vacuum. In a further step, we extend this work to nonzero
values of temperature and chemical potential, and—most notably as compared to state-of-art degree of
sophistication—we also include a nontrivial background field. We aim to study the QCD phase diagram
from the CF model at leading order in this expansion scheme. Schematically, the finite temperature
version of the rainbow equation follows the format
S−1(P ) = S−10 (P ) + g2 ∫ T
Qˆ
γµS(Q)γν Gµν(P −Q) , (6.1)
where S and S0 correspond to the dressed and tree-level Euclidean quark propagators respectively, and
Gµν(K) denotes the tree-level CF gluon propagator. We shall dive deeper into the details of this equa-
tion in section 6.3.
We also remark that the rainbow resummation can be derived from a two-particle-irreducible3 (2PI)
effective action [281] submitted to the rainbow-improved loop expansion (RILO) of Ref. [170]. The
RILO procedure consists in resumming, on top of of the diagrams arising at a given loop order, all
higher-loop diagrams which are of the same order in 1/Nc or gg, the pure gauge coupling. For instance,
at one-loop order for the effective action, one starts with the gluon and quark one-loop diagrams. The
one-loop gluon terms are O(N2c ) and the quark loop is O(Nc). One easily shows that the whole series of
ladder diagram with one quark loop and multiple gluon exchanges, illustrated in Fig. 6.2, is of the same
order in 1/Nc and gg (only differ by powers of λq) and must thus be resummed. Any other diagram is
supressed by either 1/Nc or λg as compared to the one-loop contributions. For instance, the two loop
gluon and ghost diagrams are O(λ2gNc).
Figure 6.2: Resummed quark loop with multiple gluon
exchanges. This diagram contributes at leading order in
RILO.
In turn, this can be cast in a partially 2PI effective action of the form
Γ2PI[S; r, T, µ] = Vg(r, T ) + V (1+2)q [S; r, T, µ] , (6.2)
where Vg(r, T ) is the gluonic potential mentioned in chapter 4 and S is the dressed quark propagator to
be self-consistently determined (see below) and where the 2PI character only concerns quark lines. In
this context, the quark contribution is written
V (1+2)q [S; r, T, µ] = −Tr LnS−1 −TrS−10 S +Φ(S) (6.3)
3The 2PI effective action involves loop diagrams with lines representing fully dressed propagators and which cannot be
disconnected by cutting any two lines.
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where the second term on the RHS is present to avoid double counting [282, 283] and where Φ(S) denotes
the quark sunset contribution shown in Fig. 4.1, as computed with the full propagator S,
Φ(S) = −1
2
g2 ∫ T
Pˆ Qˆ
tr(γµ S(P )γν S(Q))Gµν(P −Q) . (6.4)
Obviously, the dressed propagator S also depends on color, the background, temperature and chem-
ical potential. However, for simplicity, we abstain from showing its explicit dependences. The quark
propagator is obtained from (6.2) as
δΓ2PI[S; r, T, µ]
δS
= S−1 − S−10 + δΦ(S)δS = 0 , (6.5)
which, at the present order of approximation, is nothing but the rainbow eq. in Fig. 6.1.
The interest of the formulation (6.2) in terms of an effective action stems from the fact that it
grabs together the relevant equations for the various order parameters in the game, namely, the quark
condensate for chiral symmetry and the Polyakov loops, or, equivalently, the background components
r3 & r8, for center symmetry. The values of the latter associated to the physical point are determined
from their respective gap equations
∂Γ2PI[S; r, T, µ]
∂r3
= 0 , ∂Γ2PI[S; r, T, µ]
∂r8
= 0 . (6.6)
Moreover, the rainbow equation (6.1) constitutes the chiral gap equation yielding the quark propagator
S, from which one then gains access to the quark condensate via σ = ⟨ψ¯ψ⟩ = −TrS.
Analyzing the phase structure and thermodynamics either from the 2PI potential as starting point
or based directly on the gap equations must yield the same results. With the sole difference that in the
presence of multiple solutions, the potential allows to discriminate and identify the physical one, which
is a priori not possible from purely the gap equations. While trivial at this point, this correspondence
might not hold true anymore as soon as one implements approximations to either the potential or the
gap equations, as will become apparent in section 6.4, where several schemes are discussed.
In the next section we deal with the most generic form of the quark propagator as permitted by the
symmetries of the system. Thereafter, in section 6.3, we derive the most general form of the rainbow
equations in Fig. 6.1.
6.2 Symmetries of the dressed Quark Propagator
Let us analyze which constraints are imposed on the Euclidean quark propagator by the symmetries of
the system at finite temperature and chemical potential in the LdW gauge with a non-trivial background.
6.2.1 Color and Flavor Structure
To begin, we deal with the straightforward color decomposition. Writing ψ(x) = ∑ρ ψρ(x) ∣ρ⟩ and ψ¯(x) =∑ρ ψ¯ρ(x) ⟨ρ∣ , we have that
S(x, y) = ⟨ψ(x)ψ¯(y)⟩ = ∑
ρσ
⟨ψρ(x)ψ¯σ(y)⟩ ∣ρ⟩ ⟨σ∣ . (6.7)
The propagator is invariant under the global color rotations that leave the background (3.6) invariant.
For the quark fields, these are of the form
ψ → Uψ , ψ¯ → ψ¯U† , (6.8)
where U= eθjt0(j) , with generators t0(j) in the CSA of SU(Nc). With t0(j) ∣ρ⟩ = ρj ∣ρ⟩, we thus have that
⟨ψρ(x)ψ¯σ(y)⟩ = ⟨ψρ(x)ψ¯σ(y)⟩ ei θ⋅(σ−ρ) = ⟨ψρ(x)ψ¯ρ(y)⟩ δρσ . (6.9)
Therefore,
S(x, y) = ∑
ρ
Sρ(x, y) ∣ρ⟩ ⟨ρ∣ , (6.10)
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where we have identified Sρ(x, y) ≡ ⟨ψρ(x)ψ¯ρ(y)⟩. A similar relation holds for the flavor structure of
the propagator such that
S(x, y) = ∑
f
Sf(x, y) ∣f⟩ ⟨f ∣ . (6.11)
Now, each flavor-color component Sρ,f(x, y) depends on the background, temperature, and chemical
potential. Furthermore, it exhibits a particular Dirac tensor decomposition, as we now explain.
6.2.2 Parity, Charge and Complex Conjugation
The propagator S is a function of both the external frequency and momentum variables ω and p⃗ and
the parameters r, µ and T . We write explicitely the µ and r dependence to exhibit some useful relations
below. In an isotropic configuration, the tensor structure of the propagator S is decomposed in the form
S(ω, p⃗; r, µ) = S11 + S2γ5 + S3γ0 + S4γ0γ5 + S5 pˆ/ + S6 pˆ/γ5 + S7 γ0pˆ/ , (6.12)
where Si = Si(ω, p; r, µ), p ≡ ∣p⃗∣, pˆ ≡ p⃗/p and pˆ/ ≡ pˆ ⋅ γ⃗. Transforming under parity yields
S(ω, p⃗; r, µ) → γ0S(ω,−p⃗; r, µ)γ0= S11 − S2γ5 + S3γ0 − S4γ0γ5 + S5 pˆ/ − S6 pˆ/γ5 + S7 γ0pˆ/ , (6.13)
which implies under parity invariance, that S2 = S4 = S6 = 0. To keep the formulae light and insightful,
it is useful to reparametrise the quark propagator in the form
S(ω, p⃗; r, µ) = B˜ 1 + (iω − µ)γ0A˜0 + ip/A˜v + iγ0p/ C˜ . (6.14)
Note that we work in the Weyl basis with γ∗0,2 = γt0,2 = γ0,2 and γ∗1,3 = γt1,3 = −γ1,3.
Under complex conjugation,4
S(ω, p⃗; r, µ) → γ3γ1S(−ω,−p⃗;−r∗, µ∗)∗γ1γ3= B˜(−ω, p;−r∗, µ∗)∗1 + (iω − µ)γ0A˜0(−ω, p;−r∗, µ∗)∗+ ip/A˜v(−ω, p;−r∗, µ∗)∗ + iγ0 p/ C˜(−ω, p;−r∗, µ∗)∗ ,
where we have used γ3γ1γ
∗
µγ1γ3 = γµ. It follows that
X˜(−ω, p;−r∗, µ∗)∗ = X˜(ω, p; r, µ) , (6.15)
for any of the components X˜ = A˜0, A˜v, B˜, C˜. Similarly, under charge conjugation,
S(ω, p⃗; r, µ) → γ2γ0S(−ω,−p⃗;−r,−µ)tγ0γ2= B˜(−ω, p;−r,−µ)t 1 + (iω − µ)γ0 A˜0(−ω, p;−r,−µ)t+ ip/ A˜v(−ω, p;−r,−µ)t + iγ0p/ C˜(−ω, p;−r,−µ)t ,
having used γ2γ0γ
t
µγ0γ2 = −γµ. Charge conjugation invariance gives
X˜(−ω, p;−r,−µ)t = X˜(ω, p; r, µ) , (6.16)
for, again, any of the components X˜. Combining (6.16) and (6.15), it is
X˜(ω, p; r∗,−µ∗)† = X˜(ω, p; r, µ) . (6.17)
At this point we can specify to SU(3) and invoke the particular form of the weights ρ1,2,3 in the fun-
damental representation as given in section 3.2. For an imaginary (including the case of zero) chemical
potential the background is real, r ∈ R2, and thus all components X˜ρ are real-valued. Contrarily, the
X˜ρ are complex in the case of a real chemical potential since the background component r8 becomes
imaginary.
4Technically the operation performed is a K-transformation. In terms of the partition function, it is equivalent to a
complex conjugation, but in terms of the fermionic field content it involves a transformation of the form ψ → γ1γ3ψ. See
Ref. [168] for more details.
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It is useful to introduce a class of particular global color rotations, known as Weyl transformations.
These are SU(Nc) matrices U = eθ with θ = i(θαtα + θ−αt−α), for a certain value of θ and where α is a
fixed choice of root and tα the associated generator [167]. On any element Y of the su(Nc) algebra, the
Weyl transformations act as eθY e−θ. In particular, for an infinitesimal transformation of a generator
t0
(j)
in the CSA, one finds
t0
(j) → eθt0(j)e−θ = t0(j) − 2(αkt0(k)αj)/α2 . (6.18)
It follows that under a Weyl transformation, the background components transform as
rj → rj − 2 rα αj/α2 . (6.19)
Due to the fact that the weights and roots only occur in the form of a product rκ or rρ, shifts in the
background of the form (6.19) can be absorbed by appropriate shifts in the roots/weights. For instance,
based on Eq. (6.15), it can be worked out that, at real µ,
X˜ρ1(−ω, p; r, µ)∗ = X˜ρ2(ω, p; r, µ) ,
X˜ρ3(−ω, p; r, µ)∗ = X˜ρ3(ω, p; r, µ) . (6.20)
The previous arguments apply also to the inverse propagator S−1(ω, p⃗; r, µ), which we parametrize as
S−1(ω, p⃗; r, µ) = B − (iω − µ)γ0A0 − ip/Av − iγ0p/C , (6.21)
with the components X = A0,Av,B,C obeying the same properties as in Eqs. (6.15), (6.16), and (6.17).
With
X˜ = X
∆
, (6.22)
it is
∆ ≡ B2 + (ω + iµ)2A20 + p2(A2v −C2) . (6.23)
6.3 Complete Rainbow Equations in the LdW Gauge
Given the most general form of the (inverse) propagator in Eq. (6.21) compatible with the underlying
symmetries of the thermal system, we now proceed to derive the resulting set of coupled non-linear
integral equations for the various tensor components in (6.21) from the rainbow equation (6.1).
In terms of the color-flavor components Sρ (we leave the index f implicit to lighten notation), the
rainbow equation in (6.1) can be written as5
S−1σ (P ) = M0 − (iω + iT rσ − µ)γ0 − ip⃗ ⋅ γ⃗ + g2 ∑
ρ,κ
Dσ,ρκ ∫ T
Qˆ
γµSρ(Q)γν Gµν(Kκ) , (6.24)
where Q = (ωˆn, q⃗), P = (ωˆ, p⃗) and Kκ ≡ Pσ − Qρ is the generalized gluon momentum, with ωˆn and ωˆ
fermionic Matsubara frequencies. Unlike in the previous chapters, which relied on standard perturba-
tion theory, we cannot use dimensional regularization here. We employ a hard UV cut-off on spatial
momenta. The notation is ∫ TQˆ f(Q) ≡ T ∑n∈Z ∫ Λ d3q(2pi)3 f(ωˆn, q⃗). The tree-level gluon propagator is
Gµν(K) = P ⊥µν(K)/(K2+m2), with P ⊥µν(K) = δµν −KµKµ/K2 the transverse projector. Finally, M0 and
g denote the bare quark mass and quark-gluon coupling, respectively.
We gradually evaluate the individual expressions proportional to the different tensor structures in
γµSρ(Q)γν P ⊥µν(Kκ). For the various prefactors of matrices 1, γ0, γ⃗, γ0γ⃗ we find respectively (up to a
5We note that the only Nf -dependences in expression (6.24) enter indirectly via non-trivial background values and,
potentially, through the running of parameters if one implemented an RG improvement.
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global factor of 1/∆ρ(Q))
1 ∶ 3Bρ(Q) ,
γ0 ∶ Aˆρ0(Q)(1 + 2(Kκ0 )2K2κ ) + 2Aˆρv(Q)K
κ
0
K2κ
k⃗ ⋅ qˆ ,
γ⃗ ∶ 2Aˆρ0(Q)Kκ0K2κ k⃗ ⋅ pˆ + Aˆρv(Q)(pˆ ⋅ qˆ + 2(pˆ ⋅ k⃗)(k⃗ ⋅ qˆ)K2κ ) ,
γ0γ⃗ ∶ Cˆρ(Q)[pˆ ⋅ qˆ (1 − 2(Kκ0 )2
K2κ
) − 2(pˆ ⋅ k⃗)(k⃗ ⋅ qˆ)
K2κ
] ,
where we have introduced Aˆρ0(Q) ≡ (Qρ0 + iµ)Aρ0(Q), Aˆρv(Q) ≡ pAρv(Q), Cˆρ(Q) ≡ pCρ(Q), with the
generalized frequency Qρ0 = ωˆn + Trρ. After projecting these contributions, we finally end up with the
following set of equations:6
Bσ(P ) = M0 + 3 g2 ∑
ρ,κ
Dσ,ρκ ∫ T
Qˆ
Bρ(Q)
∆ρ(Q) 1K2κ +m2 , (6.25)
Aˆσ0 (P ) = Pσ0 + iµ + g2 ∑
ρ,κ
Dσ,ρκ ∫ T
Qˆ
1
∆ρ(Q) 1K2κ +m2
⎧⎪⎪⎨⎪⎪⎩Aˆρ0(Q)(1 + 2(K
κ
0 )2
K2κ
) + 2Aˆρv(Q)Kκ0K2κ k⃗ ⋅ qˆ
⎫⎪⎪⎬⎪⎪⎭,
(6.26)
Aˆσv (P ) = p + g2 ∑
ρ,κ
Dσ,ρκ ∫ T
Qˆ
1
∆ρ(Q) 1K2κ +m2
⎧⎪⎪⎨⎪⎪⎩2Aˆρ0(Q)K
κ
0
K2κ
k⃗ ⋅ pˆ + Aˆρv(Q)(pˆ ⋅ qˆ + 2(pˆ ⋅ k⃗)(k⃗ ⋅ qˆ)K2κ )
⎫⎪⎪⎬⎪⎪⎭,
(6.27)
Cˆσ(P ) = g2 ∑
ρ,κ
Dσ,ρκ ∫ T
Qˆ
Cˆρ(Q)
∆ρ(Q) 1K2κ +m2
⎧⎪⎪⎨⎪⎪⎩pˆ ⋅ qˆ (1 − 2(K
κ
0 )2
K2κ
) − 2(pˆ ⋅ k⃗)(k⃗ ⋅ qˆ)
K2κ
⎫⎪⎪⎬⎪⎪⎭. (6.28)
Note that Cˆ = 0 is a self-consistent solution, which is equally true for B = 0 in the chiral limit M0 = 0.
On the other hand, the integrand numerators of the second and third equation are not homogeneous.
Significant technology for tackling similar sets of equations (with Cˆ = 0 and r = 0) has been developed
in the literature [16, 97, 284, 285, 286, 287] and we are confident that the system (6.25)-(6.28) can be
solved numerically also in the case Cˆ ≠ 0, r ≠ 0. This, however, is beyond the scope of the present thesis.
Here, we want to make a first qualitative study by using a drastically simplifed version of these equations
which retains only the main relevant ingredients for the physics at hand and allows for maximum analytic
control. Our goal is twofold. First, we shall study in this way the qualitative predictions of the CF model
for the phase diagram in the chiral limit and the light quark sector. Second, we shall use these simplified
equations to make a very first study of the interplay between the chiral degrees of freedom and the
background gluon field, across the Columbia plot. The latter study will be the object of chapter 7. We
describe and discuss various approximation strategies in the next sections.
6.4 Localization
To discuss our general approximation strategy in the simpler setup, we first turn the background field
off, that is, we work in the Landau gauge.
In the chiral limit, M0 → 0, an unbroken chiral symmetry implies both B = 0 and C = 0. This also
means that a solution with either B ≠ 0 or C ≠ 0 signals the spontanous breaking of chiral symmetry.
In what follows, we use B as our order parameter for chiral symmetry breaking since C = 0 remains a
consistent solution (which we stick to) even away from the chiral limit. Note that setting C = 0 is an
approximation commonly employed in DSE studies at T ≠ 0, µ ≠ 0 [16, 67]. Moreover, we also set the
vector components to their tree-level values, A0 = Av = 1.7 With this ansatz, the rainbow equation (6.25)
6We stress that this is a set of twelve (rather than four) coupled equations due to the existence of three distinct weights
σ in the fundamental representation of SU(3).
7It is worth mentioning that, in the vacuum, the functions A0 and Av are, anyway, not well described at the present
order in RILO [170]. This is because the LO contributions are accidentally suppressed in the Landau gauge and thus
receive substantial two-loop corrections, not included here.
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for the quark mass function B reads
B(P ) =M0 + 4 g2 ∫ T
Qˆ
B(Q)
Q2iµ +B2(Q) 1[P −Q]2 +m2 , (6.29)
where we have defined the fermionic four-momentum Qiµ = (ωˆn + iµ, q⃗) for later convenience. We recall
that B∗(ωˆ, p) = B(−ωˆ, p) in the case of a real chemical potential, and B∗(ωˆ, p) = B(ωˆ, p) for an imaginary
chemical potential.
We note that Eq. (6.29) is Nf -independent. This can be seen as an artifact of the approximation
due to a vanishing background in the Landau gauge. Another route to lifting the flavor blindness
could be via the running coupling in a RG-improved analysis (which is however, a subleading effect by
1/Nc). As outlined in Ref. [170], the RI double expansion can (should) be supplemented with such an
RG-improvement. The other sources of Nf dependence appear at higher order in the RILO, e.g., via
quark loop corrections to the gluon propagator [16]. However, at this point, we attempt to simplify the
equations and refrain from introducing further complications.
In principle, there are many ways to attempt solutions of Eq. (6.29). For instance, one could find a
numerical solution for the full momentum dependent mass function B(Q) upon converging iterations of a
suitable ansatz function. Instead, we follow a different path to further simplify Eq. (6.29). We impose an
approximation scheme called localization [288]. The principle idea is to seek particular momentum values
P such that the momentum-dependent mass function B(P ), which generically (implicitly) depends on
all other momenta Q via the gap equation (6.29), essentially decouples from the remaining momenta
and only depends on itself. Typically, this is attempted for vanishing momentum values P = 0, which
is based on the intuition that the most dominant contributions to the integral in Eq. (6.29) come from
the regime of small Q-values. In practice, we replace the momentum-dependent mass function B(Q) in
Eq. (6.29) by a momentum-independent constant, B(Q)→ B(Q = 0) ≡ B. This procedure of localization
is known to correctly grasp the vacuum phenomenology of chiral symmetry breaking. However, in the
finite temperature setting of Eq. (6.29), the four-momentum Qiµ never actually vanishes due to the
fermionic nature of the Matsubara sums. This ambiguity allows for a priori various possible choices of
localization schemes, and in the following two subsections we shall present two particular realizations
thereof. However, beforehand, a quick remark is in order.
Once localized (in either form), Eq. (6.29) reduces down to a model description which resembles the
formulae treated in the NJL model very closely [86]. The difference manifests itself in the treatment of
the gluon propagator, which is taken as static in NJL, which would correspond to the limit of a large
gluon mass, whereas a nontrivial momentum dependence remains in the present CF case. We are aware
of the apparent similarities of the models and that the NJL model has been employed numerously to
study the phase structure of QCD [86, 104, 197, 216, 227]. Nonetheless, we pursue our analysis further
seeking to verify whether the CF model allows for an apt description of the phase diagram of QCD. We
also understand that the approximations we have implemented in the process are brutally simplistic, and
we therefore don’t claim any quantitative power. We are motivated by a qualitative analysis via a proof
of concept, before in a future study we revoke some of these approximations to focus on the quantitative
aspects. Also, gaining intuition with this simplified equations prepares the ground for reintroducing the
gluon background.
6.4.1 Physical Localization
The first localization scheme we specify is labelled physical and revolves around the retarded component
of the quark mass function, which is directly related to the actual pole mass. The retarded mass function
is identified as [171]
BR(q0, q) = B(−i(q0 − µ) + 0+, q) , (6.30)
where B(ωˆn, q) = B(Q) is the Euclidean mass function featuring in Eq. (6.29). Note the presence of the
chemical potential in Eq. (6.30), which is in fact essential to obtaining the retarded propagator GR. This
is due to the relation
GR(ω) = GM(iωn → ω − µ + i0+) , (6.31)
where GM is the Euclidean Matsubara propagator. Having made the substitution (6.30) in Eq. (6.29),
we then localize the resulting equation via the replacement rule
BR(q0, q)→ BR(0,0) ≡ B ∈ R . (6.32)
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We insist that in this physical scheme, we can localize directly at q0 = 0 and are no longer restricted
by the non-vanishing nature of the fermionic Matsubara frequencies. Once Eq. (6.29) is expressed in
terms of the retarded mass function, there is thus no ambiguity in the implementation of the localization
procedure. The resulting rainbow equation rewrites in the form
B =M0 + g2
pi2
B{Fvac(B) + Fth(B)} (6.33)
where the vacuum term is
Fvac(B) ≡ ∫ Λ
0
dq
q2
εBεm(εB + εm) , (6.34)
while the thermal contribution can be found as
Fth(B) ≡ 2
B2 −m2 ∫ ∞0 dq q2 ⎛⎝nεmεm + fεB+µ + fεB−µ2εB ⎞⎠ , (6.35)
with εx = √x2 + q2, fx = 1/(ex/T + 1) is the Fermi-Dirac and nx = 1/(ex/T − 1) the Bose-Einstein distri-
bution function.
Since the vacuum integral in (6.34) diverges logarithmically with the cutoff, the rainbow equation
(6.33) needs to be renormalized appropriately. As this issue occurs already in the chiral limit, one
has to employ a coupling renormalization, which is efficiently accounted for by reparametrizing the
bare coupling,8 in the vacuum and in the chiral limit, in terms of a solution for the dynamical mass
B0 ≡ B(T = 0, µ = 0) via
0 = 1 − g2
pi2
Fvac(B0) . (6.36)
Upon substitution in (6.33), this yields,
0 = H −B[Fvac(B0) − Fvac(B) − Fth(B)] , (6.37)
where we have defined H = pi2M0/g2. For finite values of H, the Eq. (6.37) is UV finite and for fixed
values of H, the cutoff Λ can be taken to infinity.
It can easily be shown that
Fvac(B0) − Fvac(B) = B2 ln(B/m)
2(B2 −m2) − B20 ln(B0/m)2(B20 −m2) . (6.38)
We point out that Eq. (6.33) contains a pole at B =m, which is technically regulated by B2 −m2 →
B2 −m2 + i0+ due to Eq. (6.30), but this limits the range of applicability of the localized equation to
values of B away from the pole. Fortunately, all physics underlying the chiral sector and transition can
be understood for B values smaller than the m = 500 MeV we choose for the gluon mass. Thus we
restrict the analysis9 to B <m.
We shall also consider Fth(B) in Eq. (6.35), in the limit of vanishing temperature. We have, for
µ ≥ B,
Fth(B) = B2/2
B2 −m2
⎡⎢⎢⎢⎢⎣ µB
√
µ2
B2
− 1 − cosh−1 ( µ
B
)⎤⎥⎥⎥⎥⎦, (6.39)
and, otherwise, for µ < B, Fth(B) = 0.
Employing these analytic expressions, it is easy to verify that the system undergoes a first order
transition along the µ-axis. The value of the quark mass function B below the transition, µ < µfirst, is
constant, B = B0 ≡ B(T = 0 = µ) = 300 MeV. For µ > µfirst, chiral symmetry is restored and B = 0. This
behavior is a manifestation of the Silver-Blaze property [289, 290].
8We note that in Eq. (6.36), a symmetry breaking solution, with B ≠ 0, can only exist for a bare coupling satisfying
g20 > pi2/Fvac(0). This follows from the fact that Fvac as given by Eq. (6.34) is monotonically decreasing with B.
9On the other hand, the presence of this pole inhibits us from ever pushing the analysis beyond the light quark regime.
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In the following, we discuss how to analyze the phase structure on the basis of the gap equation in
(6.37). To this end, it is useful to define the function R(B2) as
2BR(B2) ≡ B[Fvac(B0) − Fvac(B) − Fth(B)] , (6.40)
where Eq. (6.37) takes the form 0 = H − 2BR(B2). We further define a potential W (B2) such that
∂BW (B2) = 2BR(B2), or, equivalently, W ′(B2) = R(B2). In the chiral limit, H = 0, it allows for the
rainbow equation 2BR(B2) = 0 to be interpreted as the gap equation of the potential W (B2). It is
in terms of this potential W (B2) that we analyze the phase structure, where the absolute minimum of
W (B2) corresponds to the physical state of the system.
In particular, in the chiral limit, the requirement for a critical point is that the absolute minimum of
the potential be at B = 0, with
W ′(0) = 0 , (6.41)
and, similarly, for a tricritical point,
W ′(0) =W ′′(0) = 0 . (6.42)
We point out that Eq. (6.41) is equally the condition determining lower spinodal points, when the
transition is first order. In that case, (6.41) holds but the absolute minimum of the potential is not
B = 0. In that case, the lower spinodal line is accompanied by the upper spinodal line. Both spinodals
flank a first order transition line in the chiral phase diagram and all three lines meet at the tricritical
point. Upper spinodal points are found from, with Bsp ≠ 0,
W ′(B2sp) =W ′′(B2sp) = 0 , (6.43)
whereas the first order line satisfies the condition
W ′(B2first) = W (B2first) −W (0) = 0 , (6.44)
with Bfirst denoting the position of the non-trivial degenerate minimum at the transition.
Away from the chiral limit, H ≠ 0, the above conditions need to be modified. To this end, it is
convenient to define a new potential in the form
V (B) = −HB +W (B2) , (6.45)
in terms of which the rainbow equation 0 = H − 2BR(B2) can be expressed as V ′(B) = 0. A critical
point at location Bc then satisfies
V ′(Bc) = V ′′(Bc) = V ′′′(Bc) = 0 . (6.46)
Similar extensions with respect to V (B), for H ≠ 0, hold for the respective equations of lower and upper
spinodal as well as the first order transition line.
Several important remarks are in order. Firstly, we insist that having a potential at disposal is a
necessary condition for a consistent study of the phase structure. While the conditions of (tri)critical and
spinodal points don’t depend on the potential itself and could be reformulated entirely in terms of the gap
equations, the same is not true for the first order line. More importantly, it is via the absolute minimum
of the potential that one discriminates between solutions to identify the physical state of the system in
the first place. Therefore, knowing a potential, beyond simply its gap equations, is indispensable.
Secondly, we stress that the potentials W and V have been constructed in an effective or practical
manner such that its derivatives can be exactly interpreted as the respective gap equations in (6.37). This
approach is very efficient in its descriptions of the phase structure and the phenomenological construction
of the potentials V and W is very convenient.
Formally, a potential for the rainbow equation in (6.37) can be obtained from the 2PI action in
Eq. (6.2), under the condition that one imposes compatible approximations as the ones leading up to
Eq. (6.33). In particular, neglecting the gluon background, setting the remaining Dirac components to
their tree-level values and localizing the resulting formulae. Moreover, this requires a real time expression
of the 2PI action. While in principle envisionable, this undertaking is not necessary for the case discussed
above since one obtains easy access to simple potentials, V and W , and for simplicity, we shall stick to
the latter.
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Finally, we note that the potentials V and W are constructed ambiguously since the solutions of the
rainbow equations are not affected, e.g., by multiplying the latter by a strictly positive function. For
instance, in the chiral limit, this would yield W ′(B2)→ f+(B2)R(B2). Since the conditions for spinodal
and (tri)critical points only involve derivatives of W and owing to the positivity of f+, it can easily be
shown that these points are independent of the choice of f+. Contrarily, the position of the first order
line, as determined from Eq. (6.44), is explicitly W and thus f+ dependent. However, because the first
order line (regardless of f+) must always be flanked by spinodal lines (which are f+ independent), one
obtains a reasonable bound for the location of the former in the phase diagram under the condition
that the latter are not too far apart. This discussion generalizes to the case of H ≠ 0 in terms of
V . Throughout the analysis performed in the physical localization, we choose f+ = 1. We insist that
localizing the 2PI potential typically gives rise to such a function multiplying the gap equation (6.37).
However, this function is not guaranteed to be positive (and, in the case of the Euclidean localization to
be discuss later, it is not), which leads to spurious solutions.
6.4.2 Euclidean Localization
The second localization scheme we consider is labelled Euclidean and directly addresses the issue that
in a fermionic context, one cannot simply replace the momentum-dependent mass function B(Q) by
its value at Q = 0, since the Matsubara frequencies never vanish. In fact, the lowest frequency modes
are given by ±ωˆ1 with ωˆ1 = piT . The Euclidean localization scheme is characterized by the replacement
B(Q) → B(±ωˆ1,0) in Eq. (6.29), where one accounts for both the negative and positive first frequency
contribution. However in so doing, one has to consider the problem in the complex plane since B(±ωˆ1,0)
is complex.
We have from Eq. (6.29):
B(ωˆ, p) = M0 + 4g2 ∫ T
Qˆ
B(ωˆn, q)(ωˆn + iµ)2 + q2 +B(ωˆn, q)2 1(ωˆ − ωˆn)2 + (p − q)2 +m2 (6.47)
and upon evaluating for ωˆ = ωˆ1 and p = 0:
B(ωˆ1,0) = M0 + 4g2 ∫ T
Qˆ
B(ωˆn, q)(ωˆn + iµ)2 + q2 +B(ωˆn, q)2 1(ωˆ1 − ωˆn)2 + q2 +m2 . (6.48)
Assuming the sum-integral to be dominated by the region where the propagators underneath the integral
get maximal in the µ = 0 case (at ωˆn = ±ωˆ1, q = 0 for the first, and at ωˆn = ωˆ1, q = 0 for the second), we
get
B(ωˆ1) = M0 + 2g2 ∫ T
Qˆ
1(ωˆ1 − ωˆn)2 + q2 +m2 (6.49)
×⎡⎢⎢⎢⎢⎣ B(ωˆ1)(ωˆn + iµ)2 + q2 +B(ωˆ1)2 + B(−ωˆ1)(ωˆn + iµ)2 + q2 +B(−ωˆ1)2
⎤⎥⎥⎥⎥⎦ ,
where we have defined B(ωˆ,0) ≡ B(ωˆ). A similar expression can be obtained for B(−ωˆ1) = B(ωˆ1)∗. It
proves more convenient to work with
B± ≡ B(ωˆ1) ±B(−ωˆ1)
2
. (6.50)
In terms of B±, the rainbow equation can be rewritten as
B± = 1 ± 1
2
M0 + g2 ∫ T
Qˆ
1(ωˆ1 − ωˆn)2 + q2 +m2
×⎡⎢⎢⎢⎢⎣ B+ +B−(ωˆn + iµ)2 + q2 + (B+ +B−)2 + B+ −B−(ωˆn + iµ)2 + q2 + (B+ −B−)2
± B+ +B−(ωˆn − iµ)2 + q2 + (B+ +B−)2 ± B+ −B−(ωˆn − iµ)2 + q2 + (B+ −B−)2
⎤⎥⎥⎥⎥⎦ . (6.51)
At µ = 0, it is B− = 0. At real µ, B+ is real and B− imaginary. As can be checked, these properties are
preserved by Eq. (6.51), hence the necessity to keep both ±ωˆ1 under the sum-integrals. After having
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performed the Matsubara sums and the angular integral, Eq. (6.51) can be expressed in the simple form
B± = 1 ± 1
2
M0 + g2
4pi2
⎡⎢⎢⎢⎢⎣(B+ +B−)Fωˆ1(B+ +B−;µ) + (B+ −B−)Fωˆ1(B+ −B−;µ) (6.52)
±(B+ +B−)Fωˆ1(B+ +B−;−µ) ± (B+ −B−)Fωˆ1(B+ −B−;−µ)⎤⎥⎥⎥⎥⎦,
where, for notational convenience, we have defined
Fωˆ1(B;µ) ≡ ∫ Λ
0
dq
⎧⎪⎪⎨⎪⎪⎩ q
2
εm
( nεm
ε2B − (εm + µ − iωˆ1)2 + nεmε2B − (εm − µ + iωˆ1)2 ) (6.53)
− q2
εB
( fεB−µ
ε2m − (εB − µ + iωˆ1)2 + fεB+µε2m − (εB + µ − iωˆ1)2 ) + q
2
εBεm
εB + εm(εB + εm)2 − (µ − iωˆ1)2
⎫⎪⎪⎬⎪⎪⎭.
The equation for B+ is UV divergent and needs to be renormalized while the equation for B− is
inherently UV finite (for a fixed value of the coupling). We renormalize the former by rewriting the bare
coupling in terms of a renormalized one, gR, in the form
1
g2R
= 1
g2
− Fvac(B∗; 0) , (6.54)
where B∗ is an arbitrary scale. With this replacement, the equation for B+ can be rewritten as
B+ = H ′ + g2R
4pi2
⎡⎢⎢⎢⎢⎣(B+ +B−)∆Fωˆ1(B+ +B−;µ) + (B+ −B−)∆Fωˆ1(B+ −B−;µ) (6.55)
+(B+ +B−)∆Fωˆ1(B+ +B−;−µ) + (B+ −B−)∆Fωˆ1(B+ −B−;−µ)⎤⎥⎥⎥⎥⎦,
where we have introduced H ′ = Hg2R/pi2 =M0 g2R/g2 and defined ∆Fωˆ1(B;µ) = Fωˆ1(B;µ) − Fvac(B∗; 0).
Eq. (6.55) is now UV finite, for fixed H, however the replacement (6.54) introduces a cut-off dependence
into the originally UV finite equation for B−. A practical workaround, to be interpreted as part of
our approximation scheme, is to simply replace the bare coupling g by the renormalized one, gR. The
equation for B− then reads
B− = g2R
4pi2
⎡⎢⎢⎢⎢⎣(B+ +B−)Fωˆ1(B+ +B−;µ) + (B+ −B−)Fωˆ1(B+ −B−;µ) (6.56)
−(B+ +B−)Fωˆ1(B+ +B−;−µ) − (B+ −B−)Fωˆ1(B+ −B−;−µ)⎤⎥⎥⎥⎥⎦ .
We stress that the Euclidean localization scheme entails a dependence on the renormalization scale B∗
via Eq. (6.55). The renormalized coupling is fixed such that the equation for B+ attains a solution at
B0(T = 0, µ = 0) = 300 MeV in the chiral limit.
In the following, we specify how to analyze the phase diagram given the (renormalized) rainbow
equations in (6.52), which we schematically write as R± = 0. At this point, we recall that in the case of
the physical localization, on the grounds of its rainbow equation, we were able to construct a potential.
Based on Eqs. (6.52), in the case of the Euclidean localization, an analogous procedure is not possible
and no potential can be inferred. This is due to the fact that the rainbow equations, interpreted as the
respective first derivatives of such a potential V (if it existed) in the form R± = ∂B±V , do (in general)
not satisfy the necessary Cauchy-Riemann equations. The absence of a potential implies that one cannot
discriminate between solutions to identify the physical state of the system. Several comments are due.
Firstly, for certain parameter values, such as either vanishing temperature and/or chemical potential,
it is in fact possible to construct a potential. This is based on the realization that in these cases the
equation for B− disappears, leaving behind one single equation for one real-valued variable B+. This
corresponds to the scenario encountered in the physical localization case and the potential (up to factors
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f+) is found as V = ∫ R+. However, for a generic situation of non-vanishing temperature and chemical
potential, no such potential V exists.
Secondly, it is to be stressed that the absence of a potential is an artifact of our localization procedure.
The original rainbow equations do derive from the (2PI) effective action. So a possible alternative to the
present approach is to implement the localization procedure directly at the level of the effective potential.
This will be discussed in the subsequent section.
Finally, we mention that some instances of the phase diagram are determined from conditions which
do not require a potential in the first place. Their formulae merely feature the rainbow equations R±
and various derivatives. Although we insist that it only is via a potential that the physical state of the
system can be determined. Nonetheless, we can identify solutions compatible with (tri)critical points
etc. To this end, we keep the discussion concise at this point and refer to section 7.2 for more details in a
similar situation. We employ one of the rainbow equations, say R−(B+,B−) = 0, to determine a relation
B−(B+), which is then inserted into the second rainbow equation 0 = R+(B+,B−(B+)). This defines a
reduced potential U in terms of one variable B+, such that U ′(B+) ≡R+(B+,B−(B+)). With respect to
this reduced potential, in the chiral limit, a critical point is found via the condition
U ′′(0) = 0 , (6.57)
and a tricritical point corresponds to the conditions
U ′′(0) = U (4)(0) = 0 . (6.58)
As before, lower spinodals are characterized by the same condition as the second order points, U ′′(0) = 0,
applied in a first order regime. In the latter, there are also upper spinodal points, which are identified
upon U ′(Bus) = U ′′(Bus) = 0. Away from the chiral limit, to identify critical points, one lifts B± = 0 and
instead considers
U ′(Bc) = U ′′(Bc) = U ′′′(Bc) = 0 . (6.59)
6.4.3 Localization at 2PI Level
In this subsection we address the issue of not being able to construct a potential based on the rainbow
equations (6.52) in the Euclidean localization scheme. To this end, we consider the 2PI action in Eq. (6.2)
and implement approximations which mimic the ones leading up to Eqs. (6.52). In particular, as a first
ansatz, we scalarize the structure of the quark propagator S to its simplest component10
S[B;P ]→ B(P )
B(P )2 + P 2iµ → 12( B(ωˆ1,0)P 2iµ +B(ωˆ1,0)2 + B(−ωˆ1,0)P 2iµ +B(−ωˆ1,0)2 ) , (6.60)
where in the second step we have restricted the momentum-dependence of the mass function B(P ),
according to Euclidean localization, to the first fermionic Matsubara frequencies and vanishing spatial
momentum. In this setup, one defines a (localized) potential as the 2PI effective action11
ΓLandau2PI = −Tr LnS−1 −TrS−10 S − 12g2CF ∫ TPˆ Qˆ tr(γµ S(P )γν S(Q))Gµν(P −Q) , (6.61)
evaluated with S given in (6.60). We shall not give the explicit expression here for reasons that become
clear below.
Taking derivatives with respect to B±, we attempt to match the resulting formulae to the expressions
in Eqs. (6.51). indeed, it is,
(∂B+ + ∂B−)ΓLandau2PI = 4∫ T
Pˆ
P 2iµ − (B+ +B−)2[P 2iµ + (B+ +B−)2]2
⎡⎢⎢⎢⎢⎣B+ +B− −M0 − 2g2 ∫
T
Qˆ
Gm(Q − P ) (6.62)
×( B+ +B−
Q2iµ + (B+ +B−)2 + B+ −B−Q2iµ + (B+ −B−)2 )
⎤⎥⎥⎥⎥⎦ .
10This approximation can be seen as the analogue of setting to zero all tensor components in the steps leading up to
Eq. (6.29), which are not proportional to the identity.
11Note that the formalism presented in this subsection in terms of the 2PI action can be extended to LdW gauge, see
appendix E for details.
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Figure 6.3: Summary of the phase diagram in
the chiral limit (all scales in GeV) in the physical
localization, with B0 = 0.3 GeV and m = 0.5 GeV.
The spinodal (dashed) and first (solid) order line
are shown in blue, and the second order line and
tricritical point in red. The orange band shows
the position of the tricritical point in dependence
of the gluon mass. The red band corresponds the
position of the critical endpoint as a function of
nonzero bare quark mass, as further illustrated in
Fig. 6.4.
One identifies the interior of the square bracket as the expression one obtains for B++B− from Eq. (6.51),
with the exception that the external momentum is not fixed to the lowest modes but rather integrated
over with the weight factor (P 2 − (B+ +B−)2)/[P 2 + (B+ +B−)2]2. Similarly for the combination (∂B+ −
∂B−)ΓLandau2PI , where the integrated factor then corresponds to the formulae of B+ −B− in Eq. (6.51) if
one simultaneously allows for a change µ → −µ. This is typically accounted for upon letting Q → −Q,
which does not leave Eq. (6.51) invariant due to a sign introduced in the gluon propagator Gm(Q−P )→
Gm(−Q−P ). In contrast, this can be absorbed in (∂B+ −∂B−)ΓLandau2PI by a simultaneous P → −P , which
then changes the external weight but completes the matching on the level of the integrated factors:
(∂B+ − ∂B−)ΓLandau2PI = 4∫ T
Pˆ
P 2−iµ − (B+ −B−)2[P 2−iµ + (B+ −B−)2]2
⎡⎢⎢⎢⎢⎣B+ −B− −M0 − 2g2 ∫
T
Qˆ
Gm(Q − P )
×( B+ +B−
Q2−iµ + (B+ +B−)2 + B+ −B−Q2−iµ + (B+ −B−)2 )
⎤⎥⎥⎥⎥⎦ . (6.63)
The ability to transform Q → −Q and P → −P as performed in the 2PI setting is ultimately a
consequence of the ansatz (6.60). It introduces a symmetry which is not present in the full underlying
theory and therefore constitutes an artifact of the approximation. In fact, the potential in Eq. (6.61)
is invariant under µ → −µ, which in turns implies that the potential is real-valued if one chooses the
variables B+ and B− real for any real non-zero µ. This, as explained in sections 6.2 and 6.4.2, is certainly
not true in the case of the original theory, where one ought to consider B+ real and B− imaginary (which
is equally allowed for by the potential in Eq. (6.61)). As a further caveat of the approach presented here,
we also insist that the weight factor (P 2 − (B+ +B−)2)/[P 2 + (B+ +B−)2]2 is not positive-definite and
thus introduces unphysical extrema, which have the tendency to wash out the physical ones for a certain
range of parameter values. However, either of these shortcomings is negligible in the chiral limit, where
the transition occurs directly at B± = 0. As such, we have attempted to locate the tricritical point from
various different approaches12 based on the 2PI potential and never encountered anything resembling its
characteristic features. In this respect, we also point out that there is a further issue in the formulae of
Eq. (6.61) related to the expression for the two thermal part of the scalar sunset, S(2n), discussed in
section B.3.3. This is because the Re ln terms in Eq. (B.50) contain a pole whenever the quark mass
attains half the value of the gluon mass. In the heavy quark regime this was never essential. However, it
becomes important in the context of chiral symmetry breaking. The pole is regulated by the i0+ present
in Eq. (B.50), and must be controlled either analytically or numerically. Despite our efforts we have not
found a simple way to get this under control in our numerics.
6.5 Results
We now present our results for the phase diagram as obtained from the physical and Euclidean localization
schemes.
12For instance, directly at B = 0, or by allowing for a small non-zero bare quark mass and the (non-existent) scaling
behavior in the near vicinity, or by studying the nature of various contourplots of Eqs. (6.62) and (6.63). Or by manually
neglecting the effects of the weight factor in Eqs. (6.62) and (6.63), etc. All while trying several renormalization schemes
and formats, either via dimensional regularization or a UV-cutoff.
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chiral limit µtric Ttric Tc(0) µls µfirst µus
Physical loc. 237 69 141 268 287 305
Euclidean loc. 318 64 150 346 365 376
Jakovac et al. [103] ≈ 280 ≈ 60 140
Schaefer et al. [291] 251 52 142
Hatta et al. [66] 209 107 –
Qin et al. [292] A 140 110 124
Qin et al. [292] B 130 120 133
Costa et al. [216] 286 112 215/6
Table 6.1: Overview of the numerical results for the various qualitative points in the chiral phase di-
agram, for the localization schemes considered, in comparison to benchmark literature findings, based
upon various approaches based upon the quark model [103, 291], the NJL model [216], and different
nonperturbative continuum approaches to QCD [66, 292]. All numbers are given in MeV. For the Eu-
clidean localization, the rainbow equations don’t satisfy the Cauchy-Riemann relations and therefore one
cannot construct a potential, which in principle inhibits the determination of the µfirst-values. However,
at T = 0, the R−-equation disappears and one proceeds based solely on R+, yielding V = ∫ R+. We have
chosen a value of B∗ ≈ 950 MeV.
Let us first consider the chiral limit. In Fig. 6.3, we summarize the phase diagram in the physical
localization scheme. It is coined by the presence of two phases, a chirally broken one in the low tem-
perature and low density region, and a chirally restored phase in the high temperature and high density
regime. At vanishing chemical potential the two phases are separated by a a second order transition at
the critical temperature Tc(0). For increasing µ, the transition remains second order until the critical
line, in red, hits a tricritical point with coordinates (µtric, Ttric), and then turns into the line denoting
the lower spinodal, in dashed blue (lower), which eventually ends on the µ-axis at a value µls. As men-
tioned in section 6.4.1, the critical and lower spinodal lines are determined from the same condition in
Eq. (6.41). It can easily be reduced to the form
µ2(T ) =m2B20 ln(B0/m)
B20 −m2 − 4∫ ∞0 dq q2nεmqεmq − pi
2
3
T 2 , (6.64)
which, as can be verified, is a concave function. A further simplification occurs upon neglecting the
bosonic integral, which is justified for sufficiently small temperatures T /m ≪ 1. The resulting equation
yields a fairly adequate reproduction of the complete phase transition line in Fig. 6.3. For a similar result
to Eq. (6.64) in a large Nf scenario within the Quark-Meson model, the reader is referred to Ref. [103,
293]. Alongside the lower spinodals, there is an upper spinodal line connecting the tricritical point with
the zero temperature axis, at an associated value of the chemical potential denoted by µus. Together the
spinodal lines flank a first order transition line and µls ≤ µfirst ≤ µus must therefore necessarily hold true.
In section 6.4.1, it was pointed out that the position of the first order line is not uniquely determined
since it depends on the particular potential the localized rainbow equation derives from, e.g., from the
choice of the function f+ described in the previous section. In Fig. 6.3, we depict results corresponding
to f+ = 1. However, we also recall that the two spinodal lines are independent of f+ and since they are
not too far apart, this yields a reasonable bound for the entire first order line. Quantitatively, our results
in the chiral limit are summarized in Tab. 6.1. We also show the respective findings in the Euclidean
localization scheme, for two different values of the renormalization scale.
For a non-zero bare quark mass, chiral symmetry is explicitly broken and the tricritical point becomes
critical and moves in the phase diagram as a function of H, as indicated for the physical localization
by the red band in Fig. 6.3, and in more detail in Fig. 6.4. This behavior is in qualitative agreement
with findings from nonperturbative studies employing the 2PI Effective Potential [66]. The immediate
vicinity of the tricritical point is well-described by mean-field exponents, which is the expected behavior
since the rainbow equations of both localization schemes are regular at B = 0. In Fig. 6.5, we show the
quantities µc(H) and Tc(H) for small H, in case of the physical localization.
Further, the second order critical line at H = 0 becomes a smooth crossover at H ≠ 0. In the following,
we shall always define the crossover temperature as the point of steepest ascent/descent of the associated
order parameter. With this definition, we can determine for which value of H the crossover temperature
of the quark mass B becomes Ts = 170 MeV in the limit of vanishing potential, µ = 0, since this is the
value provided by lattice simulations at the physical point [52, 69, 295]. Within our approach, we treat
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Figure 6.4: Position of the critical point in the
physical localization for increasing values ofH, start-
ing from the tricritical point in thick red in the
chiral limit. The vicinity of the tricritcial point is
well-described by mean field scaling exponents, see
Fig. 6.5. The blue and gray points correspond to the
position of the critical point for physical bare quark
mass (see main text), as given by Tab. 6.2, as deter-
mined either from B or σ; see text. As can be seen,
these alternative choices lead to marginal changes
only. The fact that the curve eventually decreases
after attaining the physical point instead of rising
indefinitely can be attributed to limitations of the
physical localization. In particular, due to the pres-
ence of the pole at B = m, our analysis is restricted
to small B-values, that is, to not too large values of
H.
Figure 6.5: The vicinity of the tricritical
point in the chiral limit (here for the
physical localization) is governed by a
scaling behavior of µc(H), Tc(H), and
Bc(H) with mean field exponents. The
solid lines correspond to power law fits
of the form Xc(H) − Xtric ∝ HωX for
X = µ,T,B with respective exponents
ωT = ωµ = 2/5 and ωB = 1/5.
Models for CEP µphysc T
phys
c
Phys. loc. (B) 371 34
Phys. loc. (σ) 482 23
Fischer et al. [101] 168 115
Luecker et al. [294] ≈145 ≈ 100
Hatta et al. [66] 279 95
Tripolt et al. [231] 293 10
Ayala et al. [224] 315-349 18-45
Cui et al. [225] 245 38
Yokota et al. [226] 287 5
Contrera et al. [227] 319 70
Knaute et al. [228] 204 112
Antoniou et al. [229] 256 150
Scavenius et al. [230] LσM 207 99
Scavenius et al. [230] NJL 332 46
Costa et al. [216] 332 80
Kovacs et al. [217] 320 63
Table 6.2: Coordinates of the crit-
ical point in the phase diagram at
the physical point, Hphys , obtained
once with B and once with σ as the
relevant order parameter. All values
are in MeV. We compare our find-
ings against many literature compu-
tations of the QCD CEP. We dis-
tinguish between first-principle and
model-based computations.
this particular value of H to correspond to the physical point, Hphys. Once Hphys is determined, we can
then locate the critical point in the associated phase diagram, see Tab. 6.2. Alternatively, instead of B,
one might also consider the quark condensate13 σ = ⟨ψ¯ψ⟩, which in the current approximation can be
13In fact, lattice results for the crossover temperature are based on this observable rather than B. Therefore, it would,
in principle, be more appropriate to use σ to determine the physical point. The latter is however not well-defined (since
UV divergent) in the present localized approximation.
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written as
σ = −4NfNc ∫ T
Pˆ
B(P )
P 2iµ +B2(P ) = −4NfNcB JB , (6.65)
with the first fermionic tadpole defined as JB ≡ ∫ TPˆ GB(Piµ) and GB(P ) = 1/(B2 + P 2). Note that the
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Figure 6.6: Chiral condensate (red) vs. quark mass B (blue) as functions of temperature, for vanishing
chemical potential, in the physical localization scheme. All curves are normalized against their zero
temperature value. The left plot corresponds to the chiral limit, H = 0, whereas for the right plot H is
taken at the physical point, i.e. such that the quark mass B attains a crossover at T = 170 MeV.
vacuum part of the tadpole JB is given by JB(0n) = 18pi2 (2Λ2+B2 log[B2/(2Λ)2]) and thus UV divergent
with the cutoff. Since at the current order of approximation we cannot control the renormalization of σ,
our naive recipe is to simply subtract the cutoff divergences in JB(0n). This leaves a scale dependence
in JB(0n) → B28pi2 log[B2/µ¯2], which we choose as µ¯ = 1 GeV. For the physical localization scheme, in
Fig. 6.4, we show the position of the respective CEPs (as obtained via B or σ) on the curve of critical
points in the phase diagram as a function of H. Note that in the chiral limit, for the tricritical point,
there is no ambiguity since B = 0 is equivalent to σ = 0. A similar remark applies for the lower spinodal
lines in the phase diagram.
We show our results for the CEP in Tab. 6.2 together with a collection of results from various
approaches in the literature, ranging from various (PQM, PNJL, etc.) models to nonperturbative con-
tinuum QCD approaches (2PI, DSE). As can be seen, the community has not yet reached a ballpark
consensus on the location of the critical end point in the QCD phase diagram and a wide range of results
seem permissible at this point. Our numbers do certainly fall within the group of lower temperatures
and larger chemical potentials, and compare well with models [216, 217, 224, 230]. Our agreement with
models of NJL type is not surprising, since, as discussed in section 6.4, our localized models closely
resemble the NJL formulae.
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Figure 6.7: Position of the tricritical points
in the physical (blue) and Euclidean (green)
localization upon varying the gluon mass,
where the red points correspond to m = 500
MeV, the typical value chosen in the CF
model. The gray point corresponds to m = 0
and its coordinates can be found in Tab. 6.3,
alongside with the remaining other values of
mmin/max.
Finally, one can study how our findings for the phase diagram depend on the CF mass. While
m = 500 MeV is the value that globally works best in both the pure YM and the unquenched sector, it is
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nonetheless insightful to vary it as a free parameter. For instance, it is interesting to investigate whether
a nonzero mass is necessary for having a CEP, or a tricritical point in the chiral limit. Thereby, for each
value of m, we always insist on fixing the coupling such that we keep the T = µ = 0 solution B0 fixed at
300 MeV in the chiral limit.
loc. Physical Euclidean
mmin 0.088 0
µmin 0.10 0.205
Tmin 0 0.143
mmax 1.02 0.93
µmax 0.34 0.407
Tmax 0 0
Table 6.3: Overview of mmin/max for both lo-
calizations in the chiral limit. Results obtained
upon varying the gluon mass, to the upper and
lowermost values allowed. We also show the
corresponding values of the chemical potential
and temperature.
In Fig. 6.7, we trace the position (µtric(m), Ttric(m)) of the tricritical point in the chiral limit. As can
be seen, the obtained trajectories are qualitatively quite different, however, the red points (corresponding
to m=500 MeV) nonetheless lie rather close to one another. While the physical localization permits for
two crossings of the µ-axis, the Euclidean localization only exhibits one. Here, mmin,max are defined
as the minimum/maximum value of the gluon mass such that there still exists a tricritical point in the
phase diagram, i.e., as the value of m when the tricritical point crosses the µ-axis. In the Euclidean
localization, one never encounters an mmin and the tricritical point moves to the location denoted in
gray in Fig. 6.7 for m = 0. This then implies that the existence of a tricritical point imposes constraints
on the allowed values of the gluon mass. While in both localization schemes considered here, it can
never exceed an upper limit mmax, in the Euclidean localization one might take m → 0 without losing
the tricritical point. This is not the true for the physical localization which requires a non-zero m.
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Figure 6.8: We show the evolution of the
values mmin and mmax at vanishing temper-
ature as a function of H. The blue curves
corresponds to the physical and the orange
ones to the Euclidean localization. The respec-
tive shaded areas denote the parameter values
compatible with the existence of a CEP in the
QCD phase diagram. In the non-shaded areas,
a CEP is excluded. Scales are given in GeV.
Explicitly, for instance for the physical localization, we can determine the values of mmin,max based
on analytic considerations from Eqs. (6.38) and (6.39). Letting x = m/B0 and u = (lnx2)/(x2 − 1), one
finds the condition u = 1 + ln(2u), which allows for two real and positive solutions, u± = u(x±), subject
to x+x− = 1. We find x− = √u+/u− ≈ 0.294 and x+ ≈ 3.398, which give the values shown in Tab. 6.3.
To obtain the corresponding values of y = µ/B0, one resorts to Eq. (6.64) at T = 0, y2 = x2u/2, yielding
y− = √u+/2 ≈ 0.340 and y+ = y−/x− ≈ 1.157. These values again match the numerical results of Tab. 6.3.
The definition of mmin,max is trivially extended to the case of non-zero H such that mmin,max(H),
where the tricritical point is replaced by the CEP. We then show our results for these values in dependence
of the symmetry breaking paramter H in Fig. 6.8. Here, we iterate our observation that the existence
of a CEP puts an upper bound on the allowed values for the gluon mass in both localization schemes
considered, whereas a lower bound only exists for the physical localization.
6.6 Conclusion
In this chapter we have studied the physics of chiral symmetry breaking and its restoration at finite
temperature. After some brief introductory comments on the origin and motivation for the rainbow-
improved expansion scheme developed in the CF model [170], we have discussed the general structure
of the dressed quark propagator at finite temperature. Upon imposing the symmetries of the thermal
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system at non-zero density and gluon background, such as parity and charge conjugation invariance, we
have worked out the allowed Dirac tensor decomposition of the (inverse) propagator.
Subsequently, we have applied this decomposition to the generalized rainbow equation to derive a set
of coupled, non-linear integral equations for the Dirac components of the propagator. In general, these
components are complex-valued functions of the four-momentum and explicitly depend on flavor, color,
temperature, density and the gluon background.
Before attempting a numerical study of the full structure of these integral equations, we have consid-
ered various primary approximation schemes. Our main aim is to develop familiarity with the underlying
structure at a simple qualitative level within the CF model, with the intension to eventually extend this
work to a more involved treatment, for example the inclusion of a nontrivial gluon background. In so
doing, we have introduced a scheme called localization, which amounts to replacing a momentum depen-
dent mass function by a constant, chosen as the value at vanishing momentum. We have specified two
implementations of this localization scheme, called physical and Euclidean.
In this context, we have analyzed their predictions for the chiral phase structure, neglecting, at first,
the background field, and compared to existing literature findings. Both schemes are in qualitative
agreement with the prevalent expected picture, and we further find that quantitatively our values for the
tricritical point lie within the ballpark of the vast range of possible locations presented in the literature.
Moreover, our simple models are capable of reproducing the tricritical scaling behavior and associated
mean field exponents with reasonable accuracy.
In a further step, one can determine the value of the bare quark mass yielding a crossover at zero
density and a temperature of 170 MeV, as provided by lattice simulations for QCD at physical quark
masses. With this value, one obtains a prediction for the critical endpoint in the QCD phase diagram
from our localized models. This calculation can be performed based on either the quark mass function or
the condensate as the relevant order parameters, and both methods yield results that are in proximity.
More importantly, they range within the literature data from various model studies. This is a remarkable
result given the simplicity of our formulation involved.
Finally, we have studied the dependence of both a tricritical point in the chiral limit as well as the CEP
for nonzero bare quark masses as a function of the gluon mass. We find that in both models under con-
sideration, their existence is tantamount to the gluon mass value staying below an upper bound beyond
which both points vanish off the phase diagram. On the other hand, in one of the two schemes considered,
there is additionally a lower bound for the gluon mass. Based on our localizations, we conclude that
the necessity of a non-zero gluon mass to allow for a CEP in the QCD phase diagram is observed to be
severely scheme-dependent. This issue is certainly an interesting question to investigate in future work
and can be definitely answered by solving the original rainbow equations exactly with numerical methods.
Lastly, we mention that a very interesting line of investigation based upon the considerations of this
chapter is to introduce a non-trivial gluon background into the localized rainbow equations, permitting
a common description of both the order parameters for heavy and light quark physics. This is the topic
of the next chapter.
7
Chiral and Deconfinement transition from the Curci-Ferrari
Model
In this chapter, we extend the analysis performed in the previous chapter of the chiral transition in terms
of the resummed rainbow equations, where it was demonstrated that simple descriptions in the form of
localized equations lead to a qualitative agreement with prevalent literature findings. Here, we profit of
the simplicity of the localizations considered, and equip the the Euclidean localization with a non-trivial
gluon background which thus establishes a link to the Polyakov loop. In this setup, we describe the entire
range of the Columbia plot, from the heavy to light quark regime. In so doing, we study the interplay
of the chiral and deconfinement transition and analyse the physical point, all from a common approach
for the chiral condensate and the Polyakov loop.
In section 7.1, we specify the model, its motivation and characteristics. In particular, we outline some
of the challenges that arise in the presence of multiple, colorful quark masses. Further, in section 7.2, we
comment on the interplay between the chiral and deconfinement transition and outline explicitly some of
the conditions determining the phase structure, which can be generalized to more intricate scenarii. In
section 7.3, we showcase our results for the phase structure and the Columbia plot at vanishing chemical
potential. Finally, we conclude in section 7.4.
7.1 The Model
We note that both of the two localizations under consideration in chapter 6 are in principle extendable to
non-zero gluon background. However, one of the interests of establishing a link to the Polyakov loop is to
study the dynamics across the whole Columbia plot, for which the associated B-values become non-zero,
and, potentially, large. In this respect, given the pole of the physical localization scheme at B = m, it
is sensible to merely consider the Euclidean localization scheme at non-trivial gluon background. Its
equations in Landau gauge, and for arbitrary values of the renormalization scale B∗, are detailed in
section 6.4.2. For nonvanishing background, r ≠ 0, the quark masses B become colorful quantities and
there exists a Bρ associated to each weight ρ of the fundamental representation.
We begin our derivation of the background-dependent Euclidean localization from the expression in
(6.25), where we set all vector components Aˆρ0(P ), Aˆρv(P ) and Cˆρ(P ) to their tree-level values, yielding
Bσ(P ) = M0 + 3 g2 ∑
ρ,κ
Dσ,ρκ ∫ T
Qˆ
Bρ(Q)
Bρ(Q)2 + (ωˆn + Trρ + iµ)2 + q2 1(ωˆ − ωˆn + Trκ)2 + (p⃗ − q⃗)2 +m2 ,
(7.1)
where ωˆ and ωˆn denote the external and internal Matsubara frequencies, such that ωˆ− ωˆn is bosonic. We
evaluate (7.1) for ωˆ = ωˆ1 and zero external momentum, p⃗ = 0. In the same spirit as presented in section
6.4.2, it is conceivable that the first factor of the integrand contributes the strongest for ωˆn = ±ωˆ1 and
q = 0. Likewise, the second for ωˆn = ωˆ1 and q = 0. Thus, denoting, as before, Bσ(ωˆ1) ≡ Bσ(ωˆ1,0), we can
approximate the integral by its (supposedly) dominant contributions and obtain a background-extended
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version of Eq. (6.49),
Bσ(ωˆ1) = M0 + 3 g2 ∑
ρ,κ
Dσ,ρκ ∫ T
Qˆ
1(ωˆ1 − ωˆn + Trκ)2 + q2 +m2 (7.2)
×1
2
[ Bρ(ωˆ1)
Bρ(ωˆ1)2 + q2 + (ωˆn + Trρ + iµ)2 + Bρ(−ωˆ1)Bρ(−ωˆ1)2 + q2 + (ωˆn + Trρ + iµ)2 ] ,
and similarly for Bσ(−ωˆ1). In general, we have that
Bρ(ωˆ, r∗,−µ∗)∗ = Bρ(ωˆ, r, µ) , (7.3)
at which point it becomes apparent that, the resulting equations feature a large amount1 of complex-
valued quark masses. Each of which has to be determined from its own gap equation, which in turn
all back-couple to form one large set of coupled integral equations. In a primary attempt, we restrict
identically to the scenario of vanishing chemical potential, µ = 0, upon which the equations simplify.
This is due to a vanishing r8 component, and the fact that we can choose r
∗
3 = r3 such that Bρ ∈ R for
all ρ. Further, based on (6.20), it is
Bρ1(−ωˆ, r3)∗ = Bρ2(ωˆ, r3) (7.4)
Bρ2(−ωˆ, r3)∗ = Bρ1(ωˆ, r3) (7.5)
Bρ3(−ωˆ, r3)∗ = Bρ3(ωˆ, r3) (7.6)
and the realness of the quark masses allows for
Bρ1(ωˆ) = Bρ2(−ωˆ) ≡ B1 (7.7)
Bρ2(ωˆ) = Bρ1(−ωˆ) ≡ B2 (7.8)
Bρ3(ωˆ) = Bρ3(−ωˆ) ≡ B3 . (7.9)
In a next step, we define
Fρκ(B) ≡ 4pi2 ∫ T
Qˆ
1(ωˆ1 − ωˆn + Trκ)2 + q2 +m2 1B2 + q2 + (ωˆn + Trρ)2 , (7.10)
which is worked out as, with σ = ρ + κ,
Fρκ(B) = 12 ∫ Λ0 dq q2mB
⎡⎢⎢⎢⎢⎣
nm+iTrκ − fB+iTrρ
iT rσ + iωˆ1 + B + m − fB−iTrρ + nm+iTrκiT rσ + iωˆ1 − B + m (7.11)
+ fB+iTrρ + nm−iTrκ
iT rσ + iωˆ1 + B − m + −nm−iTrκ + fB−iTrρiT rσ + iωˆ1 − B − m + 2(m + B)−(iωˆ1 + iT rσ)2 + (m + B)2
⎤⎥⎥⎥⎥⎦ ,
and which reproduces (6.53) in the limit of vanishing background, for vanishing chemical potential. Its
vacuum contribution is
Fvac(B) = ∫ Λ
0
dq
q2
mB
1
m + B . (7.12)
The above permit to nicely rewrite (7.2) as
Bσ = M0 + 3
8pi2
g2 ∑
ρ,κ
Dσ,ρκ [Bρ(ωˆ1)Fρκ(Bρ(ωˆ1)) +Bρ(−ωˆ1)Fρκ(Bρ(−ωˆ1))]. (7.13)
After employing the explicit color dependences in (7.7-7.9), we can turn the color sum ∑ρ,κ Dσ,ρκ into a
vector form⎛⎜⎝
B1
B2
B3
⎞⎟⎠ = M0 + 18pi2 g2
⎡⎢⎢⎢⎢⎣
⎛⎜⎝
Fρ10 (B1) 3/2Fρ2κ3 (B2) 3/2Fρ3κ−2(B3)
3/2Fρ1κ−3(B1) Fρ20 (B2) 3/2Fρ3κ1 (B3)
3/2Fρ1κ2 (B1) 3/2Fρ2κ−1(B2) Fρ30 (B3)
⎞⎟⎠
+ ⎛⎜⎝
Fρ10 (B2) 3/2Fρ2κ3 (B1) 3/2Fρ3κ−2(B3)
3/2Fρ1κ−3(B2) Fρ20 (B1) 3/2Fρ3κ1 (B3)
3/2Fρ1κ2 (B2) 3/2Fρ2κ−1(B1) Fρ30 (B3)
⎞⎟⎠
⎤⎥⎥⎥⎥⎦
⎛⎜⎝
B1
B2
B3
⎞⎟⎠ . (7.14)
1In principle, there are Nf ×Nc to begin with, and an additional factor 2 due to the distinction between positive and
negative first Matsubara frequencies. However, the resulting complex masses all have a mutual complex conjugate partner,
thus reducing the number of independent variables by a factor 2 again.
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Since the non-thermal pieces in F are UV divergent, we have to consider some form of renormalization.
In section 6.4.1 for vanishing background, the corresponding equation was rendered finite by a coupling
renormalization, where the coupling is expressed in dependence of a particular mass shell B∗ and further
a solution B0 at vanishing temperature; see (6.54) and surroundings. On the other hand, it can be
shown2 that at non-trivial background, any form of coupling renormalization in (7.14) is not sufficient to
turn all three equations for the components Bi simultaneously finite. Therefore, we are forced to employ,
by hand, an ad hoc renormalization scheme. In this respect, we choose the integrals in (7.14) as being
subtracted by a vacuum piece at the scale B∗:
Fρκ(B) → Fρκ(B) − Fvac(B∗) ≡ ∆Fρκ(B) . (7.15)
Categorically, this replacement renders (7.14) finite and thus well-defined, but it still depends on the
coupling. Note that at vanishing temperature all Bi’s coincide, in which case we divide (7.14) by the
coupling and and we call B0 the corresponding solution in the chiral limit, as we did before in chapter 6.
The resulting relation is used to formally replace the coupling by the dimensionful parameter B0. This
recipe eventually leads to
0 = ⎛⎜⎝
R1R2R3
⎞⎟⎠ ≡ H + 18
⎡⎢⎢⎢⎢⎣
⎛⎜⎝
∆Fρ10 (B1) 3/2 ∆Fρ2κ3 (B2) 3/2 ∆Fρ3κ−2(B3)
3/2 ∆Fρ1κ−3(B1) ∆Fρ20 (B2) 3/2 ∆Fρ3κ1 (B3)
3/2 ∆Fρ1κ2 (B1) 3/2 ∆Fρ2κ−1(B2) ∆Fρ30 (B3)
⎞⎟⎠ (7.16)
+ ⎛⎜⎝
∆Fρ10 (B2) 3/2 ∆Fρ2κ3 (B1) 3/2 ∆Fρ3κ−2(B3)
3/2 ∆Fρ1κ−3(B2) ∆Fρ20 (B1) 3/2 ∆Fρ3κ1 (B3)
3/2 ∆Fρ1κ2 (B2) 3/2 ∆Fρ2κ−1(B1) ∆Fρ30 (B3)
⎞⎟⎠ − 8 ∆Fvac(B0)
⎤⎥⎥⎥⎥⎦
⎛⎜⎝
B1
B2
B3
⎞⎟⎠ ,
which defines the rainbow equations Ri = 0 that constitute the starting point of our analysis. We have
re-introduced the explicit chiral symmetry breaking parameter H = pi2M0/g2, in terms of the bare mass
and the bare coupling. For arbitrary values of the background, (7.16) is B∗ dependent, whereas in the
limit of vanishing background, it is easily verified that (7.16) becomes B∗ independent. With the rainbow
equation (7.16) featuring the background r as a dynamical variable, it too needs to be self-consistently
determined from its very own gap equations. These are derived from the 2PI action specified in chapter
6 and are given in the form
∂r3 V (r, T ) = 0, (7.17)
∂r8 V (r, T ) = 0, (7.18)
where, as already explained, in case of vanishing chemical potential the latter is trivially solved by
r8 = 0 and one remains only with r3. The potential V (r, T ) corresponds to the background field effective
potential detailed in Eq. (4.1). Depending on the desired accuracy, two-loop corrections may be included.
In a primary attempt, we shall, however, restrict to the one-loop potential. Together with the rainbow
equation (7.16), equation (7.17) forms the self-consistent set of equations determining the state of the
system. In the following section, we specify how to obtain critical points as well as spinodal lines from
this set of equations in terms of two order parameters associated to distinct symmetries, the Polyakov
loop and the chiral condensate (or, equivalently, the constituent quark mass). This discussion follows
closely a corresponding one in section 6.4.2 and concerns the issue of determining critical points, etc.,
when the various gap equations for the order parameters do not derive from a common potential.
7.2 Comments on the chiral and deconfinement transition
In the previous section we have obtained a set of gap equations in the form Ri = 0 and ∂r3V = 0, which
do not derive from a common potential in the form of first derivatives, since they do not satisfy the
necessary Cauchy-Riemann equations. As in the case with B± in chapter 6, this has consequences on
the way one defines critical, spinodal points, and so on. For the sake of the argument, we consider a
simplified situation with two order parameters, B and `, with their respective gap equations, RB = 0
and R` = 0. A generalization to more equations and more parameters (e.g. ¯`) is straightforward. Let
2The deeper reason for the inability to renormalize all equations simultaneously with the coupling alone is rooted in
the fact that the three equations in (7.14) cannot be derived as the first derivatives of some common potential. From first
principles, such a potential should of course exist, however due to the approximations implemented here (localization), this
realization is lost.
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us consider a scenario in which both symmetries, chiral and center, are explicitly broken.3 This means
analyzing a location situated within the Columbia and not on any of its corners.
Employing the gap equation for one of the order parameters, say RB = 0, determines a function B(`)
to be inserted into the second equation R`(B(`), `) = 0, which now merely depends on `. In this way,
one conveniently defines a reduced potential V (`) such that V ′(`) = R`(B(`), `). In terms of V (`), one
finds lower spinodal points from the condition (supplemented by RB =R` = 0)
0 = V ′′(`) → ∂`R` ∂BRB − ∂BR` ∂`RB = 0 . (7.19)
Further, a critical point then corresponds to the conditions
V ′(`) = V ′′(`) = V ′′′(`) = 0 , (7.20)
where the first two equations translate to RB =R` = 0 and (7.19). The last condition V ′′′(`) = 0 rewrites
as (after using (7.19) multiple times)
0 = ∂BRB ∂BR` ∂2`R` [∂`R`]−1 − ∂BRB ∂BR` ∂2`RB [∂`RB]−1−2∂BRB ∂2B,`R` + 2∂BR` ∂2B,`RB + ∂`RB ∂2BR` − ∂`R` ∂2BRB . (7.21)
Here, we insist on several points. Firstly, one can exchange RB and R` in the above construction, as
evident by the symmetric form of the expressions in (7.19) and (7.21). Secondly, in writing (7.21), we
assume that the cross-derivatives ∂BR` and ∂`RB are non-vanishing at the critical point. Otherwise,
the situation is a little more subtle. Such instances might occur due to various reasons specific to the
particular system under consideration and in such cases it is imperative to choose the correct one of the
gap equations to eliminate a suitable order parameter to be placed into the other gap equation. Once
again, we insist that these situations arise due to the specific nature of the underlying equations and
this issue has to be tackled on a case-by-case basis, and shall not be further discussed here. Finally, we
mention that the condition in (7.19) is equivalent to the vanishing of the determinant of the Hessian
matrix given as
H(B, `) = (∂BRB ∂`RB
∂BR` ∂`R` ) . (7.22)
In case the Cauchy-Riemann equations would be satisfied, i.e. the gap equations would derive from a
common potential, an alternative method to determine critical points is to demand the vanishing of
the third directional derivative of the above-mentioned common potential in the direction of the zero
eigenvector of the Hessian matrix in (7.22). On easily checks that the latter condition is equivalent to
(7.21) if the Cauchy-Riemann condition ∂`RB = ∂BR` is fulfilled. In the subsequent analysis, in the
following section, we shall thus stick to the former alternative, given in (7.21).
7.3 Results
We are now in the position to present our results for the Columbia plot and the phase structure in the
case of vanishing chemical potential, for a choice of the scale B∗ = 1 GeV and a gluon mass of m = 500
MeV. First, in section 7.3.1, we verify that the equations in (7.16) reproduce, in the limit of vanishing
background, and in the chiral limit, the results of the Euclidean localization scheme of chapter 6 obtained
directly in Landau gauge. In section 7.3.2, we locate the heavy quark critical line in the Columbia plot.
Finally, in section 7.3.3, we analyse the crossover regime and trace the order parameters as functions of
temperature.
7.3.1 Reproducing the Euclidean localization for r = 0,H = 0
A necessary consistency check is to verify that the Eqs. (7.16) (numerically) reproduce the critical point
at T = 150 MeV found in the Euclidean localization scheme in the chiral limit; see Tab. 6.1. We remark
that in the limit r → 0, the Hessian matrix attains the form
( ∂BjRi ∂r3Ri
∂2r3,BjV
(1) ∂2r3V (1))Ð→ (∂BjRi ∂r3Ri0 ∂2r3V (1)) , (7.23)
3The case of spontaneously broken symmetries is to be treated separately because the conditions for (tri)critical points,
etc., are somewhat different due to the underlying symmetries.
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Figure 7.1: The Nf = 1 one-loop background
effective potential V (1) in the chiral limit
and at the false critical temperature of 149.5
MeV. Clearly, r3 = 0 corresponds to a local
maximum. This serves as an example of
the benefits of including a non-trivial gluon
background and upgrading the analysis from
Landau to LdW gauge.
where ∂BjRi is itself a (3× 3) matrix. In the chiral limit for vanishing quark masses, i.e. H,B → 0, it is
(even at a priori non-zero background)
( ∂BjRi ∂r3Ri
∂2r3,BjV
(1) ∂2r3V (1))Ð→ (∂BjRρ
i
0
0 ∂2r3V
(1)) . (7.24)
Demanding that the determinant of the Hessian matrix vanishes, either in the chiral limit and/or at
vanishing background, is, thus, equivalent to one of the following conditions:
det∂BjRi = 0 (7.25)
∂2r3V
(1) = 0 . (7.26)
Setting r3 = 0, Eq. (7.26) is solved for T ≈ {190,137,53}MeV for Nf = {1,2,3}, which corresponds to
the temperature below which a non-trivial background has to be accounted for in the chiral limit. Below
this temperature, r3 = 0 is a maximum and thus not an equilibrium state of the system. Again at r = 0,
Eq. (7.25) yields a value T = 149.5 MeV,4 which reproduces the Landau gauge critical point found in
Tab. 6.1 for the Euclidean localization scheme. However for Nf = 1, the found temperature of 149.5 MeV
lies below 190 MeV and thus it is clear that this false critical point cannot correspond to physical values.
This expectation is confirmed in Fig. 7.1. In turn, we find the correct, physical chiral critical point at a
temperature of Tc = 150 MeV and r3 = 0.793 upon simultaneously solving (7.25) and ∂r3V (1) = 0.
7.3.2 Locating the heavy quark critical boundary line
In a further step, we tackle the critical boundary line in the top right corner of the Columbia Plot. Our
results are summarized in Tab. 7.1, and are aligned with the universality aspects discussed in chapter 5.
This is despite the fact that due to the color dependence of the quark masses, the resummed one-loop
critical values Nf = 1 Nf = 2 Nf = 3
H 505 624 697
r3 3.305 3.307 3.308
T 177.8 177.8 177.8
B1 1157.4 1308.3 1395.2
B2 1274.8 1421.6 1506.0
B3 1239.4 1388.1 1473.7∑iBi/3 1223.9 1372.7 1458.3
Table 7.1: We show the critical values on the
upper boundary line in the top right corner of
the Columbia plot. All values (except r3) are
given in MeV.
contribution to the potential in the heavy quark limit writes
β4 V (1) = V (1)glue(`, T ) − 23Nf ∑ρ h(βBρ) eirρ , (7.27)
which is more intricate than the simpler expression in (5.2). Therefore, a priori, the derivation in section
5.1 leading to (5.6) does not apply. Nonetheless, we observe some of the universal properties derived
4This value is independent of Nf .
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in chapter 5 to be satisfied to reasonable accuracy.5 For instance, we find an Nf -independent value of
the critical temperature. Moreover, we reconstruct the entire critical line from the Bessel relation in
Eq. (5.6). This reconstruction is shown in Fig. 7.2, where we have followed the strategy of starting from
the Nf = 3 values, which typically leads to the closest approximation due to its preferred central position
in the Columbia Plot. Also, note that there are three Bi values, each of which can, in principle, serve as
0.980 0.985 0.990 0.995 1.000
0.965
0.970
0.975
0.980
0.985
0.990
0.995
1.000
1-e-12 βMud
1-e-
1 2
βM s
Figure 7.2: Heavy Quark regime of the
Columbia Plot. Our reconstructed results
(red) from the Nf = 3 values in Tab. 7.1
are shown alongside the CF one- (blue) and
two-loop (CF2 scheme in purple) analyses in
Ref. [168] and chapter 4 respectively. Note
that direct comparability of absolute values is
infringed by different quark mass renormaliza-
tions.
the starting point for the reconstruction. However, they constitute color-dependent objects, and, instead,
we focus solely on the color-averaged sum(B1 +B2 +B3)/3 . (7.28)
These values are equally displayed in Tab. 7.1 and are used to obtain the corresponding curve in Fig. 7.2.
Finally, the absolute values or the exact location of the the curves in Fig. 7.2 are related to the quark
mass renormalization, which is different for the displayed approaches, especially since the renormalization
procedure we have implemented in Eq. (7.16) is ad hoc. A similar observation was made in section 4.3,
where it was argued to be more tentative to compare the respective RNf -ratios or Y3 values. In the
current setting, choosing RNf = ∑iBi/(3Tc), we find from the values in Tab. 7.1,
R3/R1 = 1.192 ,
R2/R1 = 1.122 ,
Y3 = 1.575 ,
as compared to R3/R1 = 1.197, R2/R1 = 1.125 and Y3 = 1.575 for the CF one-loop and R3/R1 = 1.181,
R2/R1 = 1.115 and Y3 = 1.575 for the CF two-loop analysis.
7.3.3 Crossover regime
Subsequently, we analyze the phase structure in the T −H plane, which features not only the first order
regime and the heavy quark critical point, but also the crossover region. This is shown in Fig. 7.3 for
Nf = 1, but similar plots can be obtained for Nf = 2,3. We do not indicate the first order transition
line itself, since the system of equations in (7.16) and (7.17) does not allow for the construction of a
unique associated potential. However, we stress that it must lie between the two spinodal lines, which
are in close proximity and merge at the critical point. For H values below critical, we enter the crossover
regime. Eventually, for H = 0, we also depict the critical point found in the chiral limit. Several remarks
are in order. First, we mention that for sufficiently large H values in the crossover regime, the quark
masses (as a function of temperature) do in fact exhibit an inflection point. However, due to being far
away from the chiral limit, the latter does not associate to a rapid change of the form B ≈ 1 to B ≈ 0,
with B being schematically normalized by its zero temperature value. This is indicated by the blue stars.
Secondly, within the gray band, the quark masses develop two inflection points of comparable size, which
means that one can no longer uniquely identify the associated crossover temperature. This situation is
illustrated in Fig. 7.4 in the particular case B1(T ).
Additionally, we can also study the behavior of the averaged quark masses, or, alternatively, the
condensate σ, and the Polyakov loop as functions of temperature in the crossover region, in dependence
of the explicit symmetry breaking parameter H. For convenience, we normalize the averaged quark
masses and the condensate by their zero temperature value. Similarly, we normalize the Polyakov loop
with respect to its maximum value in the high temperature phase. In Fig. 7.5 we show different scenarii
for the background effective potential V (r, T ). These are the pure (quark resummed) one-loop potential
5In particular, for the values in Tab. 7.1, the relation (5.6) is satisfied with errors contained at 5%.
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Figure 7.3: Critical points are shown in red,
which correspond to the heavy quark bound-
ary line for Nf = 1 and the chiral limit. For
H values above critical, there are two spinodal
lines, shown in purple, of which the inset is a
close-up view. For H values below critical, we
show the crossover associated to∑iBi/3 in blue
and to r3 in orange. Within the gray band,
the quark masses exhibit two inflection points,
infringing a unique identification of the associ-
ated temperature. For the stars, an inflection
point is identified, but it does not correspond
to a change of phase.
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Figure 7.4: We depict the quark mass B1
as a function of temperature (normalized at
zero temperature), for an H value inside the
gray band (towards the lower end) displayed
in Fig. 7.3. This situation corresponds to the
presence of two inflection points of similar sig-
nificance. The determination of the crossover
temperature is therefore ambiguous.
in (4.1), and the addition of the resummed quark sunset terms6 in (4.7), which contribute at leading
order in the RILO expansion scheme via the diagram in Fig. 6.2. We mention that even in the case
of the potential V (1) + V (2)q , the expression of the Polyakov loop employed in the evaluation of Fig. 7.5
was taken at one-loop level. For all curves, the parameter H has been tuned such that the crossover
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Figure 7.5: We show the averaged quark
masses (solid blue) and the Polyakov loop as a
function of temperature, for two background
effective potentials: V (1) (red) and V (1) + V (2)q
(orange). For both potentials, the respective
curves for ∑iBi/3 lie on top of each other.
Alternatively, this analysis is performed with
the condensate (dashed blue) replacing the
quark masses as order parameter (dashed
lines). For this plot we have chosen Nf = 2.
temperature for the quark masses ∑iBi/3, or the condensate σ, is at 170 MeV for Nf = 2 [295]. In
Fig. 7.3, one in principle identifies7 two corresponding H values. However, the larger leads to B-values
around 900 MeV, which is too large to be associated to the physical point, since too close to the YM
point. Thus, the larger of the H values is excluded. In the presence of a gluon background, and at the
current level of approximation, the condensate is computed as
σ = −4Nf ∑
ρ
Bρ J
ρ
Bρ
, (7.29)
which entails a UV divergence in the vacuum part of the first fermionic tadpole JρBρ ≡ ∫ TPˆ GB(Piµ+Trρ)
6The contribution of the S(2n) terms is neglected as a first approximation. As mentioned in section 6.4.3, this also
avoids the pole in the Re ln terms for quark masses attaining half the value of the gluon mass.
7Despite the change in Nf , the situation remains qualitatively similar.
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and GB(P ) = 1/(B2 +P 2). Similarly to the discussion in chapter 6, this divergence cannot be controlled
in the current setting and we choose to renormalize σ upon subtracting the cutoff dependent terms. We
find that all respective curves obtained via the averaged quark masses and the condensate lie in close
proximity, and that in all cases the crossover temperatures associated to the Polyakov loop are smaller
than the respective values of the chiral order parameters.
7.4 Conclusion
In this chapter we have extended the Euclidean localization scheme presented in chapter 6 to non-trivial
gluon background. In so doing, we have developed a model, which establishes a back-coupled link between
the condensate and the Polyakov loop and thus allows for the study of the heavy and light quark physics
from a common approach. Our results for the whole range of the Columbia plot at vanishing chemical
potential are in qualitative agreement with (one of the possibilities of) the expected phase structure. In
particular, our findings for the heavy quark boundary line agree well with the universal features described
in chapter 5. Moreover, we have traced the Polyakov loop as well as the condensate as a function of
temperature in the crossover regime. We find a smaller value of the crossover temperature associated
to the Polyakov loops than for the condensate, in both cases under consideration. At the current level
of approximation, we conclude that the crossovers associated to the Polyakov loop and the condensate
are strongly decoupled effects. In a follow-up study, it would be very insightful to extend the current
formalism to non-vanishing values of chemical potential and to treat the resulting, more involved set of
coupled gap equations in dependence of more variables. This would allow for an analysis of the possible
existence of a CEP in the QCD phase diagram from a first-principle approach accounting simultaneously
for the Polyakov loop and the quark condensate in a back-coupled way from the Curci-Ferrari model.
8
Conclusions
Throughout this thesis we have investigated various aspects of infrared QCD, its thermodynamics and
phase diagram from the outset of the Curci-Ferrari model. Fundamentally, this particular model is
based on the inclusion of a gluon mass term in the Faddeev-Popov Landau gauge-fixed action, and is
characterized by allowing for renormalization schemes in which perturbation theory is valid down to
arbitrary infrared momentum scales. Prior to the beginning of the thesis, the model had already been
developed in its core features and proven to accurately grasp various essential aspects of the physics
of QCD correlation functions and YM thermodynamics. Additionally, a first study of the heavy quark
phase structure was performed at the one-loop level.
In this context is embedded the research presented in this thesis, which pursues a description of the
QCD phase diagram as well as the entire Columbia Plot from the Curci-Ferrari model. As such, the
content presented in this thesis is split into two parts, these being the treatment of the heavy quark regime
governed by center symmetry, as well as the regime of light quarks characterized by chiral symmetry.
Both merit their very own concluding remarks.
With respect to the former, we have computed the two-loop quark-sunset diagram in a massive
theory, both in the presence of a non-trivial gluon background field (associated to the Polyakov loop)
and at finite temperature and density. We have studied the dynamics at vanishing, imaginary and real
chemical potential. Further, we have analyzed the thermodynamic stability of the system at two-loop
level. We have also explained why the observed changing monotony of the Polyakov loops as functions
of chemical potential is in agreement with their interpretation in terms of free energies. Our results
show that the inclusion of the two-loop corrections (drastically) improves the qualitative agreement
with lattice benchmarks of the one-loop findings. Quantitatively, a nontrivial challenge in comparing
between approaches beyond-one-loop is given by the necessity of quark mass renormalization. In this
respect, in terms of less-scheme-dependent quantities—introduced in this thesis—our two-loop results
generally indicate a numerical improvement as compared to lattice findings. Moreover, in terms of
the thermodynamic aspects, we summarize that most of the unphysical features at one-loop level are
rectified by the two-loop corrections, such as positive values of the entropy (s) and energy (e) density
at all temperatures, as well as a dramatic decrease in the size of an unphysical branch in the function
s(e). Overall, this underlines the robustness of the Curci-Ferrari expansion scheme and, moreover,
demonstrates the perturbative nature of the heavy quark corner of the Columbia Plot itself.
In a further study of the heavy quark regime, we have derived some universal features of the critical
line in the top right corner of the Columbia Plot. In particular, we discuss models with a confining gluonic
sector and which exhibit the dominant fermionic content in the form of a trace log. Performing a large
quark mass expansion, we have derived various universal properties, for instance the flavor-independence
of the critical temperature or the model-independence of the shape of the critical line, whatever the value
of the chemical potential. In this context, we have also developed a set of one-loop Gribov-Zwanziger
models, some of which are in qualitative agreement with the structure of the top right corner of the
Columbia Plot , and which have successfully been tested against these universal properties. Subsequently,
we have verified that some of the universal relations we have derived are accurately satisfied by approaches
beyond one-loop order. This, once again, can be interpreted as stemming from the perturbative dynamics
underlying the heavy quark regime.
In the light quark regime, we have extended a previous study in the Curci-Ferrari model, which
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derives the infamous rainbow equation as the leading order contribution of a simultaneous expansion
scheme in small parameters present in the Curci-Ferrari model, notably, the pure-gauge coupling as well
as the inverse number of colors. We generalize the rainbow equations to finite density and temperature,
as well as to a nontrivial gluon background. Subsequently, based on the Dirac decomposition of the
quark propagator at finite temperature, we derive a general set of coupled nonlinear integral equations
for its tensor components. In a primary study, we employ various approximation schemes, reducing
the equations to be solved to a simpler level. This is motivated by the development of a simple (semi-
analytic) setup, which encodes the essential dynamics and has allowed, in a follow-up study, for an easy
extension in terms of a gluon background. Our results are in qualitative agreement with findings in the
literature and our predictions for the tricritical point in the chiral limit as well as the critical endpoint
in the QCD phase diagram range within the ballpark of the existing predictions (although we do not
claim predictive power due to the severity of the implemented approximations). Moreover, within the
rainbow-improved expansion scheme considered in the Curci-Ferrari model, we have not encountered a
first order region in the bottom left corner of the Columbia plot. Instead, we find a second order point
in the chiral limit, which is in agreement with one the possible scenarii presented in the introductory
chapters. We deduce that the first order region, if it exists, corresponds to a next-to-leading order effect
in the rainbow-improved loop expansion.
Lastly, we comment that, in (almost) all situations encountered throughout this thesis, the Curci-
Ferrari model has proven a potent description of the infrared dynamics of Landau gauge-fixed QCD,
either by perturbative methods or, for the light quark dynamics, by means of controlled resummations.
The work undertaken in this thesis serves as a solid foundation for a large number of interesting follow-
up projects. Apart from finishing an unpublished one in terms of a background-extended version of the
(approximated) rainbow equations, which allows for a study of the interplay between the Polyakov loops
and the chiral condensate, there are several other attractive proposals. As a non-exhaustive list, these
include a more involved description of chiral symmetry restoration in the context of a numerical study of
the full momentum-dependent equations derived in chapter 6, or to account for contributions that are of
next-to-leading order in the RILO expansion scheme. The latter extends the analysis to include effects
from mesonic fluctuations or of the chiral anomaly, which are both suppressed at LO. Another interesting
line of investigation is the computation of nucleation rates from the Curci-Ferrari model, in particular,
for real chemical potential in the saddle point approach. Furthermore, it would be very insightful to
compute the quark and gluon spectral functions at finite temperature and chemical potential as a first
step towards testing the predictions made by the Curci-Ferrari model for the hadron spectrum in general.
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A
Generic Matsubara sums
Here, we sketch a proof of the formulae in Eqs. (2.6) and (2.7) for efficiently computing bosonic and
fermionic Matsubara sums. To this end, assume a sum of the form
T
N∑
n=−N F (iωn) (A.1)
for some function F , with ωn either bosonic ωn = 2piTn, or fermionic ωˆn = 2piT (n + 1/2), for some N
sufficiently large. Since the Bose-Einstein distribution n(ζ) = (eβζ − 1)−1 has singularities at ζ = iωn and
similarly the Fermi-Dirac distribution f(ζ) = (eβζ +1)−1 for ζ = iωˆn, one can invoke the Residue Theorem
and rewrite the sum according to
T
N∑
n=−N F (i ωn) = −i2pi
N∑
n=−N ∮Γbn dζ F (ζ)n(ζ) (A.2)
T
N∑
n=−N F (i ωˆn) = i2pi
N∑
n=−N ∮Γfn dζ F (ζ) f(ζ). (A.3)
These equations are diagrammatically represented in Fig. A.1. Note that the residues of the distribution
Im(ζ)
Re(ζ)
×
×
×
×
×
×
×
bosonic poles
fermionic poles
Γbn, Γ
f
n
ζbn ≡ iωn = i2piTn
ζfn ≡ iωˆn = i2piT (n+ 1/2)
Figure A.1: Diagrammatic repre-
sentation of Eqs. (A.2) and (A.3).
The sum of the anti-clockwise ori-
ented contours encircling the poles is
equivalent to the Matsubara sum in
Eq. (A.1).
functions at the respective Matsubara frequencies are
Res (n(ζ), iωn) = T and Res (f(ζ), iωˆn) = −T, (A.4)
yielding the opposite signs present in Eq. (A.2) and (A.3).
Furthermore one can now deform the many contours Γb,fn and join them together to one big contour
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Figure A.2: Same setup as in
Fig. A.1 with a deformed contour.
Γb,fN as shown in Fig. A.2, upon which
T
N∑
n=−N F (iωn) = − i2pi ∮ΓbN dζ F (ζ)n(ζ) (A.5)
T
N∑
n=−N F (iωˆn) = i2pi ∮ΓfN dζ F (ζ) f(ζ). (A.6)
The contour Γb,fN is deformed along the real direction and every time one passes a pole ζj of F , a correction
term −Res(F (ζ)n(ζ), ζj) has to be added to the RHS of Eq. (A.5) for bosons, and Res(F (ζ) f(ζ), ζj)
for fermions in (A.6), such that
T
N∑
n=−N F (iωn) = − i2pi ∮ΓbN dζ F (ζ)n(ζ) − ∑ζj∈ Int ΓbN Res(F (ζ)n(ζ), ζj) (A.7)
and
T
N∑
n=−N F (iωˆn) = i2pi ∮ΓfN dζ F (ζ) f(ζ) + ∑ζj∈ Int ΓfN Res(F (ζ) f(ζ), ζj). (A.8)
Finally, one takes the N →∞ limit and obtains the given formulae in (2.6) and (2.7), as long as the
function F is such that the property
lim
N→∞∮Γb,f
N
dζ F (ζ)n(ζ)→ 0, (A.9)
or likewise for f , is still satisfied. As previously mentioned in section 2.1, this is the case for almost all
physical functions F of interest.
B
Computing the Quark Sunset Diagram in the Curci-Ferrari
Model
In this appendix we detail the difficulties in the steps to computing the quark-sunset diagram, Fig. 4.1,
in the CF model with color-dependent quark masses at finite temperature and chemical potential and in
the presence of a non-trivial gluon background.
B.1 Setup
Based on the Feynman rules in section 3.2 the two-loop quark-sunset diagram V
(2)
q (r, T, µ) in Fig. 4.1
writes
V (2)q (r, T, µ) = − g22 ∑f ∑σρκDσ,ρκ ∫ TPˆ ∫ TQ Gm(Qκ)GMρf (P ρ)GMσf (Lσ)P ⊥µν(Qκ)× tr [γµ(i /P ρ +Mρf )γν(i /Lσ +Mσf )], (B.1)
where we have employed many previously defined entities which we now briefly recall. We work in di-
mensional regularization with the convention of d = 4 − 2. In section 2.1 we introduced ∫ TQ f(Q) and∫ TPˆ f(P ) to denote bosonic and fermionic Matsubara sum-integrals respectively. Both the regular mo-
mentum conservation L ≡ P +Q as well as the generalized version Lσ = P ρ +Qκ are satisfied. Here, Lσ
and P ρ are of fermionic nature while Qκ is bosonic. All weights and roots must satisfy σ = ρ + κ since
otherwise Dσ,ρκ ≡ tκσρt−κρσ = Dρ,σ(−κ) vanishes. See section 3.2 for more details. The γµ are Euclidean
matrices and Mρf denotes the quark mass of flavor f associated to the color mode ρ. For simplicity, in
the following, we shall drop the subscript f and remember that all masses are explicitly flavor dependent.
Finally, P ⊥µν is the transverse projector and Ga(b) ≡ 1/(a2 + b2).
As a quick primary outline, the computation of Eq. (B.1) proceeds in two main steps. First, in sec-
tion B.2, one massages the trace structure until the entire expression is reduced to a combination of
scalar-type integrals. In a second step, in section B.3, one performs the Matsubara sums and thus ef-
fectively splits the contributions into separate groups based on the number of distribution functions the
terms entail.
B.2 Reduction to scalar-type integrals
There are many ways to perform the computation of (B.1), however the line that we will follow is to
tackle the trace structure first. To this end, we note
γµ(i /P +M)γµ = (2 − d)i /P + dM ,/Q(i /P +M) /Q = Q2(−i /P +M) + 2i(P ⋅Q) /Q,
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which are used in the two terms stemming from the transverse projector under the trace. After taking
the trace and gathering similar terms together, one arrives at the intermediate expression
V (2)q (r, T, µ) = g22 tr1∑f ∑σρκDσ,ρκ
⎧⎪⎪⎨⎪⎪⎩ − (d − 1)∫
T
Pˆ
∫ T
Q
[P ρ ⋅Lσ +MσMρ]Gm(Qκ)GMρ(P ρ)GMσ(Lσ)
+2∫ T
Pˆ
∫ T
Q
[Q2κ P ρ ⋅Lσ − (P ρ ⋅Qκ)(Qκ ⋅Lσ)]G0(Qκ)Gm(Qκ)GMρ(P ρ)GMσ(Lσ)⎫⎪⎪⎬⎪⎪⎭.(B.2)
Further, we need to work a little more on the terms in the square brackets of each line. To treat the
first, we can reformulate
P ρ ⋅Lσ +MρMσ = 1
2
[P 2ρ +L2σ −Q2κ] +MρMσ = 12[L2σ +M2σ + P 2ρ +M2ρ −Q2κ −m2] + m22 − (Mρ −Mσ)22= 1
2
[G−1Mσ(Lσ) +G−1Mρ(P ρ) −G−1m (Qκ) +m2 − (Mρ −Mσ)2]. (B.3)
For the second bracket we employ a little trick involving again the transverse projector P ⊥µν(Qκ) ≡
δµν −QκµQκν/Q2κ to find
Q2κ(P ρ ⋅Lσ)− (P ρ ⋅Qκ)(Qκ ⋅Lσ) = Q2κ P ρ ⋅P ⊥(Qκ) ⋅Lσ = Q2κ P ρ ⋅P ⊥(Qκ) ⋅P ρ = P 2ρQ2κ − (Pρ ⋅Qκ)2 , (B.4)
as well as the realization that G0(Qκ)Gm(Qκ) = [G0(Qκ)−Gm(Qκ)]/m2. Making use of all of the above,
Eq. (B.2) attains the preliminary form
V (2)q (r, T, µ) = −g24 tr1∑f ∑σρκDσ,ρκ
⎧⎪⎪⎨⎪⎪⎩(d − 1)[(JρMρ + JσMσ)Jκm − JρMρJσMσ + (m2 − (Mρ −Mσ)2)SκρσmMρMσ]
+ 4
m2
[IκρσmMρMσ − Iκρσ0MρMσ]⎫⎪⎪⎬⎪⎪⎭. (B.5)
Here, we have defined various scalar-type integrals. In particular, these are the bosonic scalar tadpoles
Jκm ≡ ∫ T
Q
Gm(Qκ) and J˜κm ≡ ∫ T
Q
Qκ0Gm(Qκ) , (B.6)
the fermionic scalar tadpoles1
JρM ≡ ∫ T
Pˆ
GM(P ρ) and J˜ρM ≡ ∫ T
Pˆ
P ρ0GM(P ρ) , (B.7)
as well as the fermion–boson scalar sunset
SκρσmMρMσ ≡ ∫ T
Pˆ
∫ T
Q
Gm(Qκ)GMρ(P ρ)GMσ(Lσ) . (B.8)
Furthermore we have introduced
IκρσmMρMσ ≡ ∫ T
Pˆ
∫ T
Q
[P 2ρQ2κ − (P ρ ⋅Qκ)2]Gm(Qκ)GMρ(P ρ)GMσ(Lσ) , (B.9)
and the final task in the reduction to purely scalar integrals is to express this quantity IκρσmMρMσ entirely
in terms of the above-defined tadpoles or scalar sunset. We rewrite the respective terms
P 2ρQ
2
κGm(Qκ)GMρ(P ρ)GMσ(Lσ) = GMσ(Lσ) − [m2Gm(Qκ) +M2ρGMρ(P ρ)]GMσ(Lσ)+ m2M2ρ Gm(Qκ)GMρ(P ρ)GMσ(Lσ) , (B.10)
1To keep the notational complication minimal we denote both bosonic and fermionic tadpole integrals by J . They can
nonetheless be distinguished either from their respective color modes, i.e. fermionic weights or bosonic roots, or from their
associated mass in the subscript. This is either the gluon mass for bosonic tadpoles or a quark mass for fermionic ones.
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and similarly,
(P ρ ⋅Qκ)2Gm(Qκ)GMρ(P ρ)GMσ(Lσ)
= m2 +M2ρ −M2σ
2
(P ρ ⋅Qκ)Gm(Qκ)GMρ(P ρ)GMσ(Lσ)
+ (P ρ ⋅Qκ)
2
[Gm(Qκ)GMρ(P ρ) −Gm(Qκ)GMσ(Lσ) −GMρ(P ρ)GMσ(Lσ)]
= (m2 +M2ρ −M2σ)2
4
Gm(Qκ)GMρ(P ρ)GMσ(Lσ) (B.11)
+m2 +M2ρ −M2σ
4
[Gm(Qκ)GMρ(P ρ) −Gm(Qκ)GMσ(Lσ) −GMρ(P ρ)GMσ(Lσ)]
+ (P ρ ⋅Qκ)
2
[Gm(Qκ)GMρ(P ρ) −Gm(Qκ)GMσ(Lσ) −GMρ(P ρ)GMσ(Lσ)] .
Upon substitution, this yields
IκρσmMρMσ = −12[J˜κm(J˜ρMρ − J˜σMσ) − J˜ρMρ J˜σMσ] + M2σ −m2 −M2ρ4 JκmJρMρ + M2ρ −m2 −M2σ4 JκmJσMσ
+m2 −M2ρ −M2σ
4
JρMρJ
σ
Mσ − 14(m4 +M4ρ +M4σ − 2m2M2ρ − 2m2M2σ − 2M2ρM2σ)SκρσmMρMσ ,
where we have once more relied on the definitions in Eqs. (B.6) to (B.8). Eventually, the fully reduced
version of Eq. (B.1) in terms of purely scalar-type integrals takes the intermediate form
V (2)q (r, T, µ) = − g24 tr1∑f ∑σρκDσ,ρκ
⎧⎪⎪⎨⎪⎪⎩ − (d − 2)JρMρJσMσ + JκmJρMρ[d − 2 +
M2σ −M2ρ
m2
] + Jκ0 JρMρM2ρ −M2σm2
+JκmJσMσ[d − 2 + M2ρ −M2σm2 ] + Jκ0 JσMσM2σ −M2ρm2 + 2m2 [ (J˜κ0 − J˜κm) (J˜ρMρ − J˜σMσ) ]+[(d − 1)(m2 − (Mρ −Mσ)2) − 1
m2
(m4 +M4ρ +M4σ − 2m2M2ρ − 2m2M2σ − 2M2ρM2σ)]SκρσmMρMσ
+ 1
m2
(M4ρ +M4σ − 2M2ρM2σ)Sκρσ0MρMσ⎫⎪⎪⎬⎪⎪⎭ , (B.12)
which concludes the first part of the entire computation.
B.3 Splitting in terms of thermal factors
The strategy to further manage expression (B.12) is to split each of the scalar integrals defined in (B.6)-
(B.8) into separate contributions according to the amount of thermal factors it depends on. In order to
extract the different thermal and vacuum pieces, one needs to perform the Matsubara sums in each of
the terms.
Then, the scalar integrals take the form
Jκm = Jm(0n) + Jκm(1n), JρMρ = JMρ(0n) + JρM(1n) (B.13)
and similarly for the second tadpole types, as well as
SκρσmMρMσ = SmMρMσ(0n) + SκρσmMρMσ(1n) + SκρσmMρMσ(2n) . (B.14)
In the above, the brackets denote the number of Bose-Einstein or Fermi-Dirac distribution functions
the various pieces exhibit. Hence, terms labelled by (0n) are the vacuum contributions that inherit
all UV divergences. On the other hand, all thermal terms, either (1n) or (2n), are naturally finite.
We also point out that all vacuum pieces are entirely medium-independent, and in the absence of an
explicit background-dependence we can drop the color-mode superscripts. The only possible source of
color-dependence in the vacuum terms enters indirectly via the quark masses.
With the above thermal factor decompositions, one substitutes into the formula in Eq. (B.12). How-
ever, a real simplification only occurs in the scenario of having restricted to color-independent fermion
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masses.2 In this limit, the final version of the quark-sunset contribution to the effective potential takes
the form
V (2)q (r, T, µ) = −14g2NcCF tr1∑f [(d − 2)JMf (0n)(2Jm(0n) − JMf (0n)) (B.15)+((d − 2)m2 + 4M2f )SmMfMf (0n)]
− g2tr1∑
f
⎧⎪⎪⎨⎪⎪⎩14[(d − 2)JMf (0n) + 12 [(d − 2)m2 + 4M2f ] IMfMf (0n)]∑κ Jκm(1n)
+CF
2
[(d − 2) [Jm(0n) − JMf (0n)] + [(d − 2)m2 + 4M2f ] IMfm(0n)]∑
ρ
JρMf (1n)⎫⎪⎪⎬⎪⎪⎭
− g2
2
tr1∑
f
∑
σρκ
Dσ,ρκ⎧⎪⎪⎨⎪⎪⎩[JρMf (1n) + JσMf (1n)]Jκm(1n) − JρMf (1n)JσMf (1n)
+ 1
m2
[J˜κ0 (1n) − J˜κm(1n)] [J˜ρMf (1n) − J˜σMf (1n)] + (m2 + 2M2f )SκρσmMfMf (2n)⎫⎪⎪⎬⎪⎪⎭ .
In the following, we gradually detail the explicit computation of all vacuum and thermal pieces.
B.3.1 Bosonic Tadpoles Jκm and J˜
κ
m
We briefly recall the results for the bosonic tadpoles taken from Ref. [167]. As usual we employ the
notation nx ≡ (eβx − 1)−1 and εm,q ≡ √q2 +m2. We denote ∫q ≡ µ2r ∫ dd−1q(2pi)d−1 with the renormalization
scale µr, and very importantly, we define the rescaled, temperature-dependent background rˆ ≡ Tr. In
terms of these notations, and based on Eq. (2.6), it can be worked out that
Jm(0n) = ∫
q
1
2εm,q
= − m2
16pi2
[1

+ ln µ¯2
m2
+ 1 +O()] , (B.16)
Jκm(1n) = ∫
q
nεm,q−irˆκ + nεm,q+irˆκ
2εm,q
, (B.17)
J˜κm(0n) = 0 , (B.18)
J˜κm(1n) = ∫
q
nεm,q−irˆκ − nεm,q+irˆκ
2i
. (B.19)
Consequently the massless tadpoles naturally follow, in particular J0(0n) = 0. In the first line, µ¯2 ≡
4pie−γµ2r, where γ is the Euler constant.
B.3.2 Fermionic Tadpoles JρM and J˜
ρ
M
In analogy to the bosonic tadpoles in the previous subsection, one can similarly treat the fermionic ones.
Here, fx ≡ (eβx + 1)−1 is the Fermi-Dirac distribution, but we otherwise stick to the same conventions as
above. After performing the standard Matsubara sums as explained in Eq. (2.7), we find
JM(0n) = ∫
p
1
2εM,p
= − M2
16pi2
[1

+ ln µ¯2
M2
+ 1 +O()] , (B.20)
JρM(1n) = −∫
p
fεM,p−irˆρ+µ + fεM,p+irˆρ−µ
2εM,p
. (B.21)
The situation of the second fermionic tadpole is a little more involved, since its Matsubara sum is a
priori not absolutely convergent. The same issue already occurred in the case of the second bosonic
tadpole and Ref. [167] proposed a workaround that lead to the expression in (B.19). Here, we follow the
2In case of insisting on color-dependent quark masses, an analogous expression to Eq. (B.15) split in terms of the thermal
and vacuum contributions can be achieved, but it follows the exact structure of the formula in Eq. (B.12) and is thus not
insightful to be shown.
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same logic and subtract a term which yields zero under the symmetric sum ∑N−N due to the P0 → −P0
symmetry:
N∑−N P ρ0GM(P ρ) =
N∑−N [P ρ0GM(P ρ) − P0GM(P )∣µ=0] . (B.22)
The second tadpole is then obtained in the N →∞ limit. Eventually,
J˜M(0n) = 0 , (B.23)
J˜ρM(1n) = −∫
p
fεM,p−irˆρ+µ − fεM,p+irˆρ−µ
2i
. (B.24)
B.3.3 Scalar Sunset SκρσmMρMσ
The reader is pointed towards Ref. [296] for a calculation similar to the one performed in this section.
To begin, the scalar sunset
SκρσmMρMσ = ∫
Pˆ
∫
Q
Gm(Qκ)GMρ(P ρ)GMσ(Lσ) (B.25)
is reformulated in terms of the spectral representations
Gm(Qκ) = ∫ dq0
2pi
ρm(q0, q)
q0 − iωκn , (B.26)
GM(P ρ) = ∫ dp0
2pi
ρM(p0, p)
p0 − iωˆρn= ∫ dp0
2pi
ρM(p0, p)
p0 + iωˆρn , (B.27)
where ρα(q0, q) = 2pi ε(q0) δ(q20 − ε2α,q) and where we have invoked the shifted bosonic and fermionic
Matsubara frequencies
ωκn = ωn + rˆκ , (B.28)
ωˆρn = ωˆn + rˆρ + iµ . (B.29)
Now, with
SκρσmMρMσ = T 2 ∫
p
∫
q
∑
n
∑
m
∫
q0
ρm(q0, q)
q0 − iωκn ∫p0 ρMρ(p0, p)p0 − iωˆρm ∫l0 ρMσ(l0, l)l0 + iωˆσn+m , (B.30)
we are in the position to compute the full (σ) and partial (σm) Matsubara sums
3 defined by
σ ≡ T∑
m
σm = T 2 ∑
n,m
1(q0 − iωκn)(p0 − iωˆρm)(l0 + iωˆσn+m) . (B.31)
Making use of nε+iωˆm = −fε, we find
σm = 1
p0 − iωˆρm 1q0 + l0 + iωˆρm [nq0−irˆκ + f−l0−irˆσ+µ] ,
and furtherly
σ = 1
q0 + p0 + l0 [ − fp0−irˆρ+µ + f−l0−q0−irˆρ+µ] [nq0−irˆκ + f−l0−irˆσ+µ] . (B.32)
We point out that in the limit q0+p0+ l0 → 0 both the numerator and the denominator of Eq. (B.32) tend
to zero to keep σ well-defined. In the subsequent steps it is convenient for the thermal factors to only
3Note that the σ defined here is not to be confused with the weight σ. Given their respective occurrences in different
positions within the equations, this distinction is easily realized.
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depend on one of the variables amongst {l0, p0, q0}, which is achieved upon using fx+y(1+nx−fy) = nxfy
to rewrite
σ = − 1
q0 + p0 + l0 [n−q0+irˆκf−l0−irˆσ+µ + fp0−irˆρ+µ(nq0−irˆκ + f−l0−irˆσ+µ)] . (B.33)
A useful trick to identify the divergent contributions comes from the re-expressions, for q0 and p0 ≠ 0,
nq0−irˆκ = −θ(−q0) + ε(q0)n∣q0∣−ε(q0)irˆκ , (B.34)
fp0−irˆρ+µ = θ(−p0) + ε(p0) f∣p0∣+ε(p0)(µ−irˆρ) , (B.35)
where θ(x) and ε(x) denote the Heaviside and sign functions respectively.4
With the thermal factors split as in (B.34) and (B.35), one encounters the problem that the formerly
well-defined σ in Eq. (B.33) picks up divergences at p0 + l0 + q0 = 0 due to the non-vanishing of some of
the newly created numerators. To counteract, we regularize the denominator in the same fashion as in
Ref. [166] by
1
p0 + l0 + q0 → Re 1p0 + l0 + q0 + i0+ . (B.36)
This measure finally leads to the well advertised separation of contributions with varying number of
thermal factors, Eq. (B.14). The remainder of the calculation of each contribution is detailed separately
in the subsections below.
Finding SmMρMσ(0n)
The vacuum piece with no thermal factors explicitly depends neither on the background nor on the
temperature or the chemical potential. On the other hand, SmMρMσ(0n) does depend on the mass
values involved and thus a medium-dependence is introduced indirectly via the color-dependence of the
quark masses.
Alltogether, it reads
SmMρMσ(0n) = −∫
p
∫
q
∫
q0
∫
l0
∫
p0
ρm(q0, q)ρMσ(l0, l)ρMρ(p0, p)Re 1
q0 + p0 + l0 + i0+× [ − θ(l0)θ(q0) − θ(−q0)θ(−p0) + θ(−p0)θ(l0)] . (B.37)
Integrating over frequencies
SmMρMσ(0n) = ∑
λ=±∫p ∫q λ8εm,qεp,Mρεp+q,Mσ Re{ 1εm,q + λεp,Mρ + εp+q,Mσ + i0++ 1−εm,q − εp,Mρ + λεp+q,Mσ + i0+ + 1−λεm,q − εp,Mρ + εp+q,Mσ + i0+ } , (B.38)
where both the p and q integral are individually log-divergent and thus SmMρMσ(0n) features terms of
1/2 and 1/ in dimensional regularization that need to be renormalized.
In particular, the vacuum sunset can be written in the form [297, 298, 299]:
SmMρMσ(0n) = 1
256pi4
⎧⎪⎪⎨⎪⎪⎩ 2[m2 ln m
2
µ¯2
+M2ρ ln M2ρµ¯2 +M2σ ln M2σµ¯2 ] − 52(m2 +M2ρ +M2σ)
+1
2
[(m2 −M2ρ −M2σ) ln M2ρµ¯2 ln M2σµ¯2 + (M2ρ −M2σ −m2) ln m2µ¯2 ln M2σµ¯2 + (M2σ −m2 −M2ρ ) ln M2ρµ¯2 ln m2µ¯2 ]
+RmMρMσ[Li2(RmMρMσ) + Li2(RmMσMρ) − ln(RmMρMσ) ln(RmMσMρ) + 1
2
ln (M2ρ
M2σ
) ln (M2σ
m2
) − pi2
6
]
+ 1

[m2( ln m2
µ¯2
− 1
2
) +M2ρ ( ln M2ρµ¯2 − 12) +M2σ( ln M2σµ¯2 − 32)] − 122 [m2 +M2ρ +M2σ]⎫⎪⎪⎬⎪⎪⎭ , (B.39)
4Note that both f∣p0 ∣+ε(p0)(µ−irˆ⋅ρ) in general, and n(∣q0∣ − ε(q0)irˆ ⋅ κ) for r8 imaginary at real µ, still contain zero-
temperature contributions. However, these lead to ultraviolet-finite integrals.
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where we have introducedRmMρMσ ≡√m4 +M4ρ +M4σ − 2m2M2ρ − 2M2ρM2σ − 2m2M2σ (B.40)
and
RmMρMσ ≡ m2 +M2ρ −M2σ −RmMρMσ
2m2
. (B.41)
Similar expressions hold for the respective mass permutations of RmMρMσ . The above expression in
(B.39) is valid for m > Mρ,Mσ and any other constitution is obtained upon appropriately permuting
the mass arguments. Here, Li2 is the standard notation for the dilogarithm.
In case of a massless gluon the above formulae simplify significantly:
S0MρMσ(0n) = 1
256pi4
⎧⎪⎪⎨⎪⎪⎩ 2M2σ ln M
2
σ
µ¯2
+M2ρ ln M2ρµ¯2 (2 − ln M2σµ¯2 ) − 52(M2ρ +M2σ) (B.42)
+(M2ρ −M2σ)[Li2(M2σM2ρ ) − ln (M
2
ρ −M2σ
µ¯2
) ln (M2ρ
M2σ
) + 1
2
ln2 (M2ρ
µ¯2
) − pi2
6
]
+1

[M2ρ ( ln M2ρµ¯2 − 12) +M2σ( ln M2σµ¯2 − 32)] − 122 (M2ρ +M2σ)⎫⎪⎪⎬⎪⎪⎭ .
Finding SκρσmMρMσ(1n)
Based on Eqs. (B.34) and (B.35), the terms with one thermal factors are identified as
SκρσmMρMσ(1n) = JρMρ(1n)Re IMσm(εp,Mσ + i0+, p) + JσMσ(1n)Re IMρm(εp,Mρ + i0+, p)+Jκm(1n)Re IMρMσ(εm,q + i0+, q) , (B.43)
where we have introduced
Iab(z;k) = ∫
q,q0,l0
ρa(q0, q)ρb(l0, q + k) θ(l0) − θ(−q0)
q0 + l0 + z , (B.44)
which is the analytic continuation of the following T = 0 integral:
Iab(K) ≡ Iab(iω;k) = µ2 ∫ ddQ(2pi)dGa(Q)Gb(Q +K) , (B.45)
in the (complex) frequency plane; see Refs. [300, 166] for more details. Note that by definition Iab(z;k)
is symmetric under exchange of a↔ b. Explicit expressions for the thermal parts of the tadpoles can be
found in (B.21) and (B.17).
In turn, Eq. (B.45) now enables the definition of the quantities
IMm(0n) ≡ Re IMm(εM,p + i0+, p) (B.46)
IMρMσ(0n) ≡ Re IMρMσ(εm,q + i0+, q) . (B.47)
Here, we merely quote the generic result for Re Iab(εc,q + i0+, q), however a detailed derivation alongside
a selection of particular sub-cases of interest can be found in appendix C.
We find
16pi2 Re Iab(εc,q + i0+, q) = 1

− 1
2 c2
(a2 − b2) log(a2
b2
) + 1
2
log( µ¯4
a2b2
) + 2 (B.48)
− 2
c2
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−√(a + b)2 − c2√(a − b)2 − c2 tanh−1 (√(∣a∣−∣b∣)2−c2√(∣a∣+∣b∣)2−c2 ) c2 ≤ (∣a∣ − ∣b∣)2√(∣a∣ + ∣b∣)2 − c2√c2 − (∣a∣ − ∣b∣)2 tan−1 (√c2−(∣a∣−∣b∣)2√(∣a∣+∣b∣)2−c2 ) (∣a∣ − ∣b∣)2 < c2 < (∣a∣ + ∣b∣)2
√
c2 − (a + b)2√c2 − (a − b)2 tanh−1 (√c2−(∣a∣+∣b∣)2√
c2−(∣a∣−∣b∣)2 ) (∣a∣ + ∣b∣)2 ≤ c2 .
We stress that the result in (B.48) is explicitly q-independent, as it must.
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Finding SκρσmMρMσ(2n)
The last piece to consider is the two thermal factor terms, which we can collect together to obtain
SκρσmMρMσ(2n) = −∫
p0,p
ρMρ(p0, p)ε(p0)f∣p0∣+ε(p0)(µ−irˆρ) ∫
q0,q
ρm(q0, q)ε(q0)n∣q0∣−ε(q0)irˆκ×ReGMσ(p0 + q0 + i0+, ∣p + q∣)− ∫
p0,p
ρMσ(p0, p)ε(p0)f∣p0∣+ε(p0)(µ−irˆσ) ∫
q0,q
ρm(q0, q)ε(q0)n∣q0∣−ε(q0)irˆκ×ReGMρ(p0 + q0 + i0+, ∣p + q∣)+ ∫
p0,p
ρMρ(p0, p)ε(p0)f∣p0∣+ε(p0)(µ−irˆρ) ∫
q0,q
ρMσ(q0, q)ε(q0)f∣q0∣+ε(q0)(µ−irˆσ)×ReGm(p0 + q0 + i0+, ∣p + q∣) . (B.49)
Finally, we can perform the frequency as well as the angular integrals:
SκρσmMρMσ(2n) = − 164pi4 ∑λ,τ∈{+,−}∫ ∞0 dp pεp,Mρ fεp,Mρ+λ(µ−irˆρ) ∫ ∞0 dq qεm,q nεm,q−iτ rˆκ
×Re ln ε2p+q,Mσ − (λεp,Mρ + τεm,q + i0+)2
ε2p−q,Mσ − (λεp,Mρ + τεm,q + i0+)2− 1
64pi4
∑
λ,τ∈{+,−}∫ ∞0 dp pεp,Mσ fεp,Mσ−λ(µ−irˆσ) ∫ ∞0 dq qεm,q nεm,q−iτ rˆκ
×Re ln ε2p+q,Mρ − (λεp,Mσ + τεm,q + i0+)2
ε2p−q,Mρ − (λεp,Mσ + τεm,q + i0+)2+ 1
64pi4
∑
λ,τ∈{+,−}∫ ∞0 dp pεp,Mρ fεp,Mρ+λ(µ−irˆρ) ∫ ∞0 dq qεq,Mσ fεq,Mσ−τ(µ−irˆσ)
×Re ln ε2m,p+q − (λεp,Mρ + τεq,Mσ + i0+)2
ε2m,p−q − (λεp,Mρ + τεq,Mσ + i0+)2 . (B.50)
Using the explicit formulae in Eq. (B.16)-(B.19), (B.21), (B.24), (B.39), (B.42), (B.43) and (B.50) in
Eq. (B.15) finally concludes the computation of the complete quark sunset contribution to the background
effective potential.
B.4 Symmetries and Cross-Checks
In this final part we simply collect some basic symmetries and properties displayed by the potential
V
(2)
q (r, T, µ) itself as well as some of the entities defined in its derivation. For simplicity and to enlarge the
set of allowed symmetries, we restrict to the scenario of color-independent fermion masses. This is because
the background r merely enters the expression of the quark sunset contribution in the form of shifts in
Matsubara frequencies through scalar products either with roots for bosons, ±iT rα, or with weights for
fermions, ±iT rρ. Most of the symmetries discussed in the follwoing are background induced and rely
on the possibility to absorb a shift in the components r3,8 by a shift in the color modes,
5 as outlined
in section 3.2. This principle globally works since equally the lone color mode-dependence (weights,
roots etc) of V
(2)
q (r, T, µ) appears in unisono with the background. If however there is a supplementary
dependence on these color modes via the fermion masses, most of the subsequent symmetries do no
longer hold.
We also point out these symmetries have been proven to be met for the respective one-loop un-
quenched and two-loop YM terms in Ref. [168, 167], where a more thorough discussion can be found.
Thus, they naturally extend to the full potential in Eq. (4.6) and serve as a useful cross-check for our
5For instance, a shift in bosonic or fermionic Matsubara frequencies by a multiple of 2piT can be reabsorbed by a change
of the summation variables. Similarly for the expressions in which the Matsubara sums have been explicitly performed. In
that case, one deals with the thermal factors nεm,q±iTrα or nq±iTrα for bosons or fεM,q±(µ−iTrρ) for fermions, where the
Bose-Einstein and Fermi-Dirac distribution functions are invariant under an imaginary shift of 2piT : nx+2ipiT = nx, and
similarly for fx.
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formulae in the previous section.
Weyl transformations:
To begin, we consider color rotations which preserve the form of the background in Eq. (3.6), called Weyl
transformations. In terms of the color modes, they correspond to reflections on axes orthogonal to the
roots [167, 301]. In the root-weight diagram displayed in Fig. 3.4, we can see that such reflections lead to
permutations of the roots and of weights. In this respect, we remark that the quark-sunset contribution
to the potential in Eq. (4.11) features either simple sums over roots κ or weights ρ, or sums over color
conserving triplets (σ, ρ, κ) such that σ = ρ+ κ. It is easy to check that all Weyl transformation-induced
permutations of roots and weights leave either of the types of sums invariant, implying that the potential
as a whole remains unchanged.
periodic gauge transformations:
In a similar spirit the potential exhibits an invariance under periodic gauge transformations which protect
the background in the form of Eq. (3.6). These transformations are associated to a vector translation of
the background r → r − 4piα′ for some root α′ [167], which results in shifted scalar products
rα → rα − 4piα′ ⋅ α , (B.51)
rρ → rρ − 4piα′ ⋅ ρ , (B.52)
for bosons and fermions respectively. It is an easy exercise to verify that all of these shifts correspond to
multiples of 2pi for any combination of roots and weights. Thus, one deduces an invariant quark-sunset
contribution in Eq. (4.11).
twisted gauge transformations:
It was shown in Ref. [167] that the pure YM one- and two-loop terms additionally display an invariance
under twisted gauge transformations which preserve the background in the form of Eq. (3.6). In analogy
to the periodic counterparts in the previous part, the twisted transformations are characterized by a
vector translation of the background in the form r → r − 4piρ′ for some weight ρ′. This leads to shifted
scalar products as
rα → rα − 4piρ′ ⋅ α , (B.53)
rρ → rρ − 4piρ′ ⋅ ρ . (B.54)
As detailed in the surroundings of Eq. (B.52), the shift in Eq. (B.53) leaves the background potential
invariant as it is absorbed as a multiple of 2pi. This explains why the YM part of the potential, which
solely features products of type rα , is invariant under twisted gauge transformations. On the other, it is
easily checked that the shifts 4piρ′ ⋅ ρ in Eq. (B.54) either yield a value of 4pi/3 or −2pi/3. These are not
as easily absorbable and the resulting non-invariance of the terms in the quark sector can be interpreted
as the manifestation of the explicit breaking of center symmetry.
Roberge-Weiss symmetry:
Given the non-invariance of the quark terms under twisted gauge transformations, one might however
remedy the situation upon considering a simultaneous shift in chemical potential. In particular, letting
µ→ µ + 2ipi/3 yields a global shift in the rescaled (generalized) Matsubara frequency as
βωˆρn ≡ βωˆn + rρ + iµ → βωˆn + rρ + iµ − 2pi/3 − ⎧⎪⎪⎨⎪⎪⎩4pi/3−2pi/3 (B.55)
such the total shift can again be absorbed as a multiple of 2pi. This is the so-called Roberge-Weiss
symmetry.
charge conjugation:
A further significant symmetry of the potential to be discussed is charge conjugation invariance. It is
characterized by a simultaneous change of r → −r and µ → −µ. Its invariance is most easily verified in
terms of the following identities for the scalar integrals:
Jκm(−r) = J−κm (r) = Jκm(r) , (B.56)
J˜κm(−r) = J˜−κm (r) = −J˜κm(r) , (B.57)
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JρM(−r, µ) = J−ρM (r, µ) = JρM(r,−µ) , (B.58)
J˜ρM(−r, µ) = J−ρM (r, µ) = −J˜ρM(r,−µ) , (B.59)
and
SκσρmMM(r, µ) = S(−κ)(−σ)(−ρ)mMM (−r, µ) = SκσρmMM(r,−µ) . (B.60)
complex conjugation:
The final symmetry we explicit is based on complex conjugation and expressed via an invariance of the
quark-sunset contribution under a simultaneous transformation of r → r∗ and µ→ −µ∗. One verifies that
Jκm(r)∗ = Jκm(r∗) , (B.61)
J˜κm(r)∗ = J˜κm(r∗) , (B.62)
JρM(r, µ)∗ = JρM(r∗,−µ∗) , (B.63)
J˜ρM(r, µ)∗ = J˜ρM(r∗,−µ∗) , (B.64)
and
SκρσmMM(r, µ)∗ = SκρσmMM(r∗,−µ∗) , (B.65)
upon which the global symmetry for the potential follows. For instance, choosing the background compo-
nents as r = (r3, r8) ∈ R×R in case of an imaginary chemical potential leads to a real potential. Similarly,
it can be checked that the potential remains real at real chemical potential for r = (r3, r8) ∈ R × iR,
which however also requires the use of complex conjugation, charge conjugation and the Weyl symmetry
r3 → −r3.
C
Derivation of Re Iab(K)
In this appendix we detail the computation of the quantity Re Iab(εc,q + i0+, q) which was encountered
in the explicit calculation of the one-thermal-factor contribution to the scalar sunset in appendix B.3.3.
Therefore, the derivation presented in the following is essential to reducing the intricate quark-sunset
structure in Eq. (4.7) to simple and computable analytic expressions. In section C.1 we outline the
evaluation of Re Iab(εc,q + i0+, q) in the most general case of real parameters and in C.2 we consider some
particular sub-scenarios of physical interest, in some of which the found formulae simplify dramatically.
C.1 Derivation of the general formula
The subsequent derivation operates under the assumption that all masses a, b and c in Re Iab(εc,q+i0+, q)
are real. Based on the identification in Eq. (B.45), giving
Iab(iω;k) = µ2 ∫ ddQ(2pi)dGa(Q)Gb(Q +K) , (C.1)
it was worked out in Ref. [166, 163] that one can rewrite
Re Iab(Q) = 1
16pi2
Re{1

+ 2 + ln µ¯2
Q2
− 1
2
ln(Cab(Q)2 − 1
4
) +Cab(Q) ln Cab(Q) − 12
Cab(Q) + 12 + (a↔ b)} , (C.2)
where eventually one has to replace the four-momentum by Q2 = −(c2 + i0+) and take the real part, such
that for instance Re ln (µ¯2/Q2) → ln (µ¯2/c2). In order to similarly capture the correct real parts of the
remaining terms, we first have to massage (C.2) some more. We note that the expression in (C.2) is
symmetric under exchange of a and b, where the quantity Cab(Q) is given by
Cab(Q) = Bab(Q) + a2 − b2
2Q2
, (C.3)
with
Bab(Q) =√Q2(Q2 + 2(a2 + b2)) + (a2 − b2)2 . (C.4)
For later convenience, it is useful to re-express the C-featuring terms in (C.2) as (for simplicity of notation,
we drop the explicit Q-dependence)
−1
2
ln(Cab 2 − 1
4
) + (a↔ b) = −1
2
ln (Cab − 1
2
) (Cab + 1
2
) (Cba − 1
2
) (Cba + 1
2
) , (C.5)
Cab ln
Cab − 12
Cab + 12 + (a↔ b) = a
2 − b2
2Q2
ln
(Cab − 12) (Cba + 12)(Cab + 12) (Cba − 12) + Bab2Q2 ln (Cab −
1
2
) (Cba − 12)(Cab + 12) (Cba + 12) . (C.6)
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From here, it is easy to check that
(Cab − 1
2
) (Cba + 1
2
) = B2ab − (a2 − b2 −Q2)2
4Q4
= a2
Q2
, (C.7)
(Cab + 1
2
) (Cba − 1
2
) = B2ab − (b2 − a2 −Q2)2
4Q4
= b2
Q2
, (C.8)
which if applied in (C.5) and (C.6) allows for Eq. (C.2) to be simplified as
Re Iab(Q) = 1
16pi2
Re
⎧⎪⎪⎨⎪⎪⎩1 + 2 + ln µ¯
2∣ab∣ + a2 − b22Q2 ln a2b2 + Bab2Q2 ln (Cab − 12) (Cba − 12)(Cab + 12) (Cba + 12)
⎫⎪⎪⎬⎪⎪⎭ . (C.9)
To tackle the last term, after some algebra it can be shown that
(Cab − 1
2
) (Cba − 1
2
) = 1
2Q2
[Q2 + a2 + b2 −Bab] , (C.10)
(Cab + 1
2
) (Cba + 1
2
) = 1
2Q2
[Q2 + a2 + b2 +Bab] . (C.11)
At this point in the calculation, one needs to be careful since naively taking the real parts with Q2 =−(c2 + i0+) might run into branchcuts in the complex Q2 plane. One way to avoid these subtleties is to
identify
Q2 + a2 + b2 ∓Bab = 1
2
(√Q2 + (a + b)2 ∓√Q2 + (a − b)2)2 , (C.12)
upon which one finds for the expression in (C.9):
Re Iab(Q) = 1
16pi2
Re
⎧⎪⎪⎨⎪⎪⎩1 + 2 + ln µ¯
2∣ab∣ + a2 − b22Q2 ln a2b2 (C.13)
+ √Q2 + (a + b)2 √Q2 + (a − b)2
Q2
ln
√
Q2 + (∣a∣ + ∣b∣)2 −√Q2 + (∣a∣ − ∣b∣)2√
Q2 + (∣a∣ + ∣b∣)2 +√Q2 + (∣a∣ − ∣b∣)2
⎫⎪⎪⎬⎪⎪⎭ .
In this form, we are finally in the position to evaluate the real parts. Depending on the relations
between the parameters a, b and c, we find different formulae. In particular,
16pi2 Re Iab(εc,q + i0+, q) = 1

− 1
2 c2
(a2 − b2) log(a2
b2
) + 1
2
log( µ¯4
a2b2
) + 2 (C.14)
− 2
c2
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−√(a + b)2 − c2√(a − b)2 − c2 tanh−1 (√(∣a∣−∣b∣)2−c2√(∣a∣+∣b∣)2−c2 ) c2 ≤ (∣a∣ − ∣b∣)2√(∣a∣ + ∣b∣)2 − c2√c2 − (∣a∣ − ∣b∣)2 tan−1 (√c2−(∣a∣−∣b∣)2√(∣a∣+∣b∣)2−c2 ) (∣a∣ − ∣b∣)2 < c2 < (∣a∣ + ∣b∣)2
√
c2 − (a + b)2√c2 − (a − b)2 tanh−1 (√c2−(∣a∣+∣b∣)2√
c2−(∣a∣−∣b∣)2 ) (∣a∣ + ∣b∣)2 ≤ c2 ,
which is the expression given in Eq. (B.48).
C.2 Prominent Examples
As an application of the general formula in (C.14), we now give some sub-cases with simplified expressions.
The first two are employed in the calculation of the scalar sunset in section B.3.3:
Re Iaa(εc,q + i0+, q) = 1
16pi2
⎡⎢⎢⎢⎢⎣ 1 + 2 + ln µ¯
2
a2
− 2√∣1 − 4a2
c2
∣ ⎧⎪⎪⎪⎨⎪⎪⎪⎩
tan−1√∣1 − 4a2
c2
∣−1 0 < c2 < 4a2
tanh−1√∣1 − 4a2
c2
∣ c2 ≥ 4a2
⎤⎥⎥⎥⎥⎦ ,
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and similarly
Re Iab(εb,q + i0+, q) = 1
16pi2
⎡⎢⎢⎢⎢⎣ 1 + 2 + ln µ¯
2
b2
− a2
2b2
ln
a2
b2
(C.15)
+ ⎧⎪⎪⎪⎨⎪⎪⎪⎩
(−1) a2
b2
√
4 b
2
a2
− 1 tan−1√4 b2
a2
− 1 0 < λ2 < 4
a2
b2
√
1 − 4 b2
a2
tanh−1√1 − 4 b2
a2
λ2 ≥ 4
⎤⎥⎥⎥⎥⎦ .
It is easily checked that both cases above reduce to the simplest scenarii of
Re Iaa(εa,q + i0+, q) = 1
16pi2
[1

+ 2 + ln µ¯2
a2
− pi√
3
] , (C.16)
Re Ia0(ε0,q + i0+, q) = 1
16pi2
[1

+ 1 + ln µ¯2
a2
] , (C.17)
Re I00(εa,q + i0+, q) = 1
16pi2
[1

+ 2 + ln µ¯2
a2
] . (C.18)
D
Various limits of the color-degenerate quark-sunset
In this appendix we broadcast a collection of expansions of the quark-sunset contribution V
(2)
q (r, T, µ)
in various limits of physical interest. We consider the particular form as given by Eq. (4.18). In the
first part, in section D.1, we deal with the most intricate expansion corresponding to large values of
temperature and chemical potential. Further we consider the opposite limit of vanishing temperature
and density in section D.2. And finally, in section D.3, we treat the atomic nuclei or neutron star
situation, in which the temperature goes to zero for a fixed value of chemical potential.
D.1 Taking µ,T →∞ while keeping µ/T fixed
-
6
µ
T
 
 
 
 
We detail the asymptotics of V
(2)
q (r, T, µ) in the limit of µ,T → ∞ at a fixed
ratio µˆ ≡ µ/T . The leading behavior is of order ∼ T 4 and it is convenient to
consider the rescaled potential V
(2)
q (r, T, µ)/T 4 as a function of µˆ instead.
The optimal way to proceed is to investigate the asymptotic behavior of
the various scalar integrals involved in Eq. (4.18) first. In this respect, we note
that the bosonic tadpoles Jκm(1n) and J˜κm(1n) are by default µ-independent
and their expansion is thus equivalent to the pure T →∞ limit. The respective
formulae in this case have been worked out in Ref. [166], which we now recall:
Jκm(1n) ∼ T 22pi2P2(rκ) , J˜κm ∼ T 32pi2P3(rκ) , (D.1)
where the Pn’s denote the integrals
P2n+1(z) ≡ ∫ ∞
0
dxx2n
n˜x−iz − n˜x+iz
2i
, (D.2)
P2n+2(z) ≡ ∫ ∞
0
dxx2n+1 n˜x−iz + n˜x+iz
2
. (D.3)
In so doing, we have labelled by n˜ the dimensionless Bose-Einstein distribution function with the tem-
perature formally set to unity. Unlike the formulae presented in Ref. [166], we have opted to not express
these integrals in the form of imaginary and real parts, since in the following it is essential to allow for
a complex variable z. Written in the form (D.2) and (D.3), the integrals constitute analytic functions of
z, unless z is a multiple of 2pi. For instance, the functions Pn(z) are analytic over the simply connected
open sets z ∈ ]2pin,2pi(n + 1)[×R (if considered as subsets of the complex plane) and moreover, for any
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x ∈]0,2pi[ a closed form exists as polynomials [253, 166]:
P1(x) = pi − x
2
, (D.4)
P2(x) = (pi − x)2
4
− pi2
12
, (D.5)
P3(x) = −(pi − x)3
6
+ pi2(pi − x)
6
, (D.6)
P4(x) = −(pi − x)4
8
+ pi2(pi − x)2
4
− 7pi4
120
, . . . (D.7)
Naturally, the domain of validity of these polynomial expressions for Pn(z) extends over the entire stripe]0,2pi[×R.1 Based thereupon, the evaluation of Pn(z) for any z within a different stripe ]2pin,2pi(n +
1)[×R relies on the periodicity relation Pn(z + 2pi) = Pn(z). Furthermore, with the sole exception of
P1, all functions Pn are continuous, implying that the respective polynomial expressions are equally
applicable on the boundaries of the stripes, in particular at 0 and 2pi. On the other hand, this does not
hold for P1(x). However, it can be verified (see below) that the boundary discontinuities of P1 do not
affect the final formula derived for the potential V
(2)
q and it is thus permissible to conveniently define
P1(0) and P1(2pi) to their respective polynomial values in Eq. (D.4).
In analogy to the bosonic Eqs. (D.2) and (D.3), one might also consider the fermionic integrals:
Pˆ2n+1(z) ≡ −∫ ∞
0
dxx2n
f˜x+iz − f˜x−iz
2i
, (D.8)
Pˆ2n+2(z) ≡ −∫ ∞
0
dxx2n+1 f˜x+iz + f˜x−iz
2
. (D.9)
Here, f˜ is the dimensionless Fermi-Dirac distribution with a temperature formally dialed to unity. It
satisfies the identity f˜x = −n˜x±ipi , which establishes the link
Pˆn(z) = Pn(z + pi) . (D.10)
It immediately follows that the Pˆn’s are polynomials in the stripe ] − pi,pi[×R . Alternatively, they can
be found from the identity f˜x = n˜x − 2n˜2x , which yields that
Pˆn(z) = 1
2n−1Pn(2z) − Pn(z) . (D.11)
In the limit T →∞ with µˆ fixed, it is now an easy deduction to find
JρM(1n) ∼ T 22pi2 Pˆ2(rρ + iµˆ) , J˜ρM ∼ T 32pi2 Pˆ3(rρ + iµˆ) . (D.12)
Having dealt with all scalar tadpoles, we turn to the two thermal factor contribution of the scalar sun-
set, SκρσmMM(2n). Here, upon rescaling the integration momentum-variables by a factor of T , it is easily
argued that SκρσmMM(2n)/T 4 → 0 as T →∞, albeit the value of µˆ.
At this point, we have assembled all necessary ingredients to treat the asymptotic behavior of the full
potential in limT→∞ V (2)q (r, T, µ)/T 4. Clearly, only the products of thermal tadpole contributions give
rise to a non-trivial limit and all other terms in Eq. (4.18) vanish.
The piece [JρMf (1n) + JσMf (1n)]Jκm(1n) leads to
1
4pi4
P2(rκ)[Pˆ2(rρ + iµˆ) + Pˆ2(rσ + iµˆ)], (D.13)
and similarly for −JρMf (1n)JσMf (1n), which gives
− 1
4pi4
Pˆ2(rρ + iµˆ)Pˆ2(rσ + iµˆ) . (D.14)
1In Ref. [166] is specified a recursion relation for the functions Pn(r), which is valid over the complex plane and which
allows to alternatively compute Pn(r) directly for r ∈ C. In this way, it is possible to generate all Pn’s by successive
integrations of P1(r). Expanding the thermal factor, one then finds that P1(r) = ∑∞k=−∞(1 − δk0)eikr/2ik = (1/2i) ln[(1 +
e−i(r−pi))/(1 + ei(r−pi))] = (1/2i) ln e−i(r−pi) which equals (pi − r)/2 if the real part of r lies between 0 and 2pi.
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r3
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Figure D.1: Inside the fundamental Weyl cham-
ber (equilateral triangle), we show in gray the
area over which the polynomial expressions in
(D.4)–(D.7) and (D.10) are applicable (under
the assumption that one has rewritten the for-
mula for the potential in such a way that only
scalar products of the form r ⋅ α(j) and r ⋅ ρ(j)
occur). Moreover, in a quenched scenario the
polynomials (D.7) are valid over the entire fun-
damental Weyl chamber.
Superficially, thermal products of second type tadpoles of the form J˜(1n) × J˜(1n) appear dominant
since J˜(1n) ∼ T 3. In practice, however, the combination [J˜κ0 (1n) − J˜κm(1n)][J˜ρM(1n) − J˜σM(1n)]/m2 in
Eq. (4.18) involves a cancellation of the leading T 3 terms of J˜0 and J˜m in the first bracket, such that
the overall structure is of the same order as products of first tadpole type. More precisely, for T → ∞
and fixed µˆ,
J˜κ0 − J˜κm
m2
∼ − dJ˜κm
dm2
∣
m2=0 = T4pi2P1(rκ) , (D.15)
where we have used both the identities
∫
Q
ωnG(Qκ)2 = −∫
Q
ωn
2q
d
dq
G(Qκ) = ∫
Q
ωn
2q2
G(Qκ) (D.16)
and called upon the Matsubara sum in Eq. (B.24). Consequently, one identifies the contribution from
the term [J˜κ0 (1n) − J˜κm(1n)][J˜ρM(1n) − J˜σM(1n)]/m2 as
P1(rκ)
8pi4
[Pˆ3(rρ + iµˆ) − Pˆ3(rσ + iµˆ)]. (D.17)
Eventually, the asymptotic behavior of the quark-sunset contribution to the potential can be written in
the form (a summation over fermionic flavors is implied)
lim
T→∞ V
(2)
q (r, T, µ)
T 4
= − g2
2pi4
∑
σρκ
Dσ,ρκ [ − Pˆ2(rρ + iµˆ)Pˆ2(rσ + iµˆ) (D.18)
+2P2(rκ)Pˆ2(rρ + iµˆ) + P1(rκ)Pˆ3(rρ + iµˆ)],
where we have further simplified the expression calling on Dσ,ρκ = Dρ,σ(−κ) as well as the even- and
oddness of the functions P2n and P2n+1 respectively.
D.1.1 Combining with other contributions
It is insightful to add the formula in Eq. (D.18) to the respective counterparts from the one-loop un-
quenched and one- and two-loop YM contributions. The former, given in Eq. (4.4), has been worked out
in Ref. [168], where it was found that at large T and fixed µˆ, the fermion masses are irrelevant and one
obtains
lim
T→∞ V
(1)
q (r, T, µ)
T 4
= 2Nf
3pi2
∑
ρ
Pˆ4(rρ + iµˆ) . (D.19)
Further, the latter have been computed in Refs. [302, 183, 167] as
lim
T→∞ V
(1)
g (r, T )
T 4
= − 1
3pi2
∑
κ
P4(rκ) (D.20)
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for the one-loop piece and
lim
T→∞ V
(2)
g (r, T )
T 4
= g2
4pi4
∑
κλτ
Cκλτ [P2(rκ)P2(rλ) + P1(rκ)P3(rλ)] (D.21)
for the two-loop correction terms. As a remark, we want to stress the apparent similarities in the
formulae for the respective glue and quark parts. As a further comment, we point out that these
compact expressions can be rewritten more symmetrically by employing the properties of the tensorsCκλτ and Dσ,ρκ as well as of the parity properties of the functions Pn and Pˆn. In so doing, it is useful to
treat the contributions of zeroes and roots separately, in line with the steps taken in Ref. [167]. Refer to
section 3.2.2 for more details on the color modes (zeroes and roots). Eventually, one ends up with
lim
T→∞ V
(1+2)
g (r, T )
T 4
= 1
3pi2
[dCP4(0) + 2∑
α
∗
P4(rα)] (D.22)
+ g2
2pi4
∑
α
∗
α2{[2P2(0) + P2(rα)]P2(rα) − P1(rα)P3(rα)}
+ g2
pi4
∑
αβγ
∗Cαβγ[P2(rα)P2(rβ) + P2(rβ)P2(rγ) + P2(rγ)P2(rα)]
+ g2
2pi4
∑
αβγ
∗Cαβγ[P1(rα)P3(rβ) + P1(rβ)P3(rγ) + P1(rγ)P3(rα)
+P3(rα)P1(rβ) + P3(rβ)P1(rγ) + P3(rγ)P1(rα)],
where we denote by dC the dimension of the CSA. Also, ∑∗α sums over all pairs of roots (α,−α) while∑∗αβγ sums over all pairs of triplets ((α,β, γ), (−α,−β,−γ)) with α+β +γ = 0. In this way, each possible
permutation of (α,β, γ) is being counted only once.
In analogy, the quark contribution can be expressed as
lim
T→∞ V
(1+2)
q (r, T, µ)
T 4
= 2Nf
3pi2
∑
ρ
Pˆ4(rρ + iµˆ) (D.23)
− g2
2pi4
∑
ρ
ρ2[2P2(0) − Pˆ2(rρ + iµˆ)]Pˆ2(rρ + iµˆ)
− g2
pi4
∑
σρα
∗Dσ,ρα[P2(rα)Pˆ2(rρ + iµˆ) − Pˆ2(rρ + iµˆ)Pˆ2(rσ + iµˆ)
+P2(rα)Pˆ2(rσ + iµˆ)]
− g2
2pi4
∑
σρα
∗Dσ,ρα[P1(rα)Pˆ3(rρ + iµˆ) − P1(rα)Pˆ3(rσ + iµˆ)] ,
with ∑∗σρα denoting a sum over all pairs of triplets ((σ, ρ,α), (ρ, σ,−α)) in agreement with σ = ρ + α.
Given the formulae in Eqs. (D.22) and (D.23), we insist on the importance of having the scalar products
rα and rρ lie in the intervals ∈ [0,2pi] and [−pi,pi] respectively. This is because an evaluation of the
polynomial expressions for the functions Pn in Eqs. (D.4)–(D.7) and for the Pˆn via Eq. (D.10) imposes
strict requirements on the range of its input variables. To ensure applicability, one must subtract a
sufficient amount of multiples of 2pi from rα and rρ. Fortunately, these subtractions leave the integrals
(D.2), (D.3), (D.8), and (D.9) invariant. In the following we specify the mechanics of this process, where
we restrict to SU(3) and also discuss the pure glue and unquenched situation separately.
In the glue sector, based on the symmetries of the root diagram as shown in Fig. 3.4, it is always
possible to rewrite the potential in Eqs. (D.22) and (D.23) solely in explicit dependence on some of
the scalar products rα, for instance the set rα(j=1,2,3) , with α(1) = (1,√3)/2, α(2) = (1,−√3)/2 and
α(3) = (1,0). If we further decompose the background in the form r = 4pixjρ(j), where ρ(1) = (1,1/√3)/2
and ρ(2) = (1,−1/√3)/2 are weights of 3 and 3¯ respectively, the conditions 0 < rα(1,2) < 2pi become
0 < x1,2 < 1 since α(j) ⋅ ρ(k) = δjk/2 for j, k ∈ {1,2}. Since the values of 4piρ(1) and 4piρ(2) are identified as
two of the edges of the fundamental Weyl chamber, these conditions are satisfied over a region twice as
big as this chamber. The third condition reads 0 < rα(3) < 2pi, which is in contrast only satisfied over the
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Figure D.2: Comparison of the full po-
tential V (1+2)(r, T, µ) (dots) against its
analytic formulae (solid lines) obtained in
the large temperature, µˆ = fixed limit.
The different colors, from blue to pur-
ple, correspond to different values of µˆ ={0,0.5,1,1.5,2}. All dots are obtained for
a temperature T = 150m (and a degener-
ate quark mass of 1.9 GeV).
fundamental Weyl chamber itself. It follows that the use of the polynomials (D.4)–(D.7) is justified over
the whole Weyl chamber for the pure YM contribution (D.22) under the assumption that it is written
in terms of the scalar products rα(j) .
In the quark sector, one proceeds in a similar fashion. To begin, it is essential to rewrite the potential
in terms of the products rρ(j=1,2,3) , with the same definition of ρ(1,2) as above and ρ(3) = (0,1/√3). In
the next step, one identifies the conditions −pi < rρ(1,2) < pi turning into −1/2 < y1,2 < 1/2, where the
numbers yj constitute the coordinates of r in the basis {4piα(1),4piα(2)}. Within the fundamental Weyl
chamber, these conditions restrict to the shaded area shown in Fig. D.1. Outside this shaded region, it
is mandatory to shift either rρ(1) or rρ(2) by −2pi before using the polynomial expressions. Lastly, the
constraint −pi < rρ(3) < pi is fulfilled over the entire fundamental Weyl chamber.
Previously, we have claimed that one actually never encounters the value P1(2pin) in the evaluation
of the potential. We are now in the position to outline its underlying reasoning. To this end, assume
that rα = 2pin. For any α + β + γ = 0, we have rβ = −2pin − rγ and that the contributions P1(rα)P3(rα)
and P1(rα)(P3(rβ)+P3(rγ)) to Eq. (D.22) vanish (because P3 is periodic and odd), irrespectively of the
value of P1(2pin). A similar situation occurs for σ = ρ+α, which gives that rσ = rρ + 2pin and it is easily
checked that the contribution P1(rα)Pˆ3(rρ+iµˆ)−P1(rα)Pˆ3(rσ+iµˆ) to Eq. (D.23) vanishes, irrespectively
of the value of P1(2pin).
In the final part, we give some explicit forms for the abstract formulae in Eq. (D.22) and Eq. (D.23), in
the reduced situation of vanishing chemical potential such that one can always restrict to the r8 = 0 axis.
Up to corrections O(g4), we obtain
lim
T→∞ V
(1+2)
g (r, T )
T 4
RRRRRRRRRRRr8=0 = 135 r
4
3 − 600pir33 + 720pi2r23 − 256pi4
1440pi2
(D.24)
+ g2 189 r43 − 912pir33 + 1584pi2r23 − 1152pi3r3 + 256pi4
1536pi4
,
and
lim
T→∞ V
(1+2)
q (r, T, µ = 0)
T 4
RRRRRRRRRRRr8=0 = −5r
4
3 − 40pi2r23 + 56pi4
480pi2
− g2 111r43 − 264pir33 − 96pi2r23 + 576pi3r3 − 320pi4
4608pi4
.
(D.25)
The total potential for Nf = 1 is given by
lim
T→∞ V
(1+2)(r, T, µ = 0)
T 4
∣
r8=0 = 15r
4
3 − 75pir33 + 105pi2r23 − 53pi4
180pi2
(D.26)
+g2 57r43 − 309pir33 + 606pi2r23 − 504pi3r3 + 136pi4
576pi4
.
The minimum of the potential in Eq. (D.26) is found as
rmin3 = 3g24pi +O(g4). (D.27)
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It is noteworthy that the minimum attains the same value as in the pure Yang-Mills case solely based
on Eq. (D.24), which means that unquenching does not affect the high-temperature asymptotics of the
Polyakov loop at O(g2) for µ = 0.
Finally, we point out that the formulae (93) and (94) of Ref. [167] contain an error which has been
corrected in this chapter.
D.2 Taking µ,T → 0 while keeping µ/T fixed
-
6
µ
T
 
 
 
 	
The expansions considered here correspond to the opposite limit as in the pre-
vious section. We let µ, T → 0 while keeping µˆ = µ/T fixed. To give some
motivation, studying this limit is of interest since there exist to date discrepan-
cies between the findings of analytic approaches as compared to lattice results
for the thermodynamic pressure of the system. In particular, the low tem-
perature regime on the lattice is characterized by an exponential suppression
[303], whereas in continuum calculations one seems to notoriously end up with
a leading T 4 polynomial behavior. This polynomial asymptotics is spearheaded
by the presence of the massless ghost modes. These were observed at one-loop
order in the CF model [166, 167] and at this point we check if they get modified by the quark sunset
contribution.
In the same light as in the previous case, one analyses the scalar integrals and deduces the asymptotic
result for the full potential contribution. Doing so, after some simple and non-insightful calculations,
one concludes
lim
T→0 V
(2)
q (r, T, µ)
T 4
= 0 , (D.28)
which means that there is no correction to the leading ghost loop T 4 (Weiss potential) behavior coming
from the fermion sunset in the small temperature regime.2 While this observation could have been
intuited, it still remains a non-trivial check. In fact, it is easy to show that all terms in β4V
(2)
q are
exponentially suppressed, either by a term e−βm or e−βM , which is in line with the findings of lattice
simulations [303].
D.3 Taking T → 0 while keeping µ fixed
-
6
µ
T
?
Physically, the limit considered in this part draws inspiration from the situation
of atomic nuclei or even the dense cores of neutron stars. In particular, we
take T → 0 while simultaneously keeping µ fixed. Similarly to before, we first
analyze the individual components, i.e., the scalar integrals, and then assemble
the result for the full potential thereafter.
We start by recalling the formulae in Eqs. (B.21) and (B.24), which read for
the thermal parts of the first and second fermionic tadpoles
JρM(1n) = −∫
p
fεM,p−irˆρ+µ + fεM,p+irˆρ−µ
2εM,p
, (D.29)
J˜ρM(1n) = −∫
p
fεM,p−irˆρ+µ − fεM,p+irˆρ−µ
2i
, (D.30)
where in the zero temperature limit one identifies fεM,p−irˆρ+µ ∼ e−β(εM,p+µ) → 0, while on the other hand
fεM,p+irˆρ−µ →
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 εM,p > µ
f˜irρ εM,p = µ
1 εM,p < µ , (D.31)
where we have assumed M < µ s.t. ∃p∗ ∈ IR+ ∶ p∗ = √µ2 −M2. Otherwise we have p∗ = 0 or p∗ ∈ iIR
which means that the resulting integrals for the tadpoles vanish. However, since these expressions are
2In Refs. [166, 167], a similar observation was made for the respective two-loop glue terms.
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Figure D.3: We plot the one-loop (red) and
two-loop (blue) potentials in the limit of vanish-
ing temperature and fixed chemical potential,
as a function of µ/M , for a critical three fla-
vor quark mass value of M ≈ 2.19 GeV, in the
scheme CF2. For any µ < T , both curves vanish
identically, as explained in the main text.
obtained under the integral and the term f˜irρ has measure zero, it can be formally dropped and the
limiting behavior of Eq. (D.31) essentially reduces to 1 −Θ(εM,p − µ), implying
JρM(1n) → − 12pi2 ∫ p∗0 dp p22εM,p = 18pi2 [ − µ√µ2 −M2 +M2 ln
√
µ2 −M2 + µ
M
] ≡ AM(µ) .
(D.32)
For the second fermionic tadpole we find analogously
J˜ρM(1n) → 12pi2 ∫ p∗0 dp p22i = 112pi2i(µ2 −M2)3/2 ≡ BM(µ) . (D.33)
We stress that the functions AM(µ),BM(µ) are background independent and merely depend on µ.
Further, they are only valid if M < µ, otherwise it must be AM(µ) = BM(µ) = 0. Finally, we point out
that there exists an alternative (more systematic) approach to obtain these results via taking the formal
T → 0 limit as T ∑n → ∫p0 and subsequent contour integration.
Since both bosonic tadpoles are µ-independent, they vanish in the T → 0 limit, as discussed in
the previous section. Therefore, the surviving contributions of the tadpole products are of the form
NcCFA2M(µ), where we have used that ∑σρκDσ,ρκ = NcCF .
The last piece to be considered is SκρσmMM(2n). In a similar analysis to the one performed above, it
is easily shown that all terms involved must vanish unless M < µ. Also, it is not difficult to see that
any product of a fermionic and bosonic distribution function must go to zero, which leaves as the only
surviving contributions in Eq. (B.50) the products of two fermionic thermal factors. The associated limit
is found as
SκρσmMρMσ(2n) → 164pi4 ∫ p∗0 dp∫ q∗0 dq p qεm,q εM,p Re ln (εM,q − εM,p + i0
+)2 − ε2m,p+q(εM,q − εM,p + i0+)2 − ε2m,p−q , (D.34)
where p∗ = q∗. Clearly, this expression is again background independent and therefore introduces once
more a global factor NcCF from the color sum.
Finally, collecting together all relevant pieces gives
lim
T→0, µfix V (2)q (r, T, µ) = Nc tr1∑f M2f AMf (µ) {δZψf − δMfMf + [Af −Bf ] (P 2 → −M2f )}
+g2
2
NcCF tr1∑
f
⎧⎪⎪⎨⎪⎪⎩A2Mf (µ) −
m2 + 2M2f
64pi4
∫ p∗
0
dp∫ q∗
0
dq
p q
εm,q εMf ,p
Re ln
(εMf ,q − εMf ,p + i0+)2 − ε2m,p+q(εMf ,q − εMf ,p + i0+)2 − ε2m,p−q
⎫⎪⎪⎬⎪⎪⎭ .
These O(g2) corrections can be added to the leading order terms coming from the expression in Eq. (4.4):
lim
T→0, µfix V (1)q (r, T, µ) = − Nc48pi2 ∑f [2µ(5M2f − 2µ2)
√
µ2 −M2f + 6M4f ln Mf
µ +√µ2 −M2f ] , (D.35)
and respective sample results are shown in Fig D.3 for the scheme CF2, as given in Eq. (4.25). Although
we remark that an equivalent calculation in the q.o. scheme, defined in Eq. (4.26), has also been performed
with virtually non-existent differences. Furtherly, we mention that while the chosen quark mass value
(critical for Nf = 3) influences the global scale of these curves, their relative shapes seem to be entirely
unaffected.
E
2PI Localization in the LdW Gauge
Here, we consider two different formats of the quark propagator, to be used in distinct places of the 2PI
potential (6.2). For consistency, in the one-loop terms we stick to the form S−1ρ = −i/Qρ + Bρ, whereas
within the sunset we scalarize the quark propagator in the form
Sρ(Q) = BρGBρ(Q) , (E.1)
with as usual GB(Q) = 1B2+Q2 . In both cases we have restricted to propagators diagonal in the Cartan-
Weyl basis, see section 6.2 for details. Note that the quark mass functions Bρ are now weight-dependent.
In this way, the 2PI potential reads
ΓLdW2PI = Vg(r, T ) −Tr LnS−1ρ −TrS−10,ρ Sρ +Φ(Sρ) , (E.2)
where the Tr comprises also the sum over weights ρ and flavors f . It is S−10,ρ = −i/Qρ+Mρ, where we adapt
an isospin symmetric case, in which all bare masses are chosen as M for all flavors and respective color
modes.
Working in an MS-like scheme,1 one identifies
−Tr LnS−1ρ = V (1)q (r) + 116pi2 ∑f,ρB4ρ(32 + log µ¯
2
B2ρ
) , (E.3)
where the potential V
(1)
q (r) was previously encountered in Eq. (4.4), with the difference that the quark
masses entering the formulae are now weight-dependent. The supplementary terms are the corresponding
vacuum pieces. We further find that−TrS−10,ρ Sρ → −4∑
f,ρ
BρMρ J
ρ
Bρ
(E.4)
with vacuum contribution
−4∑
f,ρ
BρMρ J
ρ
Bρ
(0n) = 1
4pi2
∑
f,ρ
B3ρMρ(1 + log µ¯2B2ρ ) , (E.5)
and finally
Φ(Sρ) = V (2)q (r)∣S=BGB = −6g2∑
f
∑
σρκ
Dσ,ρκBρBσ SκρσmBρBσ . (E.6)
The scalar sunset SκρσmBρBσ for different color mode masses is computed in section B.3.3. The variational
gap equation for flavor f (flavor index of the Bσ are left implicit) obtained from the potential in Eq. (E.2)
by deriving wrt. Bσ is of the form
0 = 4∫ T
P
P 2σ −B2σ(P 2σ +B2σ)2 [Bσ −M0 − 3 g2 ∑ρ,κDσ,ρκ ∫ TQ BρB2ρ +Q2ρ 1K2κ +m2 ] , (E.7)
1It can be shown that the potential in Eq. (E.2) is not renormalizable within the local approximations considered here.
Our strategy is thus to drop all 1/ poles in dim. reg. This procedure can be interpreted as being part of the original
approximation scheme of the 2PI potential.
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where the expression in the square brackets corresponds to Eq. (6.25) with the values of the scalar func-
tions in ∆ρ set appropriately to agree with our chosen form of the quark propagator in Eq. (E.1).
We stress that the respective contribution from SκρσmBρBσ(2n) in Eq. (E.6) faces the same regulator-related
challenge as discussed in the section 6.4.3 for the pure Landau gauge counterpart.
We mention that while many solutions to the gap equations ∂ΓLdW2PI /∂r = 0 and ∂ΓLdW2PI /∂Bρ = 0 do
in fact exist, none of them are in agreement with the expected pattern of the chiral phase structure as
explained in chapter 2. Most solutions do not display any form of chiral restoration or any transition at
all. In a few particular scenarii, a second order transition in the chiral limit and at vanishing chemical
potential could be identified, however due to the uncontrollable inconsistencies related to the regulator
in S(2n) terms, a further analysis was never pursued.
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Re´sume´ : L’e´tude du diagramme des phases de la
Chromodynamique Quantique (QCD) et des transi-
tons associe´es (de´confinement et restoration de la
syme´trie chirale) repre´sentent des de´fis majeurs de
la Physique moderne et nombreuses sont les ap-
proches the´oriques qui visent a` en sonder les mul-
tiples facettes. Du fait de l’intensite´ de l’interaction
forte dans les re´gimes d’e´nergie pertinents pour les
transitions susmentionne´es, ces approches sont en
ge´ne´ral de nature nonperturbative, la the´orie des per-
turbations e´tant re´pute´e inapplicable a` ces e´chelles.
Il est, cependant, bien e´tabli que le point de de´part
de la the´orie usuelle des perturbations, base´e sur la
proce´dure de fixation de jauge de Faddeev-Popov, est
ambigu a` ces e´chelles (ambiguı¨te´ de Gribov). Dans ce
contexte, une approche perturbative modifie´e, base´e
sur le Lagrangien de Curci et Ferrari, a e´te´ propose´e,
via l’ajout phe´nome´nologique d’un terme de masse
effectif pour le gluon en jauge de Landau. Cette ap-
proche a e´te´ teste´e avec succe`s, notamment dans sa
capacite´ a` reproduire les fonctions de corre´lation de
la the´orie Yang-Mills (et QCD dans la limite de quarks
lourds) et la thermodynamique a` temperature et po-
tentiel chimique non nuls.
Dans cette the`se, nous avons teste´ la robustesse
de ces re´sultats en e´valuant la structure de phase
de la QCD avec quarks lourds au deuxie`me ordre
de la the´orie des perturbations dans le mode`le
de Curci-Ferrari et en comparant nos re´sultats a`
ceux d’approches nonperturbatives. Nos re´sultats in-
diquent que, dans ce re´gime de quarks lourds, le dia-
gramme de phases est controˆle´e perturbativement.
Nous avons e´galement e´tendu notre e´tude au cas de
la QCD avec quarks le´gers en utilisant un sche´ma
de resommation qui exploite la pre´sence de petits pa-
rame`tres dans le re´gime infrarouge de la QCD. Dans
le secteur des quarks, cette de´marche donne lieu a`
la resommation des fameux diagrammes dits ”arc-
en-ciel”. Ici, nous ge´ne´ralisons ce formalisme a` tem-
perature et densite´ non nulles et en presence d’un
champ de fond gluonique. Nous re´alisons une toute
premie`re e´tude qualitative des pre´dictions du mode`le
CF concernant l’existence possible d’un point critique
dans le diagramme de phases de QCD sur la base
d’une version simplifie´e des e´quations ge´ne´rales ainsi
obtenues.
Title : Perturbative perspectives on the Phase diagram of Quantum ChromoDynamics
Keywords : Quantum Chromodynamics, Finite Temperature, Finite Density, Confinement, Chiral symmetry
breaking
Abstract : Unravelling the structure of the QCD
phase diagram and its many aspects such as
(de)confinement and chiral symmetry breaking, is one
of the big challenges of modern theoretical physics,
and many approaches have been devised to this aim.
Since perturbation theory is believed to cease feasibi-
lity at low energy scales, these approaches treat the
relevant order parameters, the quark condensate and
the Polyakov loop, non-perturbatively. However, it is
also well-established that the starting point for per-
turbation theory, the Fadeev-Popov gauge-fixing pro-
cedure, is inherently ill-defined in the infrared due to
the presence of Gribov ambiguities. In this context,
a modified perturbative approach based on the Curci-
Ferrari Lagrangian has been introduced, where a phe-
nomenologically motivated effective gluon mass term
is added to the Landau gauge-fixed action. Prior to
the beginning of the thesis, this approach has proven
extremely fruitful in its descriptions of (unquenched)
Yang-Mills correlation functions and thermodynamics
at (non)zero temperature and density.
Throughout the thesis we extend this analysis to the
entire phase structure of QCD and QCD-like theories
and test the validity of the model in various regimes
of interest. For instance, to further a previous one-
loop study in the regime of heavy quark masses, we
have computed the two-loop quark sunset diagram in
the presence of a non-trivial gluon background in a fi-
nite temperature and density setting. We come to the
conclusion that the physics underlying center symme-
try is well-described by our perturbative model with a
seemingly robust weak-coupling expansion scheme.
Furthermore, we study the regime of light quarks by
means of a recently proposed resummation scheme
which exploits the presence of actual small parame-
ters in the Curci-Ferrari description of infrared QCD.
In the quark sector, this leads to the renown rainbow
equations. We extend this first-principle setup to non-
zero temperature, chemical potential, and gluon back-
ground. We perform a first qualitative analysis of the
prediction of the model concerning the possible exis-
tence of a critical endpoint in the QCD phase diagram
by using a simplified version of these general equa-
tions.
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