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ABSTRACT
Heterotic string backgrounds with (2, 0) world-sheet supersymmetry are considered first. We
investigate the consequences of taking α′-corrections into account in the field equations, in or-
der to remain consistent with anomaly cancellation, while requiring that spacetime supersym-
metry is preserved. We compute the corrections to the fields, and show that the equations are
consistent at order α′, provided that an analogue of the ∂∂¯-lemma and a suitable gauge-fixing
condition are valid on the background. These results are applied to (2, 0) compactifications and
it is shown that after corrections, the Calabi-Yau geometry of the internal space is deformed to
be Hermitian.
We then go on to propose a new method for solving the Killing spinor equations of a su-
pergravity theory, and focus on the D = 11 case in detail. The method is based on an explicit
description of spinors in terms of exterior forms and also on the gauge symmetries of the su-
percovariant connection. A comprehensive development of this formalism is provided, which
serves to underpin its subsequent application.
We investigate backgrounds with one, two, three and four Killing spinors, provided that
one of the spinors is SU(5)-invariant. In many cases, we can utilise our knowledge about
the orbits of Spin(1, 10) and those of its subgroups on its spinor space to deduce canonical
forms for the spinors. A derivation of the orbits of SU(5) on the spinor space of Spin(1, 10) is
provided. The spacetime forms associated to a given set of spinors may then be calculated, via
a specially constructed Spin(1, 10)-invariant bilinear form. For each configuration of spinors
that is considered, the Killing spinor equations are solved and the resulting constraints are
then interpreted to provide illuminating information about the geometry of the spacetime.
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CHAPTER 1
INTRODUCTION
1.1 MOTIVATION
The aim of this thesis is to gain a further understanding of the supergravity theories that can
arise as low-energy descriptions of string and M-theory. Two separate problems will be inves-
tigated, but before describing these, we will briefly review the relevance of various supergrav-
ities in the context of modern theoretical high-energy physics.
At the present time, Quantum Field Theory (QFT) provides a successful way of describing
the electromagnetic force as well as the strong and weak nuclear forces by means of the Stan-
dard Model, which is a QFT with gauge group SU(3) × SU(2) × U(1). It has been repeatedly
confirmed to be an accurate model, and one of its major successes is that it describes these three
fundamental forces by one single QFT. On the other hand, Einstein’s revolutionary theory of
General Relativity (GR) provides a thoroughly affirmed description of the fourth fundamental
force, gravity. The central concept in GR is that space and time are dynamical and are curved
by the presence of matter and energy. It is this curvature which accounts for the motion of
objects in a gravitational field, among other things. However, as a force gravity is far weaker
than electromagnetism and the nuclear forces, and this leads to difficulties when one tries to
quantise GR. In fact, it is non-renormalisable and as such, it fails to provide a description of
gravity at the quantum level. Therefore, if there is to be a single quantum field theory which
unifies all four fundamental forces, then it must incorporate both General Relativity and the
Standard Model and unite them in a consistent way.
Supersymmetric string theory has emerged as the most promising way of achieving a uni-
fication so far. The arena for this is ten-dimensional spacetime, where the contact with four-
dimensional physics that resembles the Standard Model is made by the process of ‘compactifi-
cation’. This involves treating four of the ten dimensions as large and non-compact, to provide
a four-dimensional spacetime, while regarding the remaining six dimensions as compact and
too small to be detected with our current investigative technology. The requirement of super-
symmetry ensures that the number of bosonic and fermionic degrees of freedom are equal. It
turns out that there are five distinct string theories:
• Type I: this consists of both open and unoriented closed strings;
• Heterotic E8 × E8 or SO(32) theories: these are hybrid theories which consist of closed
strings and superstrings, and twodistinct theories arise from considering the gauge group
to be either SO(32) or E8 × E8;
• Type IIA: a theory of closed strings;
• Type IIB: a theory of closed strings.
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One might wonder at having five separate consistent theories which are supposed to provide
a single unifying theory, and indeed this was the cause of some concern, until in the 1990’s a
host of duality relationships were found between them (see for example, [1], [2], [3] for reviews
and extensive references). Broadly speaking, these dualities come in three varieties, which can
be essentially described as follows. Two theories A and B are S-dual if A at strong-coupling is
equivalent to B at weak-coupling, and vice versa, [4], [5]. They are said to be T-dual if com-
pactifying A on a space of large volume yields an equivalent theory to compactifying B on a
space of small volume, and vice versa [2]. Finally, U-duality occurs when compactifying A on
a space of large (or small) volume is equivalent to B at strong (or weak) coupling, and it also
incorporates both S and T -dualities [6].
Thus the five apparently distinct theories may be shown to be equivalent in a certain sense.
Furthermore, it was found that these theories could actually all be unified by a single theory
which requires eleven spacetime dimensions [7]. This unifying theory was termed ‘M-theory’,
and the different string theories arise as perturbative expansionswith respect to different limits.
To study the interactions of the massless fields in these string theories, one must consider
the low-energy effective actions. During the late seventies and early eighties, these actions were
constructed for each of the five string theories. Remarkably, each was found to be described
by a ten-dimensional supergravity action (plus a Yang-Mills action in some cases), while the
low-energy limit of M-theory can be described by supergravity in eleven dimensions. The
equations of motion for the bosonic fields can be derived from the beta-functions associated to
the relevant sigma-model, when one imposes conformal invariance. The following table shows
the correspondence between each theory and its associated low-energy effective limit:
Theory Low-energy dynamics
Type I String Theory N = 1, D = 10 supergravity / YM with gauge group
SO(32)
Type IIA String Theory Non-chiral N = 2, D = 10 supergravity
Type IIB String Theory Chiral N = 2,D = 10 supergravity
Heterotic String Theory N = 1, D = 10 supergravity / YM with gauge group
either SO(32) or E8 × E8
M-Theory N = 1, D = 11 supergravity
So we see that theories of supergravity are key ingredients for the understanding of the dy-
namics of the massless fields which occur in string theory. This in itself is motivation enough
to pursue a greater understanding of supergravity. In addition though, there is much to be said
for studying supergravity theories from a mathematical point of view. For the modelling of
spacetime as a curved manifold, as in Einstein’s original formulation of GR, brings to light a
deep and fascinating interplay betweenmany pure geometric concepts and theoretical physics.
When one considers the consequences of adding supersymmetry to the situation, then there
is even more structure that warrants investigation. For instance, supersymmetric compacti-
fication of the ten-dimensional heterotic string to four-dimensions requires that the compact
six-dimensional ‘internal’ manifold satisfies strict requirements. As we will see in Chapter 3,
when the field strength vanishes this internal space is constrained to be a Calabi-Yau manifold,
highlighting a deep connection between string theory and algebraic geometry.
Another example of this interplay is one with which we will be much concerned in this
thesis, namely the existence of parallel spinors on a manifold. In terms of physics, the number
of supersymmetries that a supergravity solution preserves is equal to the number of linearly
independent Killing spinors which exist in the spacetime. This physical motivation requires us
to gain a precise mathematical insight into the existence and nature of the spinors. For exam-
ple, one is led to ask questions such as, how can we most conveniently represent these spinors?
1.2 Outline of Research 10
What are the consequences for the manifold if there are many spinors with differing symmetry
properties? Also, the existence of Killing spinors has a deep connection with the holonomy of
the manifold, which in turn opens up an even wider range of mathematical machinery which
can be applied to the theory. In this way, we see that to understand the physical situations that
can occur in a given theory, one must have a handle on the rigorous nature of the underlying
mathematical structures. It is predominantly this rich and rewarding application of differen-
tial geometry and spin geometry to the investigation of spacetime physics, that motivates the
author to pursue this work.
1.2 OUTLINE OF RESEARCH
In regards to supergravity we will investigate two separate problems. The first may be thought
of as a question of the accuracy of a supergravity theory, while the second is more concerned
with the completeness of understanding that one may have about a given theory.
COMPACTIFICATIONS OF THE HETEROTIC STRING
In Chapter 3 the first problem is addressed, by considering whether and how the effective
field equations and Killing spinor equations for the heterotic string can be solved when α′-
corrections are taken into account. Such corrections arise in the following way. To derive the
effective field equations that govern the low-energy dynamics of the string, the beta-functions
for the string sigma-model are calculated as perturbative expansions in α′, where α′ is used as
the loop-expansion parameter. It is necessary that the model be conformally invariant, which
requires that the beta-functions vanish. It is exactly the vanishing of the beta-functions for each
of the fields that provides the corresponding field equation in the effective theory. Thus the
field equations arise as perturbative expansions, where the α′-corrections can be thought of as
‘stringy’ corrections to the underlying supergravity theory.
However, there is a complicating factor which crops up in N = 1, D = 10 supergravity
theory, namely the presence of anomalies arising from the graviton and the fermions. This
presents a conflict, since the heterotic string theory must be anomaly-free. To counteract this,
the Green-Schwarz anomaly cancellation mechanism must be imposed to ensure that the effective
theory remains anomaly-free. This amounts to adding a correction of order α′ to the two-form
field b, which in turn modifies its Bianchi identity. The two-form is closed to zeroth order, so
that db = 0, but this no longer holds once the anomaly cancellation mechanism has been imple-
mented, since db is now proportional to a termwhich is of order α′. This necessarymodification
of the b-field surely warrants that we must now consider all the equations of the theory in their
α′-corrected form. To impose anomaly cancellation while still working with the zeroth order
uncorrected equations seems an inconsistent way to proceed. In particular, one might wonder
the circumstances under which a solution to the uncorrected equations will remain a solution
to the corrected equations.
Given these considerations, in Chapter 3 the task is undertaken of solving the field and
Killing spinor equations when their first-order α′-corrections are taken into account. The pro-
cedure is fairly intuitive, in that we begin with a set of fields which solve the uncorrected field
equations and treat a first-order solution as a small deformation of the uncorrected solution.
This is implemented by expanding the fields in powers of α′ and working to linear order, from
which we find that the α′-corrected equations impose constraints on the deformations of the
fields. The constraints can then be analysed, providing information about the nature of the
allowed deformations. This in turn may be interpreted geometrically, as conditions on the
spacetime.
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In particular, we consider the consequences for compactifications of the heterotic string
to four dimensions, which preserve (2, 0) spacetime supersymmetry. It was shown by Stro-
minger in [47] that such compactifications which preserve supersymmetry are necessarily those
in which the internal space is an Hermitian (but not Ka¨hler) manifold equipped with a non-
vanishing (3, 0)-form. Then, in [53] it was shown that compactifications with the spin-connection
embedded in the gauge connection are completely ruled out. Furthermore, the only possible
compactifications to four dimensions with either four or eight remaining supersymmetries, are
onto Calabi-Yau 3-folds with a constant dilaton field. In Chapter 3, we show that when the
α′-corrections are taken into account, the internal manifold is deformed from being Calabi-Yau
to just being compact and Hermitian. Thus, there is a much broader class of solutions once the
stringy corrections are taken into account.
CLASSIFYING SUPERSYMMETRIC SOLUTIONS
In Chapter 4 we turn to the second problem, which deals with the question of how complete an
understanding we may have of the supergravity theories with which we work. As has already
been mentioned above, effective supergravity theories can be used to describe the low-energy
dynamics of the various string theories, as well as M-theory. Because of this, there has been
a lot of research over the last ten years into the understanding of supersymmetric solutions
to supergravity theories in ten and eleven-dimensions, due to the insights that these provide
into the corresponding high energy theory. Also, supergravities in fewer dimensions have
become active areas of research, for instance in five dimensions, due to new ‘rotating black
ring’ solutions which have been found [8].
It would therefore be ideal to have a systematic classification of the possible solutions that
can occur any given supergravity theory. One huge benefit of such a classification is that it
would provide a complete set of possible background geometries for the various strings, from
the low-energy point of view. Until now, a host of exact solutions have been found to the su-
pergravity field equations by positing ansa¨tze based on physical intuition and educated guess-
work. For instance, one may make certain assumptions about the symmetries of the theory in
question, or one may impose some constraints on the field strength, which will lead to some
simplification when inserted into the field equations.
Some famous examples in eleven dimensions are theM2- andM5-brane solutions, first es-
tablished in [9] and [10] respectively, and also the intersecting brane solutions of [11]. These
and many other solutions have provided some ground-breaking insight into the nature of M -
and string theory in their low-energy limits. However, although these are valid and extremely
useful in understanding certain scenarios, the truth is that until we understand the full set of
situations that can occur in a given theory, we will be vastly restricted in terms of the insight
that we can gain from the low-energy approach to string theory. It is inevitable that in deter-
mining the general classes of solution that can occur, one will discover solutions which were
either missed or simply unobtainable via the method of using ansa¨tze, as enlightening as this
approach may be in its own right. Therefore, to seek a full classification of supersymmetric
solutions is to strive for a complete understanding of the low-energy dynamics of string theory
and M-theory.
However, clearly such a classification is a formidable task which may be hindered by many
things. For instance, the supergravity analogue of the Einstein equation naturally leads to
non-trivial Lorentzian manifolds as its solutions. We know that Riemannian manifolds may be
classified by their restricted holonomy groups, which is made possible by combining Berger’s
holonomy theorem [25] with classical results about reducibility and symmetric spaces (see for
example, Ch. 3 of [22]). However, there is no Berger-type classification of Lorentzian holonomy
groups, which are typically more exotic [74], [72]. Another problem is that the supercovariant
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connection which arises naturally in the Killing spinor equation, is an object which does not
have an apparent geometric interpretation. For example, in D = 11 the Levi-Civita connection
contains products of two gamma matrices, and so takes its values in the Spin(1, 10) subalge-
bra of the Clifford algebra Cl1,10. This enables us to relate it to the Levi-Civita connection on
the tangent bundle, providing a geometric interpretation of the spin-connection. In contrast
however, the supercovariant connection contains terms which have products of three and five
gamma matrices. This means that it takes its values in the Clifford algebra outside of the spin
subalgebra. This makes it much more difficult to analyse in comparison to the Levi-Civita spin
connection. Another complicating factor is that even once one manages to determine all possi-
ble classes of solution to a certain supergravity, then it may still be a difficult task to construct
the explicit solutions occurring within that class.
Having said all this, some extremely positive progress has been made so far in a number
of areas, and using a variety of approaches. We will mention a few notable examples. In
[74], Figueroa-O’Farrill classified all D = 11 zero-flux vacua, by employing the machinery
of Lorentzian holonomy groups. This analysis is made tractable by assuming that the flux
vanishes, so that the supercovariant connection reduces to the spin-connection. Then, in [65,
66], Figueroa-O’Farrill and Papadopoulos classified all maximally supersymmetric solutions to
ten and eleven-dimensional supergravity. In this approach, they made use the zero curvature
condition which arises from maximal supersymmetry as well as the algebraic Killing spinor
equation which arises in theD = 10 cases.
At another extreme, the authors of [68, 69] solved the D = 11 Killing spinor equations for
one Killing spinor, applying the theory of G-structures as an organisational tool. This method
has also proved successful in classifying solutions for the minimal D = 5, minimal gauged
D = 5 and minimal D = 6 supergravity theories in [70], [12] and [13] respectively. Moreover,
as early as 1983, a classification of the N = 2, D = 4 theory was achieved by Tod [71].
In this thesis, a new approach to organising the classification of supersymmetric back-
grounds is proposed, which may be applied with equal validity to all supergravity theories.
This method provides a systematic way to solve the Killing spinor equations of a given super-
gravity, using a formalism which was has previously remained unexploited in this context. At
the heart of it is an explicit description of the spinors in terms of exterior forms, and the reali-
sation of the spin representation as simple endomorphisms of this particular spinor module.
Using this machinery, we can write the spinors of the theory in a simple and concrete way.
It is then a fairly straightforward process to determine the subgroup of the spin group which
leaves a given spinor invariant, since much is known about the action of groups on the exterior
algebra. Once this stability subgroup is determined, we can then find a canonical form for the
orbit of spinors which possess the same stabiliser. This explicit representative of the orbit can be
substituted into the Killing spinor equations, which may then be solved directly, so as to derive
expressions for the field strength in terms of the background geometry, as well as additional
constraints on the functions which parametrise the spinor.
This calculation is made simpler by an appropriate choice of basis for the spinors, so that
the Killing spinor equations reduce to a set of differential and algebraic conditions on the fields,
which don’t involve the gamma matrices themselves. Once this process is performed for a sin-
gle spinor, the field strength constraints can be substituted back into the Killing spinor equa-
tions. Then, we can choose a second spinor with a particular stability subgroup, and solve the
Killing spinor equations to obtain further restrictions on the geometry. This can be repeated for
any number of spinors, depending on how much supersymmetry is being investigated. In this
way, we can classify the solutions of the theory preserving any given fraction of supersymme-
try according to the stability subgroups of the corresponding Killing spinors. The foundational
concepts of the formalismwill be explained in some detail in Chapter 2. We note that a different
basis of spinors has been employed to solve the Killing spinor equations in seven dimensions
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[14], and this method has also been extended to eleven-dimensions in [15], [16].
It is worth emphasising at this point that in determining the stabilisers of the spinors, we
are looking for subgroups of the gauge group, not of the holonomy group. In supergravity, the
gauge group of the supercovariant connection is a spin group, whereas its holonomy group
is a much larger object. For instance, in D = 11 the gauge group is Spin(1, 10) whereas it
was shown in [67] that the holonomy group is SL(32 − N,R) ⋉ (⊕NR32−N ), where N is the
number of Killing spinors which exist in the background. The former consists of the gauge
transformations U which leave the form of the supercovariant connection invariant, up to a
local Lorentz rotation of the frame and the field strength:
DA(e, F ) −→ U−1DAU = DA(e′, F ′) (1.2.1)
In contrast, a holonomy transformation will typically act non-trivially on the Levi-Civita con-
nection and field strength terms, so that the form of the supercovariant connection changes.
This distinction is important to make because in finding a canonical form for a spinor, we want
to find a representative up to gauge transformations which preserve the supercovariant con-
nection. Therefore inD = 11we seek a canonical form up to Spin(1, 10) gauge transformations
rather than up to SL(32−N,R)⋉ (⊕NR32−N ) transformations. Similarly, an analogous strategy
must be employed when investigating any other supergravity.
Another key ingredient in our analysis is the choice of a spin-invariant inner product on the
space of spinors, which can be used to construct the linearly independent spacetime exterior
forms associated to a given set of parallel spinors. In [20], Wang presents an explicit con-
struction of such inner products for the Riemannian spin groups, which we straightforwardly
extend to apply to the Lorentzian spin groups in Chapter 2. The resulting spin-invariant forms
are useful in characterising the geometry of the background and will be used throughout.
The main results occur in Chapter 4, where we apply the formalism toD = 11 supergravity.
We begin by solving the Killing spinor equations in the presence of one SU(5)-invariant Killing
spinor in what proves to be an efficient way, to find that our results agree with those of [68].
We then go on to analyse some of the cases that can arise when there are two Killing spinors. In
particular we solve the equations for two SU(5)-invariant Killing spinors and for two SU(4)-
invariant Killing spinors, to obtain new results about the geometry of such spacetimes. In
doing this, we have to look carefully at the orbits of SU(5) on the spinor space of Spin(1, 10),
and determine canonical forms for the spinors in each case. We then go on to discuss how the
equations may be solved for certain classes of background with more than two Killing spinors,
and again obtain previously unknown results, and interpret them in terms of the geometry of
the spacetime.
Also, in Appendix C, we apply the formalism to the Killing spinor equations of D = 5
minimal supergravity, as a further illustrative example. The case of SU(2)-invariant spinors is
investigated, and the geometric consequences derived. The possible supersymmetric solutions
to this theory have already been classified by Gauntlett et al. in [70], and so it is an instructive
process to compare the results gained by our formalism with what has already been found.
Indeed, the results of [70] are confirmed, and this example gives another indication of the effi-
ciency of our formalism.
The geometric consequences for the resulting solutions are emphasised throughout the
analysis.
CHAPTER 2
FOUNDATIONAL MATERIAL
Throughout this thesis, many geometric and algebraic structures will arise naturally in the
course of studying supersymmetric solutions to supergravity theories. The intention is that
this chapter may provide a brief, preliminary review of the particular concepts which will form
the backbone of much of the work in later chapters. It would be a formidable, if not impossible
task to provide rigorous introductions to each of these topics, so the aim is to describe and
emphasise the aspects which are salient to our analysis.
2.1 ELEMENTS OF KT GEOMETRY
In our investigation of the supersymmetric backgrounds of heterotic string theory in Chapter 3,
we will be lead to study the properties of Ka¨hler with torsion manifolds, which we will define
presently. We will assume familiarity with the elementary concepts of Hermitian geometry and
holonomy. Some useful references for these topics are [23], [22], [17], [18], [19], [24], [57].
Let M be an Hermitian manifold of dimension n = 2m, with a compatible metric G and
orthogonal complex structure J . Define connections with skew-symmetric torsion, ∇(±), via
their components,
Γ(±)A
M
N = ΓA
M
N ± 1
2
HMAN , (2.1.1)
where ΓA
M
N are the Christoffel symbols of the Levi-Civita connection onM , andH is a three-
form. Then (M,G, J) is a Ka¨hler with torsion (KT) manifold if
∇(+)J = 0 . (2.1.2)
In the mathematical literature, the connection with skew-symmetric torsion ∇(+) is known as
the Bismut connection, see for example [56], [57], [60]. We note that∇(+) is also compatible with
G.
Since M is Hermitian, it possesses a U(m)-structure or equivalently, the tensors (G, J) are
U(m)-invariant. Also, both tensors are parallel with respect to ∇(+), therefore Hol(∇(+)) ⊆
U(m) [22]. This in turn implies that the connection is u(m)-valued, and it is straightforward to
see that for J to be∇(+)-parallel, we must have
Γ
(+)
i
α
β¯ = 0 . (2.1.3)
Here, we use Latin indices to denote a 2m-dimensional real basis of M , whereas lower-case
barred and unbarred Greek indices denote the antiholomorphic and holomorphic coordinates
of the natural unitary frame associated to the U(m)-structure, taking values from 1 tom.
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Using the U(m)-holonomy condition (2.1.3), we see that the independent component of the
torsion is
Hαβγ¯ = −∂αGβγ¯ + ∂βGαγ¯ . (2.1.4)
Also, by considering the integrability of J , i.e. the vanishing of theNijenhuis tensor,N , it can be
seen that the (3, 0) and (0, 3) components ofH vanish. For instance, calculating the component
N γ¯αβ leads to the condition Γ
(+)
[α
γ¯
β] = 0, which givesHαβγ = 0. Therefore,H is a (2, 1)+(1, 2)
form, which is specified uniquely in terms of the metric and complex structure of (M,G, J).
Another useful tensor is the Lee form of the KT geometry, which can be written in compo-
nents as
θi =
1
2
J j iHjklΩ
kl , (2.1.5)
where Ωij = GikJ
k
j is the Ka¨hler form. In complex coordinates, we have
θα = ∂αln det(Gβγ¯)−Gβγ¯∂βGαγ¯ , (2.1.6)
with θα¯ = (θα)
∗.
The connection is u(m)-valued, but since u(m) = su(m)⊕u(1), it may be decomposed under
su(m), by separating it into its trace plus a traceless piece. The u(1) piece of the connection is
thus given by tracing the u(m)-indices with the complex structure,
ωi = Γ
(+)
i
j
kJ
k
j . (2.1.7)
This is the connection on the canonical bundle K = Λm,0(M), which is induced by ∇(+) [22].
In complex coordinates we find
ωα = iΓ
(+)
α
β
β − iΓ(+)αβ¯β¯ = 2iGβγ¯∂βGαγ¯ − iGβγ¯∂αGβγ¯ , (2.1.8)
with ωα¯ = (ωα)
∗. Let ρ = dω be the curvature of the U(1) connection ω. Then Hol(∇(+)) ⊆
SU(m) if and only if ρ = 0 [22]. ρ is in fact the Ricci form of G.
A Ka¨hler with torsion manifold is conformally balanced if there exists a function φ onM such
that θ = 2dφ, i.e. its Lee form is exact. In [58] it is shown that if (M,J,G) is a conformally
balanced KT manifold with Hol(∇(+)) ⊆ SU(m), (so that ρ = 0), then
Rij +
1
4
HkilH
l
jk + 2∇i∂jΦ = 1
4
Jki(dH)kjmnΩ
mn , (2.1.9)
where∇ is the Levi-Civita connection of the metric G.
2.2 THE COMPLEX SPINOR REPRESENTATIONS OF THE CLIFFORD
ALGEBRAS
In the investigation of supergravity Killing spinor equations which we will pursue in Chapter
4, we will make use of a formalism for explicitly describing spinors in terms of exterior forms.
Some excellent references for the topics of Clifford algebras and their spinors are [34], [46], [28],
[29]. For expositions more geared towards physical applications, see [30], [82], [33], [31].
However, more often than not, the literature focuses largely on the real Clifford algebras.
For this reason, a review of the complex spin representations is presented here. This is mostly
an adaptation of the results for the real case which may be found, for example, in [46], [28].
Moreover, the explicit formalism presented below is not widely documented and as yet has
been unexploited in theoretical physics, although it has appeared in mathematical literature in
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various guises∗. Therefore, it is hoped that the following pages will provide an apt foundation
to the concepts and techniques which prove to be of immense value in our method of solving
Killing spinor equations in later chapters.
2.2.1 COMPLEX CLIFFORD ALGEBRAS
Let V be an n-dimensional vector space over a field K of characteristic 6= 2, equipped with a
non-degenerate quadratic form Q of signature (r, s). The Clifford algebra Cl(V,Q) of (V,Q) is
the associative K-algebra with unit generated by vectors v,w ∈ V ⊂ Cl(V,Q), subject to the
relations
v · w + w · v = Q(v,w)1 , (2.2.1)
whereQ(v,w) = 12(Q(v+w)−Q(w−v)) is the polarisation ofQ. In the mathematical literature,
one will often see a more formal definition of the Clifford algebra as the quotient of the tensor
algebra of V by the ideal generated by elements of the form v ⊗ v + Q(V )1, for v ∈ V . How-
ever, we choose to work with the definition given above, due to the importance of the explicit
relations (2.2.1) in physical applications.
Before turning to some specific cases, wewill first state without proof some important prop-
erties of Cl(V,Q). Firstly, there is the following isomorphism of vector spaces (see, for example,
[28]):
Cl(V,Q) ∼= Λ∗(V ) . (2.2.2)
That is, the Clifford algebra of V is isomorphic as a vector space (but not as an algebra), to the
exterior algebra of V . This allows us to define Clifford multiplication · in a concrete way with
reference to the exterior algebra, as
v · ω = v ∧ ω − vyω , (2.2.3)
where v ∈ V and ω ∈ Cl(V,Q). Here, y denotes the interior product, which is the formal adjoint
of the exterior product with respect to the bilinear form Q( , ).
Next, let us define an algebra automorphism in the following way. Consider the map α :
V −→ V such that α(v) = −v, for all v ∈ V . By the universal characterisation of Clifford
algebras [46], this extends to an algebra automorphism α : Cl(V,Q) −→ Cl(V,Q), known as the
canonical automorphism of Cl(V,Q). In fact, α is an involution since α2 = 1. The importance of
this map is apparent when we note that since α is an automorphism, it changes the sign of each
individual algebra generator in a product. This means that if φ ∈ Cl(V,Q) is a product of an
even number of generators, then α(φ) = φ, whereas if φ is the product of an odd number of
generators, then α(φ) = −φ. Thus, α induces a natural splitting
Cl(V,Q) = Cl0(V,Q) ⊕ Cl1(V,Q) , (2.2.4)
into the even and odd parts of Cl(V,Q) respectively, defined by
Cla(V,Q) = {φ ∈ Cl(V,Q) : α(φ) = (−1)aφ} for a = 0, 1 . (2.2.5)
Of particular importance to our later considerations is the even part Cl0(V,Q), which forms a
subalgebra of Cl(V,Q), and is generated by products of even numbers of elements of V . Under
the vector space isomorphism of (2.2.2), we have the natural identifications
Cl0(V,Q) ∼= ΛEven(V ) and Cl1(V,Q) ∼= ΛOdd(V ) . (2.2.6)
∗See, for example, the work of Wang in [20], on which our formalism is based. An older account, which is very
informative despite its somewhat obscure terminology, may be found in [21]. For a very different application to the
one explored in this work, see [32].
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Also, we denote by Cl×(V,Q) the group of multiplicative units of Cl(V,Q), i.e. the elements
which possess a multiplicative inverse.
Now, we come to look at some Clifford algebras which are of relevance in supergrav-
ity. First, let K = R and V = Rr,s with orthonormal basis {eM}nM=1, and let Q be the stan-
dard pseudo-Riemannian quadratic form. Then, the real Clifford algebra, denoted by Clr,s =
Cl(Rr,s, Q), is generated by the orthonormal basis of Rr,s, subject to the relations
eM · eN + eN · eM = 2ηr,sMN , (2.2.7)
where ηr,s = diag(−1, · · · ,−1, 1, · · · , 1) is the diagonal pseudo-Riemannian metric associated
to Q, with signature (r, s). The relations (2.2.7) dictate that each basis element squares to ±1
and anticommutes with the other elements. From (2.2.2) we have the vector space isomorphism
Clr,s = Λ∗(Rr,s). Thus, dimR(Clr,s) = 2r+s, and a natural choice of basis for Clr,s is the set of
elements
{1 , eM , eM1eM2 , · · · , eM1 . . . eMn−1 , e1e2 . . . en} , (2.2.8)
where Clifford multiplication is understood in the products.
At this point, we define some important groups that occur within Clr,s. Firstly, there is the
Clifford group
γr,s = {φ ∈ Cl×r,s : α(φ)vφ−1 ∈ Rr,s, ∀ v ∈ Rr,s} . (2.2.9)
Then the Pin and Spin groups associated to Rr,s are given by
Pin(r, s) = {φ ∈ γr,s : Q(φ) = ±1} , (2.2.10)
Spin(r, s) = Pin(r, s) ∩ Cl0r,s . (2.2.11)
Now, let K = C and V = Cr,s with orthonormal basis {eM}nM=1, and let Q be a non-
degenerate quadratic form of signature (r, s). Then, the complex Clifford algebra Clr,s = Cl(Cr,s, Q),
is generated by the orthonormal basis of Cr,s, subject to the relations
eM · eN + eN · eM = 2Q(eM , eN ) , (2.2.12)
whereQ( , ) is the polarisation ofQ. However, all of the complex inner product spaces (Cr,s, Q)
of the same dimension n = r + s are isometric [28]. This means that there is in effect a unique
complex Clifford algebra in each dimension, Cln, which satisfies relations (2.2.12), where Q is
now the standard (complexified) Euclidean inner product on Cn. Furthermore, we also have the
isomorphism [28], [46]
Cln ∼= Clr,s ⊗R C , ∀ r + s = n . (2.2.13)
In other words, for any of the real Clifford algebras Clr,s in n = r+s dimensions with quadratic
form Q, the complex Clifford algebra Cln is simply the complexification, with complexified
quadratic form Q⊗ C.
Also, there is an isomorphism which is invaluable when determining the irreducible repre-
sentations of the spin groups [28], [46]:
Clr,s ∼= Cl0r+1,s . (2.2.14)
From the above discussion of the complexified Clifford algebras, the following relationship
results:
Cln ∼= Cl0n+1 . (2.2.15)
This concludes the brief introduction to complex Clifford algebras.
2.3 An Explicit Formalism for the Spin Representations 18
2.2.2 COMPLEX SPIN REPRESENTATIONS OF Spin(r, s)
The aim of the following few pages is to gain an understanding of the irreducible complex
representations of the spin groups, as these will be of great importance in our later study of
supergravity theories. We will state the well-known classification of these representations, and
then provide an explicit formalism which will enable us to work with them in a concrete way.
Let us first clarify some terminology that will be used throughout.
We will refer to the irreducible representations of a complex Clifford algebra Cln as its pinor
representations, whereas the irreducible representations of its even part Cl0n are called the spin or
spinor representations†. Their corresponding irreducible modules will be referred to as their
pinor and spinor spaces respectively, whose elements are the pinors and spinors associated to
the algebra Cln.
Since Pin(r, s) ⊂ Cln and Spin(r, s) ⊂ Cl0n for r+ s = n, and the irreducible representations
of the algebras restrict to irreducible representations of the groups in both cases [28], we there-
fore refer to the restrictions to Pin(r, s) and Spin(r, s) as the complex pinor and complex spinor
representations, respectively.
A substantial derivation of the complex spin representations is provided in AppendixA, but
here we simply state the results that are at the heart of much of our later work. A particularly
simple classification arises:
Even Dimensions: For n = r + s = 2m, the group Spin(r, s) has two inequivalent irre-
ducible complex representations ρ±2m, whose spinor spaces∆
±
2m are complex vector spaces with
dim
C
(∆±2m) = 2
m.
Odd Dimensions: For n = r + s = 2m + 1, the group Spin(r, s) has a unique irreducible
complex representation ρ2m+1, whose spinor space ∆2m+1 is a complex vector space with
dim
C
(∆2m+1) = 2
m.
2.3 AN EXPLICIT FORMALISM FOR THE SPIN REPRESENTATIONS
In this section, we introduce an explicit formalism for describing the complex spinors associ-
ated to Spin(n) and Spin(1, n), for n even and odd. Groups such as these play a large role in
supergravity, particularly in regards to the gauge symmetries of the supercovariant connection.
A natural way to describe their irreducible representations is by identifying them with cer-
tain complex matrix algebras acting explicitly on a Euclidean space‡. Alternatively, another
useful method is to utilise the isomorphism between Clifford algebras and exterior algebras, so
enabling us to describe spinors explicitly in terms of exterior forms. The construction that we
will follow closely was presented by Wang in [20], in order to describe the parallel spinors and
bilinear invariants associated to manifolds with special holonomy, although similar methods
have been employed elsewhere in various differing contexts (see, for example, [32], [21]).
The formalism will be explained in some detail in the coming pages, with an emphasis on
the connection between our explicit notions and the general theory of pinor and spinor repre-
sentations. It is hoped that this will provide a thorough foundation to the construction, thereby
serving to justify its extensive application to the Killing spinor equations of supergravity, which
will be explored in later chapters.
†Terminology varies within the literature, and some references simply refer to the irreducible representations
of the full Clifford algebra as its ‘spin representations’. However, for the sake of clarity we choose to make the
distinction between pinors and spinors.
‡See [33] for a recent review focusing on the matrix classification, as well as the classic references [28] and [46].
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2.3.1 Spin(2m)
We will begin with the Riemannian case in even dimensions, with n = 2m, and proceed to
build an explicit representation of the complex Clifford algebra Cl2m on a module which is
isomorphic to Λ∗(Cm), and then restrict it to obtain the complex representations of Spin(2m).
Let us begin with the real vector space V = R2m, equipped with the standard Euclidean
inner product
(u, v) = δiju
ivj , u, v ∈ V , (2.3.1)
where summation over repeated indices is understood. In this case, Cl(V ) = Cl2m.
From (2.2.2) , there is a natural vector space isomorphism
Cl2m ∼= Λ∗(R2m) , (2.3.2)
and also (2.2.6) tells us that
Cl02m ∼= ΛEven(R2m) =
m⊕
k=0
Λ2k(R2m) , (2.3.3)
Cl12m ∼= ΛOdd(R2m) =
m−1⊕
k=0
Λ2k+1(R2m) . (2.3.4)
Let us begin by setting up a suitable basis on V . It is a result from elementary linear algebra
that every even-dimensional real vector space locally admits an almost complex structure, i.e.
a type (1, 1) tensor that squares to −1 at each point. Therefore, we choose one such almost
complex structure on V , and denote it J . Then, the presence of this tensor enables us to identify
V with Cm, by defining complex scalar multiplication as
(a+ ib)v = av + bJv , for a, b ∈ R and v ∈ V . (2.3.5)
In this way, if {e1, · · · , em} is an orthonormal basis for V as a complex vector space of complex
dimensionm, then
{e1, · · · , em, J(e1), · · · , J(em)} (2.3.6)
is an orthonormal basis for V as a real vector space of dimension 2m. (See, for example, [18],
for details of these facts about almost complex structures). Thus, we have the splitting V =
U ⊕ J(U), where U = Rm is the real subspace spanned by {e1, · · · , em}. Also, we define ei+m =
J(ei) for i = 1, · · · ,m, so that {e1, · · · , e2m} is an orthogonal real basis of V . This leads to the
condition (J(u), J(v)) = (u, v) for all u, v ∈ V , so that J is orthogonal with respect to the inner
product. In other words, V possesses a U(n)-structure.
The next step in the construction is to complexify, and so we put V
C
= C ⊗ V ∼= C2m and
complexify ( , ), so that Cl(V
C
) = Cl2m. We can also extend the complexified inner product to
the natural Hermitian one on the complex space V
C
,
< w, z >=< wiei , z
jej >= δij(w
i)∗zj , w, z ∈ V
C
, (2.3.7)
where ∗ denotes complex conjugation in V
C
= C2m. This inner product can be extended yet
further, to act on any basis {bk}22mk=1 of Cl2m ∼= Λ∗(C2m) in an analogous way, by requiring that
< σ, τ >=< σpbp , τ
qbq >= δpq(σ
p)∗τ q , (2.3.8)
for σ, τ ∈ Cl(V
C
). In particular, observe that only exterior forms of identical degree yield a
non-vanishing inner product.
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Now, consider the complex subspace U
C
= C⊗U ∼= Cm ⊂ V
C
, equipped with the Hermitian
inner product induced by restricting that of V
C
, and define
P = Cl(U
C
) ∼= Λ∗(Cm) . (2.3.9)
This is a complex vector space with dim
C
(P) = 2m. In fact, it is actually an irreducible module
for the algebra Cl2m, which we will now demonstrate by defining the pinor representation of
Cl2m on P.
We begin by defining a homomorphism from V
C
into the complex endomorphism algebra
of P ∼= Λ∗(U
C
). Let Γ : V
C
−→ End
C
(P) be given by
Γj := Γ(ej) = ej ∧ · + ejy ·
Γj+m := Γ(ej+m) = iej ∧ · − iejy· (2.3.10)
for 1 ≤ j ≤ m. Here, y denotes the interior product as before, i.e. the formal adjoint of ∧ with
respect to the inner product < , > on Λ∗(U
C
). We will refer to these maps as gamma matrices,
and it is straightforward to see that they satisfy the Clifford algebra relations {ΓI ,ΓJ} = 2δIJ for
I, J = 1, · · · , 2m, so that indeed, Γ is a homomorphism. Note that the endomorphisms defined
in (2.3.10) are Hermitian with respect to the inner product§, i.e. < ΓIη , ζ >=< η , ΓIζ >.
Now, from the universal characterisation property of the Clifford algebras [46], Γ extends
uniquely to a C-algebra homomorphism Γ : Cl2m −→ EndC(P). In other words, Γ provides a
representation of Cl2m on P. Actually, we can go further still, and state that
Γ : Cl2m ∼= EndC(P) . (2.3.11)
To see this, observe first that since dim
C
(P) = 2m, we have that dim
C
(End
C
(P)) = 2m × 2m =
dim
C
(Cl2m). Secondly, Γ bijectively maps each basis element ei1ei2 · · · eik to the corresponding
endomorphism Γi1Γi2 · · ·Γik for i1 < i2 < · · · < ik, 1 ≤ k ≤ 2m, so that the latter elements form
a basis of End
C
(P). Given that the gamma matrices also satisfy the Clifford algebra relations,
(2.3.11) is indeed satisfied.
Thus, in our construction, Γ is the unique irreducible pinor representation of Cl2m on the
pinor space P = Λ∗(U
C
), which is of complex dimension 2m. However, we wish to go one step
further, to obtain the irreducible complex spinor representations of the group Spin(2m) ⊂ Cl02m.
Using the general theory presented in Appendix A, we proceed as follows.
Consider the complex volume element of Cl2m, ω
C
2m = i
me1 · · · e2m. In our representation,
we have
Γ(ωC2m) = i
mΓ1Γ2 · · ·Γ2m . (2.3.12)
Now, we can define the projections
π± =
1
2
(
1± Γ(ωC2m)
)
, (2.3.13)
which satisfy π+ + π− = 1, (π±)2 = π± and π± · π∓ = 0. From (A.2.6), we know that the pinor
representation Γ breaks into two inequivalent irreducible representations of Cl02m
∼= Cl2m−1,
which we denote Γ±, with their corresponding irreducible modules specified by S
± = π± · P.
These are the complex spinor representations. However, since an irreducible representation of
Cl02m restricts to an irreducible representation of Spin(2m), we therefore arrive at
Γ± : Spin(2m) ⊂ Cl02m ∼= EndC(S±) . (2.3.14)
§Note that our construction differs from that of [20], in that our gamma matrices are Hermitian, rather than
skew-Hermitian.
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These are the inequivalent complex spin representations of Spin(2m), and the spinor modules
S
± are each of complex dimension 2m−1. Thus when working with Spin(2m), we have the
freedom to make a choice of spinor representation and spinor module S±. Also, if a spinor
lies in S+ then we say it has positive chirality whereas if it lies in S− then it possesses negative
chirality.
2.3.2 Spin(2m+ 1)
An explicit form of the complex spin representations of Cl2m+1 can be obtained by extending
the construction for Cl2m in a straightforward way. Let V = R
2m as before, and put V ′ =
V ⊕ Re2m+1 where (e2m+1, e2m+1) = 1, so that V ′ ∼= R2m+1. Also, let Γ be as defined in (2.3.10).
Complexifying, we have V ′
C
= C⊗ V ′ ∼= C2m+1 and Cl(V ′
C
) ∼= Cl2m+1. Next, we can define a
projection map by
Π : Cl2m+1 −→ Cl2m
where Π(e2m+1) = ω
C
2m and Π(eI) = eI , I = 1, · · · , 2m . (2.3.15)
Then, defining Γ2m+1 = Γ ·Π(e2m+1), the (2m+ 1) gamma matrices are
Γj := Γ ·Π(ej) = ej ∧ · + ejy ·
Γj+m := Γ ·Π(ej+m) = iej ∧ · − iejy ·
Γ2m+1 := Γ ·Π(e2m+1) = imΓ1Γ2 · · ·Γ2m , (2.3.16)
where 1 ≤ j ≤ m. Note that Γ2m+1 is Hermitian, and also that (Γ2m+1)2 = 1 and {Γ2m+1,ΓI} =
0, I = 1, · · · , 2m, so that the Clifford algebra relations are satisfied. Thus, Γ · Π provides a
representation of Cl2m+1 on the pinor space P, which was defined in (2.3.9).
However, fromAppendix A, we know that there are two inequivalent pinor representations
of Cl2m+1 of complex dimension 2
m, which are distinguished by their action on the complex
volume form ωC2m+1 = i
me1e2 · · · e2m+1, and are given by
ρ± : Cl2m+1 ∼= EndC(P±) , (2.3.17)
where ρ±(ω
C
2m+1) = ±1. The pinor spaces P± ∼= P are each of complex dimension 2m.
Now, with the projection defined as above, so that Π(e2m+1) = ω
C
2m, a short calculation
shows that Γ · Π(ωC2m+1) = +1. This means that Γ · Π = ρ+ and the pinor space is identified as
P = P+ in this case. Alternatively, we could have defined Π(e2m+1) = −ωC2m. Then, Γ ·Πwould
still have formed a representation of Cl2m+1, but we would instead have Γ ·Π(ωC2m+1) = −1, so
that Γ ·Π = ρ− with pinor module P = P−. However, from the results of Appendix A, we know
that on restriction from Cl2m+1 to Spin(2m + 1) ⊂ Cl02m+1 ∼= Cl2m, ρ+ and ρ− are equivalent
and irreducible. Therefore, by making the identification Γ · Π = ρ+, equations (2.3.15) and
(2.3.16) explicitly provide the 2m-dimensional complex spin representation of Spin(2m+ 1) on
the spinor space S = P+ ∼= Λ∗(U
C
):
Γ ·Π : Spin(2m+ 1) ⊂ Cl02m+1 ∼= EndC(S) . (2.3.18)
2.3.3 Spin(1, 2m)
The construction in this case is the most relevant for the later work on eleven-
dimensional supergravity, and is somewhat analogous to the preceding Riemannian case in
odd dimensions.
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We begin again with the real vector space V = R2m with orthonormal basis
{e1, · · · , e2m}, standard inner product ( , ) and orthogonal complex structure J . As before, J
induces a natural splitting V = U ⊕ J(U), where U is the real subspace spanned by the first
m basis elements and J(ei) = ei+m for i = 1, · · · ,m. Again, we let Γ be defined as in (2.3.10).
Now, let V ′ = V ⊕ Re0 where (e0, e0) = −1, so that V ′ ∼= R1,2m, and complexify to obtain
V ′
C
= C ⊗ V ′ ∼= C1,2m. Since there is essentially one unique complex Clifford algebra in each
dimension regardless of signature [28], we have Cl(V ′
C
) = Cl2m+1.
In this case, we define a projection map by
Πˇ : Cl2m+1 −→ Cl2m
where Πˇ(e0) = iω
C
2m and Πˇ(eI) = eI , I = 1, · · · , 2m , (2.3.19)
and ωC2m is defined as above.
Now, defining Γ0 = Γ · Πˇ(e0), we see that this projection encapsulates the Lorentzian nature
of the underlying space V ′, since (Γ0)
2 = −1 so that Γ0 is timelike. Thus the (2m + 1) gamma
matrices are
Γj := Γ · Πˇ(ej) = ej ∧ · + ejy ·
Γj+m := Γ · Πˇ(ej+m) = iej ∧ · − iejy ·
Γ0 := Γ · Πˇ(e0) = im+1Γ1Γ2 · · ·Γ2m , (2.3.20)
where 1 ≤ j ≤ m. Note that Γ0 is anti-Hermitian, and also that {Γ0,ΓI} = 0, I = 1, · · · , 2m,
so that the Clifford algebra relations in Lorentzian signature are satisfied, {ΓA,ΓB} = 2ηAB1,
for A,B = 0, 1, · · · , 2m. Thus Γ · Πˇ also provides a representation of the algebra Cl2m+1 on the
space P = Λ∗(U
C
).
Now, the complex volume form in this case is ωˇC2m+1 = i
me0e1 · · · e2m. As above, we dis-
tinguish the two inequivalent pinor representations ρ± of Cl2m+1 by their action on the vol-
ume form. With the gamma matrices defined as in (2.3.20) we find that Γ · Πˇ (ωˇC2m+1) = i,
so that we have the identification Γ · Πˇ = ρ+ and the 2m-dimensional pinor module is then
P
+ = P = Λ∗(U
C
). Note that the other representation occurs, i.e. Γ · Πˇ = ρ−, if we set
Πˇ(e0) = −iωC2m.
From the results of Appendix A, we know that on restriction from Cl2m+1 to
Spin2m+1 ⊂ Cl02m+1 ∼= Cl2m, the representations ρ+ and ρ− are equivalent and irreducible.
Therefore, by making the identification Γ · Πˇ = ρ+, equations (2.3.19) and (2.3.20) explicitly pro-
vide the 2m-dimensional complex spin representation of
Spin(1, 2m) on the spinor space S = P+ = Λ∗(U
C
):
Γ · Πˇ : Spin(1, 2m) ⊂ Cl02m+1 ∼= EndC(S) . (2.3.21)
The representation ρ− can be specified in an analogous way.
2.3.4 Spin(1, 2m+ 1)
Here, we will just outline the procedure, since the construction involves a simple combination
of the ideas used in the previous two cases. An explicit formulation of the two inequivalent
spin representations of Spin(1, 2m + 1) can be obtained by restricting the unique pinor rep-
resentation of Cl2m+2. In this case, we start with the real vector space V ∼= R2m+1 equipped
with standard Euclidean inner product ( , ), orthonormal basis {e1, · · · , e2m+1} and orthogo-
nal almost complex structure J . Then with V ′ = V ⊕ Re0 where (e0, e0) = −1, we have that
Cl(V ′
C
) ∼= C⊗ Cl1,2m+1 = Cl2m+2.
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Proceeding as in the previous cases, we can determine the gamma matrices which provide
the inequivalent 2m+1-dimensional irreducible representations of Spin(1, 2m+1) on the spinor
modules which in this case, are isomorphic toΛ∗(U
C
), whereU
C
is the complex span of the basis
elements {e1, · · · , em+1}. This concludes the outline of the formalism which will be extensively
utilised in later chapters.
2.4 SPIN-INVARIANT INNER PRODUCTS
In this section, we will briefly review a method for constructing the spin-invariant bilinear
forms associated to a given set of spinors, which can be found in [20]. This will be of great use
in later chapters, where we can use this procedure to determine the set of spacetime exterior
forms which arise from a set of Killing spinors. A great deal of further information regarding
spin-invariant inner products can also be found in [30], for example.
We begin from the representation of Spin(2m) described above in section 2.3. Define the
following endomorphisms of P = Cl(U
C
) = Λ∗(U
C
):
α = Γ1Γ2 · · ·Γm , β = Γm+1Γm+2 · · ·Γ2m .
Now, let σ, τ ∈ P. Define A(σ) = α(σ∗) and B(σ) = β(σ∗), where ∗ is the complex conjugation
operation with respect to P = Cl(U
C
). Then to each of these operators we associate a bilinear
form by
A(σ, τ) =< A(σ), τ > and B(σ, τ) =< B(σ), τ > ,
Using the explicit representation, it is straightforward to show thatA andB possess the follow-
ing properties¶:
Lemma 2.4.1.
1.
A2 =
{
1 ifm ≡ 0, 1(mod 4)
−1 ifm ≡ 2, 3(mod 4) B
2 =
{
1 ifm ≡ 0, 3(mod 4)
−1 ifm ≡ 1, 2(mod 4)
2. Ifm is even, A and B preserve chirality. Ifm is odd, A and B reverse chirality.
3. A and B are Spin(2m)-equivariant, conjugate-linear operators on P.
4. For oddm, A is Pin(2m)-equivariant and for evenm, B is Pin(2m)-equivariant.
As described in section 2.3, on restricting from Cl2m to Spin(2m), the space of pinors splits
into two spinor modules of differing chirality as P = S+ ⊕ S−. In terms of the isomorphism
with the exterior algebra of U
C
, the spinor modules respect the grading,
S
+ ∼= ΛEven(U
C
) and S− ∼= ΛOdd(U
C
) . (2.4.1)
Suppose thatm is even, so thatA andB preserve chirality as in the second part of the preceding
lemma. Then, we find that S+ and S− are in fact orthogonal with respect to both A andB. This
is because theHermitian inner product between two exterior forms is only non-vanishingwhen
they are of the same degree, and this certainly cannot be the case when the forms are of differing
chirality. Also, observe that whenm is odd, A and B reverse chirality, which implies that they
provide conjugate-linear isomorphisms between the equivalent modules S+ and S−.
Now we come to a result which is crucial for constructing bilinear forms which are spin-
invariant:
¶Note that our results differ from those of Wang in [20], due to our differing conventions in defining the gamma
matrices.
2.4 Spin-invariant Inner Products 24
Proposition 2.4.2.
1.
m (mod4) 0 1 2 3
A Symmetric Symmetric Skew Skew
B Symmetric Skew Skew Symmetric
2. A andB are Spin(2m)-invariant.
3. For evenm, A is Pin(2m)-invariant; for oddm,B is Pin(2m)-invariant.
Again, these results can be proved using the explicit representation given in equation (2.3.10).
Now, as a consequence of this proposition, we can prove that
Theorem 2.4.3. For even m, A is Spin(1, 2m)-invariant; for oddm,B is Spin(1, 2m)-invariant.
It is straightforward to see this, when we consider that the Lie algebra of
Spin(1, 2m) is generated by elements of the form ΓJΓK and Γ0ΓK , where J,K = 1, · · · , 2m.
The former products generate the group elements of Spin(2m), so from Proposition 2.4.2 we
know that both bilinear forms are invariant under such transformations. However, products
of the form Γ0ΓK contain an odd number of Cl2m gamma matrices, since ΓK will annihilate
itself with the ΓK that occurs in Γ0. Thus elements of the form Γ0ΓK are generators of the
Lie algebra of Pin(2m), so that A and B are Spin(1, 2m)-invariant precisely when they are
Pin(2m)-invariant, whence the result.
Analogous results can easily be obtained for Spin(1, 2m + 1) by considering the neces-
sary explicit representation, but since we will only have cause to investigate Spin(1, 10) and
Spin(1, 4) in later chapters, we will not pursue the Spin(1, 2m+ 1) case here.
2.4.1 SPACETIME FORMS FROM COMPLEX SPINORS
Now, suppose that (M,g) is a complete and simply-connected real Lorentzian spin-manifold, of
dimension n. Let {e0, e1, · · · , en−1} be an orthonormal basis forM , and construct the subspace
U and complex pinor module P ∼= Λ∗(U
C
) according to whether n is even or odd, as in section
2.3. Then, we have the well-known isomorphism [33], [20]
P
⋆ ⊗ P ∼= End
C
(P) , (2.4.2)
where P⋆ is the dual representation of P. Since End
C
(P) ∼= Cln ∼= Λ∗(Cn) according to our
formalism, (2.4.2) implies that
P
⋆ ⊗ P ∼= Λ∗(Cn) ∼= Λ∗(TM)⊗ C , (2.4.3)
where the second isomorphism follows from the fact that complexification does not depend on
signature [33]. This tells us that every tensor product of pinors can be written as an element of
the complexified exterior algebra of the spacetime. Since the associated spinor spaces satisfy
S ⊆ P regardless on whether n is even or odd, therefore every tensor product of spinors can
also be represented by a spacetime exterior form. This means that the spin-invariant inner
products A and B, which were defined in the previous section, can be used to construct the
full set of spacetime exterior forms associated to a given set of spinors. Since the product is
spin-invariant, consequently so are the exterior forms [20].
Let us outline this procedure explicitly. Suppose that M is as above with dimension n,
which may be odd or even, and with spinor module S. Take {σa}Nsa=1 to be a set ofNs elements
of S.
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Now, let F denote whichever of A or B is Spin(1, n − 1)-invariant (this can be obtained
from Theorem 2.4.3 in the case of Spin(1, 2m)). Then the associated exterior p-forms are simply
defined by
αab(p) =
1
p!
F(σa , Γi1 · · ·Γipσb ) ei1 ∧ · · · ∧ eip , (2.4.4)
for a, b = 1, · · · , Ns and p = 0, · · · , n. These are the spacetime forms which are invariant under
Spin(1, n− 1).
Although initially it looks as if we may have a large number of forms to compute from
a given set of spinors, however due to the isomorphism Λp ∼= Λn−p arising from Poincare´
invariance, we need only compute forms up to degree n2 if n is even, and degree
n−1
2 if n is odd.
CHAPTER 3
α′-CORRECTIONS TO HETEROTIC STRING
BACKGROUNDS
The heterotic superstring may be described by a supersymmetric non-linear sigma-model cou-
pled to (1, 0) supergravity [43], [44], [42], [59]. In the sigma-model approach, anomalies arise
from the requirements of general coordinate invariance and invariance of the Yang-Mills gauge
field, yet these can be cancelled by the implementation of a Green-Schwartz anomaly-cancellation
mechanism. This amounts to correcting the Bianchi identity for the three-form field strength
with a term which is proportional to α′.
On the other hand, the low-energy dynamics of the heterotic string may be described by
N = 1, D = 10 effective supergravity coupled to a Yang-Mills gauge field. The equations of
motion are derived from requiring that the sigma-model be conformally invariant [45]. This is
equivalent to the vanishing of the beta-functions, which are calculated perturbatively with α′ as
the loop expansion parameter. At zeroth order in α′ the vanishing of the beta functions yields
the field equations for N = 1 supergravity. Higher order terms are associated with ‘stringy’
corrections to the background.
Since anomaly-cancellation requires that a term of order α′ be introduced in the Bianchi
identity, in this chapter we investigate the consequences of taking α′-corrections to the field
and Killing spinor equations into account. We argue that this is a necessary consideration if the
background solution is to be consistent with anomaly-cancellation.
In particular, we focus on heterotic backgrounds which are associated to sigma-models pos-
sessing (2, 0) world-sheet supersymmetry. This is motivated by the fact that such models are
required for the preservation of supersymmetry in compactifications of the formM×X, where
M is Minkowski space and X is a six-dimensional compact internal manifold [48], [42]. We
compute the α′-corrections to each field, demonstrate how the field and Killing spinor equa-
tionsmay be satisfied, then apply these results to the case of (2, 0) Calabi-Yau compactifications.
3.1 FIELD AND KILLING SPINOR EQUATIONS
The action for a sigma-model possessing (2, 0) world-sheet supersymmetry can be written in
(1, 0) superfields as [40], [42]
I = − 1
4πα′
∫
d2xdθ
{
(gij + bij) iD+Φ
i∂−Φ
j +Ψ−a
(
D+Ψ
a
− +Ai
a
bD+Φ
iΨb
)}
, (3.1.1)
where g and b depend on the superfields Φi, i, j = 0, · · · , 9, the super-covariant derivative is
D+ = ∂/∂θ− + iθ−∂+ and ∂± = ∂/∂x
0 ± ∂/∂x1.
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The low-energy dynamics of the heterotic string can be described by N = 1 effective su-
pergravity in ten dimensions [45]. The bosonic fields of this theory are the spacetime metric
g, the Neveu-Schwarz two-form potential b with fieldstrength H , the gauge connection A and
the dilaton Φ. We will be investigating heterotic backgrounds with non-zero torsion, and so we
define connections with torsion by
∇(±)M Y N = ∇MY N ±
1
2
HNMRY
R ,
where ∇ is the Levi-Civita connection of the metric g and M,N,R = 0, 1 . . . , 9 are spacetime
indices. It is also useful to define the components of the connection with torsion as
Γ(±)NMR = Γ
N
MR ±
1
2
HNMR ,
and to denote their associated curvature tensors by R(±)MN
P
Q.
As has already been mentioned, in N = 1, D = 10 supergravity there are anomalies arising
from the graviton and the gauge field. However, since we require that the heterotic string is
anomaly-free, theGreen-Schwarz anomaly cancellation mechanismmust be imposed to ensure that
the supergravity theory provides a consistent low-energy description of the heterotic string.
This amounts to adding a suitable finite local counterterm to the Lagrangian as a means of
removing the anomaly, which is achieved by modifying the Yang-Mills gauge transformation
of the two-form b so that the gauge-invariant field strength is of the form∗ [59]
H = db− α
′
4
(
Q3(Γ
(−))−Q3(A)
)
+ O(α′2) , (3.1.2)
where the Q3 terms are the Chern-Simons three-forms associated to the connections Γ
(−) and
A respectively. Consequently, we have
dH = −α′P + O(α′2) , where P = 1
4
[
tr(R(−) ∧R(−))− tr(F ∧ F )
]
, (3.1.3)
and the trace on the gauge indices is taken as
trF ∧ F = F ab ∧ F ba , F = dA+A2 .
Similarly for the trace of R(−), which is the curvature of the connection ∇(−). Our conventions
are determined by
RMN
P
Q = ∂MΓ
P
NQ − ∂NΓPMQ + ΓPMRΓRNQ − ΓPNRΓRMQ ,
and the Ricci tensor is RMN = RPM
P
N . We note that the four-form P is proportional to the
difference of the Pontrjagin forms of the spacetime tangent bundle and the Yang-Mills bundle
of the heterotic string.
The anomaly cancellation mechanism requires that the field strength receives a correction of
orderα′, and so for consistency, we will investigate the field equations to first-order in α′. These
are obtained from the vanishing of the two-loop beta functions in the sigma-model perturbation
theory, which is a consequence of conformal invariance [44], [45]. The effective field equations
of the heterotic string† are thus
RMN +
1
4
HRMLH
L
NR + 2∇M∂NΦ
+α′
1
4
[R(−)MPQRR
(−)
N
PQR − FMPFNP ] + O(α′2) = 0
∇M
(
e−2ΦHMRL
)
+ O(α′2) = 0
∇(+)M (e−2ΦFMN ) + O(α′2) = 0 , (3.1.4)
∗Our form conventions are ω(k) =
1
k!
ωi1,...,ikdx
i1 ∧ · · · ∧ dxik .
†We work in the string frame.
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where gauge indices on F have been suppressed. We will refer to the field equations at zeroth-
order in α′ as the uncorrected field equations. Note that there is also a field equation for the dilaton
Φ. However, this is implied by the first two equations above and so we will not consider it
explicitly.
Now, let {ΓM : M = 0, · · · , 9} generate a basis of the Clifford algebra Cl(1, 9), so that
ΓMΓN + ΓNΓM = 2gMN and define ΓM1···Mk = Γ[M1 · · ·ΓMk]. The group Spin(1, 9) has two
inequivalent sixteen-dimensional irreducible spinor representations, with associated spin bun-
dles S±. Let ǫ be a section of S+. Then the Killing spinor equations in the string frame are
[47]
∇(+)ǫ+ O(α′2) = 0 (3.1.5)(
ΓM∂MΦ− 1
12
HMNRΓ
MNR
)
ǫ+ O(α′2) = 0 (3.1.6)
FMNΓ
MNǫ+ O(α′2) = 0 . (3.1.7)
These equations are associated with the supersymmetry transformations of the gravitino, di-
latino and gaugino, respectively. Note that the first equation is the parallel transport equation
for the connection with torsion∇(+).
3.2 HETEROTIC STRING BACKGROUNDS
In the remainder of this chapter, the aim is to take a background solution of the uncorrected
field equations and deform it slightly, by adding perturbations of order α′ to each field. Then
by substituting these perturbed fields into the two-loop field equations (3.1.4) and the Killing
spinor equations (3.1.5), (3.1.6) and (3.1.7), we can find constraints on the deformations and try
to solve them. In achieving this, we therefore find what type of deformations are allowed and
investigate the geometric consequences for the spacetime manifold.
3.2.1 UNCORRECTED BACKGROUNDS
Let us start with a solution to the uncorrected field equations, i.e. a zeroth-order background:
ds2 = g˚MNdX
MdXN = ds2(R10−2m) + ds2(Xm)
H˚ =
1
3!
H˚ijk(y)dy
i ∧ dyj ∧ dyk
Φ˚ = Φ˚(y)
A˚ = A˚i(y)dy
i (3.2.1)
where {yi : i = 1, · · · , 2m} are coordinates on an internal manifold Xm, of complex dimension
m ≤ 4. At this stage, Xm may be compact or non-compact. Also, we see from (3.1.3) that
dH˚ = 0.
The requirement that the background (˚g, H˚, Φ˚, A˚) be compatible with (2, 0) world-sheet su-
persymmetry constrains Xm to be an Hermitian manifold with complex structure J , which is
parallel with respect to the connection ∇(+) [48]. These conditions mean that (Xm, J, g˚) is a
Ka¨hler with torsion (KT) manifold (see section 2.1 for more details).
Although (˚g, H˚, Φ˚, A˚) is a solution to the uncorrected field equations, it does not necessarily
mean that these fields also solve the Killing spinor equations. However, in [47] and [53] it has
been shown that the fields will solve the gravitino, dilatino and gaugino equations provided
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that the following conditions hold, respectively:
Hol(∇(+)) ⊆ SU(m)
θ = 2dΦ˚
F˚2,0 = F˚0,2 = 0 and Ω˚
ijF˚ij = 0 , (3.2.2)
where
Hol(∇(+)) is the holonomy of the connection∇(+),
θi =
1
2
J jiH˚jklΩ
kl is the Lee form of the KT manifold (Xm, J, g˚),
F˚ = dA˚+ A˚ ∧ A˚ ,
Ω˚ij = g˚ikJ
k
j is the Ka¨hler form onXm.
The conditions on the field strength tell us that F˚ is a traceless (1, 1)-form with respect to the
complex structure, and so it must take values in the Lie algebra su(m). Furthermore, the con-
dition θ = 2dΦ˚ says that the Lee form is exact. KT manifolds with an exact Lee form are called
conformally balanced, hence the preservation of world-sheet and spacetime supersymmetry im-
plies that Xm is a conformally balanced KT manifold. It can also be shown that backgrounds
which satisfy equations (3.2.2) preserve 21−m of the spacetime supersymmetry.
3.2.2 BACKGROUND DEFORMATIONS
As has been explained, the D = 10 supergravity anomaly can be removed by the Green-
Schwarz mechanism, provided the three-form field strength H receives a correction of order
α′, as in (3.1.2). So, to find solutions of the field equations that are consistent with anomaly
cancellation, we must consider the effective field equations to order α′, as in equations (3.1.4).
These are the zeroth-order equations plus α′-corrections. Therefore, we treat a solution to these
equations as a small perturbation or deformation of a solution to the zeroth-order equations.
This is implemented by expanding the background fields in terms of α′:
g = g˚ + α′h+ O(α′2)
H = H˚ + α′T + O(α′2)
Φ = Φ˚ + α′ϕ+ O(α′2)
A = A˚+ α′C + O(α′2) . (3.2.3)
We assume that (˚g, H˚, Φ˚, A˚) is a solution to the uncorrected effective field equations, and so
(h, T, ϕ,C) can be thought of as the first-order deformation of the zeroth-order solution. Hence
we refer to (g,H,Φ, A) variously as the ’corrected’, ’deformed’, ’perturbed’ or ’first-order’ so-
lution to the field equations.
Once the α′-corrections are taken into account, we expect a solution of (3.1.4) to be of the
form
ds2 = gMNdX
MdXN = ds2(R10−2m) + ds˜2(Xm)
H =
1
3!
Hijk(y)dy
i ∧ dyj ∧ dyk
Φ = Φ(y)
A = Ai(y)dy
i , (3.2.4)
where ds˜2(Xm) = gijdy
idyj .
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Now, an important point to consider is the issue of how the geometry ofXm changes as the
zeroth-order solution receives α′ corrections. However, this was addressed in [54], where it was
shown that (2, 0) world-sheet supersymmetry can be preserved at all orders in sigma-model
perturbation theory. For us, this means that if the manifold (Xm, J, g˚) is KT, then since (2, 0)
world-sheet supersymmetry is preserved at higher loops, the corrected manifold (Xm, J, g)
will still be KT, although the torsion H is no longer necessarily closed at first-order in α′, due
to (3.1.3).
The final preparatory considerations are regarding the number of spacetime supersymme-
tries of the deformed solution. Even though (˚g, H˚, Φ˚, A˚) is assumed to be spacetime supersym-
metric, there is no guarantee that the corrected solution (g,H,Φ, A) will be. Since we wish to
find supersymmetry-preserving deformations, we therefore insist that the deformed solution
(g,H,Φ, A) preserves all 2(1−m) of the supersymmetry. Also, the Killing spinor equations do
not receive additional corrections at order α′, and so the form of the first-order equations with
respect to the first-order deformed fields is identical to the form of the zeroth-order equations
with respect to the undeformed fields‡. Thus the arguments of [47], [53] hold for the two-loop
Killing spinor equations with respect to the corrected fields. This means that the corrected so-
lution (Xm, J, g) should also satisfy equations (3.2.2), with all quantities expressed in terms of
the deformed metric, gauge field and dilaton. In particular, it is also a conformally balanced
manifold, and its holonomy (with respect to the deformed metric) is contained in SU(m).
To summarise the above discussion, we can state a priori that the deformations of the geom-
etry of Xm to first-order in α
′ satisfy the following two properties:
• the holonomy of Xm with respect to the deformed metric is contained in SU(m);
• Xm is a conformally balanced KT manifold.
Using these properties and the fact that (˚g, H˚, Φ˚, A˚) solves the field and Killing spinor equations
at zeroth-order in α′, we can substitute the deformed fields (g,H,Φ, A) into equations (3.1.4),
(3.1.5), (3.1.6) and (3.1.7) and find the resulting constraints on the deformations (h, T, ϕ,C).
3.3 SOLUTION OF THE KILLING SPINOR EQUATIONS
We begin by turning our attention to the solution of the gravitino and dilatino Killing spinor
equations. To solve these, we must specify the deformations
(g,H,Φ, A) = ( g˚ + α′h , H˚ + α′T , Φ˚ + α′ϕ , A˚+ α′C ) (3.3.1)
which preserve the properties that Hol(∇(+)) ⊆ SU(m) and (Xm, J, g) is a conformally bal-
anced KT manifold, see equations (3.2.2). In this analysis, we consider deformations which
preserve the hermiticity of the metric with respect to the complex structure J . In other words,
the deformations of the metric must satisfy hαβ = 0, where α, β = 1, · · · ,m label the holomor-
phic coordinates on Xm.
Let us first consider the gravitino equation (3.1.5), which is solved automatically ifHol(∇(+)) ⊆
SU(m). Recall from section 2.1 that the requirement of Hol(∇(+)) ⊆ U(m) leads to the condi-
tion Γ
(+)
i
α
β¯ = 0. This condition then enables us to derive the independent component of the
torsion, see equation (2.1.4). Now, substituting the field expansions for (g,H) into this equation
and neglecting terms of second order in α′, it follows thatHol(∇(+)) ⊆ U(m) provided that the
deformation for the torsion is
Tαβγ¯ = −∇˚αhβγ¯ + ∇˚βhαγ¯ , (3.3.2)
‡However, this is not the case at higher orders, where the equations receive loop corrections, [55].
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where ∇˚ is the Levi-Civita connection of the metric g˚ and Tα¯β¯γ = (Tαβγ¯)∗. The rest of the
components of T vanish, since the torsion of a KT geometry is a (2, 1) + (1, 2)-form.
Next, the deformation of the U(1) part of the connection, i.e. the connection of the canonical
bundle ofXm induced by ∇(+) = ∇(+)(g,H), can be found from (2.1.8) to be
ωα = ω(˚g)α + α
′
{
2i∇˚βhαβ − i∇˚αhββ + iH˚δββhαδ − iH˚αβγ¯hβγ¯
}
+ O(α′2) , (3.3.3)
where ω(˚g) is the connection of the canonical bundle induced by ∇˚(+) = ∇(+)(˚g, H˚), and we
have ωα¯ = (ωα)
∗. Indices have been raised with the zeroth-order metric g˚.
As we have seen in section 2.1, a necessary and sufficient condition forHol(∇(+)) ⊆ SU(m)
is that the curvature of the canonical bundle vanishes, dω(g) = 0. For the connection (3.3.3),
since the zeroth-order manifold is KT, we have dω(˚g) = 0, so that the zeroth-order part of the
curvature vanishes. Therefore, a sufficient condition for the the curvature of ω(g) to vanish,
and hence for Hol(∇(+)) to remain in SU(m) after α′-corrections, is that
2∇˚βhαβ − ∇˚αhββ + H˚δββhαδ − H˚αβγ¯hβγ¯ = 0 . (3.3.4)
Observe that (3.3.4) and its complex conjugate provide 2m constraints on the possible de-
formations of the metric. This is the same as the number of degrees of freedom that we have
for infinitesimal diffeomorphisms of the manifoldXm. Furthermore, there is some redundancy
in specifying the deformation h up to an infinitesimal diffeomorphism generated by a vector
field v, i.e.
h′
αβ¯
= hαβ¯ + ∇˚αvβ¯ + ∇˚β¯vα . (3.3.5)
On these grounds, we conjecture that (3.3.4) is a gauge-fixing condition for allowable diffeo-
morphisms of Xm. Later on, we will see further indications that this is a justifiable gauge
choice.
Now, we turn to the solution of the dilatino Killing spinor equation (3.1.6). From (3.2.2),
this equation can be re-cast in the form θ(˚g) = 2dΦ˚, from which we see that (Xm, g˚, J) being
conformally balanced is equivalent to the zeroth-order dilatino equation being satisfied. There-
fore, to show that (3.1.6) is satisfied to first-order in α′, we must demonstrate that Xm remains
conformally balanced after the field deformations are taken into account.
Using the formula for the Lee form given in equation (2.1.6), we can compute its first-order
deformation to find
θα = θ(˚g)α + α
′
{
∇˚α(˚gβγ¯hβγ¯)− ∇˚βhαγ¯ g˚βγ¯ + 1
2
H˚αβγ¯h
βγ¯ − 1
2
H˚ δ¯βγ¯ g˚
βγ¯hαδ¯
}
, (3.3.6)
where θ(˚g) is the Lee form of the uncorrected geometry. Substituting (3.3.4) into (3.3.6) yields
θα = θ(˚g)α +
α′
2
∇˚α(˚gβγ¯hβγ¯) . (3.3.7)
Now, setting
ϕ =
1
4
g˚βγ¯hβγ¯ =
1
2
g˚ijhij , (3.3.8)
we obtain
θ = 2dΦ , (3.3.9)
so that the corrected Lee form remains exact, as required. This means that Xm remains con-
formally balanced to first-order in α′, and hence the dilatino Killing spinor equation is indeed
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solved to order α′. Moreover, from equation (3.3.8), we now see that the deformation of the
dilaton is also determined in terms of that of the metric:
Φ = Φ˚ +
α′
4
g˚βγ¯hβγ¯ + O(α
′2) . (3.3.10)
Therefore, the condition given in equation (3.3.4) is sufficient to to ensure that both the gravitino
and dilatino Killing spinor equations are satisfied to first-order in α′.
So far, we have determined the deformation of the torsion and the dilaton in terms of the
metric correction. It remains to examine the gaugino Killing spinor equation and the conditions
on the gauge connection. However, we postpone this until after the investigation of the field
equations of the metric and the two-form gauge field strength.
3.4 SOLUTION OF THE FIELD EQUATIONS
Having derived the conditions for the deformations to satisfy the gravitino and dilatino Killing
spinor equations, we now focus on the solutions of the field equations for the metric and the NS
two-form potential§. In particular, we show that at first-order in α′ both of these field equations
are satisfied provided that the heterotic anomaly-cancellation condition holds. We begin by
assuming that the background (˚g, H˚, Φ˚, A) satisfies the field equations (3.1.4) at zeroth order in
α′.
3.4.1 THE EINSTEIN EQUATION
The preliminary step is to substitute the field expansions (3.2.3) into the field equation for the
metric, (3.1.4), and collect the terms linear in α′. However, let us first define the Lichnerowicz
operator ∆L, which arises naturally in this calculation. For any Riemannian manifold (M, g˚)
with associated Levi-Civita connection ∇˚, we have
Rij (˚g + ǫh) = Rij + ǫ∆Lhij +O(ǫ2) . (3.4.1)
In other words,∆L is the first-order deformation of the Ricci tensor under a small perturbation
of the metric. One can show that
∆Lhij = − 1
2
∇˚2hij − R˚ikjlhkl + 1
2
∇˚i∇˚khkj + 1
2
∇˚j∇˚khki
− 1
2
∇˚i∇˚jhkk + 1
2
R˚kih
k
j +
1
2
R˚kjh
k
i . (3.4.2)
Now, substituting the field expansions into the Einstein equation (3.1.4), we find the term linear
in α′ to be
∆Lhij − 1
4
H˚imnTj
mn − 1
4
H˚jmnTi
mn +
1
2
hmng˚klH˚imkH˚jnl
+ 2∇˚i∂jϕ− g˚kl(∇˚ihjk + ∇˚jhik − ∇˚khij)∂lΦ˚ + Sij = 0 , (3.4.3)
where we have defined
Sij =
1
4
{
R(−)iklmR
(−)
j
klm − F˚ikabF˚jkab
}
, (3.4.4)
the two-loop contribution to the beta function. The curvatureR(−) is with respect to (˚g, H˚), and
F˚ = F (A˚).
§As was previously mentioned, these equations imply the field equation for the dilaton.
3.4 Solution of the Field Equations 33
To show that the Einstein equation can be solved for the deformed metric g, we must solve
equation (3.4.3) in terms of the deformation h, which clearly will be a non-trivial process. How-
ever, as was mentioned in section 3.2.2, if we assume that spacetime supersymmetry is pre-
served despite the deformation of the fields, then this means that Xm remains conformally
balanced and possesses SU(m) holonomy at order α′. Therefore, we are entitled to use condi-
tion (2.1.9) to simplify the field equation for the metric deformation in the following way. We
proceed by substituting the field expansions (3.3.1) into (2.1.9). Neglecting terms of order α′2,
the terms which are linear in α′ are related by
∆Lhij − 1
2
H˚mn(iTj)
mn +
1
2
hmng˚klH˚imkH˚jnl + 2∇˚i∂jϕ
− g˚kl
(
∇˚ihjk + ∇˚jhik − ∇˚khij
)
∂lΦ˚ =
1
4
JkidTkjmnΩ˚
mn , (3.4.5)
where Ω˚ is the Ka¨hler form with respect to g˚. Note that there is no explicit contribution from
the metric deformation to the right-hand side. This is because the torsion is closed at zeroth
order, dH˚ = 0.
Now, we can simplify the first-order part of the Einstein equation by substituting (3.4.5) into
(3.4.3), to give
1
4
JkidTkjmnΩ˚
mn + Sij = 0 . (3.4.6)
In fact, we will now see that the anomaly-cancellation condition implies the field equation of
the metric. To first order in α′, (3.1.3) gives
dT = −P = −1
4
[
R(−)kl ∧R(−)lk − F ab ∧ F ba
]
, (3.4.7)
where P depends on the uncorrected fields (˚g, H˚, A˚). Using the facts that Hol(∇(+)) ⊆ SU(m)
and that R
(−)
ij,kl = R
(+)
kl,ij provided dH˚ = 0 [59], we can deduce some useful identities for the
curvature:
R(−)mn
i
jJ
m
kJ
n
l = R
(−)
kl
i
j , Ω˚
mnR(−)mn
i
j = 0 . (3.4.8)
Also, as a consequence of assuming that the zeroth-order background is supersymmetric, the
gaugino equation provides similar conditions for the field strength F [47]:
Fmn
a
bJ
m
kJ
n
l = Fkl
a
b , Ω˚
mnFmn
a
b = 0 . (3.4.9)
Now, contracting the anomaly-cancellation condition (3.4.7) with the zeroth-order
Ka¨hler form Ω˚ and using conditions (3.4.8) and (3.4.9), we obtain the field equation for the
deformation of the metric (3.4.6) exactly. Therefore, in order to solve this equation, it is suffi-
cient to show that the anomaly-cancellation condition (3.4.7) can be satisfied, which we now
proceed to do.
Substituting (3.3.2) into (3.4.7), we find that
P = −2i∂∂¯Υ , (3.4.10)
where we have defined the (1, 1)-form Υij = hikJ
k
j , which can be thought of as the first-order
deformation of the Ka¨hler form. The global anomaly-cancellation condition requires that P
be exact. It is therefore an exact, real (2, 2)-form. On a compact Ka¨hler manifold, the global
∂∂¯-lemma says that there exists a globally defined (1, 1)-form such that (3.4.10) is satisfied.
However, Xm is Hermitian but at this stage need not necessarily be either compact or Ka¨hler.
Therefore the ∂∂¯-lemma does not apply in this form in general¶. This means that under these
¶See [60] for a more general formulation of the lemma on Hermitian manifolds.
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circumstances, (3.4.10) cannot be solved globally in general. Nevertheless, we can use this
constraint to say that a sufficient condition for (3.4.10) to be solved globally, is that the ∂∂¯-
lemma is valid, in a manner analogous to the Ka¨hler case. In other words, a sufficient condition
for a spacetime supersymmetric background with non-zero torsion to satisfy the metric field
equation to first-order in α′, is that there exists a globally defined (1, 1)-formΥ such that (3.4.10)
is satisfied. Assuming the validity of this generalised lemma, we see that the field equation for
the deformation of the metric, (3.4.3), is now solved via the anomaly-cancellation condition
(3.4.7).
Further work needs to be done to obtain a necessary condition for the solution to the Ein-
stein equation. Such a condition would constitute a concrete starting point from which we may
investigate deformations. Nevertheless, given that the ∂∂¯-lemma can be generalised locally to
Hermitian manifolds, the sufficient condition which we have obtained above is a reasonable
assumption to ensure that the metric of Xm solves its field equation. In this way, we have de-
termined a particular class of heterotic backgrounds which solve the field and Killing spinor
equations to first-order in α′ and also satisfy the anomaly-cancellation condition. A different
approach would be required to obtain a full classification of such solutions.
Observe that the solution to the anomaly-cancellation condition (3.4.10) is not
unique. Indeed, if Υ is a solution, then
Υ′ = Υ+ ∂w¯ + ∂¯w (3.4.11)
for some (1, 0)-form w, is also a solution. However, setting v = −iw, this equation tells us that
Υ′
αβ¯
= −i
(
hαβ¯ + ∇˚αvβ¯ + ∇˚β¯vα
)
, (3.4.12)
so that the gauge freedom in specifying Υ is equivalent to the freedom we have in specifying
themetric deformation h up to an infinitesimal diffeomorphism generated by the vector v, as in
(3.3.5). Therefore having determined Υ from (3.4.10), we still have the gauge freedom to solve
the supersymmetry condition (3.3.4).
3.4.2 THE NS TWO-FORM FIELD EQUATION
It remains to show that the field equation for the NS two-form gauge potential can also be
satisfied by the deformed fields (3.3.1). We demonstrate this by utilising an identity proved in
[58] (Corollary 3.2), which can be stated as follows: Let (Xm, g, J) be a conformally balanced
KT manifold with torsionH , such that dH 6= 0, and Hol(∇(+)) ⊆ SU(m). Then,
∇iHijk = θiH ijk , (3.4.13)
where∇ is the Levi-Civita connection onXm.
We know that both KT manifolds (Xm, g˚, J) and (Xm, g, J) are conformally balanced and
haveHol(∇(+)) ⊆ SU(m), because of supersymmetry requirements. Therefore, (3.4.13) is valid
for both the uncorrected and corrected KT structures, and so the torsion and Lee forms for each
structure satisfy (3.4.13).
For the α′-corrected background (g,H,Φ, A), the field equation for the NS two-form is
−2∂iΦH ijk +∇iHijk + O(α′2) = 0 . (3.4.14)
Using (3.4.13), we can write this as
(θi − 2∂iΦ)H ijk + O(α′2) = 0 , (3.4.15)
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which vanishes identically, since (Xm, J, g) is conformally balanced with θ = 2dΦ (see section
3.3).
By assumption, the NS field equation holds for the uncorrected background
(˚g, H˚, Φ˚, A˚), and we have shown here that it also holds for the deformed fields
(g,H,Φ, A). Consequently, the part of (3.4.14) which is linear in α′ must be satisfied auto-
matically. Therefore the field equation for the NS two-form gauge potential is solved without
any additional conditions on the metric deformation h.
3.5 THE GAUGINO AND GAUGE FIELD EQUATIONS
In this section we show that the gaugino Killing spinor equation (3.1.7) implies the field equa-
tion of the gauge field after the α′-corrections are taken into account. First, we will prove a
result which gives a relationship between these two equations on a conformally balanced KT
manifold.
3.5.1 ON KA¨HLER MANIFOLDS
We begin by describing a well-known relation between the gaugino Killing spinor equation
and the field equation of a gauge connection on a Ka¨hler manifold. Let E be a vector bundle
over a Ka¨hler manifold (M,G, J), which is equipped with a connection A and corresponding
curvature F . The following conditions, known as the Donaldson equations, constitute a refor-
mulation of the gaugino Killing spinor equation (see, for example, [47], [50]):
F2,0 = F0,2 = 0 , Ω
ijFij = 0 . (3.5.1)
It is known that if the gauge field A satisfies these equations, then it also solves the field equa-
tion
∇iFij = 0 , (3.5.2)
where∇ is the Levi-Civita connection on the Ka¨hler manifold. This can be seen as follows.
With Fαβ = Fα¯β¯ = 0, the independent component of the field equation is
Gγβ¯∇γFβ¯α = 0 . (3.5.3)
SinceM is Ka¨hler, we have Hol(∇) ⊆ U(m), which means that Γαi β¯ = 0 for the components of
the Levi-Civita connection. Consequently, the Bianchi identity∇[iFjk] = 0 yields
∇γFβ¯α = −∇αFγβ¯ (3.5.4)
on a Ka¨hler manifold. The field equation becomes
∇α
(
Gγβ¯Fγβ¯
)
= 0 , (3.5.5)
which is automatically satisfied if the condition ΩijFij = 0 holds. Thus, Donaldson’s equations
(3.5.1) imply the field equation for the gauge field A. Furthermore, it has been shown by Don-
aldson [51] and Uhlenbeck and Yau [52] that if E is a stable bundle over a complex surface, then
there is a unique connection A which solves (3.5.1).
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3.5.2 ON CONFORMALLY BALANCED KT MANIFOLDS
Next, we modify the previous result to include the more general class of manifolds with which
we are presently concerned. Let E be a vector bundle over a non-Ka¨hler, conformally-balanced
KT manifold (M,G, J), equipped with a connection A and corresponding curvature F . Don-
aldson’s equations (3.5.1) can be straightforwardly generalised to KT manifolds by allowing Ω
to be the Ka¨hler form of the Hermitian metric G. We will now show that these equations imply
the field equations
∇(+)i(e−2ΦF (A)ij) = 0 , (3.5.6)
where∇(+) is the connection of the KT structure with torsionH and Lee form θ = 2dΦ.
Let us choose complex coordinates with respect to the complex structure J and and expand
(3.5.6) to give
0 = −2Gγβ¯ (∂γΦ)Fβ¯α +Gγβ¯∇γFβ¯α −
1
2
Gγβ¯H δ¯γβ¯Fδ¯α −
1
2
Gγβ¯HδγαFβ¯δ , (3.5.7)
where∇ is the Levi-Civita connection of the metric G. Now, the Bianchi identity implies that
∇γFβ¯α = −∇αFγβ¯ −∇β¯Fαγ . (3.5.8)
We know thatHol(∇(+)) ⊆ SU(m), so that Γ(+)i αβ¯ = 0 and consequently Γαi β¯ = 12Hαiβ¯ . Hence,
∇γFβ¯α = −∇αFγβ¯ −
1
2
H δ¯ β¯αFδ¯γ −
1
2
H δ¯ β¯γFαδ¯ . (3.5.9)
Assuming that ΩijFij = 0 holds and using that the Lee form (2.1.6) can be written in complex
coordinates as
θα = −Hαβγ¯Gβγ¯ , (3.5.10)
we can contract (3.5.9) with Gγβ¯ to obtain
Gγβ¯∇γFβ¯α = −
1
2
H δ¯ β¯αG
β¯γFδ¯γ −
1
2
θγG
γβ¯Fαβ¯ . (3.5.11)
Substituting this into (3.5.7), we find that the torsion terms cancel and the gauge field equation
reduces to
(θγ − 2∂γΦ)Gγβ¯Fβ¯α = 0 , (3.5.12)
which vanishes identically since (M,J,G) is conformally balanced with θ = 2dΦ. Therefore
Donaldson’s equations (3.5.1) and the Bianchi identity imply the field equations (3.5.6) for a
conformally balanced KT manifold.
3.5.3 SOLUTION TO THE GAUGE FIELD EQUATION
We shall use the result of the previous section to show that the gauge field equation (3.5.6)
can be satisfied when we implement the α′ field deformations (3.3.1). As discussed previ-
ously, we assume that both the uncorrected background (˚g, H˚, Φ˚, A˚) and the α′-corrected back-
ground (g,H,Φ, A) preserve spacetime supersymmetry, so that their corresponding sets of
Killing spinor equations are satisfied, or equivalently, conditions (3.2.2) hold in each case.
This means that the corresponding KT structures (Xm, g˚, J) and (Xm, g, J) are conformally
balanced, and the holonomies of their ∇(+) connections are contained in SU(m). In addition,
both the uncorrected gauge connection A˚ and its deformation A satisfy conditions (3.5.1), the
latter up to linear order in α′.
Applying the result which was proved in the previous section, the Donaldson equations for
each background (˚g, H˚, Φ˚, A˚) and (g,H,Φ, A) ensure that their corresponding field equations
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(3.5.6) are satisfied. This means that since (3.5.6) is satisfied at both zeroth and first-order in α′,
on expanding in terms of α′ for the corrected background, the complicated termwhich is linear
in α′ will vanish identically and therefore this term does not provide additional constraints
on h. In other words, we have demonstrated that the field equation for the gauge potential is
satisfied automatically if supersymmetry is preserved, without any additional conditions on
the deformations.
Using equations (3.5.1) at both zeroth and first-order in α′, the following conditions on the
gauge field deformation C result from the terms which are linear in α′:
∇αCβ −∇βCα = ∇α¯Cβ¯ −∇β¯Cα¯ = 0
hαβ¯F (A˚)αβ¯ + g
αβ¯
(∇αCβ¯ −∇β¯Cα) = 0 , (3.5.13)
where ∇ is the covariant derivative with respect to the gauge connection A˚. The solution of
these equations in terms of C is a complicated procedure and will be pursued no further here.
Rather, we observe that conditions (3.5.13) are satisfied automatically if the Killing spinor equa-
tions are satisfied.
3.6 (2, 0) COMPACTIFICATIONS OF THE HETEROTIC STRING
We now turn our attention to spacetime supersymmetric compactifications of the heterotic
string which also preserve (2, 0) world-sheet supersymmetry. The ansa¨tze for such solutions
is given in (3.2.1), with the additional requirement that the internal space Xm is compact. This
situation was considered in [47], where it was shown that no warp factor is allowed for the
non-compact part of the metric. From the considerations of the previous sections, we know
that such backgrounds are expected to receive α′-corrections if they are to remain consistent
with anomaly-cancellation. Below, we shall investigate the deformations of these backgrounds
that arise on taking α′-corrections into account.
3.6.1 THE ZEROTH-ORDER SOLUTION
From section 3.2, if a compactification is to preserve (2, 0) world-sheet supersymmetry and
21−m of spacetime supersymmetry in (10−2m)-dimensions, then it is required that the internal
manifold Xm be conformally balanced, KT with Hol(∇(+)) ⊆ SU(m), and also in this case,
compact‖. In this section we will consider compactifications to four dimensions of the form
M × X3, where X3 is compact with holonomy contained in SU(3). Furthermore we assume
that the fields are smooth on X3 and that the torsion is closed at zeroth-order, dH˚ = 0. These
assumptions place strong restrictions on the geometry of X3 and in [53], it was shown that
under these conditions, X3 is Calabi-Yau , H˚ = 0 and the dilaton Φ˚ is constant. In addition, at
zeroth-order in α′ the gauge connection A˚ satisfies equations (3.5.1) onX3. These facts form the
basis of our α′ expansion.
Let (˚g, H˚ = 0, Φ˚, A˚) be the uncorrected Calabi-Yau background. In general, the deformed
background (g,H,Φ, A) has non-vanishing torsion H , and the anomaly-cancellation mecha-
nism requires that it is not closed, dH 6= 0. Since the zeroth-order term in H vanishes, H is
purely first-order in α′, so that
H = α′T + O(α′2) . (3.6.1)
Let us now examine the deformations of this background.
‖This assumption is sufficient for the spectrum in (10− 2m) dimensions to be discrete [48].
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3.6.2 THE FIRST-ORDER SOLUTION
In section 3.2, we saw that the deformations of the torsion and dilaton (T, ϕ) are given by equa-
tions (3.3.2) and (3.3.8) and furthermore, both of these are directly determined by the metric
deformation h. Also, since X3 is Calabi-Yau, the ∂∂¯-lemma is applicable, which is sufficient to
ensure that the Einstein equation may be solved. We have also seen that the remaining field
and Killing spinor equations are satisfied without further constraints on the corrected fields,
except for the correction to the gauge field C , which automatically satisfies equations (3.5.13) if
the background is supersymmetric. So it remains for us to show that condition (3.3.4) may be
solved on X3.
Since the torsion vanishes at zeroth-order in α′, we can rewrite (3.3.4) as
∇˚β¯hαβ¯ −
1
2
∇˚α(gγβ¯hγβ¯) = 0 . (3.6.2)
In real coordinates, this equation becomes
∇˚jhji − 1
4
∇˚ihjj = 0 . (3.6.3)
This can be thought of as a gauge-fixing condition for the deformations associated with in-
finitesimal diffeomorphisms of X3 and furthermore, we will now see that this condition can
always be attained.
First, suppose that h does not solve (3.6.3), but that h′ij = hij + ∇˚ivj + ∇˚jvi does, for some
vector v. We can show that such a vector exists in the following way. If h′ satisfies (3.6.2), then
v is determined by
∇˚k∇˚kvi + 1
2
∇˚i∇˚kvk = ∇˚jhji − 1
4
∇˚ihjj . (3.6.4)
The left-hand side is an elliptic operator acting on v, and can be inverted if its kernel is orthog-
onal to the right-hand side of the equation [46], [22]. Now, suppose that X3 is an irreducible
Calabi-Yau manifold and that w is in the kernel of the operator. Then, we have
0 =
∫
X3
wi
(
∇˚k∇˚kwi + 1
2
∇˚i∇˚kwk
)
dvol = −
∫
X3
(
∇˚kwi∇˚kwi + 1
2
(∇˚kwk)2
)
dvol . (3.6.5)
The integral is equated with zero since w is in the kernel, but the integrand itself can be written
as a sum of squares, as in the second equality. Therefore, each term must vanish separately,
which implies that w is parallel with respect to the Levi-Civita connection. However, since X3
is irreducible, there are no parallel one-forms on X3, so that w is zero and therefore the kernel
vanishes. This means that the right-hand side of equation (3.6.4), which we have assumed is
non-zero, is indeed orthogonal to the kernel of the elliptic operator. Therefore the equation can
be inverted and solved for v, so that the gauge condition (3.6.3) can always be attained.
Since this gauge can be satisfied for (2, 0) compactifications, it follows that the torsion and
dilaton deformations for such backgrounds are determined by h as in equations (3.3.2) and
(3.3.8), so that the field equations are satisfied to first-order in α′. Thus the Calabi-Yau metric g˚
is deformed to a Hermitian one g = g˚ + α′h at first-order in α′.
3.7 CONCLUSION
The salient feature of the foregoing investigation is that the three key ingredients which govern
heterotic backgrounds associated to (2, 0) sigma models, namely the field equations, Killing
spinor equations and the anomaly-cancellation condition, are indeed consistent with one an-
other at order α′. Sufficient conditions have been provided, which consist of a gauge-fixing
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condition for possible diffeomorphisms of the underlying manifold, equation (3.3.4), as well as
the applicability of a generalised ∂∂¯-lemma.
In other words, these conditions determine a class of solutions which are guaranteed to
solve the first-order equations. Presumably there will be other classes of solution which do
not satisfy these conditions yet still solve the first-order equations, so we have by no means at-
tempted to provide a classification. Further work is required to identify all the possible classes
of solution to the zeroth-order field and Killing spinor equations which also solve the corrected
equations and anomaly-cancellation condition. Thus we have found a particular class of solu-
tion that remains consistent to first-order, although this is only a subset of all possible solutions.
Note that in the case of (2, 0) Calabi-Yau compactifications, the internal geometry is deformed
to be Hermitian.
Wemay also draw some conclusions about the space of allowed deformations of the metric.
Consider the expression given in (3.4.10), where the field equation for the metric deformation
is reduced to
P = −2i∂∂¯Υ , (3.7.1)
whereΥij = hikJ
k
j . It is straightforward to see thatΥ is a solution up to gauge transformations
Υ′ = Υ+ ∂w¯ + ∂¯w (3.7.2)
for some (1, 0)-form w. Thus the classes of independent solutions are parametrised by the i∂∂¯-
cohomology class
V 1,1(Xm) =
Ker
(
i∂∂¯ : Λ1,1(Xm)→ Λ2,2(Xm)
)
∂Λ0,1(Xm) + ∂¯Λ1,0(Xm)
. (3.7.3)
These classes are otherwise known as elements of the Aeppli group, see [35], [60].
In the case of Calabi-Yau manifolds, the ∂∂¯-lemma applies, and sowe have the isomorphism
V 1,1(X3) ∼= H1,1(X3) , (3.7.4)
so that the dimension of the space of metric deformations is the Hodge number h1,1. However,
not all of these deformations will be supersymmetric, since to be so they must also satisfy
condition (3.3.4).
The machinery developed in this chapter can also be applied to known compactification
solutions for the heterotic string, to determine the allowable α′ corrections to the backgrounds.
For instance, in [35] the deformations were computed for the conifold and the U(n)-invariant
Calabi-Yau metric.
CHAPTER 4
SPINORIAL GEOMETRY IN D = 11
SUPERGRAVITY
In this chapter, we describe a systematic method for solving the Killing spinor equations of
supergravity, which was first proposed in [64]. The formalism is developed and applied exten-
sively in the context of eleven-dimensional supergravity.
The procedure for solving the Killing spinor equations will be organised by means of the
stability subgroups of the Killing spinors, which will require some knowledge of the orbits of
Spin(1, 10) and its subgroups on its space of spinors, ∆C. Utilising the explicit representation
of Spin(1, 10)which may be derived from the construction in section 2.3, it is a straightforward
process to determine a canonical form for a spinor with a certain stabiliser. For the case of one
Killing spinor, Ns = 1, once a canonical form has been determined, it can then be substituted
into the Killing spinor equations, whose solution is greatly facilitated by the simplicity of the
spinor.
In the Ns = 2 case, we may use the stability subgroup G ⊂ Spin(1, 10) of the first spinor to
obtain a canonical form for the second spinor up to G transformations, and so on for Ns > 2.
Although there will be a large number of different cases to consider, even for Ns = 2, this
formulation has the advantage of allowing a systematic study of solutions.
The second key ingredient in simplifying the problem of solving these equations is a ju-
dicious choice of basis for the gamma matrices. The Killing spinor equations can then be
expanded in terms of this basis, and the coefficients in this expansion will provide a set of
constraints relating the field strength F to the connection and to the spacetime functions which
parametrise the spinor. They also give constraints on the connection itself, which can very often
be interpreted as important information about the geometry of the background.
We will solve the Killing spinor equations for the case of one Killing spinor with stability
SU(5), confirming the results of [68]. Then, we will go on to consider some different situations
that can arise with two Killing spinors. Solutions will be presented for certain configurations
of SU(5)- and SU(4)-invariant spinors, and this will require some investigation into the orbits
of SU(5) on ∆C. We will then investigate the cases for Ns = 3 and 4 in which all of the spinors
have their stability subgroups contained in SU(5). In each case we use the constraints arising
from the Killing spinor equations to draw conclusions about the geometry of the background.
4.1 D = 11 SUPERGRAVITY
In D = 11 supergravity [62], [63], the bosonic fields consist of a metric g, and a three-form
potential A with four-form field strength F = dA. The bosonic part of the action involves the
40
4.2 An Explicit Representation of Spin(1, 10) 41
sum of an Einstein-Hilbert term, a generalised Maxwell term and a Chern-Simons term,
I =
1
2κ2
∫
M
R dvol− 1
2
F ∧ ⋆F − 1
6
A ∧ F ∧ F , (4.1.1)
where R is the scalar curvature of g and dvol = +√|g|dx0 ∧ · · · ∧ dx10 is the oriented volume
element. We will neglect the higher-order correction term, since this will not concern us in our
analysis.
The resulting equations of motion are
0 = RMN − 1
2
gMNR− 1
12
(
FMQRSFN
QRS − 1
8
gMNFPQRSF
PQRS
)
(4.1.2)
0 = d ⋆ F +
1
2
F ∧ F . (4.1.3)
Spacetime indices are labelled byM,N,P,Q, · · · = 0, 1, · · · , 9, 10.
In considering bosonic solutions, the gravitino is set to zero so that the supersymmetry vari-
ations of g and A vanish automatically. Thus the condition for supersymmetry to be preserved
is simply that the supersymmetry variation of the gravitino should remain zero,
δǫψ = Dǫ = 0 , (4.1.4)
where ǫ is a Majorana spinor. The supercovariant derivative of eleven-dimensional supergrav-
ity is given by
DM = ∇M +ΣM , (4.1.5)
where
∇M = ∂M + 1
4
ΩM,ABΓ
AB (4.1.6)
is the spin-connection induced by the Levi-Civita connection, and
ΣM = − 1
288
(
ΓM
PQRSFPQRS − 8FMQRSΓQRS
)
(4.1.7)
is the F -dependent part of the connection. Therefore, a supergravity background preserves
supersymmetry if there exists at least one spinor ǫ which is parallel with respect to D,
DM ǫ = 0 . (4.1.8)
These supercovariantly constant spinors are known as the Killing spinors of the background.
The number of supersymmetries preserved by a solution, Ns, is the maximum number of lin-
early independent solutions to (4.1.8), i.e. the number of independent Killing spinors.
4.2 AN EXPLICIT REPRESENTATION OF Spin(1, 10)
4.2.1 SPINORS AND GAMMA MATRICES
First of all, we will summarise the construction of the spinor space and gamma matrices for
Spin(1, 10), following the prescription set down in section 2.3. That is, we first build a repre-
sentation of Spin(10) and then extend it to a representation of Spin(1, 10). It is worth stating
our index conventions at this point. Denoting the tenth spatial direction by the symbol ♮, we
have:
• Indices i, j, · · · run from 1 to 5 ,
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• Indices I, J, · · · run from 1 to ♮ ,
• Indices A,B, · · · run from 0 to ♮ .
Now, let us beginwith the real vector space V = R10 equippedwith Euclidean inner product
( , ). Locally, V admits an almost complex structure J which is orthogonal with respect to ( , ),
and also a set of vectors {e1, · · · , e5} such that
{e1, · · · , e5, J(e1), · · · , J(e5)} (4.2.1)
is an orthonormal basis for V (see section 2.3). Thus J induces an orthogonal splitting V =
U ⊕ J(U), where U is the real subspace spanned by {e1, · · · , e5}. We make the identifications
ej+5 = J(ej), for j = 1, · · · , 5. Observe that since V is even-dimensional with a Riemannian
metric ( , ) and orthogonal almost complex structure J , it possesses a U(5)-structure.
Now from section 2.3, the space of complex pinors associated to V is obtained as follows.
First, we complexify the vector space, V
C
= V ⊗ C, and form the natural Hermitian inner
product< , >which is induced by ( , ). This can then be extended to act on the exterior algebra
Λ∗(V
C
) ∼= Cl(V
C
) ∼= Cl10 in the natural manner, with the inner product of two basis elements of
degree r given by
< eJ1···Jr , eK1···Kr >= r! δ
K1
[J1
· · · δKr
Jr]
, (4.2.2)
and the inner product between elements of differing degrees is zero. Clifford multiplication
is understood in the above, with eIJ = eI · eJ . With respect to the vector space isomorphism
between the Clifford and exterior algebras, we have eJ1···Jr = eJ1 ∧ · · · ∧ eJr .
Then, the pinor module of Cl10 is given by the 2
5-dimensional complex vector space
P = Λ∗(U
C
) . (4.2.3)
Also, the unique pinor representationwhich maps Cl10 intoEndC(P) is provided by the follow-
ing gamma matrices:
Γ : Cl10 ∼= EndC(P)
Γj = Γ(ej) = ej ∧ ·+ ejy · (4.2.4)
Γj+5 = Γ(ej+5) = iej ∧ · − iejy· , (4.2.5)
where y is the adjoint of ∧ with respect to < , > and j = 1, · · · , 5. It is straightforward to show
that Γj and Γj+5 are Hermitian with respect to < , >, and that {Γi,Γj} = {Γi+5,Γj+5} = 2δij
and {Γi,Γj+5} = 0, as required.
Now, we know from (2.3.14) that P decomposes into the sum of the two irreducible complex
spinor modules of Spin(10), each of dimension 24 = 16. However, we wish to investigate the
group Spin(1, 10), so we continue by introducing the time-component gamma matrix as in
(2.3.20)∗,
Γ0 = Γ1Γ2 · · ·Γ9Γ♮ . (4.2.6)
It is elementary to show that (Γ0)
2 = −1, Γ0 anticommutes with ΓI , and together they satisfy
the algebra of Cl1,10 ⊗ C, namely {ΓA,ΓB} = 2ηAB , where η = diag(−1, 1, · · · , 1).
Following the details of section 2.3, on restricting to Spin(1, 10) ⊂ Cl11, the representation
specified by (4.2.4) and (4.2.6) provides the unique spin representation of Spin(1, 10) on the
spinor module
∆C = P = Cl(U
C
) ∼= Λ∗(C5) , (4.2.7)
where we have changed notation from S to∆C to conform with the literature relating to spino-
rial geometry. This is also known as the space of Dirac spinors. Thus every spinor of Spin(1, 10)
can be written as an element of the exterior algebra of C5 in this representation.
∗In fact, we have the choice Γ0 = ±Γ1Γ2 · · ·Γ9Γ♮, corresponding to the two inequivalent pinor representations
of Cl11, but we choose the plus sign as our convention.
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4.2.2 THE Spin(1, 10)-INVARIANT INNER PRODUCT AND SPACETIME FORMS
Following the theory of section 2.4, which is based on the work of Wang in [20], one can write
down a Spin(1, 10)-invariant inner product, from which the Spin(1, 10)-invariant spacetime
forms can be constructed. From the choice of A orB, we choose to work with B, since it is the
Pin(10)-invariant one. This is required so that the inner product extends to being Spin(1, 10)-
invariant (see section 2.4 for details).
Defining the map β = Γ6 · · ·Γ♮, a Spin(1, 10)-invariant bilinear form is given by
B(σ, τ) = < β(σ∗) , τ > (4.2.8)
= < Γ6 · · ·Γ♮(σ∗) , τ > . (4.2.9)
Note thatB is a skew-symmetric inner product on∆C.
Now, suppose we have Ns Killing spinors {σa}Nsa=1. Then from the construction of section
2.4, the Spin(1, 10)-invariant spacetime p-forms associated to each pair of spinors σa, σb ∈ ∆C
are defined by
αab(p) =
1
p!
B(σa,ΓA1...Apσ
b) eA1 ∧ · · · ∧ eAp p = 0, · · · , ♮ . (4.2.10)
At first sight there are potentially a lot of forms to calculate for a given set of spinors, but in
fact this number is reduced considerably for the following two reasons. Firstly, the symmetry
properties of the gamma matrices and the skewness of B imply that αab = αba for p = 1, 2, 5
and αab = −αba for p = 0, 3, 4. Hence it is sufficient to compute only the forms with a ≤ b.
Secondly, one need only compute the forms up to degree p = 5, as the rest can be found using
Poincare´ duality.
4.2.3 THE MAJORANA CONDITION
In eleven-dimensional supergravity, we work with 32-dimensional Majorana spinors, and so
we must impose a reality condition on the space of complex Dirac spinors to pick out the re-
quired subspace, which we denote∆32. This may be achieved by setting
η∗ = Γ0β(η) = Γ1···5(η) . (4.2.11)
In other words, the Majorana spinors of eleven-dimensional supergravity, ∆32, are those ele-
ments of∆C which satisfy (4.2.11). Also, the bilinear formB restricts to a Spin(1, 10)-invariant
skew-symmetric inner product on∆32.
4.2.4 ORBITS OF Spin(1, 10) IN ∆32
In [72], Bryant has shown that there are precisely two types of non-trivial orbit of Spin(1, 10)
on the space of spinors ∆32. His method involves representing Spin(1, 10) on the space O
4 ∼=
∆32, where O denotes the ring of octonians, and then considering the level sets of a certain
non-negative Spin(1, 10)-invariant polynomial p defined on O4. Although the procedure is
transparent in this formalism, we will not present explicit details of the derivation, but rather
highlight the salient points of the analysis. For full details, see [72] and [73].
The first important thing that was shown is that there are two types of non-trivial orbit of
Spin(1, 10) on its spinor space. These correspond to the positive level sets of p, and the non-
zero elements of the zero level set. These level sets are of dimension 31 and 25 respectively.
Furthermore, a homomorphism can be defined from Spin(1, 10) to SO(1, 10)↑, the identity
component of SO(1, 10), which maps the orbits of the former into those of the latter. It turns
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out that the image of the Spin(1, 10) orbits in R1,10 is the union of the origin, the forward null-
cone, and the future-directed timelike vectors. From this, it can be seen that the spinors which
lie in the orbit of the positive level sets of p, are mapped to timelike vectors in R1,10 under the
homomorphism. The stability subgroup of such a spinor can then be found to be isomorphic
to SU(5) ⊂ Spin(10) ⊂ Spin(1, 10), therefore we denote this orbit by OSU(5). As an elementary
check, note that since
OSU(5) ∼=
Spin(1, 10)
SU(5)
, (4.2.12)
we have that dim(OSU(5)) = 55− 24 = 31, as required.
On the other hand, non-trivial spinors which lie in the zero orbits of p are mapped to null
vectors in R1,10, and their stabilisers can be found to be isomorphic to (Spin(7) ⋉ R8) × R⊂
Spin(1, 10). This orbit we denote by OSpin(7). Here, observe that
OSpin(7) ∼=
Spin(1, 10)
(Spin(7)⋉ R8)× R , (4.2.13)
so that the dimension of this orbit is dim(OSpin(7)) = 55− 30 = 25, as required according to the
corresponding level set of p.
4.2.5 AN ANTIHOLOMORPHIC BASIS OF SPINORS
For many computations, solving the Killing spinor equations can be aided by using a new,
Hermitian basis of gamma matrices. We define these as
Γˆα =
1√
2
(Γα − iΓα+5) (4.2.14)
Γˆβ¯ =
1√
2
(Γβ + iΓβ+5) α, β = 1, · · · , 5 , (4.2.15)
where the hats differentiate the Hermitian gamma matrices from the original basis, which was
defined in (4.2.4).
From these definitions, we find that
Γˆα =
√
2eα ∧ (4.2.16)
Γˆα¯ =
√
2eαy α = 1, · · · , 5 , (4.2.17)
where eα is one of the basis elements of the real vector space V . Therefore, the Hermitian
gamma matrices correspond to creation and annihilation operators respectively, on the space
of spinors∆C.
Their holomorphic and antiholomorphic indices are raised and lowered using the stan-
dard Hermitian metric gαβ¯ = δαβ¯ on C
5 and the Clifford algebra relations in this basis become
{Γˆα, Γˆβ¯} = 2gαβ¯ and {Γˆα, Γˆβ} = {Γˆα¯, Γˆβ¯} = 0.
It is also useful to note that we can write the 5-form basis element as
e12345 =
1
8.5!
ǫα¯1···α¯5 Γˆ
α¯1···α¯5(1) , (4.2.18)
where ǫ1¯2¯3¯4¯5¯ =
√
2 is the antiholomorphic volume-form, normalised for later convenience.
Now, starting from the Clifford vacuum 1 ∈ ∆C, and acting with the gamma matrices which
have antiholomorphic upper indices, i.e. the creation operators, we obtain a new basis for
∆C ∼= Λ∗(C5):
{1, Γˆα¯(1), Γˆα¯1α¯2(1), Γˆα¯1α¯2α¯3(1), Γˆα¯1α¯2α¯3α¯4(1), Γˆα¯1α¯2α¯3α¯4α¯5(1)} . (4.2.19)
This basis will greatly simplify the calculations involved in solving the Killing spinor equations
for certain spinor configurations.
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4.3 Ns = 1 BACKGROUNDS
In this section, backgrounds with one Killing spinor will be investigated with the major aim of
solving the Killing spinor equations, and the strategy will be as follows. As we have already
seen in section 4.2.4, there are two non-trivial orbits of Spin(1, 10) in its spinor space∆C, which
are characterised by their stability subgroups: one of the orbits is precisely the set of SU(5)-
invariant spinors, and the other is precisely the set of (Spin(7) ⋉ R8) × R-invariant spinors.
They are denoted by OSU(5) and OSpin(7), respectively. This means we may classify Ns = 1
backgrounds according to the subgroup of Spin(1, 10)which leaves its Killing spinor invariant.
However, we will focus on the case in which there is one SU(5)-invariant Killing spinor η.
A key concept in our procedure is the gauge group of the supercovariant connection D.
This is the group of transformations which leaves the form ofD invariant, up to a local Lorentz
transformation of the frame and field strength. In eleven dimensions this is Spin(1, 10), and
must not be confused with the holonomy group of the supercovariant connection, which in this
case is SL(31,R) ⋉ R31, since there is one Killing spinor [67]. The latter will in general alter the
form of D, and so is inappropriate for the approach we wish to take. Instead, we will utilise
the Spin(1, 10) gauge-invariance, by transforming η ∈OSU(5) into a simple representative of
its orbit, via Spin(1, 10) transformations. We will refer to this representative as a canonical
form for its Spin(1, 10) orbit. In other words, we may simplify the spinor without making the
Killing spinor equations any more complicated. The Spin(1, 10)-invariance of D means that
any two spinors lying in the same orbit of Spin(1, 10) yield identical solutions to the Killing
spinor equations, up to local Lorentz transformations of the fields. This means that we can use
the canonical form for the orbit to make the solution of the Killing spinor equations relatively
straightforward.
Another key ingredient in our method is the Hermitian basis of gamma matrices described
in section 4.2.5. We may expand the Killing spinor equations in terms of this basis and after
some straightforward computation, the equations reduce to a set of algebraic and differential
constraints on the fields of the theory. We will see that these constraints provide important
information about the geometry of the spacetime.
The solution to the D = 11, Ns = 1 Killing spinor equations for an SU(5)-invariant Killing
spinor was performed in [68] using a different method which relied on the use of Fierz identi-
ties, and we find that our results agree with those of that paper.
4.3.1 THE SU(5) ORBIT
The first step in the method is to determine a canonical form for a spinor which has stability
subgroup SU(5) ⊂ Spin(10) ⊂ Spin(1, 10). We can begin by using our knowledge of the
representations of the complex Clifford algebras to decompose the pinor representation ∆C
under Spin(10) as
∆C = ∆+ ⊕∆− ,
where ∆± are the inequivalent spinor representations of Spin(10), of complex dimension 16
(cf. (2.3.14)). The Majorana condition selects a subspace of spinors∆32 which intersects both of
∆±.
Now, from the isomorphism between the Clifford and exterior algebras, we have that
∆+ ∼= ΛEven(U
C
) = Λ0
1
(C5)⊕ Λ2
10
(C5)⊕ Λ4
5¯
(C5) (4.3.1)
∆− ∼= ΛOdd(U
C
) = Λ15(C
5)⊕ Λ3
1¯0
(C5)⊕ Λ5
1¯
(C5) , (4.3.2)
where the decomposition is into irreducible representations of SU(5), and the bold subscripts
denote the complex dimension of each representation. This decomposition tells us that the one-
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dimensional representations are carried by the spinors† 1 and e12345. In other words, these are
the spinors which transform trivially under SU(5) and so they span the orbit OSU(5), so that a
general SU(5)-invariant spinor is of the form
η = a1 + be12345 , a, b ∈ C . (4.3.3)
Here, a and b are complex numbers, but when we look at the Killing spinor equations, we must
treat the parameters of the spinor as arbitrary spacetime functions.
Now, on imposing the Majorana condition (4.2.11), we find that b = a∗. Therefore, a general
SU(5)-invariant Majorana spinor of OSU(5) can be written as
η = a1 + a∗e12345 , a ∈ C . (4.3.4)
Thus, a basis for the SU(5)-invariant Majorana spinors is given by:
ηSU(5) =
1√
2
(1 + e12345) (4.3.5)
θSU(5) =
i√
2
(1− e12345) (4.3.6)
They have been normalised so as to have length 1, with respect to the Hermitian inner product
on Λ∗(U
C
).
Observe that ηSU(5) and θSU(5) are related by a Spin(10) ⊂ Spin(1, 10) transformation,
θSU(5) = Γ0η
SU(5) = Γ1···♮η
SU(5) , (4.3.7)
which serves as a confirmation that they indeed represent the same orbit of Spin(1, 10) in ∆C.
Since they are equivalent in this way, we can choose either of them as a canonical representative
of OSU(5). When we analyse the Killing spinor equations in later sections, we will make the
choice of canonical form for an SU(5)-invariant spinor to be
η1 = f(x)η
SU(5) , (4.3.8)
where f is an arbitrary real function on the spacetime.
4.3.2 SPACETIME FORMS ASSOCIATED TO ηSU(5)
Next, we compute the spacetime forms associated to the spinor ηSU(5), using formula (4.2.10)
and the elementary results that
B(1, 1) = 0 = B(e12345, e12345) = 0 (4.3.9)
B(1, e12345) = −i = −B(e12345, 1) , (4.3.10)
noting thatB skew-symmetric. Using these facts, we find that the non-vanishing forms associ-
ated to ηSU(5) are as follows.
• One-form:
κSU(5) = B(ηSU(5),Γ0η
SU(5))e0 = −e0 (4.3.11)
†Our convention will be to write spinors with downstairs multi-indices, where Cliffordmultiplication is implicit,
whereas the spacetime exterior forms will be written with indices upstairs and in terms of the wedge product.
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• Two-form:
ωSU(5) = −e1 ∧ e6 − e2 ∧ e7 − e3 ∧ e8 − e4 ∧ e9 − e5 ∧ e♮ (4.3.12)
• Five-form:
τSU(5) = Im
{
(e1 + ie6) ∧ · · · ∧ (e5 + ie♮)
}
+
1
2
e0 ∧ ωSU(5) ∧ ωSU(5) (4.3.13)
These are the spacetime forms associated to the orbit OSU(5).
Each of these exterior forms are SU(5)-invariant since the associated spinor is SU(5)-invariant.
Indeed, we will now show that ωSU(5) is the Ka¨hler form of the Hermitian space (V, J). In our
conventions, the Ka¨hler form is defined to be
ωˆ =
1
2
gIKJ
K
J e
I ∧ eJ . (4.3.14)
Now, we define the natural Hermitian basis of exterior forms by
eˆα =
1√
2
(
eα + ieα+5
)
eˆα¯ =
1√
2
(
eα − ieα+5) , (4.3.15)
where α = 1, · · · , 5 and eα is one of the original basis elements from (4.2.1). Now, in this new
basis of forms we have gαβ¯ = δαβ¯ and J
α
β = iδ
α
β , as in section 4.2.5. Therefore, we see that
ωˆ = −iδαβ¯ eˆα ∧ eˆβ¯ = −
(
e1 ∧ e6 + · · · e5 ∧ e♮
)
= ωSU(5) . (4.3.16)
Thus, ωSU(5) is the Ka¨hler form in these conventions.
Also, consider the first part of τSU(5), which we denote
τˆ = Im
{
(e1 + ie6) ∧ · · · ∧ (e5 + ie♮)
}
. (4.3.17)
Note that this is proportional to the imaginary part of the holomorphic volume form‡
ǫ =
√
2 eˆ1 ∧ · · · ∧ eˆ5 = 1
4
(e1 + ie6) ∧ · · · ∧ (e5 + ie♮) . (4.3.18)
In fact, we can obtain ǫ from τˆ using the almost complex structure, in the following way. Define
a map I : Λp(C5) −→ Λp(C5) by (cf. [87])
I · α(p) =
1
p!
Jki1αki2···ipe
i1 ∧ · · · ∧ eip , (4.3.19)
where α(p) is an arbitrary p-form. Then, we have
I · ǫ = iǫ and I · ǫ¯ = −iǫ¯ , (4.3.20)
where ǫ¯ = (ǫ)∗ is the antiholomorphic volume form, with ǫ1¯2¯3¯4¯5¯ =
√
2.
Now, we observe that
τˆ = 4Im(ǫ) = 2i (ǫ¯− ǫ) , (4.3.21)
‡We have the factor of
√
2 in ǫ as a result of the earlier definition of ǫ1¯2¯3¯4¯5¯ =
√
2.
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which implies that
I.τˆ = 2 (ǫ¯+ ǫ) = 4Re(ǫ) . (4.3.22)
Therefore, we have
ǫ =
1
4
(I · τˆ + iτˆ) , (4.3.23)
so that τˆ gives rise to the holomorphic volume form on the Hermitian space
spanned by the basis vectors {e1, e2, · · · , e♮}. This means that the space possesses an SU(5)-
structure determined by (g, J, ǫ), or equivalently by (ωˆ, τˆ ). In other words, the space is in fact a
special Hermitian manifold, [87].
Furthermore, in the context of supergravity backgrounds, we shall see that κSU(5) gives
rise to a timelike Killing vector, which enables us to express the spacetime metric in terms of
coordinates which are adapted to this vector.
It is also noteworthy that having found these explicit expressions for the forms associated to
OSU(5), it is straightforward to establish their algebraic relationships, e.g. ικτ = 12ω ∧ ω. Many
of these identities were calculated in [68], using different conventions and a method involving
the use of Fierz rearrangements.
4.3.3 ANALYSIS OF THE Ns = 1 KILLING SPINOR EQUATIONS
THE KILLING SPINOR EQUATIONS
We begin by introducing a real orthonormal frame {eA}♮A=0 for the backgroundM , and writing
the spacetime metric as
ds2 = −(e0)2 + (e1)2 + · · ·+ (e♮)2 . (4.3.24)
Next, we expand the four-form field strength F into electric and magnetic parts as
F =
1
3!
e0 ∧Gijkei ∧ ej ∧ ek + 1
4!
Fijkle
i ∧ ej ∧ ek ∧ el . (4.3.25)
The Levi-Civita spin-connection ΩA,MN lives in the space T
∗(M) ⊗ so(1, 10) (see Appendix B).
Singling out the time direction, the independent non-vanishing components are
Ω0,ij , Ω0,0j , Ωi,0j , Ωi,jk . (4.3.26)
Now, we can decompose the Killing spinor equation (4.1.8) into time and spatial components,
and simultaneously expand out the field-strength and connection to give
0 = ∂0ζ +
1
4
Ω0,ijΓ
ijζ − 1
2
Ω0,0iΓ0Γ
iζ − 1
288
(
Γ0Γ
ijklFijkl − 8GijkΓijk
)
ζ ,
0 = ∂iζ +
1
4
Ωi,jkΓ
jkζ − 1
2
Ωi,0jΓ0Γ
jζ − 1
288
(
Γi
jklmFjklm
+4Γ0Γi
jklGjkl − 24Γ0GijkΓjk − 8FijklΓjkl
)
ζ , (4.3.27)
where ζ is a spinor in ∆32.
Suppose now that ζ is in the orbit of SU(5)-invariant Majorana spinors. We can capitalise
on the Spin(1, 10) gauge-invariance of equations (4.3.27), by bringing ζ into the canonical form
η1 = f(x)η
SU(5) , (4.3.28)
via a Spin(1, 10) transformation, where f is a real function on the spacetimewhich parametrises
the spinor. The form of the supercovariant derivative will not change under this transforma-
tion, yet we now have a simple and explicit expression for the spinor, which can be substituted
into the equations.
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Inserting the canonical form η1 into the equations gives
0 = ∂0 log(f)η
SU(5) +
1
4
Ω0,ijΓ
ijηSU(5) − 1
2
Ω0,0iΓ0Γ
iηSU(5)
− 1
288
(
Γ0Γ
ijklFijkl − 8GijkΓijk
)
ηSU(5) ,
0 = ∂i log(f)η
SU(5) +
1
4
Ωi,jkΓ
jkηSU(5) − 1
2
Ωi,0jΓ0Γ
jηSU(5)
− 1
288
(
Γi
jklmFjklm + 4Γ0Γi
jklGjkl − 24Γ0GijkΓjk −8FijklΓjkl
)
ηSU(5). (4.3.29)
The next step is to use the properties
Γ01 = i1 and Γ0e12345 = −ie12345 (4.3.30)
to eliminate Γ0 from (4.3.29) and thus express the equations entirely in terms of the ten spatial
gamma matrices.
Then, we expand each gamma matrix in terms of the Hermitian basis constructed in section
4.2.5. This requires that we also expand the metric, spin-connection and field strength in terms
of the associated Hermitian basis of tensors. Using Γˆα1 = 0 and Γˆα¯e12345 = 0 we can commute
gamma matrices through to hit these spinors, so that certain terms are annihilated. The final
step is to collect together the terms proportional to each Hermitian basis element, so that the
Killing spinor equations become expansions in theHermitian basis. Schematically, the resulting
expression for each Killing spinor equation is of the form
0 = C0(1) + (C1)α¯Γˆ
α¯(1) + (C2)α¯1α¯2 Γˆ
α¯1α¯2(1) + (C3)α¯1α¯2α¯3 Γˆ
α¯1α¯2α¯3(1)
+ (C4)α¯1α¯2α¯3α¯4 Γˆ
α¯1α¯2α¯3α¯4(1) + (C5)Γˆ
1¯2¯3¯4¯5¯(1) , (4.3.31)
where each coefficient is a linear combination of connection and fieldstrength components.
Now, since this expansion is equated with zero, we argue that the coefficient of each basis
element must vanish separately. Thus each Killing spinor equation reduces to a set of at most
six constraints of the form C0 = · · · = C5 = 0, one for each component of the Hermitian basis
of (4.2.19). However, these are not all independent, as we shall see shortly. (See [77] for general
formulae describing the relationships between these constraints.) The independent equations
are the conditions that we seek to solve and interpret.
Let us first consider the time component D0η1 = 0. The independent constraints which
result from the above procedure are:
0 = ∂0 log f +
1
2
Ω0,αβ¯g
αβ¯ − i
24
Fα
α
β
β (4.3.32)
0 = iΩ0,0α¯ +
1
3
Gα¯β
β +
i
72
Fβ1β2β3β4ǫ
β1β2β3β4
α¯ (4.3.33)
0 = Ω0,α¯β¯ −
i
6
Fα¯β¯γ
γ − 1
18
Gγ1γ2γ3ǫ
γ1γ2γ3
α¯β¯ (4.3.34)
Also, there are three more conditions, but they are simply the complex conjugate equations to
the ones above, and therefore provide no additional independent constraints.
The spatial component of the Killing spinor equation decomposes into two parts, according
to whether the derivative is along the holomorphic or anti-holomorphic spatial frame direc-
tions, i.e. as to whether i = α or i = α¯. However, we find that the D = 11 supercovariant
derivative is real, in the sense that the holomorphic and antiholomorphic components are re-
lated by complex conjugation and dualisation with respect to the antiholomorphic spinor basis.
Thus they give an identical set of constraints, and we need only consider either the holomor-
phic or antiholomorphic component.
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We find that the independent constraints which arise from Dα¯η1 = 0 are:
0 = ∂α¯ log f +
1
2
Ωα¯,βγ¯g
βγ¯ +
i
12
Gα¯γ
γ − 1
72
ǫα¯
β1β2β3β4Fβ1β2β3β4 (4.3.35)
0 = ∂α¯ log f − 1
2
Ωα¯,βγ¯g
βγ¯ +
i
4
Gα¯γ
γ (4.3.36)
0 = iΩα¯,0β¯ +
1
6
Fα¯β¯γ
γ − i
18
ǫα¯β¯
γ1γ2γ3Gγ1γ2γ3 (4.3.37)
0 = iΩα¯,0β +
1
12
gα¯βFγ
γ
δ
δ +
1
2
Fα¯βγ
γ (4.3.38)
0 = Ωα¯,β¯γ¯ +
i
6
Gα¯β¯γ¯ −
1
12
ǫα¯β¯γ¯
γ1γ2Fγ1γ2δ
δ − 1
12
Fα¯γ1γ2γ3ǫ
γ1γ2γ3
β¯γ¯ (4.3.39)
0 = Ωα¯,βγ − i
2
Gα¯βγ − i
3
gα¯[βGγ]δ
δ − 1
36
Fα¯γ¯1γ¯2γ¯3ǫ
γ¯1γ¯2γ¯3
βγ (4.3.40)
Let us now proceed to solve these equations, to express the field-strength in terms of the ge-
ometry of the spacetime and to find a set of constraints for the connection and the function
f .
SOLVING THE KILLING SPINOR EQUATIONS
The constraints form a relatively simple set of equations which we will now analyse, in order
to derive relationships between the fields and the geometry of the background.
Two immediate consequences arise from (4.3.32) and its complex conjugate:
∂0 log f = 0 (4.3.41)
Fα
α
β
β = −12iΩ0,αβ¯gαβ¯ . (4.3.42)
Also, equation (4.3.41) implies that ∂0f = 0, so that f does not depend on the frame time
direction. Constraint (4.3.42) tells us that the trace of the magnetic part of F is determined by
the spin-connection.
Next, we subtract (4.3.36) from (4.3.35), to find that
Ωα¯,β
β − i
6
Gα¯β
β − 1
72
ǫα¯
β1...β4Fβ1...β4 = 0 . (4.3.43)
Together with (4.3.33) this equation gives two conditions:
Fβ1...β4 =
1
2
(−Ω0,0α¯ + 2Ωα¯,ββ)ǫα¯β1...β4 (4.3.44)
Gα¯β
β = −2iΩα¯,ββ − 2iΩ0,0α¯ . (4.3.45)
Now, substituting (4.3.44) and (4.3.45) back into (4.3.35), we find that
∂α¯ log f +
1
2
Ω0,0α¯ = 0 . (4.3.46)
Equation (4.3.38) and its complex conjugate imply
Ωα¯,0β +Ωβ,0α¯ = 0 , (4.3.47)
and in the next section, it will be shown that this is a geometric condition which can always be
satisfied by an appropriate choice of frame.
Next we take the trace of (4.3.38) to obtain
Fα
α
β
β = 12iΩα¯,0βg
α¯β . (4.3.48)
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Together with (4.3.42), this constraint requires that
−Ω0,α¯α¯ +Ωα¯,0α¯ = 0 . (4.3.49)
Again, we will see later that this condition is satisfied in a certain choice of frame. Substituting
(4.3.48) back into (4.3.38), we have
Fβα¯γ
γ = 2iΩα¯,0β + 2igα¯βΩγ¯,0δg
γ¯δ . (4.3.50)
Now, tracing (4.3.40) and using (4.3.44) and (4.3.45) gives the condition
Ω0,0γ = Ωα¯,βγg
α¯β − Ωγ,ββ . (4.3.51)
This is another constraint on the geometry of spacetime which will be investigated shortly.
Substituting (4.3.51) back into (4.3.40), we have
Gα¯βγ = −2iΩα¯,βγ + 2igα¯[β|Ω0,0|γ] . (4.3.52)
Also, equations (4.3.34) and (4.3.37) imply that
Ω0,α¯β¯ = Ωα¯,0β¯ . (4.3.53)
This is a geometric constraint which comes from the torsion-free condition of the Levi-Civita
connection, which will be considered in the next subsection.
We now turn to equations (4.3.37) and (4.3.39). Together they imply the following two
constraints:
Gα¯1α¯2α¯3 = 6iΩ[α¯1,α¯2α¯3] (4.3.54)
Fα¯β1β2β3 =
1
2
(
Ωα¯,γ¯1γ¯2 + 3Ω[α¯,γ¯1γ¯2]
)
ǫγ¯1γ¯2β1β2β3 + 6iΩ[β1|,0|β2gβ3]α¯ . (4.3.55)
Each equation has now been analysed, and so it remains to summarise the results and in-
terpret them accordingly.
SUMMARY OF RESULTS FOR THE Ns = 1 EQUATIONS
Having considered each equation, we summarise the results for the field strength in a table, for
easy reference:
Component Solution
G3,0 Gβ1β2β2 = −iΩ[β1,β2β3]
G2,1 Gα¯β1β2 = −2iΩα¯,β1β2 − 2iΩ0,0[β1gβ2]α¯
F 4,0 Fβ1β2β3β4 =
1
2 (−Ω0,0α¯ + 2Ωα¯,γγ) ǫα¯β1β2β3β4
F 3,1 Fα¯β1β2β3 =
1
2
(
Ωα¯,γ¯1γ¯2 + 3Ω[α¯,γ¯1γ¯2]
)
ǫγ¯1γ¯2β1β2β3 + 6iΩ[β1|,0|β2gβ3]α¯
trace(F 2,2) Fβ
β
γ
γ = 12iΩα¯,0βg
α¯β
F 2,20 Undetermined by Killing spinor equations
Also, we have the following constraints on the connection and spacetime function f :
Ωα¯,0β = −Ωβ,0α¯ Ω0,α¯β¯ = Ωα¯,0β¯ Ω0,α¯α¯ = Ωα¯,0α¯
Ω0,0γ = Ωα¯,βγg
α¯β − Ωγ,ββ ∂α¯ log f = −12Ω0,0α¯ ∂0f = 0
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These conditionsmay be interpreted as relationships between the various intrinsic torsionmod-
ules for an su(5)-structure in an so(1, 10) manifold, as described in Appendix B.
To make contact with representation theory, it is useful to see that splitting the four-form
field strength F into the above components corresponds to its decomposition into represen-
tations of SU(5). This may be seen most easily by counting the degrees of freedom of the
indices. We begin with FABCD, which is a four-form transforming under SO(1, 10), and so it
has 14!11.10.9.8 = 330 degrees of freedom. The first splitting is into representations of SO(10),
and this is achieved by separating out the time index to give GJKL = F0JKL and FIJKL. This
corresponds to the decomposition 330 −→ 120⊕ 210 under SO(10).
Now, SO(10) acts irreducibly on each exterior power [22], [24]. However, irreducible repre-
sentations of SU(5) are carried by traceless (p, q)-forms, for p + q ≤ 5, relative to the complexi-
fication of the exterior algebra. Therefore to decompose the SO(10) representations into SU(5)
irreps, we must decompose the spaces of exterior forms accordingly, and remove their traces.
Firstly, we have (see [24], for example)
Λ3(R10) ∼= Λ(3,0)+(0,3) ⊕ Λ(2,1)+(1,2)0 ⊕ Λ(1,0)+(0,1) , (4.3.56)
where the spaces on the right-hand side are exterior powers of C5, and the subscript 0 denotes
that the trace has been removed. For instance, the trace of a (2, 1)-form is a (1, 0)-form. By
counting dimensions, this can be seen to correspond to the decomposition
120 −→ 10⊕ 1¯0⊕ 45⊕ 4¯5⊕ 5+ 5¯ . (4.3.57)
Similarly, the component FIJKL respects the decomposition
Λ4(R10) ∼= Λ(4,0)+(0,4) ⊕ Λ(3,1)+(1,3)0 ⊕ Λ(2,2)0 ⊕ Λ(2,0)+(0,2) ⊕ Λ(1,1)0 ⊕ R . (4.3.58)
This makes explicit the branching§ of the 210 of SO(10) under SU(5), as
210 −→ 5⊕ 5¯⊕ 40⊕ 4¯0⊕ 75⊕ 10⊕ 1¯0⊕ 24⊕ 1 . (4.3.59)
From the table, we see that the Ns = 1 Killing spinor equations determine all components
of the field strength except for the traceless part of the (2, 2)-component of the magnetic flux,
denoted F 2,20 . This corresponds to the 75 of SU(5). Note also that the traceless part of the
connection, Ωi,βγ¯ − 15Ωi,δδgβγ¯ , is not involved in the solution either.
THE GEOMETRY OF THE SPACETIME
We will now turn to the analysis of the results found in the previous section, and use these
to help draw some important geometric conclusions about the nature of a spacetime which
admits an SU(5)-invariant Killing spinor. Since η1 = fη
SU(5), we have the associated one-form
κf = −f2κSU(5) = f2e0. It is straightforward to see that the Killing vector condition∇(AκfB) = 0
is satisfied, using the constraints from the last section. Indeed, the (A,B) = (0, 0) component is
satisfied vacuously. The (A,B) = (0, α¯) component leads to the equation
∂α¯f
2 +Ω0,0α¯f
2 = 0 , (4.3.60)
which is satisfied using the condition ∂α¯ log f = −12Ω0,0α¯. In a similar way, the (A,B) = (α, β)
and (A,B) = (α, β¯) components are satisfied using the other connection conditions from the
§See [90] for comprehensive tabulations of the representations, tensor products and branching rules for many
commonly occurring Lie groups, such as SO(10) and SU(5).
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table. Hence κf is associated to a Killing vector field. Also, since (κf )2 = −f4, we see that κf is
in fact a timelike Killing vector field in the spacetime.
Since we have a timelike Killing vector field, we can always choose an adapted coordinate
system in which the metric may be written as
ds2 = −f4(dt+ α)2 + ds210 , (4.3.61)
where ds210 is a metric on the ten-dimensional base-space B which is transverse to the orbits of
κf , and both f and α are independent of the time coordinate t.
Now, a natural choice of non-coordinate frame is to take e0 = f2(dt+ α), and {eJ}♮J=1 to be
an orthonormal frame on B, so we have
ds2 = −(e0)2 +
♮∑
J=1
(eJ)2 . (4.3.62)
Denoting the Levi-Civita connection of this frame by Ω, we consider the torsion-free condition
deA +ΩAB ∧ eB = 0 . (4.3.63)
Since the frame {eJ} does not depend on the time coordinate t, the torsion-free condition im-
plies that
ΩI,0J = Ω0,IJ , I, J = 1, · · · , ♮ . (4.3.64)
Therefore, this frame is consistent with the constraints (4.3.47), (4.3.49) and (4.3.53).
It remains to interpret conditions (4.3.46) and (4.3.51). Firstly, we use (B.3.5) and (B.6.3) to
relate a component of the intrinsic torsion of the so(10)-structure to those of the su(5)-structure,
(y4)γ = (w4)γ + (w5)γ . (4.3.65)
We can write this in terms of a Gray-Hervella intrinsic torsion module for comparison with [68]
as follows. In our conventions, we set (W5)i =
1
80ǫ
j1···j5∇[iǫj1···j5], where ǫ is the antiholomor-
phic volume form¶. This gives
(W5)γ =
1
2
(
Ωβ¯,
β¯
γ − Ωγ,ββ
)
, (4.3.66)
so that
2(W5)γ = (w4)γ + (w5)γ . (4.3.67)
Now, we combine equations (4.3.46) and (4.3.51) to give
W5 = −df , (4.3.68)
where d is the exterior derivative onB, so thatW5 is exact. Since this equation involves no time
component, it is purely a restriction on the geometry of the ten-dimensional almost Hermitian
manifold B. Thus the Killing spinor equations lead to an explicit constraint on B.
Our results agree with those of [68], up to numerical factors arising from differing conven-
tions and normalisations.
By way of conclusion, let us here summarise the conditions on the spacetime that arise from
the Killing spinor equations for one SU(5)-invariant Killing spinor:
¶In normalisingW5 we have altered the numerical factor from the standard definition to compensate for ǫ1¯2¯3¯4¯5¯ =√
2 in our conventions.
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• All components of F are determined by the connection, as specified the table, except
for the traceless (2, 2)-piece, which is undetermined by the Killing spinor equations. This
corresponds to the 75 irreducible representation of SU(5) arising from the decomposition
of F , as described in the previous section.
• There is a timelike Killing vector field associated to the spacetime, which enables us to
choose adapted coordinates in which the frame may be written in the form (4.3.62).
• The spatial manifold B is special almost Hermitian, i.e. it possesses an SU(5)-structure,
which may be determined as in section 4.3.2.
• An important constraint on the geometry is that its Gray-Hervella moduleW5 is exact.
4.3.4 THE (Spin(7)⋉ R8)× R ORBIT
From section 4.2.4 we know that aside from SU(5)-invariant spinors, the other non-trivial orbit
of Spin(1, 10) in∆32 isOSpin(7), the subspace of (Spin(7)⋉R8)×R-invariant spinors. Although
we will not consider this case in detail here, we will provide a canonical form to represent
OSpin(7). As a guiding principle, we use the fact that such a spinor must be associated to a null
vector [72]. Therefore, consider the following spinor,
η = ae1 + be2345 , a, b ∈ C . (4.3.69)
The Majorana condition implies that
a = b∗. (4.3.70)
This means that η is a linear combination of the two Majorana spinors
e1 + e2345 (4.3.71)
i(e1 − e2345) . (4.3.72)
Now, we set
ηSpin(7) =
1
2
(i(1 − e12345) + e1 + e2345) . (4.3.73)
Computing the associated vector we find the non-vanishing components
κ0(η
Spin(7), ηSpin(7)) = B(ηSpin(7),Γ0η
Spin(7)) = −1 (4.3.74)
κ1(η
Spin(7), ηSpin(7)) = B(ηSpin(7),Γ1η
Spin(7)) = 1 , (4.3.75)
so that
κSpin(7) = −e0 + e1 . (4.3.76)
This vector is null, and therefore we may take ηSpin(7) as a representative of the orbit OSpin(7).
We will not pursue the analysis of the Killing spinor equations for this spinor here, but
rather continue to consider the consequences of having two or more Killing spinors in the
background. However, the analysis has been performed for a Spin(7) ⋉ R8-invariant spinor in
the context of IIB supergravity in [75], although the gauge group in that case is Spin(1, 9) and
so a different spinor representation is used. As a matter of comparison with theD = 11 case, it
is interesting to note that in IIB supergravity there are three distinct orbits for a single spinor of
Spin(1, 9). These are the orbits of the Spin(7)⋉ R8, SU(4)⋉ R8 and G2-invariant spinors [75].
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4.4 Ns = 2 BACKGROUNDS
In this section, we investigate D = 11 supergravity backgrounds with two Killing spinors
η1, η2 ∈ ∆C. Here, the situation is more complicated and there are many more cases that can
occur than for just one spinor. These result from the different combinations of stability sub-
groups that two spinors can have. We know that the only non-trivial orbits of Spin(1, 10) in
∆C are OSU(5) and OSpin(7), so these are the only broad classes of solution to the Killing spinor
equations in the Ns = 1 case. However, the second spinor may have trivial stabiliser, or it may
lie in either orbit, and furthermore it could have a subgroup of SU(5) or (Spin(7) ⋉ R8)× R as
its stabiliser. In this way, there is a large number of possible combinations to consider, depend-
ing on the combination of stability subgroups that the spinors possess. In this section, we will
focus on some specific cases that can occur when η1 is in OSU(5).
4.4.1 ORBITS OF SU(5) IN ∆32
Let η1 ∈OSU(5). Then, as discussed in the Ns = 1 case, we can use Spin(1, 10) gauge transfor-
mations to bring it into canonical form, so that η1 = aη
SU(5), a ∈ C. Now consider η2 ∈ ∆32.
Firstly, note that this spinor must be linearly independent of η1 at every spacetime point, be-
cause if they are linearly dependent at a single point, then they are dependent everywhere.
Now generically, η2 will be a linear combination of exterior forms of each degree, and will have
the identity as its stability subgroup. However, there will be special cases, in which some of its
parameters vanish or are restricted in some way, so that the stabiliser is non-trivial. These are
the cases that we will focus on in this section, with the aim of determining canonical forms for
some different possibilities that may occur.
However, the Spin(1, 10) gauge-invariance has been used to transform η1 into canonical
form. This means that in transforming η2 into a canonical form, we only have freedom to
use SU(5) transformations, since these leave the canonical form of η1 fixed. Any Spin(1, 10)
transformation which lies outside of SU(5) ⊂ Spin(1, 10) will destroy the simple form of η1.
Therefore, we are required to gain some understanding of the orbits of SU(5) in the spinor
space ∆32, to enable us to derive canonical forms for each case. Whereas there are only two
non-trivial orbits of Spin(1, 10), since SU(5) is a much smaller group, therewill be considerably
more orbits. To the investigation of these we now turn.
Recall the decomposition of the complex spinor module of Spin(1, 10) under Spin(10). We
have
∆C −→ ∆+
16
⊕∆−
16
. (4.4.1)
Now, from section 4.3.1, the isomorphism between the Clifford and exterior algebras makes
it straightforward to write down the decomposition of the Spin(10) modules into irreducible
representations of SU(5):
∆+
16
= Λ0
1
(C5)⊕ Λ2
10
(C5)⊕ Λ4
5¯
(C5) (4.4.2)
∆−
16
= Λ1
5
(C5)⊕ Λ3
1¯0
(C5)⊕ Λ5
1¯
(C5) (4.4.3)
As in the Ns = 1 case, the superscript denotes the degree of the exterior forms, while the bold
subscript labels the dimension of the representation.
Since we are looking for Majorana spinors, we can simplify the next steps in the analysis by
focusing on the half of η2 which lies in ∆
+, since the components which lie in ∆− are precisely
determined by the Majorana condition (4.2.11). In other words, a generic spinor of ∆32 can be
written as
η2 = b1 + χ+m.c. , b ∈ C , (4.4.4)
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where χ ∈ Λ2
10
(C5) ⊕ Λ4
5¯
(C5), and the abbreviation ‘m.c.’ indicates the Majorana conjugates of
the components b1 and χ.
Now, using decomposition (4.4.2), the four possible cases for χ are as follows:
• CASE 1: χ = 0
• CASE 2: χ ∈ Λ4
5¯
(C5)
• CASE 3: χ ∈ Λ2
10
(C5)
• CASE 4: χ ∈ Λ2
10
(C5)⊕ Λ4
5¯
(C5)
We will examine the action of SU(5) on χ in each case, determine the subgroup of SU(5)
which leaves it invariant, and then provide a canonical form for each possibility.
CASE 1: η1 = aη
SU(5) and χ = 0
Here, we have η2 = b1+ b
∗e12345 so that in fact, η2 ∈OSU(5). From the discussion of theNs = 1
case and equations (4.3.5) and (4.3.6), we know that ηSU(5) and θSU(5) form a basis for OSU(5),
and so the second Killing spinor can be written as
η2 = b1η
SU(5) + b2θ
SU(5) , b1, b2 ∈ R . (4.4.5)
Thus, η2 is the most general SU(5)-invariant spinor.
In the analysis of the Killing spinor equations, the constants a, b1, b2 ∈ R will be treated as
spacetime functions, so in general the Killing spinor equations will involve three unknown real
functions and constrain them accordingly. Also, we require that the spinors are non-vanishing
and linearly independent, hence both a and b2 must be non-zero. However, a special case can
arise when b1 = 0, in which case η1 = aη
SU(5) and η2 = b2θ
SU(5).
CASE 2: η1 = aη
SU(5) and χ ∈ Λ4
5¯
(C5) :
First, observe that Λ4
5¯
(C5) is the dual representation to the standard vector representation of
SU(5) onΛ1
5
(C5). Since dualisation is an isomorphism via the SU(5)-invariant antiholomorphic
volume form, the orbit structure of these two representationsmust be identical. Therefore, since
the vector representationΛ1
5
(C5) has one non-zero orbit, namely the orbit of elements which are
preserved by SU(4), this is also true of Λ4
5¯
(C5). Thus χ has SU(4) as its stabiliser, and we will
denote its orbit by OSU(4).
To find a simple orbit representative, we begin by decomposing Λ4(C5) under SU(4), as
Λ4
5
(C5) ∼= Λ41(C4)⊕ Λ34(C4) . (4.4.6)
If we consider the embedding of SU(4) in SU(5) whereby SU(4) acts on the space spanned by
{e1, e2, e3, e4}, then this decomposition corresponds to the splitting of a four-form λ ∈ Λ4(C5)
as
1
4!
λijkleijkl = λ
1234e1234 +
1
3!
λabc5eabc5 , (4.4.7)
where i, j, k, l = 1, · · · , 5 and a, b, c = 1, · · · , 4. We see that the one-dimensional representation
is carried by the first term in the splitting, and so the SU(4)-invariant piece is spanned by the
spinor
e1234 .
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Thus, imposing condition (4.2.11), a general SU(4)-invariant Majorana spinor is of the form
χ = re5 + se1234 , r, s ∈ C . (4.4.8)
As in the SU(5) case, the Majorana condition tells us that s = r∗, so that there are two linearly
independent Majorana spinors which span the orbit OSU(4):
ηSU(4) =
1√
2
(e5 + e1234) (4.4.9)
θSU(4) =
i√
2
(e5 − e1234) . (4.4.10)
The normalisation is such that each spinor has unit length with respect to the Hermitian inner
product on∆C.
Observe the following relationships between the spinors:
ηSU(4) = Γ5η
SU(5) (4.4.11)
θSU(4) = −Γ5θSU(5) = Γ♮ηSU(5) (4.4.12)
θSU(4) = −Γ0ηSU(4) . (4.4.13)
Since the canonical forms (4.4.9) or (4.4.10) both represent the orbit OSU(4), they are equally
suitable to use as the canonical form for χ ∈ Λ4
5¯
(C5). We will choose to use ηSU(4), so that
χ = b3η
SU(4). Therefore, the most general SU(4)-invariant spinor η2 can be written as
η2 = b1η
SU(5) + b2θ
SU(5) + b3η
SU(4) , b1, b2, b3 ∈ R . (4.4.14)
Note that SU(4) ∼= Spin(6) also occurs as a subgroup of (Spin(7) ⋉ R8) × R, so there exist
SU(4)-invariant spinors in the orbit OSpin(7). Therefore, in (4.4.14) we have in fact obtained the
most general SU(4)-invariant spinor up to SU(5) transformations.
In the analysis of the Ns = 2 Killing spinor equations for this case, with η1 = aη
SU(5), there
will be in general four unknown real spacetime functions to deal with: a, b1, b2, b3. It is required
that b3 6= 0, because otherwise this would reduce to the SU(5)-invariant case examined previ-
ously. However, a special case that can arise is when η1 = aη
SU(5) and η2 = b3η
SU(4). Then, η1
and η2 lie on different orbits of Spin(1, 10) in ∆32, as can be seen from the relationship
ηSU(4) = Γ5η
SU(5) .
In other words, the spinors are related by the Pin(10) transformation Γ5 and not a Spin(1, 10)
transformation, which means that they do not lie on the same orbit of Spin(1, 10). Since
η1 ∈OSU(5) and the only non-trivial orbits of Spin(1, 10) are OSU(5) and OSpin(7), in this special
case we must have η2 ∈OSpin(7). Therefore, its stabiliser is actually a subgroup of (Spin(7) ⋉
R
8)× R rather than of SU(5), arising from the isomorphism
SU(4) ∼= Spin(6) ⊂ Spin(7) .
CASE 3: η1 = aη
SU(5) and χ ∈ Λ2
10
(C5) :
To examine this case we must investigate the orbit structure of SU(5) acting on the vector
space Λ2(C5). We seek to find how many distinct orbits there are, to determine their stability
subgroups and to provide a canonical form for each case.
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- Orbits of SU(5) in Λ2(C5) :
An SU(5) element acts on an arbitrary two-form by the transformation
ω −→ ω′ = UTωU .
We will begin by considering a generic two-form ρ ∈ Λ2(C5). This is a vector space of complex
dimension ten, so that ρ depends on twenty parameters in the most general case. We begin by
determining a canonical form for ρ, and then we will describe the special cases which can arise
from this general solution.
Lemma 4.4.1. A canonical form for the most general orbit of SU(5) in Λ2(C5) is
σ = λe1 ∧ e2 + µe3 ∧ e4 , where λ 6= µ , λ, µ ∈ R . (4.4.15)
Indeed, we can show that any general element such as ρ ∈ Λ2(C5) can be obtained by
applying an SU(5) transformation to σ. A convenient way to approach this is towriteU = eiαH ,
whereH is a traceless Hermitianmatrix and α is the infinitesimal parameter. Then, to first order
in α,
σ −→ σ + iα{HTσ + σH}
Now, let
H =


x1 y1 y2 y3 y4
y∗1 x2 z1 z2 z3
y∗2 z
∗
1 x3 w1 w2
y∗3 z
∗
2 w
∗
1 x4 v
y∗4 z
∗
3 w
∗
2 v
∗ x5

 , where v,wi, yi, zi ∈ C, xi ∈ R .
We also have the constraint x1 + x2 + x3 + x4 + x5 = 0, since H is traceless. Let us assume
that the complex upper triangular entries in H are independent from one another, i.e. they
are not linearly related or conjugate to each other. Therefore in general, H depends on 24 real
parameters, as required for an su(5)matrix.
Next, we calculate the two-form
ρ = σ + iα{HT σ + σH}
=


0 λ{1 + iα(x1 + x2)} iα(λz1 − µy∗3) iα(λz2 + µy∗2) iαλz3
0 −iα(λy2 + µz∗2) iα(−λy3 + µz∗1) −iαλy4
0 µ{1 + iα(x3 + x4)} iαµv
0 −iαµw2
0

 ,
where only the upper-triangular entries have been written, for convenience.
We now argue that ρ is a generic two-form, so that its entries are independent from one
another, in the following way. By assumption, λ and µ are independent, and also the entries of
H are independent. Now, from these assumptions, it is straightforward to see that the entries
ρ13, ρ14, ρ15, ρ23, ρ24, ρ25, ρ35, ρ45 are independent. However, ρ12 and ρ34 may be related,
until we note that since x1 + x2 + x3 + x4 + x5 = 0, the real numbers (x1 + x2) and (x3 + x4)
are independent. Therefore, since λ and µ are unrelated, we see that ρ12 and ρ34 are indeed
independent.
Hence ρ is a generic two-form with arbitrary entries. This affirms that we can reach a gen-
eral element of Λ2(C5) by applying an SU(5) transformation to σ, so that σ is a canonical form
for the SU(5)-orbit of generic two-forms in Λ2(C5), as required. We will now investigate the
stability subgroup of σ along with some special cases that can arise.
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- Stabiliser of σ :
To explicitly find the stability subgroup of σ = λe1∧ e2+µe3∧ e4, one must determine the form
of the SU(5)matrices which leave it invariant,
Stab(σ) = {U ∈ SU(5) : UTσU = σ} . (4.4.16)
A more practical way to determine these matrices is to solve the equivalent condition σU =
U∗σ. This condition restricts the number of parameters in U and constrains the matrices to lie
in a certain subgroup of SU(5). In the most general case, where λ 6= µ, it is straightforward to
show that the stabiliser of σ is SU(2) × SU(2). Thus, the orbit of the most generic element of
Λ2(C5) is given by
OSU(2)×SU(2) ∼=
SU(5)
SU(2)× SU(2) . (4.4.17)
As a useful confirmation, we can count dimensions for the orbit of the most generic two-form.
Observe that
dim
R
(OSU(2)×SU(2)) = 24− 6 = 18 and (4.4.18)
dim
R
(
Λ2(C5)
)
= 5 · 4 = 20 , (4.4.19)
and hence codim
R
(OSU(2)×SU(2)) = 2, which is equal to the number of independent parameters
λ and µ, as expected.
There are also some special cases that arise for certain values of λ, µ, and these cases give
rise to different stabiliser groups. The results are summarised in the table below.
λ, µ ∈ R Stab(σ)
λ, µ 6= 0, λ 6= µ SU(2)× SU(2)
λ = µ 6= 0 Sp(2)
λ = 0 or µ = 0 SU(2)× SU(3)
λ = µ = 0 SU(5)
-Majorana Spinor Representatives :
Having found that there are three non-trivial orbits of SU(5) in Λ2(C5), we wish to find canoni-
cal Majorana representatives in each case.
We begin by considering the most general orbit, with stability subgroup SU(2)×SU(2) and
spinor representative
λe12 + µe34 , λ 6= µ 6= 0 , λ, µ ∈ R . (4.4.20)
Applying the Majorana condition shows that this is a linear combination of two independent
Majorana spinors
ηSU(2)×SU(2) =
1√
2
(λe12 + µe34 − λe345 − µe125)
θSU(2)×SU(2) =
i√
2
(λe12 + µe34 + λe345 + µe125) , (4.4.21)
subject to the condition λ2 + µ2 = 1, which arises from normalising with respect to the Hermi-
tian inner product.
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The second orbit has stability subgroup Sp(2), denoted OSp(2), and arises as a special case
of the generic orbit when‖ λ = µ. Thus, it has representative
e12 + e34 ,
and again we find a basis of two Majorana spinors for this orbit, given by
ηSp(2) =
1
2
(e12 + e34 − e345 − e125) ,
θSp(2) =
i
2
(e12 + e34 + e345 + e125) . (4.4.22)
Also, in this case there is another Sp(2)-invariant spinor which lies in the space Λ4(C5),
and is obtained by wedging e12 + e34 with itself, to give a spinor proportional to e1234. As has
already been mentioned, a general element of Λ4(C5) has stability subgroup SU(4), and so this
extra spinor corresponds to the embedding Sp(2) ⊂ SU(4). The associated Majorana spinors
are
ζSp(2) =
1√
2
(e5 + e1234) ,
φSp(2) =
i√
2
(e5 − e1234) . (4.4.23)
Finally, we have the orbit OSU(2)×SU(3) which arises when either λ = 0 or µ = 0, with
stability subgroup SU(2)× SU(3). A representative is given by
e12 ,
and the associated Majorana spinors which span OSU(2)×SU(3) are
ηSU(2)×SU(3) =
1√
2
(e12 − e345) ,
θSU(2)×SU(3) =
i√
2
(e12 + e345) . (4.4.24)
This concludes the discussion of the orbits of SU(5) in Λ2(C5).
CASE 4: η1 = aη
SU(5) and χ ∈ Λ2
10
(C5)⊕ Λ4
5¯
(C5) :
The final possibility for χ is that it has both a two-form and a four-form component. In this case,
we must investigate the orbits of SU(5) acting non-trivially on both subspaces of Λ2
10
(C5) ⊕
Λ4
5¯
(C5), otherwise it will reduce to one of the cases considered previously.
As before, we use Spin(1, 10) transformations to bring η1 into canonical form
aηSU(5). Now, we are restricted to using SU(5) transformations to bring χ to some sort of
canonical form. Let us begin by bringing the two-form component into the form of equation
(4.4.20) by an SU(5) gauge transformation. Now, we may only use SU(2)× SU(2) transforma-
tions to simplify the four-form component, since this is the stabiliser of (4.4.20). Let us proceed
in the following way.
‖Strictly speaking, we may have λ = ±µ, which corresponds to different embeddings of Sp(2) in SU(5). How-
ever, we choose to work with the plus sign.
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Consider the dual space Λ1(C5). If we take the standard embedding of SU(2) × SU(2)
in SU(5), with the two copies of SU(2) acting on the spaces spanned by {e1, e2} and {e3, e4}
respectively, then a one-form decomposes under SU(2) × SU(2) as
λie
i = λtet + λ
vev + λ
5e5 , (4.4.25)
where i = 1, · · · , 5, t = 1, 2 and v = 3, 4. Now, using SU(2)×SU(2)we can transform the (2,1)
and (1,2) representations et and ev into their respective SU(2) canonical forms e1 and e3, so
that a canonical form for λ up to SU(2)× SU(2) transformations is given by
c1e1 + c2e3 + c3e5 , (4.4.26)
for some complex constants c1, c2, c3. Dualising, this translates to a canonical form for Λ
4(C5)
up to SU(2)× SU(2) transformations given by
c1e2345 + c2e1245 + c3e1234 . (4.4.27)
Consequently, a representative of the most general orbit of SU(5) in Λ2
10
(C5)⊕ Λ4
5¯
(C5) is
c1e2345 + c2e1245 + c3e1234 + b (λ1e12 + λ2e34) , (4.4.28)
where λ1, λ2 ∈ R, c1, c2, c3, b ∈ C, and λ1 6= λ2 6= 0 and c1 6= c2 6= c3 6= 0.
The maximal common stability subgroup of η1 = aη
SU(5) and (4.4.28) is {1}, so that this
case has the least residual symmetry. The complex spinor in (4.4.28) will give rise to Majorana
spinors which may be used as Killing spinors for Ns = 2 backgrounds. However, we will
now describe some special cases that arise when certain parameters are fixed. This gives rise
to spinors with non-trivial stability subgroups and therefore more symmetry. Since we are
interested in the case where χ ∈ Λ2
10
(C5) ⊕ Λ4
5¯
(C5), we assume that at least one of c1, c2, c3 and
at least one of λ1, λ2 do not vanish. Some examples will now be described briefly.
First suppose that λ1 6= λ2 6= 0. Then, if either c1 or c2 vanishes, the stability subgroup is
enlarged from {1} to SU(2). Again, this is most easily seen by looking at the one-form dual
to the four-form piece, as above. However, if both c1 = c2 = 0, then the stability subgroup is
SU(2) × SU(2). If c1, c2 6= 0 and c3 = 0, the stability subgroup is {1}. On the other hand if
λ1 = λ2 and either c1 or c2 vanishes, then the stability subgroup is Sp(1) ∼= SU(2). This also
holds when in addition c3 = 0. Also, if c1 = c2 = 0, then the stabiliser of (4.4.28) is Sp(2).
Next, suppose that λ2 = 0. If c1, c3 6= 0 and c2 = 0, then the stability subgroup is SU(2).
If c1 = c2 = 0 and c3 6= 0, then (4.4.28) has stabiliser SU(2) × SU(2). Also, if c2 = c3 = 0 and
c1 6= 0, then the stability subgroup is SU(3). Analogous results hold for λ1 = 0.
In the following section, we summarise the foregoing results as well as presenting some
more special cases arising from (4.4.28).
SUMMARY OF THE MOST GENERAL CASE
From the preceding discussion, the most general choice of spinors for Ns = 2 backgrounds,
provided one of them represents the orbit OSU(5), is
η1 = aη
SU(5) (4.4.29)
η2 = b11 + c1e2345 + c2e1245 + c3e1234 + b2(λ1e12 + λ2e34) + m.c , (4.4.30)
where the parameters are as in (4.4.28), and in addition b1 ∈ C and b2 = b.
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For the generic case the maximal common stability subgroup of η1 and η2 is {1}. However
the table below provides many special cases in which the stability subgroup is non-trivial.
Component of η2 in ∆
+ Stability subgroup
b1 SU(5)
b11 + c1e2345 SU(4)
b11 + b2e12 SU(2) × SU(3)
b11 + b2(λ1e12 + λ2e34) SU(2) × SU(2)
b11 + b2(e12 + e34) Sp(2)
b11 + c3e1234 + b2(λ1e12 + λ2e34) SU(2) × SU(2)
b11 + c3e1234 + b2(e12 + e34) Sp(2)
b11 + c3e1234 + b2e12 SU(2) × SU(2)
b11 + c1e2345 + b2e12 SU(3)
b11 + c1e2345 + c3e1234 + b2(λ1e12 + λ2e34) SU(2)
b11 + c1e2345 + c2e1245 + b2(λ1e12 + λ2e34) {1}
Most general case, equation (4.4.30) {1}
(4.4.31)
In the table, only the part of η2 lying in∆
+ has been presented, and as usual we must apply the
Majorana condition to find the corresponding piece in ∆−.
Note that in some cases, further simplification of η2 may occur. For example, there may be
some scenarios analogous to the SU(4)-invariant case, in which we were able to exclude the
presence of either ηSU(4) or θSU(4) in η2.
4.4.2 SPACETIME FORMS ASSOCIATED TO THE SU(4)-INVARIANT SPINORS
Shortly, we will solve the Killing spinor equations for two spinors with stability subgroups
SU(5) and SU(4). However, before we do so, we present the spacetime forms which are associ-
ated to them. These forms will prove useful when we come to describe the spacetime geometry
of the solutions.
Since we wish to investigate SU(4)-invariant spinors, we take
η1 = aη
SU(5) and η2 = b1 + χ+m.c. , (4.4.32)
where χ ∈ Λ4
5¯(C5)
, so that η2 ∈OSU(4) (see last section). Also, the inner product is linear, there-
fore to find the spacetime forms associated to η1 and η2 it is sufficient to compute the forms for
the following linearly independent SU(4)-invariant spinors:
ηSU(5) =
1√
2
(1 + e12345) , θ
SU(5) =
i√
2
(1− e12345) , (4.4.33)
ηSU(4) =
1√
2
(e5 + e1234) , θ
SU(4) =
i√
2
(e5 − e1234) . (4.4.34)
The forms associated to η1 and η2 can be found as linear combinations of those associated to
the above spinors.
Following some straightforward computation using the theory from section 4.2.2, the forms
associated to these spinors are given in the table below.
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Spinors Associated Spacetime Forms
ηSU(5), ηSU(5) κ = −e0
ω = −e1 ∧ e6 − e2 ∧ e7 − e3 ∧ e8 − e4 ∧ e9 − e5 ∧ e♮
τ = Im[(e1 + ie6) ∧ · · · ∧ (e5 + ie♮)] + 12e0 ∧ ω ∧ ω
θSU(5), θSU(5) κ = −e0
ω = −e1 ∧ e6 − e2 ∧ e7 − e3 ∧ e8 − e4 ∧ e9 − e5 ∧ e♮
τ = −Im[(e1 + ie6) ∧ · · · ∧ (e5 + ie♮)] + 12e0 ∧ ω ∧ ω
ηSU(5), θSU(5) α = −1
ζ = 12ω
SU(5) ∧ ωSU(5)
τ = Re[(e1 + ie6) ∧ · · · ∧ (e5 + ie♮)]
where ωSU(5) = ω(ηSU(5), ηSU(5)) = ω(θSU(5), θSU(5))
ηSU(4), ηSU(4) κ = −e0
ω = e1 ∧ e6 + e2 ∧ e7 + e3 ∧ e8 + e4 ∧ e9 − e5 ∧ e♮
τ = Im[(e1 + ie6) ∧ . . . ∧ (e5 + ie♮)] + 12e0 ∧ ω ∧ ω
ηSU(5), ηSU(4) κ = e♮
ω = −e0 ∧ e5
ξ = −ωSU(4) ∧ e5
ζ = Im[(e1 + ie6) ∧ · · · ∧ (e4 + ie9)]− e0 ∧ ωSU(4) ∧ e♮
τ = −e0 ∧ Re[(e1 + ie6) ∧ · · · ∧ (e4 + ie9)]− 12ωSU(4) ∧ ωSU(4) ∧ e♮
where ωSU(4) = e1 ∧ e6 + e2 ∧ e7 + e3 ∧ e8 + e4 ∧ e9
θSU(5), θSU(4) κ = e5
ω = e0 ∧ e♮
ξ = ωSU(4) ∧ e♮
ζ = Re[(e1 + ie6) ∧ · · · ∧ (e4 + ie9)]− e0 ∧ ωSU(4) ∧ e5
τ = e0 ∧ Im[(e1 + ie6) ∧ . . . ∧ (e4 + ie9)]− 12ωSU(4) ∧ ωSU(4) ∧ e5
In particular, the table shows that
κ(ηSU(5), ηSU(5)) = κ(θSU(5), θSU(5)) = κSU(5) and
ω(ηSU(5), ηSU(5)) = ω(θSU(5), θSU(5)) = ωSU(5) ,
whereas τ(ηSU(5), ηSU(5)) = τSU(5) is linearly independent from τ(θSU(5), θSU(5)). Also, note
that the inner product of ηSU(5) and θSU(5), given by the zero-form α, is non-degenerate.
In the Ns = 1 case, we know that the single spinor is associated to either a timelike or null
vector. However, the forms κ(ηSU(5), ηSU(4)) and κ(θSU(5), ηSU(4)) show that in theNs ≥ 2 case,
the spinors can give rise to spacelike vectors as well.
As a final observation, we record the algebraic identity
ωSU(4) = κ(ηSU(5), ηSU(4)) y ξ(θSU(5), θSU(4)) = −κ(θSU(5), θSU(4)) y ξ(ηSU(5), ηSU(4)) .
(4.4.35)
This will prove useful in examining the geometry of D = 11 supergravity backgrounds with
more than two SU(4)-invariant Killing spinors.
4.4.3 TWO SU(5)-INVARIANT KILLING SPINORS
THE KILLING SPINOR EQUATIONS
Wenow turn to the solution of the Killing spinor equations for themost generalSU(5)-invariant
spinors (see equations (4.3.8) and (4.4.5)),
η1 = f(x)(1 + e12345) (4.4.36)
η2 = g1(x)(1 + e12345) + ig2(x)(1− e12345) , (4.4.37)
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where the parameters f, g1 and g2 in the spinors are now treated as real functions of the space-
time. We assume that g2 6= 0 because otherwise η2 would be linearly dependent on η1.
Denoting the supercovariant derivative by D, the requirement for an Ns = 2 background to
be supersymmetric is that DMη1 = 0 = DMη2. The Killing spinor equations were solved for
the first spinor in section 4.3.3. Observe that
0 = DMη1 = DM [f(1 + e12345)] = (∂Mf)(1 + e12345) + fDM (1 + e12345) ,
and therefore
DM (1 + e12345) = − (∂M log f) (1 + e12345) . (4.4.38)
This expression helps us to rewrite the Killing spinor equation for η2 in a more convenient way.
We have
0 = DM [g1(1 + e12345) + ig2(1− e12345)]
= (∂Mg1)(1 + e12345)+ i(∂Mg2)(1 − e12345)+ g1DM (1 + e12345)+ ig2DM (1− e12345) .
Multiplying this equation by g−12 , the second Killing spinor equation can now be expressed as
0 = g−12 [∂M (g1 + ig2)− g1∂M log f ] 1 + g−12 [∂M (g1 − ig2)− g1∂M log f ] e12345
+iDM (1− e12345) . (4.4.39)
To analyse this equation, we use a similar procedure to the Ns = 1 case. First, we separate the
free index into time and spatial components, M = (0, I). Next, we commute all Γ0 matrices
through the supercovariant connection so that they hit the spinors 1 and e12345. Using Γ0(1) = i
and Γ0(e12345) = −ie12345, we can remove Γ0 from the equations, so that they are expressed in
terms of the ten-dimensional spatial gamma matrices. Then, we expand each gamma matrix
term with respect to the Hermitian basis described in section 4.2.5, simplify the products of
gamma matrices and collect terms together. We are left with a basis expansion equated with
zero, as in equation (4.3.31). Therefore, the coefficient of each Hermitian basis element must
vanish independently, from which we obtain the constraints on the field strength, the connec-
tion and the functions f, g1, g2.
The constraints coming from the equation for η2 are very similar to those from the equations
for η1, with differences arising due to the factor of i and the sign difference for e12345 in the last
term of (4.4.39). We proceed to analyse the constraints from both sets of equations together.
First, we find the following independent constraints which arise from the time-components
of the Killing spinor equations for η1 and η2:
0 = ∂0f = ∂0(g1 + ig2) (4.4.40)
0 = Ω0,αβ¯g
αβ¯ − i
12
Fα
α
β
β (4.4.41)
0 = Gα1α2α3 = Fα1α2α3α4 (4.4.42)
0 = iΩ0,0α¯ +
1
3
Gα¯β
β (4.4.43)
0 = Ω0,α¯β¯ −
i
6
Fα¯β¯γ
γ = 0 (4.4.44)
At this stage, we canmake a simplification regarding the spacetime functions f, g1, g2. Com-
paring the spatial components of the Killing spinor equations for η1 and η2, we see that
∂α¯ log
(
g1
f
)
= ∂α¯ log
(
g2
f
)
= 0 . (4.4.45)
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In particular, this and its complex conjugate implies
g1 = c1(t)f and g2 = c2(t)f , (4.4.46)
where c1, c2 are arbitrary real functions of the time coordinate. However, differentiating this
with respect to time and using (4.4.40), it is clear that c1 and c2 must in fact be real constants.
Therefore g1 = c1f and g2 = c2f .
Furthermore, Killing spinors are determined only up to a constant scale, so we may scale η2
arbitrarily while retaining the same solution to the Killing spinor equations. So without loss of
generality we may normalise with respect to the Hermitian inner product so that c21 + c
2
2 = 1,
which enables us to introduce an angle ϕ ∈ [0, 2π) such that g1 = cosϕf and g2 = sinϕf .
Hence we can write the second Killing spinor as
η2 = f [cosϕ(1 + e12345) + i sinϕ(1 − e12345)] , (4.4.47)
where ϕ 6= 0, π, so that η1 and η2 remain linearly independent. Other than these disallowed
values, ϕ is undetermined by the Killing spinor equations.
Thus both Killing spinors depend on the same time-independent spacetime function, f . Us-
ing this fact, the conditions arising from the spatial components of the Killing spinor equations
are:
0 = ∂α¯ log f +
1
2
Ωα¯,βγ¯g
βγ¯ +
i
12
Gα¯γ
γ (4.4.48)
0 = ∂α¯ log f − 1
2
Ωα¯,βγ¯g
βγ¯ +
i
4
Gα¯γ
γ (4.4.49)
0 = iΩα¯,0β¯ +
1
6
Fα¯β¯γ
γ (4.4.50)
0 = iΩα¯,0β +
1
12
gα¯βFγ
γ
δ
δ +
1
2
Fα¯βγ
γ (4.4.51)
0 = Ωα¯,β¯γ¯ (4.4.52)
0 = ǫα¯β¯γ¯
γ1γ2Fγ1γ2δ
δ + Fα¯γ1γ2γ3ǫ
γ1γ2γ3
β¯γ¯ (4.4.53)
0 = Ωα¯,βγ − i
2
Gα¯βγ − i
3
gα¯[βGγ]δ
δ (4.4.54)
As in the Ns = 1 case, these equations can be solved to determine components of the field
strength in terms of the connection and to reveal some important information about the geom-
etry of the spacetime.
SOLVING THE KILLING SPINOR EQUATIONS
An immediate consequence for the field strength, arising from (4.4.42), is that the components
F (4,0)+(0,4) and G(3,0)+(0,3) vanish. Also, (4.4.41), (4.4.43) and (4.4.44) imply respectively that
Fα
α
β
β = −12iΩ0,ββ , Gα¯ββ = −3iΩ0,0α¯ , Fα¯β¯γγ = −6iΩ0,α¯β¯ . (4.4.55)
Next, subtracting (4.4.49) from (4.4.48) gives
Gα¯β
β = −6iΩα¯,ββ , (4.4.56)
which in conjunction with the above expression for Gα¯β
β , tells us that
2Ωα¯,β
β −Ω0,0α¯ = 0 . (4.4.57)
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Hence (4.4.48) now implies that
Ωα¯,β
β =
1
2
Ω0,0α¯ = −∂α¯ log f . (4.4.58)
Next, (4.4.50) gives
Fα¯β¯γ
γ = −6iΩα¯,0β¯ , (4.4.59)
which, together with (4.4.55) provides the geometric constraint
Ωα¯,0β¯ = Ω0,α¯β¯ . (4.4.60)
Also, (4.4.51) and its complex conjugate imply that
Ωα¯,0β = −Ωβ,0α¯ . (4.4.61)
Shortly, we will show that this condition as well as (4.4.57) and (4.4.60) are satisfied in an ap-
propriate choice of frame.
Now, tracing (4.4.51) gives
Fα
α
β
β = 12iΩβ,0β , (4.4.62)
which is compatible with the similar expression from (4.4.55) in a suitable frame. Equation
(4.4.51) now implies that
Fβα¯γ
γ = 2iΩα¯,0β − 2iΩ0,γγgα¯β . (4.4.63)
Next, using (4.4.59), the solution to (4.4.53) is given by
Fα¯β1β2β3 = 6iΩ0,[β1β2gβ3]α¯ . (4.4.64)
The final equation to be investigated is (4.4.54). Tracing the (α¯, β) indices and using our expres-
sion for Gα¯β
β , we find that
Ωβ,βγ +Ωγ,β
β = 0 . (4.4.65)
Substituting this back into (4.4.54) gives
Gα¯βγ = −2iΩα¯,βγ + 2iΩ0,0[γgβ]α¯ . (4.4.66)
This concludes the solution of the Killing spinor equations for two SU(5)-invariant spinors,
and it remains to summarise the results and interpret them geometrically.
SUMMARY OF RESULTS FOR TWO SU(5)-INVARIANT KILLING SPINORS
To summarise in a clear way, we present the solutions in the following table:
Component Solution
G3,0 Gα1α2α3 = 0
G2,1 Gα¯β1β2 = −2iΩα¯,β1β2 − 2iΩ0,0[β1gβ2]α¯
F 4,0 Fβ1β2β3β4 = 0
F 3,1 Fα¯β1β2β3 = 6iΩ0,[β1β2gβ3]α¯
trace(F 2,2) Fβ
β
γ
γ = 12iΩα¯,0βg
α¯β
F 2,20 Undetermined by Killing spinor equations
The componentsG(2,1)+(1,2), F (3,1)+(1,3) and the trace of the (2, 2)-component are thus deter-
mined by the geometry. The traceless (2, 2) piece, F 2,20 , is undetermined by the Killing spinor
equations, as in the Ns = 1 case.
Also, we have the following constraints on the connection and spacetime function f = g1 =
g2:
Ωα¯,0β¯ = Ω0,α¯β¯ Ωα¯,0β = −Ωβ,0α¯ Ωα¯,ββ = 12Ω0,0α¯ = −∂α¯ log f Ωβ¯,βγ +Ωγ,ββ = 0
Ωα¯,β¯γ¯ = 0
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THE GEOMETRY OF THE SPACETIME
We now proceed to extract important geometric information about the spacetime from the con-
straints found above.
As in the Ns = 1 case, η1 gives rise to the vector κ
f = −f2e0. Note also that the vector
associated to η2 is proportional to κ
f , since g1 = c1f and g2 = c2f , where c1, c2 ∈ R. So there
is essentially one independent vector associated to these spinors. We can see that κf is in fact a
Killing vector, by an analogous calculation to that of section 4.3.3, so we will not repeat it here.
This allows us to choose adapted coordinates in which to write the spacetime metric as
ds2 = −f4(dt+ α)2 + ds210 . (4.4.67)
As in theNs = 1 case, we can now choose the frame in which e
0 = f2(dt+α) and {eI}♮I=1 is an
orthonormal frame on the ten-dimensional manifold B, which is transverse to the orbits of κf .
Then, the metric is of the form
ds2 = −(e0)2 +
♮∑
I=1
(eI)2 . (4.4.68)
The torsion-free condition of the Levi-Civita connection in this frame implies thatΩI,0J = Ω0,IJ
as before, which ensures that the geometric conditions (4.4.60) and (4.4.61) are satisfied.
The remaining geometric conditions are (4.4.57), (4.4.58), (4.4.65) and (4.4.52). The latter
condition implies that the almost Hermitian manifold B is in fact complex. This can be seen
using the torsion free condition as follows. In particular, equation (4.4.52) implies that
deˆα¯ = −Ωβα¯γ¯eβ ∧ eγ¯ − Ωβ¯ α¯γeβ¯ ∧ eγ − Ωβ¯ α¯γ¯eβ¯ ∧ eγ¯ , (4.4.69)
and
deˆα = −Ωβαγeβ ∧ eγ − Ωβ¯αγeβ¯ ∧ eγ − Ωβαγ¯eβ ∧ eγ¯ . (4.4.70)
We see that that the (2, 0) part of deˆα¯ and the (0, 2) part of deˆα vanishes. This implies that
the almost complex structure is integrable (see, for example, [18]), so that B is complex and
therefore a Hermitian manifold.
Alternatively, in terms of the classification of almost Hermitianmanifolds∗∗, condition (4.4.52)
implies that
w1 = w2 = 0 , (4.4.71)
which again implies that B is Hermitian [89].
Equation (4.4.57) provides a relationship between intrinsic torsion modules of the su(5) and
so(10) structures on the so(1, 10) manifoldM ,
(y4)α¯ = 2(w5)α¯ . (4.4.72)
It remains to interpret conditions (4.4.58) and (4.4.65). In terms of the intrinsic torsion,
(4.4.65) implies that
(w4)γ = (w5)γ , (4.4.73)
which explains the difference between equations (4.4.72) and (4.3.65). Furthermore, using
(4.3.66), we see that in this case
(W5)γ = (w5)γ . (4.4.74)
Now, we can express (4.4.58) as
W5 = −df , (4.4.75)
∗∗See Appendix B for details.
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which is identical to the condition on the geometry which arises for Ns = 1 backgrounds. In
other words,W5 is exact.
Let us now summarise these important consequences forD = 11 supergravity backgrounds
possessing two SU(5)-invariant Killing spinors:
• All components of F are determined by the spin-connection, as in the table, except for the
traceless (2, 2) piece, F 2,20 . Again, this corresponds to the 75 irrep of SU(5). Furthermore,
G3,0 and F 4,0 vanish.
• There is a timelike Killing vector field associated to the spacetime, according to which we
may choose an adapted frame to express the spacetime metric as in (4.4.68).
• The ten-dimensional spatial manifold B transverse to the orbits of the Killing vector is
complex, hence Hermitian.
• There is an SU(5)-structure on B, specified explicitly by the Levi-Civita connection satis-
fying the constraints imposed by the Killing spinor equations, as detailed in the preceding
pages. Equivalently, it may be specified by the SU(5)-invariant tensors associated to η1
and η2. Thus B is in fact a special Hermitian manifold
• In terms of Gray-Hervella classes by which we may classify the manifold, we have w1 =
w2 = 0 and w4 = w5= W5 = −df .
4.4.4 TWO SU(4)-INVARIANT KILLING SPINORS
THE KILLING SPINOR EQUATIONS
We now consider a background in which we have two SU(4)-invariant spinors. Take η1 as
before, and let η2 be given as in (4.4.14). The most general SU(4)-invariant spinors are then
represented by
η1 = f(x)(1 + e12345) (4.4.76)
η2 = g1(x)(1 + e12345) + ig2(x)(1 − e12345) +
√
2g3(e5 + e1234) , (4.4.77)
where f, g1, g2 and g3 are real functions of the spacetime, which will become constrained by the
Killing spinor equations. In this section, we will investigate a special case in which g1 = g2 = 0
and g = g3 6= 0, so that the spinors are of the form
η1 = f(x)(1 + e12345) (4.4.78)
η2 =
√
2g(x)(e5 + e1234) . (4.4.79)
The most general case has been analysed in [75], in the context of supersymmetric IIB back-
grounds.
Again, the Killing spinor equation for η1 is as in the Ns = 1 case. For the second spinor,
multiplying the equation by (
√
2g)−1, we obtain the following:
0 = (∂M log g) (e5 + e1234) +DM (e5 + e1234) . (4.4.80)
To solve this equation, we repeat the usual process. That is, we commute each Γ0 through
to hit the spinors, and using Γ0(e5) = −ie5 and Γ0(e1234) = ie1234, we write the equations in
terms of ten-dimensional gamma matrices. We then expand it in the Hermitian basis described
in section 4.2.5. However, in this case, because the SU(4) representative η2 has been chosen
such that the e5 spatial direction is singled out, it is convenient to split the holomorphic spatial
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index as α = (α, 5), and from now on, indices α, β, γ, δ, · · · = 1, 2, 3, 4. This has the effect of
decomposing the connection and field strength into representations of SU(4).
Having done this, again we collect terms together to express the Killing spinor equations as
an Hermitian basis expansion of the form
0 = C0(1) + (C1)α¯Γˆ
α¯(1) + (C2)5¯Γˆ
5¯(1) + (C3)α¯1α¯2 Γˆ
α¯1α¯2(1) + (C4)α¯5¯Γˆ
α¯5¯(1)
+ (C5)α¯1α¯2α¯3 Γˆ
α¯1α¯2α¯3(1) + (C6)α¯1α¯25¯Γˆ
α¯1α¯25¯(1) + (C7)α¯1α¯2α¯3α¯4 Γˆ
α¯1α¯2α¯3α¯4(1)
+ (C8)α¯1α¯2α¯35¯Γˆ
α¯1α¯2α¯35¯(1) + (C9)Γˆ
1¯2¯3¯4¯5¯(1) . (4.4.81)
Thus the constraints on the field strength, connection and functions f , g can be read off from
the vanishing of the basis element coefficients in this expansion.
We begin by considering the time component of the Killing spinor equations,
D0η2 = 0. Putting ǫα¯1α¯2α¯3α¯4 = ǫα¯1α¯2α¯3α¯45¯ , the following independent conditions arise:
0 = −iΩ0,05 + 1
3
G5α
α − i
72
Fα1α2α3α4ǫ
α1α2α3α4 (4.4.82)
0 = Ω0,β¯5 +
i
6
Fβ¯5γ
γ − 1
18
Gγ1γ2γ3ǫ
γ1γ2γ3
β¯ (4.4.83)
0 = ∂0 log g +
1
2
Ω0,β
β − 1
2
Ω0,55¯ +
i
24
Fα
α
β
β − i
12
Fα
α
55¯ (4.4.84)
0 =
1
6
Gβ¯1β¯25 + [−
1
8
Ω0,γ1γ2 −
i
48
Fγ1γ2δ
δ +
i
48
Fγ1γ255¯]ǫ
γ1γ2
β¯1β¯2
(4.4.85)
0 =
i
36
Fγ1γ2γ35¯ǫ
γ1γ2γ3
β¯ −
i
2
Ω0,0β¯ +
1
6
Gβ¯γ
γ − 1
6
Gβ¯55¯ (4.4.86)
Having split the spatial direction into α = (α, 5), α = 1, 2, 3, 4 as described above, the
constraints arising from the component of the Killing spinor equation for η2 with derivative
pointing along the spatial α¯ directions, Dα¯η2 = 0, are:
0 = −iΩα¯,05 + 1
6
Fα¯5γ
γ − i
18
gα¯γ1Gγ2γ3γ4ǫ
γ1γ2γ3γ4 (4.4.87)
0 = Ωα¯,β¯5 −
i
6
Gα¯β¯5 −
1
12
(
Fα¯γ1γ2γ3 + gα¯γ1(Fγ2γ3δ
δ − Fγ2γ355¯)
)
ǫγ1γ2γ3 β¯ (4.4.88)
0 = ∂α¯ log g +
1
2
Ωα¯,γ
γ − 1
2
Ωα¯,55¯
− i
12
Gα¯γ
γ +
i
12
Gα¯55¯ −
1
18
gα¯γ1Fγ2γ3γ45¯ǫ
γ1γ2γ3γ4 (4.4.89)
0 = Fα¯β¯1β¯25 −
(
3
2
Ωα¯,γ1γ2 +
3i
4
Gα¯γ1γ2 +
i
2
gα¯γ1(Gγ2δ
δ −Gγ255¯)
)
ǫγ1γ2 β¯1β¯2 (4.4.90)
0 = −iΩα¯,0β¯ +
1
6
Fα¯β¯γ
γ − 1
6
Fα¯β¯55¯ +
i
6
ǫα¯β¯
γ1γ2Gγ1γ25¯ (4.4.91)
0 =
(
iΩα¯,0γ − 1
2
Fα¯γδ
δ +
1
2
Fα¯γ55¯ +
1
12
gα¯γFδ
δ
σ
σ +
1
6
gα¯γF55¯δ
δ
)
ǫγβ¯1β¯2β¯3 (4.4.92)
0 = Ωα¯,β¯1β¯2 −
i
6
Gα¯β¯1β¯2 −
(
1
4
Fα¯5¯γ1γ2 +
1
6
gα¯γ1Fγ25¯δ
δ
)
ǫγ1γ2 β¯1β¯2 (4.4.93)
0 = ∂α¯ log g − 1
2
Ωα¯,γ
γ +
1
2
Ωα¯,55¯ −
i
4
Gα¯γ
γ +
i
4
Gα¯55¯ (4.4.94)
0 =
1
3
Fα¯β¯1β¯2β¯3 +
(
Ωα¯,γ5¯ +
i
2
Gα¯γ5¯ +
i
6
gα¯γG5¯δ
δ
)
ǫγβ¯1β¯2β¯3 (4.4.95)
0 = iΩα¯,05¯ −
1
2
Fα¯5¯γ
γ (4.4.96)
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Finally, the constraints which arise from the Killing spinor equation for η2 with derivatives
along the spatial 5¯ direction, D5¯η2 = 0, are the following:
0 = iΩ5¯,05 −
1
12
Fγ
γ
δ
δ +
1
3
F55¯γ
γ (4.4.97)
0 = Ω5¯,β¯5 −
i
6
Gβ¯γ
γ − i
3
Gβ¯55¯ −
1
36
F5¯γ1γ2γ3ǫ
γ1γ2γ3
β¯ (4.4.98)
0 = ∂5¯ log g +
1
2
Ω5¯,γ
γ − 1
2
Ω5¯,55¯ −
i
4
G5¯γ
γ (4.4.99)
0 =
1
2
Fβ¯1β¯2γ
γ + Fβ¯1β¯255¯ +
(
3
4
Ω5¯,γ1γ2 +
i
8
G5¯γ1γ2
)
ǫγ1γ2 β¯1β¯2 (4.4.100)
0 = −iΩ5¯,0β¯ −
1
2
Fβ¯5¯γ
γ (4.4.101)
0 = −2i
3
Gβ¯1β¯2β¯3 +
(
iΩ5¯,0γ −
1
6
F5¯γδ
δ
)
ǫγβ¯1β¯2β¯3 (4.4.102)
0 = Ω5¯,β¯1β¯2 −
i
2
G5¯β¯1β¯2 (4.4.103)
0 = −2
3
Fβ¯1β¯2β¯3β¯4 +
(
∂5¯ log g −
1
2
Ω5¯,γ
γ +
1
2
Ω5¯,55¯ −
i
12
G5¯γ
γ
)
ǫβ¯1β¯2β¯3β¯4 (4.4.104)
0 = −Fβ¯1β¯2β¯35¯ +Ω5¯,γ5¯ǫγβ¯1β¯2β¯3 (4.4.105)
We will now turn to analyse these constraints, and then seek to interpret them in terms of the
geometry of the spacetime background.
SOLVING THE KILLING SPINOR EQUATIONS
Now that the spatial 5¯ index is split from the other spatial directions α¯ = 1¯, 2¯, 3¯, 4¯, there is a
greater number of equations to solve. However, we can make use of all the expressions for the
field strength which arise from the equation for η1 (see section 4.3.3). Substituting these into
equations (4.4.82)-(4.4.105), the constraints associated with the Killing spinor equation for η2
provide further conditions on the geometry of the spacetime. This calculation is fairly long and
is detailed in Appendix D. Here, we simply summarise the results:
- Geometric constraints:
The resulting conditions on the spacetime functions are
g = f , ∂0f = (∂5 − ∂5¯)f = 0 . (4.4.106)
In fact g is proportional to f , but since Killing spinors are determined up to a constant scale, we
may equate them in this case.
The conditions on the Ω0,0i components are
Ω0,05 = Ω0,05¯ = −2∂5 log f = −2∂5¯ log f ,
Ω0,0α = −2∂α log f . (4.4.107)
Next, components of the form Ω0,ij satisfy
Ω0,5α¯ = Ω0,5α = Ω0,55¯ = Ω0,β
β = 0 ,
Ω0,β1β2 =
i
4
(Ω5,γ¯1γ¯2 − Ω5¯,γ¯1γ¯2)ǫγ¯1γ¯2β1β2 . (4.4.108)
We find that the traceless part of Ω0,αβ¯ is not determined by the Killing spinor equations.
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The conditions which arise for components of the form Ωα¯,ij are
Ω[β¯1,β¯2β¯3] = 0 , Ωα¯,β1β2 = −Ω0,0[β1gβ2]α¯ ,
Ωβ,α¯
β =
3
2
(Ω5¯,α¯5¯ − Ω5¯,α¯5) = −
3
2
Ω0,0α¯ ,
Ωα,β
β = −1
2
(Ω5¯,α5¯ +Ω5¯,α5) = −
1
2
(Ω0,0α + 2Ω5,α5) . (4.4.109)
Also, we have
Ω[β¯1,β¯2]5¯ = −Ω5¯,β¯1β¯2 , Ω[β¯1,β¯2]5 = −Ω5,β¯1β¯2 , Ω(β¯1,β¯2)5 = Ω(β¯1,β¯2)5¯ ,
Ω(α¯,β)5¯ = Ω(α¯,β)5 =
1
2
gα¯βΩ0,05¯ , Ωα¯,55¯ = 0 . (4.4.110)
Finally, the conditions on the Ω5¯,ij components are
Ω5,β
β = Ω5¯,β
β , Ω5,α¯5 = Ω5¯,α¯5¯ , Ω5,α¯5¯ = Ω5¯,α¯5 ,
Ω5¯,α¯5¯ − Ω5¯,α¯5 = −Ω0,0α¯ , Ω5¯,55¯ = −Ω5,55¯ = −Ω0,05¯ . (4.4.111)
The above equations (4.4.106)-(4.4.111) along with their complex conjugates, give the full set of
conditions on the connection that are required for a background to admit Ns = 2 supersymme-
try with Killing spinors given by η1 = fη
SU(5) and η2 = gη
SU(4). These may be converted into
information about the intrinsic torsion modules corresponding to su(4)-structures on so(1, 10)
manifolds, using Appendix B. Note that the traceless part of Ωα,βγ¯ is not determined by the
Killing spinor equations.
- Field strength constraints:
The conditions that have been derived on the spin-connection in Appendix D and summarised
above, in turn restrict the form of the field strength. We summarise these results in the follow-
ing table:
Component Solution
G3,0 Gαβγ = 0
G5βγ = 2iΩ5,βγ
G2,1 Gα¯βγ = 0
Gα¯5γ = −2iΩα¯,5γ − igα¯γΩ0,05
G5¯βγ = −2iΩ5¯,βγ
G5¯5α = −2iΩ5¯,5α + iΩ0,0α
F 4,0 Fα1α2α3α4 =
1
2
(−3Ω0,05 + 2Ω5,ββ) ǫα1α2α3α4
F5α1α2α3 =
1
2
(
Ω0,0β¯ − 2Ωβ¯,γγ
)
ǫβ¯α1α2α3
F 3,1 Fα¯β1β2β3 =
1
2
(
2Ωα¯,5¯γ¯ǫ
γ¯
β1β2β3 − 3Ω5,γ¯1γ¯2ǫγ¯1γ¯2 [β1β2gβ3]α¯
)
F5¯β1β2β3 = −Ω5¯,γ¯5¯ǫγ¯β1β2β3
Fα¯5β1β2 =
1
2Ωα¯,γ¯1γ¯2ǫ
γ¯1γ¯2
β1β2
Fαβ55¯ =
1
2
(
Ω5,γ¯1γ¯2 −Ω5¯,γ¯1γ¯2
)
ǫγ¯1γ¯2αβ
F 2,2 Fα¯5¯β1β2 =
1
2Ωα¯,γ¯1γ¯2ǫ
γ¯1γ¯2
β1β2
Fαβ¯55¯ = −2iΩ0,αβ¯
F55¯α
α = 0
Fαβ¯γ
γ = 0
The (2, 2) component of the field strength Fα1α2β¯1β¯2 is not determined by the Killing spinor
equations.
4.4 Ns = 2 Backgrounds 72
THE GEOMETRY OF THE SPACETIME
We will now investigate some consequences for the spacetime geometry which arise from the
existence of two SU(4)-invariant Killing spinors, using equations (4.4.106)-(4.4.111).
Firstly, we observe that the spacetime admits a timelike Killing vector field κf associated to
η1, which is inherited from theNs = 1 case (see section 4.3.3). In this case, we also have exterior
forms associated to the spinors ηSU(5) and ηSU(4), and these can be found using the results of
the table in section 4.4.2. The two-form ωSU(4) and the first part of the four-form ζ give rise
to an SU(4)-invariant Ka¨hler form and antiholomorphic volume form, and these determine an
SU(4)-structure on B, the space which is transverse to the orbits of κf .
Another difference between this case and the case in which both spinors are SU(5)-invariant
is that here Ωα¯,β¯γ¯ 6= 0, so that the spatial manifold B is not complex, hence not Hermitian.
To check this explicitly, we need only compute the (2, 0) part of deˆ5¯, for example, to see that
it is not required to vanish, since Ω5,5α is not constrained to vanish by the Killing spinor
equations. Therefore neither of the complex structures associated with ω(ηSU(5), ηSU(5)) or
ω(ηSU(4), ηSU(4)) are integrable, so that B is a non-complex almost Hermitian manifold.
From section 4.4.2, we also see that there is a one-form which may be constructed from the
spinors ηSU(5) and ηSU(4), namely κ = e♮. Using this, we define a vector field by
κ˜f =
√
2f2∂♮ = if
2(∂5 − ∂5¯) . (4.4.112)
It is evident that κ˜f is a spacelike vector.
It is straightforward to show that κ˜f solves the Killing vector equation∇Aκ˜fB +∇Bκ˜fA = 0,
hence it is a Killing vector field on the spacetime. Note that the non-vanishing components of
the one-form associated to the vector field are
(κ˜f )5 = −(κ˜f )5¯ = −if−2. For example, let us consider the (A,B) = (0, 0) component of the
Killing equation. Using that f is time-independent (4.4.106), we get
if−2
(
Ω0,
5
0 −Ω0,5¯0
)
= 0 , (4.4.113)
which is satisfied due to (4.4.107). In a similar way, the rest of the connection conditions ensure
that the other components of the Killing vector equation are satisfied, so that κ˜f is a spacelike
Killing vector on the spacetime.
In fact, we can also demonstrate that κ˜f preserves the almost complex structure on B given
in complex coordinates by
J˜ = diag( iδαβ , −i , −iδα¯β¯ , i ) , (4.4.114)
where α, β = 1, 2, 3, 4. The Ka¨hler form associated to J˜ is then ω˜ = −iω, where
ω := ω(ηSU(4), ηSU(4)) = e1 ∧ e6 + e2 ∧ e7 + e3 ∧ e8 + e4 ∧ e9 − e5 ∧ e♮ . (4.4.115)
Therefore to say that κ˜f preserves J˜ is equivalent to saying that it preserves the associated
Ka¨hler form ω˜. In turn, this is equivalent to the requirement that
Lκ˜fω = 0 , (4.4.116)
since ω˜ = −iω.
To see that this equation holds, we first express the Lie derivative in terms of the spin con-
nection as
(Lκ˜fω)AB = − 2∂[A(κ˜f )DωB]D + 2(κ˜f )DΩ[A|CDω|B]C − 2(κ˜f )DΩDC [AωB]C . (4.4.117)
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Now, using conditions (4.4.106)-(4.4.111), we can proceed to show that κ˜f indeed does preserve
ω. For instance, the (A,B) = (5, 5¯) component yields
(Lκ˜fω)55¯ = 2f2
(−Ω5¯,55¯ + (∂5 + ∂5¯) log f) , (4.4.118)
which vanishes as a consequence of (4.4.107) and (4.4.111). The other components can be shown
to hold in a similar way. It can similarly be shown that κf preserves the almost complex struc-
ture of B which is associated to ω(ηSU(5), ηSU(5)).
In addition, we also find that [κf , κ˜f ] = 0. This results from the vanishing of the connection
components of the form Ω0,5i = Ω5,0i and also condition (4.4.106). Since we have a pair of
commuting Killing vector fields, we may introduce coordinates ua adapted to both vectors,
and write the metric as [64]
ds2 = Uab(du
a + αa)(dub + αb) + γIJdx
IdxJ , (4.4.119)
where α and γ depend on the remaining coordinates xI .
To summarise, we have found the following consequences of having two SU(4)-invariant
Killing spinors in aD = 11 supergravity background:
• The field strength is determined by the spin-connection according to the table in section
4.4.4, except for the component Fα1α2β¯1β¯2 . Since its trace is found to vanish, Fαβ¯γ
γ = 0,
the undetermined component Fα1α2β¯1β¯2 corresponds to a traceless (2, 2)-form. In other
words, it corresponds to the irreducible representation 20′ of SU(4), which arises in the
decompostion of the SU(5) traceless (2, 2)-piece into SU(4) irreps, given by
Λ
(2,2)
0 (C
5) ∼= Λ(2,2)0 (C4)⊕ Λ(2,1)+(1,2)0 (C4)⊕ Λ(1,1)0 (C4) , (4.4.120)
or alternatively,
75 −→ 20′ ⊕ 20⊕ 2¯0⊕ 15 . (4.4.121)
• The spacetime admits two commuting Killing vector fields κf and κ˜f , the former of which
is timelike whereas the latter is spacelike. We may adapt coordinates according to these
vectors to express the metric in the form (4.4.119).
• The space B which is transverse to the orbits of κf , is an almost Hermitian manifold but
is not complex.
• B possesses an SU(4)-structure, and the Killing vector field κ˜f preserves the almost com-
plex structure associated to ω(ηSU(4), ηSU(4)). The SU(4)-structure is determined by con-
ditions (4.4.107)-(4.4.111) and the results of Appendix B.
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In this section, we will demonstrate how the procedure for solving the Killing spinor equations
outlined above may be extended to backgrounds possessing more than two supersymmetries.
Solutions will be given for certain configurations of three and four SU(4)-invariant Killing
spinors††, and the resulting constraints will be used to draw important conclusions about the
geometry of the background. The strategy for systematic classification may be extended to
Ns > 2 as follows.
As before, we take η1 ∈OSU(5), and η2 to be of the form (4.4.30). In general, both η1 and η2
have the identity as their common stability subgroup. However, if certain parameters in the
††These were first presented in [64].
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generic spinor η2 vanish, then the spinors are left invariant by some subgroup H ⊆ SU(5). As
we have seen in section ??, typicallyH is an SU(q) group or a product of such groups. We then
decompose the Spin(10)module ∆+
16
under the action of H and investigate the possible orbits
ofH in each component arising in this decomposition. It is sufficient to investigate this module,
since the corresponding spinors in ∆−
16
are determined precisely by Majorana conjugation. In
other words, it would be entirely equivalent to start by decomposing the module∆−
16
underH .
Once the orbits ofH in the spinor space have been determined, we can then find a canonical
representative for each one, up to H transformations. The third Killing spinor η3 can now be
chosen as any linear combination of these representatives, provided it is linearly independent
of η1 and η2.
This proceduremay be iterated to find representatives for any number of Killing spinors. Its
effectiveness is apparent in the cases in which the common stability subgroup of the spinors is
large, because then it can be used to restrict the choice of the next spinor. This in turn facilitates
the solution of the Killing spinor equations. However, in the cases where the stability subgroup
of η1, η2 and η3 is small, further progress in solving the Killing spinor equations may still be
difficult.
For example, suppose that η1 and η2 are chosen such that their common stability subgroup
is {1}. In this case, the third spinormay be chosen to be any other spinor which is linearly inde-
pendent of η1 and η2. Although our formalism can be used, there is no apparent simplification
in either the computation of the Killing spinor equations or of the exterior forms associated
with η3. Consequently, the conditions which arise on the geometry will be rather involved, and
difficult to interpret.
Therefore, for the sake of illumination, we shall focus on some Ns > 2 backgrounds ad-
mitting spinors which possess large symmetry groups. In particular, we will now describe
the scenario that occurs when the spinors are invariant under SU groups of progressively de-
creasing dimension. This will serve to further illustrate the general procedure of constructing
canonical forms for various orbits within∆32. Then we will proceed to solve the Killing spinor
equations for configurations of three and four SU(4)-invariant Killing spinors.
4.5.1 THE SU SERIES
Let us consider the situation in which we have multiple spinors whose stability subgroups are
consecutively SU(5), SU(4), SU(3), SU(2) and {1}. We refer to this as the SU series‡‡. We will
consider each stabiliser H ⊂ SU(5) in turn, and determine the maximal number of linearly
independent spinors which are invariant underH .
Recall that the spinor space of Spin(1, 10), splits as ∆C ∼= ∆+ ⊕ ∆− under
Spin(10) ⊂ Spin(1, 10), where ∆± are inequivalent Spin(10) modules of complex dimension
16. Under SU(5) ⊂ Spin(10) these decompose as
∆+
16
∼= Λ01(C5)⊕ Λ210(C5)⊕ Λ45¯(C5)
∆−
16
∼= Λ15(C5)⊕ Λ31¯0(C5)⊕ Λ51¯(C5) , (4.5.1)
where the bold subscripts denote the complex dimension of each irreducible representation.
We can observe that each space is indeed irreducible under SU(5), since via the oscillator basis
of gamma matrices (4.2.19) we have the isomorphism
Λp(C5) ∼= Λ(0,p)(C5) , p ≤ 5 . (4.5.2)
‡‡This set-up can also be thought of as a Calabi-Yau series, since the Killing spinors given in this section are those
expected in M-theory Calabi-Yau compactifications with fluxes [64]. However, we will not pursue this here, but
rather focus on the construction of canonical forms for the associated spinors.
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Since (0, p)-forms of the complexified exterior algebra are irreducible under the action of SU(5)
(see, for example, [22]), we conclude that the p-form modules in this decomposition are also
irreducible SU(5)modules.
In what follows, we wish to determine the Majorana spinors of∆32 that are invariant under
SU(2) ⊂ SU(3) ⊂ SU(4) ⊂ SU(5). Therefore we need only consider one of the Spin(10)
spinor modules, since the Majorana condition precisely determines the corresponding spinor
components that arise in the other module.
So, let us consider ∆−
16
. From (4.5.1), a general element can be written as the sum of three
irreducible components as
η = λiei +
1
3!
µijkeijk + νe12345 , (4.5.3)
where λi, µijk, ν ∈ C for i, j, k = 1, · · · , 5. Our method will be to decompose each component
progressively under the SU series. The way we choose to embed the groups in each other is
to specify that SU(q) acts on the space Cq which is spanned by the vectors {e1, · · · , eq}, for
q ≤ 5. Note that we immediately have the SU(5)-invariant spinor νe12345, which decomposes
no further.
We begin by setting
ζ = λiei +
1
3!
µijkeijk , (4.5.4)
and decomposing under SU(4). According to the decompositions
Λ15(C
5) ∼= Λ01(C4)⊕ Λ14(C4) (4.5.5)
Λ3
1¯0
(C5) ∼= Λ26(C4)⊕ Λ34(C4) , (4.5.6)
the general spinor decomposes under SU(4) as
ζ = λaea + λ
5e5 +
1
2
µab5eab5 +
1
3!
µabceabc , (4.5.7)
where a, b, c = 1, · · · , 4. We see that this yields the one-dimensional SU(4) representation λ5e5,
so that the spinors in∆−which possessSU(4) as theirmaximal stability subgroups are spanned
by
e12345 , e5 . (4.5.8)
Next, we seek a basis of spinors which are invariant under SU(3). Decomposing the non-
trivial SU(4)modules under SU(3) gives
Λ14(C
4) ∼= Λ01(C3)⊕ Λ13(C3) (4.5.9)
Λ2
6
(C4) ∼= Λ13(C3)⊕ Λ23(C3) (4.5.10)
Λ3
4
(C4) ∼= Λ23(C3)⊕ Λ31(C3) . (4.5.11)
In terms of ζ , we find that
ζ = λmem + λ
4e4 + λ
5e5 + µ
m45em45 +
1
2
µmn5emn5 +
1
2
µmn4emn4 +
1
3!
µmnpemnp , (4.5.12)
where now, m,n, p = 1, 2, 3. Here we have obtained an extra SU(3) singlet λ4e4, which corre-
sponds to the summand Λ0
1
(C3) in the above decomposition. Thus the SU(3)-invariant spinors
of∆− are spanned by
e12345 , e5 , e4 . (4.5.13)
4.5 Ns > 2 Backgrounds 76
To obtain the SU(2)-invariant spinors we decompose the non-trivial SU(3) modules under
SU(2) to obtain
Λ1
3
(C3) ∼= Λ01(C2)⊕ Λ12(C2) (4.5.14)
Λ2
3
(C3) ∼= Λ12(C2)⊕ Λ21(C2) . (4.5.15)
This corresponds to the splitting
ζ = λtet + λ
3e3 + λ
4e4 + λ
5e5 + µ
t45et45 + µ
345e345 + µ
t35et35 + µ
125e125
+µt34et34 + µ
124e124 + µ
123e123 , (4.5.16)
where t = 1, 2. The terms with a t index are still reducible under SU(1) ⊂ SU(2), but the
remaining terms have no free indices hence provide the trivial representations of SU(2). In
summary then, the SU(2)-invariant spinors in ∆− are spanned by the eight components
e12345, e5, e4, e3, e345, e125, e124, e123 . (4.5.17)
However, we are ultimately concerned with the Majorana spinors of ∆32 which may be found
in D = 11 supergravity backgrounds. Therefore, applying the Majorana condition (4.2.11) and
normalising with respect to the Hermitian inner product, we find that a basis for the SU(2)-
invariant Majorana spinors of ∆32 is given by the sixteen spinors:
ηSU(5) =
1√
2
(1 + e12345) , θ
SU(5) =
i√
2
(1− e12345) , (4.5.18)
ηSU(4) =
1√
2
(e5 + e1234) , θ
SU(4) =
i√
2
(e5 − e1234) , (4.5.19)
η
SU(3)
1 =
1√
2
(e4 − e1235) , θSU(3)1 =
i√
2
(e4 + e1235) , (4.5.20)
η
SU(3)
2 =
1√
2
(e45 − e123) , θSU(3)2 =
i√
2
(e45 + e123) , (4.5.21)
η
SU(2)
1 =
1√
2
(e3 + e1245) , θ
SU(2)
1 =
i√
2
(e3 − e1245) , (4.5.22)
η
SU(2)
2 =
1√
2
(e12 − e345) , θSU(2)2 =
i√
2
(e12 + e345) , (4.5.23)
η
SU(2)
3 =
1√
2
(e35 + e124) , θ
SU(2)
3 =
i√
2
(e35 − e124) , (4.5.24)
η
SU(2)
4 =
1√
2
(e34 − e125) , θSU(2)4 =
i√
2
(e34 + e125) . (4.5.25)
Thus, there is a maximum of sixteen independent SU(2)-invariant Killing spinors available
for a D = 11 supergravity background. This is the same number as is expected in M -theory
compactifications on K3 [64]. However, we will not investigate such matters here, but instead
we will turn to solving the Killing spinor equations for two particular configurations involving
more than two Killing spinors.
4.5.2 Ns = 3 BACKGROUNDS WITH SU(4)-INVARIANT KILLING SPINORS
Let us consider the class of Ns = 3 backgrounds which possess Killing spinors that are all
invariant under SU(4). In this case it suffices to combine the conditions forNs = 2 backgrounds
with SU(5) and SU(4)-invariant spinors, which have been derived in sections 4.4.3 and 4.4.4.
We will restrict the parameters so that the background has Killing spinors of the form
η1 = f1η
SU(5) , η2 = f2θ
SU(5) , η3 = f3η
SU(4) . (4.5.26)
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Recall that in the case of SU(4)-invariant spinors, indices α, β, · · · run from 1 to 4.
- Geometric constraints:
Combining the conditions of the two classes of Ns = 2 backgrounds, we find firstly that
f1 = f2 = f3 = f , ∂0f = ∂5f = ∂5¯f = 0 . (4.5.27)
Next, we use the condition Ωα¯,β¯γ¯ = 0 together with the other conditions summarised in section
4.4.4, to find the following conditions on the Ω0,0i components:
Ω0,05 = Ω0,05¯ = 0 , Ω0,0α = −2∂α log f . (4.5.28)
The conditions which arise for the Ω0,ij components are
Ω0,5α¯ = Ω0,5α = Ω0,55¯ = Ω0,β
β = 0 , Ω0,β1β2 =
i
4
Ω5,γ¯1γ¯2ǫ
γ¯1γ¯2
β1β2 , (4.5.29)
and we find that the traceless part of Ω0,αβ¯ is not determined by the Killing spinor equations.
The conditions on the components of the form Ωα¯,ij are
Ωβ¯1,β¯2β¯3 = 0 , Ωα¯,β1β2 = −Ω0,0[β1gβ2]α¯ , Ωβ,α¯β = −
3
2
Ω5¯,α¯5 = −
3
2
Ω0,0α¯ ,
Ωα,β
β = −1
2
Ω5¯,α5 = −
1
2
Ω0,0α . (4.5.30)
In addition, for the components of the type Ωi,j5, we have
Ωβ¯1,β¯25¯ = Ω5¯,β¯1β¯2 = 0 , Ω[β¯1,β¯2]5 = −Ω5,β¯1β¯2 , Ω(β¯1,β¯2)5 = 0 ,
Ω(α¯,β)5¯ = Ω(α¯,β)5 = 0 , Ωα¯,55¯ = 0 . (4.5.31)
Furthermore, the traceless part of Ωα,βγ¯ remains undetermined.
Finally, the conditions on the Ω5¯,ij components are
Ω5,β
β = Ω5¯,β
β = 0 , Ω5,α¯5 = Ω5¯,α¯5¯ = 0 , Ω5,α¯5¯ = Ω5¯,α¯5 ,
Ω5¯,α¯5 = Ω0,0α¯ , Ω5¯,55¯ = Ω5,55¯ = 0 . (4.5.32)
The above constraints together with their complex conjugates, provide the full set of geo-
metric conditions that are required for a background to admit Ns = 3 supersymmetry deter-
mined by the SU(4)-invariant Killing spinors η1, η2 and η3.
- Field strength constraints:
We can now substitute the geometric conditions given above into the expressions for the com-
ponents of the field strength which were derived in sections 4.4.3 and 4.4.4. This is a straight-
forward procedure, and the results are displayed in the following table:
4.5 Ns > 2 Backgrounds 78
Component Solution
G3,0 Gαβγ = 0
G5βγ = 0
G2,1 Gα¯βγ = 0
G5¯βγ = −2iΩ5¯,βγ
Gα¯5γ = −2iΩα¯,5γ
G5¯5α = −2iΩ5¯,5α + iΩ0,0α
F 4,0 Fα1α2α3α4 = 0
F5α1α2α2 = 0
F 3,1 Fα¯β1β2β3 = −32Ω5,γ¯1γ¯2ǫγ¯1γ¯2 [β1β2gβ3]α¯
F5¯β1β2β3 = 0
Fα¯5β1β2 = 0
Fαβ55¯ =
1
2Ω5,γ¯1γ¯2ǫ
γ¯1γ¯2
αβ
F 2,2 Fα¯5¯β1β2 = 0
Fαβ¯55¯ = −2iΩ0,αβ¯
Fαβ¯γ
γ = 0
F55¯α
α = 0
We have used that the (3,0)+(0,3) part of the connection Ωi,jk vanishes throughout this
derivation. We have also used the conditions forNs = 2 supersymmetrywhich were derived in
Appendix D. The field strength components that do not appear in the table are undetermined
by the Killing spinor equations.
THE GEOMETRY OF THE SPACETIME
We shall now investigate some aspects of the spacetime geometry of a background admitting
three SU(4)-invariant Killing spinors, arising from conditions (4.5.27)-(4.5.32). We find that the
geometry of such Ns = 3 backgrounds combines aspects of the geometries of the Ns = 2 back-
grounds which possess SU(5) and SU(4)-invariant Killing spinors, that have been investigated
in sections 4.4.3 and 4.4.4.
As in all previous cases, the spacetime admits a timelike Killing vector field κf = f2e0,
which is inherited from the spinor η1. From the exterior forms associated with the spinors
ηSU(5), θSU(5) and ηSU(4), the spacetime admits an SU(4)-structure on the space B which is
transverse to the orbits of κf , as in section 4.4.4. However, unlike theNs = 2 backgrounds with
SU(4)-invariant spinors, in this case the space B is complex. This arises because the (3,0)+(0,3)
parts of the connection ΩA,BC vanish, making the almost complex structure on B integrable.
This is similar to the case ofNs = 2 backgrounds with SU(5)-invariant spinors. Therefore, B is
in fact a ten-dimensional Hermitian manifold with an SU(4)-structure.
There are also two spacelike Killing vector fields
κ˜f = if2(∂5 − ∂5¯) (4.5.33)
κˆf = f2(∂5 + ∂5¯) , (4.5.34)
which are associated with the one-forms κ
(
ηSU(5), ηSU(4)
)
= e♮ and κ
(
θSU(5), ηSU(4)
)
= e5,
respectively. Furthermore, the Killing vector fields κf , κ˜f and κˆf mutually commute. This can
be shown in a similar way to the case of section 4.4.4.
We also find that the vectors κ˜f and κˆf preserve the complex structure of B,
Lκ˜fω(ηSU(5), ηSU(5)) = 0 . (4.5.35)
Again, the computation is analogous to that which was described for the Ns = 2 background
with SU(4)-invariant Killing spinors, so details will be omitted here.
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The orbits of κf , κ˜f and κˆf are along the e0, e♮ and e5 directions respectively. Recalling the
identity given in (4.4.35), we see that there is an SU(4)-invariant two-form
ωSU(4) = e1 ∧ e6 + e2 ∧ e7 + e3 ∧ e8 + e4 ∧ e9 (4.5.36)
which exists on the submanifold Bˆ ⊂ B spanned by {e1, e2, e3, e4, e6, e7, e8, e9}. Clearly ωSU(4)
is a Ka¨hler form for Bˆ which is associated to a complex structure. Since Bˆ is complex as a
submanifold ofB, possesses anHermitianmetric given by restricting that ofB, and is equipped
with the complex structure associated to ωSU(4), therefore Bˆ is itself an Hermitian manifold.
Next, using the exterior forms from the table in section 4.4.2, we can define
τSU(4) = e0y
(
τ(ηSU(5), ηSU(4))− iτ(θSU(5), θSU(4))
)
= eˆ1 ∧ eˆ2 ∧ eˆ3 ∧ eˆ4 , (4.5.37)
where {eˆα}4α=1 is a holomorphic basis of forms on Bˆ, as specified in equation (4.3.15). In other
words, by contracting the five-forms associated to the SU(4)-invariant spinors with e0, we can
obtain an SU(4)-invariant holomorphic volume form τSU(4) on Bˆ. This means that there is an
SU(4)-structure defined on Bˆ and specified by the tensors (g|
Bˆ
, ωSU(4) , τSU(4)), so that Bˆ is in
fact a special Hermitian manifold [87].
Now, we can adapt coordinates to the three vector fields given above, and write the metric
as
ds2 = Uab(du
a + βa)(dub + βb) + γIJdx
IdxJ , (4.5.38)
where a, b = 0, 1, 2, I, J = 1, . . . , 8 and U , β and γ depend only on the xI coordinates.
To summarise, we have found the following consequences of having three SU(4)-invariant
Killing spinors in aD = 11 supergravity background:
• The field strength is determined by the spin-connection according to the table in section
4.5.2.
• The spacetime admits three commuting Killing vector fields κf , κ˜f and κˆf , the former
of which is timelike whereas the latter two are spacelike. We may adapt coordinates
according to these vectors to express the metric in the form (4.5.38).
• The space B which is transverse to the orbits of κf is a complex hence Hermitian mani-
fold.
• B possesses an SU(4)-structure, and the Killing vector field κ˜f preserves the almost com-
plex structure associated to ω(ηSU(5), ηSU(5)). This SU(4)-structure is determined explic-
itly using conditions (4.5.28)-(4.5.32) and the results of Appendix B, which describe the
intrinsic torsion of an so(1, 10) manifold possessing an su(4)-structure.
• The eight-dimensional submanifold Bˆ of B which is transverse to the orbits of all three
Killing vector fields is also Hermitian, and admits an SU(4)-structure which may be spec-
ified by the tensors (g|Bˆ , ωSU(4) , τSU(4)), or equivalently via conditions (4.5.28)-(4.5.32).
4.5.3 Ns = 4 BACKGROUNDS WITH SU(4)-INVARIANT KILLING SPINORS
As a final illustration of our method, we will now investigate a particular class of Ns = 4
backgrounds, namely those which admit four Killing spinors which are all invariant under
SU(4),
η1 = f1η
SU(5) , η2 = f2θ
SU(5) , η3 = f3η
SU(4) , η4 = f4θ
SU(4) , (4.5.39)
4.5 Ns > 2 Backgrounds 80
where f1, f2, f3 and f4 are real functions of the spacetime. The conditions arising from the
three first Killing spinors have already been derived in the previous section. Moreover, the
constraints coming from DAη4 = 0 can be obtained from the formulae in 4.4.4 by changing the
sign of each term which contains the epsilon tensor. This is required since the sign of e1234 is
the only difference between ηSU(4) and θSU(4).
- Geometric constraints:
The constraints that the Killing spinor equations place on the spacetime functions are
f1 = f2 = f3 = f4 = f , ∂0f = ∂5f = ∂5¯f = 0 . (4.5.40)
The conditions arising for the Ω0,0i components are found to be
Ω0,05 = Ω0,05¯ = −2∂5 log f = −2∂5¯ log f = 0 , Ω0,0α = −2∂α log f . (4.5.41)
Next, the Ω0,ij components are required to satisfy
Ω0,5α¯ = Ω0,5α = Ω0,55¯ = Ω0,β
β = Ω0,β1β2 = 0 , (4.5.42)
and we find that the traceless part of Ω0,αβ¯ is undetermined.
Now, the constraints on components of the form Ωα¯,ij are given by
Ωβ¯1,β¯2β¯3 = 0 , Ωα¯,β1β2 = −Ω0,0[β1gβ2]α¯ , Ωβ,α¯β = −
3
2
Ω5¯,α¯5 = −
3
2
Ω0,0α¯ ,
Ωα,β
β = −1
2
Ω5¯,α5 = −
1
2
Ω0,0α , (4.5.43)
and the traceless part of Ωα,βγ¯ remains undetermined.
In addition, components of the type Ωi,j5 must obey
Ωβ¯1,β¯25¯ = Ωβ¯1,β¯25 = 0 , Ω(α¯,β)5¯ = Ω(α¯,β)5 = 0 , Ωα¯,55¯ = 0 . (4.5.44)
And finally, the conditions on the Ω5¯,ij components are
Ω5,β
β = Ω5¯,β
β = 0 , Ω5,α¯5 = Ω5¯,α¯5¯ = 0 , Ω5,α¯5¯ = Ω5¯,α¯5 ,
Ω5¯,α¯5 = Ω0,0α¯ , Ω5¯,55¯ = −Ω5,55¯ = 0 , Ω5,α¯1α¯2 = Ω5¯,α¯1α¯2 = 0 . (4.5.45)
The condition that remains to be examined is (4.4.65). In this case, we see that
Ωα¯,5
α¯ = 0 . (4.5.46)
The above constraints, togetherwith their complex conjugates, provide the full set of geometric
conditions that are required for a background to admit Ns = 4 supersymmetry determined by
the SU(4)-invariant Killing spinors η1, η2, η3 and η4.
- Field strength Constraints:
Using the above conditions on the spin-connection, the field strength components can be ex-
pressed in terms of the geometry. As in the previous cases, we substitute conditions (4.5.41)-
(4.5.46) into the expressions for the field strength which arise in the Ns = 2 cases. The results
are summarised below:
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Component Solution
G3,0 Gαβγ = 0
G5βγ = 0
G2,1 Gα¯βγ = 0
G5¯βγ = 0
Gα¯5γ = −2iΩα¯,5γ
G5¯5α = −iΩ0,0α
F 4,0 Fα1α2α3α4 = 0
F5α1α2α2 = 0
F 3,1 Fα¯β1β2β3 = 0
F5¯β1β2β3 = 0
Fα¯5β1β2 = 0
Fαβ55¯ = 0
F 2,2 Fα¯5¯β1β2 = 0
Fαβ¯55¯ = −2iΩ0,αβ¯
Fαβ¯γ
γ = 0
F55¯α
α = 0
In comparison to the Ns = 3 and Ns = 2 cases, we can observe how much more constrained
the field strength becomes as we add Killing spinors with large stability subgroups to the back-
ground.
THE GEOMETRY OF THE SPACETIME
Let us now investigate some aspects of the spacetime geometry for backgrounds admitting
four SU(4)-invariant Killing spinors, that arise from conditions (4.5.41)-(4.5.46). We shall not
elaborate on the details here, since the geometric properties of the spacetime in this case are
similar to those we have seen for Ns = 2 and Ns = 3 backgrounds. Rather, we shall present a
summary without any preceding discussion:
• The field strength is determined by the spin-connection according to the table in section
4.5.3.
• The spacetime admits three commuting Killing vector fields κf , κ˜f and κˆf , the former
of which is timelike whereas the latter two are spacelike. We may adapt coordinates
according to these vectors to express the metric in the form (4.5.38), as in theNs = 3 case.
• The space B which is transverse to the orbits of κf , is an Hermitian manifold with respect
to the complex structure associated to the two-form ωSU(5), see (4.3.12).
• B admits an SU(4)-structure, which is explicitly specified by conditions (4.5.41)-(4.5.45)
and the results of Appendix B, or equivalently, via the exterior forms associated to the
spinors ηSU(5), θSU(5), ηSU(4) and θSU(4).
• The eight-dimensional submanifold Bˆ of B which is transverse to the orbits of all three
Killing vector fields is also Hermitian, and admits an SU(4)-structure which may be spec-
ified by the tensors (g|Bˆ , ωSU(4) , τSU(4)), or equivalently via conditions (4.5.41)-(4.5.45).
Note that the explicit components of the SU(4)-structures in the Ns = 3 and Ns = 4 back-
grounds are different, since some components of the spin-connection vanish in the latter which
do not vanish in the former.
This concludes theKilling spinor equation analysis for backgrounds admitting SU(4)-invariant
spinors.
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SUMMARY
We have presented a new and efficient method for solving the Killing spinor equations of su-
pergravity. The two key ingredients of this method are an explicit description of spinors in
terms of exterior forms, and a knowledge of the orbits of the gauge group of the supercovari-
ant connection on the space of spinors. This formalism reduces the Killing spinor equations
to a set of linear differential and algebraic conditions, which provide concrete relationships be-
tween the fieldstrength, the connection and the functions which parametrise the spinors. It is
advantageous that all dependence on gamma matrices is removed when it comes to analyse
the constraints. Also, we can use our knowledge of how groups act on the exterior algebra to
enable us to explicitly write down the form of a spinor with a particular stability subgroup.
This leads to the possibility of classifying supersymmetric solutions according to the stability
subgroups of their Killing spinors, although obviously the field equations would need to be
investigated in each case for a full classification. It also provides valuable simplification partic-
ularly in theNs = 1 case, when we can use the gauge group to bring the spinor into a canonical
form, so that the Ns = 1 Killing spinor equations can then be solved in a straightforward way.
In this thesis the emphasis of the spinorial geometry is on D = 11 supergravity, which is
important to applications in M -theory. In the case of one SU(5)-invariant spinor, the Ns = 1
equations give us expressions for all the field strength components in terms of the geometry,
except for the traceless (2, 2)-piece, by using the canonical form for the spinor. These results
independently verify the work of [68].
Our formalism also serves to make the analysis of the Ns = 2 case tractable, and the Killing
spinor equations were solved for some backgrounds possessing two Killing spinors, namely
the class in which both spinors are SU(5)-invariant and also the class in which both are SU(4)-
invariant. We have the benefit of being able to substitute all the information derived from the
Ns = 1 case back into the Killing spinor equations so that it is automatically incorporated into
the Ns = 2 solution. It is clear that this method can be continued for Ns > 2, as we have
demonstrated in the cases of Ns = 3 and Ns = 4 backgrounds with SU(4)-invariant Killing
spinors.
The method is inherently systematic, and it is this characteristic which makes it a promising
ingredient in the classification of supersymmetric solutions to the supergravity theories which
are of relevance today. However, that is not to say that the solution of the Killing spinor equa-
tions will now be easy for cases in which there are many Killing spinors. In the D = 11 case
with two Killing spinors there are already a number of different cases to consider, depending
on the combination of stability subgroups which the spinors possess. For example, the spinors
may both have stability subgroup SU(5) or (Spin(7) ⋉ R8) × R, or indeed any combination
from these groups or their subgroups. Each case must be considered separately and will give
rise to a distinct geometry, so one can see how the number of possible cases to be considered
is very high, even for Ns = 2. However, the method is certainly efficient enough so that the
calculations are both feasible and illuminating for Ns > 2 when the common stabiliser of the
spinors is non-trivial, since many constraints on the geometry occur in Ns = 1 and Ns = 2,
which simplify the equations for Ns > 2. More constraints will emerge for each extra Killing
spinor that is introduced, constraining the solutions further and further. In this way, we can see
how enlightening it will be to systematically study the different cases for all Ns, as it is certain
that a multitude of new classes of solution will arise which as yet are unknown.
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OUTLOOK
The method presented in this thesis has already met with considerable success when applied
to some other important cases. In [75] and [76] the Ns = 1 Killing spinor equations of IIB su-
pergravity are solved for each of the three classes of spinor which can occur, namely for spinors
with stability subgroup Spin(7) ⋉ R8, SU(4) ⋉ R8 or G2. Some interesting cases with two and
four Killing spinors are also investigated. In [77], a manual for systematically constructing
all supersymmetric solutions of D = 11 supergravity is presented, and the classification of
such solutions is reduced to evaluating the supercovariant derivative and an integrability con-
dition on a certain set of spinors. General expressions are presented for each constraint, and
some examples are also constructed. Then in [78] a similar systematic analysis is performed
for supersymmetric solutions in type IIB supergravity, and some new illustrative solutions are
constructed. It would also be extremely worthwhile to perform analogous investigations for
the supergravities relevant to type IIA string theory and the heterotic string†.
Also, our method may be used as an independent check of the results of work such as [70],
[71], [12], [13] and others, as well as to attempt to classify solutions of other lower-dimensional
supergravities, perhaps even those with extended supersymmetry. The spinor spaces of such
theories are of sufficiently low dimension that the number of orbits of the gauge spin group
is reduced, as compared to the higher-dimensional theories. This should make the analysis
significantly more straightforward.
Leaving the goal of classification aside for a moment, it would also be of great interest to
express the Killing spinors of well-known backgrounds in terms of exterior forms, using our
formalism. This may lead to further insight into the properties of ansa¨tze-derived solutions
such as M -branes [9], [10], for instance. In [85] it was observed that M2- and M5-brane back-
grounds admit generalised calibrations, and it would be interesting to see how these are related
to the explicit spacetime forms associated to the Killing spinors of these backgrounds‡.
In the analysis of theD = 11 Killing spinor equations, we indicated how the Gray-Hervella
classification of almost-Hermitian manifolds may be employed to describe the geometry which
arises when the spinors have certain stability subgroups. Two examples from the Ns = 1 and
Ns = 2 cases are manifolds with SU(5)- and SU(4)-structures. G-structures such as these
have been investigated already (see, for example, [68], [86], [87]), and some details on SU(n −
1)-structures in 2n-dimensional manifolds have been given in Appendix B. However, in the
Ns = 2 case, some other structures arise, namely SU(2) × SU(2), Sp(2) and SU(2) × SU(3)-
structures. In other cases too, more exotic structures such as these will emerge naturally as
different combinations of stability subgroup are considered, therefore suchG-structures require
some further study.
†During the interim between the submission and examination of this thesis, these important cases were success-
fully analysed, see [79] and [80].
‡Since the examination of this thesis, such matters were investigated in [81].
APPENDIX A
THE COMPLEX SPIN REPRESENTATIONS
In this appendix, we present a comprehensive derivation of the complex spin representations of
the groups Spin(r, s), and demonstrate the simple classification that results. Some invaluable
references for this topic are [46] and [28], although both focus largely on the classification of
the real representations. The complex case is entirely analogous and simpler in some respects,
yet is provided here to serve as a foundation for the explicit formalism presented in section 2.3,
as well as for the sake of completeness. It is hoped that this will provide a useful supplement
to those who approach the subject of spinorial geometry with little prior knowledge of the
workings of the complex Clifford algebras.
Throughout this section, all notation and definitions are as in section 2.2.1. The fundamental
relationships between the Clifford and exterior algebras are also taken for granted here, as well
as isomorphisms such as Cl0n
∼= Cln−1. In addition, the complex volume form of Cln is defined
to be
ωCn = i
[n2 ]e1e2 · · · en , (A.0.1)
where
[
n
2
]
denotes the integer part of n, which we note is equal to m both when n = 2m and
when n = 2m+ 1. This convention means that
(
ωCn
)2
= 1, for all n.
In the following we will be examining the Clifford algebras in dimensions n = 2m and
n = 2m+ 1 form ≥ 1, and so for completeness we note here that Cl1 ∼= C⊕ C.
A.1 IRREDUCIBLE REPRESENTATIONS OF Cln
Let us begin by summarising some well-known results about the structure of the complex Clif-
ford algebras. All of these can be found in [46], for example.
Since
(
ωCn
)2
= 1, we can always define projection operators P± = 12
(
1± ωCn
)
. Using these,
we can state the following result.
Proposition A.1.1.
1. Cl2m is a simple algebra;
2. Cl2m+1 is not simple, but is the direct sum of the two isomorphic subalgebras Cl
±
2m+1 = P
± ·
Cl2m+1, which are simple.
It is well-known that a simple algebra possesses only one non-trivial irreducible represen-
tation up to equivalence. Therefore Proposition A.1.1 tells us that Cl2m has a unique irreducible
representation whereas Cl2m+1 has two inequivalent irreducible representations. We will refer
to the irreducible representations of a complex Clifford algebra Cln as its pinor representations,
and to those of its even part Cl0n as its spin or spinor representations.
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This leads to the following fundamental classification of the complex Clifford algebras in
terms of the endomorphism algebras of certain vector spaces [21].
Proposition A.1.2. Let P, P+ and P− denote distinct copies of 2m-dimensional complex affine space.
Then, the irreducible representations of the complex Clifford algebras can be described as follows:
1. Denoting the unique pinor representation of Cl2m by ρ, we have
ρ : Cl2m ∼= EndC(P) . (A.1.1)
2. Denoting the inequivalent pinor representations of Cl2m+1 by ρ±, we have
ρ+ ⊕ ρ− : Cl2m+1 ∼= EndC(P+)⊕ EndC(P−) , (A.1.2)
From this result, we observe that the pinor representations of Cl2m and Cl2m+1 each have
complex dimension 2m, and the irreducible modules P, P± are their pinor spaces.
Denoting byMr(C) the algebra of r × r matrices with complex entries, an immediate con-
sequence of Proposition A.1.2 is the following:
Cl2m ∼=M2m(C) and Cl2m+1 ∼=M2m(C)⊕M2m(C). (A.1.3)
In other words, a natural way to describe the irreducible representations of Cl2m and Cl2m+1
is by matrices acting on the pinor spaces P = P± ∼= C2m . However, this is just one particular
manifestation of the pinor representations, which are unique only up to equivalence. In the
formalism presented in section 2.3, we choose to represent the algebras Cln on pinor spaces
which are isomorphic to Λ∗(Cm) for n = 2m and n = 2m+ 1.
Now that we have gained some insight into the general structure of the complex Clifford
algebras, we turn to a pair of lemmas which will prove useful when we restrict the pinor rep-
resentations to the groups Spin(r, s) ⊂ Cln, for r + s = n.
Proposition A.1.3. Let ρ : Cln −→ EndC(P) be a pinor representation on the space P, for odd n. Then
exactly one of the following holds:
ρ(ωCn ) = 1 or ρ(ω
C
n ) = −1 . (A.1.4)
These possibilities distinguish the two inequivalent pinor representations in odd dimensions, which we
denote ρ± according to ρ±(ω
C
n ) = ±1. Their corresponding pinor spaces are P± ∼= P.
This is the complex version of a result found in [46], for example, and so the proof is omitted,
since it is entirely analogous to the real case.
Next, we have
Proposition A.1.4. Let ρ : Cln −→ EndC(P) be the unique pinor representation on the space P, for
even n, and define the projections π± = 12
(
1± ρ(ωCn )
)
. Consider the splitting
P = S+ ⊕ S− (A.1.5)
where S± = π± · P. Then the subspaces S± are invariant under the even subalgebra Cl0n ∼= Cln−1 and
correspond to the two inequivalent irreducible representations of Cln−1.
Proof. Let φ ∈ Cl02m. First note that φ · ωC2m = ωC2m · φ, so that the volume element commutes
with the even part of Cl2m. Therefore,
ρ(φ) · S± = ρ(φ) · π± · P (A.1.6)
= π± · ρ(φ) · P (A.1.7)
= π± · P , since ρ(φ) ∈ End
C
(P) , (A.1.8)
= S± , (A.1.9)
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and we see that Cl02m leaves S
± invariant.
To prove the second part of the statement, let us explicitly set up the correspondenceCl2m−1 ∼=
Cl02m using the algebra isomorphism [46] f : Cl2m−1 −→ Cl02m, such that for each basis element,
f(ea) = e2m · ea , a = 1, · · · , 2m− 1.
Under this isomorphism, we see that ωC2m−1
∼= ωC2m, where ωC2m−1 is the volume element
for Cl2m−1. Therefore, since (2m − 1) is odd, we have from Proposition A.1.3 that either
ρ(ωC2m−1) = 1 or ρ(ω
C
2m−1) = −1. Moreover, that result tells us that the corresponding represen-
tationswhich are characterised by ρ±(ω
C
2m−1) = ±1 are indeed the two inequivalent irreducible
representations of Cl2m−1 ∼= Cl02m.
We ultimately wish to determine the irreducible complex representations of the groups
Spin(r, s) ⊂ Cl0n ⊂ Cln for n = r + s. To do so, we must restrict the irreducible representa-
tions of Cln to its even subalgebra. In other words we must restrict the pinor representations to
the spinor representations, and this is where the above two results are of great importance.
PropositionA.1.3 will prove to be useful in determining the spinor representations, since for
odd nwemust consider the consequences of restricting each inequivalent pinor representation.
Therefore we need such a means of distinguishing which pinor representation we are working
with.
Proposition A.1.4 will play an important part in the case of n = 2m, since it tells us that
the pinor representation restricts to two inequivalent spinor representations. Furthermore, the
space of pinors decomposes as P = S+ ⊕ S−, where S± are the 2m−1-dimensional complex
spinor spaces for Cl02m.
A.2 IRREDUCIBLE REPRESENTATIONS OF Spin(r, s)
In this section, we focus on the groups Spin(r, s) for n = r + s. Since their complex irreducible
representations are found from restricting those of the even subalgebra Cl0n, we will refer to
them as the complex spinor representations of Spin(r, s).
A.2.1 EVEN DIMENSION
For n = 2m, we must restrict the pinor representations of Cl2m subject to the following inclu-
sions:
Spin(r, s) ⊂ Cl0r,s ⊂ Cl02m ∼= Cl2m−1 ⊂ Cl2m (A.2.1)
From section A.1, we know that in even dimensions Cl2m has a unique complex pinor repre-
sentation,
ρ : Cl2m ∼= EndC(P) , (A.2.2)
where dim
C
(P) = 2m. We must first consider the restriction of ρ to the even subalgebra Cl02m
∼=
Cl2m−1 ⊂ Cl2m.
We proceed by setting π± = 12(1 ± ρ(ωC2m)) as before, where ωC2m = ime1 · · · e2m is the
complex volume element. Now, we have the decomposition
P = S+ ⊕ S− , where S± = π± · P , (A.2.3)
and Proposition A.1.4 tells us that the complex subspaces S± are invariant under Cl02m. Fur-
thermore, this result says that on restricting from Cl2m to Cl
0
2m, S
± correspond to the two in-
equivalent irreducible representations of Cl02m,
ρ = ρ+ ⊕ ρ− : Cl02m ∼= EndC(S+)⊕ End(S−) . (A.2.4)
These are the spin representations of Cl02m.
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Now, an irreducible representation of Cl02m remains irreducible when restricted to Cl02m ⊂
Cl02m. Indeed, noting that Cl
0
2m
∼= Cl02m ⊗ C, we can see this as follows. First, suppose that
the irreducible representation ρ+ of Cl
0
2m is actually reducible on restriction to Cl02m. Then, let
S ⊂ S+ be one of the supposed non-trivial complex subspaces which are invariant under the
action of Cl02m. Then ρ+(φi) · S ⊆ S for any two elements φi ∈ Cl02m, i = 1, 2. However, if we
consider the element φ1 + iφ2 ∈ Cl02m, then since ρ+ is a complex endomorphism, we find that
ρ+(φ1 + iφ2) · σ = ρ+(φ1) · σ + iρ+(φ2) · σ ⊆ S (A.2.5)
for every σ ∈ S. This implies that S is an invariant subspace of S+ under the action of Cl02m,
so that ρ+ : Cl
0
2m −→ EndC(S+) is actually reducible, which is a contradiction. We can argue
similarly for ρ−. Therefore, the inequivalent representations of Cl
0
2m must remain irreducible
when restricted to Cl02m ⊂ Cl02m.
There is one final restriction which is necessary to obtain the complex spin representations
of the spin groups in even dimensions, namely to Spin(r, s) ⊂ Cl02m. However, we note that
every irreducible representation of Cl02m restricts to an irreducible representation of Spin(r, s)
for r + s = 2m [46], [28]. To summarise, we have:
The complex spinor representations of Spin(r, s) for r + s = 2m, are the two in-
equivalent irreducible representations
ρ± : Spin(r, s) ⊂ Cl02m ∼= EndC(S±) , (A.2.6)
where the spinor spaces S± are complex vector spaces, each of dimension 2m.
A.2.2 ODD DIMENSION
To find the complex spinor representations of Spin(r, s) for r+ s = 2m+1, we must restrict the
irreducible representations of Cl2m+1 as follows:
Spin(r, s) ⊂ Cl0r,s ⊂ Cl02m+1 ∼= Cl2m ⊂ Cl2m+1 (A.2.7)
So the first important restriction is that of the two inequivalent pinor representations of Cl2m+1
to the even subalgebra. Recall that in odd dimensions there are two inequivalent pinor repre-
sentations of Cl2m+1,
ρ± : Cl2m+1 ∼= EndC(S±) , (A.2.8)
distinguished one from the other by their action on the complex volume element: ρ±(ω
C
2m+1) =
±1. Their pinor spaces P± each have complex dimension 2m.
To begin with, let us obtain a nice way of describing the even subalgebra of Cl2m+1, closely
following the method of [46]. Since
(
ωC2m+1
)2
= 1, we can decompose Cl2m+1 into isomorphic
subalgebras as in Proposition A.1.1:
Cl2m+1 = Cl
+ ⊕ Cl− , (A.2.9)
where P± = 12
(
1± ωC2m+1
)
and Cl± = P± · Cl2m+1.
Now, since n is odd, the volume form satisfies α(ωC2m+1) = −ωC2m+1, so that
α · P± = P∓ · α , (A.2.10)
(see section 2.2.1 for the definition of the canonical automorphism α). Consequently, the canon-
ical automorphism acts as in isomorphism of subalgebras, giving
α(Cl±) ∼= Cl∓ . (A.2.11)
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On the other hand, the even part Cl02m+1 is characterised by the property α(φ) = φ, for all
φ ∈ Cl02m+1. This leads us to the following lemma, which says that the even part lies diagonally
within the decomposition (A.2.9):
Lemma A.2.1. Cl02m+1 = {φ ∈ Cl2m+1 : φ = ϕ+ α(ϕ) , ϕ ∈ Cl+}.
Proof. Let φ ∈ Cl02m+1. Then φ = ϕ+ + ϕ− for ϕ± ∈ Cl±. Since φ is even, we have α(φ) = φ, so
that α(ϕ±) = ϕ∓. Hence φ = ϕ+ + α(ϕ+).
Now, we can investigate the consequences of restricting the representations ρ± to Cl
0
2m+1 ⊂
Cl2m+1. Since they are distinguished from each other by their action on the volume element,
ρ±(ω
C
2m+1) = ±1, we see that
ρ±(α(ω
C
2m+1)) = ρ±(−ωC2m+1) = ∓1 . (A.2.12)
In other words,
ρ± · α = ρ∓ . (A.2.13)
Now, we must investigate the restrictions of both ρ± to the even subalgebra. Let us first
choose to restrict ρ+. Taking φ = ϕ+α(ϕ) ∈ Cl02m+1 to be an arbitrary element, where ϕ ∈ Cl+,
we have
ρ+(φ) = ρ+(ϕ+ α(ϕ)) = ρ+(ϕ) + ρ+(α(ϕ)) = ρ+(ϕ) + ρ−(ϕ) . (A.2.14)
Similarly, on considering ρ−, we see that ρ−(φ) = ρ−(ϕ) + ρ+(ϕ). Therefore, when acting on
the even subalgebra, the representations coincide,
ρ+(φ) = ρ−(φ) , ∀φ ∈ Cl02m+1 , (A.2.15)
so that ρ+ and ρ− are equivalent irreducible representations of Cl
0
2m+1.
Thus, for n = 2m + 1, on restricting from Cl2m+1 to Cl
0
2m+1, there is one inequivalent irre-
ducible representation
ρ : Cl02m+1
∼= End
C
(S) , (A.2.16)
where ρ = ρ±|Even and S ∼= P±, respectively.
Finally, since every irreducible representation of Cl02m+1 restricts to an irreducible represen-
tation of Spin(r, s), we have:
The complex spinor representation of Spin(r, s) for r+s = 2m+1, is the irreducible
complex representation
ρ : Spin(r, s) ⊂ Cl02m+1 ∼= EndC(S) , (A.2.17)
where the spinor space S is a complex vector space of dimension 2m.
This concludes our study of the classification of the complex spin representations.
APPENDIX B
CLASSIFYING ALMOST HERMITIAN
MANIFOLDS
A supergravity solution consists of a Lorentzian manifold on which the fields of the theory
exist, subject to the constraints arising from the governing equations. This means that a cru-
cial element in attempting to classify the solutions to such a theory, is to be able to classify the
possible manifolds which can arise as spacetimes. In this section, an extension of the Gray-
Hervella classification of almost Hermitian manifolds is summarised, as this will be vital in
helping to describe the geometry of spacetimes admitting timelike Killing spinors. Some exam-
ples of these are provided in Chapter 4, where the Killing spinor equations are solved in eleven
dimensions.
This brief account is intended to provide a convenient and applicable way of implementing
such a classification, and is not intended to be a pedagogical introduction to the notions of G-
structures and intrinsic torsion. For fuller and more rigourous explanations, see for example
[22], [24].
B.1 THE INTRINSIC TORSION OF ALMOST HERMITIAN MANIFOLDS
Let (M,g) be an n-dimensional oriented Riemannian manifold. Then its frame bundle F (M)
is a principal SO(n)-bundle overM . A G-structure onM is a reduction of F (M) to a principle
G-bundle R(M), where G ⊆ SO(n) is a closed, connected subgroup [22], [24]. A G-structure
is equivalent to a set of G-invariant tensors defined onM , and this is often a more convenient
approach to take. If g ⊆ so(n) is the Lie algebra of G, then we may alternatively use the
terminology g-structure when working explicitly in Lie algebra terms.
Now, suppose that we can decompose so(n) = g ⊕ g⊥, with respect to a g-invariant inner
product,< , >. Denoting the Levi-Civita connection onM by∇, and a compatible g-connection
by∇g, we define the intrinsic torsion K to be the difference,
K = ∇−∇g . (B.1.1)
In the cases which we will consider, there exists a unique connection ∇g, such that K takes
values in T ∗(M)⊗ g⊥ [87], where T ∗(M) ∼= Rn is treated as the vector representation of so(n).
The independent components of a g-structure on M correspond to the irreducible repre-
sentations of g in T ∗(M) ⊗ g⊥. Equivalently, the possible reductions of the so(n)-structure to
a g-structure can be characterised by the vanishing of one or more irreducible components in
the decomposition of T ∗(M) ⊗ g⊥ under g. If T ∗(M) ⊗ g⊥ decomposes into r g-irreducible
representations, then there are 2r inequivalent compatible reductions of the so(n)-structure to
a g-structure. Then we may also say that the manifold admits a G-structure.
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A G-structure is equivalent to a set of G-invariant tensors, denoted collectively by α, and
the intrinsic torsion can be represented by the g-irreducible components of ∇α. Below, we
show that it can be equivalently described by irreducible components of the Levi-Civita spin-
connection on M , which is denoted by Ω. This description will prove extremely useful in the
work on spinorial geometry, because in solving the Killing spinor equations the field strength
components are found to be largely determined by the components of Ω, for some suitable
choice of frame. Therefore a description of the intrinsic torsion in terms of the connection Ω
will allow us to easily translate our results for the field strength into geometric information
about the solutions.
B.2 u(m)-STRUCTURES ON AN so(2m)-MANIFOLD
A 2m-dimensional real manifold M equipped with a u(m)-structure is known as an almost
Hermitian manifold, and we will consider these first (see, for example, [87]). The u(m)-structure
onM means that there exists a Riemannian metric g and an almost complex structure J , which
is orthogonal with respect to g, and U(m) is the subgroup of SO(2m)which fixes these tensors.
The Ka¨hler form associated to (g, J) can be defined in the usual way, as ω(X,Y ) = g(X,JY ).
The classification of almost Hermitian manifolds was performed by Gray and Hervella in
[89]. It was shown that T ∗(M)⊗u(m)⊥ decomposes into four irreducible representations under
u(m), so that there are 24 = 16 classes of almost Hermitianmanifold compatible with an so(2m)-
structure. In situations where we have a real frame which is adapted to the u(m)-structure, as in
the case of the supersymmetric backgrounds with a timelike Killing vector, the intrinsic torsion
can be represented by certain components of the so(2m) spin-connection ΩA,MN = ΩA,[MN ]
[87], [64].
The decomposition so(2m) = u(m) ⊕ u(m)⊥ is essentially equivalent to decomposing the
adjoint representation, the space of two-forms on R2m, as
Λ2 = Λ(1,1) ⊕ Λ(2,0)+(0,2) , (B.2.1)
with respect to the adapted Hermitian frame (see for example, (4.3.15)). Or, in
representation-theoretic terms, this may be expressed as
1
2
(2m)(2m − 1) −→m2 ⊕ 1
2
m(m− 1)⊕ 1
2
m(m− 1) . (B.2.2)
Expanding the so(2m)-indices according to this decomposition, the independent components
of the spin-connection are
ΩA,βγ¯ , ΩA,βγ , ΩA,β¯γ¯ ., (B.2.3)
where lower-case barred and unbarred Greek indices denote antiholomorphic and holomor-
phic indices with respect to the natural Hermitian basis onM , respectively.
In this splitting the connection components ΩA,βγ¯ span the space T
∗(M) ⊗ u(m), while the
other two components span the complementary space T ∗(M) ⊗ u(m)⊥. Splitting the T ∗(M)-
index, the intrinsic torsion is therefore represented by the components
Ωα,βγ , Ωα,β¯γ¯ , Ωα¯,βγ , Ωα¯,β¯γ¯ . (B.2.4)
These can be related to the standard definition of the intrinsic torsion of a u(m)-structure as∇ω,
by observing that
∇α¯ωβγ = 2iΩα¯,βγ
∇α¯ωβ¯γ¯ = −2iΩα¯,β¯γ¯ . (B.2.5)
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To classify almost Hermitian manifolds, one must decompose the components given in (B.2.4)
into the four irreducible u(m)-representations of T ∗(M)⊗ u(m)⊥. The appearance or vanishing
of any of these four components determines the sixteen classes of almost Hermitian manifold
to whichM may belong.
The first component of the intrinsic torsion can be decomposed under u(m) into a trace and
a traceless part, as
(w3)α¯βγ = Ωα¯,βγ − 2
m− 1Ωδ¯,
δ¯
[γgβ]α¯ , (w4)γ = Ωβ¯,
β¯
γ (B.2.6)
and the second component can be decomposed as
(w1)α¯β¯γ¯ = Ω[α¯,β¯γ¯] , (w2)α¯β¯γ¯ = Ωα¯,β¯γ¯ − Ω[α¯,β¯γ¯] =
2
3
Ωα¯,β¯γ¯ −
1
3
Ωγ¯,α¯β¯ −
1
3
Ωβ¯,γ¯α¯ , (B.2.7)
so that Ωα¯,β¯γ¯ = (w1)α¯β¯γ¯ + (w2)α¯β¯γ¯ .
The above irreducible components explicitly illustrate the decomposition of
T ∗(M) ⊗ u(m)⊥ under u(m). For instance, consider the case m = 5, which will be of some
significance in the analysis of eleven-dimensional supergravity backgrounds with a timelike
Killing spinor. In this case, ΩA,MN lies in the space T
∗(M)⊗ so(10), and so it carries the 10⊗45
representation of so(10). Now, decomposing the indices according to the u(5)-adapted Hermi-
tian basis shows that the connection carries the (5 ⊕ 5¯) ⊗ (10 ⊕ 1¯0 ⊕ 25) u(5)-representation.
Next, we separate out and disregard the components Ωα,βγ¯ and Ωα¯,βγ¯ , since they carry the 25
of u(5) on their (βγ¯)-indices, which means that they correspond to the T ∗(M)⊗u(5) piece of the
space. Therefore, the intrinsic torsion which lies in the complementary space T ∗(M) ⊗ u(5)⊥
must correspond to the representation (5⊕ 5¯)⊗ (10⊕ 1¯0). The decomposition of this product
into irreducible representations of su(5) is
(5⊕ 5¯)⊗ (10⊕ 1¯0) −→ (5⊕ 5¯)⊕ (10⊕ 1¯0)⊕ (40⊕ 4¯0)⊕ (45⊕ 4¯5) , (B.2.8)
where
w1 ↔ 10⊕ 1¯0 , w2 ↔ 40⊕ 4¯0 , w3 ↔ 45⊕ 4¯5 , w4 ↔ 5⊕ 5¯ . (B.2.9)
More generally, we use (B.2.5) to directly relate the classes wi to the classes of the Gray-
Hervella classification, which are denoted by Wi [89]. We can then verify the result of that
reference which provides the dimensionalities of the intrinsic torsion modules:
dim(W1) = 1
3
m(m− 1)(m− 2) , dim(W2) = 2
3
m(m− 1)(m+ 1) , (B.2.10)
dim(W3) = m(m+ 1)(m− 2) , dim(W4) = 2m , (B.2.11)
dim(W) = 2dim(W1 ⊕W2) = 2dim(W3 ⊕W4) = 2m2(m− 1) , (B.2.12)
In our formalism, we need only count the degrees of freedom of each component wi (plus its
complex conjugate).
As an illustration of the Gray-Hervella classification of almost Hermitian manifolds, we de-
scribe two important classes which arise. Firstly, when the only non-vanishing components are
w3 and w4, then the intrinsic torsion lies in the classW3⊕W4 and according to the classification,
M is Hermitian. This proves to be the case when an eleven-dimensional background possesses
two SU(5)-invariant Killing spinors, as in section 4.4.3. Secondly, when all the components
vanish, i.e. each module Wi vanishes, then M is Ka¨hler. Note also that although the above
analysis holds for all values ofm, some classes vanish identically form = 1, 2.
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B.3 su(m)-STRUCTURES ON AN so(2m)-MANIFOLD
It is straightforward to extend the classification of u(m)-structures to the that of su(m)-structures,
for n ≥ 3, [24], [87]. IfM admits an su(m)-structure then it is known as a special almost Hermitian
manifold. As well as possessing a Riemannian metric g and almost complex structure J , M is
also equipped with an su(m)-invariant complex volume form Ψ, of unit length with respect to
the standard Hermitian inner product which is induced by g.
In this case, we have the decomposition so(2m) = su(m) ⊕ R ⊕ u(m)⊥, which can also be
expressed in terms of the dimensionality of representations as
1
2
(2m)(2m − 1) −→ (m2 − 1)⊕ 1 ⊕ 1
2
m(m− 1)⊕ 1
2
m(m− 1) . (B.3.1)
Therefore, we have su(m)⊥ = R⊕ u(m)⊥. The intrinsic torsion now takes values in
T ∗(M)⊗ su(m)⊥ = T ∗(M)⊗
(
R⊕ u(m)⊥
)
= T ∗(M)⊕
(
T ∗(M)⊗ u(m)⊥
)
. (B.3.2)
In terms of the Levi-Civita spin-connection, the space T ∗(M) ⊗ su(m) is spanned by the
component which is traceless and (1, 1) with respect to its su(m) ⊂ so(2m)-indices,
i.e. Ω0A,βγ¯ = ΩA,βγ¯ −
1
m
ΩA,δ
δgβγ¯ . (B.3.3)
With this in mind, the space T ∗(M) ⊗ (R⊕ u(m)⊥) as given in (B.3.2) is spanned by the four
components arising in the u(m)-structure case, as well as an additional component to account
for the removal of the trace from the ΩA,βγ¯ . Therefore the independent components of the
intrinsic torsion are represented by [87]
Ωα¯,βγ , Ωα¯,β¯γ¯ , Ωα¯,β
β , (B.3.4)
and their complex conjugates. Now, decomposing the intrinsic torsion under su(m) gives the
five irreducible components
(w1)α¯β¯γ¯ = Ω[α¯,β¯γ¯] , (B.3.5)
(w2)α¯β¯γ¯ =
2
3
Ωα¯,β¯γ¯ −
1
3
Ωγ¯,α¯β¯ −
1
3
Ωβ¯,γ¯α¯ , (B.3.6)
(w3)α¯βγ = Ωα¯,βγ − 2
m− 1Ωδ¯,
δ¯
[γgβ]α¯ , (B.3.7)
(w4)α = Ωβ¯,
β¯
α , (B.3.8)
(w5)α¯ = Ωα¯,β
β . (B.3.9)
The vanishing of one or more of the above components characterises the 25 = 32 classes of
special almost Hermitian manifolds.
Let us return to the m = 5 example. The intrinsic torsion now lies in the space T ∗(M) ⊗
su(5)⊥. The connection components ΩA,MN , which carry the 10 ⊗ 45 of so(10), decompose
under su(5) in the following way:
10⊗ 45 −→ (5⊕ 5¯)⊗ (1⊕ 24⊕ 10⊕ 1¯0) . (B.3.10)
However, the 24 corresponds to the traceless piece Ω0A,βγ¯ which spans the space
T ∗(M) ⊗ su(5), and so we disregard this term. The intrinsic torsion lies in the space T ∗(M) ⊗
su(5)⊥, which decomposes into irreducible su(5)-representations as [68]
(5⊕ 5¯)⊗ (1⊕ 10⊕ 1¯0) −→ (5⊕ 5¯)⊕ (5′ ⊕ 5¯′)⊕ (10⊕ 1¯0)⊕ (40⊕ 4¯0)⊕ (45⊕ 4¯5) .
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The components w1,w2,w3,w4 correspond to the same pairs of irreducible representations as
in the u(5)-structure case. In addition, in this case we have the correspondence w5 → 5′ ⊕ 5¯′,
arising from the extra trace piece.
In passing, we note that all the components of the intrinsic torsion in the u(m)-structure case
can be derived from∇ω. However, w5 does not arise from this derivative, therefore some extra
information is needed to specify this extra component. In fact, this information is given by the
complex volume form Ψ, and in [87] it is shown how the intrinsic torsion of an su(m)-structure
may be derived completely from either∇Re(Ψ) or ∇Im(Ψ).
B.4 u(m− 1)-STRUCTURES ON AN so(2m)-MANIFOLD
Now we turn to investigate u(m − 1)-structures on an so(2m) manifold. There are a number
of equivalent ways to embed u(m − 1) into u(m), but for our purposes we will achieve this by
requiring thatm-direction of the adapted basis be left invariant under u(m−1). We can express
this by splitting all tensor indices according to α = (i,m), where i = 1, · · · ,m − 1, and the
i-indices transform under u(m− 1). The following analysis works for all values ofm, but note
that form ≤ 4 some of the classes vanish identically.
Here, we have so(2m) = u(m − 1) ⊕ u(m − 1)⊥ and the intrinsic torsion lies in the space
T ∗(M)⊗ u(m− 1)⊥. We see that
dim(u(m− 1)⊥) = 1
2
(2m)(2m − 1)− (m− 1)2 = m2 +m− 1 , (B.4.1)
so that the intrinsic torsion carries the 2m⊗ (m2 +m− 1) representation of so(2m). Again, we
use the spin-connection to represent the space T ∗(M) ⊗ u(m − 1)⊥. Decomposing the indices
of ΩA,MN with respect to the Hermitian basis, splitting off the m-index and disregarding the
componentsΩA,ij¯ which carry the adjoint of u(m−1) on the (ij¯) indices, we obtain the following
independent components:
Ωi¯,j¯k¯ , Ωi¯,jk , Ωi¯,j¯m¯ , Ωi¯,jm , Ωi¯,j¯m , Ωi¯,jm¯ , (B.4.2)
Ωm¯,jk , Ωm¯,j¯k¯ , Ωi¯,mm¯ , Ωm¯,mm¯ , Ωm¯,mj , Ωm¯,m¯j , Ωm¯,mj¯ , Ωm¯,m¯j¯ .
However, the components in the first row are further reducible under u(m− 1). We decompose
these into irreducible representations of u(m − 1) by symmetrisation, antisymmetrisation and
by removing traces where appropriate, to give the independent components
(w1)¯ij¯k¯ = Ω[¯i,j¯k¯] , (w2)¯ij¯k¯ =
2
3Ωi¯,j¯k¯ − 13Ωk¯,¯ij¯ − 13Ωj¯,k¯i¯ ,
(w3)¯ijk = Ωi¯,jk − 2(m−2)Ωm¯m¯[kgj ]¯i , (w4)k = Ωj¯,j¯ k ,
(v1)¯ij¯m¯ = Ω[¯i,j¯]m¯ , (v2)¯im¯m¯ = Ω(¯i,j¯)m¯ , (v5)¯ij¯m = Ω[¯i,j¯]m , (v6)¯ij¯m = Ω(¯i,j¯)m ,
(v3)¯ijm = Ωi¯,jm − 1m−1gi¯jΩk¯,k¯m , (v4)m = Ωk¯,k¯m ,
(v7)¯ijm¯ = Ωi¯,jm¯ − 1m−1gi¯jΩk¯,k¯m¯ , (v8)¯ijm¯ = Ωk¯,k¯m¯ .
The remaining components in the bottom row of (B.4.2) are already irreducible representations
of u(m− 1), and so we can use them to define the remaining independent components,
(w5)jk = Ωm¯,jk , (w6)j¯k¯ = Ωm¯,j¯k¯ , (w7)¯i = Ωi¯,mm¯ , w8 = Ωm¯,mm¯ ,
(v9)j = Ωm¯,mj , (v10)j¯ = Ωm¯,m¯j¯ , (v11)j = Ωm¯,m¯j , (v12)j¯ = Ωm¯,mj¯ .
We see that the space T ∗(M)⊗ u(m− 1)⊥ decomposes into twenty irreducible modules under
u(m− 1), so that the existence or vanishing of any combination of these modules characterises
the 220 inequivalent classes of so(2m)-manifold possessing a u(m− 1)-structure.
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B.5 su(m− 1)-STRUCTURES ON AN so(2m)-MANIFOLD
To investigate the su(m − 1)-structures that may arise on an so(2m)-manifold, we begin be
observing that u(m − 1) = su(m − 1) ⊕ R, so that so(2m) = su(m − 1) ⊕ R ⊕ u(m − 1)⊥. This
means that the intrinsic torsion must now lie in the space
T ∗(M)⊗ su(m− 1)⊥ = T ∗(M)⊗
(
R⊕ u(m− 1)⊥
)
= T ∗(M)⊕
(
T ∗(M)⊗ u(m− 1)⊥
)
. (B.5.1)
Also, we can see that
dim(su(m− 1)⊥) = 1
2
(2m)(2m− 1)− ((m− 1)2 − 1) = m(m+ 1) , (B.5.2)
so that the intrinsic torsion carries the 2m⊗ (m(m+ 1)) representation of so(2m).
In terms of the Levi-Civita spin-connection, the space T ∗(M)⊗ su(m− 1) is spanned by the
component which is traceless and (1, 1) with respect to its su(m− 1) ⊂ so(2m)-indices,
i.e. Ω0
A,jk¯
= ΩA,jk¯ −
1
m− 1ΩA,k
kgjk¯ . (B.5.3)
With this in mind, the space T ∗(M)⊗ (R⊕ u(m)⊥) as given in (B.5.1) is spanned by the twenty
components arising in the u(m − 1)-structure case, see equation (B.4.2), as well as additional
components to represent the trace of ΩA,jk¯. We can therefore define the additional su(m − 1)-
irreducible components by [64]
(w9)¯i = Ωi¯,j
j , (w10) = Ωm¯,j
j , (B.5.4)
and their complex conjugates. The twenty classes w1, · · · ,w8 and v1, · · · , v12 are as in the
u(m − 1)-structure case. Thus the space T ∗(M) ⊗ su(m − 1)⊥ decomposes into twenty-two
irreducible modules under su(m − 1), so that the existence or vanishing of any combination
of these modules characterises the 222 inequivalent classes of so(2m)-manifold possessing an
su(m− 1)-structure.
We see examples of su(4) structures in so(10) manifolds in eleven-dimensional supergrav-
ity backgrounds possessing three or four SU(4)-invariant Killing spinors. The existence of a
timelike Killing vector in the spacetime effectively leads to a ten-dimensional almost Hermi-
tian spatial manifold B, transverse to the orbits of this vector. These configurations of Killing
spinors also lead to an eight-dimensional submanifold Bˆ ⊂ B possessing an su(4)-structure.
The non-vanishing intrinsic torsion modules are described in section 4.5.
B.6 LORENTZIAN SIGNATURE
So far we have investigated g-structures for manifolds of Euclidean signature. In fact, the anal-
ysis can be extended to Lorentzian signature manifolds in a straightforward way. We shall not
examine this in detail but rather we shall describe the so(n)-structures which can arise in an
so(n, 1) manifold, as this is the case which is of relevance in the context of supersymmetric
spacetime backgrounds.
In this case, so(n, 1) = so(n) ⊕ so(n)⊥, and the intrinsic torsion lies in the space T ∗(M) ⊗
so(n)⊥, where T ∗(M) ∼= Rn,1 is treated as the vector representation of so(n, 1). We see that
dim(so(n)⊥) = 12(n+1)n− 12n(n−1) = n, so that the intrinsic torsion carries the representation
(n+ 1)⊗n of so(n, 1). In terms of the spin-connection ΩA,MN , which lies in the space T ∗(M)⊗
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so(n, 1), we can split the frame index as A = (0, i), where i = 1, · · · , n. Then the independent
components of the connection are
Ω0,0i , Ωi,j0 , Ω0,jk , Ωi,jk . (B.6.1)
However, the latter two carry the adjoint representation of T ∗(M)⊗ so(n) on their (jk) indices,
and so we may disregard them. The independent components which represent the intrinsic
torsion in T ∗(M)⊗ so(n)⊥ are therefore
Ω0,0i , Ωi,j0 . (B.6.2)
Indeed, together these components possess n(n+ 1) degrees of freedom, as required.
Now, we can decompose these components under so(n) into four irreducible representa-
tions,
(y1)ij = Ω[i,j]0 , (y2)ij = Ω(i,j)0 −
1
n
gijΩk,
k
0 , (y3) = Ωk,
k
0 , (y4)i = Ω0,0i . (B.6.3)
The vanishing of one or more of the above components of the intrinsic torsion characterises the
24 = 16 inequivalent so(n)-structures of an so(n, 1)manifold.
We can combine the results of this section with those we have presented for the case of
Euclidean signature manifolds. In particular, we can determine the u(m)-, su(m)-, u(m − 1)-
and su(m−1)-structures which can arise on an so(2m, 1)manifold. For example, for each of the
16 so(2m)-structures on an so(2m, 1)manifold, there are 16 inequivalent u(m)-structures. Thus
there are 256 possible u(m)-structures in an so(2m, 1)manifold.
The conditions for Ns = 1, 2, 3 and 4 supersymmetry in eleven-dimensional supergravity,
which are derived in Chapter 4, can be viewed as particular su(5)- and su(4)- structures in an
so(10, 1)manifold. In our method, the conditions which arise from the Killing spinor equations
are naturally derived in terms of spacetime Levi-Civita spin-connection, which is the reason for
the analysis of this appendix.
APPENDIX C
SPINORIAL GEOMETRY IN D = 5
SUPERGRAVITY
In this section, as a simple application of the formalism outlined in Chapters 2 and 4 for solving
the Killing spinor equations, we will briefly consider the case of minimal D = 5, N = 1 super-
gravity. The solutions to this theory have already been classified in [70], but we investigate it
here as a further illustrative example of our method.
In five dimensions, there are two distinct non-trivial orbits of Spin(1, 4) on its spinor space,
namely the orbits of SU(2) and R3-invariant spinors [72]. In this appendix, we will restrict our
attention to the former orbit.
C.1 MINIMAL SUPERGRAVITY IN 5 DIMENSIONS
In minimal D = 5 supergravity [83] the bosonic fields are the metric g and a one-form gauge
potential A with corresponding two-form field-strength F . The bosonic part of the action is
I =
1
4πG
∫
M
−1
4
Rdvol − 1
2
F ∧ ⋆F − 2
2
√
3
A ∧ F ∧ F , (C.1.1)
where R is the scalar curvature of g and dvol = +
√
|g|dx0 ∧ · · · ∧ dx4 is the oriented volume
element.
The resulting bosonic field equations are
0 = RMN + 2
(
FMPFN
P − 1
6
gMNF
2
)
(C.1.2)
0 = d ⋆ F +
2√
3
F ∧ F , (C.1.3)
where spacetime indices are labelled byM,N,P = 0, 1, 2, 3, 4.
In considering bosonic solutions, the gravitino is set to zero so that the supersymmetry
variations of g and A vanish. Then, the condition for supersymmetry to be preserved is that
the supersymmetry variation of the gravitino itself should remain zero. In other words, there
exists a non-zero spinor ǫ satisfying [91]
0 = δǫψM = DM ǫ =
{
∂M +
1
4
ΩM,NPΓ
NP +
i
4
√
3
{
ΓM
NP − 4δNMΓP
)
FNP
}
ǫ , (C.1.4)
where Ω is the Levi-Civita spin-connection∗.
∗The factor of i in the supercovariant derivative is a consequence of using the ‘mostly plus’ metric.
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In D = 5 supergravity, there are no Majorana spinors but instead we have symplectic Majo-
rana (SM) spinors [83], [33], [82]. Denoting the complex representation of Spin(1, 4) by ∆C, a
symplectic Majorana spinor consists of a doublet
ζ =
(
ζ1
ζ2
)
∈ ∆C ⊕∆C , (C.1.5)
which transforms under SU(2) ∼= Sp(1) and satisfies a generalised Majorana condition which
relates components of each copy of ∆C.
To be more precise, the complex spin representation of Spin(1, 4) has complex dimension
four [46], hence it has 8 real degrees of freedom. However the requirement of SU(2) internal
symmetry demands that our spinors live the space ∆C ⊕ ∆C, which has 16 real dimensions.
Therefore, we must impose a reality condition to relate the components of the two copies of
∆C, in order to reduce the number of degrees of freedom to 8. The appropriate constraint is
provided by the symplectic Majorana condition [83]
ζ†kΓ0 = (ζ
k)TB ,
from which we derive
ζ∗ = − (Γ0B ⊗ ǫ) ζ , ie.
(
ζ1∗
ζ2∗
)
=
(−Γ0Bζ2
Γ0Bζ
1
)
. (C.1.6)
C.2 AN EXPLICIT REPRESENTATION OF Spin(1, 4)
We will now apply the formalism presented in section 2.3 to the five-dimensional case. We
begin by constructing the Spin(4) module ∆C, and then extend the representation to one of
Spin(1, 4).
C.2.1 SPINORS AND GAMMA MATRICES
Let V = R4 ∼= C2 be equipped with Euclidean inner product (, ). Locally, V admits an almost
complex structure J which is orthogonal with respect to ( , ), and also a set of vectors {e1, e2}
such that
{e1, e2, J(e1), J(e2)} (C.2.1)
is an orthonormal basis for V (see section 2.3 and references therein). Thus J induces an orthog-
onal splitting V = U ⊕ J(U) where U is the real subspace spanned by {e1, e2}. We make the
identifications ej+2 = J(ej), for j = 1, 2. We note in passing that V possesses a U(2)-structure
specified by the tensors (g, J).
Now from section 2.3, the space of complex pinors associated to V is obtained as follows.
First, we complexify the vector space, V
C
= V ⊗ C, and form the natural Hermitian inner
product < , > which is induced by ( , ). This Hermitian inner product can then be extended
to act on the exterior algebra Λ∗(V
C
) ∼= Cl(V
C
) ∼= Cl4 in the natural manner. Then, the pinor
module of Cl4 is given by the 2
2-dimensional complex vector space P = Λ∗(U
C
). Also, the
unique pinor representationwhich maps Cl4 intoEndC(P) is provided by the following gamma
matrices:
Γj = ej ∧ ·+ ejy · (C.2.2)
Γj+2 = iej ∧ · − iejy· , (C.2.3)
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where y is the adjoint of ∧ with respect to < , > and j = 1, 2. It is straightforward to show that
Γj and Γj+2 are Hermitian with respect to <,>, and that {Γi,Γj} = {Γi+2,Γj+2} = 2δij and
{Γi,Γj+2} = 0, as required.
Now, we wish to investigate the group Spin(1, 4), so we continue by introducing the time-
component gamma matrix as in (2.3.20)†,
Γ0 = iΓ1Γ2Γ3Γ4 . (C.2.4)
It is elementary to show that (Γ0)
2 = −1, Γ0 anticommutes with ΓI , for I = 1, 2, 3, 4, and to-
gether they satisfy the algebra of Cl1,4⊗C, namely {ΓA,ΓB} = 2ηAB , where ηAB = diag(−1, 1, 1, 1, 1).
Following the details of section 2.3, on restricting to Spin(1, 4) ⊂ Cl5, the representation
specified by (C.2.2) and (C.2.4) provides the unique spin representation of Spin(1, 4) on the
spinor module
∆C = P = Cl(U
C
) ∼= Λ∗(C2) . (C.2.5)
This is also known as the space of Dirac spinors. Thus, every spinor of Spin(1, 4) can be written
as an element of the exterior algebra of C2 in this representation.
C.2.2 A BASIS OF SYMPLECTIC MAJORANA SPINORS
Recall that the spinors of five-dimensional supergravity are symplectic Majorana (SM). In other
words, a spinor ζ is of the form(
ζ1∗
ζ2∗
)
=
(−Γ0Bζ2
Γ0Bζ
1
)
∈ ∆C ⊕∆C . (C.2.6)
We denote the space of SM spinors, i.e. the subspace of ∆C ⊕ ∆C satisfying (C.2.6), by ∆SM .
Let us now derive a basis for this space.
Consider an arbitrary spinor in ∆C ⊕ ∆C with first component ζ1 = a1 + se1 + te2 + be12,
for a, b, s, t ∈ C. Applying condition (C.2.6), we obtain
ζ =
(
a
−ib∗
)
1 +
(
s
it∗
)
e1 +
(
t
−is∗
)
e2 +
(
b
ia∗
)
e12 . (C.2.7)
Therefore, this is the general form of a spinor in ∆SM . We see that ζ is parametrised by the 8
real parameters given by the real and imaginary parts of a, b, s, t ∈ C, and it is clear that the
second component of the spinor, ζ2, is completely determined by the first. Thus, the space of
SM spinors, ∆SM , is precisely the subspace of ∆C ⊕ ∆C for which the second component is
related to the first in the above way.
Expanding the complex numbers into real and imaginary parts, we see that ζ is a linear
combination of the following 8 independent SM spinors:(
1
0
)
1 +
(
0
i
)
e12 ,
(
i
0
)
1 +
(
0
1
)
e12 ,
(
0
−i
)
1 +
(
1
0
)
e12 ,(
0
−1
)
1 +
(
i
0
)
e12 ,
(
1
0
)
e1 +
(
0
−i
)
e2 ,
(
i
0
)
e1 +
(
0
−1
)
e2 ,(
0
i
)
e1 +
(
1
0
)
e2 ,
(
0
1
)
e1 +
(
i
0
)
e2 .
This set forms a basis for the SM spinors of N = 1, D = 5 supergravity.
†In fact, we have the choice Γ0 = ±iΓ1Γ2Γ3Γ4, corresponding to the two inequivalent pinor representations of
Cl5, but we choose the plus sign as our convention.
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C.2.3 A Spin(1, 4)-INVARIANT INNER PRODUCT AND SPACETIME FORMS
Following the theory of 2.4, one can write down a Spin(1, 4)-invariant inner product, from
which the Spin(1, 4)-invariant spacetime forms associated to the spinors of ∆SM can be con-
structed. From the choice of A orB, we choose to work withB, since it is the Pin(4)-invariant
one. This is required so that the inner product extends to being Spin(1, 4)-invariant (see section
2.4 for details).
Defining the map β = Γ3Γ4, a Spin(1, 4)-invariant inner product on∆
SM is given by
B(ζ, η) = 1
2
< β(ζ i)∗ , ǫij η
j > , (C.2.8)
where ∗ denotes standard complex conjugation in Λ∗(U
C
). Note that we must incorporate the
SU(2)-invariant symplectic form ǫij to contract the symplectic indices, so that the output of the
inner product is purely a complex number, as required.
Using this bilinear form, we can construct every Spin(1, 4)-invariant exterior form associ-
ated to a given pair of spinors. For ηk, ξl ∈ ∆C, the associated forms are given by
αA1···Ap(η
k, ξl) = B(ηk,ΓA1···Apξ
l) , where Ai = 0, · · · , 4 and i = 0, · · · , p.
Note that for this definition of the spacetime forms, the symplectic indices remain free, i.e. they
are not contractedwith the symplectic form. Therefore, we can form three distinct p-forms from
a pair of spinors ζ, ξ ∈ ∆SM with components ηk, ζ l, corresponding to (k, l) = (1, 1), (1, 2) or
(2, 2).
Also, we need only compute forms up to degree 2, since the forms of higher degrees are
related by Poincare´ duality.
C.3 ORBITS OF Spin(1, 4) IN ∆C
We saw in the eleven-dimensional case that there are two non-trivial orbits of
Spin(1, 10) in its spinor space, namely the orbits of SU(5) and (Spin(7) ⋉ R8) × R-invariant
spinors. A similar scenario occurs in five dimensions. Referring to the invaluable work of
Bryant [72], we find that in the present case there are also just two non-trivial orbits for non-
zero spinors in ∆SM , namely those with stabiliser group SU(2) and those with stabiliser R3.
We denote these orbits by OSU(2) and O
R
3 . In the following, we will solve the Killing spinor
equations for the former case.
C.4 AN HERMITIAN BASIS OF GAMMA MATRICES
In the analysis of the Killing spinor equations it will prove very useful to work in an Hermitian
basis of gamma matrices, defined by
Γˆα =
1√
2
(Γα − iΓα+2) (C.4.1)
Γˆβ¯ =
1√
2
(Γβ + iΓβ+2) α, β = 1, 2 . (C.4.2)
Holomorphic and antiholomorphic indices are raised and lowered using the standard Hermi-
tian metric gαβ¯ = δαβ¯ on C
2. The Clifford algebra relations in this basis are {Γˆα, Γˆβ¯} = 2gαβ¯ and
{Γˆα, Γˆβ} = {Γˆα¯, Γˆβ¯} = 0.
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Using these conditions and the fact that e12 =
1
4εα¯β¯Γˆ
α¯β¯(1)where ε1¯2¯ = 1 is the antiholomor-
phic volume form, it is easy to deduce the following simple results, which will become very
useful in analysing the Killing spinor equation:
Γˆα(1) =
√
2eα Γˆαβ(1) = 2eαβ
Γˆα(e12) = 0 Γˆα¯β¯(e12) = −2εα¯β¯
Γˆβ¯(1) = 0 Γˆαβ¯(1) = −gαβ¯
Γˆβ¯(e12) = εβ¯δ¯Γˆ
δ¯(1) Γˆαβ¯(e12) =
1
4gαβ¯εγ¯δ¯Γˆ
γ¯δ¯(1)
(C.4.3)
From these relationships, we see that an alternative basis for the spinors∆C is given by
{1, Γˆ1¯(1), Γˆ2¯(1), Γˆ1¯2(1)} . (C.4.4)
Thus the Hermitian basis is an oscillator basis consisting of creation and annihilation operators,
with the Clifford vacuum represented by the spinor 1.
In the case of SU(2)-invariant spinors, this basis will greatly simplify the solution of the
Killing spinor equations. To this we now turn.
C.5 THE SU(2) ORBIT
In this section, we first derive a canonical form for spinors in ∆SM with stability subgroup
SU(2). This enables us to explicitly compute their associated spacetime exterior forms. Then
we substitute the canonical form into the Killing spinor equations and derive constraints on
the field strength, the spinor parameters and the geometry itself. We will then seek to inter-
pret these as geometric information about five-dimensional backgrounds which admit SU(2)-
invariant Killing spinors. In doing so, we verify some results of [70].
C.5.1 A CANONICAL FORM FOR OSU(2)
We begin by decomposing the complex spinor representation of Spin(1, 4) under the action of
Spin(4). It splits into a direct sum of two inequivalent irreducible complex representations of
Spin(4) (see Appendix A), as
∆C = ∆+ ⊕∆− ,
where∆± both have complex dimension of 2. Following Wang in [20], we now decompose the
Spin(4) representations into SU(2) representations as follows:
∆+
2
∼= Λ01(C2)⊕ Λ21(C2) (C.5.1)
∆−
2
∼= Λ12(C2) , (C.5.2)
where the bold subscripts denote the complex dimension of the representation. We see that the
one-dimensional representations are carried by the 0-forms and the 2-forms, which make up
the space ∆+. Therefore these components transform trivially under SU(2) and so are SU(2)-
invariant. Since there are no non-trivial 1-forms which are SU(2)-invariant, it must be the case
that OSU(2) is spanned by the 0-forms and 2-forms. So, using the SM condition, we see that the
most general SU(2)-invariant SM spinor is of the form
ζ =
(
a
−ib∗
)
1 +
(
b
ia∗
)
e12 , for a, b,∈ C . (C.5.3)
Expanding this into real and imaginary parts shows that ζ is a linear combination with real
coefficients, of the following four linearly independent SU(2)-invariant SM spinors:
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σ1 =
(
1
0
)
1 +
(
0
i
)
e12 , σ2 =
(
i
0
)
1 +
(
0
1
)
e12 ,
σ3 =
(
0
−i
)
1 +
(
1
0
)
e12 , σ4 =
(
0
−1
)
1 +
(
i
0
)
e12 , .
Thus, {σ1, σ2, σ3, σ4} forms a basis for the SU(2)-invariant SM spinors,OSU(2).
The basis spinors are related to each other by Spin(4) transformations:
σ1 = −Γ13σ2 = −Γ12σ3 = Γ23σ4 . (C.5.4)
This means that they all lie in the same orbit of Spin(4) in OSU(2). Consequently, we can use
Spin(1, 4) gauge transformations and re-scaling to bring any SU(2)-invariant SM spinor into
the form of any one of σ1, σ2, σ3, σ4. We choose our canonical form for OSU(2) to be:
ζSU(2) = σ1 =
(
1
0
)
1 +
(
0
i
)
e12 . (C.5.5)
Using this simple representative, it is straightforward to construct the associated
SU(2)-invariant spacetime exterior forms.
C.5.2 SPACETIME FORMS ASSOCIATED TO ζSU(2)
Let ζSU(2) be as above. Applying the results of section C.2.3, all of the independent space-
time forms associated to the orbit OSU(2) can be computed. Using the notation αklA1···Ap =
αA1···Ap(ζ
k, ζ l), the following non-vanishing components can be found:
α12 = −α21 = −i , α120 = −α210 = 1 ,
α11ab = −(α22ab)∗ = −α11(a+2)(b+2) = (α22(a+2)(b+2))∗ = −ǫab ,
α12ab = α
21
ab = −α12(a+2)(b+2) = −α21(a+2)(b+2) = iǫab ,
α11a(b+2) = −(α22a(b+2))∗ = −iǫab , α12a(b+2) = α21a(b+2) = −δab ,
where a, b = 1, 2. Hence we have the following spacetime forms associated to ζSU(2):
• Zero-form:
ϕ12SU(2) = −ϕ21SU(2) = −i (C.5.6)
• One-form:
κ12SU(2) = −κ21SU(2) = e0 (C.5.7)
• Two-forms:
ω11SU(2) = −(ω22SU(2))∗ = −
(
e1 ∧ e2 − e3 ∧ e4)− i (e1 ∧ e4 − e2 ∧ e3) (C.5.8)
ω12SU(2) = ω
21
SU(2) = −
(
e1 ∧ e3 + e2 ∧ e4) (C.5.9)
We see that the scalar is pure imaginary and the one-form is real.
Actually, the two-forms provide the manifold with an SU(2)-structure. To see this, we first
define an Hermitian basis for V
C
by
eˆ1 =
1√
2
(e1 + ie3) , eˆ
2 =
1√
2
(e2 + ie4) (C.5.10)
eˆ1¯ =
1√
2
(e1 − ie3) , eˆ2¯ = 1√
2
(e2 − ie4) . (C.5.11)
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Now, let ωˆ denote the Ka¨hler form associated to the complex structure J and Hermitian metric
g. Then,
ωˆ =
1
2
gikJ
k
je
i ∧ ej = −iδαβ¯ eˆα ∧ eˆβ¯ = −
(
e1 ∧ e3 + e2 ∧ e4) = ω12SU(2) . (C.5.12)
Therefore the two-form ω12SU(2) is in fact the Ka¨hler form on VC.
Next, the holomorphic volume-form associated to the Hermitian basis is given by
ǫ = eˆ1 ∧ eˆ2 = (e1 ∧ e2 − e3 ∧ e4)+ i (e1 ∧ e4 − e2 ∧ e3) = −ω11SU(2) . (C.5.13)
Thus, ω11SU(2) specifies the holomorphic form. This serves to show that the spinor ζ
SU(2) com-
pletely determines an SU(2)-structure (ωˆ, ǫ) on V
C
.
Furthermore, we can obtain three linearly independent real two-forms Z1, Z2 and Z3 as
follows. Define
ω11SU(2) = Z
1 + iZ2 and ω12SU(2) = Z
3 . (C.5.14)
It can then be seen that the forms
Z
1 = − (e1 ∧ e2 − e3 ∧ e4)
Z
2 = − (e1 ∧ e4 − e2 ∧ e3)
Z
3 = − (e1 ∧ e3 + e2 ∧ e4)
satisfy the algebra of the imaginary unit quaternions,
(ZI)c
e(ZJ)e
d = −δIJδcd + εIJK(ZK)cd , I, J,K = 1, 2, 3 and c, d, e = 1, 2, 3, 4 .
C.6 KILLING SPINOR EQUATION ANALYSIS
We will now turn to the solution of the Killing spinor equations for spinors which lie in the
orbit OSU(2). The process is entirely analogous to theD = 11 case.
We begin by expanding the two-form field strength into electric and magnetic parts:
F(2) =
1
2!
FABe
AB = Gae
0a +
1
2
Fabe
ab .
Let ξ ∈ ∆SM . Putting the field strength expansion into the Killing spinor equations, then
separating the derivative terms and the gamma matrix terms into their respective time and
spatial components results in the following pair of equations for each component ξk:
0 = ∂0ξ
k − 1
2
Ω0,0IΓ0Γ
Iξk +
1
4
Ω0,IJΓ
IJξk +
i√
3
(
1
4
Γ0Γ
IJFIJ − ΓIGI
)
ξk
0 = ∂Kξ
k − 1
2
ΩK,0IΓ0Γ
Iξk +
1
4
ΩK,IJΓ
IJξk
+
i√
3
(
1
4
ΓK
IJFIJ − ΓIFKI + 1
2
ΓK
IΓ0GI + Γ0GK
)
ξk ,
where I, J,K = 1, 2, 3, 4 are the spatial indices.
Now we can use the properties
{Γ0,Γa} = 0 , Γ01 = i , Γ0ea = −iea , Γ0e12 = ie12 , (C.6.1)
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to commute Γ0 through each term in which it appears, so that it hits the spinor and pro-
duces a factor of ±i. In this way, the equations can be expressed entirely in terms of the four-
dimensional spatial gamma matrices as
0 = ∂0ξ
k +
i
2
Ω0,0IΓ
Iξk +
1
4
Ω0,IJΓ
IJξk +
i√
3
(
i
4
ΓIJFIJ − ΓIGI
)
ξk
0 = ∂Kξ
k +
i
2
ΩK,0IΓ
Iξk +
1
4
ΩK,IJΓ
IJξk
+
i√
3
(
1
4
ΓK
IJFIJ − ΓIFKI + i
2
ΓK
IGI − iGK
)
ξk .
The next step is to expand each gamma matrix term and each tensor with respect to the
Hermitian basis. Then, for each equation, collect together the terms proportional to the basis
elements 1, Γˆα¯(1) and Γˆ1¯2¯(1). This will result in an expression of the form
0 = C0(1) + (C1)α¯Γ
α¯(1) + C2Γ
1¯2¯(1) , (C.6.2)
for both the time and spatial components of the Killing spinor equations. Since this basis expan-
sion is equated with zero, the coefficient of each basis element must vanish separately, which
gives rise to a set of four conditions associated to each component of the Killing spinor equa-
tions. These are the constraints which we shall seek to interpret.
We must also consider the equations for ξ2, but as we will see in each case, they give rise to
an equivalent set of conditions. Therefore only one set needs to be investigated.
C.6.1 THE Ns = 1 KILLING SPINOR EQUATIONS FOR OSU(2)
We will now solve the Killing spinor equations for an SU(2)-invariant SM spinor ζ ∈OSU(2).
The first step is to bring the spinor to canonical form, using Spin(1, 4) transformations to line
ζ up with ζSU(2). However, now we are considering differential equations, we must treat the
parameters in the spinors as spacetime functions rather than constants. Therefore, we can bring
ζ ∈OSU(2) into the form
ζ = r(x)ζSU(2) =
(
r(x)
0
)
1 +
(
0
ir(x)
)
e12 , (C.6.3)
where r(x) is a real function, as explained in section C.5.1.
Consider the first component ζ1 = r(x)1. Substituting this spinor into the equations from
section (C.6) and expanding into the Hermitian basis gives the following independent con-
straints:
Time component:
0 = ∂0r(x) + r(x)
(
1
2
Ω0,α
α − 1
2
√
3
Fα
α
)
(C.6.4)
0 = r(x)
(
i
2
Ω0,0γ¯ − i√
3
Gγ¯
)
(C.6.5)
0 = r(x)
(
Ω0,1¯2¯ −
1√
3
F1¯2¯
)
(C.6.6)
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Holomorphic spatial component:
0 = ∂αr(x) + r(x)
(
1
2
Ωα,γ
γ +
√
3
2
Gα
)
(C.6.7)
0 = r(x)
(
i
2
Ωα,0γ¯ +
i
2
√
3
Fδ
δgαγ¯ −
√
3i
2
Fαγ¯
)
(C.6.8)
0 = r(x)
(
Ωα,1¯2¯ +
1√
3
Gβεβα
)
(C.6.9)
Antiholomorphic spatial component:
0 = ∂α¯r(x) + r(x)
(
1
2
Ωα¯,γ
γ +
1
2
√
3
Gα¯
)
(C.6.10)
0 = r(x)
(
i
2
Ωα¯,0,γ¯ − i
2
√
3
Fα¯γ¯
)
(C.6.11)
0 = r(x)Ωα¯,1¯2¯ (C.6.12)
We find an equivalent set of conditions for ζ2. Let us proceed to solve these constraints, to
express the field strength in terms of the spin-connection and the spacetime function r.
C.6.2 SOLVING THE KILLING SPINOR EQUATIONS
Some immediate relationships arising from equations (C.6.5), (C.6.6), (C.6.9) and (C.6.9) are,
respectively,
Gγ¯ =
√
3
2
Ω0,0γ¯ (C.6.13)
Fγ¯1 γ¯2 =
√
3Ω0,γ¯1γ¯2 (C.6.14)
Gγ¯ = −
√
3ǫγ¯
αΩα,1¯2¯ (C.6.15)
Ωα¯,β¯γ¯ = 0 . (C.6.16)
The expressions for Gγ¯ impose that
1
2
Ω0,0γ¯ = −ǫγ¯αΩα,1¯2¯ . (C.6.17)
Now, adding (C.6.4) to its complex conjugate implies
∂0r(x) = 0 , (C.6.18)
so that the Killing spinor is time-independent. Then, (C.6.4) gives
Fα
α =
√
3Ω0,α
α . (C.6.19)
From (C.6.11) we obtain
Fγ¯1γ¯2 =
√
3Ωγ¯1,0γ¯2 , (C.6.20)
which, in conjunction with (C.6.14) gives the following condition on the connection:
Ω0,β¯γ¯ = Ωβ¯,0γ¯ , (C.6.21)
and hence
Ωβ¯,0γ¯ = −Ωγ¯,0β¯ . (C.6.22)
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Next, we can trace (C.6.8) to find
Fα
α =
√
3Ωα,0
α , (C.6.23)
which, together with (C.6.19) gives
Ω0,α
α = Ωα,0
α . (C.6.24)
Now, (C.6.8) gives
Fβγ¯ =
1√
3
(
Ωβ,0γ¯ + gβγ¯Ω0,δ
δ
)
. (C.6.25)
This equation and its complex conjugate implies that
Ωβ,0γ¯ = −Ωγ¯,0β . (C.6.26)
Turning to the remaining two equations, we can add the complex conjugate of (C.6.7) to (C.6.10)
to find
Gγ¯ = −
√
3∂γ¯ log r , (C.6.27)
or equivalently,
0 = 2∂γ¯ log r +Ω0,0γ¯ . (C.6.28)
Substituting back into (C.6.7) tells us that
Gα¯ =
√
3Ωα¯,γ
γ , (C.6.29)
from which we find a final connection constraint:
Ωα¯,γ
γ =
1
2
Ω0,0α¯ . (C.6.30)
This exhausts the constraints which may be derived from the Killing spinor equations for
one SM spinor belonging to the orbit OSU(2).
C.6.3 SUMMARY
TheNs = 1 Killing spinor equations ensure that every component of the field strength is deter-
mined in terms of the geometry, and we can write
F(2) =
√
3
2
(
Ω0,0αe
0 ∧ eα +Ω0,0α¯e0 ∧ eα¯
)
+
√
3
2
(
Ω0,αβe
α ∧ eβ +Ω0,α¯β¯eα¯ ∧ eβ¯
)
+
√
3
(
gαβ¯Ω0,δ
δ
)
+
1√
3
(
Ωα,0β¯ −
1
2
gαβ¯Ω0,δ
δ
)
, (C.6.31)
where the (1, 1) piece has been separated into its trace plus a traceless (1, 1)-form. This ex-
presses the decomposition of the field strength into irreducible representations of SU(2). We
can also interpret this expression in terms of the intrinsic torsion modules of an so(1, 4) mani-
fold which possesses an SU(2)-structure, using the results from Appendix B.
As well as the constraints on the field strength, there are a number of conditions relating
certain components of the connection to one another. As we will see in the next section, there
is a choice of frame in which these conditions hold. This leads us to some important geometric
properties of the solution.
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C.6.4 THE GEOMETRY OF THE SPACETIME
Let us first consider the one-form defined by κˆ = r2κ12SU(2) = r
2e0, where r(x) is the real
spacetime function which parametrises ζ . To see if κˆ is associated to a Killing vector field,
we must verify that each independent component of the equation 2∇(AκˆB) = 0 is satisfied,
where∇AκˆB = ∂AκˆB − ΩA,CBκˆC . We find that
2∇(0κˆ0) = ∂0r2 (C.6.32)
2∇(0κˆα) = ∂αr2 + r2Ω0,0α (C.6.33)
2∇(ακˆβ) = r2 (Ωα,0β +Ωβ,0α) (C.6.34)
2∇(ακˆβ¯) = r2
(
Ωα,0β¯ +Ωβ¯,0α
)
(C.6.35)
These equations all vanish due to constraints (C.6.18), (C.6.28), (C.6.22) and (C.6.26), respec-
tively. Furthermore, κˆ2 = δABκˆ
AκˆB = −r4, so that κˆ is indeed associated to a timelike Killing
vector field, k.
Given a timelike Killing vector field, we can choose adapted coordinates so that k = ∂t and
the metric can be written in the form
ds2 = −r4(dt+ α)2 + ds24 , (C.6.36)
where ds24 is the metric of the four-dimensional space B which is orthogonal to the orbits of
k, and α is a one-form which is independent of t. An obvious choice of frame is to take e0 =
r2(dt+ α) and let {eJ}4J=1 be a frame for ds24, so that
ds2 = −(e0)2 + (e1)2 + (e2)2 + (e3)2 + (e4)2 . (C.6.37)
Now, the existence of the timelike Killing vector k ensures that the frame does not depend
on t. This means that for the torsion-free condition of the Levi-Civita connection to be satisfied,
i.e. deA +ΩB,
A
Ce
B ∧ eC = 0 ,
we require that Ω0,JK = ΩJ,0K . This is consistent with the constraints on the connection given
by (C.6.21), (C.6.22), (C.6.24) and (C.6.26). It remains to interpret conditions (C.6.16), (C.6.17),
(C.6.28) and (C.6.30).
Firstly, consider equation (C.6.16), which says that the (3, 0) + (0, 3) part of the connection
vanishes. This is the condition which implies that the complex structure on B is integrable, so
that B is complex (cf. section 4.4.3). Therefore, since B also possesses an SU(2)-structure, it is
in fact a special Hermitian manifold [87].
Condition (C.6.17) tells us that
1
2
Ω0,0γ¯ = Ωα,
α
γ¯ , (C.6.38)
which expresses Ω0,0γ¯ in terms of the geometry of B. In terms of intrinsic torsion modules (see
Appendix B), we have
(y4)α¯ = 2(w4)α¯ . (C.6.39)
In other words, this is a relationship between the so(1, 4)- and su(2)-structures. Furthermore,
condition (C.6.30) says that
(y4)α¯ = 2(w5)α¯ , (C.6.40)
so that in fact,
w4 = w5 . (C.6.41)
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Let us investigate how this condition is related to the Grey-Hervella classification of almost
Hermitian manifolds. Defining (W5)k = ǫ
ij∇[iǫjk] we find that
(W5)α = Ωk,
k
α − ǫβ1β2Ωβ1,γβ2ǫγα . (C.6.42)
Now, using (C.6.39) and the fact that (w5)α = Ωα,γ¯
γ¯ , equation (C.6.28) implies that W5 =
2(w4) = 2(w5), and therefore
W5 = −d(log r) . (C.6.43)
This is a geometric condition on the four-dimensional base-space B, which says that the Gray-
Hervella classW5 is exact.
In summary, the existence of an SU(2)-invariant Killing spinor provides the following con-
ditions on the spacetime:
• The field strength is completely determined by the Levi-Civita spin-connection, as in
(C.6.31).
• There is a timelike Killing vector field k associated to the spacetime, which enables us to
choose adapted coordinates in which we can write the metric in the form (C.6.37).
• The four-dimensional spatial manifold which is transverse to the orbits of k is special
Hermitian with an SU(2)-structure specified by the tensors (g, ωˆ, ǫ) or equivalently, the
connection constraints found from the Killing spinor equations.
• The Killing spinor equations impose the geometric constraint that the Gray-Hervella class
W5 is exact.
We note the similarity between these results and the case of SU(5)-invariant Killing spinors in
an eleven-dimensional background.
C.6.5 THE Ns = 2 KILLING SPINOR EQUATIONS FOR OSU(2)
Now, let us investigate the solution of the Killing spinor equations for two spinors belonging
to the orbit OSU(2). This configuration is chosen so that their common stability subgroup is
non-trivial. We assume that the first Killing spinor is of the form ζ1 = r(x)ζ
SU(2), so that all
the constraints derived above may utilised in the equations for the second spinor. However,
since we have used our Spin(1, 4) gauge freedom to transform ζ1 into canonical form, we are
restricted to using SU(2) transformations to simplify ζ2. However, since the second spinor is
also SU(2)-invariant, it must be of the genericOSU(2) form, as described in section (C.5.1):
ζ2 =
(
a(x)
−ib∗(x)
)
1 +
(
b(x)
ia∗(x)
)
e12 , (C.6.44)
where a and b are complex functions of the spacetime. Note that if we expand these functions
into real and imaginary parts as a = a0 + ia1 and b = b0 + ib1, then we have
ζ2 = a0σ1 + a1σ2 + b0σ3 + b1σ4 , (C.6.45)
where {σ1, σ2, σ3, σ4} is the basis of OSU(2) found previously.
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KILLING SPINOR EQUATIONS FOR ζ2
We obtain the Killing spinor equations for ζ2 from the equations found in section (C.6). On
substituting the Ns = 1 constraints into these equations, we find that three of them vanish
identically, while the remaining six give the following conditions:
∂0a(x) = 0 = ∂0b(x) (C.6.46)
∂αa(x)− a(x)Ωα,γγ = 0 = ∂α¯a(x) + a(x)Ωα¯,γγ (C.6.47)
∂αb(x)− b(x)Ωα,γγ = 0 = ∂α¯b(x) + b(x)Ωα¯,γγ (C.6.48)
Thus, there are no further constraints on either the geometry or the field strength, so the pres-
ence of a second SU(2)-invariant spinor whose parameters satisfy the above equations, will
not alter the supergravity background. In other words, given the first SU(2)-invariant Killing
spinor, the Killing spinor equations are trivially solved for this second Killing spinor. The con-
straints on the functions a and b are the only conditions which must be satisfied in order for the
background to possess two Killing spinors instead of just one.
CONSTRAINTS ON ζ2
As we have seen, there are no further constraints on the five-dimensional background. How-
ever, the conditions which arise on the complex parameter functions a and b give us important
information about the form of ζ2.
Firstly, taking real and imaginary parts of equation (C.6.46), we see that
∂0a0 = ∂0a1 = ∂0b0 = ∂0b1 = 0 , (C.6.49)
so that ζ2 is time-independent.
Now, equations (C.6.47) and (C.6.48) provide identical constraints on the functions a and b.
Let us first consider a. Adding and subtracting equations (C.6.47) and their complex conjugates
gives
0 = ∂α¯ log{|a|2}+ 2Ωα¯,γγ (C.6.50)
∂α¯ log a
∗ = ∂α¯ log a . (C.6.51)
Now, equations (C.6.50) and (C.6.28) along with their complex conjugates imply that
∂i log |a|2 = ∂i log r2 , (C.6.52)
where i = 1, 2, 3, 4 labels the coordinate indices on the special Hermitian manifold B. Integrat-
ing this, we see that
|a|2 = r2 , (C.6.53)
where we have set the integration constant to zero, since Killing spinors are determined up
to an overall scale [64]. This means that the real and imaginary parts of a can be written as
follows:
a0 = |r|sinθa , a1 = |r|cosθa , (C.6.54)
for some angle θa ∈ [0, 2π]. Moreover, since we have identical constraints on b, there exists
another parameter θb ∈ [0, 2π] such that
b0 = |r|sinθb , b1 = |r|cosθb . (C.6.55)
Now, equation (C.6.51) and its complex conjugate together imply that
∂i log a = ∂i log a
∗ . (C.6.56)
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Integrating and taking real and imaginary parts, we see that the constant of integration must be
zero and also cosθa = 0. This means that θa =
π
2 or
3π
2 , which in turn implies that a = a0 = ±r.
Similarly, we also find that b = b0 = ±r. Therefore, since ζ2 is determined up to an overall
constant, there are two independent possibilities,
ζ2 = |r| (σ1 ± σ3) . (C.6.57)
In conclusion, if a D = 5 supergravity background possesses one SU(2)-invariant Killing
spinor of the form ζ1, then it admits a second SU(2)-invariant spinor of the form (C.6.57) with-
out any additional constraints on the spacetime.
C.7 ONE SU(2)-INVARIANT KILLING SPINOR IMPLIES FOUR
Given one SU(2)-invariant Killing spinor, the Killing spinor equations for any other linearly
independent spinor of OSU(2) reduce to a set of constraints purely on the spacetime functions
which parametrise the spinor, see equations (C.6.46), (C.6.47) and (C.6.48). These are the only
additional constraints, and there are no extra conditions on the field strength or the geometry.
This means that the SU(2)-structure determined by the constraints on the Levi-Civita connec-
tion given in section C.6.2 or equivalently by the tensors (g, ωˆ, ǫ), is identical to that of the
Ns = 1 case, and is reduced no further. Moreover, since the spinors lie in the same orbit of
Spin(1, 4), they give rise to equivalent spacetime forms. In particular, they yield the same time-
like Killing vector, so that the spacetime metric may be written in the form (C.6.37) with no
further conditions on the Hermitian base manifold B.
These considerations lead us to conclude that backgrounds admitting any number of SU(2)-
invariant Killing spinors are equivalent. However, as was shown in section C.5.1,OSU(2) is four
dimensional, therefore there can only ever be a maximum of four linearly independent SU(2)-
invariant Killing spinors in the background. From the above discussion we observe that the
presence of four such spinors change neither the fields nor the SU(2)-structure which arise
from the Ns = 1 case. In other words, if there exists one SU(2)-invariant Killing spinor in
the background, then the Killing spinor equations are reduced in such a way that there are
generically four linearly independent Killing spinors of OSU(2). These have common stabiliser
SU(2) and induce an SU(2)-structure on the four-dimensional Hermitian manifold B which
lies orthogonal to the orbits of the timelike Killing vector associated to the orbit OSU(2). To
summarise, the existence of one SU(2)-invariant Killing spinor implies the existence of four.
We know that the other stabilisers of spinors in ∆C are R3and {1}, therefore the only way
that a D = 5 background will possess an SU(2)-structure is if its Killing spinors all lie in the
orbit OSU(2). Now, since there are a maximum of eight supersymmetries in N = 1, D = 5
supergravity, and dim
R
(OSU(2)) = 4, we can conclude that backgrounds possessing an SU(2)-
structure are half-supersymmetric. This is in agreement with the results of [70].
APPENDIX D
KILLING SPINOR EQUATION ANALYSIS
FOR TWO SU(4)-INVARIANT SPINORS
In section 4.4.4 we considerD = 11 backgrounds in which there are two SU(4)-invariant Killing
spinors of the form
η1 = f(x)(1 + e12345) (D.0.1)
η2 =
√
2g(x)(e5 + e1234) , (D.0.2)
where f and g are real functions of the spacetime. The former is SU(5)-invariant and the latter
is SU(4)-invariant. In this section, we give the solution of the Killing spinor equations for the
SU(4)-invariant spinor.
To begin with, we substitute the expressions for the field strength which arise in the Ns =
1 case (see section 4.3) into the Killing spinor equations for η2. Then we use the resulting
equations to determine further conditions on the components of the field strength and spin-
connection. In particular, we will find many more constraints on the geometry, resulting in an
SU(4)-structure on the ten-dimensional spatial manifold B.
Throughout this calculation, we utilise the torsion-free condition Ωi,0j = Ω0,ij which arises
from the Killing spinor equations for η1 and also equation (4.3.51), which expresses Ω0,0i in
terms of the geometry of the space B.
D.1 FIELD STRENGTH SUBSTITUTION
Let us then consider the expressions for the field strength which arise from the Ns = 1 Killing
spinor equations for η1, and substitute them into the Killing spinor equations for η2. First, we
analyse the constraints arising from the component D0η2 = 0, see equations (4.4.82)-(4.4.86).
Using equations (4.3.44) and (4.3.45), we see that (4.4.82) and its complex conjugate imply
Ω0,05¯ = Ω0,05 , (D.1.1)
and
−2Ω0,05 + (Ω5,55¯ − Ω5¯,55¯) + (Ω5,ββ − Ω5¯,ββ) = 0 . (D.1.2)
Next, using (4.3.50) and (4.3.54), condition (4.4.83) implies that
4Ω0,α¯5 + iΩβ1,β2β3ǫ
β1β2β3
α¯ = 0 . (D.1.3)
Equation (4.4.84) and its complex conjugate give the constraints
∂0 log g = 0 (D.1.4)
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and
Ω0,β
β − Ω0,55¯ +
i
12
Fα
α
β
β − i
6
Fα
α
55¯ = 0 . (D.1.5)
Using (4.3.50), the latter can be rewritten as
Ω0,55¯ = Ω0,γ
γ . (D.1.6)
Using (4.3.55) to eliminate the field strength components in (4.4.85), we find
iΩ5,β¯1β¯2 + iΩ[β¯1,β¯2]5¯ −
1
2
Ω0,γ1γ2ǫ
γ1γ2
β¯1β¯2
= 0 . (D.1.7)
Similarly, using (4.3.52) and (4.3.55), we get from (4.4.86) the condition
2Ω5¯,5¯α¯ + 2Ω5,α¯5¯ − 5Ω0,0α¯ − 2Ωβ,α¯β = 0 . (D.1.8)
Now, we analyse the constraints which arise from the component Dα¯η2 = 0, see equations
(4.4.87)-(4.4.96). Equations (4.3.50) and (4.3.54) show that (4.4.87) gives
(D.1.3), so that (4.4.87) is not independent. Next, substituting (4.3.52) and (4.3.55) into equa-
tion (4.4.88), we find that
Ωα¯,β¯5 − Ωα¯,β¯5¯ +
1
3
Ω5,α¯β¯ −Ω5¯,α¯β¯ −
2
3
Ω[α¯,β¯]5¯ −
i
3
Ω0,γ1γ2ǫ
γ1γ2
α¯β¯ = 0 . (D.1.9)
Using conditions (4.3.55) and (4.3.52) to eliminate the field strength components from (4.4.89),
we get
∂α¯ log g +
1
2
Ωα¯,γ
γ − 1
2
Ωα¯,55¯ −
1
6
Ωβ,α¯
β +
1
6
Ω5,α¯5¯ +
2
3
Ω5¯,5¯α¯ −
1
6
Ω0,0α¯ = 0 . (D.1.10)
Similarly using (4.3.55) and (4.3.52), equation (4.4.90) gives
Ωα¯,γ1γ2ǫ
γ1γ2
β¯1β¯2
+
(
1
3
Ω5,5δ − 1
3
Ωβ¯,δ
β¯ +
1
3
Ω5¯,δ5 +
1
6
Ω0,0δ
)
ǫδα¯β¯1β¯2 = 0 . (D.1.11)
Next, using (4.3.55) and (4.3.52) we see that condition (4.4.91) implies (D.1.7). Also, using con-
ditions (4.3.48) and (4.3.50), we cannot eliminate all the components of the field strength from
(4.4.92), and we obtain
iΩα¯,0γ +
1
2
Fα¯γ55¯ −
i
3
Ω0,β
βgα¯γ − 2i
3
Ω0,55¯gα¯γ = 0 . (D.1.12)
Substituting (4.3.52) and (4.3.50) into (4.4.93) gives
1
4
Fα¯5¯γ1γ2 −
1
8
(
Ωα¯,β¯1β¯2 +Ω[α¯,β¯1β¯2]
)
ǫβ¯1β¯2γ1γ2 +
i
3
gα¯[γ1Ω5¯,0γ2] = 0 . (D.1.13)
Condition (4.4.94) relates the partial derivative of g to the geometry of spacetime. Using
(4.3.52), we find that
∂α¯ log g − 1
2
Ωα¯,γ
γ − 1
2
Ωγ,α¯
γ +
1
2
Ωα¯,55¯ +
1
2
Ω5,α¯5¯ −
1
2
Ω0,0α¯ = 0 . (D.1.14)
Eliminating the field strength components from (4.4.95) using (4.3.52) and (4.3.44), we find that
1
3
(−1
2
Ω0,05 − 1
2
Ω0,05¯ −Ω5,γγ +Ω5¯,γγ −Ω5,55¯ +Ω5¯,55¯)gα¯β +Ωα¯,β5¯ +Ωβ,α¯5¯ = 0 . (D.1.15)
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Similarly, using (4.3.55), we get from (4.4.96) that
4iΩα¯,05¯ −Ωγ1,γ2γ3ǫγ1γ2γ3 α¯ = 0 . (D.1.16)
We now turn to investigate the conditions that arise from the component D5¯η2 = 0, see
equations (4.4.97)-(4.4.105). Firstly, using conditions (4.3.48) and (4.3.50), equation (4.4.97) gives
2Ω0,55¯ +Ω0,γ
γ = 0 , (D.1.17)
and together with equation (D.1.6) implies that
Ω0,55¯ = Ω0,γ
γ = 0 . (D.1.18)
Next, we use (4.3.52) and (4.3.55) to write (4.4.98) as
Ω5¯,β¯5 −
2
3
Ω5,β¯5¯ +
1
3
Ω5¯,5¯β¯ −
1
3
Ωα,β¯
α − 5
6
Ω0,0β¯ = 0 . (D.1.19)
Using (4.3.52), we can express the partial derivative of g in (4.4.99), as
∂5¯ log g − Ω5¯,55¯ −
1
2
Ω0,05¯ = 0 . (D.1.20)
Using (4.3.52) and (4.3.55) to eliminate the field strength components from (4.4.100), we find
that
1
2
Ω5,γ1γ2ǫ
γ1γ2
β¯1β¯2
+
5
6
Ωγ1,γ25ǫ
γ1γ2
β¯1β¯2
+
1
3
Ω5¯,γ1γ2ǫ
γ1γ2
β¯1β¯2
− 4i
3
Ω0,β¯1β¯2 = 0 . (D.1.21)
We will see that (D.1.21) is not an independent condition. Similarly, using (4.3.55) we find that
condition (4.4.101) implies (D.1.16), and so it is not independent. Furthermore, using (4.3.54)
and (4.3.50) it is straightforward to see that (4.4.102) implies (D.1.3), and therefore it is also not
an independent constraint.
Next, using (4.3.54) we find that the condition (4.4.103) implies
Ω5,β1β2 +Ω[β1,β2]5 = 0 . (D.1.22)
Also, one can show using (4.3.44) and (4.3.54) that (4.4.104) yields
∂5¯ log g −
2
3
(Ω5¯,γ
γ − Ω5,γγ) + 1
3
Ω5¯,55¯ +
2
3
Ω5,55¯ −
1
6
Ω0,05¯ +
1
3
Ω0,05 = 0 , (D.1.23)
and similarly using (4.3.44), that (4.4.105) gives
Ω0,0α + 2Ωα,55¯ + 2Ωα,γ
γ + 2Ω5¯,α5¯ = 0 . (D.1.24)
This concludes the procedure of substituting the Ns = 1 conditions for the field strength com-
ponents into the constraints which arise from the Killing spinor equation for η2.
D.2 GEOMETRIC CONDITIONS
The conditions that have been derived which involve the spin-connection can be interpreted as
restrictions on the geometry of spacetime. Here, we analyse these constraints to determine the
independent components of the connection. We will utilise equation (4.3.51), which expresses
Ω0,0i in terms of the geometry of the ten-dimensional spatial manifold B. In particular, the
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connection component Ω0,05 can be expressed in terms of the geometry of B. Consequently,
(D.1.1) and (D.1.2) can be written as
(Ωβ¯
β¯
5 − Ωββ 5¯)− (Ω5,ββ +Ω5¯,ββ)− (Ω5,55¯ +Ω5¯,55¯) = 0 (D.2.1)
and
−(Ωβ¯ β¯5 +Ωββ 5¯) + 2(Ω5,ββ − Ω5¯,ββ) + 2(Ω5,55¯ − Ω5¯,55¯) = 0 , (D.2.2)
respectively. Alternatively, we can use (4.3.46) to show that (D.1.1) implies the constraint
∂5f − ∂5¯f = 0 . (D.2.3)
Condition (D.1.3) can be solved in terms of Ω0,α¯5 to find
Ω0,α¯5 = − i
4
Ωβ1,β2β3ǫ
β1β2β3
α¯ , (D.2.4)
which together with (D.1.16) implies that
Ω0,α¯5 = Ω0,α¯5¯ . (D.2.5)
Equation (D.1.4) implies that g is independent of the frame time direction.
Next, condition (D.1.7) can be solved to yield the relationship
Ω0,β1β2 =
i
4
(Ω5,γ¯1γ¯2 +Ωγ¯1,γ¯25¯)ǫ
γ¯1γ¯2
β1β2 . (D.2.6)
Using equation (4.3.51), we see that condition (D.1.8) restricts the geometry of the space B.
Substituting (D.2.6) into (D.1.9), we find that
Ωα¯,β¯5 − Ωα¯,β¯5¯ +Ω5,α¯β¯ − Ω5¯,α¯β¯ = 0 . (D.2.7)
In particular, this gives
Ω(α¯,β¯)5 − Ω(α¯,β¯)5¯ = 0 (D.2.8)
and
Ω[α¯,β¯]5 +Ω5,α¯β¯ = 0 , (D.2.9)
where we have used (D.1.22) in the final step. We will examine condition (D.1.11) later.
Constraint (D.1.12) determines the flux Fα¯γ55¯ in terms of the connection. Similarly, (D.1.13)
expressesFα¯5¯γ1γ2 in terms of the connection, and by taking its trace and comparingwith (4.3.55),
we find that
Fγ5¯δ
δ = Ω0,γ5¯ = 0 . (D.2.10)
Using condition (D.2.4), this in turn implies that the totally anti-symmetric part of the connec-
tion vanishes,
Ω[β1,β2β3] = 0 . (D.2.11)
Next, by adding (D.1.10) and (D.1.14), and using (D.1.8), we obtain
∂α¯g = ∂α¯f . (D.2.12)
The difference between (D.1.10) and (D.1.14), again using (D.1.8), is
Ωα¯,β
β − Ωα¯,55¯ +Ω5¯,5¯α¯ −
1
2
Ω0,0α¯ = 0 . (D.2.13)
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Condition (D.1.15) together with (D.1.2) implies that
Ω(α¯,β),5¯ =
1
2
gα¯βΩ0,05¯ . (D.2.14)
Also, by taking (D.1.1) into account we find
Ω(α¯,β)5 = Ω(α¯,β)5¯ . (D.2.15)
Taking the trace of the preceding two relations yields
Ωγ¯,
γ¯
5¯ +Ωγ,
γ
5¯ = 4Ω0,05¯ , (D.2.16)
Ωγ¯,
γ¯
5 +Ωγ,
γ
5 = Ωγ¯,
γ¯
5¯ +Ωγ,
γ
5¯ . (D.2.17)
Now, by adding (D.1.20) and (D.1.23), we find that
∂5¯ log g +
1
3
(Ω5,γ
γ − Ω5¯γγ) +
1
3
(Ω5,55¯ − Ω5¯,55¯)−
1
6
Ω0,05 = 0 . (D.2.18)
Together with its complex conjugate, this equation gives
(∂5¯ − ∂5)g = 0 . (D.2.19)
Instead, if we subtract (D.1.23) from (D.1.20), we get
−(Ω5¯,γγ − Ω5,γγ) + 2Ω5¯,55¯ +Ω5,55¯ +Ω0,05 = 0 , (D.2.20)
where we have also utilised (D.1.1). Now, the latter equation and its complex conjugate imply
that
Ω5,55¯ +Ω5¯,55¯ = 0 , (D.2.21)
and
−(Ω5¯,γγ − Ω5,γγ) + Ω5¯,55¯ +Ω0,05 = 0 . (D.2.22)
Comparing this condition with (D.1.2), we see that
Ω0,05 = Ω5,55¯ (D.2.23)
and
Ω5,γ
γ = Ω5¯,γ
γ . (D.2.24)
Substituting (D.2.23) into (D.1.20), we get
∂5¯g = ∂5¯f , (D.2.25)
where we have also used (4.3.46). Therefore, equation (D.2.12) and (D.2.25) imply that
f = g . (D.2.26)
Equation (D.1.21) is not independent. This can be seen using (D.1.22) and by comparing with
(D.2.6).
Let us now turn to investigate (D.1.11). This can be written as
Ωα¯,γ1γ2 +
(
1
3
Ω5,5[γ1 −
1
3
Ωβ¯,[γ1
β¯ − 1
3
Ω5¯,5[γ1 +
1
6
Ω0,0[γ1
)
gγ2]α¯ = 0 . (D.2.27)
Taking its trace, we get
Ωβ¯,α
β¯ +Ω5,5α +Ω5¯,α5 +
1
2
Ω0,0α = 0 . (D.2.28)
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It remains to investigate conditions (D.2.28), (D.1.24), (D.2.13), (D.1.19) and (D.1.8). Adding
(D.1.24) and (D.2.13) we find that
2Ωα,55¯ +Ω5¯,α5¯ +Ω5,5α = 0 , (D.2.29)
and by subtracting we obtain
2Ωα,β
β +Ω0,0α +Ω5¯,α5¯ − Ω5,5α = 0 . (D.2.30)
Now, using (D.2.28) and (D.2.30) from the α-component of (4.3.51), we can eliminate Ωβ¯,α
β¯ and
Ωα,β
β to give
Ω5,5α +Ω5¯,α5¯ − 2Ωα,55¯ = 0 . (D.2.31)
Comparing this with (D.2.29), we get
Ωα,55¯ = 0 , Ω5,5α +Ω5¯,α5¯ = 0 . (D.2.32)
Eliminating Ωβ¯,α
β¯ using (D.2.28) from (D.1.19) and (D.1.8), we get
Ω5,α5¯ −
1
3
Ω5¯,α5 +
2
3
Ω5,5α − 2
3
Ω0,0α = 0 (D.2.33)
and
Ω5,5α +Ω5¯,α5 −Ω0,0α = 0 . (D.2.34)
Using the latter, the former becomes
Ω5,α5¯ +Ω5,5α −Ω0,0α = 0 . (D.2.35)
Now, subtracting (D.2.34) from (D.2.35), we find that
Ω5,α5¯ = Ω5¯,α5 . (D.2.36)
Substituting (D.2.35) into (D.2.28) and using (D.2.36), we get
Ωβ¯,α
β¯ = −3
2
Ω0,0α . (D.2.37)
Also, substituting (D.2.35) and (D.2.37) into (D.2.27) yields
Ωα¯,β1β2 +Ω0,0[β1gβ2]α¯ = 0 . (D.2.38)
Furthermore, condition (D.2.30) implies that
2Ωα,β
β +Ω5¯,α5¯ +Ω5¯,α5 = 0 . (D.2.39)
This exhausts the analysis of the connection constraints, and we have determined the indepen-
dent components. The final results are summarised in equations (4.4.106)-(4.4.111), and it can
be shown that these constraints provide an SU(4)-structure on the spatial manifold B.
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