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Knowing which individuals can be more efficient in spreading a pathogen throughout a determinate
environment is a fundamental question in disease control. Indeed, over the last years the spread of
epidemic diseases and its relationship with the topology of the involved system have been a recurrent
topic in complex network theory, taking into account both network models and real-world data.
In this paper we explore possible correlations between the heterogeneous spread of an epidemic
disease governed by the susceptible-infected-recovered (SIR) model, and several attributes of the
originating vertices, considering Erdo¨s-Re´nyi (ER), Baraba´si-Albert (BA) and random geometric
graphs (RGG), as well as a real case of study, the US Air Transportation Network that comprises the
US 500 busiest airports along with inter-connections. Initially, the heterogeneity of the spreading
is achieved considering the RGG networks, in which we analytically derive an expression for the
distribution of the spreading rates among the established contacts, by assuming that such rates
decay exponentially with the distance that separates the individuals. Such distribution is also
considered for the ER and BA models, where we observe topological effects on the correlations. In
the case of the airport network, the spreading rates are empirically defined, assumed to be directly
proportional to the seat availability. Among both the theoretical and the real networks considered,
we observe a high correlation between the total epidemic prevalence and the degree, as well as
the strength and the accessibility of the epidemic sources. For attributes such as the betweenness
centrality and the k-shell index, however, the correlation depends on the topology considered.
Keywords: network dynamics; epidemic modelling; random graphs, networks
I. INTRODUCTION
Complex network theory has been in evidence over the
last years, owing to its ability to explore discrete sys-
tems of interacting elements, considering a broad range
of applications [1]. Particularly, it has proved to be a
successful framework in the study of the relationship be-
tween topology and dynamics, a topic which has received
growing attention. One example is to understand how in-
dividual characteristics and structural properties of net-
worked systems influence on the spreading of diseases [2],
a fundamental issue for disease control and eradication.
For instance, it has been shown in the case of very large
scale-free networks [3] (at the thermodynamic limit) that
the infection threshold vanishes [4], meaning that the epi-
demic process persists no matter the magnitude of the
infection rate. The eradication of epidemic processes in
such systems should concentrate efforts on the hubs, i.e.
the highly connected elements [5]. For small-world mod-
els – which adequately portray social networks, where
the understanding of epidemic processes is fundamental
– the problem has been analytically addressed by means
of percolation theory [6]. The authors demonstrated that
an increase of the fraction of introduced shortcuts link-
ing distant vertices progressively reduces both site and
bond thresholds associated with disease spreading. Also
related to “small-world” structures, M. Kitsak and his
∗ Corresponding author: silva.renato@gmail.com
colleagues recently demonstrated that the capacity of a
vertex to spread an epidemic disease is not necessarily
a consequence of its degree or influence, given in terms
of the betweenness centrality [7]: for certain real-world
topologies, it was observed that the k-shell index [8] –
a degree-based measurement – is capable to predict the
best spreaders more accurately than both the previous at-
tributes. The results so far mentioned focused exclusively
on homogeneous spreading, when the transmission rate is
the same across the whole system, disregarding eventual
variations that may occur in terms of particular char-
acteristics of elements and/or interactions. The hetero-
geneous case, however, has also received attention, and
the studies in this case have either considered weighted
networks [9–11] – where the spreading rate across the
connections is given by the weight of the connections it-
self or some function of the weight – or by considering
meta-population models, in which the hosts (individuals)
are represented by means of interacting particles, which
infect each other through reaction processes. Such par-
ticles are allowed to diffuse between different networked
environments, promoting the spread of the disease in the
space. Examples of the meta-population approach in-
clude the study of the propagation of the foot-and-mouth
disease among the cattle and then across different farms
in the United Kingdom, due to livestock movements [12],
and the Ref. [13], where the diffusive spreading in both
scale-free networks and the US Air Transportation Net-
work are investigated. Regarding the use of weighted
networks, on the other hand, it has been found that
on scale-free networks where the distribution of the in-
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2fection rates across the connections obeys a power-law,
the spreading is slower when compared to the homoge-
neous counterpart [9]. The spreading is also hierarchical
in terms of the strength – the weighted degree, i.e. the
sum of the weights of attached connections – of the ver-
tices: those with higher strengths are infected at first,
whereas vertices with lower strengths are infected only
at later stages of the epidemics. In a recent result [11],
a weighted configuration model (e.g. [14]) is introduced
and an expression for the corresponding epidemic thresh-
old is derived.
In this paper we address the correlation between sev-
eral individual attributes and the spreading potential of
network vertices, considering SIR (susceptible-infected-
recovered) dynamics [15] and the heterogeneous assump-
tion. In the SIR model, infected individuals are allowed
to transmit the disease to connected susceptible coun-
terparts at rate β, and spontaneously recover at rate
µ. β and µ correspond to the control parameters of
the model, being denominated transmission rate and re-
covery (or removal) rate, respectively. The heteroge-
neous spreading hypothesis here adopted assumes that
the transmission rate βij of an infected individual i to
transmit the pathogen to a susceptible contact j is not
the same for all established connections (i, j). Indeed,
a realistic approach for such dynamics should consider
heterogeneity, in an attempt to accommodate aspects
such as different levels of interaction among the ele-
ments, as well as healthy conditions at the individual
level. In this text we deal with undirected networks,
meaning that βij = βji,∀(i, j), and discard differences
occurring at individual level, employing the same re-
covery rate µ for all the vertices. In order to emulate
the heterogeneity, a geographic network model is consid-
ered, where the transmission rate decays exponentially
with the distance separating interconnected vertices –
in other words, the connections define the existence of
contact between the individuals, and the length of the
connections are employed to determinate the transmis-
sion rate. An analytic expression for the transmission
rate distribution is derived, and subsequently the hetero-
geneous spreading considering the same distribution for
the transmission rates is also studied in non-geographic
models, namely Baraba´si-Albert scale-free networks and
Erdo¨s-Re´nyi random graphs. Furthermore, a real net-
work is also considered, the US Air Transportation Net-
work defined by the 500 busiest American airports, in-
terconnected by weighted connections defining the yearly
seat availability among every two locations [13]. In this
case, the distribution of the transmission rates is given in
terms of the seat offer. The spreading potential of each
vertex is quantified in terms of the total prevalence of the
epidemic process, i.e. the fraction of vertices which have
been infected during the epidemic outbreak. Six vertex
attributes are considered, namely the already mentioned
degree, k-shell index and betweenness centrality, plus the
weighted degree or strength, the clustering coefficient
(the density of connections at local level) and the recently
proposed measure of accessibility [16], which estimates
the number of individuals effectively reached by paths of
a determinate length, departing from the vertex. High
correlation is verified between the epidemic prevalence
and half the measurements, considering all the network
models and the US Air Transportation Network: the de-
gree, the strength and the accessibility. On the other
hand, the inter-connectivity at local/regional level, ex-
pressed by the clustering coefficient, little informs about
the spreading potential of the individuals, since low cor-
relation with epidemic prevalence is observed in all the
cases. The prediction ability of betweenness centrality is
reduced in the case of geographic networks, where dis-
tant vertices do not make contact. In contrast to what
has been observed for real small-world networks [7], the
k-shell index can not be considered in the case of scale-
free model, where all the vertices feature the same value
of this measure, even presenting distinct behavior as epi-
demic spreaders. Since the correlation between an indi-
vidual aspect and the dynamic behavior of the spreading
process depends on the system topology, our analysis sug-
gests one should avoid considering a single aspect when
predicting the potential spreaders.
Our article is organized as follows: the next section
describes the complex network models used in the text,
focusing on the geographic network model, in which we
derive the analytic expression for the distribution of the
transmission rates across the connections. The charac-
terization of vertices by means of measurements is also
addressed. Afterwards, we describe the SIR model and
how it is applied at such networks, considering the epi-
demic thresholds observed. Finally, the results are pre-
sented and discussed, for the generated networks so far
described as well as for the airport network.
II. NETWORKS: THEORETICAL MODELING
AND CHARACTERIZATION
In order to vary the transmission rate across different
pairs of inter-connected vertices, we first consider a spa-
tial or geographic model, where such rate decreases with
the distance between the vertices. The approach is ex-
tended to two widely-known “non-spatial” network mod-
els, Erdo¨s-Re´nyi random graphs and Baraba´si-Albert
scale-free networks. The description of the theoretical
models is given below.
A. Network models
Epidemics spread typically in space-embedded sys-
tems, where the proximity or even the physical contact be-
tween individuals is fundamental on the transmission of
pathogens. Examples include respiratory diseases, such
as influenza; plant diseases, e.g. citrus greening disease –
bacterial plant disease mainly spread via psyllid insects
[17]; etc. In this paper adopt the random geometric graph
3(RGG) [18].
In the RGG model, N vertices are distributed at ran-
dom coordinates xi = (xi1, xi2, . . . , xid)
t, xij ∈ [0, 1) in-
side a d-dimensional unit cube. Links are established be-
tween every pair of vertices whenever the Euclidean dis-
tance separating both the individuals is not greater than
a predefined threshold R. Note that the d-dimensional
hyper-volume of the unit cube is 1, so that the probabil-
ity of a vertex j be distant at most dr from another vertex
i is equal to the hyper-volume Vdr of the d-dimensional
hyper-sphere with radius dr centered at xi. In this paper
we deal with d = 2, then P (0 ≤ |xi − xj | ≤ dr) = pidr2.
Therefore, two vertices i and j picked at random are con-
nected with probability
pR = piR
2 ≡ P (0 ≤ |xi − xj | ≤ R) . (1)
If the average number of connections per vertex is
〈k〉RGG, then we have pR = 〈k〉RGG/(N − 1)[19], which
allows the choice of the cutoff distance R in terms of
connectivity and the network size N :
R (〈k〉RGG, N) =
√
〈k〉RGG
pi(N − 1) .
Aspects such as the proximity or the amount of con-
tact between individuals are crucial determinants for epi-
demic spreading in networked systems. Therefore, it is
expected that increasing distance reduces or to a large
extent eliminates the chance of an infected individual to
transmit the pathogen to a susceptible counterpart. In-
deed, when modeling the spread of disease, a straight-
forward approach is to consider the transmission rate βij
between two individuals i and j as being a decreasing
function of the distance |xi − xj |. In the current paper,
when considering the RGG model, the decay of such rate
is given by the exponential function
βij = exp
(
−A |xi − xj |
R
)
, (2)
where A is a positive constant that controls the global
average probability 〈βij〉 and R is the cutoff distance as
previously described. Since the length Lij ≡ |xi − xj | of
each edge in the RGG model is such that 0 ≤ Lij ≤ R,
we have exp(−A) ≤ βij ≤ 1. It is possible to derive the
distribution βij for all the connections present in the 2-
dimensional RGG graph: from Eq. (1) we have, for the
edge length Lij ,
P (0 ≤ Lij ≤ L) =
(
L
R
)2
,
with E(Lij) = 〈Lij〉 = 2R/3. By using Eq. (2) –
note that βij = exp (−ALij/R) – we obtain (L/R)2 =
P (exp (−AL/R) ≤ βij ≤ 1) which yields, defining β =
exp(−AL/R),
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FIG. 1. The distribution of the transmission rate βij , as de-
fined in the text for RGG and extended for ER and BA net-
works. Vertical bars give the observed frequency, considering
all the RGG networks sampled for the current study, and the
dashed line corresponds to the derivative of the CDF given
by Eq. (3).
P (β ≤ βij ≤ 1) = 1
A2
ln2
(
1
β
)
=
1
A2
ln2 β ,
β ≥ exp(−A), which yields to
F (β) = P (exp(−A) ≤ βij ≤ β) = 1− 1
A2
ln2 β . (3)
From the CDF above the value 〈βij〉 can be derived,
and it is given by
〈βij〉 = 2
A2
[1− (1 +A) exp(−A)] .
Therefore, one can generate a RGG ensemble with a
given average transmission rate 〈βij〉 by choosing the ap-
propriate positive value of A that solves the expression
above, provided βij is given by Eq. (2) for every i, j.
In the text we discuss the case 〈βij〉 = 1/3, so
A ≈ 1.79055. Fig. 1 depicts the histogram of βij , consid-
ering all the RGG network samples used in the text, as
well as the corresponding analytic expression, given by
the derivative of Eq. (3).
Extension to scale-free network and random graphs
In order to observe the topological aspects of the
networked system as a whole on the investigated cor-
relations, we also consider two widely-known “non-
geographic” models, in addition to the geographic model
previously presented: Erdo¨s-Re´nyi random graphs (ER)
[20] and Baraba´si-Albert scale-free networks (BA) [3]. In
4the ER model, one starts with N vertices, and for each
pair of vertex an edge is added with probability p, so
that at the end pN(N − 1)/2 links are established and
the average degree 〈k〉 of the network, that is, the average
number of connections per vertex, is 〈k〉ER = p(N − 1);
BA model is characterized by a growth-process where de-
parting from m0 vertices, a new vertex is added at each
step, being linked to m ≤ m0 vertices. This attachment
gives preference to highly connected ones, i.e. the proba-
bility of the new vertex N to be connected to an existent
vertex i is pN,i = k(i)/
∑N−1
j=1 k(j), where k(i) denotes
the number of connections previously attached to i. Af-
ter t steps the network has N = m0 + t vertices and
mt edges. For increasing values of N , 〈k〉BA tends to
2m, and the “signature” of the scale-freedom emerges:
the distribution of vertex degrees follows a power law –
P (k) ∼ k−γ , with γ = 3 – a consequence of preferen-
tial attachment policy. The skewed distribution diverges
from that found on ER networks, a Poisson distribution
peaked at 〈k〉ER. In other words, while in BA networks
the vertex degree k may span across several orders of
scale, for an ER graph it remains at the same order of
〈k〉ER. The heterogeneous spreading is extended for ER
random graphs and BA scale-free networks by assuming
the transmission rate βij as distributed according to Eq.
(3). Specifically, we at first generate a network according
to one model, then we assign for each link (i, j) a ran-
domly chosen weight (the spreading rate) based on the
cumulative distribution function (3).
B. Individual attributes: vertex measurements
The topology of complex networks, as well as partic-
ular aspects of the vertices and interactions that define
such systems, is better understood by means of its char-
acterization with the use of quantitative measurements
[21]. As mentioned earlier, here we observe the predic-
tion capabilities of six vertex measurements:
• Vertex degree (k): the number of connections at-
tached to the vertex. In other words, the number
of immediate or nearest neighbors.
• Strength (s): the “weighted degree”, defined by the
total weight of connections attached to the vertex:
s(i) =
∑
j wij . As in the text the weights corre-
spond to the transmission rates among contacts,
here we have s(i) =
∑
j βij .
• Clustering coefficient (C): provides the density of
connections among the nearest neighbors of a ver-
tex i, and i itself. C(i) = 2`(i)/[k(i)(k(i) − 1)],
where `(i) ≤ [k(i)(k(i) − 1)]/2 is the amount of
such connections.
• k-shell index (kS): degree-based measurement cal-
culated through the k-shell decomposition. If m is
the minimum degree of the network (k(i) ≥ m,∀i),
then all vertices j such that k(j) = m are given k-
shell index kS(j) = m, and subsequently removed
from the network. After removal, it is possible that
a new set of vertices with degree m emerges. Ver-
tices belonging to such set are then given index
kS = m and removed, and the process is repeated
until no more vertices with m connections are ob-
served. The next step of decomposition involves
vertices with degree m + 1, and so on, until all
the vertices are attributed a k-shell index. Note
that kS(i) ≤ k(i). Such decomposition define lay-
ers along the network, each one associated to a cor-
responding kS value. Layers with higher kS are the
innermost, defining a “core” on the network. More
details in [7, 8].
• Betweenness centrality (CB): For a vertex i, the
ratio of shortest paths connecting two vertices j
and k that passes through i to the total number
of shortest paths linking j and k, averaged over all
pairs j, k [22].
• Accessibility (AH): the accessibility of a vertex i,
as the name suggests, is an estimate of how many
vertices can be “accessed” through random walks
departing from i after H steps, and it is given by
[16]
AH(i) = exp
− N∑
j=1
PH(i, j) logPH(i, j)
 ,
where
∑
j PH(i, j) = 1. PH(i, j) is the probability
that a particular vertex j is reached after H steps
by an agent whose walk starts at i, i.e. passing
through H − 1 intermediate vertices. In the case of
weighted graphs, such random walks can be prefer-
ential, in the sense that if at a given step the agent
is at vertex i, then it will be located at a nearest-
neighbor q of i with probability proportional to the
weight of the connection (i, q). The term inside the
exponential corresponds to the entropy of the prob-
abilities PH(i, j) and it is denominated the diver-
sity of i. Under the hypothesis that, departing from
i, all the N − 1 remaining vertices of the network
are reachable after H steps with the same proba-
bility, then the diversity will assume its maximum
value, − log(1/(N − 1)) ≡ log(N − 1), and hence
the accessibility, AH(i) = N − 1. On the other
hand, if in H steps the agent can reach only the
same vertex, then the accessibility of i is minimum
and AH(i) = 1. If D is the diameter of the net-
work – that is, the maximum length of the shortest
paths between any pairs of vertices. Note that sev-
eral measures of accessibility can be estimated for
a single vertex, considering H = 1, 2, . . . . For this
paper we fix the value of H as the average shortest
path length of the network.
5III. SIR DISEASE SPREADING
In this text we adopt the SIR (susceptible-infected-
recovered) model [15] for the simulation of spreading pro-
cesses over the networks. The population is divided into
three classes or compartments, the susceptible, infected
and recovered individuals. A susceptible individual is a
healthy element which is allowed to contract the disease.
An infected individual, on the other hand, is a contami-
nated element capable of transmit the disease to its sus-
ceptible contacts. In this paper, the contagion routes are
given by the connections (i, j) defined in the networks,
such that an infected individual i transmits the pathogen
to a susceptible contact j at a rate βij . Infected individu-
als recover from the disease at rate µ, becoming immune
to further infections, and thus are eliminated from the
epidemic process. If µ > 0, the epidemic process always
terminates, i.e. the prevalence of infected individuals i(t)
always becomes null for sufficiently large t. As the goal is
to observe the impact of the epidemic process on the net-
work, in terms of characteristics of the epidemic sources,
here the epidemic process is promoted by infecting a sin-
gle vertex, thus i(0) = 1/N ≈ 0, s(0) ≈ 1, r(0) = 0.
s(t) and r(t) are the density of susceptible and recovered
elements at the time t, respectively. Here we apply the
discrete approach [2] to simulate the epidemic process:
At time t, an infected vertex i transmits the disease to
each of its susceptible contacts j with probability βijdt,
where dt 1 is the time-step of the computational pro-
cess. Such event is considered for all contact-links (i, j)
that connect infected and susceptible individuals. At
the same time, infected individuals are allowed to spon-
taneously become immune (recovered) with probability
µdt. The contamination and recovery processes are then
repeated at the time t + dt and so on, until no infected
individuals are present in the network. The damage of
the epidemics to the system is then quantified in terms
of the total epidemic prevalence or epidemic outbreak size
r∞ = limt→∞ r(t), which corresponds to the totality of
individuals contaminated until the end of the epidemic
process.
As seen in the previous section, here we assume that
the transmission rate βij varies across the connections of
the networks. In the homogeneous assumption, i.e. when
βij ≡ β,∀i, j, several aspects of SIR model in complex
networks are known, including the existence of an epi-
demic threshold, a value λc such that the infection only
spreads across the network if β/µ ≥ λc – for β/µ < λc,
on the other hand, no endemic phase occurs. For net-
works with no degree correlations, at mean-field level the
epidemic threshold is given by [23]
λc =
〈k〉
〈k2〉 − 〈k〉 . (4)
The existence of an epidemic threshold is also expected in
the heterogeneous assumption here considered, since for
the networks here explored all the rates of infection βij
lie between 0 and 1 (see previous section). Indeed, for ER
and BA networks, we observed that the estimate given
by Eq. (4) is adequate for both the cases: for the ho-
mogeneous infection, we set β = 〈βij〉 = 1/3, and varied
the fraction λ = β/µ in the interval 1/10λc, . . . , 10λc by
changing the recovery rate µ. The same values of µ were
used for the heterogeneous case. We observed that in
the case of ER and BA networks, the average epidemic
outbreak size was the same for both the homogeneous
and heterogeneous cases. For the geographic networks
generated by RGG model, on the other hand, the het-
erogeneity of the spread along the contacts increased the
resilience of these systems to attack, since higher values
λ are required for epidemic spread. Also, RGG are more
resilient than ER and BA graphs. For each network, sev-
eral ensembles were performed at each value λ, consider-
ing random source vertices, and the analysis is illustrated
in Fig. 2. In this text the epidemic behavior is explored
right above the threshold, where the average outbreak is
small. At such condition, the epidemic behavior is highly
influenced by properties of the source vertex, in opposi-
tion of what is observed for higher values of λ, when the
epidemic spread is always catastrophic for the system.
IV. RESULTS AND DISCUSSION
In this text the behavior of epidemic spread has been
observed for the network models previously described in
Sec. II, where 30 samples were considered each model, for
system sizes N = 1000 and N = 2000. In the case of ER
graphs and RGG, only the largest connected component
was taken into account – we considered ER and RGG
samples whose largest connect component size is at least
98% of the total size N . Some aspects of such networks
are highlighted in Table I, where the epidemic threshold
for homogeneous spreading and random networks is also
given, from Eq. (4).
A subset of 100 vertices were randomly chosen for
each network sample, and subsequently the spread-
ing potential of each selected vertex i was estimated
in terms of the average epidemic prevalence 〈r∞(i)〉
observed on epidemic spreads having i as source –
i.e. started at i. We traced the relationship be-
tween the prevalence, considering all the selected ver-
tices, and individual attributes of the latter, by means
of the Pearson correlation coefficient ρ(r∞,x), where
r∞ = {〈r∞(i1)〉, 〈r∞(i2)〉, . . . , 〈r∞(i100)〉} and x =
{x(i1), x(i2), . . . , x(i100)}. x(i) is either one of the six
vertex attributes considered, e.g. the degree k, the
strength s and so on. The analysis of correlation is de-
picted in Fig. 3, where the distributions of such correla-
tion coefficients across all the samples for each network
model are illustrated in terms of box-and-whisker plots.
It is clear that the local inter-connectivity – estimated by
means of clustering coefficient C – tells little about the
spreading potential of each source vertex, as the value
ρ(r∞,C) low regardless of the network topology. The be-
6TABLE I. Characterization of network models. 30 samples each class are used in the text. Average values, from the left to the
right: the number of vertices N , the number of links `, the average degree 〈k〉, the average squared degree 〈k2〉, the average
shortest path length L, the epidemic threshold λc – as estimated by Eq. (4)) – and the value λ employed on the simulations,
in terms of λc.
model N ` 〈k〉 〈k2〉 L λc λ/λc
RGG, 1000 vertices 985.1 ± 4.216 2867 ± 53.60 5.82 ± 0.108 39.62 ± 1.745 22.40 ± 2.287 0.172 ± 0.005 5
RGG, 2000 vertices 1969 ± 6.184 5827 ± 79.24 5.920 ± 0.081 40.99 ± 1.345 29.91 ± 2.429 0.169 ± 0.004 5
ER, 1000 vertices 997.4 ± 1.569 2997 ± 1.762 6.009 ± 0.010 42.02 ± 0.246 4.056 ± 0.007 0.167 ± 0.001 1.25
ER, 2000 vertices 1995 ± 2.024 5997 ± 2.280 6.011 ± 0.007 42.05 ± 0.219 4.444 ± 0.007 0.167 ± 0.001 1.25
BA, 1000 vertices 1000 2991 5.982 84.51 ± 22.36 3.492 ± 0.042 0.077 ± 0.006 2
BA, 2000 vertices 2000 5991 5.991 92.47 ± 3.897 3.736 ± 0.022 0.069 ± 0.003 2
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FIG. 2. Average epidemic outbreak for different λ = β/µ,
for the heterogeneous spreading processes considered in the
text (varying transmission rate βij with 〈βij〉 = 1/3) and for
homogeneous spreading considering βij = β = 1/3,∀i, j. The
threshold value λc is estimated as given on Eq. (4).
havior of other vertex attributes varies according to the
considered network topology. This is particularly evident
in the case of the betweenness centrality CB , which fea-
tures significantly lower correlation for RGG networks, in
comparison to ER and BA structures, possibly an effect
of the spatial limitations imposed on the connectivity.
The k-shell index proved inadequate for such analysis in
the case of BA networks, where all the vertices featured
the same k-shell index, kS = 3. The Pearson correlation
coefficient ρ(r∞,kS) is undefined in this case, explaining
the absence of boxes and whiskers for kS in Figs. 3(e)–(f).
The k-shell index also features lower correlation when
compared to other measures for ER random graphs. In
terms of network size N , no significant differences in the
results are observed for ER and RGG networks, in oppo-
sition to BA networks, which suggest size effects for this
case. Indeed, as the size of BA network increases, the
average squared degree 〈k2〉 tends to diverge, which ulti-
mately yields to the null epidemic threshold theoretically
derived at the thermodynamic limit – a decrease in λc is
observed when the number of vertices N increases from
1000 to 2000 – see Table I. All in all, only the degree,
the strength and the accessibility (Fig. 4) of each vertex
proved useful on prediction of its spreading potential,
considering all the network topologies so far discussed.
A natural consequence of the high correlation found be-
tween the accessibility AH , the degree k and the strength
s of the vertices and their respective spreading poten-
tial is that such measures exhibit high correlation among
themselves. Thus we also observed the epidemic outbreak
size to be a function of the whole set of measures, through
a linear regression approach (e.g. [24]), in an attempt to
identify which of the vertex characteristics are more re-
lated to its spreading potential. Here we assume that the
epidemic outbreak size r∞ is a linear combination of the
six measures considered, and identify the coefficients for
each case. Fig. 5 illustrates the regression analysis, in
terms of the regression coefficients (i.e. the coefficients
mentioned beforehand) found for each measure, where
we observe that the spreading potential of the vertices
is more related to their respective strength s, consider-
ing the non-geographic models, whereas the accessibility
AH and to a lower level the degree k better explain the
spreading potential in the case of RGG model.
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FIG. 3. Behavior of Pearson correlation coefficients ρ between
the epidemic total prevalence and the accessibility AH , the
degree k, the strength s, the betweenness centrality CB , the
k-shell index kS and the clustering coefficient C, across all
the samples for each network class.
A. A real-world case: US Air Transportation
Network
We extend the analysis by the incorporation of a “real-
world” network on the study – the US Air Transportation
Network [13]. Such system corresponds to a weighted
undirected network whose vertices represent the 500 bus-
iest airports in the United States, according to avail-
able data, and weighted connections indicate the exis-
tence of flights connecting two airports, the weight cor-
responding to the number of available passenger seats for
the period of one year. The hypothesis here adopted is
that the transmission rate is directly proportional to seat
availability, thus we consider the spreading rate between
airports i and j as βij = S(i, j)/maxi,j [S(i, j)], where
S(i, j) is the yearly seat availability between such points.
The epidemic threshold for an equivalent random net-
work under homogeneous spreading regime and with the
average spreading rate 〈βij〉 obtained for the airport net-
work, is λc ≈ 0.019 – as estimated through Eq. (4). In
this text we take λ ≈ 0.0214, by fixing the recovery rate
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FIG. 4. Average epidemic prevalence 〈r∞(i)〉 as function of
vertex accessibility AH(i), overall observed values. Results
for network size N = 1000 in the case of ER and RGG graphs
omitted for clarity, due to results such structures showed, sim-
ilar to the N = 2000 case. The Pearson coefficient ρ(r∞,AH),
averaged over all the samples for each case, is given.
at µ = 3.18. We explore the behavior of the epidemic
spread by considering all the 500 airports as source, and
average the epidemic outbreak size starting at each point
over 100 realizations of the SIR model, identical to the
analysis performed for the modeled networks. High cor-
relation is observed between the epidemic outbreak size
and vertices’ degrees, strengths and k-shell indices – 0.94,
0.92 and 0.90, respectively – and a moderate correlation
for the accessibility, ρ(r∞,AH) = 0.42 (see Fig. 6). Re-
garding the latter measurement, we verify that low cor-
relation is consequence of behavior observed for vertices
with low accessibility – AH(i) ≤ 50. With a few ex-
ceptions, it has been observed that epidemic processes
started at such vertices are not capable to enter endemic
phase – see Fig. 6(a). In the case of airports with higher
accessibility, on the other hand, the behavior is to a large
extent similar to that observed in the case of modeled net-
works, and the Pearson correlation coefficient increases
to ρ(r∞,AH) = 0.675. Furthermore, we see from Fig.
6(b) that the latter set of vertices define a “core” in the
network – - with the remaining vertices occupying “the
border” of the corresponding graph. The division of the
vertices into border and non-border sets by means of ac-
cessibility has also been observed [16], allowing, for ex-
ample, one to explore topological and dynamical aspects
of the network free of border effects [25]. Such division is
made in terms of a threshold accessibility value, such that
vertices with accessibility below the threshold are taken
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FIG. 5. Regression coefficients between the epidemic total
prevalence and the accessibility AH , the degree k, the strength
s, the betweenness centrality CB , the k-shell index kS and
the clustering coefficient C, across all the samples for each
network class.
as belonging to the border region. For the current case of
study, such threshold is given in terms of the spreading
dynamics. The increase of epidemic process effectiveness
– e.g. by reduction of the epidemic recovery rate µ –
is expected to reduce the accessibility threshold, since a
largest fraction of vertices is expected to be effective in
spreading the disease, and vice versa. Plot (d) gives the
respective linear regression analysis between the spread-
ing potential of each vertex and its respective topologi-
cal attributes. It can be seen for this particular network
that the strength s and the k-shell index kS of each point
mostly determine its spreading potential.
V. CONCLUSIONS
In this text the behavior of heterogeneous spreading
processes throughout networked systems has been ex-
plored in terms of diverse attributes of the originating
vertices, including the degree and centrality measure-
ments, such as the betweenness centrality, the k-shell in-
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FIG. 6. US Air Transportation Network: (a) Average out-
break size as function of the vertex accessibility, considering
all the 500 vertices. Circles radii proportional to the degrees
of corresponding vertices, separated into 2 subsets according
to the accessibility: lower (AH ≤ 50) and higher (AH > 50)
values, represented with light and dark tones, respectively.
Pearson correlation coefficient is given for each group sepa-
rately. (b) The respective graph. Thickness of connections is
related to the passenger seat availability (proportional to the
transmission rate among the sites). Vertex size is proportional
to the epidemic outbreak size. The emergence of a “core” with
high epidemic outbreak is evident, almost exclusively formed
by most accessible vertices. (c) Pearson correlation coefficient
ρ between the average outbreak size and the accessibility AH
(considering vertices with high accessibility), the degree k, the
strength s, the betweenness centrality CB , the k-shell index
kS and the clustering coefficient C. (d) Regression coefficients
for such measures, considering linear regression.
dex and the accessibility, a novel measure related to the
communicability of the network. A geographic model
has been considered, the RGG, as well as ER and BA
networks. We also investigated possible correlations be-
tween the spreading potential and individual attributes
of the source vertices for a real-world network, the US
Air Transportation Network.
For the modeled structures a particular distribution of
9the transmission rate across the connections was derived
and adopted, promoting the heterogeneity of epidemic
process. For the airport network, on the other hand,
the distribution is empirically given as function of the
amount of available passenger seats between the airports.
Among the vertex attributes used in the text, only the
degree, the strength (weighted degree) and the accessi-
bility showed good correlation with the average epidemic
prevalence, considering all the topologies studied, in con-
trast with what was observed for the local connectivity,
estimated by the clustering coefficient, which cannot be
taken into account on the prediction of the spreading
potential of the vertex. The k-shell index showed high
correlation with the epidemic prevalence in all the cases,
except BA networks, where all the vertices were assigned
the same k-shell index, which makes its employment as
prediction tool for this particular case inadequate, in op-
position to what was observed in small-world systems
[7]. For the RGG model, where spatial limitations are
imposed to the connections, betweenness centrality lacks
correlation with the epidemic prevalence. A moderate
correlation for the betweenness centrality is observed in
the airport network, and higher correlation is achieved
in the case of ER and BA models. Finally, owing to
the particular topology of the airport network, spread-
ing processes starting at vertices with lower accessibility
are unable to persist and enter the endemic phase, with
exceptions on a few airports, verified to receive more con-
nections than the remaining. If we consider the airports
with accessibility higher than a determinate value, on the
other hand, the epidemic processes persist, with average
prevalence proportional to the accessibility, resulting in
higher correlation. Our results demonstrate the influence
of topological aspects of the network as a whole over the
prediction of the spreading potential at the individual
level. Such influence is observed on the modification or
to a large extent on the elimination of the correlation
between vertex characteristics and dynamic properties
of the epidemic process. We believe from such results
that the prediction of potential spreaders in networks,
specifically without a priori knowledge about the overall
system topology, should consider a combination of indi-
vidual features, rather than be based only on a single
attribute, which can be misleading and suggest ineffi-
cient eradication policies. Possible further investigations
include observing how the correlations evolve with the
epidemic process – it is plausible, for example, to expect
higher correlation between the clustering coefficient of
the source vertex and the number of infected individu-
als at early stages of the spread, since at this stage only
vertices at the proximity of the source are likely to be
contaminated.
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