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Abstract
Training a personalized dialogue system requires a lot of
data, and the data collected for a single user is usually in-
sufficient. One common practice for this problem is to share
training dialogues between different users and train multiple
sequence-to-sequence dialogue models together with trans-
fer learning. However, current sequence-to-sequence transfer
learning models operate on the entire sentence, which might
cause negative transfer if different personal information from
different users is mixed up. We propose a personalized de-
coder model to transfer finer granularity phrase-level knowl-
edge between different users while keeping personal prefer-
ences of each user intact. A novel personal control gate is
introduced, enabling the personalized decoder to switch be-
tween generating personalized phrases and shared phrases.
The proposed personalized decoder model can be easily com-
bined with various deep models and can be trained with rein-
forcement learning. Real-world experimental results demon-
strate that the phrase-level personalized decoder improves the
BLEU over multiple sentence-level transfer baseline models
by as much as 7.5%.
Introduction
Task-oriented dialogue systems aim to help a user to finish
a certain task with dialogues, and it can be categorized into
rule-based systems and learning-based systems. Learning-
based dialogue systems do not require the predefined di-
alogue state, which are more general and suitable for the
situation when exact dialogue states are hard to define. In
particular, neural network based dialogue systems do not re-
quire the predefined templates and are more flexible. In this
paper, we focus on neural network based task-oriented dia-
logue systems.
Personalized dialogue systems can help the target user to
complete a task faster and make the dialogue more efficient.
In a personalized dialogue system, the personal information
and preference of the target user are recorded and utilized,
thus the personal dialogue policy can generate personalized
sentences and speed up the dialogue process for the target
user. In personalized dialogue systems, the dialogue policy
and response generation for each user is different. Training
a whole personalized dialogue system requires a lot of data
Copyright c© 2018, All rights reserved.
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Figure 1: Framework for Personalized Task-oriented Dia-
logue System
and the data collected from a single user is usually insuffi-
cient. Multi-tasking can be used to transfer dialogue knowl-
edge across different users by sharing training dialogues.
However, current neural network transfer models work
on the entire sentence, but the phrases concerning personal
information from different users should not be transferred
across users at all. For example, if the dialogue data from a
sugar lover is used to train a personalized dialogue system
for a diabetes patient, the system might recommend sweet
drinks to the patient and cause a disaster. Hence, we think
that knowledge transfer in personalized dialogue systems
should be conducted in finer granularity.
In this paper, we propose a personalized decoder that can
transfer shared phrase-level knowledge between different
users while keeping the personalized information of each
user intact. A novel personal control gate is introduced in
the proposed personalized decoder, enabling the decoder
to switch between generating shared phrases and personal
phrases. For example in Figure 2(b), “Hot Latte” is a per-
sonal phrase and “Still” and “?” are shared phrases. The per-
sonalized decoder can generate different personal phrases
for different users in a sentence, while the knowledge for
the shared phrases are shared among all users. The proposed
personalized decoder can be easily used with various base
models to achieve fine-grained phrase-level dialogue knowl-
edge transfer between different users. Real-world experi-
mental results show that the personalized decoder can im-
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prove the BLEU score over multiple sentence-level transfer
models by as much as 7.5%.
Related work
Learning based task-oriented dialogue systems (Casanueva
et al. 2015; Genevay and Laroche 2016; Gasˇic et al. 2013;
Gasic et al. 2014; Williams and Zweig 2016; Bordes and
Weston 2016) can select appropriate answers from a set
of predefined answers. Gasˇic et al. (Gasˇic et al. 2013;
Gasic et al. 2014) used transfer learning in the dialogue
management module to extend a dialogue system to han-
dle previous unseen concepts. Williams et al. (Williams and
Zweig 2016; Bordes and Weston 2016) used learning meth-
ods in spoken language understanding and dialogue manage-
ment. These methods require the predefined answer candi-
dates or templates. Wen (Wen et al. 2015; Wen et al. 2016a;
Wen et al. 2016b) proposed to use trainable modules for each
part of the dialogue system which does not require prede-
fined answer candidates or templates. However, this model
still requires the predefined slots for dialogue policy learn-
ing, which limits its application.
Neural based dialogue response generation systems re-
quire neither the answer candidates/templates, nor the pre-
defined slots for dialogue policy. Sequence to sequence
(seq2seq) models and their variants (Bahdanau, Cho, and
Bengio 2014; Sutskever, Vinyals, and Le 2014; Sordoni et
al. 2015; Serban et al. 2015; Li et al. 2016) are widely used
to model dialogues. However, data collected from each user
is insufficient for training a personalized dialogue system.
Multi-task learning is used to transfer knowledge in se-
quence to sequence model. Luong et al. (Luong et al. 2015)
proposed to share encoder/decoder across different tasks in
order to achieve knowledge transfer. However, these knowl-
edge transfer works on the granularity of sentences. Since
different persons have different preferences and require dif-
ferent dialogue policies and responses, directly transferring
sentences across different users might lead to the negative
transfer.
In this paper, a personalized decoder is proposed for re-
sponse generation, which is capable of transferring dialogue
knowledge, and it can easily be combined with many mod-
els including seq2seq (Sutskever, Vinyals, and Le 2014) and
HRED (Serban et al. 2015).
Problem
In this section, we first define notations and then present the
problem settings.
Notation
In this paper, matrices are denoted in a bold capital case,
column vectors are in a bold lower case, and scalars are in a
lower case. Questions are denoted byX = {Xun}Nn=1, where
N is the number of turns in a dialogue, the superscript u de-
notes users, Xun = {xun,t}N
u,x
n
t=1 denotes the n-th question,
and Nu,xn is the number of words in X
u
n. Responses are de-
noted by Y = {Yun}Nn=1 and the n-th response Yun is de-
noted by Yun = {yun,t}N
u,y
n
t=1 , where N
u,y
n is the number of
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(a) Response generation with a basic decoder. hu,cn is not
shown since it is the same for all time step t.
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(b) Personalized response generation with the proposed per-
sonalized decoder. The personal control gate at different time
steps are denoted in gray circles.
Figure 2: Response generation comparison
words in Yun. To be consistent, a dialogue turn is indexed by
n and a word is indexed by t.
Problem Definition
Given the conversation history of multiple users, we aim to
learn an end-to-end personalized task-oriented dialogue sys-
tem for each user. The input of the problem are:
1. Historical dialogue sessions T u = {Xun,Yun, run}n=1 of
each user, where run is the reward obtained at n-th dia-
logue turn.
2. Personal word label Oun = {oun,t}Nt=1 for each word in
Yun, where o
u
n,t = 1 means that x
u
n,t is a personal word
and oun,t = 0 means the word x
u
n,t is a general word.
The output of the problem are:
1. A dialogue policy piu for each user u, which gener-
ates a response Yun for each dialogue history Hun =
{{Xui ,Yui }n−1i=1 ,Xun}.
Personalized Decoder
In this section, we firstly introduce the proposed person-
alized decoder, then introduce the combination of the per-
sonalized decoder with two models, and finally present the
training method.
Decoder for Response Generation
In this section, we introduce the mathematical formulation
of the proposed personalized decoder.
Basic Decoder The hidden state for the t-th word in the
n-th turn is defined as
hu,dn,t = tanh(W
dhu,dn,t−1 +U
deyˆun,t−1 +V
dhu,cn ),
where eyˆun,t−1 is the word embedding of the last word yˆ
u
n,t−1
in the same sentence, and tanh(·) denotes the hyperbolic
tangent function. The decoder RNN in Figure 2(a) takeshu,dn,0
and hu,cn as inputs
1 and then generates the response word by
word, where hu,cn is the embedding vector used to generate
the current response. The probability of generating the next
word yˆun,t = y
u
n,t given h
u,d
n,t and yˆ
u
n,t−1 is
ω(hu,dn,t , yˆ
u
n,t−1) = H0h
u,d
n,t +E0eyˆun,t−1 + bo (1)
g(hu,dn,t , yˆ
u
n,t−1, y
u
n,t) = o
T
yun,t
ω(hu,dn,t , yˆ
u
n,t−1) (2)
p(yˆun,t = y
u
n,t) =
exp(g(hu,dn,t , yˆ
u
n,t−1, y
u
n,t))∑
∀y′ exp(g(h
u,d
n,t , yˆ
u
n,t−1, y′))
(3)
where ov is the output embedding for word v, and H0, E0
and bo are parameters.
Personalized Dialogue Decoder for Phrase-level Trans-
fer Learning In this section, we present the proposed per-
sonalized decoder as illustrated in Figure 2(b). While the
sentence-level transfer is to transfer entire sentences, the
proposed personalized decoder is on the phrase level and is
to transfer a shared fraction of the sentences to the target do-
main, where a phrase is a short sequence of words contain-
ing a coherent meaning, for example, an address. In order to
achieve maximum knowledge transfer and to avoid negative
transfer caused by differences in user preferences, the pro-
posed personalized decoder has a shared component and a
personalized component. In order to learn to switch between
the shared and personal components in the phrase level, we
introduce a personal control gate oun,t for each word, which
is learned from the training data.
Given the the embedding vector for the n-th response hu,cn
and initial hidden state hu,dn,0 for word yˆ
u
n,0, the initial states
are computed as
hu,gn,0 = h
u,d
n,0,h
u
n,0 = h
u,d
n,0, oˆ
u
n,0 = 0
eyˆun,0 = 0, eyˆu,gn,0 = 0
where hu,gn,t is the hidden state for the shared component, and
yˆu,gn,t records the last word generated by the shared compo-
nent, hun,t is the hidden state for the personal component,
and hu,dn,t is the hidden state for generating the word yˆ
u
n,t.
The shared component adopts the GRU model to capture
the long-term dependency and is shared by all users. Specif-
ically, at each time step t, the shared component is defined
as
zun,t = σ(W
g
zh
u,g
n,t−1 +U
g
zeyˆu,gn,t−1
+Vgzh
u,c
n + bz)
run,t = σ(W
g
rh
u,g
n,t−1 +U
g
reyˆu,gn,t−1
+Vgrh
u,c
n + br)
h˜u,gn,t = σ(W
g
h(r
u
n,t  hu,gn,t−1) +Ugheyˆu,gn,t−1 +V
g
hh
u,c
n + bh)
hˆu,gn,t = z
u
n,t  hu,gn,t−1 + (1− zun,t) h˜u,gn,t ,
1hu,cn is not shown in Figure 2(a) since it is the same for all time
step t.
where  denotes the element-wise product between vectors
or matrices, σ(·) is the sigmoid function, zun,t is the update
gate, run,t is the forget gate, and hˆ
u,g
n,t is the tentative updated
hidden state. If the t-th word is a shared word (i.e., oˆun,t = 0),
then we update the shared hidden state and last general word
as usual and otherwise hu,gn,t and eyˆu,gt remain unchanged.
Thus hu,gn,t and eyˆu,gt can be updated as
hu,gn,t = (1− oˆun,t) hˆu,gn,t + oˆun,t  hu,gn,t−1
eyˆu,gt = (1− oˆun,t) eyˆut−1 + oˆun,t  eyˆu,gt−1 .
The personal component is a RNN model, which gener-
ates personalized sequence based on sentence context hu,gn,t
from the shared component. There is an separate RNN
model for each user. At each time step t, the personal com-
ponent receives eyˆut−1 , oˆ
u
n,t, h
u
n,t−1 and h
u,g
n,t−1 as inputs and
outputs hˆun,t, which is defined as
hˆun,t = σ(W
uhun,t−1 +U
ueyˆun,t−1 +V
uhu,gn,t−1).
The personal hidden state will be update as
hun,t = (1− oˆun,t) hu,gn,t + oˆun,t  hˆun,t.
hun,t equals hˆ
u
n,t if the control gate is on corresponding to
oˆun,t = 1. If oˆ
u
n,t equals 0, h
u
n,t will take the value of h
u,g
n,t .
The personal control gate oun,t is binary, i.e., o
u
n,t ∈ {0, 1}.
The predicted control gate oˆun,t at time t is a function of
oˆun,t−1, h
u,g
n,t−1, h
u
n,t−1, and eyˆun,t−1 as
2
p(oˆ
u
n,t = 1) =
 σ(W
g
oh
u,g
n,t−1 + U
g
oeyˆun,t−1
+ bo) if oˆun,t−1 = 0
σ(Wuoh
u
n,t−1 + U
u
o eyˆun,t−1
+ buo ) if oˆ
u
n,t−1 = 1
.
(4)
oˆun,t decides whether to use the personal component to gen-
erate the next word. hu,dn,t is defined as
hu,dn,t = (1− oˆun,t) hu,gn,t + oˆun,t  hun,t, (5)
where hu,dn,t is the hidden vector that directly generates the
next word yˆun,t and the probability of generating the next
word yun,t is defined by the generation process in Eqs. (1-3).
The decoding procedure is as follows:
1. Initialize hu,gn,0, h
u
n,0, oˆ
u
n,0, eyˆun,0 , eyˆu,gn,0 based on h
u,d
n,0 and
hu,cn . oˆ
u
n,0 is initialized to be 0 and eyˆun,0 is initialized to
be a zero vector.
2. Compute oˆun,t based on h
u,c
n , oˆ
u
n,t−1, h
u,g
n,t−1, h
u
n,t−1 and
eyˆut−1 with Eqs. (4).
3. Compute hu,gn,t , h
u
n,t and h
u,d
n,t based on oˆ
u
n,t.
4. Generate yˆun,t based on h
u,d
n,t with Eqs. (5).
5. Repeat step 2 to step 4 until the ending symbol.
The shared and personal components can be trained together
with reinforcement learning as illustrated in the parameter
learning section.
Compared with the basic decoder, the personalized de-
coder is novel in the following aspects:
2In training process, the ground truth oun,t is used as label to
train the prediction function for oˆun,t.
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Figure 3: Model framework for personalized HRED, obtained by combining HRED with Personalized Decoder
1. Knowledge is transferred in the phrase level rather than
the sentence level.
2. There is a shared component for knowledge transfer and
a personalized component for each user in order to avoid
negative transfer caused by different data distributions.
3. The personal control gate can learn when to use the shared
component and when to use the personal component to
generate a fluent and personalized response.
Combining HRED with Personalized Decoder
In this section, we show how the proposed personalized de-
coder can be combined with hierarchical recurrent encoder-
decoder (HRED) (Serban et al. 2015) to make a personalized
HRED, whose model is shown in Fig. 3.
In the personalized HRED, there are a low-level encod-
ing RNN, a high-level RNN, a dialogue policy and a per-
sonalized decoder. The low-level encoding RNN for spoken
language understanding encodes user utterances into a user
action vector, the high-level RNN is responsible for dialogue
state tracking, the dialogue policy maps the dialogue state to
the action vector, and the personalized decoder is responsi-
ble for generating words as the response.
Spoken Language Understanding with Word Encoder
The low-level encoder RNN for spoken language under-
standing maps each Xun = {xun,1, xun,2, · · · , xun,Nu,xn } to a
fixed dimension vector hu,e
Nu,xn
as
hu,en,t = tanh(W
ehu,en,t−1 +U
eexun,t),
where Ue is the input embedding matrix and We is the
weight matrix corresponding to hidden state (word-level)
transition function. Similarly we can define a mapping from
the response Yun = {yun,1, yun,2, · · · , yun,Nu,yn } to the re-
sponse vector h¯u,e
Nu,xn
as
h¯u,en,t = tanh(W
eh¯u,en,t−1 +U
eeyun,t).
Dialogue State Tracking with Sentence RNN The high-
level sentence RNN tracks dialogue states based on all pre-
vious sentences in the dialogue. This RNN takes h¯u,e
n−1,Nu,yn−1 ,
hu,e
n,Nu,xn
and hu,cn−1 as the input to generate next dialogue
state hu,cn as:
h¯u,cn−1 = tanh(W
chu,cn−1 +U
ch¯u,e
n−1,Nu,yn−1)
hu,cn = tanh(W
ch¯u,cn +U
chu,e
n,Nu,xn
),
where h¯u,e
n−1,Nu,yn−1 and h
u,e
n,Nu,xn
are encoding vectors of sen-
tences Yun−1 and X
u
n, U
c is the embedding matrix for the
input, andWc is the weight matrix corresponding to the hid-
den state (sentence-level) transition function.
Dialogue Policy with Linear Transformation Given the
current dialogue state hu,cn , the action vector h
u,d
n,0 is calcu-
lated as
hu,dn,0 = tanh(D0h
u,c
n + b0)
where D0 and b0 are the policy parameters.
Response Generation with Personalized Decoder Then
the personalized decoder takes hu,cn and h
u,d
n,0 as inputs to
generate the response word by word.
The joint probability of (Hun,Oun,Yun) is given by:
p(Hun,Oun,Yun) = p(Hun)p(Oun,Yun|Hun)
p(Hun) =
n−1∏
k
p(Ouk ,Yuk |Huk),
where Oun = {oun,t}N
u,y
n
t=0 is the collection of control gate
variables for sentence Yun.
Combining Seq2Seq Model with Personalized
Decoder
The proposed personalized decoder can be combined with
the popular seq2seq model proposed in (Sutskever, Vinyals,
and Le 2014). We can build a personalized seq2seq model by
replacing the original decoder in the seq2seq model with the
proposed personalized decoder. The whole encoder and the
common component of the personalized decoder are shared
across all users, while each user has his own personal com-
ponent in the personalized decoder.
Moreover, the proposed personalized decoder can also be
easily combined with many other models to achieve knowl-
edge transfer.
Parameter Learning
The whole model is trained in an end-to-end manner with
reinforcement learning (Sutton and Barto 1998) such that the
model will generate personalized system response according
to current dialogue state to maximize the future cumulative
reward.
Reward The agent will receive general rewards and per-
sonal rewards, and the total reward is the sum of general re-
ward and personal reward. The general and personal rewards
will be received under the following conditions:
1. Personal rewards of 0.3 will be received when the user
confirms the suggestion of the agent. This is related to the
personal information of the user. For example, the user
could confirm the address suggested by the agent.
2. General rewards of 0.1 will be received when the user pro-
vides the information about the target task.
3. General rewards of 1.0 will be received when the system
helps the user finish the target task successfully.
4. General reward of −0.2 will be received by the agent
when the user rejects to proceed if the system is gener-
ating non-logical responses. A reward of −0.05 will be
received for each the dialogue turn.
Loss function We use the policy gradient method to learn
the parameter of the model. Specifically, we use the REIN-
FORCE (Williams 1992) algorithm. The training set con-
sists of a set of trajectories T u = {Hun,Oun,Yun, run}, which
records actions provided by the user. We denote all these pa-
rameters by Θ, and the model policy is denoted by pi.
We define the return of the trajectory JT
u
=∑N
n=1 γ
n−1run where r
u
n is the reward obtained at n-th dia-
logue turn. Then the loss function is defined as the expected
reward of the policy under all trajectory T u:
J(Θ) =
∫
T u
p(T u|Θ)dT u,
whose gradient can be computed as
∆ΘJ(Θ) = E{
N∑
n=0
∆Θ log piΘ(Hun,Oun,Yun)JT
u
n }
where JT
u
n =
∑N
k=n γ
k−nruk is the future cumulative re-
ward and N is the total number of dialogue turns.
Optimization We adopt the Adam algorithm (Kingma and
Ba 2014) to optimize our model. We train the model on data
collected from different users, where the shared parameters
are updated in each iteration while the personalized param-
eters are updated based on data collected from the corre-
sponding user only.
Experiments
In this section, we experimentally verify the effectiveness
of the personalized decoder by conducting experiments on a
real-world dataset and a simulation dataset.
We compare the proposed two personalized phrase-level
transfer models with their sentence-level counterparts and
none-transfer versions. Note that we do not assume the pre-
defined dialogue states or templates, thus rule-based systems
do not apply here. All methods are listed as follows:
1. None-transfer seq2seq (Sutskever, Vinyals, and Le 2014)
(denoted by “S2S”): The sequence to sequence model is
trained only with data from each individual user without
transfer learning.
2. Sentence-level transfer seq2seq (Luong et al. 2015) (de-
noted by “ST-S2S”): The sequence to sequence model
trained in a multi-task setting with both the encoder and
the decoder shared across all users. Sentence-level knowl-
edge is transferred.
3. Sentence-level encoder transfer seq2seq (Luong et al.
2015) (denoted by “ST-E-S2S”): The sequence to se-
quence model is trained in a multi-task setting with the
encoder shared across all users but a different decoder for
each target user. Sentence-level knowledge is transferred.
4. Personalized phrase-level transfer seq2seq (denoted by
“PT-S2S”): The sequence to sequence model is equipped
with the proposed personalized decoder and trained in the
multi-task setting. Phrase-level knowledge is transferred.
5. None-transfer HRED (Serban et al. 2015) (denoted by
“HRED”): The HRED model is trained only with data
from each individual user, without transfer learning.
6. Sentence-level transfer HRED (denoted by “ST-HRED”):
The HRED model is trained in a multi-task setting, while
sentence-level knowledge is transferred.
7. Personalized phrase-level transfer HRED (denoted by
“PT-HRED”): The personalized HRED model with the
proposed personalized decoder is trained in a multi-task
setting. Phrase-level knowledge is transferred.
Table 1: Statistics of the dataset
Train Set Test Set
Dataset Users Dialogues Users Dialogues
Simulation 10 50 10 2,000
Real 52 464 52 831
Simulation Experiments
In this section, we conduct experiments on a simulation
dataset.
We build a rule-based user simulator for multi-turn coffee
ordering services. The user simulator will order his favorite
coffee with probability 0.8 and try new coffee with proba-
bility 0.2. The simulated user will answer questions about
the coffee type, the temperature, the cup size and the de-
livery address. The user will give rewards according to the
reward function defined in the reward section. All models
will select an answer with the highest generative probabil-
ity from a set of answer candidate templates, which is filled
with the confirmed information obtained from the simula-
tion user. In order to obtain ground truth dialogues, we de-
sign a rule-based ground truth agent which will choose the
best reply with probability 0.8 and choose a random reply
with probability 0.2. We have 10 simulated users in total.
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Figure 4: BLEU for the simulation dataset
For each user, 5 dialogues are collected for training and 200
dialogues are collected for testing. In the training and test-
ing processes, all interior ground truth information and slot
information will not be used.
We use the BLEU (Papineni et al. 2002) and slot-error-
rate as the off-line evaluation metric, and use the aver-
aged reward and averaged success rate as the online eval-
uation metrics in order to fully evaluate our models. The
original slot-error-rate is the ratio of the number of wrong-
slots and missing-slots over the total number of slots in the
given ground truth dialogue act. However, in our setting, the
ground truth dialogue act is not given before response gener-
ation, thus the missing-slots do not make sense. We modify
the definition of slot-error-rate so that it can adapt to our
setting. The wrong-slots are defined as the slots not in the
simulated user’s preference. Hence we define the slot-error-
rate as the ratio of the number of wrong-slots over the to-
tal number of slots in the generated sentence. Note that a
low slot-error-rate doesn’t necessarily mean the responses
are fluent or appropriate, it only means fewer wrong-slots
in the responses. For online testing, each simulated user will
generate 1000 coffee orders and the mean and standard devi-
ation of rewards obtained in the dialogues are reported. We
run the experiments with 5 different random seeds and we
report the mean and standard deviation of the BLEU, slot
error rate, averaged rewards and success rate.
All results are shown in Figures 4-7 with details listed in
Table 2. The none-transfer models, i.e., “S2S” and “HRED”,
work well because the simulated dialogues are relatively
simple. The sentence-level transfer methods “ST-S2S”, “ST-
E-S2S” and “ST-HRED” perform worst possibly due to
the negative transfer. By analyzing the online evaluation
records, we found that the sentence-level transfer methods
suffer from, for example, using the wrong personal informa-
tion as shown in the case study section. Personalized phrase-
level transfer methods obtain most of the personal informa-
tion correctly and hence achieve the highest averaged re-
ward, success rate and BLEU scores. These results show that
our personalized decoder can improve baseline models and
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Figure 5: Slot-error-rate for the simulation dataset
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Figure 6: Averaged reward for the simulation dataset
avoid negative transfer caused by domain differences.
Real-World Experiments
In this section, we conduct experiments on a real-world
dataset.
The dataset is a coffee ordering dataset collected from an
O2O service in China. The dialogues are conducted between
real customers and real waiters via instant messages. The
customers are frequent shoppers, and the waiters are spe-
cially trained. On average there are four turns of interac-
tions in each dialogue. In this dataset, there are 52 users with
8.9 dialogues on average for each user. The statistics of this
dataset are listed in Table 1.
We also use the BLEU as the evaluation metric. For the
BLEU score, 1-gram and 2-gram are used because many
sentences are relatively short. Reward and success rate can-
not be calculated because policies cannot be run live on
static data. For each dialogue turn in each testing dialogue,
we randomly generate five system responses, and we calcu-
late the averaged BLEU score over the five responses. We
train each model with five different random seeds and report
Table 2: Experiment Results
Simulation Real data
BLEU Reward SuccessRate SlotError BLEU
S2S 0.5931 ± 0.0182 0.8478 ± 0.0724 0.6667 ± 0.0302 0.0708 ± 0.0061 0.1278 ± 0.0039
ST-S2S 0.4297 ± 0.0099 0.4485 ± 0.0606 0.5310 ± 0.0302 0.4103 ± 0.0026 0.1411 ± 0.0078
ST-E-S2S 0.5856 ± 0.0123 1.0121 ± 0.0633 0.7691 ± 0.0285 0.0627± 0.0048 0.1513 ± 0.0046
PT-S2S 0.6685± 0.0050 1.1493± 0.1086 0.7945± 0.0503 0.0638 ± 0.0038 0.1609± 0.0055
HRED 0.6575 ± 0.0029 1.1187 ± 0.0241 0.8095 ± 0.0112 0.0862 ± 0.0120 0.1387 ± 0.0032
ST-HRED 0.5058 ± 0.0048 0.7860 ± 0.1085 0.7199 ± 0.0650 0.3763 ± 0.0046 0.1477 ± 0.0062
PT-HRED 0.7193± 0.0148 1.5247± 0.0413 0.9587± 0.0164 0.0405± 0.0051 0.1588± 0.0093
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Figure 7: Averaged success rate for the simulation dataset
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Figure 8: BLEU for the real-world dataset
the mean and standard deviation of the scores in the test set.
All results are listed in Figure 8 with details listed in
Table 2. We can see that “S2S” and “HRED” have lowest
BLEU score, because the training data from each individ-
ual user is insufficient for training a competitive model. The
sentence-level transfer methods “ST-S2S”, “ST-E-S2S” and
“ST-HRED” have higher BLEU score than none-transfer
methods, which demonstrates that transfer learning can
indeed help improve the performance. The personalized
phrase-level transfer methods “PT-HRED” and “PT-S2S”
outperform their corresponding sentence-level counterparts,
i.e., “ST-S2S”, “ST-E-S2S” and “ST-HRED”, in terms of
BLEU, which demonstrates the effectiveness of the per-
sonalized decoder. Specifically, “PT-HRED” improves “ST-
HRED” by 7.5% in terms of BLEU. These experimental re-
sults again demonstrate that our personalized decoder im-
proves several baseline models and alleviates the negative
transfer effect.
Case study
In this section, we show a case to compare a sentence-level
transfer model and a phrase-level transfer model to see how
personalized decoder avoids negative transfer. As shown in
Table 3, we can see that the sentence-level transfer method
“ST-HRED” transfers the wrong personal information from
other domains and thereby leads to the failure. On the con-
trary, “PT-HRED”, the phrase-level transfer method, does
transfer the correct personal information. As a result, it suc-
cessfully avoids negative transfer caused by domain differ-
ences.
Table 3: A case study by comparing the sentence-level trans-
fer model “ST-HRED” and the phrase-level transfer model
“PT-HRED”, where the personal words are in bold.
Response Generation Comparison
User: I want a cup of coffee.
Truth Agent: Same as before, tall hot macchiato
and deliver to Building No.1, Zhengda
Wudaokou Plaza, No.1199 Minsheng
Road, Pudong District, Shanghai?
ST-HRED: Same as before, tall hot latte
and deliver to the Fiyta Building, Science
and Technology Part, Shen Zhen?
PT-HRED: Same as before, tall hot macchiato
and deliver to Building No.1, Zhengda
Wudaokou Plaza, No.1199 Minsheng
Road, Pudong District, Shanghai?
Conclusion
Training a personalized dialogue system requires a large
amount of data, which is usually unavailable from an in-
dividual user. The existing seq2seq transfer learning mod-
els operate on the entire sentence, while personalized di-
alogues require finer granularity. We propose a personal-
ized decoder, which can transfer phrase-level information
between different users while keeping personalized informa-
tion intact. The proposed personalized decoder can easily be
combined with many models including seq2seq and HRED
to achieve knowledge transfer. Experimental results demon-
strate that the phrase-level transfer personalized models im-
prove the BLEU over multiple sentence-level transfer base-
line models. We will study dialogue transfer learning under
finer-granularity like prefix and stem in the future.
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