This paper presents the results of an empirical study carried out on a sample of Italian firms listed on the Stock Exchange and sets out to evaluate the effectiveness of Data Envelopment Analysis (D.E.A.) as a tool for bankruptcy prediction in the short term, as compared to Discriminant Analysis and Logit Regression. In particular, the research verifies whether, in line with studies already carried out on samples of firms in other countries, D.E.A. is found to have * Although the article is the result of joint reflections of all authors, sections 2 and 3.1 are attributable to Silvia Condello, sections 5 and 6 are attributable to Antonio Del Pozzo, sections 1 and 3.2 are attributable to Salvatore Loprevite; sections 3.3 and 4 are attributable to Bruno Ricca.
Introduction
Identifying signs of financial difficulty that may lead to bankruptcy is fundamental in order to intervene early to solve corporate imbalance and save the interests involved before the company default. Many researchers have looked into the difficult question of identifying the symptoms of corporate financial crises, developing numerous models for bankruptcy prediction of various kinds and of varying scope. One essential reference point used for bankruptcy prediction is undoubtedly financial statement values. Indeed, in the literature various default prediction models have been constructed based on economic-financial data. Ground-breaking contributions by authors such as Beaver (1966) , Altman (1968) , Merton (1974) , Wilcox (1976) and Damodaran (1996) set out models that have become points of reference in doctrine and the subject of numerous theoretical and empirical studies aimed at testing them and/or improving them. The challenge faced by investors and other stakeholders is that of choosing the most suitable tools for predicting whether a firm is heading towards bankruptcy. Indeed, models able to provide reliable results are not only needed for investors to evaluate investment risk, but can also guide and support management in decision-making (Karimi and Sahlan, 2014) . For this reason, academic research is constantly engaged in the development of default prediction models, valid at any time and for any type of business, based on one or more parameters of evaluation of bankruptcy risk. An innovative approach based on economic-financial data which has been used quite recently for evaluating default risk (Premachandra et al., 2009 and Karimi and Sahlan, 2014) and which shows potential for development is the use of Data Envelopment Analysis (D.E.A.) . This is a technique first used in the late 1970s as a tool for comparative study of different productive units and which, over time, has shown itself to be applicable in numerous fields of corporate analysis. In this paper, we present the results of an empirical study carried out on a sample of Italian firms for purposes of verifying the effectiveness of D.E.A. in comparison with Discriminant Analysis and Logit Regression. Comparison of the various models is performed considering their capacity for predicting bankruptcy, non-bankruptcy and overall capacity, as demonstrated by each model on a short-term timescale. The paper is structured as follows. Section 2 contains an overview of the main literature on default prediction, paying particular attention to recent developments that have led to examination of the potentialities of D.E.A. as a tool for assessment of bankruptcy risk. This section
Potential and limitations of D.E.A. as a bankruptcy prediction tool
2187 aims, therefore, to highlight the state of the art in literature and how our paper fits into it. Section 3 sets out in detail the structure of the study: database; research hypothesis, methodology and data analysis models. Section 4 presents the results of the empirical study. Section 5 describes how D.E.A. is used to identify businesses that are inefficient from an economic-financial point of view and underlines the potential for its use in bankruptcy prediction. Section 6 contains the conclusions reached regarding the results obtained from comparison of the three techniques and the comparative advantages and limitations of D.E.A.
Theoretical Reference
In economic literature, the topic of corporate bankruptcy has been analysed from many different viewpoints:
 As regards multivariate models, the main contribution, as we know, was made by E. Altman (1968) , reworked in 1977 by E. Altman et al.; these models combine different indicators in a prediction model with the use of Multivariate Discriminant Analysis 1 . Heuristic models have been joined by prediction models based on formal meanings of the concept of bankruptcy. As mentioned above, these theoretical models have had little success when applied practically. J.W. Wilcox (1976) developed a model based on the probability of positive cash flows and on the value of settlement capital available to creditors in the event of default: this study inspired the so-called risk-of-ruin models, put forward later by other researchers (J. Vinso, 1979 ; J. Scott, 1981 ; L. Olivotto, 1989 , E. Laitinen e T. Laitinen, 1998) . The model developed by R. C. Merton (1974) , which interprets default through the relationship between the value of operational capital and the value of debt, is also worth mentioning for its theoretical value, even though it has a limited capacity in distinguishing non-bankrupt firms from bankrupt ones. Numerous empirical and theoretical studies have followed the above-mentioned pioneering contributions, setting out to retest or improve them. We will simply observe that models based on Discriminant Analysis and on Logit Regression are predominant (M.A. Aziz and H.D. Har, 2006) , and that the latter seem to be preferable (R. Eisenbeis, 1977; R.A. Collins and R.D. Green, 1982; S. Grice and R. Ingram, 2001 ). Further bibliographic references on the construction logic of Discriminant Analysis and Logit Regression will be provided below in section 3.3. "Traditional" empirical models for evaluating default risk have implementation issues (Premachandra, 2009 ), because it is necessary to: a) respect numerous assumptions on the distribution of variables and their relationships, as well as on the homogeneity of the variance/covariance matrices among the various groups surveyed; b) estimate the probabilities of observations falling within the various groups and the related costs for Type I and II errors; c) have two samples of significant size (training sample and validation sample). There are also issues concerning prediction performance, because the accuracy of estimates measured on samples declines on different samples (J. Begley et al., 1996) . These limitations have encouraged the search for alternative approaches. One such approach, which has slowly been attracting wider attention in studies, is the application of D.E.A. for bankruptcy prediction. Cielen, Peeters and Vanhoof (2004) carried out a study aimed at comparing the 1 With a study carried out on equal samples of bankrupt and operational firms, Altman developed the famous Z-score model, which allows us to distinguish, in relation to various cut-off points, firms subject to bankruptcy, those in operation and those in the so called "ignorance zone" (firms that are classified as in financial distress, but without a well-defined classification and which require further analysis). 
Research design

Sample and data
In this section, we describe the process followed in selecting the sample for our survey in reference to the Italian context. It should first be mentioned that studies putting forward default prediction models developed on an empirical basis must decide the composition of the sample in terms of number of non-bankrupt firms in relation to number of bankrupt firms. In this regard, there is more than one solution. "Traditional" studies have used both equal samples and samples with a higher number of non-bankrupt firms. Studies proposing the application of D.E.A. as a tool for bankruptcy prediction also have differently composed samples, with a preference for using a higher number of non-bankrupt firms as opposed to bankrupt ones. The solution adopted by Premachandra et al. in their works (Premachandra et al., 2009 e 2011), which seems to be the most widely recognised and reused by others in research applying D.E.A. to default prediction, presumes a sample composed of approximately 1 bankrupt firm for every 20 non-bankrupt firms; thus a rate of 5% bankrupt firms out of the total number of firms selected. In reality, the authors demonstrated (cfr. Premachandra et al., 2009 ) that D.E.A. performs better on a smaller size sample and with an equal number of bankrupt firms (BR) and non-bankrupt firms (NBR) in the sample, and that it becomes less effective as the size of the sample increases with concurring reduction in the number of Bankrupt Firms (BR)/number of non-Bankrupt Firms (NBR) ratio. The decision to adopt a sample with a low BR/NBR ratio seems to be related to the need to use a number of subsets that reflects the NBR/BR ratio of the population, as observed on a concrete level, thus constructing a model directly applicable to the real-life context, with probabilities that a priori coincide with those of the sample without having to make any further adjustments. Considering that this approach has an underlying logic, we will also adopt it in this paper, using a sample made up of about 95% non-bankrupt firms and about 5% bankrupt firms. The set of indicators that we will use for analysis (see section 3.2 below), in line with previous studies testing D.E.A. as a bankruptcy prediction tool, contains an indicator that posits stock market value. For this reason, our sample was chosen from among companies listed on the Milan Stock Exchange. The data were extracted from the AIDA Bureau van Dijk database. In order to extract the sample, we first verified the number of companies listed on the Stock Exchange that had been subject to bankruptcy procedures had made use of debt restructuring agreements between 01.01.2010 and the date on which the research was carried out, ascertaining that the total number was 16. Table 1 gives an overview of the companies extracted by year and type of procedure. Based on these data, and in order to be able to carry out a continuity study over at least two accounting periods and with an adequate overall number of firms, we decided to use 2013 and 2014 for reference, with a number of "firms in difficulty" of 6 and 3, respectively. As we were unable to recover the data on stock market capitalisation for one of the firms for the years in question, we took into consideration 8 "firms in difficulty", 5 of which initiated their procedures in 2013 and three that initiated them in 2014. In order to maintain the above-mentioned ratio of approximately 1 to 20, we composed the following samples for the two years in question:  2013: 101 healthy firms alongside the 5 in difficulty;  2014: 60 healthy firms alongside the 3 in difficulty.
At this point, in order to choose the 101 and the 60 firms for the two years, we: a) extracted from the AIDA database the companies listed on the Stock Exchange with the necessary financial statement values for calculating the indicators to be used, which AIDA identified as numbering 283; b) eliminated from the list of 283 companies those with missing values and randomly selected the items from the list of the remaining companies.
As we intend to test the prediction capacity of the model at 1 year from the moment of crisis, the accounting data for the two samples were sourced thus:  for the first sample, composed of 101 non-bankrupt firms and 5 that went bankrupt in 2013, we considered the accounting data on 01.01.2012, extracting them from financial statements as of 31.12.2011;  for the second sample, composed of 60 non-bankrupt firms and 3 that went bankrupt in 2014, we considered the accounting data on 01.01.2013, extracting them from financial statements as of 31.12.2012.
The accounting data thus obtained was processed as explained below in the rest of the paper. With this set up, the model will identify firms maximising the ratio between the weighted summation of inputs and that of outputs as those experiencing a situation of greater economic-financial tension and which, therefore, will be positioned on the frontier line. At the same time, the greater the distance of the DMU from the frontier, the lower the chances of bankruptcy in the short term according to the model. The set of financial variables used is shown in table 2 below. 
Research hypotheses and economic-financial indicators
Prediction models
Formulating a prediction means processing knowledge of the past and using a theoretical construction to produce assertions on events yet to happen in order to modify contexts and prospects. In a more formal sense, it can be said that economically this means linking the past with the future (Cipolletta, 1992 ) using a mathematical model. It is intended, at least, that this analytical formulation should allow economic phenomena to be represented by means of quantitative and/or qualitative variables linked by causal and quantitative relationships, in order to obtain future values to predict possible situations of economic-financial tension. It is clear that the reliability of predictions carried out using a randomly selected sample depends essentially on the choice of variables that constitute the information base and of the mathematical model adopted to represent the economic phenomenon under observation. Considering the operational context to which this study refers, and with regard to the established aims which should allow evaluation of the default risk of a sample of Italian firms, it was decided to use the multivariate approach to resolve what appears to be a typical classification problem. On the basis of this choice, the results obtained using Logit Regression (LR) and Factorial Discriminant Analysis (FDA) will be compared to those from Data Envelopment Analysis (D.E.A.). There is a close relationship between the two former methods. Indeed, both allow the combination of values expressed by the chosen indicators in order to obtain a synthetic measurement that allows us to "discriminate" on the "state of health" of the firms studied. Moreover, the coefficients of the linear function obtained by implementing FDA are equal to those of the regression with ordinary least squares unless there is a constant ratio (Maddala, 1983 and , and in both cases the firms included in the sample are compared to an average firm. Agresti, 2002) assumes the existence of a relationship between the probability of bankruptcy of a firm and a set of indicators (independent variables) linked to the bankruptcy event: in substance, considering the probability of bankruptcy to be a latent variable, we will observe its dichotomous accomplishment 4 . Expressed formulaically, the distribution of bankruptcy probability will be:
D.E.A., on the other hand, is a non-
in which the logit density function f(h) is:
Factorial Discriminant Analysis (Fisher, 1936; Huberty, 1994; Tomassone et al., 1988) consists in searching for the k-1 linear combinations of q explicative variables that allow us to best separate non-bankrupt firms from bankrupt ones. In this way, we will obtain two internally homogenous and well-separated groups of firms. In substance, FDA searches for a subspace of R p that minimises the distances between firms belonging to the same group, while maximising those between firms belonging to different groups. Statistically, therefore, the aim is to minimise the inertia within the two groups (non-bankrupt and bankrupt firms), maximising the inertia between said groups. Thus, based on the assumption that the hypotheses of homoschedasticity of the variance and covariance matrix within the groups, and of multi normality of the explicative variables are valid and defining total inertia V:
where V, W and B are the total, within groups and between groups inertia matrices, respectively. The objective function which will allow us to find the versor 5 of the projection axis that maximises the inertia between the groups and minimises the inertia within the groups is given by:
where u represents the through axis for the centre of gravity of the scatter plot such that the variance of the projected centres of gravity is maximised, while the projection of the variance within the groups is minimised. The advantage compared to the two previous econometric/statistical models lies in the fact that no assumptions are required a priori regarding the distribution of the indicators involved in the analysis. Premachandra, in particular, by applying the non-oriented additive model, proposes an index that allows us to discriminate between non-bankrupt and bankrupt firms, identifying an efficient frontier that represents non-bankrupt firms and a bankruptcy frontier that represents, on the other hand, bankrupt firms. This paper uses a non-radial extension 6 of the additive model known as Slack Based Measure of Efficiency-SBM (Tone, 2001) . This model will allow us to evaluate firms heading for bankruptcy by measuring slack 7 where the score (scIO) represents the efficiency of the firm named DMU0 based on the summation of the slack variables compared to the inputs or outputs (xo; yo), under the restraints:
Findings
The empirical analysis comparison of the three methods must be viewed in light of the fact that initially, to ensure homogenous treatment, for Logit Regression and Factorial Discriminant Analysis the inverse of the variables identified as "output" in section 3.2 was considered. However, the same variables were discarded a priori since they proved to be statistically insignificant for the purpose of analysis. In conclusion, therefore, only the indicators identified as "input" were used for the above-mentioned analyses. The "output" ratios were added, however, for the D.E.A. analysis. As explained above, the underlying idea of the logit model is the assumption that there is a relationship between the probability that a firm will default (unobservable variable) and a series of observable measures that are closely tied to the "bankruptcy" event. What is observed in reality, therefore, is not the efficient frontier. While this has the advantage of expressing efficiency in values between 0 and 1, the disadvantage is that it is impossible to capture the inefficiency of the combination of factors of production and products. This inefficiency can be identified using the Slack Based Measure-SBM version. The SBM D.E.A. model is defined as non-radial and bases its efficiency evaluations on measurement and evaluation of slack.
7
Slack variables represent the gap between individual inputs and outputs and the efficient frontier.
probability of bankruptcy (which can be considered a latent variable) but a dichotomous accomplishment (0-1) of such a probability. The variables included in the model were selected using the backward stepwise method 8 : Parameters were estimated using the most similarity method, obtaining: From which we deduce the equation of the model:
Prev(STATUS) = 1 / (1 + exp(-(-2,26 -11,01*Input 2 -5,33*Input 4 +0,01*Input 6))) 8 Backward selection means that the equation initially includes all the independent variables and that at each stage the variable that does not contribute sufficiently to explaining the dependent variable. Once the variable leaves the equation it cannot come back in. In this case the selection method is based on Akaike's information criterion, indicated as AIC, which is a method for evaluating and comparing statistical models developed by the Japanese mathematician H. Akaike and presented to the mathematics community in 1974. It measures the quality of an estimate of a statistical model, taking into account both the how well the model adapts and its complexity. It is based on the concept of information entropy and offers a relative measurement of the information lost when a given model is used to describe reality. The rule is preference for models with the lowest AIC.
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From the χ 2 test applied to the Hosmer-Lemeshow test 9 we can assert that the model explains the data well: Moreover, the area under the ROC curve 10 (AUC = 0.896) allows to assert that the performance of the model is good.
Observing the parameters of the equation and the Odds Ratio we can see that, if other variables in the equation remain constant, when a unit of ratio Input 2 or Input 4 increases, the probability of bankruptcy decreases, whereas it increases if a unit of the ratio Input 6 increases. In conclusion, with Logit Regression it is possible to estimate the predictions of the dependent variable allowing us to obtain the following result: 9 The Hosmer-Lemeshow test is a statistical test that allows evaluation of the adaptability for Logit Regression. The test is carried out by dividing the population into percentiles and calculating the number of expected and observed events for each percentile. Comparison is made using the χ 2 test, which permits determination of whether the difference between the expected and observed events is statistically insignificant. 10 The ROC curve is used to evaluate the performance of the model by grouping together the area under the curve (AUC). The area under the curve (AUC) is a synthetic index calculated for ROC curves. The AUC is the probability that a positive event is classified as positive by the test in all possible values of the test. For an ideal model we would have AUC = 1. A model is usually considered good when the value of the AUC is greater than 0.7. A model with good discriminant capacity should have an AUC between 0.87 e 0.9. A model with an AUC above 0.9 is excellent. The results obtained using Logit Regression were compared to those obtained from Factorial Discriminant Analysis.
As explained in the previous section, Factorial Discriminant Analysis permits us to identify the discriminant axes and the discriminant linear form that allows the distinction between non-bankrupt firms and bankrupt ones. In this case, the backward stepwise 11 method was used to select significant variables to be included in the model and those to be removed based on their value in the "Wilks's lambda" 12 test or the "F test". The table below shows the discriminant functions that, in this case, will be linear. Indeed, as a fundamental hypothesis it was decided to consider the intra-class covariance matrices of the two groups of firms as being equal. Thus, the cut off will be at 3.057 and the linear discriminant function will be: Z = -13.480 input1 -3.757 input4 +0.008 input6
13
The individual firms will be allocated to the "non-bankrupt" or "bankrupt" group corresponding to the function that shows the highest value. We will thus obtain the probability of belonging to the "non-bankrupt" and "bankrupt" group of firms and the relative (Mahalanobis) 14 distance of each individual firm from the centre of gravity of the group to which it has been allocated. Finally, as in the case of Logit Regression, the area under the ROC 10 curve allows us to consider the discriminatory capacity of the model to be good.
The results obtained using Factorial Discriminant Analysis are displayed in table  9: 14 The Mahalanobis distance is a measurement of distance introduced by P.C. Mahalanobis in 1936. It is based on the correlations among variables through which different patterns can be identified and analysed. It is a useful way of determining the similarity of an unknown sample space to a known one. It is different from the Euclidean distance because it takes into account the correlations within the dataset. 15 attributes a virtual weight to each firm and the performance of each individual firm is calculated using a process of linear optimisation, which allows the "inefficiency" ratio to be maximised, finding the best set of weights for each DMU. The bankruptcy frontier was estimated using the non-oriented SBM (Slack Based Measured) model under the hypothesis variable returns to scale. The model allowed us to identify the scores for each firm with the following results: Table 11 summarises the results obtained from applying the three analysis models. As can be seen from the summary of results, Logit Regression is the model that achieves the best TCP performance. The prediction results obtained by this model are very similar to those obtained using Discriminant Analysis. Both models perform very well in non-bankruptcy prediction in the short term, but prove to be inadequate in predicting bankruptcy over the same time horizon. D.E.A., on the other hand, has lower prediction rates for non-bankrupt firms (NBR), but shows itself to be a tool capable of correctly identifying a larger number of firms that go bankrupt within a year (correct BPR predictions). This is the case even though on our sample the rate of correct PBR predictions is lower than that achieved in previous studies carried out with reference to different territorial contexts.
Additional reflections on D.E.A. as a method for bankruptcy prediction
D.E.A. is a method that allows us to break up the overall performance of a firm and compare this performance to the optimal one inferred from a sample of firms. It is useful, therefore, for identifying a frontier of efficient firms. Premachandra used this method to identify the frontier of less efficient firms and tested the ratios between inefficient and bankrupt firms. 
Conclusions
In this paper, a comparison was made between the prediction capacity of various bankruptcy prediction methods. D.E.A. significantly broadens the area of inefficient and thus potentially bankrupt firms, which evidently leads to a higher likelihood of selecting the firms that actually end up bankrupt. This, however, produces the unwanted effect of consi-dering many firms that actually carry on operating regularly as potentially bankrupt.
The difference in data encouraged us to verify the subsequent events of the firms considered to be at risk. Such further analysis led to the discovery that, over the following two years, 47% of the firms deemed to be inefficient resorted to capital increase or debt restructuring procedures. Such results prove, with reference to the examined context, not only that D.E.A. cannot be considered a method equipped with a superior overall prediction capacity in comparison to the other techniques, but also that it is a tool that significantly broadens bankruptcy prediction, from a perspective we could describe as prudential. Therefore, to promote an effective use of D.E.A. as a tool for the assessment of default risk, a multi-phase process that makes use of D.E.A. as a tool for bankruptcy prediction should be considered; subsequently, we should consider another tool of analysis to further discriminate the non-bankrupt firms among those identified by D.E.A. as potentially bankrupt.
