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We introduce an abstract framework for elliptic boundary value problems in a variational form. Given
a non-negative quadratic form in a Hilbert space, a boundary pair consists of a bounded operator, the
boundary operator, and an auxiliary Hilbert space, the boundary space, such that the boundary operator
is bounded from the quadratic form domain into the auxiliary Hilbert space.
These data determine a Neumann and Dirichlet operator, a Dirichlet solution and a Dirichlet-to-
Neumann operator. The basic example we have in mind is a manifold with boundary, where the quadratic
form is the integral over the squared derivative, and the boundary map is the restriction of a function to
(a subset of) the boundary of the manifold.
As one of the main theorems, we derive a resolvent formula relating the difference of the resolvents of
the Neumann and Dirichlet operator with the Dirichlet solution and the Dirichlet-to-Neumann operator.
From this, we deduce a spectral characterisation for a point being in the spectrum of the Neumann
operator in terms of the family of Dirichlet-to-Neumann operators. The relation can be generalised also
to Robin-type boundary conditions.
We identify conditions expressed purely in terms of boundary pairs, which allow us to relate our concept
with existing concepts such as boundary triples. We illustrate the theory by many examples including
Jacobi operators, Laplacians on spaces with (non-smooth) boundary and the Zaremba (mixed boundary
conditions) problem.
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1 Introduction
The following article provides a unified language and approach to very different types of “boundary value problems”
based on quadratic forms, which (to our believe) is very natural and starts with minimal assumptions on the model.
1.1 The basic example for a boundary pair
Probably the best way to illustrate the main subject of this article is to start with our main basic example, from
which we borrow the names for the abstract setting: Let X be a manifold with sufficiently smooth boundary ∂X
(e.g. Lipschitz, see Section 6.3 for details). We set
H := L2(X), h(u) := ‖du‖2, u ∈ dom h = H 1 := H1(X),
where H1(X) is the completion of the set of smooth function with respect to the norm given by ‖u‖2
H 1
:= ‖u‖2
H
+h(u).
The operator H associated with h is the usual Neumann Laplacian on X . As boundary space and operator we set
G := L2(Y ) and Γu := u↾Y ,
respectively, where Y = ∂X (or Y is a suitable subset of ∂X). By a Sobolev trace estimate, Γ: H 1 −→ G is bounded,
its kernel is dense in H = L2(X), as well as its range G
1/2 := H1/2(Y ) (the space of those elements ϕ ∈ L2(Y ) having
an extension ϕ˜ ∈ H1/2(∂X), i.e., ϕ˜↾Y = ϕ) is dense in G .
The operator HD associated with the form hD := h↾ker Γ is the usual Dirichlet Laplacian (or, if Y ( ∂X , a
mixed boundary value problem, also called Zaremba problem). The Sobolev space H 1 decomposes into the sum of
H 1,D := ker Γ and N 1(z), where N 1(z) is the space of weak solutions, i.e.,
N
1(z) :=
{
h ∈ H 1 ∣∣ h(h, f) = z〈h, f〉H ∀f ∈ ker Γ =: H 1,D }, (1.1)
and the sum is direct if z ∈ C is not in the spectrum of the Dirichlet operator HD. In the latter case, we can invert
the boundary operator on the weak solution space and call
S(z) := (Γ↾N 1(z))
−1 : G 1/2 −→ H 1 (1.2)
the (weak) Dirichlet solution operator or Poisson operator, because h = S(z)ϕ is the (unique) weak solution of the
Dirichlet problem h ∈ N 1(z) with Γh = ϕ.
The Dirichlet-to-Neumann operator Λ(z) is now defined as the operator associated with the sesquilinear form
lz(ϕ, ψ) := (h− z1)(S(z)ϕ, S(−1)ψ), (1.3)
i.e., lz(ϕ, ψ) = 〈Λ(z)ϕ, ψ〉G for all ψ ∈ G 1/2 and ϕ ∈ domΛ(z) ⊂ G 1/2. Applying the (first) Green’s identity for
sufficiently regular ϕ one can see that Λ(z)ϕ = ∂nh↾Y , i.e., that Λ(z) acts as the usual Dirichlet-to-Neumann operator
associating the normal derivative of the Dirichlet solution of a boundary value ϕ (see (1.15) below).
As one of the main theorems, we derive a resolvent formula and relate the spectrum of H with the one of the
operator pencil Λ(·), see Theorem 1.5 below.
2
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1.2 The abstract theory of boundary pairs
In order to develop an analogue abstract theory, we only need the following data:
• a closed, non-negative quadratic form h with domain H 1 := dom h in a Hilbert space H ; where H 1 is endowed
with its natural norm, see (2.1);
• an operator Γ: H 1 −→ G (the boundary operator) into another Hilbert space (the boundary space).
Definition 1.4. We say that (Γ,G ) is a boundary pair associated with h if Γ is bounded,
H
1,D := kerΓ is dense in H and G 1/2 := ranΓ is dense in G .
We say that the boundary pair is unbounded if the operator Γ is not surjective.
In particular, our example above leads to an unbounded boundary pair as the range of the Sobolev trace map Γ is
H
1/2(Y ), a space strictly smaller than L2(Y ). It can be seen that a boundary pair is unbounded iff the Dirichlet-
to-Neumann operator Λ(z) is unbounded (see Theorem 2.11). Moreover, in our example, the Dirichlet solution
operator (for z = 0) defined in (1.2) is also called Poisson operator, and this operator extends to a bounded operator
S(z) : G = L2(Y ) −→ H = L2(X) onto the corresponding L2-spaces; we call such boundary pairs elliptically regular
(see Definition 1.10 below).
Let us now formulate one of our main results of this article (see Proposition 2.31 and Theorems 4.3 and 4.14):
Theorem 1.5. Let (Γ,G ) be an elliptically regular boundary pair, and let z ∈ C\ (σ(HD)∪σ(H)) then the Dirichlet-
to-Neumann operator Λ(z) has a bounded inverse Λ(z)−1 : G −→ G and we have
R(z)−RD(z) = S(z)Λ(z)−1S(z)∗, (1.6)
relating the difference of the resolvents R(z) = (H − z)−1 and RD(z) = (HD − z)−1 of the Neumann and Dirichlet
operator, respectively, with the (extended) Dirichlet solution operator S(z) : G −→ H and the Dirichlet-to-Neumann
operator Λ(z). As a consequence, we deduce a spectral characterisation for a point being in the spectrum of the
Neumann operator, namely
λ ∈ σ(H) iff 0 ∈ σ(Λ(λ)), (1.7)
provided λ /∈ σ(HD).
One can extend this result in a weaker form also for non-elliptically regular boundary pairs (see Theorems 4.3
and 4.11); we give an example of such a boundary triple below. Resolvent formulas as in (1.6) have been shown in
many previous works, see e.g. [BeM14, Cor. 3.14], [AGrW14], [BeLa12, Thm. 6.16, Cor. 6.17], [DHMdS12, Thm. 7.26],
[DHMdS09, BedS09], [BGrW09, Sec. 2], [BGPa08, Thm. 1.29], [Pc08, Thm. 2.1], [BeLa07, Thm.2.8], [Pc01], to name
a few publications. We would also like to stress that one can easily consider Robin-type boundary conditions instead
of Neumann boundary conditions, see Remark 1.17. In our approach, the self-adjointness of both operators H and
HD is automatically given.
The spectral relation (1.7), a consequence of the resolvent formula, extends known results for (ordinary) boundary
triples to our general context (see e.g. [M10, Thm. 2.8], [BGrW09, Cor. 2.3], [Pc08, BGPa08, BrMN02], going back
to ideas already contained in [Vi52] and [Gr68]). We would like to stress that our approach here allows the natural
boundary operators and Dirichlet-to-Neumann operator in this context.
The family of Dirichlet-to-Neumann (sesquilinear) forms (lz)z∈C\σ(HD) defined in (1.3) fulfils the following impor-
tant relation
lz(ϕ, ψ)− lw(ϕ, ψ)
z − w = −〈S(z)ϕ, S(w)ψ〉H (1.8)
for ϕ, ψ ∈ G 1/2 and z, w ∈ C \ σ(HD) (see Theorem 2.23). In particular, for w = z, this formula implies that
− (Im lz)(ϕ, ϕ)
Im z
= ‖S(z)ϕ‖2H =: qz(ϕ) ≥ 0 (1.9)
for ϕ ∈ G 1/2 and z ∈ C \R, i.e., Im z > 0 implies that − Im lz ≥ 0; We call such a family (−lz)z a sesquilinear-form-
valued Nevanlinna function.
Elliptically regular boundary pairs
In order to relate our concept of boundary pairs with various concepts of boundary triples in the next subsection, we
identify additional properties, expressed in terms of the quadratic form q := q−1, respectively the Dirichlet solution
operator S := S(−1) (see Definitions 3.1 and 3.15):
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Definition 1.10. A boundary pair is elliptically regular (resp. positive) if q is a bounded (resp. uniformly positive)
quadratic form, i.e., if there is a constant c ∈ (0,∞) such that
q(ϕ) := ‖Sϕ‖2H ≤ c2‖ϕ‖2G (resp. q(ϕ) ≥ c2‖ϕ‖2G )
for all ϕ ∈ G 1/2 = ranΓ.
One can equivalently use the form qz in Definition 1.10 (with z-depending constant c) for some other value
z ∈ C \ σ(HD) instead of the form q := q−1 for z = −1 (see (3.8)). A simple consequence of the above formula (1.9)
is that a boundary pair is elliptically regular (resp. positive) iff − Im lz is a bounded (resp. uniformly positive) form
for Im z > 0. In particular, elliptic regularity and positivity of a boundary pair can be seen from the family (lz)z of
Dirichlet-to-Neumann forms. One purpose of this article is to provide further equivalent characterisation of elliptic
regularity and positivity in terms of boundary pairs (see Theorems 3.5 and 3.17).
Remark 1.11. Let us mention that the notation “elliptic regularity” is inspired by our basic example of a Laplacian
with smooth boundary Y = ∂X in Section 1.1: the notation relates to the fact that for elliptic regular boundary
pairs, domHD and domH are both “nice” spaces, i.e., they have enough regularity in the sense that domHD and
domH are subsets of H2(X). In particular, if u ∈ domHD then the normal derivative Γ′u = ∂nu↾Y is an element of
the Hilbert space G = L2(Y ) (see e.g. [LiMa68]). Moreover, we have
h(u, h)− 〈HDu, h〉H = −〈(HD + 1)u, h〉H
for h = Sϕ = S(−1)ϕ, as h(u, h) = −〈u, h〉 by (1.1) for z = −1. We can rewrite the left hand side as 〈Γ′u, ϕ〉G ,
where Γ′u = ∂nu↾Y is the restriction of the normal derivative onto the boundary Y and Γh = ϕ is the boundary
value of the Dirichlet solution h. Substituting u = RDv = (HD + 1)−1v ∈ domHD, we obtain
〈Γ′RDv, ϕ〉G = −〈v, Sϕ〉H . (1.12)
hence (1.12) defines a bounded functional ϕ 7→ 〈Γ′RDv, ϕ〉G = 〈v, Sϕ〉H with bound ‖Γ′RDv‖G and S can be
extended to a bounded operator S : G −→ H . The latter fact is equivalent with the elliptic regularity of the
boundary pair (see Theorem 3.5). For an equivalent characterisation of elliptic regularity in terms of the range of
Γ′RD, see Remark 3.6 (i).
We would like to stress that we will show the elliptic regularity in our examples mostly by applying the definition,
and not as in the previous remark. Especially for the Zaremba problem or manifolds with Lipschitz boundary (see
Sections 6.3 and 6.6), the regularity of the Dirichlet operator is rather delicate, and our approach avoids questions
about the operator domains almost completely.
A non-elliptically regular boundary pair: The Zaremba problem
There are interesting examples of non-elliptically regular boundary pairs: Consider the Zaremba problem of Section 1.1
(see Section 6.6 for more details): Let X be a compact Riemannian manifold with smooth boundary ∂X and Y a
“good” proper subset of ∂X (e.g. ∂Y is a smooth submanifold in the manifold ∂X). The corresponding boundary
pair (Γ,G ) (with H 1 = H1(X), Γf = f↾Y and G = L2(Y )) is not elliptically regular: the Neumann operator of this
boundary pair is the usual Neumann Laplacian on X while the Dirichlet operator is the Zaremba Laplacian (Dirichlet
conditions on Y and Neumann conditions on ∂X \ Y ). Functions in the domain of the Zaremba operator do not all
belong to H3/2(X) (a fact which we dub here “non-elliptically regular”), hence the normal derivative Γ′ of such a
function is not an element of the boundary Hilbert space G = L2(Y ). By a similar argument as in Remark 1.11 in the
elliptically regular case, one can then conclude that the Dirichlet solution operator cannot have a bounded extension
onto G → H , and hence the boundary pair is not elliptically regular (see also Remark 3.6 (i)).
We would like to stress that this example cannot be treated with the quasi-boundary triple method developed by
Behrndt and Langer [BeLa07] (see Definition 1.18), but our method still gives a weaker version of Theorem 1.5 (see
Theorems 4.3 and 4.11).
There is also an interesting equivalent character of “elliptic regularity” of a boundary pair in terms of an optimal
convergence speed for Robin-type resolvents in the works of Brasche et al [BrD05, BABr08, BBABr11] (see Re-
mark 3.7 (ii)). Elliptic regularity in a slightly different context appeared also in the works of Arlinskii ([Ar00, Ar12],
see Remark 3.7 (i)).
1.3 Purpose of this article and outlook
Let us explain here why we believe that our approach is useful:
4
1.4 Relation with boundary triples and similar concepts
• Boundary pairs give a simple and unified language bringing together very different approaches such as boundary
triples, Weyl-Titchmarsh functions, Jacobi operators, elliptic boundary value problems (even with low regularity
as for the Zaremba problem or with non-smooth Robin boundary conditions), Dirichlet-to-Neumann operators,
boundary conditions for differential form Laplacians, non-negative form perturbations, Dirichlet forms, discrete
Laplacians;
• The concept of boundary pairs uses only very little information on the model, namely only quadratic form
domains, but still allows to develop a reasonable spectral analysis of the problem. In particular, one can avoid
discussions about operator domains and the rather delicate analysis of regularity on Lipschitz domains or for
the Zaremba problem.
• To our knowledge, the elliptic regularity condition for boundary pairs in Definition 1.10 and its consequences
(see Theorem 3.10) have not yet been recognised as an important feature.
• The form-based approach fits perfectly into the two-Hilbert space convergence scheme developed in [P12, Ch. 4];
especially in the case of parameter-depending spaces such as manifolds shrinking to a metric graph.
• We see our approach as a starting point for ongoing research, and this article is meant to provide the basic
tools for the following aspects:
– We provide conditions under which a boundary pair fits into existing concepts such as boundary triples
(see Section 1.4 below); and in what sense it is more general than existing concepts.
Moreover, we believe that the elliptic regularity and positivity expressed as in Definition 1.10 will lead to
further fruitful research.
– As an example of convergence of operators in different Hilbert spaces and boundary pairs, we mention the
forthcoming publication on graph-like manifolds [BeP]). Similarly, we will use these techniques to show
convergence of Dirichlet-Laplacians on domains shrinking to a graph.
– Our approach allows an easy decomposition or coupling technique (see Section 5.2 or [P12, Sec. 3.9]),
expressing global objects such as the spectrum or resolvent in terms of local building blocks if the space
can be decoupled according to a graph structure (see also the example in Section 6.5).
– Given a form-valued Nevanlinna function (−lz)z∈C\[0,∞), reconstruct the boundary pair up to unitary
equivalence in the spirit of [LT77] and [DHMdS12] (uniqueness will only be possible if H ∩HD is simple,
i.e., if H ∩HD has no non-trivial self-adjoint part).
– Relate the concept with the theory of Dirichlet forms (cf. [BBABr11] and references therein); assuming
that H = L2(X) and G = L2(Y ), and Γ is compatible with the (order-theoretic) lattice structure of the
L2-spaces.
It is clear that such a general concept cannot avoid deep analysis on certain classes of problems such as elliptic
regularity questions for partial differential operators (“There is no free lunch . . . ”). But we believe that we can provide
interesting new links between very different subjects; e.g. the property of a boundary pair to be elliptically regular is
equivalent to an optimal convergence rate for Robin-type resolvents as mentioned earlier (see also Remark 3.7 (ii)).
1.4 Relation with boundary triples and similar concepts
The concept of boundary pairs associated with a non-negative quadratic form is in some sense a generalisation of
the concept of boundary triples (also called boundary value spaces) associated with a closed operator Hmax. We will
provide the details of the following results in a forthcoming publication, see [P]. Nevertheless, we believe that it is
useful to state the concepts and results already here.
Let (Γ,G ) be a boundary pair associated with a quadratic form h. We define its minimal operator by Hmin :=
HD ∩H . We assume for now on in this section that Hmin is densely defined (i.e., domHD ∩ domH is dense in H ).
In this case, the maximal operator Hmax defined by Hmax := (Hmin)∗ is again a (single-valued) operator.
Definition 1.13 (cf. [P12, Def. 3.4.3]). We say that (Γ,Γ′,G ) is a boundary triple associated with a quadratic form
h if (Γ,G ) is a boundary pair associated with h such that Hmin = HD ∩ H is densely defined, and if Γ′ : W −→ G
is a bounded operator, where W is dense in H 1 = domh and continuously embedded, such that the (first) Green’s
(first) identity
h(f, g) = 〈Hmaxf, g〉H + 〈Γ′f,Γg〉G (1.14)
holds for all f ∈ W and g ∈ H 1. We also call (Γ,Γ′,G ) a boundary triple associated with (Γ,G ) (and h). We say
that the boundary triple is maximal if the space W cannot be enlarged without violating the boundedness of Γ′ or
the validity of Green’s identity in G .
For a given boundary pair (Γ,G ) associated with h such that Hmin is densely defined, there always exists an
associated maximal boundary triple (Γ,Γ′,G ) (similar as in [Ar00, Def. 2.1] or [Ar12, Def. 3.12]). We will prove this
and related results in [P].
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In the manifold example above, (1.14) is the usual Green’s (first) identity where Γ′ is the normal derivative restricted
to the boundary. A simple consequence of Green’s identity is a justification of the name “Dirichlet-to-Neumann”:
Let z ∈ C \ σ(HD) and let ϕ be sufficiently “regular” in the sense that h = S(z)ϕ ∈ W , then
lz(ϕ, ψ) = (h− z1)(S(z)ϕ, g) = 〈(Hmax − z)h, g〉 + 〈Γ′h,Γg〉G = 〈Γ′h, ψ〉G , (1.15)
where g = S(−1)ψ (or any other function g ∈ H 1 with Γg = ψ). Note that as N 1(z) ⊂ ker(Hmax − z), we have
(Hmax − z)h = 0. In particular, we have shown that ϕ is in the domain of the associated Dirichlet-to-Neumann
operator, and
Λ(z)ϕ = Γ′h, (1.16)
i.e., the Dirichlet-to-Neumann operator associates to a boundary value ϕ the “normal derivative” Γ′h of the solution
of the Dirichlet problem h = S(z)ϕ.
Remark 1.17. The choice of “Neumann” and “Dirichlet” conditions for boundary pairs is not as restrictive as it
looks like at first glance: one can replace the quadratic form h by hL, where hL(u) := h(u) + 〈LΓu,Γu〉 for some
suitable operator L in G (e.g. bounded). It can then be shown that (Γ,G ) is also a boundary pair associated with hL
(for suitable operators L), and that the associated Neumann operator is of Robin-type, i.e., functions in its domain
fulfil Γ′u+ LΓu = 0, while the Dirichlet operator is the same as before (see Section 5.1).
Quasi- and generalised boundary triples
Let us now shortly review different concepts of boundary triples and relate them to boundary pairs. We will provide
the proofs in a forthcoming publication, see [P]. For a recent treatment of (quasi-)boundary triples and related
concepts we refer to the nice surveys [DHMdS12] and [BeLa12] and the references therein (see also [Sch12, BGPa08,
BeLa07, DHMdS06, BrMN02, Ar96, DM95]). Note that the following concepts are formulated on the operator level:
Definition 1.18. Let Hmin be a closed, densely defined and symmetric operator in H and set Hmax = (Hmin)∗.
i. A triple (Γ0,Γ1,G ) is a quasi-boundary triple associated with H
max (see [BeLa07, Def. 2.1] or [BeLa12,
Def. 6.10]) if there is a subspace W of domHmax, dense in domHmax (with its graph norm), such that
a) (Γ0,Γ1) : W −→ G ⊕ G has dense range, where (Γ0,Γ1)f := (Γ0f,Γ1f) (“joint dense range”).
b) H0 := H
max↾ker Γ0 is self-adjoint (“self-adjointness”),
c) Green’s (second) identity
〈Hmaxf, g〉H − 〈f,Hmaxg〉H = 〈Γ0f,Γ1g〉G − 〈Γ1f,Γ0g〉G (1.19)
holds for f, g ∈ W .
ii. The triple (Γ0,Γ1,G ) is called a generalised boundary triple associated with H
max (in the sense of [DM95,
Def. 6.1]) if it fulfils Green’s (second) identity (1.19) and if the joint dense range condition (ia) is replaced by
the surjectivity of Γ0, i.e., by Γ0(W ) = G .
iii. The triple (Γ0,Γ1,G ) is (here) called an ordinary boundary triple associated with H
max if it fulfils Green’s
(second) identity (1.19), if W = domHmax and if the “joint dense range” condition (ia) is replaced by the
“joint surjectivity” condition, i.e., by (Γ0,Γ1)(W ) = G ⊕ G .
A generalised boundary triple is a quasi-boundary triple (see [BeLa07, Cor. 3.7] and [DM95, Lem. 6.1]), and
obviously, an ordinary boundary triple is a generalised and quasi-boundary triple. We will prove the following
converse results on boundary pairs with boundary triples in [P]:
Theorem 1.20 ([P]). Let (Γ,G ) be a boundary pair associated with h and let (Γ,Γ′,G ) be its maximal associated
boundary triple (as in Definition 1.13). Then the following holds:
i. The boundary pair (Γ,G ) is elliptically regular iff (Γ↾W ,Γ
′,G ) is a quasi-boundary triple associated with Hmax;
ii. The boundary pair (Γ,G ) is bounded iff (Γ↾W ,Γ
′,G ) is a generalised boundary triple associated with Hmax.
iii. The boundary pair (Γ,G ) is bounded and positive iff (Γ↾W ,Γ
′,G ) is an ordinary boundary triple.
In [DHMdS06], the more general notation of boundary relation has been introduced (basically, multi-valued op-
erators and boundary maps are allowed). One of the results of [DHMdS06] states a characterisation of boundary
relations by their Nevanlinna “functions” −Λ(·) (see also the survey [DHMdS12]). In particular, generalised boundary
triples have a Nevanlinna function −Λ(·) with values in B(G ) (the space of bounded operators) such that − ImΛ(z)
is injective, while ordinary boundary triples have again values in B(G ) and uniformly positive operators − ImΛ(z)
(so-called uniformly strict Nevanlinna functions), see [DHMdS06] for more such characterisations. One can now
characterise elliptically regular boundary pairs in terms of Λ(·) and reconstruct (Γ,G ) from it in the spirit of [LT77]
(see the outlook list of Section 1.3 above).
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1.5 Extension theory and related other works
To summarise: Our concept of boundary pairs is more general as it includes non-elliptically regular boundary pairs;
this concept is not covered by quasi-boundary triples. On the other hand, our concept is only suitable for non-negative
operators H and HD (although there is a natural extension of the theory to semi-bounded or sectorial operators).
Let us illustrate the different properties of boundary pairs and its relation to boundary pairs in a tabular: we also
refer to (classes of) examples showing that the above properties of boundary pairs are all independent except the
following: A boundary pair (Γ,G ) with finite-dimensional boundary space is automatically bounded (i.e., ranΓ =
Γ(H 1) = G ) and positive; and a bounded boundary pair is automatically elliptically regular.
boundary pair is Examples ass. boundary triple is
fin bdd ell pos o-bd3 g-bd3 q-bd3
! ! ! ! Section 6.1 (Sturm-Liouville) ! ! !
% ! ! ! metric graphs with infinitly many vertices,
see [P12]
! ! !
% ! ! % Example 6.29: modified manifold example % ! !
% % ! ! Example 6.12 (Jacobi) % % !
% % ! % Sections 6.3 and 6.5, Theorem 6.36 (mfds) % % !
% % % ! Example 6.13 (Jacobi) % % %
% % % % Theorem 6.39 (Zaremba) % % %
!— yes; %— no. fin: finite dimensional boundary space G ; bdd: bounded boundary pair (ranΓ = G );
ell: elliptically regular boundary pair; pos: positive boundary pair. o-bd3: the associated boundary
triple is an ordinary boundary triple; g-bd3: . . . generalised boundary triple; q-bd3: . . . quasi-boundary
triple.
1.5 Extension theory and related other works
Let us briefly comment on other concepts, in particular, the concept of extension theory: the characterisation of all
possible (self-adjoint) extensions of a given symmetric operator.
Grubb’s extension theorem via forms
There is a close relation of our form approach with extension theory, especially for non-negative operators: Grubb
proved in [Gr70, Sec. 1] that all non-negative and self-adjoint extensions of a minimal, closed, uniformly positive
operator Hmin lie in between the Friedrichs extension HD (defined as the operator associated with the closure of the
quadratic form hD(f) := 〈Hminf, f〉) and the so-called Krein or soft extension defined via the quadratic form
dom hK := dom hD +˙ kerHmax, hK(u) := hD(uD), (1.21)
where uD is the projection of u ∈ domhK onto dom hD along kerHmax (Hmax := (Hmin)∗). The associated operator
HK acts on domHK = domHmin +˙ kerHmax as HKu = HminuD (a result of Krein, see [Kr47, Thm. 14]) and is
self-adjoint and non-negative.
To be more precise, Grubb’s result is as follows (cf. [Gr70, Cor. 1.3]): If h is a closed non-negative quadratic form in
H and h↾domhD = h
D, such that its domain lies in between dom hD and dom hK and hK(u) ≤ h(u) for all u ∈ domh,
then the associated operator H is an extension of Hmin (Hmin ⊂ H ⊂ Hmax), and all positive extensions of Hmin
appear in this way. One can also characterise the extension in terms of the quadratic form t, the restriction of h to
the space kerHmax. This form then corresponds to our family of Dirichlet-to-Neumann forms at z = 0.
There are many more approaches to self-adjoint extensions of positive closed operators, see e.g. [M92, AS80, AN70,
Bir56, Vi52, Kr47].
Grubb also contributed to the Zaremba (mixed) boundary problem in [Gr11]; she provides Krein-type formula
(with the Dirichlet Laplacian as a reference operator, hence it is in our elliptically regular setting, see Theorem 6.36);
and also Weyl-type asymptotics for the resolvent difference).
Arlinskii’s boundary pairs
The notion of boundary pair appears also in works of (see also the survey [Ar12] and references therein), but with
the Krein extension as Neumann operator and the additional condition that ranΓ = G . In other words, given a
minimal operator Hmin, Arlinskii defines a boundary pair (Γ,G ) associated with hK such that Γ(dom hK) = G , i.e.,
the boundary pair is bounded in our notation. Arlinskii deals with sectorial operators, and not with non-negative
operators, as we do. In our opinion, Arlinskii is mainly interested in characterising all possible variational extensions of
the associated minimal operator for sectorial operators (we just mentioned Grubb’s result for non-negative operators
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above [Gr70]). Arlinskii [Ar99] also associates a boundary triple with a boundary pair in the same spirit as we do in
Section 1.4.
Lyantse and Storozh [LySt83] use a similar notion of boundary pairs for operators corresponding basically to
bounded boundary pairs in our notation. There is another approach for first order systems in [Mo12]. Malamud and
Mogilevskii [MMo02] discuss the extension theory for dual pairs of operators or even relations and also provide a
Krein-type formula for the resolvents.
Posilicano’s approach
Posilicano [Pc08] (see also [Pc04, Pc01]) considers (in our notation) a self-adjoint extension HD and a bounded
operator Γ′ : domHD −→ G (domHD with its graph norm) which is surjective and has dense kernel. He then
describes all self-adjoint extensions of the associated minimal operatorHmin := HD↾ker Γ′ via a Krein-type formula. He
also applies his concept to Laplacians on open subsets X ⊂ Rn with smooth boundary, but the surjectivity condition
on Γ′ enforces G = H1/2(∂X). Other results on Krein-type resolvent formulae are also considered in [AGrW14,
DHMdS09, BedS09, Pc01].
Arendt’s and ter Elst’s Γ-elliptic forms
Arendt and ter Elst [AtE12a] define a generalised notion for sesquilinear forms and associated operators, using an
operator playing the role of our boundary operator Γ: H 1 −→ G . Namely, they say that a sesquilinear form a is is
Γ-elliptic if there exist α > 0 and ω ∈ R such that
Re a(u) + ω‖Γu‖2G ≥ α‖u‖2H 1 (1.22)
holds for all u ∈ H 1.
To such a Γ-elliptic form a, one can associate an operator A on G by setting ϕ ∈ domA and Aϕ = ψ iff there
exists u ∈ H 1 such that Γu = ϕ and a(u, v) = 〈ψ,Γv〉G for all v ∈ H 1. We say that A is the operator associated
with (H 1,Γ, a).
We can apply this definition in the following way: Let (Γ,G ) be a boundary pair associated with h. Set now
a = h − z1, then it is not difficult to see that the operator associated with (H 1,Γ, h − z1) is the Dirichlet-to-
Neumann operator Λ(z).
The notation “Γ-elliptic” does not refer to the Hilbert space H , and hence, there is no direct relation to our
notion of “elliptic regularity” in the sense of Definition 1.10, but it can easily be seen that if Re z < 0, then h− z1 is
Γ-elliptic (with α = min{1,−Re z} and ω = 0). On the other hand, if (Γ,G ) is an elliptically regular boundary pair,
and if 0 /∈ σ(HD), then h is Γ-elliptic.
Arendt and ter Elst use this abstract concept to define a Dirichlet-to-Neumann operator even on very rough
domains, see [AtE11], assuming e.g. that Γ is only a closed map in H 1 → G . They also relate the concept with
operator semi-groups (see [AtE12b]). In an older paper, Greiner considers perturbations of semi-groups by boundary
conditions in the setting of Banach spaces (see [Gre87]).
Brasche et al’s non-negative form perturbations
A different approach using the notion of Dirichlet forms is used in the works of Brasche et al [BrD05, BABr08,
BBABr11], see also [Pc01, Ex. 3.6]). Their concept is called non-negative form perturbations and can equivalently
be given (in our notation) by a non-negative closed quadratic form h in H with domain H 1 := dom h, an auxiliary
Hilbert space G and an identification operator Γ, closed as operator H 1 → G and densely defined in H 1 with dense
range ranΓ ([BBABr11, Ex. 2.1 and Lem. 2.2]). It is more general than our concept since Γ is not assumed to be
bounded as operator H 1 → G and since ker Γ is not assumed to be dense in H (we have one example where we also
drop the latter density condition, see Section 6.7). We would like to stress that Brasche et al only consider (what we
call) the Dirichlet-to-Neumann operator Λ = Λ(−1) at z = −1 and not families of Dirichlet-to-Neumann operators
(Λ(z))z as we do.
One of the main examples in [BBABr11] is the Laplacian on R with infinitely many delta interactions on it (in other
words, Robin-type perturbations of the Neumann Laplacian on R, see Remark 3.7 (ii)), a case also treated in detail
in [KoM10] (see Remark 6.6 and also [MSch12, CMPc13, BeLaL13] for other recent applications of boundary triple
methods to delta-type Schro¨dinger operators). Brasche et al also introduce an interesting equivalent characterisation
of “elliptic regularity” of a boundary pair in terms of an optimal convergence speed for Robin-type resolvents in the
works of Brasche et al [BrD05, BABr08, BBABr11] (see again Remark 3.7 (ii)).
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Applications of boundary triples to elliptic boundary value problems
There have been many attempts to apply the concept of boundary triples to elliptic boundary value problems
on X . Most attempts try to keep the concept of boundary triples (namely the “joint surjectivity condition” of
Definition 1.18 (iii)), for example by“regularising” the boundary maps by applying some isomorphism H1/2(∂X)
onto L2(∂X) (e.g. the square root of the Dirichlet-to-Neumann map Λ
1/2), see also Section 5.4 for an abstract
“regularisation” for boundary pairs. This approach has been used e.g. in [M10, BGrW09, Pa06]).
Abstract formulations of elliptic boundary value problems have already been considered by Grubb in [Gr68, Gr70]
where she considers self-adjoint extensions of non-negative (and more general) operators, being elliptic on a subset X
of Rn with smooth boundary ∂X . Recently, Gesztesy and Mitrea [GeMi11] (see also [GeMi08, GeMi09]) provided a
detailed analysis of all extensions of Laplacians on a subclass of Lipschitz domains, also providing Krein-type formulae
as in (1.6). They are not using the language of boundary triples, but their results could easily be embedded e.g. in the
concept of boundary pairs or quasi-boundary triples. The latter has been successfully applied to elliptic boundary
value problems, even in the setting of Lipschitz domains in Rn, see [BeM14] and the references therein. There
are similar results by Grubb [Gr08], providing Krein-type resolvent formulae also for certain non-smooth domains,
using pseudo-differential boundary operator methods adopted to the non-smooth case. Ryzhov [Ry07] uses a similar
concept as boundary triples (in a weaker version) and also defines what we call Dirichlet-to-Neumann operator. He
assumes what we call elliptic regularity (see [Ry07, Prp. 1.16 (2)]).
1.6 Structure of this article
Section 2 contains the basic notion of a boundary pair, the Dirichlet solution operator and the Dirichlet-to-Neumann
operator and properties related with these operators. In Section 3 we find additional properties of boundary pairs
needed in order to prove certain Krein-type resolvent formulae and spectral relations in Section 4. Section 5 consists
of boundary pairs constructed from others, such as the Robin-type perturbation in Section 5.1 and coupled boundary
pairs in Section 5.2; and a construction how to turn an unbounded boundary pair in a bounded one in Section 5.4.
In Section 6 we provide many examples including Laplacians on intervals, Jacobi operators, Laplacians on sets with
Lipschitz boundary, a Dirichlet-to-Neumann operator supported on an embedded metric graph, the Zaremba problem
and discrete Laplacians.
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for carefully reading earlier versions. These thanks go especially to Yury Arlinskii, Jussi Behrndt, Gerd Grubb,
Matthias Langer, Mark Malamud, Marco Marletta, Till Micheler, Jonathan Rohleder, Karl-Michael Schmidt and
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2 Boundary pairs associated with quadratic forms
2.1 Preliminaries: quadratic and sesquilinear forms, scales of Hilbert spaces
In this article, H , G etc. denote Hilbert spaces with norm and inner product denoted by ‖·‖H , 〈·, ·〉H etc. Let H 1
be a subspace of H with another inner product 〈·, ·〉H 1 , such that the inclusion H 1 →֒ H is bounded. A sesquilinear
form h : H 1 × H 1 −→ C is a map linear in its first and anti-linear in its second argument. A sesquilinear form
determines a quadratic form by h(u) := h(u, u) (denoted by the same symbol), its domain is denoted by domh = H 1.
A quadratic form uniquely determines its associated sesquilinear form h : H 1×H 1 −→ C by the polarisation identity
h(u, v) :=
∑3
k=0 i
kh(u + ikv). Therefore, we will mostly speak of “forms” in the sequel, meaning either “quadratic
form” or “sesquilinear form”.
A form is called non-negative resp. (uniformly) positive if h(u) ≥ 0 resp. h(u) ≥ c‖u‖2
H
for all u ∈ dom h = H 1
and some c > 0. We sometimes write 1 for the form 1(u) := ‖u‖2
H
. A non-negative form is called closed if the norm
defined by
‖u‖2h := h(u) + ‖u‖2H (2.1)
is equivalent with the norm on H 1, i.e., if H 1 is a Hilbert space w.r.t. the norm ‖·‖h.
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The adjoint a∗ of a form a is defined by a∗(ϕ, ψ) := a(ψ, ϕ). The real resp. imaginary part of a form a is defined
as Re a := 12 (a+ a
∗) resp. Im a := 12i (a− a∗). Let D be an open subset of C invariant under complex conjugation. A
family (lz)z∈D of sesquilinear forms is called symmetric, if l
∗
z = lz .
If h is a closed, non-negative quadratic form, then there is a unique self-adjoint, non-negative operator H defined
for those u ∈ H such that there is v ∈ H with h(u,w) = 〈v, w〉H for all w ∈ domh, and we set Hu := v. We also
call H the strong operator associated with h.
A self-adjoint, non-negative operator defines a scale of Hilbert spaces H k := dom(H +1)k/2 with norm ‖u‖H k :=
‖(H + 1)k/2u‖ for k ≥ 0 such that dom h = H 1. For negative k, we set H −k := (H k)∗, where (·)∗ refers to the
pairing induced by the inner product of H . In particular, we can interpret H −k as the completion of H with respect
to the norm ‖u‖H −k = ‖(H + 1)−k/2u‖; for details on scales of Hilbert spaces, see [P12, Sec. 3.2]. We sometimes use
the notation Ak→m (or similar ones) to indicate that A : H k −→ H m is a bounded operator. In this sense, Hk→k−2
is the extension/restriction of H , and a bounded operator. Especially, if k = 1, we write H˘ := H1→−1, called the
weak operator associated with h, and defined by (H˘u)v := h(u, v). There is a very nice summary about these facts
in [GeMi08, App. B].
Finally, we denote by H = H1 +˙H2 the topological sum of H1 and H2, i.e., the sum is direct (but not necessarily
orthogonal), and H1, H2 are closed in H .
2.2 Boundary pairs, Dirichlet solution operators and Dirichlet-to-Neumann operators
We start with our basic object, using only quadratic form domains for the moment.
Definition 2.2. Let h be a closed non-negative and densely defined quadratic form in the Hilbert space H with
domain H 1 := dom h. We endow H 1 with its natural norm given by (2.1). Moreover, let
Γ: H 1 −→ G
be a bounded map, where G is another Hilbert space. We denote the norm of the operator Γ by ‖Γ‖1→0.
i. We say that (Γ,G ) is an (ordinary) boundary pair (or Γ is a boundary map) associated with the quadratic form
h if the following conditions are fulfilled:
a) H 1,D := ker Γ is dense in H .
b) G 1/2 := ranΓ is dense in G .
If the first condition is not fulfilled, i.e., if ker Γ is not dense in H then we say that the boundary space is large
in H or shortly, that (Γ,G ) is a generalised boundary pair.
ii. If G 1/2 ( G (i.e., if the boundary map Γ is not surjective), then we call the boundary pair (Γ,G ) unbounded.
Otherwise, if the boundary map is surjective, then we call the boundary pair bounded.
iii. We call the self-adjoint and non-negative operator H associated with h (see [Ka66, Thm. VI.2.1]) the Neumann
operator. Its resolvent is denoted by R(z) := (H−z)−1 for z ∈ C\σ(H) and we set R := R(−1). The associated
scale of Hilbert spaces is denoted by H k,N := domHk/2 with norm ‖u‖k,N := ‖(H + 1)k/2u‖.
iv. Denote by hD := h↾H 1,D the form restricted to H
1,D. (Note that hD is a closed form since Γ: H 1 −→ G
is bounded, hence dom hD = kerΓ is closed in H 1.) Moreover, we call the self-adjoint and non-negative
operator HD associated with hD in H the Dirichlet operator. We denote its resolvent by RD(z) := (HD− z)−1
for z ∈ C \ σ(HD) and set RD := RD(−1). The associated scale of Hilbert spaces in H 0,D is denoted by
H k,D := dom(HD)k/2 with norm ‖u‖k,D := ‖(HD + 1)k/2u‖.
If (Γ,G ) is a generalised boundary pair, then we denote by H 0,D the closure of kerΓ = H 1,D in H . For
consistency, we extend RD(z) by 0 on (H 0,D)⊥, and denote the extended resolvent by the same symbol, i.e.,
we set RD(z)f := (HD − z)−1fD ⊕ 0 for f = fD ⊕ f⊥.
Remark 2.3.
i. If ranΓ is not dense in G , then we can replace G by G0 := ranΓ.
ii. In most of our examples, ker Γ is dense in H , and we mean by “boundary pair” an “ordinary boundary pair”.
An example of a generalised boundary pair is presented in Example 2.4 and in Section 6.7.
iii. We mostly work with unbounded quadratic forms h. In Section 6.7, we present an example with a bounded form
h related to a discrete Laplacian on a graph; in this case, H = H 1.
iv. Note that if the boundary pair (Γ,G ) associated with h is not bounded (i.e., ranΓ ( G ), then we can turn it
into a bounded boundary pair (Γ˜, G˜ ) (i.e., ran Γ˜ = G˜ ) associated with h by changing the boundary space G˜ and
its norm, see Proposition 5.9. Nevertheless, after this modification, the boundary space is less natural in many
applications, and no longer an ordinary L2-space as in the following basic example.
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Example 2.4. Let us illustrate the above setting by a prototype we have in mind (see also [BBABr11] and references
therein): Assume that (X,µ) is a measured space. As quadratic form we choose an “energy form”, i.e., h(f) =∫
X
|df |2 dµ, where |df |2 is usually a sort of squared norm of a “derivative” on X . Moreover, we assume that Y ⊂ X
is measurable (the “boundary” of X) and ν is a measure on Y . We set H := L2(X,µ) and G := L2(Y, ν). As
boundary map we choose Γf := f↾Y . One has to check now that Γ is bounded as operator H
1 → G , i.e., that there
is a constant C > 0 such that ∫
Y
|f |2 dν ≤ C
∫
X
(|df |2 + |f |2)dµ.
If µ(Y ) > 0, then (Γ,G ) is a generalised boundary pair, and we may choose as measure ν the measure induced by X
(i.e., ν(B) := µ(B) for measurable sets B ⊂ Y ). In this article, we mostly are interested in the case when µ(Y ) = 0,
i.e., when ν is supported on a set of µ-measure 0 only. This leads to a boundary map for which ker Γ is dense in
H = L2(X,µ), i.e., to an ordinary boundary pair.
Definition 2.5. Let N 1 be the orthogonal complement of ker Γ in H 1. We call the inverse
S := (Γ↾N 1)
−1 : G 1/2 −→ N 1 ⊂ H 1
of the bijective map Γ: N 1 −→ G 1/2 := ranΓ the (weak) Dirichlet solution map (at the point z = −1).
Clearly, h = Sϕ with ϕ ∈ G 1/2 is the weak solution of the Dirichlet problem, i.e.,
(h+ 1)(h, f) = h(h, f) + 〈h, f〉 = 0 ∀f ∈ H 1,D, Γh = ϕ.
The Dirichlet solution operator S allows us to define a natural norm on the range G 1/2 of Γ, namely we set
‖ϕ‖G 1/2 := ‖Sϕ‖H 1 , (2.6)
i.e. the norm of the boundary element ϕ is given by the H 1-norm of its (weak) Dirichlet solution. Clearly, the
operator S : G 1/2 −→ H 1 and its left inverse Γ: N 1 −→ G 1/2 are isometric. In particular, G 1/2 is itself a Hilbert
space (with its inner product induced by ‖·‖G 1/2). Moreover, the natural inclusion G 1/2 →֒ G is bounded, since
‖ϕ‖G = ‖ΓSϕ‖G ≤ ‖Γ‖1→0‖Sϕ‖H 1 = ‖Γ‖1→0‖ϕ‖G 1/2 , (2.7)
where ‖Γ‖1→0 is the norm of Γ as operator Γ: H 1 −→ G .
Proposition 2.8. Let (Γ,G ) be a boundary pair associated with h, then we have:
i. The Dirichlet solution operator S is closed and densely defined as operator in G → H 1. Its domain is given
by domS = G 1/2.
ii. The quadratic form l defined by l(ϕ) := ‖Sϕ‖21 with dom l = G 1/2 is a closed quadratic form in G . Moreover,
l(ϕ) ≥ 1‖Γ‖21→0
‖ϕ‖2G (2.9)
for ϕ ∈ G 1/2.
Proof. (i) The operator S has (by definition) a bounded inverse, hence S is closed.
(ii) The lower bound on l follows immediately from (2.7). In order to show that l is closed, let (ϕn)n be a Cauchy
sequence in G 1/2 with respect to l, then (ϕn)n is also a Cauchy sequence in G , hence converges in G to an element
ϕ ∈ G . Moreover, (Sϕn)n is a Cauchy sequence in H 1, hence also convergent to h ∈ H 1. Since S is closed it follows
that ϕ ∈ domS = G 1/2 and Sϕ = h, i.e., ϕ ∈ dom l and l(ϕn − ϕ)→ 0.
Let us now associate a natural operator Λ to a boundary pair (Γ,G ). It turns out (cf. (1.16)) that Λ is the
Dirichlet-to-Neumann operator, i.e., Λϕ associates to a suitable boundary value ϕ the “normal derivative” of the
associated solution of the Dirichlet problem h = Sϕ.
Definition 2.10. Let Λ be the operator associated with the quadratic form l. Then Λ is called the Dirichlet-to-
Neumann operator (at the point z = −1) associated with the boundary map Γ and the quadratic form h. We denote
by G k the natural scale of Hilbert spaces associated with the self-adjoint operator Λ, i.e. we set
G
k := domΛk, ‖ϕ‖k := ‖Λkϕ‖G .
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Note that ‖ϕ‖21/2 = ‖Λ1/2ϕ‖2G = l(ϕ) = ‖ϕ‖2G 1/2 , i.e. the setting is compatible with our previously defined norm
in (2.6). The exponents in the scale of Hilbert spaces H k and G k will be consistent with the regularity order of
Sobolev spaces in our main examples in Section 6.3, a boundary pair associated with a Laplacian on a manifold with
(smooth) boundary.
In the following theorem, we denote the adjoints of Γ: H 1 −→ G w.r.t. the inner products in H 1 and G by
Γ1∗. Similarly, the adjoint of the operator S viewed as (possibly unbounded) operator from G into H 1 with domain
G 1/2 is denoted by S∗1. It is easy to see that Γ1∗ = RΓ∗ : G −→ H 1 and S∗1 = S∗(H˘ + 1): H 1 −→ G , where
Γ∗ : H −1 −→ G and S∗ : G −→ H −1 are the duals with respect to the pairing 〈·, ·〉−1,1 : H −1 ×H 1 −→ C.
Theorem 2.11. Let Γ be a boundary map associated with h.
i. We have (G 1 = )domΛ = domS∗1S and
Λ = S∗1S ≥ 1‖Γ‖21→0
. (2.12)
In particular, Λ−1 = ΓΓ1∗ exists and is a bounded operator in G with norm bounded by ‖Γ‖21→0.
ii. We have ‖Γ‖21→0 = 1/ inf σ(Λ); in particular, the lower bounds in (2.9) and (2.12) are optimal.
iii. The boundary pair is unbounded iff Λ is unbounded.
Proof. (i) The lower bound on Λ follows from (2.9). Moreover, by definition of the associated operator (see e.g. [Ka66,
Thm. VI.2.1]) ϕ ∈ domΛ iff
l(·, ϕ) = 〈·, ϕ〉G 1/2 = 〈S·, Sϕ〉H 1
extends to a bounded functional G → C, i.e., iff Sϕ ∈ domS∗1. Moreover,
〈ϕ,Λϕ〉G = 〈ϕ, ϕ〉G 1/2 = 〈Sϕ, Sϕ〉H 1 = 〈ϕ, S∗1Sϕ〉G
for ϕ ∈ domΛ. Since S is closed, densely defined and S−1 = Γ: N 1 −→ G is bounded, it follows that S∗1 is invertible
and (S∗1)−1 = Γ1∗ (cf. [Ka66, Thm. III.5.30]), hence Λ−1 = ΓΓ1∗.
(ii) From (2.12) we conclude immediately the inequality “≥”. For the inequality “≤”, note that there is a sequence
hn ∈ H 1 such that ‖hn‖H 1 = 1 and ‖Γhn‖ → ‖Γ‖1→0. Moreover, we can assume that hn ∈ N 1, since the
component in ker Γ = H 1,D does not contribute to the norm of Γ. Let ϕn := Γhn, then we have
l(ϕn)
‖ϕn‖2 =
‖hn‖2H 1
‖Γhn‖2 →
1
‖Γ‖21→0
,
hence inf σ(Λ) ≤ 1/‖Γ‖21→0 by the variational characterisation of the spectrum of Λ.
(iii) Assume that ranΓ = G . Since Γ↾N 1 : N
1 −→ G is bounded and bijective, its inverse S is bounded as well by
the open mapping theorem. Hence Λ = S∗1S is bounded. On the other hand, if Λ is bounded, then l(ϕ) = ‖Sϕ‖2
H 1
is
a bounded and everywhere defined quadratic form. In particular, S : G −→ H 1 is everywhere defined and bounded.
For ϕ ∈ G we then have ϕ = ΓSϕ ∈ ranΓ, i.e., ranΓ = G .
A similar proof as the one for Theorem 2.11 (iii) shows that the boundary is unbounded iff Λ(z) is unbounded for
some (any) z ∈ C \ σ(HD), see Section 2.4 for the definition of Λ(z).
For a bounded boundary pair, the scale of Hilbert spaces G k consists of one vector space only, and all norms are
equivalent, i.e.
‖Γ‖−2k1→0‖ϕ‖G ≤ ‖ϕ‖Gk ≤ ‖Λ‖k‖ϕ‖G . (2.13)
2.3 The Dirichlet solution operator at arbitrary points
Let us now extend the Dirichlet solution operator to arbitrary spectral points z ∈ C \ σ(HD).
Definition 2.14. Let z ∈ C.
i. We call
N
1(z) :=
{
h ∈ H 1 ∣∣ h(h, f)− z〈h, f〉H = 0 ∀ f ∈ H 1,D }
the set of weak solutions in z ∈ C (with respect to the boundary pair (Γ,G ) and the quadratic form h).
ii. Let ϕ ∈ G 1/2. We say that h is a weak solution of the Dirichlet problem at the point z, if h ∈ N 1(z) and
Γh = ϕ.
Note that N 1(−1) = N 1 (see Definition 2.5). Moreover, it is easy to see that N 1(z) is a closed subspace of H 1.
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Proposition 2.15. Let z ∈ C \ σ(HD).
i. Let h1, h2 ∈ N 1(z) be two weak solutions of the same Dirichlet problem Γh1 = Γh2, then h1 = h2.
ii. The spaces H 1,D and N 1(z) are closed as subspaces of H 1 and we have the decomposition
H
1 = H 1,D +˙N 1(z), (2.16a)
(where “+˙” denotes the direct topological sum, see the end of Section 2.1) and
P (z)g := SΓg + (z + 1)RD(z)SΓg (2.16b)
is the projection of g onto N 1(z) with respect to the above decomposition. The sum is orthogonal if z = −1.
The choice of P (z) becomes more clear with Theorem 2.21 (i) (choosing w = −1).
Proof. (i) Assume that h1 and h2 are two solutions of the Dirichlet problem with Γh1 = Γh2. Then h := h1 − h2 ∈
H 1,D ∩N 1(z). Since hD − z1 is non-degenerative on H 1,D ×H 1,D for z /∈ σ(HD), we conclude h = 0.
(ii) The space H 1,D = kerΓ is closed since Γ is bounded, and N 1(z) is easily seen to be closed as subspace of
H 1, too. Moreover, for g ∈ H 1, we set gz = P (z)g = h + (z + 1)RD(z)h with h := SΓg and gD := g − gz. Then
ΓgD = Γg − Γh = 0 and
(h− z1)(gz, f) = (h− z1)(h+ (z + 1)RD(z)h, f)
= (h+ 1)(h, f)− (z + 1)〈h, f〉 + (z + 1)(hD − z)(RD(z)h, f) = 0
for f ∈ H 1,D. Here, the first term vanishes since N 1 and H 1,D are orthogonal in H 1; and the second and third
term cancel each other. Therefore, we have shown that g = gD + gz ∈ H 1,D + N 1(z). Finally, the sum is direct,
since N 1(z) ∩H 1,D = {0} by the uniqueness of the weak Dirichlet solution, cf. (i).
We now define a “solution” operator S(z) as the inverse of the boundary map Γ, i.e., h = S(z)ϕ is the unique
solution of the weak Dirichlet problem h ∈ N 1(z) and Γh = ϕ for z /∈ σ(HD).
Definition 2.17. Let S(z) : G 1/2 −→ H 1 be given by
S(z) := (Γ↾N 1(z))
−1 : G 1/2 −→ N 1(z) ⊂ H 1.
Let us now relate the Dirichlet solution operator in different points z, w ∈ C \ σ(HD). For f ∈ H we set
U(z, w)f := f + (z − w)RD(z)f. (2.18)
Recall the convention RD(z)f = (HD − z)−1fD ⊕ 0 if f = fD ⊕ f⊥ ∈ H 0,D ⊕ (H 0,D)⊥ = H if ker Γ is not dense in
H (see Definition 2.2 (iv)), so that we can also write
U(z, w) = (HD − w)RD(z)⊕ id(H 0,D)⊥ : H −→ H .
It is clear from the spectral calculus that this operator extends respectively restricts to a topological isomorphism
U(z, w)k,D→k,D : H k,D −→ H k,D for all k with norm bounded by CD(z, w), where
CD(z, w) :=
∣∣∣∣(HD − w)(HD − z)−1∣∣∣∣ = sup
λ∈σ(HD)
|λ− w|
|λ− z| ≤ 1 +
|z − w|
d(z, σ(HD))
. (2.19)
Moreover, an easy calculation using the resolvent equality RD(z) − RD(w) = (z − w)RD(z)RD(w) shows that
U(z, w)U(w, z)f = f for f ∈ H , i.e., the inverse of U(z, w) is U(w, z). In particular, we have
1
CD(w, z)
‖f‖H ≤ ‖U(z, w)f‖H ≤ CD(z, w)‖f‖H (2.20a)
for all f ∈ H . If z, w are both real, then
1
CD(w, z)
‖f‖2H ≤ 〈U(z, w)f, f〉H ≤ CD(z, w)‖f‖2H (2.20b)
for all f ∈ H , as U(z, w) is self-adjoint in this case. If we restrict U(z, w) to functions f ∈ H 1, then we also have
U(z, w)f ∈ H 1 since RD(z)f ∈ H 2,D ⊂ H 1. Therefore, U(z, w) is also an operator in H 1 denoted by
U(z, w)1→1 : H 1 −→ H 1.
The following theorem shows that this operator is a topological isomorphism respecting the solution space splitting;
and therefore also relates solution operators at different points:
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Theorem 2.21. Let z, w ∈ C \ σ(HD).
i. We have U(z, w)1→1S(w) = S(z) or equivalently
S(z)− S(w) = (z − w)RD(z)1→1S(w) = (z − w)RD(w)1→1S(z) : G 1/2 −→ H 1. (2.22a)
Moreover, the projection onto N 1(z) in H 1 = H 1,D +˙N 1(z) is given by P (z) = S(z)Γ.
ii. The map
U(z, w)1→1 : H 1,D +˙N 1(w) −→ H 1,D +˙N 1(z)
is a topological isomorphism (extending U(z, w)1,D→1,D), respecting the splitting, and its inverse is U(w, z)1→1.
Moreover, U(z, w)1→1 has norm bounded by
C1(z, w) := ‖U(z, w)1→1‖1→1 ≤ 1 + |z − w| sup
λ∈σ(HD)
(λ+ 1)1/2
|λ− z| . (2.22b)
iii. The solution operator S(z) : G 1/2 −→ N 1(z) is a topological isomorphism with left inverse given by Γ. More-
over,
1
C1(−1, z)‖ϕ‖G 1/2 ≤ ‖S(z)ϕ‖H 1 ≤ C
1(z,−1)‖ϕ‖G1/2 (2.22c)
with C1(z, w) defined in (2.22b).
iv. The solution operator as function z 7→ S(z) is holomorphic and the k-th derivative is given by S(k)(z) =
k!RD(z)kS(z) : G 1/2 −→ H 2k,D →֒ H 1 (k ≥ 1).
Proof. (i) Let f := S(w)ϕ ∈ N 1(w) and g := U(z, w)1→1f = f + (z − w)RD(z)f . We have to show that g is the
weak solution of the Dirichlet problem in z. The fact that Γg = Γf = ϕ is obvious since ΓRD(z) = 0. It remains to
show that g ∈ N 1(z). Let u ∈ H 1,D, then
(h− z1)(g, u) = (h− z1)(f, u) + (z − w)(h − z1)(RD(z)f, u).
But the latter summand equals (z − w)〈f, u〉, so that (h − z1)(g, u) = (h − w1)(f, u) = 0 since f ∈ N 1(w). In
particular, we have shown that g ∈ N 1(z). Moreover, P (z) = S(z)Γ follows from (2.22a) with w = −1 (see (2.16b)).
(ii) We have U(z, w)U(w, z)f = f for f ∈ H 1 since this equality is already true for f ∈ H . The norm bound can
be seen by the estimate
‖U(z, w)1→1‖1→1 =
∣∣∣∣1 + (z − w)(H + 1)1/2RD(z)(H + 1)−1/2∣∣∣∣
≤ ∣∣∣∣1 + (z − w)(HD + 1)1/2RD(z)∣∣∣∣,
and this norm bound shows that U(z, w)1→1 is a topological isomorphism from H 1 onto H 1 with inverse given
by U(z, w)1→1. That U(z, w)1→1 respects the splitting actually can be seen as follows: From (i) we know that
U(z, w)1→1N 1(w) ⊂ N 1(z), and by the definition of U(z, w)1→1, we have U(z, w)1→1H 1,D ⊂ H 1,D.
(iii) That S(z) is a topological isomorphism follows already from the fact that Γ restricted as map N 1(z)→ G 1/2 is
bounded and bijective. Finally, the norm bounds on S(z)ϕ follow easily from S(z) = U(z,−1)1→1S.
(iv) The formula for the derivative follows immediately from (2.22a).
2.4 The Dirichlet-to-Neumann form at arbitrary points
Let us now define a sesquilinear form which will be associated with the Dirichlet-to-Neumann operator at z ∈
C \ σ(HD). We have seen in (1.16) that this form and its associated operator is indeed what we expect from a
Dirichlet-to-Neumann operator: Roughly speaking, Λ(z)ϕ is the “normal derivative” Γ′ restricted to the boundary
of the Dirichlet solution associated with ϕ at z, i.e., Λ(z) = Γ′S(z)ϕ.
Let us start first with what we call the Dirichlet-to-Neumann form later on:
Theorem 2.23. Let (Γ,G ) be a boundary pair, z, w ∈ C \ σ(HD), and λ ∈ R \ σ(HD).
i. The expression
lz(ϕ, ψ) := (h− z1)(S(z)ϕ, g), (2.24a)
where g ∈ H 1 with Γg = ψ, is well-defined (i.e., independent of the choice of g) and defines a symmetric
family (lz)z∈C\σ(HD) of sesquilinear forms lz : G
1/2 × G 1/2 −→ C (see Section 2.1).
ii. We have
lz(ϕ, ψ)− lw(ϕ, ψ) = −(z − w)〈S(z)ϕ, S(w)ψ〉 = −(z − w)〈S(w)ϕ, S(z)ψ〉. (2.24b)
14
2.4 The Dirichlet-to-Neumann form at arbitrary points
iii. The sesquilinear form lz : G
1/2 × G 1/2 −→ C is bounded, i.e., |lz(ϕ, ψ)| ≤ L(z)‖ϕ‖1/2‖ψ‖1/2, where
L(z) := 1 + |z + 1|‖S(z)‖1/2→1 ≤ 1 + |z + 1|C1(z,−1). (2.24c)
iv. The quadratic form lλ : G
1/2 −→ C (see Section 2.1) is non-negative for λ ≤ 0 and closed for λ < 0 as form in
G with dom lλ = G
1/2.
v. If λ1 ≤ λ2 and λ1, λ2 /∈ σ(HD) then lλ1 ≥ lλ2 .
vi. The Dirichlet-to-Neumann form is holomorphic in z, i.e., z 7→ lz(ϕ, ψ) depends holomorphically on z ∈ C \
σ(HD) for all ϕ, ψ ∈ G 1/2. Its derivatives (denoted by l′z and l(k)z ) are bounded sesquilinear forms on G 1/2×G 1/2
given by
l′z(ϕ, ψ) = −〈S(z)ϕ, S(z)ψ〉H resp. l(k)z (ϕ, ψ) = −k!
〈
RD(z))k−1S(z)ϕ, S(z)ψ
〉
H
.
In particular, if λ ∈ R \ σ(HD) then l′λ ≤ 0.
vii. We have (see Section 2.1 for the notion Im lz)
(Im lz)(ϕ) = −(Im z)‖S(z)ϕ‖2H ≤ 0
for ϕ ∈ G 1/2 provided Im z ≥ 0. In particular, (−lz)z is a form-valued Nevanlinna function.
Proof. (i) Let g1, g2 ∈ H 1 such that Γg1 = Γg2 = ϕ. Then g1 − g2 ∈ H 1,D, and
(h− z1)(S(z)ϕ, g1 − g2) = 0
since S(z)ϕ ∈ N 1(z) is a weak solution by Definitions 2.14 and 2.17. The symmetry of the family is obvious.
(ii) Choosing g = S(w)ϕ and using (2.22a), we have
lz(ϕ, ψ) = (h− z1)(S(z)ϕ, g)
= (h− w1)(S(w)ϕ, g) + (z − w)(h − w1)(RD(z)S(w)ϕ, g)− (z − w)〈S(z)ϕ, g〉
= lw(ϕ)− (z − w)〈S(z)ϕ, g〉.
Note that by this choice of g, the middle term in the second line vanishes (by definition of N 1(w)).
For (iii), we set w = −1 in (2.24b) and obtain
|lz(ϕ)| ≤ ‖ϕ‖21/2 + |z + 1|‖S(z)ϕ‖H ‖Sϕ‖H .
Using the estimates ‖S(z)ϕ‖H ≤ ‖S(z)ϕ‖H 1 and ‖Sϕ‖H ≤ ‖Sϕ‖H 1 = ‖ϕ‖1/2, we obtain the desired bound.
(iv) Obviously, lλ(ϕ) ≥ 0 as (h− λ1)(f) ≥ 0 for λ ≤ 0. Moreover, if λ < 0, then
min{1,−λ}(h+ 1)(f) ≤ (h− λ1)(f) ≤ max{1,−λ}(h+ 1)(f),
hence lλ(ϕ) defines a squared norm equivalent with l−1(ϕ) = ‖Sϕ‖2H 1 , hence lλ is closed on G 1/2 = dom l−1.
(v) We have
(lλ1 − lλ2)(ϕ) = (λ2 − λ1)〈S(λ1)ϕ, S(λ2)ϕ〉H
= (λ2 − λ1)〈S(λ1)ϕ,U(λ2, λ1)S(λ1)ϕ〉H
≥ λ2 − λ1
CD(λ1, λ2)
‖S(λ1)ϕ‖2H
using (2.24b) for the first equality, Theorem 2.21 (i) for the second and (2.20b) for the last inequality. Since λ2−λ1 ≥ 0,
the result follows.
(vi) and (vii) follow from (2.24b) by letting w → z and w = z, respectively.
Definition 2.25. We call the sesquilinear form lz defined in (2.24a) the Dirichlet-to-Neumann form at z ∈ C\σ(HD)
associated with the boundary pair (Γ,G ) and the quadratic form h.
By the previous proposition, lz is bounded as form on G
1/2 × G 1/2. We therefore can define an operator
Λ˘(z) : G 1/2 −→ G−1/2, ϕ 7→ lz(ϕ, ·),
called the weak Dirichlet-to-Neumann operator, i.e.,
〈Λ˘(z)ϕ, ψ〉−1/2,1/2 = lz(ϕ, ψ) = (h− z1)(S(z)ϕ, Sψ),
or Λ˘(z) = S∗(H˘ − z)S(z) : G 1/2 → H 1 → H −1 → G−1/2 in the scale of Hilbert spaces.
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We always have an associated operator with lz , defined by
domΛ(z) :=
{
ϕ ∈ G 1/2 ∣∣ ∃η ∈ G ∀ψ ∈ G 1/2 : lz(ϕ, ψ) = 〈η, ψ〉G } (2.26)
and Λ(z)ϕ := η, and that the latter definition is well-defined (since G 1/2 = ranΓ is dense in G by definition of a
boundary pair). We call this operator the (strong) Dirichlet-to-Neumann operator associated with a boundary pair.
Actually, Λ(z) is the restriction of Λ˘(z) to those ϕ such that Λ˘(z)ϕ ∈ G . It is easily seen that ϕ ∈ domΛ(z) can
equivalently expressed by
∃u ∈ H 1,Γu = ϕ ∃η ∈ G ∀v ∈ G 1/2 : (h− z1)(u, v) = 〈η,Γv〉G (2.27)
without referring to the solution operator (see also the text after (1.22) for this Arendt and ter Elst approach
in [AtE12a]).
We use the notation Λ˘(z) when we want to stress that we mean the weak Dirichlet-to-Neumann operator, and not
the strong Dirichlet-to-Neumann operator.
Note that l−1 = l where l is defined in Proposition 2.8 (ii) and that Λ is the operator associated with l by
Definition 2.10, therefore Λ = Λ(−1).
Remark 2.28.
i. The Dirichlet-to-Neumann form lz with domain dom lz = G
1/2 is closed for z < 0 by Theorem 2.23 (iv). We
will see in Theorem 3.10 that for so-called elliptically regular boundary pairs, lz is a closed (and sectorial) form
for all z ∈ C \ σ(HD); in particular, Λ(z) is the associated operator and hence closed. Moreover, the domain
of Λ(z) is independent of z in this case.
ii. In general, the forms lz are not closed or sectorial resp. bounded from below: In Example 6.15, we construct
an example where lz is unbounded from both sides for all z > 0 not in σ(H
D). In this situation, we cannot
speak of the closure of a form (in the classical sense) anymore, and more advanced techniques are necessary,
see [McI69, McI70] or [GKMV13] and references therein: A sesquilinear form a : G0 × G0 −→ C is said to be
0-closed iff a is non-degenerative (a(ϕ, ·) = 0 implies ϕ = 0 and a(·, ψ) = 0 implies ψ = 0) and if G0 ⊂ G is
densely and continuously embedded.
We can show here that lz is non-degenerative if z /∈ σ(H), an argument very similar to the proof of Propo-
sition 2.31 (i) (using the non-degeneracy of the form h − z1 as z /∈ σ(H)). It follows from Theorem 3.2
of [McI69] that the associated operator Λ(z) is closed and has a bounded inverse (0 /∈ σ(Λ(z))) (this is actually
Theorem 4.11 (iii)). We will show these facts independently in Proposition 2.31.
iii. It is a priori not clear whether Λ(λ) as operator associated with lz is closed also for λ ∈ σ(H) (we need this
fact in Theorem 4.14 in order to speak of the spectrum of Λ(z)).
With a trick, we can show that Λ(z) is closed for all z ∈ C \ σ(HD) even for non-elliptically regular boundary
pairs under the additional assumption that R is compact, see Theorem 2.36 (v)
We state more results on the strong Dirichlet-to-Neumann operator later on (see Proposition 2.31, Theorem 3.10
and Proposition 3.13).
Remark 2.29. Theorem 2.23 (vii) allows us to express the quadratic form qz defined by qz(ϕ) := ‖S(z)ϕ‖2H in
terms of the Dirichlet-to-Neumann form lz, namely, qz = − Im lz/ Im z for z ∈ C \ R. This fact allows us to detect
elliptic regularity and positivity (see Section 3 and Definition 1.10) from the family of Dirichlet-to-Neumann forms.
This fact is also useful in reconstructing a boundary pair from a given form-valued Nevanlinna function in the sense
of [LT77]. We will treat this and related questions in a forthcoming publication.
Let us close this subsection with the following result, needed in the proof of Theorem 3.5 (vii) ⇒ (vi):
Proposition 2.30. Let z ∈ C \ (σ(HD) ∪ σ(H)). Then we have
(Λ˘(z)ΓR˘(z))∗ = S(z) : G 1/2 −→ H 1
Proof. Let u ∈ H −1 and ϕ ∈ G 1/2, then the result follows from
〈Λ˘(z)ΓR˘(z)u, ϕ〉 = lz(ΓR˘(z)u, ϕ) = (h− z1)(S(z)ΓR˘(z)u, S(z)ϕ)
= (h− z1)(R˘(z)u, S(z)ϕ) = 〈u, S(z)ϕ〉
using the fact that S(z)ΓR˘(z)u− R˘(z)u ∈ H 1,D and the definition of N 1(z) for the third equality.
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2.5 The Neumann-to-Dirichlet operator
Let us first show that the weak Dirichlet-to-Neumann operator Λ˘(z) is invertible if z is not in the Neumann spectrum,
and that the function z 7→ Λ(z)−1 extends continuously into the Dirichlet spectrum z ∈ σ(HD).
Proposition 2.31. Let z ∈ C \ (σ(HD) ∪ σ(H)). Then we have:
i. The weak Dirichlet-to-Neumann operator Λ˘(z) : G 1/2 −→ G−1/2 is bijective with inverse
Λ˘(z)−1 = ΓR˘(z)Γ∗ : G−1/2 −→ G 1/2. (2.32)
ii. The operator-valued function z 7→ Λ˘(z)−1 extends into z ∈ σ(HD), and the value is again a bounded operator
denoted by the same symbol Λ˘(z)−1 : G−1/2 −→ G 1/2. The norm of Λ˘(z)−1 is bounded by CN(z,−1) where
CN(z, w) is defined as in (2.19) with HD replaced by H.
iii. Denote by Λ(z)−1 : G −→ G the operator Λ˘(z)−1 restricted to G and with range space G , then Λ(z)−1 is
the inverse of the strong Dirichlet-to-Neumann operator Λ(z) : domΛ(z) −→ G and Λ(z)−1 is bounded by
‖Γ‖21→0CN(z,−1). Moreover, Λ(z) is closed for all z ∈ C \ (σ(HD) ∪ σ(H)) and 0 /∈ σ(Λ(z)).
Proof. (i) Let ϕ ∈ ker Λ˘(z), i.e., lz(ϕ, η) = 0 for all η ∈ G 1/2. Therefore,
0 = lz(ϕ, η) = (h− z1)(S(z)ϕ, g)
for all g ∈ H 1 with Γg = η. Since z /∈ σ(H), the form h − z1 is non-degenerative, and therefore S(z)ϕ = 0, i.e.,
ϕ = 0. In particular, we have shown that Λ˘(z) is injective.
For the surjectivity, let ψ ∈ G−1/2. Set ϕ := ΓR˘(z)Γ∗ψ, then ϕ ∈ G 1/2, and
〈Λ˘(z)ϕ, η〉−1/2,1/2 = lz(ϕ, η) = (h− z1)(S(z)ΓR˘(z)Γ∗ψ, g),
where g ∈ H 1 with Γg = η. Moreover, h = R˘(z)Γ∗ψ ∈ N 1(z), since (h− z1)(h, f) = 〈ψ,Γf〉 = 0 for all f ∈ H 1,D,
hence h = S(z)Γh by Theorem 2.21 (i), and we have
〈Λ˘(z)ϕ, η〉−1/2,1/2 = (h− z1)(h, g) = 〈ψ, η〉−1/2,1/2,
i.e., we have shown that Λ˘(z)ϕ = ψ and ϕ = ΓR˘(z)Γ∗ψ, i.e., that Λ˘(z)−1 = ΓR˘(z)Γ∗.
(ii) is obvious from the representation of Λ˘(z)−1.
(iii) By (i), Λ(z) : domΛ(z) −→ G is bijective as a restriction of a bijective function and since domΛ(z) = {ϕ ∈
G 1/2 | Λ˘(z)ϕ ∈ G }. Its inverse Λ(z)−1 is bounded as map G → G provided z /∈ σ(H). The strong Dirichlet-to-
Neumann operator Λ(λ) is closed as its inverse is bounded. In particular, it makes sense to speak of the spectrum of
Λ(λ), and by definition of the spectrum, if Λ(λ) has a bounded inverse then 0 /∈ σ(Λ(λ)).
Definition 2.33. We call Λ(z)−1 : G −→ G the Neumann-to-Dirichlet operator.
Let us now look at the Neumann-to-Dirichlet operator at different points:
Proposition 2.34. Let z, w ∈ C \ σ(H),
i. We have
Λ(z)−1 − Λ(w)−1 = (z − w)ΓR(w)(ΓR(z))∗ = (z − w)ΓR(z)(ΓR(w))∗ : G −→ G . (2.35)
ii. We have ImΛ(z)−1 := 12i (Λ(z)
−1 − Λ(z)−1) = (Im z)(ΓR(z))(ΓR(z))∗ ≥ 0. In particular, the map Λ(·)−1 : C \
σ(H) −→ B(G ), z 7→ Λ(z)−1 is an operator-valued Nevanlinna function.
Proof. (i) follows immediately from (2.32) and the resolvent equation. (ii) is obvious from (i).
Theorem 2.36. The following assertions are equivalent:
i. Λ−1 : G −→ G is compact,
ii. Λ(z)−1 : G −→ G is compact for all z ∈ C \ σ(H) (for some z ∈ (−∞, 0] \ σ(H))
iii. Γ: H 1 −→ G is compact
Assume additionally that R is compact. Then any of the above condition is also equivalent with the following:
iv. For all z ∈ C \ σ(HD), there exists a ≥ 0 such that (Λ(z) + a)−1 is compact,
v. For all z ∈ C \ σ(HD), the operator Λ(z) is closed and has purely discrete spectrum.
17
3 Boundary pairs with additional properties
Proof. (i) ⇒ (ii)&(iii): We have the factorisation Λ−1 = K∗K with K = (ΓR1/2)∗ : G −→ H by Theorem 2.11 (i)
(or Proposition 2.31). Assume now that Λ−1 is compact, then K is compact, and therefore also Γ = K∗(H + 1)1/2
(hence (iii) is shown). Moreover, (ΓR)∗ = R1/2K : G −→ H is compact, too, and ΓR(z) : H −→ G is bounded.
Hence, by (2.35), we have
Λ(z)−1 = Λ−1 + (z + 1)(ΓR(z))(ΓR)∗
which shows that Λ(z)−1 is compact as operator G → G for any z ∈ C \ σ(H).
(ii) ⇒ (i) is obvious if the statement is true for all z ∈ C \ σ(H). If it is only true for one z ∈ (−∞, 0] \ σ(H), then
we can use a factorisation Λ(z)−1 = K∗K similarly as in the proof of (i) ⇒ (ii) to show the compactness of Λ−1.
(iii) ⇒ (i): The compactness of Λ−1 follows from Λ−1 = ΓΓ1∗ : G −→ G (see Theorem 2.11 (i)).
For the assertions (iv) and (v) we need some more notation: Denote by ha the quadratic form ha(u) = h(u)+a‖Γu‖2.
It can be seen that ha is closed, and its associated operator Ha is non-negative; moreover (Γ,G ) is still a boundary
pair associated with ha (see Section 5.1 for details).
(i) ⇒ (iv): Let z /∈ σ(HD). By Proposition 5.3, there exists a > 0 such that z /∈ σ(Ha). By assumption, Λ−1 is
compact, hence Λ−1a = (Λ + a)
−1 ≤ Λ−1 is also compact. We can now apply (i) ⇒ (ii) for the boundary pair (Γ,G )
associated with ha and obtain that Λa(z)
−1 = (Λ(z) + a)−1 is compact.
(iv)⇒ (i): Set z = −1, then Λ−1 = (1+aΛ−1)(Λ+a)−1 and this operator is compact, if (Λ+a)−1 is. The equivalence
(iv) ⇔ (v) is a general fact from operator theory.
We want to remark that, in general, the compactness of R and Λ−1 are independent of each other as the following
tabular shows:
Operator is compact: Examples Remarks
R RD Λ−1
! ! ! Section 6.3 (compact manifold)
! ! % Example 6.30 (modified manifold example)
% ! ! Example 6.16 (α > 2) Examples cannot be ell. reg.
% ! % Example 6.16 (α = 2)
% % ! Example 6.31 cylindrical manifold
% % % Example 6.32 modified cylindrical manifold
!— yes; %— no. Note that R compact implies RD compact as R ≥ RD ≥ 0. Moreover, for elliptically
regular boundary pairs (see next section) the compactness of Λ−1 and RD implies the compactness of R
by the resolvent formula (4.4c).
3 Boundary pairs with additional properties
Let us now describe further properties of boundary pairs described in terms of the Dirichlet solution operator and
an associated quadratic form. It turns out that these properties allow us to relate the concept of boundary pairs to
other concepts such as boundary triples (see Section 1.4). Moreover, one of these properties, called elliptic regularity,
allows us to show stronger results on resolvent formulae and spectral characterisations (see Theorem 4.3 (ii) and
Theorem 4.14).
3.1 Elliptically regular boundary pairs
An important case is when the solution form q (defined by q(ϕ) := ‖Sϕ‖2
H
for ϕ ∈ G 1/2) is bounded as form in G .
Surprisingly, this property has already been recognised as important in a different context by Brasche et al, and also
by Arlinskii, see Remark 3.7.
One of the main consequences of the boundedness of q is that the Dirichlet-to-Neumann form lz is sectorial, and
hence, the strong Dirichlet-to-Neumann operator (the operator associated with the form lz) is closed and sectorial.
Moreover, its domain domΛ(z) is independent of z (see Theorem 3.10).
Definition 3.1. Let (Γ,G ) be a boundary pair. We say that the boundary pair is elliptically regular if the solution
form q is bounded, i.e., if there is a constant C > 0 such that
q(ϕ) = ‖Sϕ‖2H ≤ C2‖ϕ‖2G
for all ϕ ∈ G 1/2.
Let us first present a simple result for bounded boundary pairs:
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Proposition 3.2. Let (Γ,G ) be a boundary pair and let S(z) be the corresponding weak Dirichlet solution operator.
If the boundary pair (Γ,G ) is bounded, then it is elliptically regular.
Proof. If the boundary pair is bounded, then Λ is a bounded operator in G by Theorem 2.11 (iii). Moreover,
q(ϕ) = ‖Sϕ‖2H ≤ ‖Sϕ‖2H 1 = ‖ϕ‖2G 1/2 = 〈Λϕ, ϕ〉G ≤ ‖Λ‖‖ϕ‖2G ,
for ϕ ∈ G , i.e., we can choose C2 := ‖Λ‖.
Remark 3.3.
i. Not all boundary pairs are elliptically regular, see the unbounded Jacobi operator examples in Section 6.2 or
the Zaremba problem in Theorem 6.39. Moreover, not all elliptic boundary pairs are bounded (see the manifold
examples in Sections 6.3– 6.5).
ii. The notion “elliptically regular” for boundary pairs is actually inspired by our basic example presented in detail
in Section 6.3, see in particular Remark 6.23 and also Remark 1.11.
The name “elliptically regular” is also justified by the following definition and Theorem 3.5 (v):
Definition 3.4. We say that the sesquilinear form lz : G
1/2 × G 1/2 −→ C is elliptic in G if there exist α > 0 and
ω(z) ∈ R such that
(Re lz)(ϕ) + ω(z)‖ϕ‖2G ≥ α‖ϕ‖2G 1/2
for all ϕ ∈ G 1/2.
Let us now present some equivalent characterisations:
Theorem 3.5. Let (Γ,G ) be a boundary pair, then the following assertions are equivalent:
i. The boundary pair is elliptically regular.
ii. The solution form qz (defined by qz(ϕ) := ‖S(z)ϕ‖2 for ϕ ∈ G 1/2) extends to a bounded form, and is associated
with a bounded operator Q(z) on G for some (any) z ∈ C \ σ(HD).
iii. The imaginary part Im lz :=
1
2i (lz − l∗z) (= − (Im z)qz) of the Dirichlet-to-Neumann form lz is bounded, and
hence associated with a bounded operator −(Im z)Q(z) on G for some (any) z ∈ C \R.
iv. The derivative l′λ of the Dirichlet-to-Neumann form is bounded, and hence associated with a bounded operator
on G (given by Λ′(λ) := −Q(λ)) for some (any) λ ∈ R \ σ(HD).
v. For z ∈ R in a neighbourhood of −1 (resp. for all z ∈ C \ σ(HD)), there exists ω(z) such that ω(−1) = 0 and
lim supa→−1
ω(a)
a+1 is finite, and the sesquilinear form lz is elliptic (in the sense of Definition 3.4) with constants
α = 1 and ω(z).
vi. We have Γ(domH) ⊂ G 1(= domΛ).
vii. The operator ΛΓR maps H into G and is bounded as operator H → G .
Remark 3.6. We have another characterisation using the second boundary map Γ′ and some more rather obvious
equivalent characterisations:
i. In Remark 1.11 we showed that if a boundary pair is elliptically regular, then Γ′RDf ∈ G for all f ∈ H .
One can extend the definition of Γ′ to Γˇ′ such that Green’s formula (1.14) remains true, but Γˇ′f ∈ G−1/2
(hence 〈Γˇ′f,Γg〉 is the dual pairing G−1/2×G 1/2). Then we have the equivalent characterisation that (Γ,G ) is
elliptically regular iff Γˇ′u ∈ G for all u ∈ domHD, or, formulated in analogy with (vi),
Γˇ′(domHD) ⊂ G .
ii’ The weak Dirichlet solution operator S(z) extends to a bounded operator S(z) : G −→ H for some (any)
z ∈ C \ σ(HD).
ii” The dual S(z)∗ : H −1 −→ G−1/2 of the Dirichlet solution operator S(z) restricts to a bounded operator
H → G (denoted by B(z)) for some (any) z ∈ C \ σ(HD).
ii”’ There is a constant c > 0 such that ‖Γh‖G ≥ c‖h‖H for all h ∈ N 1.
There are equivalent characterisations of elliptic regularity by other authors:
Remark 3.7.
i. Arlinskii expressed in [Ar00, Sec. 2.4]) a condition under the name condition (e) (in [Ar12, p. 62] it is called
condition (F)) which is equivalent to what we call “elliptic regularity”. Note that Arlinskii considers (in our
notation) bounded boundary pairs associated with the quadratic form of the Krein extension (see Section 1.5).
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ii. The characterisations Theorem 3.5 (vi) and (vii) are due to Ben Amor and Brasche [BABr08] (see also the
publication [BBABr11, Thm. 2.7] and the references therein). They showed that elliptic regularity (more
precisely, that Theorem 3.5 (vi) and (vii)) are also equivalent to
lim
a→∞
a‖Ra −RD‖ <∞,
where Ra = (Ha+1)
−1 and whereHa is the operator associated with the quadratic form ha(f) := h(f)+a‖Γf‖2G
for a ≥ 0 (see Section 5.1 for such Robin-type boundary conditions).
Proof of Theorem 3.5. (i) ⇔ (ii): This is a direct consequence of the estimate
1
CD(−1, z)2 q(ϕ) ≤ qz(ϕ) ≤ C
D(z,−1)2q(ϕ) (3.8)
for all ϕ ∈ G 1/2: qz is bounded iff q is bounded.
For the equivalence of (iii) with (ii), note that Im lz = −(Im z)qz by Theorem 2.23 (vii). Similarly, for (iv) we note
that l′λ = −qλ by Theorem 2.23 (vi).
(i) ⇒ (v) We have
Re lz(ϕ)− l(ϕ) = −Re〈(z + 1)U(z,−1)Sϕ, Sϕ〉 ≥ −ω(z)‖ϕ‖2
for ϕ ∈ G 1/2 (see Theorem 2.23 (ii) and Theorem 2.21 (i)), where
ω(z) := C2max
{
sup
λ∈σ(HD)
Re
((z + 1)(λ+ 1)
λ− z
)
, 0
}
, (3.9)
where C = ‖S‖G→H . Note that the inequality holds by the spectral calculus. Since the real part of the fraction as
a function in λ ∈ σ(HD) is continuous and has a limit as λ→∞, it attains a maximum C+(z) ∈ R (and a minimum
C−(z) ∈ R) for z ∈ C \ σ(HD). In particular, ω(z) = C2max{C+(z), 0} <∞.
If z = a < 0, then C+(a) = −(a+1) and C−(a) = (a+1)/a. Moreover, ω(a)/(a+1) ≤ 0 and the limes superior is
finite.
(v) ⇒ (i) From Theorem 2.23 (vi) we know that l′−1 = −q−1. Moreover, from the assumption, we have −(la(ϕ) −
l(ϕ)) ≤ ω(a)‖ϕ‖2 for a < 0 near −1 and ϕ ∈ G 1/2. Therefore, we conclude
0 ≤ ‖Sϕ‖2 = q−1(ϕ) = − lim
a→−1
la(ϕ) − l(ϕ)
a+ 1
≤ lim sup
a→−1
ω(a)
a+ 1
· ‖ϕ‖2,
hence the boundary pair is elliptically regular with C2 = lim supa→−1 ω(a)/(a+ 1).
(vi) ⇒ (vii) By assumption, Λ˘ΓR˘(H ) = ΛΓR(H ) ⊂ G . Assume that fn → f in H and ψn := ΛΓRfn → ψ in G ,
hence also in G−1/2. Moreover, ψn = Λ˘ΓR˘fn → Λ˘ΓR˘f in G−1/2 since Λ˘ΓR˘ is bounded as operator H →֒ H −1 R˘→
H
1 Γ→ G 1/2 Λ˘→ G−1/2. Since limits in G−1/2 are unique, we have Λ˘ΓR˘f = ψ ∈ G . In particular, ΛΓR : H −→ G is
closed, hence bounded by the closed graph theorem.
(vii) ⇒ (vi) Since ΛΓ(domH) = ΛΓR(H ) ⊂ G by assumption, we have Γ(domH) ⊂ G 1 = domΛ.
(i) ⇔ (vii) We have (Λ˘ΓR˘)∗ = S : G 1/2 −→ H 1 by Proposition 2.30 for z = −1, hence S extends to a bounded
operator G → H (i.e., q is a bounded form) iff Λ˘ΓR˘ restricts to a bounded operator H → G .
Here are some consequences of elliptic regularity:
Theorem 3.10. Let (Γ,G ) be an elliptically regular boundary pair and z ∈ C \ σ(HD), then the following assertions
are true:
i. The norms ‖·‖lz and ‖·‖G 1/2 are equivalent, i.e.,
‖ϕ‖2
G 1/2
≤ ‖ϕ‖2lz := Re lz(ϕ) + ω(z)‖ϕ‖2G ≤ (L(z) + ω(z)‖Γ‖21→0)‖ϕ‖2G 1/2 ,
where L(z) is defined in (2.24c).
ii. The form lλ resp. the associated operator Λ(λ) is bounded from below for all λ ∈ R \ σ(HD).
iii. The form lz is closed and sectorial, i.e., lz(ϕ) ∈ Σϑ − ω(z) for all ϕ ∈ G 1/2, where
Σϑ :=
{
w ∈ C ∣∣ |argw| ≤ ϑ} (3.11)
for ϑ = ϑz := arctanL(z).
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iv. The associated operator family (Λ(z))z∈C\σ(HD) is self-adjoint, i.e., Λ(z)
∗ = Λ(z). In particular, Λ(z) is closed
and self-adjoint for z ∈ R \ σ(HD). Moreover, the domain is domΛ(z) = G 1, i.e., independent of z, and Λ(z)
considered as operator Λ(z)1→0 : G 1 −→ G is bounded.
v. The operator Λ(z) is sectorial, i.e., we have σ(Λ(z)) ⊂ Σϑ−ω(z), i.e., the spectrum of the Dirichlet-to-Neumann
map is contained in the sector Σϑ − ω(z) for ϑ = ϑz.
vi. The operator Λ(z) is m-sectorial in the sense of Kato, i.e.,
‖(Λ(z)− w)−1‖L(G ) ≤ 1|w + ω(z)| sin(ϑ0 − ϑ)
for ϑ0 ∈ (ϑ, π) and w ∈ C \ (Σϑ0 − ω(z)).
Proof. (i) follows from the ellipticity of lz shown in Theorem 3.5 (v), (2.7) and Theorem 2.23 (iii). (ii) follows
immediately from (i) and again (2.7). (iii) The closeness of lz on G
1/2 follows from (i). Moreover, for ϕ ∈ G 1/2 \ {0}
we have |Im lz(ϕ)|
Re lz(ϕ) + ω(z)‖ϕ‖2 ≤
L(z)
α
= L(z)
using again Theorem 2.23. In particular, lz(ϕ) lies in the sector Σϑ − ω(z).
(iv) Note that Λ(z) is the operator associated with lz in the sense of sesquilinear forms, see [Ka66, Thm. VI.2.1];
in particular, Λ(z) is closed and sectorial, and domΛ(z) is a form core (i.e., dense in G 1/2. Moreover, Λ(z) is the
(strong) operator associated with lz , see (2.26)
For G 1 = domΛ(z) we use the equality
lz(ϕ, ψ) − l(ϕ, ψ) = −(z + 1)〈S(z)ϕ, Sψ〉.
for ϕ, ψ ∈ G 1/2 (see (2.24b)). The inclusion “⊆” follows from
‖Λ(z)ϕ‖ = sup
ψ∈G 1/2
lz(ϕ, ψ)
‖ψ‖G ≤ supψ∈G 1/2
〈Λϕ, ψ〉G + |z + 1|
√
qz(ϕ)q(ψ)
‖ψ‖G
≤ ‖Λϕ‖ + |z + 1|
√
CD(z, 1)C2‖ϕ‖G (3.12)
for ϕ ∈ domΛ = G 1 using (3.8) and the boundedness of q.
For the inclusion “⊇” we argue similarly. The boundedness of Λ(z) as operator G 1 → G follows also from (3.12).
(v)–(vi) can be deduced similarly as in [MuNP13, Sec. 2].
Note that if the boundary pair is not elliptically regular then lz is not necessarily closed on G
1/2; even worse, lz
might not be bounded from below or sectorial, see Remark 2.28.
We denote by B(z) : H −→ G the adjoint of S(z) : G −→ H , i.e., the restriction of S(z)∗ : H −1 −→ G−1/2 to H
for an elliptically regular boundary pair. The proof of the following is straightforward from Theorems 2.21 and 2.23:
Proposition 3.13. Assume that (Γ,G ) is an elliptically regular boundary pair, and that z, w /∈ σ(HD), then the
following assertions are true:
i. We have B(z)−B(w) = (z − w)B(w)RD(z) : H −→ G and the operator is bounded.
ii. The map z → B(z) is holomorphic and the derivatives B(k)(z) = k!B(z)RD(z)k : H −→ G are bounded.
iii. We have Λ(z)− Λ(w) = −(z − w)S (z)∗S(w) = −(z − w)B(z)B(w)∗ : G −→ G and the operator is bounded.
iv. The derivatives of Λ(·) are bounded, i.e.,
Λ(k)(z) = −k!S(z)∗RD(z)kS(z) = −k!B(z)RD(z)kB(z)∗ : H −→ G ;
in particular, Λ′(z) = −S(z)∗S(z) = −B(z)B(z)∗.
v. The imaginary part ImΛ(z) = −(Im z)S(z)∗S(z) = −(Im z)B(z)B(z)∗ is bounded and non-positive for Im z ≥
0.
vi. Assume that 0 /∈ σ(Λ(z)) and 0 /∈ σ(Λ(w)), then we have
Λ(z)−1 − Λ(w)−1 = (z − w)Λ(z)−1S(w)∗S(z)Λ(w)−1 = Λ(z)−1B(z)B(w)∗Λ(w)−1.
Proof. Let us just give a proof for the last assertion: it follows from Λ(z)−1−Λ(w)−1 = −Λ(z)−1(Λ(z)−Λ(w))Λ(w)−1
and (iii) and the fact that domΛ(z) = domΛ(w) = G 1.
Remark 3.14. The last assertion is useful if we know that Λ(λ) has a bounded inverse without a priori knowing
that λ /∈ σ(H), this is needed in the proof of Theorem 4.14 (i). Note that the formula in Proposition 2.34 (i) requires
that z and w are not in the Neumann spectrum σ(H).
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We have a sort of “converse” notion of elliptic regularity, namely, that the solution form q is (uniformly) positive:
Definition 3.15. We say that the boundary pair (Γ,G ) is positive, if the solution form q (q(ϕ) := ‖Sϕ‖2
H
, ϕ ∈ G 1/2)
is uniformly positive, i.e., if there is a constant c > 0 such that
q(ϕ) = ‖Sϕ‖2H ≥ c2‖ϕ‖2G
for all ϕ ∈ G 1/2.
Remark 3.16. Not all boundary pairs are positive: a counterexample is given by the manifold model of Section 6.3.
We have indicated in Theorem 1.20 how this notion relates to ordinary boundary triples.
For the positivity of a boundary pair, we have the following equivalent characterisations. The proof is very much
the same as the one of Theorem 3.5, hence we omit it:
Theorem 3.17. Let (Γ,G ) be a boundary pair, then the following assertions are equivalent:
i. The boundary pair is positive.
ii. The solution form qz is uniformly positive for some (any) z ∈ C \ σ(HD).
iii. There is a constant c(z) > 0 such that ‖S(z)‖H ≥ c(z)‖ϕ‖G for all ϕ ∈ G 1/2 for some (any) z ∈ C \ σ(HD).
iv. The form-valued function z → −lz is a uniformly strict Nevanlinna function, i.e., − Im lz is uniformly positive
for some (any) z ∈ C with Im z > 0.
v. The negative derivative −l′λ is a uniformly positive form for some (any) λ ∈ R \ σ(HD).
Operator-valued functions −Λ(·) with − ImΛ(z) being uniformly positive are called uniformly strict Nevanlinna
functions in [DHMdS06, p. 5354]. In (iv), we have a form equivalent notion.
4 Resolvent formulae and spectral relations
In this section we present some of our main results: a Krein-type resolvent formula (Theorem 4.3) and spectral
relations between the Neumann operator and the family of Dirichlet-to-Neumann operators (Theorems 4.11 and 4.14).
4.1 Resolvent formula for boundary pairs
We will prove a resolvent formula in a rather abstract way. To do so, we first need some technical preparation.
Denote by πz : H
1 −→ H 1,D the canonical map associating with f = w+h ∈ H 1 = H 1,D +˙N 1(z) the component
w ∈ H 1,D (see (2.16a)) and by π∗z its dual. We denote by H˘ , H˘D and Λ˘(z) the operatorsH , HD and Λ(z) extended to
H
1 → H −1, H 1,D → H −1,D, G 1/2 → G−1/2. respectively. The natural inclusion ι = ι1,D→1 : H 1,D →֒ H 1 is an
isometry and induces an operator ι∗ : H −1 −→ H −1,D. Note that ι∗f˜ : H 1,D −→ C is defined by (ι∗f˜)(g) = f˜(ιg)
for f˜ ∈ H −1 and g ∈ H 1,D. If f ∈ H is embedded in H −1 via f˜ = 〈f, ·〉, then
(ι∗f˜)(g) = 〈f, ιg〉 = 〈f, g〉 = f˜(g), (4.1)
i.e., ι∗ restricted to H acts as the identity on H .
We have now the following relation between the operators H˘ and H˘D and their resolvents extended to the scale of
Hilbert spaces.
Lemma 4.2. Let z ∈ C \ (σ(HD) ∪ σ(H), then we have the following identities:
i. ι∗(H˘ − z) = (H˘D − z)πz : H 1 −→ H −1,D,
ii. R˘D(z)ι∗ = πzR˘(z) : H
−1 −→ H 1,D,
iii. ιπz = ιR˘
D(z)ι∗(H˘ − z) : H 1 −→ H 1 is the projection onto H 1,D with kernel N 1(z), Moreover, the comple-
mentary projection is given by idH 1 −ιπz = P (z)(= S(z)Γ).
iv. P (z)R˘(z) = R˘(z)P (z)∗ : H −1 −→ H 1.
Proof. (i) Let f ∈ H 1 and g ∈ H 1,D. Then f = w + h with w = πzf according to the decomposition H 1 =
H 1,D +˙N 1(z). Moreover,
〈ι∗(H˘ − z)f, g〉H −1,D,H 1,D = (h− z1)(f, g) = (h− z1)(w, g) = 〈(H˘D − z)πzf, g〉1,−1,
since (h− z1)(h, g) = 0 (h ∈ N 1(z) and g ∈ H 1,D, see Definition 2.14).
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(ii) follows from (i) by multiplying with the resolvents.
For (iii), note that (idH 1 −ιπz)f = h = P (z)f is the complementary projection onto N 1(z). Moreover, we have
ιR˘D(z)ι∗(H˘ − z) = ιπzR˘(z)(H˘ − z) = ιπz by (ii).
(iv) follows from
P (z)R˘(z) = (idH 1 −ιπi)R˘(z) = R˘(z)− ιR˘D(z)ι∗ = R˘(z)− (R˘D(z)ι∗)∗ι∗
= R˘(z)− (πzR˘(z))∗ι∗ = R˘(z)(idH −1 −(ιπz)∗ = R˘P (z)∗,
where we used (ii) twice (once for z in the second and once in its dual version for z in the fourth equality).
We have now prepared all ingredients in order to prove one of the main theorems for boundary pairs, a weak
version of the so-called Krein’s resolvent formula. This formula allows us to detect the Neumann spectrum as the
“zeros” (Theorems 4.11 and 4.14) of the Dirichlet-to-Neumann operator.
Theorem 4.3. Assume that (Γ,G ) is a boundary pair associated with the quadratic form h and that z ∈ C\(σ(HD)∪
σ(H)).
i. We have the following weak versions of Krein’s resolvent identity:
R˘(z)− ιR˘D(z)ι∗ = P (z)R˘(z)
= S(z)Λ˘(z)−1S(z)∗ : H −1
S(z)∗−→ G−1/2 Λ˘(z)
−1
−→ G 1/2 S(z)−→ H 1, (4.4a)
R(z)−RD(z) = S(z)Λ˘(z)−1S(z)∗ : H S(z)
∗
−→ G−1/2 Λ˘(z)
−1
−→ G 1/2 S(z)−→ H . (4.4b)
ii. If, in addition, the boundary pair is elliptically regular, then
R(z)−RD(z) = S(z)Λ(z)−1S(z)∗ : H S(z)
∗
−→ G Λ(z)
−1
−→ G S(z)−→ H , (4.4c)
i.e., these operators do not leave the original Hilbert spaces G and H .
Proof. (i) We have
R˘(z)− ιR˘D(z)ι∗ = (idH 1 −ιπz)R˘(z)
= P (z)R˘(z) = P (z)2R˘(z) = P (z)R˘(z)P (z)∗ = S(z)ΓR˘(z)Γ∗S(z)∗
using Lemma 4.2. Finally, in Proposition 2.31 we showed that
ΓR˘(z)Γ∗ = Λ˘(z)−1
as an operator G−1/2 → G 1/2, and the resolvent formula (4.4a) follows, as well as (4.4b).
(ii) is just a consequence of (4.4a) together with Remark 3.6 and Proposition 2.31 (iii).
4.2 Operator pencils
For the spectral relations in Theorem 4.14, we need some results on operator pencils on G , which we define here
in the form we need it (see e.g. [Tr00, EL04] and references therein). We restrict ourselves to the case where
T (z)− T (z0) are bounded operators for all z (which corresponds to the elliptic regular case in our application later
on, see Remark 4.9 (ii)):
Definition 4.5. Let D ⊂ C be open with D = D. We say that T (·) = {T (z)}z∈D is a holomorphic self-adjoint
operator pencil if T (z)∗ = T (z) and z 7→ T (z)− T (z0) is holomorphic with values in the set of bounded operators on
G for some z0 ∈ D.
The spectrum of the operator pencil T (·) is given by
σ(T (·)) := { z ∈ C |T (z) is not invertible }.
We say that λ is an eigenvalue of T (·) (shortly λ ∈ σp(T (·))) if T (λ) is not injective.
Note that the usual spectrum of an operator A is the operator pencil spectrum of the operator pencil z 7→ A− z.
Fix λ ∈ D ∩ R. It follows that if
T (z) = A0 − (z − λ)A1 − (z − λ)2A2(z)
then A0 = T (λ) is self-adjoint (and possibly unbounded), where A1 = −T ′(λ) is self-adjoint and bounded and where
z 7→ A2(z) is holomorphic with values in the bounded operators on G . Then it is obvious that λ ∈ σp(T (·)) iff
λ ∈ σp(A0), but it is not clear whether λ ∈ σ(T (·)) iff λ ∈ σ(A0) or whether λ is isolated in σ(T (·)) iff λ is isolated
in σ(A0). For the latter assertion, we need more assumptions:
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Proposition 4.6. Assume that T (·) is a holomorphic self-adjoint operator pencil on D and that λ ∈ D∩R. Assume
that A1 := −T ′(λ) is (bounded and) uniformly positive (i.e., there are constants 0 < c ≤ C < ∞ such that c‖ϕ‖2 ≤
〈A1ϕ, ϕ〉 ≤ C‖ϕ‖2). Then the following assertions are equivalent:
i. λ is isolated in σ(T (·)) and
T (z)−1 =
1
z − λTλ(z) + Tˆλ(z), (4.7)
where Tλ(·) and Tˆλ(·) are holomorphic (bounded) operator functions near z = λ;
ii. 0 is isolated in the individual operator spectrum σ(T (λ)).
Proof. Without loss of generality, we can assume that λ = 0; otherwise consider T˜ (z) := T (z + λ).
Let us first consider the situation A2(z) = 0 for all z ∈ D. In this case, we do not need the expression (4.7) for
T (z)−1. Note first that kerT (0) = kerA0, hence 0 ∈ σp(T (·)) iff 0 ∈ σp(A0). Moreover, we have
T (z) = A0 − zA1 = A1/21 (A−1/21 A0A−1/21 − z)A1/21 . (4.8)
Now, T (z) is invertible iff A
−1/2
1 A0A
−1/2
1 − z is invertible, and 0 is isolated in σ(A−1/21 A0A−1/21 ) iff 0 is isolated in
σ(A0) (see e.g. [BGPa08, Lem 3.1]).
Let us now consider the general situation and prove (i)⇒(ii): We have
S(z) := T (z)−1(A0 − zA1) = T (z)−1(T (z) + z2A2(z)) = idG +z2T (z)−1A2(z).
Using (4.7) we have
z2T (z)−1A2(z) = (zT0(z) + z
2Tˆ0(z))A2(z)
and this operator family is bounded near z = 0 (including z = 0). In particular, if |z| is small enough, then S(z) is
invertible, hence A0− zA1 = T (z)S(z) is invertible, too. Therefore, we have shown that 0 is isolated in the spectrum
of the operator pencil z 7→ A0 − zA1. From the first part (the case A2(z) = 0), it follows that 0 ∈ σ(A0) is isolated.
(ii)⇒(i): Let 0 ∈ σ(A0) be isolated then 0 is isolated in the spectrum of z 7→ A0 − zA1, again by the first part (the
case A2(z) = 0). Using (4.8) we have
(A0 − zA1)−1 = A−1/21 (B − z)−1A−1/21 = A−1/21
(
−1
z
1{0}(B) +B
−1
0
)
A
−1/2
1
where B := A
−1/2
1 A0A
−1/2
1 and where B0 is the restriction of B onto kerB
⊥. In particular, we have a representation
of the inverse as in (4.7), and in order to show that T (z) has a bounded inverse for 0 < |z| small enough we can
argue similarly as in (i)⇒(ii).
Remark 4.9.
i. The non-trivial assertion in Proposition 4.6 is the fact that λ and 0 are isolated in the spectra, i.e., that T (z)
and T (λ)− z are invertible for all z 6= λ near λ.
ii. In our application, the operator pencil will be Λ(·). If we assume that the boundary pair is elliptically regular,
then Λ(·) is a holomorphic self-adjoint operator pencil on D = C\σ(HD) as in Definition 4.5 since Λ(z)∗ = Λ(z)
(Theorem 3.10 (iv)) and
Λ(z) = Λ(λ)− (z − λ)S (λ)∗S(z)
= Λ(λ)− (z − λ)S (λ)∗(S(λ) + (z − λ)RD(z)S(λ))
= Λ(λ)− (z − λ)Q(λ) − (z − λ)2A2,λ(z), A2,λ(z) := S(λ)∗RD(z)S(λ)
by Theorem 2.21 and Proposition 3.13. In particular, A0 = Λ(λ) and A1 = Q(λ). Moreover, z → A2,λ(z) is
holomorphic and ‖A2,λ(z)‖ ≤ ‖S(λ)‖2/d(z, σ(HD)). In particular, Λ(z)− Λ(λ) is a bounded operator.
The boundedness of A1 = Q(λ) means that the boundary pair is elliptically regular and the uniform positivity
of A1 means that the boundary pair is positive.
iii. We are not aware of a counterexample of an operator pencil where A1 = −T ′(λ) is uniformly positive, but not
bounded. However, we use Proposition 4.6 in Theorem 4.14 (iv), and Example 6.18 is a counterexample to the
assertion of the theorem (the boundary pair is positive, but not elliptically regular), see also Remark 4.17 (iii).
iv. Also, we cannot drop the uniform positivity of A1, as the counterexample given below in Example 4.10 shows
(e.g. assuming that A1 is bounded and injective, but not uniformly positive). This means that it is not enough
for the application of Proposition 4.6 that the boundary pair is elliptically regular, but not positive (as in the
case of our basic example, a Laplacian on a manifold with boundary). Nevertheless, we are not aware of a
boundary pair which is elliptically regular but not positive, such that the assertion of Proposition 4.6 is false
for T (·) = Λ(·).
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The author is indebted to Michael Strauss for the following example:
Example 4.10. We give here a counterexample for “(ii)⇒(i)” in Proposition 4.6 violating the uniform positivity of
A1, even in the situation when A2(z) = 0: Let T (z) := A0 − zA1 with A0 = A∗0 and A1 = A∗1 ≥ 0 specified below:
Let 0 be an isolated eigenvalue of A0 of infinite multiplicity in the essential spectrum of A0. Denote by (ϕn)n an
orthonormal basis of the eigenspace kerA0. Set
A1 := 1R\{0}(A0) +
∑
n
1
n
〈ϕn, ·〉ϕn
then A1 is bounded, non-negative and injective (but not uniformly positive). Moreover, T (z)ϕn = −(z/n)ϕn, hence
−z/n ∈ σ(T (·)) and ‖T (z)ϕn‖ → 0 showing that T (z) does not have a bounded inverse for any z ∈ C. In particular,
0 ∈ σ(T (·)), but 0 is not isolated.
4.3 Spectral relations between the Neumann and the Dirichlet-to-Neumann operator family
We can now prove some important consequences of Krein’s resolvent formula and other formulae for the Dirichlet-
to-Neumann operator. In particular, we have the following spectral relations:
Theorem 4.11. Assume that (Γ,G ) is a boundary pair associated with the quadratic form h and let λ ∈ C \ σ(HD).
Then the following assertions are true:
i. The Dirichlet solution operator S(λ) is a topological isomorphism from kerΛ(λ) onto ker(H − λ) with inverse
Γ, i.e.,
ker(H − λ) = S(λ) kerΛ(λ). (4.12a)
In particular, we have the spectral relation
λ ∈ σp(H) ⇔ 0 ∈ σp(Λ(λ)). (4.12b)
for the point spectrum (the set of eigenvalues). Moreover, the multiplicity of an eigenspace is preserved.
ii. Assume that R : H −→ H and Γ: H 1 −→ G are compact operators, then the spectra of H, HD and Λ(λ)
are purely discrete. Moreover, the spectral relation (4.12b) is true for the discrete (hence the entire) spectrum,
i.e., (4.12b) holds with σp(·) replaced by σdisc(·) or σ(·).
iii. If λ /∈ σ(H), then Λ(λ) has a bounded inverse. In particular, Λ(λ) is closed and 0 /∈ σ(Λ(λ)). (The converse is
in general false, see Remark 4.17 (i) and Example 6.17, but true for isolated eigenvalues, see (i) and the next
assertion (iv)).
iv. Assume that λ is isolated in σ(H), then there exist r1 > 0 and Cλ > 0 (depending only on λ, σ(H) and r1)
such that
‖Λ(z)−1‖G→G ≤ ‖Γ‖21→0
Cλ
|z − λ| (4.12c)
for all z 6= λ and |z − λ| ≤ r1. Moreover, λ is an isolated eigenvalue in the operator pencil spectrum σ(Λ(·)),
i.e.,
λ is isolated in σ(H) ⇒ λ is isolated in the operator pencil spectrum σ(Λ(·)).
Proof. (i) Let ϕ ∈ kerΛ(λ) and h := S(λ)ϕ, then
(h− λ1)(h, g) = lλ(ϕ,Γg) = 〈Λ(λ)ϕ,Γg〉 = 0
for g ∈ H 1 by the definition of lλ in (2.24a), hence h ∈ domH and (H − λ)h = 0.
On the other hand, if h ∈ ker(H − λ) then it is easily seen that h ∈ N 1(λ). Set ϕ := Γh, then h = S(λ)ϕ and a
similar calculation as above shows that ϕ ∈ domΛ(λ) and Λ(λ)ϕ = 0.
The spectral equivalence (4.12b) for the point spectrum is obvious from (4.12a), as well as the preserved multiplicity.
(ii) It follows from Theorem 2.36 that the spectrum of Λ(λ) is discrete (see also Proposition 5.2 (vi) for the discreteness
of σ(HD)). The spectral relation is then a consequence of part (i).
(iii) Assume that λ /∈ σ(H), then Λ(λ)−1 = ΓR(λ)Γ∗ exists and is bounded as operator G → G by Proposi-
tion 2.31 (iii). In particular, Λ(λ) is closed and has a bounded inverse, hence 0 /∈ σ(Λ(λ)).
(iv) If λ is isolated in σ(H), then there exists r1 > 0 such that, for all z ∈ C with 0 < |z − λ| ≤ r1, the resolvent
R(z) has a first order pole at λ, i.e.,
R(z) =
1
λ− z1{λ}(H) +Rλ(z),
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where Rλ(z) is the resolvent ofH↾ker(H−λ)⊥ , and the same equation is true with R(z), 1{λ}(H) and Rλ(z) : H −→ H
replaced by R˘(z), 1˘{λ}(H) and R˘λ(z) : H
−1 −→ H 1. By Proposition 2.31, we have
Λ(z)−1 = ΓR˘(z)Γ∗ =
1
λ− zΓ1˘{λ}(H)Γ
∗ + ΓR˘λ(z)Γ
∗ (4.13)
as operator in G . In particular, Λ(z)−1 has a first order pole at z = λ and
‖(λ− z)Λ(z)−1‖ ≤ ‖Γ‖21→0
(‖1˘{λ}(H)‖−1→1 + |λ− z|‖R˘λ(z)‖−1→1) = ‖Γ‖21→0Cλ(z),
where Cλ(z) := |λ+ 1| + |λ− z| sup
λ′∈σ(H)\{λ}
|λ′ + 1|
|z − λ′|
Note that Cλ(z) < ∞ since λ is isolated in σ(H) and since the fraction tends to 1 as λ′ → ∞. Since z → Cλ(z) is
continuous, Cλ := supCλ({ z ∈ C | |z − λ| ≤ r1 }) <∞.
We have therefore shown that z /∈ σ(Λ(·)) for 0 < |z| ≤ r1. For the last assertion, it remains to show that λ is an
eigenvalue of Λ(λ), but this follows immediately from (i).
If we assume elliptic regularity for the boundary pair then we can conclude the following stronger spectral relations:
Theorem 4.14. Assume that (Γ,G ) is an elliptically regular boundary pair associated with the quadratic form h and
let λ ∈ C \ σ(HD). Then the following assertions are true:
i. The spectral relation
λ ∈ σ(H) ⇔ 0 ∈ σ(Λ(λ)). (4.15)
holds for the entire spectrum.
ii. Assume that Γ: H 1 −→ G is a compact operator (see Theorem 2.36 for equivalent characterisations) then
σess(H) = σess(H
D), and σ(H)\σ(HD) consists of discrete eigenvalues of H, only. In particular, if λ /∈ σ(HD),
then the relation (4.15) is true for the discrete spectrum, i.e., with σ(·) replaced by σdisc(·).
iii. An eigenvalue λ is isolated in the spectrum of H iff λ is isolated in the spectrum of the operator pencil Λ(·),
i.e.,
λ is isolated in σ(H) ⇔ λ is isolated in the operator pencil spectrum σ(Λ(·)).
If one of the conditions is fulfilled, then the estimate (4.12c) holds.
iv. Assume additionally, that the boundary pair is positive, then
λ is isolated in σ(H) ⇔ 0 is isolated in the individual spectrum σ(Λ(λ))
(i.e., isolated in the spectrum of the individual operator Λ(λ)). In particular, the spectral relation (4.15) is also
true for the discrete and essential spectrum, i.e., with σ(·) replaced by σdisc(·) resp. σess(·).
Proof. (i) Note first that by elliptic regularity, Λ(λ) is closed for all λ ∈ C \ σ(HD) (i.e., also for λ ∈ σ(H)) by
Theorem 3.10 (iv), and it makes sense to speak of σ(Λ(λ)).
“⇒”: We argue by contraposition: If 0 /∈ σ(Λ(λ)), then Λ(λ)−1 exists and is bounded. Moreover, the limit of
(Λ(z)−1 − Λ(λ)−1)/(z − λ) as z → λ exists in B(G ) by Proposition 3.13 (vi) (the boundary pair is elliptic!). Note
that we only know λ /∈ σ(HD) here, but we do not know yet that λ /∈ σ(H), therefore we cannot apply the formula
of Proposition 2.34 (i) here.
In particular, the map Λ(z)−1 : G −→ G is holomorphic in z ∈ C \ σ(HD) and also in z = λ. Since also λ /∈ σ(HD)
and since again the boundary pair is elliptically regular, S(z) : G −→ H is bounded and also depends holomorphically
on z near λ. Therefore, the operator
RD(z) + S(z)Λ(z)−1S(z)∗ : H −→ H (4.16)
depends holomorphically on z and is still a bounded operator as z → λ. By Theorem 4.3 (ii), this operator equals
R(z) for z ∈ C \ σ(H). As R(z) is then still a bounded operator on H for z → λ, we have λ /∈ σ(H) (the resolvent
set C \ σ(H) is the maximal set of holomorphy, see [Ka66, Thm. III.6.7]).
“⇐” was already shown in Theorem 4.11 (iii).
(ii) By Theorem 2.36, Λ−1 is compact, and by (4.4c) and the elliptic regularity, it follows that the resolvent difference
R−RD is compact, too. In particular, the essential spectra agree. The spectral relation follows from Theorem 4.11 (i),
since the spectrum now consists of eigenvalues of finite multiplicity only.
(iii) That λ is an eigenvalue of σ(H) iff kerΛ(λ) is nontrivial follows already from Theorem 4.11 (i).
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“⇒” follows from Theorem 4.11 (iv), but a shorter proof is as follows: If λ is isolated in σ(H), then Λ(z)−1 exists
and is bounded by Proposition 2.31 (iii) for z ∈ C\σ(HD) with 0 < |z − λ| small enough, i.e., λ is isolated in σ(Λ(·)).
“⇐” Using (4.16), Krein’s resolvent formula (4.4c) (and the elliptic regularity), we conclude that R(z) is defined
for z with 0 < |z − λ| small enough, and also has a pole at z = λ, hence λ ∈ σ(H) is isolated.
(iv) is a consequence of (iii) and Proposition 4.6. For the representation (4.7) we refer to (4.13).
Remark 4.17. Let us comment on the elliptic regularity condition and some other aspects:
i. The elliptic regularity condition for the spectral equivalence in Theorem 4.14 (i) is needed for the implication
“⇒”: We give a counterexample of a non-elliptically regular boundary pair in Example 6.17, where 0 ∈ σ(H)
but 0 /∈ σ(Λ(0)).
For the opposite implication it is enough to assume that Λ(λ) is closed.
ii. Without the elliptic regularity assumption, the conclusion of Theorem 4.14 (ii) is also generally false: From
Krein’s resolvent formula (4.4b) the compactness of Λ−1 does not in general imply that R − RD is compact:
In Example 6.16 we have a non-elliptically regular boundary pair for which RD is compact, but R is not, even
though Λ−1 may be be compact.
iii. The implication “0 ∈ σ(Λ(λ)) isolated ⇒ λ ∈ σ(H) isolated” in Theorem 4.14 (iv) is generally false for non-
elliptically regular boundary pairs: In Example 6.18 we give an example of a boundary pair which is positive,
but not elliptically regular. For this example, 0 ∈ σ(Λ(0)) is isolated, while 0 ∈ σ(H) = [0,∞) is not.
iv. Note that the spectral characterisations of Theorems 4.11 and 4.14 are void if σ(H) = σ(HD) = [0,∞) as in the
example of a non-compact cylindrical manifold in Section 6.4. In this case, the Dirichlet-to-Neumann operator
is not defined for λ ∈ [0,∞).
v. For bounded and positive boundary pairs (hence for ordinary boundary triples, see Theorem 1.20), there is
also a characterisation for the absolutely and singular continuous spectrum (see [BGPa08]) if the Dirichlet-to-
Neumann operator has the special form
Λ(z) =
...
∆ −m(z)
n(z)
,
where
...
∆ is a bounded, self-adjoint operator on G and where m,n are functions holomorphic on C \ σ(HD).
We believe that this assertion remains true for elliptically regular and positive boundary pairs (and maybe
even in more general settings), but where
...
∆ may be unbounded. We hope to come back to the analysis of the
absolutely continuous spectrum in a forthcoming publication.
5 Boundary pairs constructed from other boundary pairs
In this section, we give classes of of boundary pairs constructed from others, such as Robin-type perturbations (where
we change the quadratic form with which the boundary pair is associated), coupled boundary pairs or the bounded
modification of an unbounded boundary pair (where we change the boundary space).
5.1 Robin boundary conditions
We start explaining how to use our concept of boundary pairs also for more general “boundary conditions” than
Neumann. The basic idea is to change the underlying quadratic form h, but leave the boundary pair (Γ,G ) as it is.
For simplicity, we consider only constants a and no operators on G , here.
Let (Γ,G ) be a boundary pair associated with a quadratic form h. For a ≥ 0, we define
ha(f) := h(f) + a‖Γf‖2G (5.1)
for h ∈ dom ha := H 1. Since
(h+ 1)(f) ≤ (ha + 1)(f) ≤ (1 + a‖Γ‖2)(h+ 1)(f),
the norms associated with h and ha (see (2.1)) are equivalent, hence ha is also a closed quadratic form on H
1. We
will now derive the objects arising from the boundary pair (Γ,G ) associated with ha, denoted with a subscript (·)a:
Proposition 5.2.
i. The Dirichlet operator is unchanged, i.e., H 1,Da = H
1,D = kerΓ and HDa = H
D.
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ii. The Neumann operator Ha has domain
domHa =
{
f ∈ W ∣∣Γ′f + aΓf = 0},
where W is the domain of Γ′ for the maximal boundary triple associated with (Γ,G ) (see Definition 1.13 and
Section 1.4 for the notation).
iii. The range of the boundary map is unchanged, as well as the Dirichlet solution operator; i.e., G
1/2
a = G 1/2 =
ranΓ and Sa(z) = S(z).
iv. The Dirichlet-to-Neumann form lz,a for the boundary pair associated with ha is given by
lz,a(ϕ) = lz(ϕ) + a‖ϕ‖2G or, in operator form, Λ˘a(z) = Λ˘(z) + a.
v. The boundary pair associated with ha is elliptically regular resp. positive iff the boundary pair associated with h
is.
vi. We have R ≥ Ra ≥ RD. In particular, if R : H −→ H is compact, then Ra : H −→ H and RD : H −→ H
are also compact, and the eigenvalues fulfil
λk(H) ≤ λk(Ha) ≤ λk(HD)
(labelled in increasing order respecting their multiplicity).
Proof. We only indicate some of the arguments here: For the domain inclusion “⊂” of (ii) note that f ∈ domHa
implies that there is h ∈ H such that
h(f, g) + a〈Γf,Γg〉 = 〈h, g〉
for all g ∈ H 1. If we assume g ∈ domHmin = domHD ∩ domH in the last equation, then the boundary term
vanishes and h(f, g) = 〈f,Hg〉, hence f ∈ domHmax and Hmaxf = h. Moreover, the defining equation for W of the
associated maximal boundary triple (see the forthcoming publication [P] for details) is fulfilled. Finally, comparing
the above formula with Green’s first identity (1.14), we see that Γ′f = −aΓf . Therefore, we have shown that f ∈ W .
(vi) For the last assertion note that (0 ≤)h ≤ ha ≤ hD in the sense of quadratic forms (cf. e.g. [Da95, Sec. 4.4]).
Therefore, R ≥ Ra ≥ RD(≥ 0), i.e., Ra and RD are also compact.
The following proposition is useful when proving statements for λ inside the Neumann spectrum H stating that
one can always find an a > 0 such that λ is not in the spectrum of Ha, even if λ ∈ σ(H), provided the Dirichlet and
Neumann spectra are purely discrete.
Proposition 5.3. Let (Γ,G ) be a boundary pair and λ ∈ [0,∞). Assume in addition that R is compact. If λ /∈ σ(HD)
then there exists a0 > 0 such that λ /∈ σ(Ha) for all a ≥ a0.
Proof. The operator
Λ1/2ΓR1/2 : H
R1/2−→ H Γ−→ G 1/2 Λ
1/2
−→ G
is bounded and R1/2 is compact as operator in H , since R is compact. In particular, the operator Λ1/2ΓR =
Λ1/2ΓR1/2R1/2 : H −→ G is compact. By [BBABr11, Thm. 2.6], we have ‖Ra −RD‖ → 0 as a → ∞, i.e., Ha
converges in norm resolvent sense to HD. This implies in particular, that if λ /∈ σ(HD), then there exists a0 > 0 such
that λ /∈ σ(Ha) for all a ≥ a0 (see e.g. [RS80, Thm VIII.23]).
5.2 Coupled boundary pairs
We present in this subsection two procedures of coupling boundary pairs. Such couplings have already been treated
e.g. in [DHMdS00].
Assume that (Γi,G ) is a boundary pair associated with hi (dom hi = H
1
i ) in the Hilbert space Hi for i = 1, 2.
Note that the boundary space is the same for both boundary pairs. We assume additionally that
G
1/2 := ranΓ1 ∩ ranΓ2 is dense in G . (5.4)
We set H := H1 ⊕H2 and H 1,dec := H 11 ⊕H 12 . It follows easily from the boundedness of Γi : H 1i −→ G that
H
1 :=
{
f ∈ H 1,dec ∣∣Γ1f1 = Γ2f2 } (5.5)
is a closed subspace of H 1,dec, and h := (h1 ⊕ h2)↾H 1 is a non-negative, closed form in H with associated operator
H . We call h the coupled form obtained from h1 and h2.
Set
Γ: H 1 −→ G , Γf := Γ1f1 = Γ2f2.
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Proposition 5.6. Assume that (Γi,G ) are boundary pairs for i = 1, 2 such that the density condition (5.4) holds.
Then the following assertions are true:
i. The pair (Γ,G ) is a boundary pair associated with the coupled quadratic form h, called here the (Neumann-
)coupled boundary pair.
ii. The Dirichlet operator associated with the coupled boundary pair is decoupled, i.e., HD = HD1 ⊕HD2 , while the
Neumann operator (the operator associated with h) is (in general) coupled. Moreover, the Dirichlet solution
operator and the Dirichlet-to-Neumann operator of the coupled boundary pair are given by
S(z)ϕ = S1(z)ϕ⊕ S2(z)ϕ and Λ˘(z)ϕ = Λ˘1(z)ϕ+ Λ˘2(z)ϕ
for ϕ ∈ G 1/2 = ranΓ, where z ∈ C \ σ(HD) = C \ (σ(HD1 ) ∪ σ(HD2 )).
iii. We have
‖ϕ‖2
G 1/2
:= ‖Sϕ‖2
H 1
= ‖S1ϕ‖2H 1
1
+ ‖S2ϕ‖2H 1
2
≥ ‖ϕ‖2
G
1/2
i
,
i.e., the embedding G
1/2
i →֒ G 1/2 = ranΓ is bounded for i = 1, 2. If in addition ranΓ1 = ranΓ2, then the
embedding is surjective, and the norms on G 1/2, G
1/2
1 and G
1/2
2 are mutually equivalent.
iv. If the boundary pairs (Γi,G ) are elliptically regular resp. positive, then the coupled boundary pair (Γ,G ) is
elliptically regular resp. positive.
v. Krein’s resolvent formula in this context reads as
R˘(z) = ι1R˘
D
1 (z)ι
∗
1 ⊕ ι2R˘D2 (z))ι∗2 + S(z)Λ˘(z)−1S(z)∗ : H −1 −→ H 1 (5.7)
(with R˘Di (z) = (H˘
D
i −z)−1 : H −1,Di −→ H 1,Di and ιi : H 1,Di →֒ H 1i ), i.e., the resolvent of the coupled operator
can be expressed by operators of the individual boundary pairs only, namely, the direct sum of the Dirichlet
resolvents and a coupling term.
Proof. (i) The boundedness of Γ is obvious, as well as the density of
H
1,D := ker Γ = kerΓ1 ⊕ ker Γ2 = H 1,D1 ⊕H 1,D2 .
Moreover, ranΓ = G 1/2 is dense in G by assumption (5.4).
(ii) That HD is decoupled is obvious, as well as the formula for the coupled Dirichlet solution operator. The formula
for the coupled solution operator is obvious. The corresponding Neumann operator is (in general) coupled (i.e., not
a direct sum of the individual Neumann operators) For the coupled Dirichlet-to-Neumann operator, note that
〈Λ˘(z)ϕ, ψ〉 = (h− z1)(S(z), g)
= (h1 − z1)(S1(z), g1) + (h1 − z1)(S1(z), g2) = 〈Λ˘1(z)ϕ, ψ〉 + 〈Λ˘2(z)ϕ, ψ〉
for ϕ ∈ G 1/2 and any g = g1 ⊕ g2 ∈ H 1 with Γg = ψ (see (2.24a) and Definition 2.25).
(iii) The equivalence of the norms follows from the open mapping theorem (a bounded bijective operator has also a
bounded inverse).
(iv) The last assertion is also obvious, using Definitions 3.1 and 3.15. We have e.g.
q(ϕ) = ‖Sϕ‖2H = ‖S1ϕ‖2H1 + ‖S1ϕ‖2H1 = q1(ϕ) + q2(ϕ) ≤ (C1 + C2)‖ϕ‖2G
if q1, q2 resp. C1, C2 are the solution forms resp. constants in the estimate of Definition 3.1 for the individual
boundary pairs.
In many applications, the RHS of Krein’s resolvent formula (5.7) in the coupled case can be calculated explicitly,
hence we have a formula for the resolvent of the coupled operator (see Remark 6.28 for an example).
There is another way of coupling two boundary pairs: Let hdec = h1 ⊕ h2 with domain domhdec = H 1,dec =
H
1
1 ⊕H 22 . As boundary operator, we define here
Γ˜f := Γ1f1 − Γ2f2.
It is again easily seen that (Γ˜,G ) is a boundary pair associated with hdec. Then the associated Neumann operator is
H˜ = H1⊕H2, hence decoupled. Moreover, ker Γ˜ equals H 1 defined in (5.5), and the Dirichlet operator H˜D associated
with this boundary pair is the coupled operator. We call this boundary pair the Dirichlet-coupled boundary pair,
since the Dirichlet operator is coupled here.
It is now straightforward to calculate the associated Dirichlet solution operators and the Neumann-to-Dirichlet
operator of the coupled boundary pair as
S˜ϕ = S1(Λ˘1 + Λ˘2)
−1Λ˘2ϕ⊕ S2(Λ˘1 + Λ˘2)−1Λ˘1ϕ and ˘˜Λ(z)−1ϕ = Λ˘1(z)−1ϕ+ Λ˘2(z)−1ϕ (5.8)
for ϕ ∈ G˜ 1/2 = G 1/21 + G 1/22 .
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5.3 Direct sum of boundary pairs
Another way of obtaining a new boundary pair from two boundary pairs (Γi,Gi) associated with hi on Hi (i = 1, 2)
is by taking the direct sum of all objects, i.e., H := H1⊕H2, G := G1⊕G2, Γ := Γ1⊕Γ2 etc. We call this boundary
pair the direct sum of the boundary pairs (Γ1,G1) and (Γ2,G2). The corresponding derived objects and the properties
of the direct sum can easily be derived; e.g. Λ(z) = Λ1(z) ⊕ Λ2(z) and its spectrum is the union of the spectra of
Λi(z). Note that the direct sum is different from the coupled pairs defined in Section 5.2.
5.4 Regularisation: Making a boundary pair bounded
Let us finally define a bounded boundary pair (Γ˜, G˜ ) constructed from an unbounded boundary pair (Γ,G ) associated
with h as follows: We set
G˜ := G 1/2 and Γ˜ : H 1 −→ G˜ ,
where G˜ is endowed with the norm ‖ϕ‖
G˜
= ‖ϕ‖G 1/2 = ‖Sϕ‖H 1 , i.e., we just change the range space of Γ, and
obviously, ran Γ˜ = G˜ , i.e., (Γ˜, G˜ ) is a bounded boundary pair. For the new boundary pair, called the bounded
modification or regularisation of (Γ,G ), we have ‖Γ˜‖1→0 = 1. Moreover its weak Dirichlet solution operator and
Dirichlet-to-Neumann operator are given as follows:
Proposition 5.9. Assume that (Γ,G ) is an unbounded boundary pair associated with a quadratic form h. Denote by
(Γ˜, G˜ ) its bounded modification, given by G˜ = G 1/2, Γ˜ : H 1 −→ G˜ , Γ˜f = Γf , where the objects without tilde refer to
(Γ,G ) and the objects with tilde refer to (Γ˜, G˜ ). Then the following assertions are true:
i. The Neumann and Dirichlet operators remain unchanged, i.e., H˜D = HD and H˜ = H.
ii. We have
S˜(z) : G˜ −→ H 1, S˜(z)ϕ = S(z)ϕ, Λ˜ = id
G˜
and Λ˜(z) = Λ˘−1Λ˘(z) : G˜ −→ G˜ .
iii. The boundary pair (Γ˜, G˜ ) is bounded and in particular elliptically regular. Moreover S˜(z) : G˜ −→ H and
Λ˜(z) : G˜ −→ G˜ are bounded operators, the norm of the latter is bounded by L(z) (cf. (2.24c)).
iv. If (Γ,G ) is not positive, then (Γ˜, G˜ ) is not either.
Remark 5.10. Note that although we could only work with bounded boundary pairs, there is not always an
associated ordinary boundary triple (for this we need that the new (and hence the old) boundary pair is positive, see
Theorem 1.20). The bounded modification of an unbounded boundary pair is obviously elliptically regular (because
it is bounded), but not necessarily positive (in particular the bounded modification is not positive if the original
boundary pair is not). In Example 6.29 we present a bounded modification of a boundary pair which is not positive.
Moreover, the unbounded boundary pair is in many examples more “natural” like in the manifold example in
Section 6.3 since the regularised boundary pair involves the Dirichlet-to-Neumann operator in the norm of the new
boundary space (see also the second last paragraph of Section 1.5: “Applications of . . . ”).
6 Examples
All our examples are of the form H = L2(X,µ) and G := L2(Y, ν) where (X,µ) and (Y, ν) are measure spaces and
Y ⊂ X , as explained in Example 2.4.
6.1 Examples with finite-dimensional boundary space
We treat here a simple example where X = I is a compact interval and Y = ∂I consists of two points only. The
corresponding boundary space is two-dimensional and the boundary pair is bounded and positive, hence associated
with an ordinary boundary triple (see Theorem 1.20).
More precisely, let I = [0, ℓ] for some ℓ ∈ (0,∞) and set H := L2(I), H 1 := H1(X), h(f) := ‖f ′‖2L
2
(I). As
boundary operator, we choose Γf = (f(0), f(ℓ)). It follows now from standard assertions on Sobolev spaces that
(Γ,G ) is a boundary pair. Moreover, the Neumann and Dirichlet operators are the usual Neumann and Dirichlet
Laplacians on [0, ℓ], and the Dirichlet solution operator is given by
S(z)ϕ = ϕ0
sin(
√
z(ℓ− s))
sin(
√
zℓ)
+ ϕ1
sin(
√
zs)
sin(
√
zℓ)
(6.1)
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for z /∈ σ(HD) = { k2π2/ℓ2 | k = 1, 2, . . .}, where ϕ = (ϕ0, ϕ1) ∈ C2 and where the complex square root is suitably
chosen. If z = 0, we use the continuous extension of the above expressions. The Dirichlet-to-Neumann operator is
represented by the matrix
Λ(z) =
√
z
sin(
√
zℓ)
(
cos(
√
zℓ) −1
−1 cos(√zℓ)
)
(6.2)
with eigenvalues −√z tan(√zℓ/2) and √z cot(√zℓ/2). For z = −κ2 < 0 (κ > 0), the former eigenvalue, i.e.,
κ tanh(κℓ/2), is smaller than the latter one, i.e., κ coth(κℓ/2). The corresponding eigenvectors are (1, 1) and (−1, 1).
The eigenvalues of Λ(0) are 0 and 2/ℓ. It follows that ‖Γ‖21→0 = (inf σ(Λ))−1 = (tanh(ℓ/2))−1 = coth(ℓ/2) (κ = 1;
see Theorem 2.11 (ii).
The matrix Q(z) = S(z)∗S(z) has the same eigenvectors and the eigenvalues for z = −κ2 (κ > 0) are
ξℓ+(−κ2) =
tanh(κℓ/2)
2κ
+
ℓ
4 cosh2(ℓκ/2)
≥ ξℓ−(−κ2) =
coth(κℓ/2)
2κ
− ℓ
4 sinh2(ℓκ/2)
(6.3)
with asymptotics ξℓ+(−1) ≈ ℓ/2 and ξℓ−(−1) ≈ ℓ/6 as ℓ → 0 and ξℓ+(−1) → 1/2 and ξℓ−(−1) → 1/2 as ℓ → ∞. If
z = 0, then ξℓ+(0) = ℓ/2 and ξ
ℓ
−(0) = ℓ/6.
We call (Γ,G ) the boundary pair associated with I = [0, ℓ] and ∂I = {0, ℓ}.
6.2 Examples with Jacobi operators
We present here a boundary pair which mainly serves as a “zoo” of examples in which X = [0, ℓ) and Y is a countable
subset of X accumulating only at ℓ ∈ (0,∞]. It will turn out that the associated Dirichlet-to-Neumann operator (for
certain real values of z) is actually a Jacobi operator in ℓ2(N) acting as
(Jϕ)n = an−1ϕn−1 + bnϕn + anϕn+1, n = 1, 2, . . . , (6.4)
and ϕ0 = 0. Here, an, bn are suitable real-valued sequences. We call J the Jacobi operator associated with (an)n
and (bn)n.
Note that if an < 0 and bn = −(an + an−1), then we can interpret J as a discrete weighted Laplacian with
corresponding form 〈Jϕ, ϕ〉 = ∑∞n=1(−an)|ϕn+1 − ϕn|2, i.e., we can consider −an as a weight of the edge from
vertex n to n + 1 of the half-line graph N. If qn := bn + an + an−1 6= 0 then we can interpret (qn)n as a discrete
potential, and J is a discrete Schro¨dinger operator with this potential with associated form
〈Jϕ, ϕ〉 =
∞∑
n=1
(−an)|ϕn+1 − ϕn|2 +
∞∑
n=1
qn|ϕn|2. (6.5)
Remark 6.6. Recently, boundary triple methods have also been used in [KoM10] for the spectral analysis of Lapla-
cians with infinitely many delta-interactions in dimension 1 which become arbitrarily close. Kostenko and Malamud
couple infinitely many boundary triples to a new boundary relation (a generalisation of boundary triples, see the text
after Theorem 1.20). Kostenko and Malamud provide a theory allowing them to describe self-adjoint extensions of a
minimal operator of the coupled boundary relation, and these can be parametrised by Jacobi operators. Moreover,
they provide conditions under which the extension is bounded from below and under which resolvent differences are in
Schatten-von Neumann classes. In our context, we can understand these Laplacian with delta-interactions as Robin-
type perturbations of the Neumann operator, and the Dirichlet-to-Neumann operator is then a Jacobi operator. We
will not analyse such perturbations in this work, but Kostenko and Malamud’s result could also be recovered by our
boundary pair method. There are similar results for Dirac-type operators with infinitely many delta-interactions in
dimension 1 ([CMPc13]) and also for infinitely many delta-interactions in dimension 3 ([MSch12]).
Let I := [0, ℓ) for some ℓ ∈ (0,∞] and set H := L2(I). As quadratic form, we choose h(f) = ‖f ′‖2L
2
(I) with domain
H
1 :=
{
f ∈ H1(X) ∣∣ f(0) = 0}.
As boundary Y , we choose a sequence of points (xn)n such that x0 = 0, ℓn := xn+1−xn > 0 and limn→∞ xn = ℓ. We
set In := [xn, xn+1]. As boundary space and operator we set G := ℓ2(N) and (Γf)n := ̺
1/2
n f(xn), respectively, where
(̺n)n is a sequence of positive numbers. To simplify some estimates, and to assure that (Γ,G ) will be a boundary
pair associated with h, we assume that there are constants τ+, ̺± ∈ (0,∞) such that
τ+ := sup
n
̺n
2
coth
( ℓn
2
)
<∞ and ̺− ≤ ̺n
̺n+1
≤ ̺+ (6.7)
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for all n ∈ N. From the first condition we can conclude the following: since tanh y ≤ y for y > 0, we have
1/y ≤ coth(y/2)/2 or
̺n
ℓn
≤ ̺n
2
coth(ℓn/2) ≤ τ+. (6.8)
The second condition of (6.7) allows us to replace ̺n±1 by ̺n in estimates. We also set
ℓ−n := min{ℓn, 1}, hence τ+ <∞ is equivalent with sup
n
̺n
ℓ−n
<∞. (6.9)
Proposition 6.10. Assume that (6.7) holds then the following assertions are true:
i. The operator Γ: H 1 −→ G is bounded and ‖Γ‖21→0 = 2τ+; moreover, (Γ,G ) is a boundary pair associated with
h.
ii. The associated Neumann operator H is the Laplacian with Dirichlet condition at 0 and Neumann condition at
ℓ (if ℓ <∞). Its spectrum is purely discrete and given by { (k+ 1/2)2π2/ℓ2 | k = 0, 1, . . . } if ℓ <∞, and purely
absolutely continuous and given by σ(H) = [0,∞) if ℓ =∞.
iii. The associated Dirichlet operator is given by HD =
⊕
n∆
D
In
, where ∆DIn denotes the Dirichlet operator on the
interval In acting as ∆
D
In
f = −f ′′. In particular, HD is decoupled and has spectrum
σ(HD) =
{
(kπ/ℓn)2
∣∣ k = 1, 2, . . . , n = 0, 1, . . .}.
We can omit the closure if ℓn → 0. If ℓn →∞, then σ(HD) = [0,∞).
iv. Assume that 0 /∈ σ(HD), then the Dirichlet-to-Neumann operator Λ(0) is a Jacobi operator associated with
an = an(0) = − 1
ℓn
· 1
(̺n̺n+1)1/2
and bn = bn(0) =
( 1
ℓn−1
+
1
ℓn
)
· 1
̺n
.
v. The boundary pair is bounded iff infn ℓ
−
n ̺n > 0. If limn ℓn = 0, then the boundary pair is unbounded.
vi. The operator Q associated with the solution form q is bounded from below and above by a constant times
multiplication with (ℓ−n /̺n)n. In particular, the boundary pair is positive.
vii. The boundary pair is elliptically regular iff τ− := infn ̺n/ℓ
−
n > 0.
Proof. Let us denote the objects of the boundary pair associated with In and {xn, xn+1} using the subscript (·)In
(see Section 6.1).
(i) We have
‖Γf‖2 =
∞∑
n=1
̺n|f(xn)|2 ≤
∞∑
n=1
̺n coth(ℓn/2)‖f‖2H1(In) ≤ 2τ+‖f‖2H1(I)
using the optimal bound |f(xn)|2 ≤ coth(ℓn/2)‖f‖2H1(In) from the two-dimensional boundary pair (ΓIn ,C2) in
Section 6.1. That 2τ+ is the optimal constant follows by a standard argument. Moreover, it is easily seen that
ker Γ =
⊕
n H˚
1(In) is dense in L2(I) as well as ranΓ is dense in ℓ2(N) (the sequences with finite support are obviously
in ranΓ).
(ii) is obvious. (iii) The form of the associated Dirichlet operator is clear. Note that the set
{ (kπ/ℓn)2 | k = 1, 2, . . . , n = 0, 1, . . .} ∩ [0, λ]
is finite for any λ > 0 if ℓn → 0, hence we can omit the closure in this case. If ℓn →∞, then for given µ ≥ 0 and ε > 0
choose n ∈ N such that π/ℓn < ε. Now choose k ∈ N such that kπ/ℓn ≤ µ < (k + 1)π/ℓn. Clearly, |µ− kπ/ℓn| < ε,
hence
⋃
n
√
σ(∆)DIn is dense in [0,∞). As µ 7→ µ2 is a homeomorphism of [0,∞) the result follows.
(iv) The Dirichlet solution operator is given as follows: Let h = S(z)ϕ for ϕ ∈ G 1/2. Then hn := h↾In = SIn(z)Φn,
where Φn = (ϕ˜n, ϕ˜n+1) and ϕ˜n = ̺
−1/2
n ϕn. Moreover, the Dirichlet-to-Neumann operator is given by
〈Λ(z)ϕ, ϕ〉ℓ
2
(N) = (h− z1)(S(z)ϕ, Sϕ) =
∞∑
n=0
(hIn − z1)(SIn(z)Φn, SInΦn)
=
∞∑
n=0
〈ΛIn(z)Φn,Φn〉C2 =
∞∑
n=1
(
an−1(z)ϕn−1 + bn(z)ϕn + an(z)ϕn+1
)
ϕn
for suitable ϕ ∈ G 1/2, where
an(z) = −
√
z
sin(
√
zℓn)
· 1
(̺n̺n+1)1/2
and bn(z) =
√
z
(
cot(
√
zℓn−1) + cot(
√
zℓn)
) · 1
̺n
(6.11)
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(see (6.2)). The formula for z = 0 follows by taking z → 0.
(v) The boundary pair is bounded iff Λ is bounded (see Theorem 2.11 (iii)); and the Jacobi operator Λ is bounded iff
the Jacobi sequences (an(−1))n and (bn(−1))n are both bounded. Since 1/ sinh ℓn ≤ coth(ℓn) and using the second
condition of (6.7), we see that both Jacobi sequences are bounded iff (bn(−1))n is bounded, i.e., iff supn(coth ℓn)/̺n <
∞, hence iff infn ℓ−n ̺n > 0.
Since ℓn̺n ≤ τ+ℓ2n by (6.8), we have that limn ℓn = 0 implies ℓ−n = ℓn eventually and infn ℓ−n ̺n = 0, i.e., the
boundary pair is not bounded.
(vi) and (vii): The solution form is given by
q(ϕ) = ‖Sϕ‖2
L
2
(I) =
∞∑
n=0
‖SInΦn‖2L
2
(In)
=
∞∑
n=0
〈QIn(−1)Φn,Φn〉C2
and this is bounded from above and below by (1 + ̺±)
∑∞
n=0|ϕn|2C2ξℓn± (−1)/̺n using (6.3) of Section 6.1 and (6.7).
Since ξℓ±(−1) is of order ℓ as ℓ → 0 and ξℓ±(−1) → 1/2 as ℓ → ∞, we can bound q(ϕ) from below and above by
multiplying with (ℓ−n /̺n)n.
(vi) In particular, we can bound q(ϕ) from below by a positive constant times (infn ℓ
−
n /̺n)‖ϕ‖2ℓ
2
(N). But infn ℓ
−
n /̺n >
0 by (6.9), hence the boundary pairs positive.
(vii) Similarly, q(ϕ) = ‖Sϕ‖2 is bounded from above by a constant times (supn ξℓn+ (−1)/̺n)‖ϕ‖2ℓ
2
(N). Since ξ
ℓ
+(−1)
has the same behaviour as ξℓ−(−1) for ℓ→ 0 and ℓ→∞, the solution form q is bounded iff supn ℓ−n /̺n <∞.
Let us now provide a list of examples:
Example 6.12 (Unbounded, positive and elliptically regular boundary pair). Let ℓn and ̺n be of the same order
(0 < τ− ≤ ̺n/ℓn ≤ τ+ < ∞) and limn ℓn = 0, then ℓ−n = ℓn eventually and the boundary pair is unbounded and
elliptically regular (and of course positive), see Proposition 6.10 (v)–(vii). The Neumann operator in this case has
purely discrete spectrum iff
∑
n ℓn <∞.
This example shows that the spectral characterisation in Theorem 4.14 (iv) can be actually used in a slightly wider
class than ordinary boundary triples (see Theorem 1.20).
Example 6.13 (Not elliptically regular, positive boundary pair). If (ℓn)n and (̺n)n are chosen such that we have
supn ̺n/ℓn <∞, but infn ̺n/ℓn = 0, then the boundary pair is not elliptic (in particular not bounded). For example,
if ̺n = q
n (0 < q < 1) or ̺n = n
−γ and ℓn = n
−β, γ > β > 0, then the boundary pair is not elliptic.
For further examples, let us specify ℓn = n
−β and ̺n = n
−γ with β ≤ γ and γ ≥ 0. In particular, (6.7) is then
fulfilled and (Γ,G ) is a boundary pair by Proposition 6.10 (i). It is now a straightforward calculation using (6.11) to
see that
−an(z) = n
γ
√
z
sin(n−β
√
z)
(1 + o(1)) ∼
{
nα, β ≥ 0, z ∈ C \ σ(HD),
nγe−n
−β
, β < 0, z = −1, α := β + γ,
(where an ∼ bn means that an/bn is bounded from above and below by positive constants) and
qn(z) = bn(z) + an(z) + an−1(z) ∼

nα−1, β ≥ 1/2,
or β > 0,
(−2z)nα−2β + βnα−2β−1, 0 < β < 1/2,
nα−β = nγ , β ≤ 0,
z ∈ C \ [0,∞),
z = 0,
z ∈ C \ σ(HD),
z < 0.
Moreover, the squared norm of G 1/2 is equivalent with
‖ϕ‖2
h1(N,r,w) :=
∑
n∈N
(|(dϕ)n|2rn + |ϕn|2wn) with rn = −an(−1), wn = qn(−1), (6.14)
where (dϕ)n = ϕn+1 − ϕn is the discrete derivative.
Example 6.15 (Dirichlet-to-Neumann form unbounded from both sides). For a non-elliptically regular boundary
pair, the Dirichlet-to-Neumann form can be unbounded from both sides: let ℓn = n
−β and ̺n = n
−γ with γ > β > 0
and 0 < β < 1/2, and let z ∈ (0,∞)\σ(HD): Since the boundary pair is not bounded, lλ is not bounded from above.
To see that lz is not bounded from below, take ϕ
k = (ϕkn)n with ϕ
k
n = 1 if 1 ≤ n ≤ k and 0 otherwise. Then, using
the asymptotics stated above, we obtain
lz(ϕ
k) =
∑
n∈N
(−an(z)|ϕkn+1 − ϕkn|2 + qn(z)|ϕkn|2) ∼ kα − 2z k∑
n=1
nα−2β .
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Since 0 < β < 1/2, the second sum, of order kα−2β+1, is dominant, and negative. Moreover, ‖ϕk‖2
G
= k, and therefore
lλ(ϕ
k)/‖ϕk‖2
G
∼ −zkα−2β) → −∞ as k → ∞. In particular, we have shown that lλ is neither bounded from above
nor from below (see also Remark 2.28 (ii)).
Let us now have another choice for (ℓn)n and (̺n)n. In particular, we want the corresponding Jacobi coefficients
to have the form an = an(0) = −nα and bn = bn(0) = −(an + an−1). Then the corresponding Jacobi operator
J = Λ(0) is a pure (discrete) Laplacian, while for other values λ ∈ R \ σ(HD), Λ(λ) is a discrete Schro¨dinger
operator with an additional potential of order −λℓn/̺n (and this is of order −λnα−2β , see below), hence unbounded
if α − 2β = γ − β > 0. Therefore, we have another example where the form l0 is not closed on G 1/2 but only on a
larger space G
1/2
0 ) G
1/2.
We use the ansatz ℓn = n
−βL−1n and ̺n = n
−γR−1n with α = β + γ > 0 and γ > β. It can then be shown that for
an = n
α and bn = −(an + an−1) the sequences (Ln)n and (Rn)n defined above actually converge to 1 as n→∞.
This ansatz allows us to use known results on the spectrum of this special Jacobi operator (see e.g. [Sa08, Thm 1.1]
and references therein; as well as [JN01] for the case α = 1 and the general ideas of the spectral analysis). The
spectrum of J is purely discrete if α > 2, and absolutely continuous if 0 < α ≤ 2. If α < 2 then σ(J) = [0,∞) and if
α = 2 then σ(J) = [1/4,∞). In the latter case (α = 2), the spectrum is purely absolutely continuous.
Example 6.16 (Counterexamples to the compactness). Here, we show that R can be non-compact, while RD is
compact and Λ(0)−1 can be either compact or non-compact.
If we choose γ ≥ β = 1 then the Neumann operator H has purely absolutely continuous spectrum [0,∞) since∑
n ℓn =∞, while the Dirichlet operator HD has purely discrete spectrum.
If γ > β = 1, i.e., if α = β+γ > 2 then the Dirichlet-to-Neumann operator Λ(0) = J has purely discrete spectrum.
By the monotonicity (Theorem 2.23 (v)), 0 ≤ l0 ≤ l = l−1, and this inequality remains true for the closure of the
form l0 (see [Da95, Sec. 4.4] for an order of quadratic forms). In particular, the associated non-negative operators
fulfil 0 ≤ Λ(0) ≤ Λ = Λ(−1), hence Λ(0)−1 ≥ Λ−1 ≥ 0, and Λ−1 is also compact. In this case, the boundary pair is
not elliptically regular, and Theorem 4.14 (ii) is no longer true, as Γ: H 1 −→ G is compact by Theorem 2.36, but
σess(H) = [0,∞) 6= ∅ = σess(HD).
If γ = β = 1, then α = 2 and the Dirichlet-to-Neumann operator Λ(0) has purely absolutely continuous spectrum
[1/4,∞). The boundary pair then is elliptically regular.
Example 6.17 (Example violating the spectral relation Theorem 4.14 (i)). Choose 0 < β < 1/2 and γ = 2− β > 0.
Then α = 2, and σ(Λ(0)) = [1/4,∞), but the spectrum of the Neumann operator is [0,∞) (and purely absolutely
continuous, see Proposition 6.10 (ii)); the Dirichlet spectrum is again discrete. In particular, the implication “0 ∈
σ(H) ⇒ 0 ∈ σ(Λ(0))” is not true (note that 0 /∈ σ(HD)). Since β < γ, the boundary pair is not elliptic. It can be
seen as in Example 6.15 that lλ is even unbounded from below for all λ > 0 (not in the Dirichlet spectrum).
Let us illustrate what goes wrong in the proof of Theorem 4.14 (i): We argued by contraposition, so our assumption
is 0 /∈ σ(Λ(0)) (which is true here). In order to show that 0 /∈ σ(H), we would have to show that D(z) :=
S(z)Λ˘(z)−1S(z)∗ is holomorphic in z = 0 as function with values in B(G ). But D(0) is not bounded, as we need to
use the weak version of Λ(z)−1.
Example 6.18 (Example violating the spectral relation Theorem 4.14 (iv)). We can actually modify Example 6.17
such that the implication “0 ∈ σdisc(Λ(0)) ⇒ 0 ∈ σdisc(H)” is false, although the boundary pair is positive (but not
elliptically regular): Take the direct sum (Γ,G ) (see Section 5.3) of the boundary pair of the previous example (denoted
now (Γ1,G1)) and any boundary pair (Γ2,G2) such that 0 is a simple and isolated eigenvalue in σ(Λ2(0)) and σ(H2)
(e.g., the boundary pair on [0, 1] as in Section 6.1). Then 0 is a discrete eigenvalue of σ(Λ(0)) = σ(Λ1(0))∪σ(Λ2(0)),
but 0 is not isolated in σ(H) = σ(H1) ∪ σ(H2) = [0,∞).
6.3 Laplacian on Lipschitz domains
We consider now a compact d-dimensional Riemannian manifold X with its natural d-dimensional volume measure µ.
Moreover, we assume that X has a Lipschitz boundary Y = ∂X in the following sense: let X˜ be a complete smooth
Riemannian manifold. A (smooth) manifold with Lipschitz boundary or a Lipschitz domain X in X˜ is the closure X
of an open subset of X˜ such that ∂X can locally be written as graph of a Lipschitz function (for details see [MiT99,
App. A]). It can be shown that ∂X has a natural measure ν, the (d− 1)-dimensional Hausdorff measure.
Remark 6.19. A manifold with Lipschitz boundary X is locally C∞-diffeomorphic with the set below the graph of
a Lipschitz function, hence all results on Lipschitz domains in Rd, which are invariant under such diffeomorphisms,
remain true on a smooth manifold with Lipschitz boundary. If we choose the half-space Rd−1×R as local model space
(i.e., if X has a local parametrisation into the half-space), the transition functions are only bi-Lipschitz. Therefore,
we can only carry over results for smooth boundaries onto smooth manifolds with Lipschitz boundary which are
invariant under bi-Lipschitz transformations.
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The boundary ∂X is only a Lipschitz manifold, i.e., the transition maps are only bi-Lipschitz functions, and no
longer smooth. A very nice introduction to Lipschitz manifolds (and even differential forms in this context) is given
in [MiMiT01, App. A] (we refer also to the discussion in [Gv85, Sec. 1.2.1]).
Denote by C∞(X) the space of functions, which are smooth on the interior X˚ := X \ ∂X such that all derivatives
extend continuously onto X . We set H := L2(X) (with respect to the volume measure µ). Moreover, H
1 := H1(X)
denotes the completion of C∞(X) with respect to the norm given by ‖u‖2
H1(X) := ‖u‖2L
2
(X) + ‖du‖2L
2
(X), where du
denotes the exterior derivative of u. We consider the form h given by h(u) := ‖du‖2, u ∈ H 1.
We set G := L2(Y ) (with respect to the (d − 1)-dimensional Hausdorff measure ν on Y = ∂X). Moreover, for
smooth functions u we set Γu := u↾∂X . For the definition of fractional Sobolev spaces H
s(∂X) (0 ≤ s ≤ 1), see
e.g. [Gv85, Sec. 1.3.3] or [GeMi09, App. A]).
Our main result here is the following:
Theorem 6.20. The boundary pair (Γ,G ) associated with the quadratic form d is unbounded with G 1/2 = H1/2(∂X),
elliptically regular and not positive. The Dirichlet and Neumann operators HD and H are the usual Dirichlet and
Neumann Laplacians ∆DX and ∆
N
X on X, respectively (with the sign convention ∆
D
X ,∆
N
X ≥ 0). Moreover, the Dirichlet-
to-Neumann operator Λ(z) (z /∈ σ(∆D)) has the usual interpretation, i.e., ψ = Λ(z)ϕ iff ψ is the normal derivative
of the solution of the Dirichlet problem (∆− z)h = 0 and h↾∂X = ϕ (provided ϕ is smooth enough). Finally, H, HD
and Λ(z) all have compact resolvents.
Proof. For the boundedness of Γ: H1(X) −→ L2(∂X), note that H1(X) and L2(∂X) are both invariant under bi-
Lipschitz transformations, hence the boundedness follows from the corresponding result for smooth boundaries.
Moreover, smooth functions with support away from ∂X are in ker Γ =: H˚1(X), and also dense in H = L2(X), hence
ker Γ is dense in H . In addition, Γ(C∞(X)) is dense in L2(∂X). In particular, (Γ,G ) is a boundary pair. It is also
well-known, that the range of the Sobolev trace map Γ is H1/2(∂X) ( L2(∂X) (see e.g. [Gv85, Thm. 1.5.1.3]), hence
the boundary pair is unbounded.
In order to show the elliptic regularity, we have to check that the solution operator S : H1/2(∂X) −→ H1(X) extends
to the corresponding L2-spaces, i.e., to
S : L2(∂X) −→ L2(X); (6.21)
for Lipschitz domains in Riemannian manifolds, this has been shown in [MiT03, Thm. 4.1] (see also [MiT05, Prop. 3.7
and its proof]).
If the boundary pair was positive, then S : G 1/2 −→ N 1 would extend to a topological isomorphism S : G −→ N 0
by Remark 3.6 (ii’) and Theorem 3.17 (iii), where N 0 is the closure of N 1 in H . It can be seen that N 0 =
ker(Hmax + 1), where Hmax = ∆max is the Laplacian in the distributional sense (u ∈ dom∆max iff u and ∆maxu are
in L2(X)). In particular, any h = Sϕ ∈ ker(Hmax + 1) would have a boundary value ϕ ∈ L2(Y ) which is known not
to be true.
The compactness of the resolvents is a standard fact for (pseudo-)differential operators on compact manifolds.
We call (Γ,G ) the boundary pair associated with the manifold X and boundary ∂X .
Remark 6.22. Note that in the context of non-smooth domains, questions of regularity for the operator are rather
delicate. For more details on Sobolev spaces and elliptic boundary value problems on Lipschitz domains we refer
e.g. to [JeKe95, MiT99, MiMiT01, MiT03, MiT05, GeMi09, GeMi11, BeM14] and references therein. Our approach
only needs the first order spaces, as we only have to check that the solution operator extends to an operator on the
corresponding L2-spaces, and we believe that this is generally simpler to check. In this context, the solution operator
(at z = 0) is also called Poisson operator.
Remark 6.23. The notion “elliptically regular” for a boundary pair has its motivation from this manifold example:
The boundary triple (Γ,Γ′,G ) associated with the boundary pair (Γ,G ) (see Section 1.4) is called elliptically regular
if domHD ⊂ W and domH ⊂ W (in [P12, Def. 3.4.21] we actually used additional assumptions about the range of
the boundary maps Γ and Γ′); and a (maximal) boundary triple is elliptically regular iff the corresponding boundary
pair is. Here, W is a space on which Γ′ is defined and bounded (Γ′ : W −→ G ) and on which Green’s identity (1.14)
holds. If we assume (for simplicity) that ∂X is smooth then we can choose W = H2(X). The condition domHD ⊂ W
is then equivalent to an “elliptic regularity estimate”
‖u‖H2(X) ≤ C
(‖u‖L
2
(X) + ‖∆DXu‖L2(X)
)
(6.24)
for all u ∈ dom∆DX ∩ H2(X) and similarly for the Neumann operator H = ∆NX .
Moreover, we have indicated in Remark 1.11 that a boundary pair is elliptically regular iff a “normal derivative”
Γ′ can be defined such that Green’s identity (1.14) holds and such that Γ′u ∈ G for all u ∈ domHD. We will treat
such questions, namely boundary triples associated with quadratic forms and the relation with boundary pairs in a
forthcoming publication [P] (see also [P12, Sec. 3.4]).
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Krein’s resolvent formula now is valid for the Neumann and Dirichlet Laplacian, i.e.,
(∆NX − z)−1 − (∆DX − z)−1 = S(z)Λ(z)−1S(z)∗, (6.25)
Moreover, the (extension of the) solution operator S(z) : L2(∂X) −→ L2(X) is usually called Poisson operator in this
context. In addition, we have the characterisation of the spectrum
λ ∈ σ(∆N) ⇔ 0 ∈ σ(Λ(λ)) (6.26)
provided λ /∈ σ(∆D). Since the spectrum of ∆N is purely discrete, and since Γ: H1(X) −→ L2(∂X) is a compact
operator, the spectra of ∆D and Λ(λ) are purely discrete, too (see Proposition 5.2 (vi) and Theorem 2.36). Moreover,
the multiplicities of the eigenvalues are preserved (Theorem 4.11).
Remark 6.27. Most of our results extend to the case when X is non-compact but ∂X is compact, e.g. products
(see Section 6.4 and also Remark 6.28) or warped products X = [0,∞) × Y with metric g = ds2 + r(s)2h, where
(Y, h) is a compact Riemannian manifold. The only problem here is that the essential spectra of the Dirichlet and
Neumann operator are the same (Theorem 4.14 (ii)), and in many cases just the entire half-axis [0,∞). Nevertheless,
the Dirichlet-to-Neumann operator might be extended analytically into [0,∞); we come back to this situation in a
forthcoming publication.
Let us illustrate how coupling of boundary pairs can be used in the manifold case
Remark 6.28. A prominent example of a coupled boundary pair (see Section 5.2) we have in mind is a smooth
manifold X = X1 ∪ X2 without boundary such that Y = X1 ∩ X2 is a smooth submanifold of co-dimension 1, X1
is a compact manifold with boundary Y and X2 = I ×r Y is a warped product over an interval I, i.e., a manifold
with metric g = ds2 + r(s)2h (r : I −→ (0,∞), h a metric on Y ). For a warped product, we have explicit formulae
for the solution and the Dirichlet-to-Neumann operators (in terms of solutions of some ODEs related with r). As
boundary pairs we now choose (Γi,G ) associated with the quadratic forms hi(u) = ‖du‖2Xi , u ∈ H 1i = H1(Xi),
where G = L2(Y ) and Γiu = u↾Y . The coupled form and operator (i.e., the Neumann operator) is now the form and
Laplacian on the entire manifold X . Moreover, for the boundary pairs (Γ1,G ) on the compact part of the manifold
one can derive explicit formulae for the Dirichlet solution operators and Dirichlet-to-Neumann maps, as well as for
the (possibly non-compact) warped product. Hence we have rather explicit formulae for the resolvent of the entire
Laplacian on X in terms of simpler building blocks. We will come back to these ideas, treating also more complicated
coupled structures, in a forthcoming publication.
Regularisation of the manifold boundary pair
Example 6.29 (A bounded, but not positive boundary pair). Let (Γ˜, G˜ ) be the bounded modification or regularisation
of the above boundary pair (Γ,G ) associated with X (see Section 5.4): it follows from Proposition 5.9 that (Γ˜, G˜ ) is
not positive, although bounded.
Example 6.30 (Non-compact Dirichlet-to-Neumann, but compact Dirichlet and Neumann operator). If we assume
(with the notation of the previous example) that the manifold X is compact, then R˜D = R and R˜D = RD are
compact. But since Λ˜ = id
G˜
and since G˜ = H1/2(∂X) is infinite-dimensional, Λ˜−1 is not compact.
6.4 Laplacian on a non-compact cylindrical manifold
Let us consider here a simple example in which the space X is a product manifold X = [0,∞)×Y with corresponding
product metric g = ds2 + h, where (Y, h) is a compact Riemannian manifold without boundary. Similar cases were
considered e.g. in [GG91, Sec. 2.5] or [DHMdS06, Ex. 6.8].
In this case, we have again H = L2(X), H
1 = H1(X), h(u) = ‖du‖2 and G = L2(Y, h). Identifying a function
u : X −→ C with the corresponding vector-valued function s 7→ u(s) on [0,∞), we set Γu = u(0), u ∈ H 1. It can
be seen similarly as before that Γ is bounded and that (Γ,G ) is an unbounded, elliptically regular, but not positive
boundary pair.
This example can be seen as a vector-valued version of the interval case in Section 6.1 (except that I = [0,∞) is
non-compact here and has only one boundary point). Namely, we can write
h(u) =
∫
I
(‖u′(s)‖2
L
2
(Y,h) + ‖dY u(s)‖2L
2
(Y,h)
)
ds,
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where dY ϕ denotes the exterior derivative on Y . Moreover, all objects can be calculated rather explicitly using
separation of variables (denoting the eigenvalues and eigenfunctions of the Laplacian on Y by κk ≥ 0 and Φk,
respectively). For example, we have
S(z)ϕ =
∑
k
fz,k ⊗ Φk,
where fk,z(s) = exp(is
√
z − κk) (the square root is cut along the positive real line). Moreover,
Λ(z)ϕ =
∑
k
〈ϕ,Φk〉L
2
(Y,h)fz,k ⊗ Φk = −i
(√
z −∆Y
)
ϕ
(see [P12, Sec. 3.5] for details, e.g., the type of convergence of the sums). In particular, for z = −1 we have
Λ =
√
∆Y + 1.
Similarly, we can treat more general cases like warped products (i.e., X = I × Y with metric g = ds2 + r(s)2h for
some function r : I −→ (0,∞)). We will come back to this point in a forthcoming publication.
Example 6.31 (R, RD non-compact, Λ−1 compact). The compactness of Λ−1 does not imply the compactness of
R: In the example above, the Neumann and Dirichlet operators are the Laplacians on the non-compact cylinder
X = R+× Y with Neumann resp. Dirichlet conditions at ∂X = {0}× Y , hence their resolvents are not compact. On
the other hand, Λ−1 = (∆Y + 1)
−1/2 is compact.
Example 6.32 (R, RD non-compact, Λ−1 non-compact). If we take the bounded modification of the above example,
we obtain the case where none of the operators R, RD and Λ−1(= id
G˜
) is compact.
6.5 Dirichlet-to-Neumann operator supported on a metric graph: leaky graphs and photonic
crystals
Let us consider here a case of a Dirichlet-to-Neumann operator defined on a singular space Y , where Y is a metric graph
embedded in a 2-dimensional Riemannian manifold X , i.e., Y =
⋃
e∈E Ye, and each Ye is a closed one-dimensional
(smooth) submanifold in X , called edge segment. We assume for simplicity that X is compact, but under suitable
uniformity assumptions the results below remain true; e.g. if X is a covering manifold with compact quotient.
We call the closure of each connected component of X \ Y a face of Y in X , and label the faces by (Xf )f∈F . We
assume that each face is compact in X , and that the boundary of each face, consisting of the adjacent edges Ef , is
Lipschitz (if X is non-compact, one needs e.g. that the Lipschitz constants are globally bounded). Let (Γf ,Gf ) be the
boundary pair associated with the manifold Xf and boundary ∂Xf . Note that each function ϕf ∈ Gf := L2(∂Xf )
decomposes into its components ϕf = (ϕe,f )e∈Ef of the adjacent edge segments Ye, i.e., ϕe,f ∈ L2(Ye).
A global boundary map is now defined on
H
1 :=
{
u ∈
⊕
f∈F
H
1(Xf )
∣∣ (Γu)e,f1 = (Γu)e,f2 whenever Xf1 ∩Xf2 = Ye } (6.33)
by Γu := u↾Y (u ∈ H 1). This map is well-defined since the boundary values of u from different sides on an edge agree
by definition. It is not difficult to see that H 1 = H1(X), and that Γ: H 1 −→ G := L2(Y ) is bounded, since Γ is the
restriction of the direct sum of the boundary maps Γf : H
1(Xf ) −→ L2(∂Xf ) to H 1 after suitable identifications.
As quadratic form, we consider h(u) := ‖du‖2, u ∈ H 1 = H1(X).
Proposition 6.34. The boundary pair (Γ,G ) is unbounded, elliptically regular and not positive. The Neumann
operator H is the Laplacian on X, and the Dirichlet Laplacian is given by the direct sum of the Dirichlet Laplacians
on Xf , i.e.,
HD =
⊕
f∈F
∆DXf
and HD is in particular decoupled. The Dirichlet-to-Neumann operator Λ(z) acts as follows: if ϕ is a (suitably
smooth) function on Y , then ψ = Λ(z)ϕ is given on Ye as the sum of the normal derivatives of the solutions of the
Dirichlet problem on the two adjacent faces of e (i.e., ψe is the jump in the derivative when crossing Ye form one
face to the other).
Proof. We omit the details here, since we will consider these questions in a forthcoming publication. We only indicate
how to prove the elliptic regularity of the boundary pair: this can be seen by noting first that the solution form is
given by
q(ϕ) =
∑
f∈F
qf (ϕf ),
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where qf is the solution form of the boundary pair (Γf ,Gf ) associated with the face Xf . As these boundary pairs are
all elliptically regular (the face f is assumed to have a Lipschitz boundary), each of the solution forms is bounded
by C2f in Gf = L2(∂Xf ), the entire solution form is then bounded by maxf∈F C
2
f , and hence (Γ,G ) is elliptically
regular.
Remark 6.35 (Leaky graphs and photonic crystals). Let ha be the Robin-type perturbation of the form h (i.e.,
ha(u) := h(u) + a‖Γu‖2 for a ≥ 0, see Section 5.1). Then ha is non-negative and closed, and we can consider (Γ,G )
associated with the form ha. The associated (Neumann) operator Ha then has a Robin-type boundary condition of
the type Γ′u + aΓu = 0, where Γ′u on Ye is the sum of the normal (outwards) derivative of u on the two adjacent
faces.
The resolvent difference of Ha and H
D (the latter is still decoupled) can be expressed by a Krein-type formula, and
Ha converges to H
D in norm resolvent sense as a→∞. Moreover, the associated Dirichlet-to-Neumann operator of
(Γ,G ) associated with ha is Λa(z) = Λ(z) + a.
This situation is closely related to a model called leaky graph (see the overview article [Ex08]). Note that in the
situation of a leaky graph, one has X = R2 and a < 0 (this needs some modifications of our arguments). Moreover,
some faces may be non-compact with finitely many adjacent edges, some of them having infinite length. One is
interested e.g. in the asymptotic behaviour of the negative eigenvalues as a → −∞. If the graph is just a curve
embedded in R2, then the asymptotics are typically of the form λk(a) = −a2/4 + µk + O(|a|−1 ln|a|) where µk is
the k-th eigenvalue of a Schro¨dinger operator on the curve with (negative) potential given by the curvature of the
curve in the plane. Only very few results are known if the curve is replaced by a graph. In particular, it would be
very interesting to relate µk with the above defined Dirichlet-to-Neumann operator (or any other related one) on the
graph (see [Ex08, Sec. 7.13]).
In [KuK02] (see also the references therein), Kuchment and Kunyansky consider the above-mentioned operator
Ha appearing as the limit operator in the analysis of photonic crystals supported on a periodic (hexagonal) lattice
Γ embedded in X = R2. As in our approach, they reduce the eigenvalue problem for Ha to an eigenvalue problem
for Λ(z). Then they investigate the nature of the operator Λ(z) on Y , and try find a good candidate of a differential
operator on Y being close to the pseudo-differential operator Λ(z). This problem is still not yet completely understood.
We believe that our method helps to analyse these problems further.
6.6 Laplacian with mixed boundary conditions: the Zaremba problem
An elliptically regular Zaremba problem
Let X be a compact Riemannian manifold with smooth boundary ∂X . Let Y ⊂ ∂X be a compact submanifold
of the same dimension as ∂X , with smooth boundary in ∂X , and let Z := ∂X \ Y . We call the Laplacian on X
with Dirichlet condition on Z and Neumann condition on Y the Zaremba Laplacian, denoted by ∆ZX (in particular,
∆D = ∆∂XX and ∆
N = ∆∅X).
Let us first compare the Zaremba Laplacian with the Dirichlet Laplacian on X . We will see that we can again
treat this problem with our boundary pair method.
Set H := L2(X) and set
H
1 := H1Z(X) :=
{
u ∈ H1(X) ∣∣u↾Z = 0}, h(u) := ‖du‖2.
As boundary operator we choose Γu := u↾Y .
Theorem 6.36. The boundary pair (Γ,G ) associated with the form h is unbounded, elliptically regular and not
positive. The Neumann operator H is the Zaremba Laplacian ∆ZX on X with Dirichlet condition on Z and Neumann
condition on Y . Moreover, the Dirichlet operator is the Laplacian ∆DX = ∆
∂X
X with (pure) Dirichlet condition on
∂X.
The range of the boundary map is G 1/2 = {ϕ ∈ L2(Y ) | ϕ˜ ∈ H1/2(∂X) }, where ϕ˜ = ϕ ⊕ 0 is the extension of
ϕ ∈ L2(Y ) by 0 on Z. The Dirichlet solution operator is given by S(z)ϕ = S(X,∂X)(z)ϕ˜, where S(X,∂X)(z) is the
Dirichlet solution (Poisson) operator for the boundary pair associated with X and the entire boundary ∂X.
Finally, the Zaremba Laplacian and the Dirichlet-to-Neumann operator Λ(z) (z /∈ σ(∆DX)) have discrete spectrum.
Proof. Clearly, Γ: H −→1 G := L2(Y ) is bounded since u 7→ u↾∂X is bounded, as well as the restriction map
L2(∂Y )→ L2(Y ). Moreover, that (Γ,G ) is an unbounded boundary pair follows from the existence of ϕ˜ ∈ H1/2(∂X)\
L2(∂X) such that ϕ˜↾Z = 0.
The assertion on G 1/2 and the Dirichlet solution operator is easily seen by noting that for ϕ ∈ G 1/2 there exists
u ∈ H1Z(X) such that ϕ = u↾Y . In particular, the extension by 0 is just ϕ˜ = u↾∂X , and hence in H1/2(∂X). The
elliptic regularity follows from
q(ϕ) = ‖Sϕ‖2
L
2
(X) = ‖S(X,∂X)ϕ˜‖2L
2
(X) ≤ C2‖ϕ˜‖2L
2
(∂X) = C
2‖ϕ˜‖2
L
2
(Y )
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for all ϕ ∈ G 1/2, where we used the elliptic regularity of the boundary pair associated with the manifold X and
boundary ∂X (see Section 6.3). The non-positivity can be seen as in Section 6.3.
As H˚1(X) ⊂ H1Z(X) ⊂ H1(X) we have HD = ∆DX ≥ H = ∆ZX ≥ ∆NX , where the latter is the Laplacian on X with
Neumann boundary conditions on the entire boundary ∂X . The latter has compact resolvent, so the same is true for
the Zaremba and Dirichlet Laplacian H and HD, respectively. Moreover, Γ is a compact operator, since Γu = Γ˜u↾Y ,
and Γ˜ : H1(X) −→ L2(∂X) is compact. In particular, Λ(z) has discrete spectrum by Theorem 2.36.
Krein’s resolvent formula here relates the resolvent of the Zaremba Laplacian with the pure Dirichlet Laplacian
(∆ZX − z)−1 − (∆DX − z)−1 = S(z)Λ(z)−1S(z)∗. (6.37)
Since the boundary pair is elliptic, the operators on the RHS all act in the Hilbert spaces G = L2(Y ) and H = L2(X).
Remark 6.38. The domain of the Zaremba Laplacian is contained in H3/2−ε(X) for all ε > 0, but not contained
in H3/2(X) itself. The latter can be seen in the following situation where X = [0,∞)× R (or some bounded subset
containing 0) and u(x, y) := Im
√
x+ iy (see [Sh68]); u fulfils a Dirichlet condition on the positive x-axis Z and a
Neumann condition on the negative x-axis Y , and ∆u = 0. Moreover, ∂nu↾Z is not in L2(Y ), and hence u /∈ H3/2(X).
At first sight surprisingly, the Zaremba problem is less regular for smooth boundaries than for certain boundaries
with corners (see the discussion in [Gr11, Sec. 4.3] and also [MiMi07]).
A non-elliptically regular Zaremba problem
If we use the pure Neumann Laplacian as reference operator (by choosing H 1 := H1(X)) and again, Γu = u↾Y , then
the Dirichlet operator HD is the Zaremba Laplacian ∆YX , now with Dirichlet condition on Y and Neumann condition
on Z, and the Neumann operator H is the pure Neumann Laplacian ∆NX .
Theorem 6.39. The boundary pair (Γ,G ) associated with the form h corresponding to the pure Neumann Laplacian
on X is unbounded, and not elliptically regular. The Dirichlet operator HD is the Zaremba Laplacian ∆YX , now
with Dirichlet condition on Y and Neumann condition on Z. The boundary map range space G 1/2 is H1/2(Y ) :=
{ψ↾Y |ψ ∈ H1/2(∂X) }. Finally, the Zaremba Laplacian and the Dirichlet-to-Neumann operator Λ(z) (z /∈ σ(∆YX ))
have discrete spectrum.
Proof. That the boundary pair is not elliptically regular can be seen as follows: As in Remark 6.38, where X =
[0,∞)×R, one can find functions u ∈ domHD (the Zaremba domain) such that Γˇ′u is not contained in G , and hence
by Remark 3.6 (i) the boundary pair is not elliptic.
The Neumann operator has discrete spectrum since X is compact with smooth boundary. The compactness of Λ−1
can be seen as before.
Krein’s resolvent formula in this case still holds, but only in its “weak” form
(∆NX − z)−1 − (∆YX − z)−1 = S(z)Λ˘(z)−1S(z)∗, (6.40)
since now, the operators on the RHS map as H → G−1/2 → G 1/2 → H . Similar formulae have also been shown
in [Gr11] and [Pa06]. Moreover, since R and Λ−1 are compact, we have the spectral relation
λ ∈ σ(∆NX) ⇔ 0 ∈ σ(Λ(λ)),
if λ /∈ σ(∆YX). In other words, if the spectrum and eigenfunctions of ∆NX are known, we know the 0-eigenspace of the
Dirichlet-to-Neumann operator (cf. Theorem 4.11 (ii)).
Remark 6.41. We would like to stress here that the boundary pair of Theorem 6.36 can also be treated with
the methods of quasi-boundary triples, according to Theorem 1.20 (i). On the other hand, the boundary pair of
Theorem 6.39 does not correspond to a quasi boundary triple, and can hence be treated only by our boundary pair
concept.
6.7 Example of a generalised boundary pair: discrete Laplacians
Let us present here another class of examples; in this case, the boundary pair is a generalised one, i.e., ker Γ is no
longer dense in H .
Let (V,E, ∂) be a discrete graph, i.e., V denotes the set of vertices, E the set of edges and ∂ : E −→ V × V maps
e onto (∂−e, ∂+e), the initial and terminal vertex of e; fixing therefore also an orientation. Denote by Ev the set of
edges e adjacent with the vertex v ∈ V (i.e., e ∈ Ev iff v = ∂+e or v = ∂−e. If e ∈ Ev, we denote by ve the vertex on
the other end of e.
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We assume for simplicity here that the graph is finite. Let µ : V −→ (0,∞) and ̺ : E −→ (0,∞) be functions, the
vertex and edge weights. Let
H := ℓ2(V, µ), ‖f‖2ℓ
2
(V,µ) :=
∑
v∈V
|f(v)|2µ(v),
and set
h(f) :=
∑
e∈E
|f(∂+e)− f(∂−e)|2̺(e)
with domh = H 1 = H . Since this form is bounded, we can omit the subscripts (·)1 indicating the form domain.
The Neumann operator H , i.e., the operator associated with h acts as
(Hf)(v) =
1
µ(v)
∑
e∈Ev
̺(e)
(
f(v)− f(ve)
)
.
If we choose µ(v) = 1 and ̺(e) = 1 then we arrive at the combinatorial Laplacian; if we choose µ(v) = deg v = |Ev|
and ̺(e) = 1, then we arrive at the normalised Laplacian.
We now declare a subset of V as boundary of the graph, i.e., let ∂V ⊂ V be the set of boundary vertices. The
vertices in its complement, V˚ := V \ ∂V , are called inner vertices. We set
G := ℓ2(∂V, µ), Γf := f↾∂V .
Note that H D := ker Γ = ℓ2(V˚, µ) is not dense in H = ℓ2(V, µ). Therefore, (Γ,G ) is a generalised bounded boundary
pair associated with h. The Dirichlet operator acts formally as H , but only on ℓ2(V˚, µ); if ι : ℓ2(V˚, µ) →֒ ℓ2(V, µ)
denotes the natural embedding, and π := ι∗ the corresponding projection, then HD = πHι. Note that this example
corresponds to X = V , Y = ∂V and ν = µ↾∂V in the notation of Example 2.4.
Before giving a formula for the Dirichlet solution operator, let us represent the operator H in block structure
H =
(
A B
B∗ D
)
with respect to the splitting H = G ⊕ H D, i.e., ℓ2(V, µ) = ℓ2(∂V, µ) ⊕ ℓ2(V˚, µ). Here, D = HD is the Dirichlet
operator, and A : G −→ G , B : H D −→ G . Let z /∈ σ(D), then h ∈ N (z) := N 1(z) iff (H − z)h↾V˚ = 0. Denote
by Hmax : H −→ H D the operator H restricted to H D (this is actually consistent with Hmin := HD ∩ H , the
minimal operator Hmin, which acts as H D → H , and Hmax = (Hmin)∗). Using the matrix decomposition, we have
Hmaxf = B∗f∂ +Df0, where f = f∂ ⊕ f0 ∈ G ⊕H D.
Moreover,
h(f, g) = 〈Hf, g〉H = 〈B∗f∂ +Df0, g0〉H D + 〈Af∂ +Bf0, g∂〉G
= 〈Hmaxf, g0〉H D + 〈Γ′f,Γg〉G ,
which can be interpreted as Green’s (first) identity (1.14), where the “normal derivative” Γ′ : H −→ G is given by
Γ′f := Af∂ +Bf0, i.e.,
(Γ′f)(v) =
1
m(v)
∑
e∈Ev
̺(e)
(
f(v)− f(ve)
)
, v ∈ ∂V.
It is now easily seen that the Dirichlet solution operator is given by
S(z)ϕ = ϕ⊕ (−(D − z)−1B∗ϕ),
(since (Hmax − z)S(z) = 0 on H D and ΓS(z)ϕ = ϕ); note that the inverse exists since z /∈ σ(D). The Dirichlet-to-
Neumann operator is defined as
〈Λ(z)ϕ, ψ〉G = 〈(H − z)S(z)ϕ, g〉H
= 〈(A− z −B(D − z)−1B∗)ϕ, ψ〉G + 〈B∗ϕ− (D − z)(D − z)−1B∗ϕ, g0〉H D
where g ∈ H is arbitrary with g↾∂V = ψ. Since the latter summand vanishes, we obtain for the Dirichlet-to-Neumann
operator
Λ(z) = (A− z)−B(D − z)−1B∗ : G −→ G .
Moreover, the interpretation is the same as in the manifold case: We have Λ(z)ϕ = Γ′S(z)ϕ, i.e., the Dirichlet-to-
Neumann operator associates to the boundary data ϕ the “normal” derivative of the Dirichlet solution h = S(z)ϕ.
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Note that the Dirichlet-to-Neumann operator can also be understood as the Schur complement of the block operator
H − z with respect to the lower left (H D ×H D)-block.
Finally, the spectral characterisation reads as follows: if λ /∈ σ(HD) (i.e., not an eigenvalue of D), then λ ∈ σ(H)
iff 0 ∈ σ(Λ)(λ), i.e., if Λ(λ) is a singular matrix (detΛ(λ) = 0). This fact can also be seen directly in this simple
situation.
Finally, Krein’s resolvent formula is just a variant of the inversion of the block operator H − z, namely,
R(z)− ι∗RD(z)ι =
(
A− z B
B∗ D − z
)−1
−
(
0 0
0 (D − z)−1
)
=
(
idG
−(D − z)−1B∗
)(
(A− z)−B(D − z)−1B∗)−1( idG ,−B(D − z)−1)
= S(z)Λ(z)−1S(z)∗
If we allow infinite graphs, then we may also have unbounded forms h (if, e.g., µ(v) = 1, ̺(v) = 1 and deg v is
unbounded on the graph) and the above spectral characterisation and Krein’s formula become less obvious. Such
cases and even more general ones (“discrete Dirichlet forms”) are considered in [HKLW12]. We can also use different
weights for the boundary space and therefore also have unbounded boundary pairs. We hope to come back to the
unbounded case in a forthcoming publication.
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