Emerging memory structures have several characteristics that are suitable for neuromorphic implementations. This paper connects the behavior of these ''new'' memory devices to achieving inference engines and provides a connection between the behavior of different devices and the learning algorithms. 
I. INTRODUCTION
Modern electronics applications for smart sensors, medical electronics, and the future Internet of Things require electronic circuits capable of handling large volumes of noisy and incomplete real-life data. Tasks such as recognition or mining, broadly qualified as ''cognitive,'' are necessary. While such assignments are not hard for humans, because of their natural capability to perform inference, performing them with computers necessitates advanced machine learning algorithms. In contrast to more traditional programming, these algorithms require minimal computing but significant memory access [1] . For this reason, cognitive algorithms are severely affected by the separation of computing and memory, known as the Von Neumann bottleneck, and need big computers with a large power budget. For example, a recent widely publicized demonstration by Google of a ''deep'' network uses no complicated equations but accesses one billion parameters from memory [2] (see also Fig. 1 ). Due to the inefficiency of cognitive tasks running on computers, smart devices currently must rely on the cloud and its megawatt data centers.
Emerging nonvolatile memory devices (e.g., resistive memory [3] , memristor [4] , [5] , magnetic memory [6] ) may be a major advancement for this situation. As they are quite compact and can be embedded in complementary metal-oxide-semiconductor (CMOS) circuitry, they offer an opportunity to fuse computing and memory, with the additional benefit of nonvolatility. Cognitive systems, the parameters of which would be stored in nonvolatile memory at the core of CMOS, would provide instant on/ off and offer the possibility of highly reduced power consumption for the smart objects of the Internet of Things. However, designing such systems requires a complete reinvention of electronics around cognitive tasks and inference problems, in stark contrast with the Von Neumann paradigm. A current idea is to try to use the human brain directly as an inspiration for a new type of architecture. Indeed, brains excel at inference and do not differentiate between computing and memory: memory is embedded at the core of computation.
Although new memory devices are particularly appealing for microelectronics, they also pose many challenges. They often suffer from high device variability, noise, and partly nonrepeatable behavior [7] , [8] , very much like the synapses and ion channels that the brain uses for computing [9] . Despite this, the brain achieves exceptional inference capability.
For these reasons, in recent years, the exploitation of emerging memory devices in brain-inspired systems has stimulated a considerable interest. They are typically proposed to be used as synapses between silicon neurons [4] , [10] - [29] . Such efforts fit particularly well with recent progress on the implementation of large neuroinspired systems [30] - [34] , realizing a vision pioneered by the research of Carver Mead in the late 1980s [35] .
Building on these ideas, here we show an example of how simple stochastic programming of memory devices can lead to a system capable of performing complex inference. We differentiate between two main approaches: one that exploits multilevel memory effects, and one that relies on binary memory devices programmed in a stochastic way, possibly employing device redundancy. We provide many examples, exploring a range of inference tasks and device physics phenomena. We introduce a theoretical analysis for the systems functionality, based on [36] . We explain in detail how the device physics relates to the inference capability, and how this in turn relates to sophisticated machine learning ideas and to Bayesian inference. Finally, we explore the intrinsic robustness of these approaches with regards to device issues.
II. STOCHASTIC PROGRAMMING OF AN INFERENCE ENGINE

A. General Ideas
In brains, the capability for inference naturally emerges from learning [38] . Though the underlying mechanism is far from understood, some models of how learning occurs at the synaptic and neuronal level provide inspiration for novel electronics paradigms. It is widely accepted that long-term memory is stored in synapses, which are the connections between the neurons, which are the active computation units of the brain. Synapses not only transmit information from one neuron to another, but also adjust their strength (usually called ''synaptic weight'') in response to experience. This adaptation, known as synaptic plasticity, is thought to be the most important phenomenon for long-term learning.
A canonical model of synaptic plasticity, known as spike-timing-dependent plasticity (STDP), was identified in the late 1990s [37] , [39] . It was proposed to provide an intuitive interpretation of experimental observations. Neurons communicate by asynchronous spikes, which are transmitted by synapses from ''presynaptic neurons'' to ''postsynaptic neurons.'' The assumption underlying STDP is that synapses tend to reinforce causal links. That is, when the presynaptic neuron spikes just before the postsynaptic neuron spikes, the synapse between the two becomes stronger. Therefore, if the presynaptic neuron spikes again, the synapse will allow the postsynaptic neuron to spike faster. In contrast, when the postsynaptic neuron spikes just before the presynaptic neuron, the synapse becomes weaker. This is summarized in the conventional STDP curve of Fig. 2(a) . In addition to this conventional curve, many variations of STDP have been observed experimentally (e.g., symmetric, asymmetric, voltage dependent, etc.) [40] . One should be careful to note that neuroscientists consider STDP a simplified model; it does not account for all that has been observed regarding synaptic plasticity and should not be seen as the only learning process the brain possesses [41] . However, research in neuroscience has shown that STDP is sufficient to achieve some impressive forms of learning [42] - [44] , and we therefore use it as a major source of inspiration.
It is insightful to compare ideas coming from neuroscience with the algorithms used in the field of machine learning for processing big data. Synaptic plasticity, and in particular STDP, shares features with learning rules used by various machine learning paradigms. For example, STDP depends only on the activity of the presynaptic and postsynaptic neurons. This locality feature is similar to the learning rule of restricted Boltzmann machines, the first system used to demonstrate deep unsupervised learning [45] . Some learning rules, however, are fundamentally nonlocal. This is the case for backpropagation, traditionally used in artificial neural networks [46] and in the popular convolutional neural networks [2] , [47] , [48] . Other machine learning paradigms such as support vector machines use fundamentally different principles than STDP and neurons.
In this work, we program memory devices to implement a simplified version of STDP. Several proposals exist for implementing traditional STDP with purely CMOS circuits [49] - [51] . Numerous other works propose implementing it directly when programming memory devices [5] , [11] , [13] , [14] , [18] , [52] - [55] . In contrast with purely CMOS solutions, this brings a higher synaptic density, offering the possibility of massive connectivity between neurons as in the human brain. Even more importantly, the memory devices offer nonvolatility to the synapses, preserving their state without time degradation, and thus offer instant on/off operation to the system. In these proposals, the memory devices are hybridized with CMOS neurons, which do not require nonvolatility. This idea is made feasible by the tremendous progress on implementing neurons with CMOS [30] , [56] , and on the very largescale integration of such neurons [31] , [32] .
Most proposals for implementing STDP with memory devices possess a relatively high complexity. They usually employ multiple programming pulses [52] or complex analog programming waveforms [11] . In this work, we abandon biological realism for a highly simplified version of STDP [36] , shown in Fig. 2(b) . The simplification results from two major ideas. First, we ignore the analog time dependence of STDP, allowing only two possibilities: increasing or decreasing synaptic weight. Second, we decide that the actual synaptic weight change specifically when a POST spike occurs. At this point, if the presynaptic neuron was active recently, the synaptic weight is increased (synaptic potentiation). In any other case, it is decreased (synaptic depression).
This strategy, which is not mandatory and loses part of the richness of STDP, provides two main benefits for implementation. First, we need only use simple square voltage pulses. Second, the STDP learning rule is applied during clearly defined ''programming'' phases, which are distinct from system ''operation.'' We can thus design a system such that nothing else can happen during the programming phase, making circuit design significantly less complex. We show in Section III how this works in practice, and that this extremely simplified version of STDP can allow a system to learn sophisticated inference.
The precise implementation of STDP, and the exact behavior, depends on the chosen device technology. Different emerging memory devices have unique physical and qualitative behaviors, as illustrated in Fig. 3 . While such disparities do not have many fundamental consequences when the devices are used as binary memories, they become very apparent, however, when the devices are used as plastic synapses. In this context, a complete understanding of their operating principles and electrical characteristics is necessary.
Nevertheless, our approach adapts to many kinds of memory devices, which can have multilevel as well as binary memory capability.
B. Implementation With a Multilevel Memory 1) ''Cumulative'' Memristive Device: We first consider the case of memristive devices. Many emerging memory technologies have some form of multilevel capability, and this was a core idea of the original memristor proposal [4] illustrated in Fig. 3 (a). Devices with multilevel behaviors similar to the memristor idea function based on different physical phenomena: ionics [5] , [14] , [61] , ferroelectrocity [20] and magnetic domain wall motion [62] . In these devices, it is possible to increase or decrease the conductance of the device by applying short programming voltage or current pulses. The change is cumulative: if one repeats a programming pulse to a device, its conductance will change further, as is seen in the measurements of Fig. 3 (a) (reproduced from [5] ). This behavior is reminiscent of synaptic plasticity, and it is thus natural to compare memristive devices with synapses.
The way these memristive devices are used is straightforward. The conductance of the device encodes the ''strength'' of the synapse, or synaptic weight. Applying a brief positive voltage pulse that is higher than a programming threshold ðV Tþ Þ increases the conductance of the device. Applying a brief negative voltage pulse that is lower than a programming threshold ðV TÀ Þ decreases the conductance of the device. To obtain a simplified STDP analog, we need only apply cleverly designed programming voltage pulses, as illustrated in Fig. 4(c) . When the postsynaptic neuron fires, it applies a waveform to its synapses, while the presynaptic neurons that were active recently simultaneously apply a simple voltage pulse. Synapses presenting only the postsynaptic waveform have their conductance reduced. Synapses that experience both the postsynaptic waveform and the presynaptic pulse have their conductance increased.
This implementation (analogous to [63, Fig. 3 ]) clearly separates phases in which the device is used for transmitting information, from phases in which it is programmed and learning occurs. It is only possible if, when STDP programming occurs, the system does not need the synapses to transmit information. This is typically the case in the winner-takes-all-type systems studied in Section III. It is also possible to avoid this separation between transmission and programming by making input pulses very long. This is illustrated in [63, Fig. 2] , and in various other proposals such as [11] , [53] , and [55] . Such a scheme, however, makes the design of the synapses driving circuitry harder [64] and leads to a significant energy consumption due to the input pulses.
2) Phase-Change Memory (PCM): In a PCM [ Fig. 3(b) ], a small volume of material can switch between a highresistance amorphous state and a low-resistance crystalline state [17] , [58] , [65] . A characteristic of PCM when compared with more conventional memristive devices is its unipolar nature: positive and negative voltages are equivalent. While the transition from the amorphous to the crystalline state exhibits the desirable cumulative behavior found in memristive devices, as is seen in the measurements of Fig. 3(b) , the reverse transition from the crystalline to the amorphous state is not cumulative [58] . The programming current determines the final state, and if one repeats the same programming pulse twice, the second pulse has no effect. This is a serious issue for implementing a functional synapse with PCM.
A possibility to regain cumulativity in both directions is to associate two PCMs in the ''2-PCM'' structure described in [65] . Additionally, it should be noted that PCMs suffer from a drift issue that makes low-resistive states partially unstable. This does not, however, seem to forbid neuromorphic applications [66] .
C. Adaptation to Other Device Physics: Stochastic Synapse 1) Conductive Bridge Memory (CBRAM): In most CMOScompatible CBRAMs [59] , [67] , both directions of programming are noncumulative [ Fig. 3(c) ]. It is possible to provide multilevel memory by carefully choosing the programming current, but applying the same programming pulse multiple times has no further effect (some academic technologies may exhibit cumulative effects or more complex behaviors).
Therefore, we have proposed an alternate method for using CBRAMs [59] , [67] . We chose to treat the CBRAMs as binary devices, and to replace the progressivity of multilevel operation with a progressivity resulting from probabilistic programming. The idea is simple: when STDP occurs, the memory device only has a probability of changing its conductance. When learning occurs, with traditional STDP, all synapses change their conductance by a small amount. Here, however, a fraction of synapses whose weight should slightly increase change their weight entirely, while a fraction of synapses whose weight should slightly decrease change their weight entirely, but most synapses' states do not change. Stochastic STDP is illustrated in Fig. 2(c) . We compare this form of STDP to traditional STDP in Section III and show that it can be quite powerful. In theoretical works, the idea of using stochastic synapses instead of deterministic ones (in a broad sense) has also been proposed with supervised neural networks [23] , [68] , [69] .
An important question is how to actually implement this probabilistic behavior. One obvious solution is to use pseudorandom number generators to achieve stochastic programming. A more ideal option is to have some kind of intrinsic probabilistic effects inherent to the devices. Both options are possible with CBRAM, but the second option may prove more difficult to control. Additionally, it has not been proven experimentally that the intrinsic probabilistic effects in CBRAM are sufficiently random [59] , [67] .
2) Spin Transfer Torque Magnetic Tunnel Junction (STT-MTJ):
One final remarkable case is the STT-MTJ [ Fig. 3(d) ], the basic cell of spin transfer torque magnetic memory (STT-MRAM) [6] , [70] , [71] . STT-MTJs may be the ideal technology for the stochastic STDP approach. Unlike the previously mentioned technologies, this device is truly binary: it has only two memory states, the highresistive antiparallel (AP) state and the low-resistive parallel (P) state. A striking feature is that switching is fundamentally stochastic, as observed in the measurements of Fig. 3(d) . This effect is also seen in CBRAMs and other kinds of memory when using weak programming pulses [28] , [59] , [72] , [73] . It is, however, better understood and controlled in STT-MTJs than in CBRAMs, as it emerges from the basic MTJ physics [6] , [8] . Furthermore, STT-MTJ switching can be modeled with comprehensive analytical equations [60] , which we use in this work.
While this stochastic switching is deleterious for applications such as memory cells, and necessitates the use of long programming pulses to ensure reliable switching [74] , it can fortuitously be used to generate true random numbers, as their quality has already been verified with regards to true random number generator standards [75] .
III. EXAMPLE OF INFERENCES MADE WITH STDP-TYPE PROGRAMMING
A. Problem of Classification 1) Basic Principle: We now describe how STDP-type programming can allow a system to classify images, i.e., to infer in which class an image belongs. In fact, the system not only performs the inference, but also identifies and creates the different categories by which the images can be categorized. These categories constitute the values of a ''latent variable'' of the data in the inference language.
The canonical data set for machine learning is the MNIST handwritten numbers data set [46] , and its is thus a natural first test for our learning approaches. It consists of 60 000 handwritten digits dedicated to training a system, and 10 000 digits for testing it.
To realize our system, we lay out the memory devices in a conventional memory crossbar structure, as illustrated in Fig. 4 (a), and use CMOS circuits for the input and output neurons. Each input neuron is connected to each output neuron by a memory device. This structure is feasible for devices with strong nonlinearity that limit sneak paths [76] . For other devices, access devices (diode or transistor depending on the technology) might be necessary (as in PCM [77] or CBRAM [59] ), but the basic principle remains the same.
It is straightforward to understand how such a system may learn. We present the handwritten digits converted to spikes as the input to the system, each input neuron corresponding to one pixel of the image. Alternative possibilities to encode the pixel values as spikes are described in [63] , and do not significantly affect systemlevel performance. These input spikes give rise to currents as they are applied to the memory devices, the magnitude of these currents being directly determined by the conductances of the devices. These currents I out are received by the output neurons, which act as leaky integrate-and-fire neurons [30] . That is, they have an internal state variable X that evolves according to a first-
where is an integration time constant associated with the neuron, and g is a real constant the value of which approaches one. When the variable X of one of the output neuron reaches a given threshold, this output neuron spikes and X is reset to zero during a ''refractory period.'' Many efficient options (analog or digital) exist to implement leaky integrate-and-fire neurons with CMOS [30] , [56] . When the output neuron spikes, it also inhibits the other output neurons during an inhibition period. This can be efficiently implemented by a nearest neighbor scheme such as the diffuser network used in [49] .
After an output neuron has spiked, the STDP step also occurs [ Fig. 4 (b) and (c)]. It affects all the synapses connected to the output neuron that spiked. In STDP, the synapses that were active recently become stronger; that is, the synapses change such that the output neurons will spike faster in response to a similar input. All other synapses connected to the output neuron become weaker; that is, if an input substantially differs from the one which caused the output neuron to spike, the neuron will be less likely to activate, and thus leave more time for the other neurons to activate. The output neurons thus become specialized to a particular type of input. We show in the next sections that this approach works impressively well in practice, for different types of problems.
Interestingly, this process is entirely unsupervised: every output neuron progressively becomes specialized to a class of patterns that continuously return. These categories that implicitly separate the input presented constitute a latent variable, using the language of inference. Through the process of learning, our system is able to identify the values of latent variable behind the inputs, and to classify the input among them.
2) Performance on the MNIST Data Set: This process is observed when we present the MNIST data set to the system. This example is taken from [16] and [63] , and is based on system level simulation [78] . This kind of simulations, based on a specialized simulator written in the C++ programming language, includes comprehensive physical models of the memory devices, but simulates their peripheral circuits functionally. This allows simulations to be considerably faster than circuit-level simulations, and to simulate realistic full-scale applications. The detailed physical models of the memory devices allow us to understand how device properties translate in terms of learning the applications. In particular, it is possible to include all imperfections seen on real devices and to evaluate the resilience of the applications. On the other hand, some effects due to peripheral circuits (such as neuron variability) need to be simulated in a highly abstracted way.
As memory devices, we are inspired from a cumulative memristive device [5] . The device model, fitted from experiments, is presented in [57] and based on realistic parameter values following [5] . This model includes precisely the dependence of conductance change to the state of the memristive devices. It allows including effects of device mismatch, as explored in Section V. Discussion of the required precision of the devices, and of how controlled the multilevel behavior of the device needs to be appears in [63] .
We first consider a simple system with ten output neurons, according to the basic architecture of Fig. 5(a) . The final postlearning weights of each synapse connected to an output neuron are plotted as a 2-D image in Fig. 5(b) . We can see that each output neuron has specialized in a type of digit, and has learned its distinctive features: the loop of the digit two, the bars of the digit eight, etc. This suggests that the system has played its role as an inference engine: it has recognized the different digits, which constitute the latent variable behind images of handwritten digits.
If we identify the correspondence between digits and output neurons, we can translate the performance of the system on the test data set as a recognition rate. It reaches 60%, which is not an impressive recognition rate by machine learning standards, although it is significantly better than random choice (10%). This results from the fact that there are numerous ways to handwrite the same digit. The true latent variable behind the MNIST data set thus represents the various typical handwrittings of all digits. As can be seen in Fig. 5(b) , the system learned two handwritings of the digit seven, yet no handwriting of the digit four. Thus, we need more than ten output neurons for successful digit recognition.
Therefore, we performed simulations with various numbers of output neurons. At the end of learning, using a limited set of the data set, we automatically identify the digit to which each output neuron corresponds. This step may be performed using simple counting or by another spiking neural network, as described in [79] . We then tested the system on the MNIST test data set. This allows us to plot recognition rate as function of the number of output neurons, as shown in Fig. 5(c) . For 300 output neurons, the recognition rate reaches 93.5%. This is far from the best results obtained for the data set, which used millions of adjustable parameters and an augmented data set, and where the recognition rate can reach 99.7% [80] . However, our unsupervised results compare well to supervised neural network with backpropagation and the same number of adjustable parameters, which have a recognition rate of 95% [46] . The supervised approach requires knowing which digit corresponds to every image of the training data set, while the unsupervised approach requires knowledge of only a small subset. This is an important feature in the era of big data, where we have access to massive amounts of unlabeled data.
A big advantage of the MNIST benchmark is that it provides a natural metric to compare potential devices as artificial synapses. In particular, it is of special interest to compare cumulative memristive synapses with stochastic synapses such as stochastically programmed CBRAM or the intrinsically stochastic STT-MTJs. In Fig. 6 , we show our results for a stochastically programmed CBRAM instead of the cumulative memristive devices. The device model, described in [67] , is fitted on experiments. In particular, it includes the experimental intrinsic cycle-tocycle dispersion on device conductance: each time a device is programmed to the on of off state, its conductance is varied. Fig. 6(a) shows the final states of the memory devices for eight of the output neurons. This appears similar as Fig. 5(b) , but with binary (black and white) values instead of a color spectrum representing multilevel weights. The system has 50 output neurons, and would have a recognition rate of 82% with cumulative memristors. If we replace every cumulative memristive device by just one stochastic device, the recognition rate is a little better than 60%. However, it is possible to obtain equivalent recognition by introducing redundancy. Fig. 6(b) shows the recognition rate as a function of the number of stochastic devices replacing one cumulative memristive device. We see that if we replace a cumulative memristive device by five stochastic devices, a recognition of 77.2% is achieved, and with seven we reach 78.0%. As we show in Section III-B, the required level of redundancy is extremely problem dependent and can be much smaller for other tasks.
B. Detection Within Dynamic Data
Beyond image classification, the time-dependent nature of STDP makes it particularly appropriate to learn inference on dynamic data. First, we take an example of video processing [77] . We used a video acquired from a bioinspired dynamic vision sensor [81] , which naturally produces spikes, analogous to our retina. The video shows vehicles moving in front of a camera on a freeway in Pasadena, CA, USA, and is freely available online [82] . A 2-D presentation of the spikes, integrated over 30 ms, is shown in the top picture of Fig. 7 . Here, the latent variable behind the video represents the vehicles passing on the six lanes. If our system learns to recognize them, it naturally becomes a proper vehicle counter.
To learn this task, we use the same system as for the MNIST case. Each input neuron is connected to one pixel of the camera. Only the actual values for the neurons' threshold, refractory and inhibitory periods need to be changed for this new problem. The results are impressive: in the case of cumulative memristive devices [65] or of 2-PCM structure [77] , the system becomes a vehicle counter with the detection rate higher than 95% on all lines except the two outer lanes where very few cars are passing. Less than ten false positives occur during the 80-s video. Cumulative memristive devices were modeled with the same model used as for MNIST recognition [57] , and 2-PCM structures with a variation of this model fitted on experiments [58] . Including the drift effects seen in the high-resistance states of PCM did not affect the result. As a comparison, the best result on the same data set, using a neural network with double precision analog weights obtains a detection rate of 98.1% and nine false positives [77] .
The results with stochastic devices are even more interesting. Fig. 7 shows the results with STT-MTJs, where we replaced every cumulative memristive device by only one binary STT-MTJ. STT-MTJs are modeled with a comprehensive physics-based analytical model which reproduces full magnetic simulations [60] . This models allows including various device imperfections (device mismatch, dependence to temperature) in a physical way. In terms of the detection rate and the number of false positives, in simulations employing the STT-MTJ analytical model, we still obtain recognition rates higher than 95% on the four inward lanes, and less than ten false positives [83] . Unlike the MNIST case, redundancy was not necessary to reproduce the performance obtained with a cumulative memristive device with stochastic binary devices.
As the car detection constitutes a practical task, it is insightful to estimate the energy that needs to be used by the system to program the memory devices. These estimates solely concern the programming energy at the device level (peripheral circuitry is ignored). With a conservative PCM technology (used in a 2-PCM structure), the energy consumption during learning has been estimated to 110 W. This power consumption value scales with the technology node and could be as low as 100 nW on advanced PCM [65] . With stochastic CBRAM, energy consumption has been estimated to 74 W [59] . With STT-MTJs representative of a 45-nm technology, energy consumption has been estimated to 4 W using long programming pulses with very low voltages [71] , [83] , and can be as low as 180 nW using shorter programming pulses with higher voltages (0.46 V) [71] . These values support the potential of our bioinspired programming approach for low energy computation. They are much smaller than the power consumption of processors capable of machine learning. However, designing the full system is necessary to evaluate the final global power consumption. Once the car detection task has been learned, we may choose to either continue STDP so that the system can adapt to changes in the inputs, or to deactivate STDP to save programming power.
The system can also be used to process auditory data. In this case, we implement a collection of filters inspired by the cochlea [84] , and the result of each filter is connected to one input neuron. We then present inputs consisting of audio noise, in which repeated patterns have been inserted. After learning, every output neuron becomes sensitive to one of the repeated patterns. The final sensitivity is similar to that demonstrated by humans given the same problem. The details of this task are given in [59] .
This task can also be implemented either with cumulative memristive devices or stochastically programmed ones. However, to achieve similar sensitivity with both implementations, each cumulative memristive device needs to be replaced by three stochastically programmed devices.
These three examples illustrate that, in many situations, stochastically programmed binary devices can function equivalently to cumulative memristive devices. However, the quantity of redundancy to introduce in the binary case varies greatly. No redundancy is needed for car counting; one cumulative device needs to be replaced by three stochastic devices for auditory pattern detection, and by five for roughly equivalent MNIST character recognition.
IV. THEORETICAL ANALYSIS OF THE INFERENCE ENGINE
A. Link With Bayesian Inference
We have seen that simplified STDP-type programming of memory devices can allow the system to learn sophisticated inference, in very different situations. In the field of computational neuroscience, a very powerful theory exists that can explain this. In several works, Maass has studied how systems of spiking neurons can be used to perform Bayesian computation, in the presence of high noise and stochasticity [85] . The most relevant work for our discussion investigates how a specific form of STDP can lead to a form of optimal Bayesian inference [36] , by approximating the powerful machine learning algorithm of expectation-maximization.
Nessler et al. [36] use a simplified version of STDP, which has the same graph as the STDP that we proposed for memory devices [ Fig. 2(b) ]. However, the exact impact of STDP steps on the weight of the synapses differs from what we have considered previously. We can introduce w the synaptic weight, w þ the weight increase when a presynaptic spike preceded a postsynaptic spike, and w À the weight decrease in other situations. Nessler et al. considered
where C is a real constant greater than 1. The exact comparison with the behavior of physical memory devices will be discussed in Section IV-B. Based on (2), it is straightforward to evaluate analytically which values the synaptic weights approach at the end of a learning process. We introduce
the probability that when an output neuron spiked, a synapse spiked in the STDP window t STDP preceding the spike. Then, we can show that the final weight w 1 that this particular synapse will approach during the learning process is
This simple result has deep implications. Nessler et al. have shown that this allows the system to perform an approximation of expectation-maximization, an extremely powerful machine learning algorithm [86] . The process is illustrated in Fig. 8 . The two phases in our system directly correspond to the ones of the expectation-maximization algorithm. The operating phase where synapses transmit information from input to output until an output neuron spikes correspond to expectation steps, the execution of inference. The STDP programming steps correspond to maximization steps, the optimization of the latent variable.
This theoretical study provides insight into how our inference engine learns and performs inference. However, the physical synapses that we have studied do not correspond to (2) . We now consider the details regarding the importance of this difference.
B. Link Between Device Physics and Learning
1) Cumulative Memristive Synapses:
We first consider the case of cumulative memristive devices. We use a simple model of the conductance increase and decrease [57] , which fits the measurements of the classical cumulative memristors of [5] , and can also be used to model the 2-PCM structure [58] , [65] . For the sake of simplicity, we use normalized units w ¼ G=G MAX , and assume that minimum and maximum conductances are 0 and 1. We identify normalized conductance with a synaptic weight w. The device model of [57] then simplifies to
þ and À represent by how much the conductance of the memristive device changes when a programming pulse is applied. Smaller values lead to more analog behavior. þ and À model the dependency of this conductance change with the state of the memristive device. values of the order of 3.0 can model the devices of [5] , [58] , and [65] .
Additionally, the weight is bounded by a minimum (0) and maximum (1) conductance.
Under these conditions, we can show that the final weight of this particular synapse approaches
with w 1 being additionally bounded between 0 and 1. The derivation appears in Appendix A.
In the case where þ and À are equal, this simplifies to
This equation is reminiscent of (4), but a significant difference is that w 1 appears to approach infinity when pðPREjPOSTÞ approaches 1. However, since the weight of a physical device is bounded between 0 and 1, this divergence does not actually occur. When considering and putting practical values into (6), it becomes in fact remarkably similar to (4) . This is shown clearly in Fig. 9(b) , where (6) is plotted for different values of þ = À , and the value for is taken from real devices [5] . This suggests that our inference engine with cumulative memristive devices may work by an approximation of expectation-maximization.
Interestingly, the curves corresponding to differing values of þ = À (2.0, 1.0, and 0.5) are qualitatively similar. This is in agreement with the fact that when simulating the problems of Section III, the value of þ = À is not a sensitive parameter. For example, on the car counting task, and with cumulative memristive devices, the best recognition rate on the four inward lanes (99%) is obtained with þ = À ¼ 2:0. With þ = À ¼ 1:0, the recognition rate on the four inward lanes is only slightly reduced (97%). This result has important implications when dealing with nanodevices. The parameters associated with learning do not need to be too fine tuned for the system to be able to learn tasks.
Additionally, we note that only the ratio þ = À appears in (6) , not the actual value. This is also consistent with the research in Section III. This does not mean, however, that the actual values are entirely insignificant, as they directly affect the speed of learning.
Finally, we should note that the value has considerable impact on the shape of the w 1 curves. To illustrate this, we simulated a network with only one output neuron, to which we presented static photographs of faces, and repeated the simulation for devices with Fig. 10 . We can see that with a value of 3.0 (which is close to what is observed in the devices of [5] , or the 2-PCM structure [65] ), the final weights are very analog, and approach the mean of all the presented faces. By contrast, a value of 1.0 produces a more binary map, amplifying what is distinctive about a face. A value of 0 leads to an entirely binary map separating pixels where pðPREjPOSTÞ is lower and greater than 0.5. This corresponds well to what would be expected from w 1 as a function of pðPREjPOSTÞ curves. This means that, depending on the device, very different kinds of learning can thus be envisioned.
In summary, we have observed a remarkable insensitivity to relative steps of potentiation and depression, as well as to the actual value of these steps ( values). We have observed that the devices with different dependences of steps with actual values of the conductance ( values) can have different learning characteristics.
2) Stochastic Synapses:
We now consider the case of stochastic programming, which we introduced in particular for CBRAM and STT-MTJs. We introduce p þ , the probability for a synapse to switch from low conductance (''0'') to high conductance (''1'') when a presynaptic spike occurred before the postsynaptic spike p À , its probability to switch from high conductance to low conductance in the other situations, and ¼ p þ =p À . At the end of the learning process, we show in Appendix B that the probability of a synapse to be in the high-conductance state is
If p þ and p À are equal ð ¼ 1Þ, w 1 reduces to pðPREjPOSTÞ. As can be seen in Fig. 9(c) , the shape of the w 1 as a function of pðPREjPOSTÞ appears relatively different from those of (4), but retains some of its distinctive features. It can be thus expected that learning with stochastic synapses also performs an approximation of expectation-maximization in an extremely stochastic form. This correspondence is also discussed in more detail in a recent work [97] .
When redundancy between stochastic synapses is introduced, w 1 not only represents the probability of an individual device to be 1, but also a mean value of the weight of the equivalent synapse formed by the ensemble of the stochastic synapses. It is thus natural that the system approximates expectation-maximization better, as was seen with the MNIST classification task [ Fig. 6(b) ].
Finally, it is insightful to compare the w 1 curves for values ranging from 0.5 to 2. Once again, the curves are qualitatively relatively similar. This result is consistent with our practical observation that the choice of is not extremely sensitive when solving the actual tasks of Section III, although more sensitive than þ = À in the case of cumulative memristive devices. For example, when solving the vehicle counting task with an value of 1:0 ðp þ ¼ p À ¼ 0:1Þ, the detection rate is 97.3%. With an value of 2:0 ðp þ ¼ 2p À ¼ 0:1Þ, the detection rate is reduced significantly, but remains high (83.0%). Once again, this is an essential feature for being able to use a system with real devices, where mean switching probability might not be tuned with an arbitrary precision.
V. ROBUSTNESS OF THE INFERENCE ENGINE TO NOISE AND TO DEVICE IMPERFECTIONS
As mentioned in the Introduction, device nonidealities may be a fundamental obstacle to the approach that we are proposing. In particular, new memory devicesVlike almost all nanodevicesVsuffer from a high level of device variation. Monte Carlo simulations allow us to evaluate and understand the robustness of our inference engine with respect to device nonidealities.
A. Robustness to Device Variability
To study the impact of device variations on the inference engine, we perform Monte Carlo simulations where every device in the system is different, as is routinely done in modern CMOS circuit design. We first consider the case of cumulative memristive devices, and take the example of MNIST recognition. We use a system with only 50 outputs, which without variability has a recognition rate (as defined in Section III) of 82%. Recognition rates when variability is introduced are plotted in Fig. 11 . We introduced variations on the initial states of the devices, on their minimum and maximum conductance, and on the parameters of (5). These parameters model by how much the conductance of a memristive device changes when it is programmed. The variability is expressed in relative standard dispersion =.
We can see that variations of 10% on all parameters have no impact on the recognition rate, and variations of 25% reduce the recognition rate only by a few percent. Extreme variations of 100% reduce the recognition rate to 70%, but is still higher than random recognition (10%), and it is incredible that the system remains functional with so much variability of the device properties. It should be noted that, in this situation, approximately one third of the devices have an value of zero in at least one direction, and are thus practically incapable of learning. Additionally, devices where the minimum and maximum conductances appear inverted due to device variations are also considered as devices incapable of learning.
A similar robustness was observed in the task of car counting. With variations of 25%, the detection rate is identical to that seen in the case of no variations. We call Fig. 11 . Impact of device variations, on the problem of MNIST recognition with cumulative memristive devices, with 50 output neurons. Recognition rate as a function of relative standard deviations on device parameters. Triangles: only the initial conductance. Squares: only the þ and À parameters of (5). Circles: initial conductance, þ and À , minimum and maximum conductance. Each simulation was repeated ten times. The error bar indicates one standard deviation. such robustness to device variability with respect to traditional uses of memory near-immunity. More in-depth discussions of these results appear in [63] .
We also performed Monte Carlo simulations for the case of stochastic devices. In this implementation, device variability affects minimum and maximum conductance. If the stochastic effects directly emerge from the device physics, like we proposed in the case of STT-MTJs, the probability to switch p þ and p À (as introduced in Section -IV) will also be variable, possibly dramatically. This is illustrated in Fig. 12(a) , which plots histograms of the low (P) and high (AP) resistance states values, and the corresponding switching probability, when synaptic variability is introduced. It is observed that due to STT-MTJ device physics, switching probability is more disperse than the states' resistance. The synaptic variability introduced corresponds to relative standard deviation (one-sigma) on resistance of the P state and tunnel magnetoresistance TMR [TMR ¼ ðR AP À R P Þ=R P ]. The fact that resistance of the P state and TMR are varied independently is inspired by experiments. A typical value for the synaptic variability in experimental demonstrators is 5% [87] , [88] .
Once again we observed spectacular robustness to device variations. For example, let us consider the case of car counting with STT-MTJs. As observed in Fig. 12(b) , with device variability of 10% of the STT-MTJs (higher than what is seen in experiments), which directly translates to variability of 61% on the p þ and p À parameters, the same detection rate and number of false positives are observed as with no variability [71] .
B. Roots of the Robustness to Device Variability
The extreme robustness of our inference engine to device variation is impressive and an understanding of its fundamental origin is instructive for nanoelectronic design. We see two basic elements for this robustness: the unsupervised nature of learning and the diversity of synapses that can approximate the expectation-maximization algorithm.
First, the fact that the system learns in an unsupervised way is an important asset to tolerate variations. When initialized, the neurons are not specialized and respond more readily to the patterns they are naturally capable of learning. For example, we can consider a specific input pattern. If some synapses associated with input neurons fundamental to this pattern do not work, then the output neurons of these synapses will likely learn another input pattern. In that sense, a reasonable device variability is not deeply troublesome for the system. It may even be considered as a feature that precipitates in the beginning of the learning process.
A second component of robustness to variability can be gathered from the theoretical analysis of Section IV. For the case of cumulative devices, we have seen that the curve of w 1 as a function of pðPREjPOSTÞ depends only on the ratio of þ and À , and that its shape does not qualitatively depend dramatically on this ratio. Similarly, in the stochastic synapses case, the curve of w 1 depends only on the ratio of p þ and p À and its shape does not exhibit significant qualitative dependence on this ratio. This suggests that variable synapses will still manage to perform their task even if they learn through completely different manners. This also suggests that the analysis of Section IV can be an effective way to assess if a particular technology will give rise to a robust inference engine.
C. Robustness to Other Issues
First, we should mention the one effect to which our inference engine is not robust: the performance of the system is strongly affected by variability between the neurons [63] . The neurons with lower threshold are activated frequently and prevent the neurons with higher thresholds from learning patterns. Neuron variability is an issue if the neurons are implemented with analog circuits [30]. We proposed a solution in [63] , which is to implement a form of ''homeostasis'' in the neurons (Fig. 13) . Homeostasis is a bioinspired paradigm that ensures that, over long periods, each output neuron spikes a similar number of times. Circuit implementations of homeostasis can cause significant overhead. In digital neuromorphic circuits, homeostasis implementation would be straightforward. It is more challenging for analog neuromorphic systems, since homeostasis requires particularly long time constants. Both pure analog and mixed analog/digital solutions have been proposed [89] . In terms of inference, homeostasis implements a prior belief that all latent variable values have a significant chance of occurring. It is particularly interesting to note that synaptic variability (which is the primary concern, as it emerges from nanodevices' variability) is naturally tolerated, while neuronal variability requires a correction mechanism. It also stresses the necessity to consider all aspects of a system when studying its robustness.
We can also investigate the robustness to noise in the inputs. It is impressive. For example, in the car counting task, for both cumulative memristive devices and stochastic synapses, we can add up to 10% of purely random spikes in the inputs without affecting the detection rate and the number of false positives. This is caused by the neuronal behavior of the outputs, which naturally acts as a filter for input noise.
Another significant effect in a real system are the transient and potentially local variations of the temperature. Such variations affect all memory devices, but STTMTJs are among the devices most vulnerable to this effect: since their memory switching is thermally activated, their switching probability depends heavily on the temperature. Therefore, we performed simulations, for the task of vehicle detection, with exacerbated temperature effects: each STDP step, the temperature of all STT-MTJs is chosen randomly. We observed that with the temperature chosen randomly with a Gaussian law of standard deviation of 30 K, the detection rate and the number of false positives are not affected. Temperature fluctuations act as a form of transient device variations, and the roots of the system's robustness are the same as for static device variations.
Another potential issue is the read disturb effect (the fact that read operation may affect the state of the memory devices). In our scheme, devices frequently transmit spikes. Therefore, even if a read operation has an extremely small effect on the memory state of the device, this effect may accumulate and become significant. Simulations in the case of cumulative memristive devices used for MNIST recognition are presented in [63] and reproduced in Fig. 14 . The robustness to the read disturb effect is astonishing: if we assume that read disturb affects the device conductance by 1% of the effect of STDP operations, the recognition rate is barely affected. When the read operation has 10% of the effect of STDP operations, the recognition rate moves from 82% to a very reasonable 78%. This suggests that the system naturally corrects the drift associated with the read disturb. This comes from a very specific feature of our inference engine, which never stops learning. When the system has specialized and is stable, STDP is not deactivated. This allows the system to autocorrect for effects such as the read disturb, or for a long-term evolution of the inputs.
VI. MEMORY IMPLICATIONS
In this section, we summarize the core ideas that underlie this work, discuss research approaches that share some Fig. 13 . Impact of homeostasis using the MNIST recognition task, with cumulative memristive devices, where 50 output neurons were used. Recognition rate as a function of variability on neurons' threshold (expressed in relative standard deviation) with and without homeostatic mechanisms. The results are described in detail in [63] . This research is based on several fundamental ideas. First, we try to embed memory at the very core of computing, analogous to the brain structure, in order to avoid the von Neumann bottleneck. This vision, which has been previously investigated in several contexts, finds specific appeal today. The emergence of compact, CMOS-compatible, nonvolatile memory offers an ideal technological basis for this concept. Simultaneously, emerging cognitive applications require frequent memory access and suffer from the von Neumann bottleneck. Novel general-purpose or application-specific processor ideas merging computing and memory are therefore being proposed. The level of integration between computing and memory can be comprehensive, in accordance to the original ''logic-in-memory'' concept [90] approach, or to novel ideas [91] - [93] , while some designs keep a stricter separation of computing and memory at a local level [94] . Fusing computing and memory is also at the core of many neuromorphic structures, at the present day usually employing SRAM as memory [31] , [32] , [49] , [50] .
In addition to integrating memory and computing, the research reported here incorporates a second idea: to program memory following a bioinspired approach similar to synaptic learning rules. This idea can already be implemented with SRAM [49] , [50] , but has significant advantages when the memory is based on nanodevices. Programming memory nanodevices in a conventional digital and deterministic way can be wasteful in terms of energy. Bioinspired programming using learning rules, by contrast, can map more closely to device physics, and exploit the complex intrinsic behaviors seen such as multilevel memory and stochasticity. A drawback is that nanodevices used in this fashion exhibit nonidealities such as device variations. We have tried to show in this work that bioinspired architectures can feature an intrinsic resilience to these nonidealities, and are therefore able to benefit from the intrinsic features of memory devices.
Other research explores this idea of bioinspired programming. Most of this research attempts to precisely map bioinspired programming to biological models, with the aim of providing a direct correspondence between neuroscience and nanoelectronics research. Here, we suggest that highly abstracted bioinspired programming may already achieve useful features. The balance between biological abstraction and biomimetism, however, is an important open research question. It is not solely determined by purely engineering questions, but also by the prospectives of the researchers.
Another research approach that emphasizes memory at the core of computing paradigm is the concept of ''memcomputing'' [95] , [96] . Memcomputing goes further on the path of fusing computing and memory, with memory devices used as the active computing elements instead of transistors. It has been shown that nonTuring-type memcomputing machines could solve some nondeterministic polynomial (NP)-complete problems in polynomial time, though also requiring a polynomial growth of memory [96] . Memcomputing therefore allows higher computational power than our proposed approach. However, it does not appear to feature intrinsic resilience to memory device imperfections. Nonetheless, it constitutes a powerful concept to which approaches integrating computing and memory should be confronted.
This work leaves many open questions, at the technological level, but also at the computational level. We have shown that bioinspired programming may be connected to machine learning techniques. Nevertheless, the tasks presented in this work are still relatively simple textbook applications. More interdisciplinary research is needed to push the idea further and investigate the possibility of state-of-the-art machine learning. For this, we need to convince machine learning specialists to perform the needed specific research based on an understanding of the benefits but also of the limitations of nanodevices.
VII. CONCLUSION
In this work, we have explored a bioinspired methodology for programming nanodevices, which naturally implements an inference engine. The approach is fundamentally different from those of traditional electronics. Its source of inspiration is the spike-timing-dependent plasticity model of synaptic learning in neurosciences. The system puts memory at the very core of computing, with the physics of the memory devices playing an active role in the process of learning and inference. The system is capable of learning using an unsupervised paradigm. More precisely, it can identify the latent variable underlying the input to which it is exposed, and at the same time infer its classification among the latent variable values. The system is incredibly tolerant to device variations and read disturb issues.
We have shown that it may be adapted to various emergent memory device technologies. The most natural implementation uses cumulative memristive or PCM devices, in an analog manner. Another implementation can use stochastic devices such as STT-MTJs. In many situations, stochastic and analog devices are equivalent. However, for most problems, this requires adding redundancy in the stochastic version.
We have explored several applications for the inference engine: image classification and detection of patterns in video and auditory data. These applications are impressive, especially given that they use precisely the same system. However, they are currently far from production and need to be associated with other circuits capable of exploiting the inference results. The methodology introduced in this work provides a new paradigm for nanoelectronics. Bioinspired programming of memory devices could identify latent variables and perform inference, which is the biggest challenge for processing big data. A simpler system can then interpret the inference result.
We have already connected the inference engine with Bayesian inference and the algorithm of expectationmaximization. By advancing this comparison further, it should be possible to develop significantly more complex and comprehensive inference engines, while retaining the vision of this work: using the bioinspired idea of fusing computing and memory, we intend to put inference at the core of nanoelectronics. h 
which leads to (6)
APPENDIX B
DERIVATION OF THE EXPRESSION OF w 1 IN THE CASE OF STOCHASTIC SYNAPSES
This appendix derives (8) from Section IV. At the end of learning, if a synapse has reached a stable state, it experiences as many depression events as potentiation events. With the notations of Section IV, and by introducing pðState ¼ 1Þ and pðState ¼ 0Þ, the probabilities of the synapse to be in the 1 and 0 states, this reads p þ Á pðPREjPOSTÞ Á pðState ¼ 0Þ ¼ p À Á pðPREjPOSTÞ Á pðState ¼ 1Þ: (13) With the notations of Section IV, pðState ¼ 1Þ ¼ w 1 and pðState ¼ 0Þ ¼ 1 À w 1 . If we introduce ¼ p þ =p À , (13) becomes pðPREjPOSTÞð1 À w 1 Þ ¼ 1 À pðPREjPOSTÞ ð Þ w 1 (14) which leads to (8)
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