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Abstract: We suggest two new fast and accurate methods, Fast Wiener-Hopf
method (FWH-method) and Iterative Wiener-Hopf method (IWH-method), for
pricing barrier options for a wide class of Le´vy processes. Both methods use the
Wiener-Hopf factorization and Fast Fourier Transform algorithm. Using an ac-
curate albeit relatively slow finite-difference algorithm developed in Levendorskiˇi
et al (2006) (FDS-method), we demonstrate the accuracy and fast convergence
of the two methods for processes of finite variation. We explain that the con-
vergence of the methods must be better for processes of infinite variation, and,
as a certain supporting evidence, demonstrate with numerical examples that
the results obtained by two methods are in extremely good agreement. Finally,
we use FDS, FWH and IWH-methods to demonstrate that Cont and Volchkova
method (CV–method), which is based on the approximation of small jumps by
an additional diffusion, may lead to sizable relative errors, especially near the
barrier and strike. The reason is that CV–method presumes that the option
price is of class C2 up to the barrier, whereas for processes without Gaussian
component, it is typically not of class C1 at the barrier.
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Me´thode rapide et pre´cise pour l’e´valuation
d’options a` barrie`res dans les mode`les de Le´vy
Re´sume´ : On pre´sente deux nouvelles me´thodes performantes, Fast Wiener-
Hopf method (FWH-method) et Iterative Wiener-Hopf method (IWH-method),
pour e´valuer des options barrie`res pour une grande classe de processus de Le´vy.
Ces deux me´thodes utilisent la factorisation de Wiener-Hopf et l’algorithme de
Transforme´e de Fourier rapide (FFT). En utilisant un algorithme de diffe´rences
finies pre´cis mais relativement lent de´veloppe´ par Levendorskiˇi et al (2006)
(FDS-method), on de´montre la pre´cision et la convergence rapide des deux
me´thodes pour des processus a` variation finie. On explique que la convergence
des me´thodes doit eˆtre meilleure pour des processus a` variation infinie et on
montre sur des exemples nume´riques la cohe´rence des re´sultats obtenus par
les deux me´thodes. Finalement on utilise les me´thodes FDS, FWH and IWH-
methods pour montrer que la me´thode de Cont and Volchkova (CV–method),
qui est base´e sur l’approximation des petits sauts par une diffusion addition-
nelle peut entrainer des erreurs relativement importantes notamment pre`s de la
barrie`re et du strike. Cela s’explique par le fait que cette me´thode pre´suppose
que le prix de l’option est de classe C2 jusqu’a` la barrie`re, alors que pour des
processus sans composante gaussienne, il n’est en ge´ne´ral pas de classe C1 a` la
barrie`re.
Mots-cle´s : Processus de Le´vy, options a` barrie`res, factorisation de Wiener-
Hopf, me´thodes nume´riques
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1 Introduction
By now, there exist several large groups of relatively universal numerical meth-
ods for pricing of American and barrier options under exponential Le´vy pro-
cesses. The number of publications is huge, and, therefore, an exhaustive list is
virtually impossible. We describe main groups of methods and several publica-
tions for each group, where the reader can find further references. Monte Carlo
methods perform well for pricing of barrier options in jump-diffusion models
when activity of jumps is finite because one can control the behavior of the
process between the jump times, when the log-price follows a Browning bridge
process (for details see Metwally and Atiya (2002), or Cont and Tankov (2004)).
In the infinite activity case, the Monte Carlo methods are much less accurate and
more time consuming. Evaluation of American option prices by Monte Carlo
simulation faces additional difficulties: it involves the computation of condi-
tional expectations – see, e.g., Longstaff and Schwartz (2001). An overview
of Monte Carlo based methods for American option pricing can be found in
Glasserman (2003) and Broadie and Detemple (2004). Generally, Monte Carlo
methods consume much more time than other numerical methods.
Methods of the second large group start with the reduction to a boundary
problem for the generalization of the Black-Scholes equation (backward Kol-
mogorov equation); in the case of American options, a free boundary problem
arises. Boyarchenko and Levendorskiˇi (1999, 2002b, c) derived the equation
for the price of a derivative security in the sense of the theory of generalized
functions. Later, Cont and Volchkova (2005) (see also Cont and Tankov (2004))
derived the same equation under much more stringent conditions. The latter
version is more popular because Cont and Volchkova (2005) call the equation
partial integro-differential equation (PIDE) and use the viscosity solution tech-
nique, which are better known in probability than the language and technique
of the theory of pseudo-differential operators (PDO) used by Boyarchenko and
Levendorskiˇi (1999, 2002b, c). Notice, however, that the definition of a solution
in the sense of generalized functions is standard in analysis for half a century, at
least, and it is more natural for linear problems than the language of viscosity
solutions invented to tackle much more difficult non-linear problems. Moreover,
PDO technique based on the Fourier transfrom and the operator form of the
Wiener-Hopf method is much more powerful than the technique based on the
study of the kernel of the PIDE. This was the reason the theory of PDO was
invented in the first place – see, e.g., Eskin (1973) and Ho¨rmaner (1985). PDO
technique allows one to study properties of solutions, which are crucial for de-
velopment of accurate numerical methods. It is rather difficult to establish these
properties working with the PIDE representation. In the result, in the majority
of papers that use the PIDE language, construction of numerical methods pre-
sumes that solutions are more regular than they really are, and, in many cases,
serious errors result as numerical examples below will demonstrate.
There are three main approaches for solving PIDE: multinomial trees, finite
difference schemes and Galerkin methods. Amin (1993) constructed a family of
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Markov chain approximations of jump-diffusion models. Multinomial trees can
be considered as special cases of explicit finite difference schemes. The main
advantage of the method is simplicity of implementation; the drawbacks are
inaccurate representation of the jumps and slow convergence. Galerkin methods
are based on the variational formulation of PIDE. While implementation of finite
difference methods requires only a moderate programming knowledge, Galerkin
methods use specialized toolboxes. Finite difference schemes use less memory
than Galerkin methods, since there is no overhead for managing grids, but a
refinement of the grid is more difficult. A complicated wavelet Galerkin method
for pricing American options under exponential Le´vy processes is constructed
in Matache et al. (2005). A general drawback of variational methods is that,
for processes of finite variation, the convergence can be proved in the Hs–norm
only, where s < 1/2; hence, the convergence in C–norm is not guaranteed.
In a finite difference scheme, derivatives are replaced by finite differences.
In the presence of jumps, one needs to discretize the integral term as well.
Finite difference schemes were applied to pricing barrier options in Cont and
Voltchkova (2005), and to pricing American options in Carr and Hirsa (2003),
Hirsa andMadan (2003) and Levendorskiˇi et al. (2005). Wang et al (2007) calcu-
late prices of American options using the penalty method and a finite difference
scheme. Construction of any finite difference scheme involves discretization in
space and time, truncation of large jumps and approximation of small jumps.
Truncation of large jumps is necessary because an infinite sum cannot be cal-
culated; approximation of small jumps is needed when Le´vy measure diverges
at zero. The result is a linear system that needs to be solved at each time step,
starting from payoff function. In the general case, solution of the system on
each time step by a linear solver requires O(m2) operations (m is a number of
space points), which is too time consuming. In Carr and Hirsa (2003), Hirsa
and Madan (2003), and Cont and Voltchkova (2005) the integral part is com-
puted using the solution from the previous time step, while the differential term
is treated implicitly. This leads to the explicit-implicit scheme, with tridiago-
nal system which can be solved in O(m lnm) operations. Levendorskiˇi et al.
(2005) use the implicit scheme and the iteration method at each time step. The
methods in Carr and Hirsa (2003), Hirsa and Madan (2003) and Levendorskiˇi
et al. (2006) are applicable to processes of infinite activity and finite variation;
the part of the infinitesimal generator corresponding to small jumps is approx-
imated by a differential operator of first order (additional drift component).
Cont and Volchkova (2005) use an approximation by a differential operator of
second order (additional diffusion component). The discretization scheme for
PIDE in Albanese and Kuznetsov (2003) is applicable to models for which the
spectrum of the infinitesimal generator can be computed in analytically closed
form.
Comparing the groups of methods described above, one is tempted to con-
clude that finite difference methods should be preferred as rather simple, fairly
fast and reasonably accurate methods. In particular, a popular Cont and
Volchkova (2005) method (CV-method) looks attractive due to its simplicity.
However, as it was explained in Levendorskiˇi (2004b) (see also Section 2), finite
difference methods based on approximation of small jumps by an additional dif-
fusion component must lead to serious errors if the underlying process itself has
no diffusion component or small diffusion component; the numerical examples
in the main body of this paper demonstrate that the error can be quite sizable.
INRIA
Fast and accurate pricing of barrier options under Le´vy processes 5
Note that as empirical studies of financial markets show, typically, there is no
diffusion component in stock dynamics (see, e.g., Carr et al. (2002)), therefore
this issue is important. The last group of methods described below is free of
errors of this sort because no crude approximation of small jumps is involved.
The fourth group of methods use the Wiener-Hopf factorization method, which
is more adequate than other methods for study of boundary problems for pseudo-
differential equation in general, and PIDE in particular. There are several ver-
sions of the Wiener-Hopf factorization method. In a special case of double
exponential jump-diffusion model, Lipton (2002), Kou and Wang (2003) and
Sepp (2004) derive explicit formulas for the Laplace transforms of barrier, dou-
ble barrier and lookback option prices. However, the inversion of the Laplace
transform is well-known ill-posed problem; quite often, it is difficult to calculate
accurately prices of much simpler European options using the Fourier transform
– see Chapter 12 in Boyarchenko and Levendorkiˇi (2002b) and N.Boyarchenko
and Levendorskiˇi (2007). In Lipton (2002), Kou and Wang (2003), Sepp (2004),
and in a number of other papers, e.g., Avram et al. (2002) and Asmussen et
al. (2004), prices are derived from the distribution of the first passage time; the
distribution is calculated using the Wiener-Hopf factorization method in the
form used in probability. See also Kyprianou and Pistorius (2003), Alili and
Kyprianou (2005).
In a series of papers and two monographs, Boyarchenko and Levendorskiˇi
(2002a, 2002b, 2002c, 2005, 2006, 2007) developed a new approach to pricing of
barrier and American options based on the operator form of the Wiener-Hopf
method. The operator form is a standard analytical tool for solution of boundary
problems for pseudo-differential equations; the new element is the interpreta-
tion of the factors as the expected present value operators (EPV-operators) –
operators which calculate the (discounted) expected present values of streams of
payoffs under supremum and infimum processes. This interpretation allows one
to guess the optimal exercise boundary quite naturally and give a simple proof of
optimality. Boyarchenko and Levendorskiˇi (2002a, b, c) calculated the prices of
American options in Carr’s randomization approximation Carr (1998) (equiva-
lent to the analytic method of lines Carr and Faguet (1994)); a simplified version
of the same procedure can be applied for pricing barrier options. However, no
efficient numerical realization of the action of EPV–operators was suggested;
later, Levendorskiˇi (2004a) constructed a very accurate and fast realization of
the pricing procedure for the American put options under diffusions with expo-
nentially distributed jumps, and Kudryavtsev and Levendorskiˇi (2006) derived
an analytic approximation to prices of the first touch digitals under Normal
Inverse Gaussian model.
In the present paper, we construct two efficient numerical methods for pricing
barrier option under wide classes of Le´vy processes; in the following publica-
tions, we will apply these methods to American options. Both methods start
with time discretization, which can interpreted as Carr’s randomization Carr
(1998). A sequence of stationary boundary problems for a PDO on the line
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results. Problems of the sequence are solved by backward induction. The same
sequence of problems arises in CV–method and in the method constructed in
Levendorskiˇi et al (2006) (we will refer to the latter as FDS–method). Differ-
ences among the four methods appear at the next step, when the infinitesimal
generator of the process or the inverse of the operator that solves the boundary
problem must be approximated. Generally, an approximation of the inverse can
be expected to perform better, and the fastest of the two methods constructed
in the paper is based on an efficient approximation of the Wiener-Hopf factors
in the exact formula for the solution. CV-method, FDS-method and the sec-
ond method constructed in the paper use a decomposition of the operator into
the leading part and the subordinate part but these decompositions are funda-
mentally different. A general comparison of CV–method, FDS-method and the
two new methods is given Section 3. In Section 4, approximations of factors in
the Wiener-Hopf factorization formula is discussed in more detail. In Section
5, we produce numerical examples, and compare the results obtained by the
four methods. Section 6 concludes. In Section 2, we list the necessary facts of
the theory of Le´vy processes, explain the relation between Le´vy processes and
pseudo-differential operators (PDO) and recall the Wiener-Hopf factorization.
We also explain crucial properties of prices of barrier options, that is, solutions
of boundary problems for the generalized Black-Scholes equation, and proper-
ties of solutions of stationary Black-Scholes equations, which arise after time
discretization. These properties are necessary to explain why CV–method may
produce tangible errors unless a dozen hours of CPU time and more is spent.
2 Le´vy processes and barrier options
2.1 General definitions
A Le´vy process is a process with stationary independent increments (for general
definitions, see e.g. Sato (1999)). A Le´vy process may have a Gaussian compo-
nent and/or pure jump component. The latter is characterized by the density of
jumps, which is called the Le´vy density. We denote it by F (dy). A Le´vy process
can be completely specified by its characteristic exponent, ψ, definable from the
equality E[eiξX(t)] = e−tψ(ξ) (we confine ourselves to the one-dimensional case).
The characteristic exponent is given by the Le´vy-Khintchine formula:
ψ(ξ) =
σ2
2
ξ2 − iµξ +
∫ +∞
−∞
(1− eiξy + iξy1|y|≤1)F (dy), (1)
where σ2 is the variance of the Gaussian component, and F (dy) satisfies∫
R\{0}
min{1, y2}F (dy) < +∞. (2)
If the jump component is a process of finite variation, equivalently, if∫
R\{0}
min{1, |y|}F (dy) < +∞, (3)
then (1) can be simplified
ψ(ξ) =
σ2
2
ξ2 − iµξ +
∫ +∞
−∞
(1− eiξy)F (dy), (4)
INRIA
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with a different µ, and the new µ is the drift of the gaussian component.
Assume that under a risk-neutral measure chosen by the market, the stock
has the dynamics St = e
Xt . Then we must have E[eXt ] < +∞, and, therefore, ψ
must admit the analytic continuation into a strip Im ξ ∈ (−1, 0) and continuous
continuation into the closed strip Im ξ ∈ [−1, 0]. Further, if the riskless rate,
r, is constant, and the stock does not pay dividends, then the discounted price
process must be a martingale. Equivalently, the following condition must hold
r + ψ(−i) = 0, (5)
which can be used to express µ via the other parameters of the Le´vy process:
µ = r −
σ2
2
+
∫ +∞
−∞
(1 − ey + y1|y|≤1)F (dy). (6)
The infinitesimal generator of X , denote it L, is an integro-differential operator
which acts as follows:
Lu(x) =
σ2
2
u′′(x) + µu′(x) +
∫ +∞
−∞
(u(x+ y)− u(x)− y1|y|≤1u
′(x))F (dy). (7)
2.2 Le´vy processes and PDO
The infinitesimal generator L can be represented as a pseudo-differential opera-
tor (PDO) with the symbol −ψ(ξ): L = −ψ(D). Recall that a PDO A = a(D)
acts as follows:
Au(x) = (2π)−1
∫ +∞
−∞
eixξa(ξ)uˆ(ξ)dξ, (8)
where uˆ is the Fourier transform of a function u:
uˆ(ξ) =
∫ +∞
−∞
e−ixξu(x)dx.
Note that the inverse Fourier transform in (8) is defined in the classical sense
only if the symbol a(ξ) and function uˆ(ξ) are sufficiently nice. In general,
one defines the (inverse) Fourier transform, Fx→ξ (the subscript means that
a function defined on the x–space becomes a function defined on the dual ξ-
space), and the inverse Fourier transform, F−1ξ→x by duality; in many cases,
in particular, in the context of pricing of put and call options, one can use
the classical definition of the integral but integrate in (8) not over the real
line but along an appropriate line or contour in the complex plane. See, e.g.,
Boyarchenko and Levendorkiˇi (2002a-c) for details and examples.
Formally, the action of a PDO A with the constant symbol a(ξ) can be
described as the composition
Au(x) = F−1ξ→xa(ξ)Fx→ξu(x) (9)
of the Fourier transform, multiplication by a given function (symbol) and the
inverse Fourier transform. All three operations can be performed very fast,
and the built-in procedures for these operations are readily available. If the
functions u and a are represented as arrays suitable for application of the Fast
RR n° 6670
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Fourier Transform and inverse Fast Fourier Transfrom algorithms (FFT and
iFFT), then (9) can be programmed as
Au = iFFT (a. ∗ (FFT (u))).
We would like to stress the fact that this is the representation of the infinitesimal
generator in the form of a PDO that allows one to establish quite easily main
properties of L and solutions of boundary value problems. The importance of
the interpretation of integro-differential operators as PDOs was recognized in
1960’s, and was one of the main motivation for the theory of PDO itself – see e.g.
Eskin (1973) and Ho¨rmander (1985). Furthermore, the PDO- interpretation of
the Wiener-Hopf factorization allows us to write the solution of the boundary
problems on the line that arise after time discretization of the boundary problem
for the barrier option in the form similar to (9), with several multiplication
operators and copies of the Fourier transform and inverse Fourier transform.
This form of the solution, together with an efficient approximate procedure of
calculation of the Wiener-Hopf factors, leads to a very fast and accurate pricing
algorithm for barrier options.
2.3 Regular Le´vy processes of exponential type
In order that the PDO technique were not complicated and solutions to bound-
ary problems be regular, the symbols should be sufficiently nice. For PDO with
constant symbols (meaning: symbols independent of x), a convenient condition
is: the symbol admits a representation
a(ξ) = am(ξ) +O(|ξ|
m1 ), as ξ →∞, (10)
where am is positively homogeneous of degree m, and m1 < m (for PDO with
“variable” symbols a(x, ξ), additional conditions on the derivatives of the sym-
bol are needed). The m is called the order of PDO a(D), and am is called the
principal symbol of a(D). If it is necessary to consider the action of a PDO in
spaces with exponential weights, then the representation (10) must be valid in
an appropriate strip of the complex plane (in the multi-dimensional case, in a
tube domain in Cn) – see e.g. Eskin (1973), Barndorff-Nielsen and Levendorskiˇi
(2001) and Boyarchenko and Levendorskiˇi (2002b). Essentially, these two prop-
erties (the characteristic exponent is analytic in a strip, and (10) is valid in
the strip) are used in Boyarchenko and Levendorskiˇi (1999, 2000, 2002a-c) to
introduce the class of RLPE in terms of the characteristic exponent; the other
definition starts with the Le´vy density.
Loosely speaking, a Le´vy processX is called a Regular Le´vy Process of Expo-
nential type (RLPE) if its Le´vy density has a polynomial singularity at the ori-
gin and decays exponentially at the infinity (see Boyarchenko and Levendorskiˇi
(1999, 2000, 2002a-c). An almost equivalent definition is: the characteristic
exponent is analytic in a strip Im ξ ∈ (λ−, λ+), continuous up to the boundary
of the strip, and admits the representation
ψ(ξ) = −iµξ + φ(ξ), (11)
where φ(ξ) stabilizes to a positively homogeneous function at the infinity:
φ(ξ) ∼ c±|ξ|
ν , as Re ξ → ±∞, in the strip Im ξ ∈ (λ−, λ+), (12)
INRIA
Fast and accurate pricing of barrier options under Le´vy processes 9
where c± > 0. “Almost” means that the majority of classes of Le´vy processes
used in empirical studies of financial markets satisfy conditions of both defi-
nitions. These classes are: Brownian motion, Kou’s model (Kou (2002)), Hy-
perbolic processes (Eberlein and Keller (1995), Eberlein at all (1998)), Normal
Inverse Gaussian processes and their generalization (Barndorff-Nielsen (1998)
and Barndorff-Nielsen and Levendorskiˇi (2001)), and extended Koponen’s fam-
ily. Koponen (1995) introduced a symmetric version; Boyarchenko and Leven-
dorskiˇi (1999, 2000), gave a non-symmetric generalization; later a subclass of
this model appeared under the name CGMY–model in Carr et al. (2002), and
Boyarchenko and Levendorskiˇi (2002a-c) used the name KoBoL family. The two
important exceptions are Variance Gamma Processes (VGP; see, e.g., Madan
et al. (1998)) and stable Le´vy processes. VGP satisfy the conditions of the first
definition but not the second one, since the characteristic exponent behaves like
const · ln |ξ|, as ξ →∞, and the characteristic exponent of a stable Le´vy process
does not admit the analytic continuation into a strip adjacent to the real line.
Example 2.1. The characteristic exponent of a pure jump KoBoL process of
order ν ∈ (0, 2), ν 6= 1 is given by
ψ(ξ) = −iµξ + cΓ(−ν)[λν+ − (λ+ + iξ)
ν + (−λ−)
ν − (−λ− − iξ)
ν ], (13)
where c > 0, µ ∈ R, and λ− < −1 < 0 < λ+. Formula (13) is derived in
Boyarchenko and Levendorskiˇi (1999, 2000, 2002b) from the Le´vy-Khintchine
formula with the Le´vy densities of negative and positive jumps, F∓(dy), given
by
F∓(dy) = ce
λ±y|y|−ν−1dy. (14)
Note that Boyarchenko and Levendorskiˇi (2000, 2002b) consider a more general
version with c± instead of c, as well as the case ν = 1 and cases of different
exponents ν±). If ν ≥ 1 or µ = 0, then the order of the KoBoL process equals
to the order of the infinitesimal generator as PDO, but if ν < 1 and µ 6= 0,
then the order of the process is ν, and the order of the PDO −L = ψ(D) is 1.
Hyperbolic and normal inverse Gaussian processes are RLPEs of order 1, and
the generalization of normal inverse processes constructed in Barndorff-Nielsen
and Le´vendorskiˇi (2001) contains processes of any order ν ∈ (0, 2). If there is a
diffusion component, the order of the process is 2. The difference between the
definition in terms of the Le´vy density and the one in terms of the characteristic
exponent is apparent in the case of a VGP without the diffusion component:
the Le´vy density is given by (14) with ν = 0 but the characteristic exponent
involves a logarithmic function. Hence, the infinitesimal generator of a VGP is
not of order 0.
Example 2.2. A normal inverse Gaussian process (NIG) can be described by the
characteristic exponent of the form
ψ(ξ) = −iµξ + δ[(α2 − (β + iξ)2)1/2 − (α2 − β2)1/2], (15)
where α > |β| > 0, δ > 0 and µ ∈ R.
2.4 The Wiener-Hopf factorization
There are several forms of the Wiener-Hopf factorization. The Wiener-Hopf
factorization formula used in probability reads:
E[eiξXT ] = E[eiξX¯T ]E[eiξXT ], ∀ ξ ∈ R, (16)
RR n° 6670
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where T ∼ Exp q, and X¯t = sup0≤s≤tXs and Xt = inf0≤s≤tXs are the supre-
mum and infimum processes. Introducing the notation
φ+q (ξ) = qE
[∫ ∞
0
e−qteiξX¯tdt
]
= E
[
eiξX¯T
]
, (17)
φ−q (ξ) = qE
[∫ ∞
0
e−qteiξXtdt
]
= E
[
eiξXT
]
(18)
we can write (16) as
q
q + ψ(ξ)
= φ+q (ξ)φ
−
q (ξ). (19)
Equation (19) is a special case of the Wiener-Hopf factorization of the symbol
of a PDO. In applications to Le´vy processes, the symbol is q/(q + ψ(ξ)), and
the PDO is E := q/(q − L) = q(q + ψ(D))−1: the normalized resolvent of the
process Xt or, using the terminology of Boyarchenko and Levendorskiˇi (2005,
2006, 2007), the expected present value operator (EPV–operator) of the process
Xt. The name is due to the observation that, for a stream g(Xt),
Eg(x) = E
[∫ +∞
0
qe−qtg(Xt)dt | X0 = x
]
.
The factors φ±q (ξ) also admit interpretation as the symbols of the EPV–operators
E± = φ±q (D) under supremum and infimum processes
E+g(x) : = qE
[∫ ∞
0
e−qtg(X¯t)dt | X0 = x
]
E−g(x) : = qE
[∫ ∞
0
e−qtg(Xt)dt | X0 = x
]
.
One of the basic observations in the theory of PDO is that the product of
symbols corresponds to the product of operators. In our case, it follows from
(19) that
E = E+E− = E−E+ (20)
as operators in appropriate function spaces. To study the regularity of the price
of a barrier option or first touch digital, one needs a somewhat more general form
of the Wiener-Hopf factorization, with q = iη, where η runs over an appropriate
contour in the complex plane. See Boyarchenko and Levendorskiˇi (2002b,c) and
Kudryavtsev and Levendorskiˇi (2006).
2.5 The generalized Black-Scholes equation for barrier op-
tions
For the sake of brevity, consider the down-and-out put option without rebate,
with strike K, maturity T and barrier H < K, on a non-dividend paying stock.
Let V (t,Xt) be the option value at time t < T and spot price e
Xt . Boyarchenko
and Levendorskiˇi (2002b,c) proved that in the region x > h : logH, t < T , where
the option remains alive, the function V satisfies the generalized Black-Scholes
equation
(∂t + L− r)V (t, x) = 0, t < T, x > h, (21)
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subject to the terminal condition
V (T, x) = (K − ex)+ (22)
and boundary condition
V (t, x) = 0, t < T, x ≤ h. (23)
In addition, V must be bounded. Equation (21) was derived under a weak
regularity condition: the process (t,Xt) in 2D satisfies (ACP)-condition (for the
definition, see, e.g., Sato (1999)). Note that (ACP) condition is satisfied if the
process Xt has the transition density. Equation (21) is understood in the sense
of the theory of generalized functions: for any infinitely smooth function u with
compact support suppu ⊂ (−∞, T )× (h,+∞),
(V, (−∂t + L˜− r)u)L2 = 0, (24)
where L˜ = ψ¯(D) is the infinitesimal generator of the dual process (ψ¯(ξ) is the
complex-conjugate to ψ(ξ)). One cannot state that the boundary problem (21)–
(23) has a unique bounded solution for an arbitrary Le´vy process. However, if
the symbol iη − ψ(ξ)− r of the operator ∂t + L− r is sufficiently regular, then
the general technique of the theory of PDO can be applied to show that, first,
a continuous bounded solution is unique, and, second, the solution is of class
C∞ in (−∞, T ]× ((h, logK) ∪ (logK,+∞)). For details, see Boyarchenko and
Levendorskiˇi (2002b,c) and Kudryavtsev and Levendorskiˇi (2006). Boyarchenko
and Levendorskiˇi (2002b) showed that, typically, the derivative of the solution
w.r.t. x is not smooth as x ↓ h (in a neighborhood of (t, x) = (T, logK),
the regularity of the price of the barrier option is the same as the regularity
of the corresponding European option). To be more specific, they proved for
the first-touch digitals that the derivative of the option price w.r.t. x behaves
as |x − h|ν−−1 as x ↓ h, where −ν− ∈ (−1, 0) is the order of the decay of
the symbol φ−q (ξ) as ξ →∞. Using the same technique, one can show that the
prices of barrier options enjoy the same property. If the process has the gaussian
component, then ν− = 1, and, therefore, the first derivative of the option price
is bounded as x ↓ h (but, in the presence of the jump component of infinite
variation, one cannot guarantee that the second derivative is bounded). For an
RLPE of order ν ∈ (1, 2), ν− = ν/2 if c+ = c−; if c+ 6= c− and for processes
of order 1 (e.g., Normal Inverse Gaussian processes and Hyperbolic processes),
any ν− ∈ (0, 1) is possible but not ν− = 1. In addition, if the “drift coefficient”
µ is close to 0, then ν− is close to ν/2. For processes of order less than 1,
the situation becomes even more involved – see Boyarchenko and Levendorskiˇi
(2002b) and Levendorskiˇi (2004b) for details. Thus, in general, if there is no
gaussian component, then the first derivative of the option price is unbounded
as the spot price of the underlying approaches the barrier. Boyarchenko and
Levendorskiˇi (2002b) do not study the behavior of the second derivative but it
can be shown that this derivative is unbounded even if the gaussian component
is present but the jump component is of infinite intensity. The implication is
that one cannot use the Taylor expansion of order 2 to approximate the option
value near the barrier; hence, one cannot hope that the approximation of small
jumps by an additional diffusion component will be reasonably accurate near
the barrier. We will see that the error of this approximation can be felt fairly
far from the barrier.
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3 Four methods
3.1 Analytic method of lines or Carr’s randomization
As an example, consider the down-and-out put option with barrierH = eh < K,
zero rebate and payoff G(XT ) = (K − e
XT )+ at expiry. We divide [0, T ] into
N time steps of length ∆t = T/N , set V N (x) = G(x), q = r + 1/∆t, discretize
the time derivative, and find V s, an approximation to the price of the barrier
option at time ts = s∆t, s = N − 1, N − 2, . . ., as a unique bounded solution of
the boundary problem
q−1(q − L)V s(x) =
1
q∆t
V s+1(x), x > h, (25)
V s(x) = 0, x ≤ h. (26)
A general class of boundary problems that contains the problem (25)–(26) was
studied in Boyarchenko and Levendorskiˇi (2002a, b) and Levendorskiˇi (2004b).
It was shown that the unique bounded solution is given by
V s =
1
q∆t
E−1[h,+∞)E
+V s+1, (27)
where 1[h,+∞) is the indicator function of [h,+∞). If the analytic expressions for
the Wiener-Hopf factors φ±q (ξ) are available, one can calculate V
s quite easily
using FFT, iFFT and multiplication operators by functions φ±q and 1[h,+∞):
V s(x) =
1
q∆t
F−1ξ→xφ
−
q (ξ)Fx→ξ1[h,+∞)(x)F
−1
ξ→xφ
+
q (ξ)Fx→ξV
s+1(x). (28)
The explicit command sequence is
V s = 1/(q∗∆t)∗ iFFT (φ−q .∗FFT (1[h,+∞).∗ iFFT (φ
+
q .∗FFT (V
s+1)))). (29)
Here ∗ is the multiplication-by-scalar, and .∗ is the element-wise multiplica-
tion of arrays that represent the functions in question after discretization and
truncation of the state space and the dual space.
We explain why V s(x) is, typically, irregular at the boundary using an ex-
ample of Normal Inverse Gaussian processes, without the “drift” term. The
characteristic exponent is of the form (15) with µ = 0, and it can be shown
that the factors φ±q (ξ) in the Wiener-Hopf factorization formula (19) have the
following asymptotics as ξ → ±∞:
φ±q (ξ) ∼ e
±iπ/4(q−1δ|ξ|)−1/2. (30)
Generically, function w := E+V s+1 has no zero at x = h, therefore, the Fourier
transform of the function w1 := 1[h,+∞)w is of the form e
−ihξu(ξ), where u(ξ)
decays at infinity not faster than |ξ|−1. Since φ−q (ξ) is the symbol of the EPV
operator E− = φ−q (D), and the asymptotics (30) holds, we apply the Fourier
transform to (27) and conclude that
Vˆ s(ξ) =
1
q∆t
e−ihξφ−q (ξ)u(ξ)
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decays at infinity not faster than |ξ|−3/2. Therefore, the Fourier transform of
the derivative (V s)′ decays at infinity not faster than |ξ|−1/2, and does not
oscillate at x = h. This implies that the derivative is unbounded as x ↓ h. A
more detailed study shows that
(V s)′(x) ∼ const · (x− h)−1/2 as x ↓ h.
See Boyarchenko and Levendorskiˇi (2002a, b).
3.2 CV–method
The infinitesimal generator of a Le´vy process can be represented as a sum of the
Gaussian and pure-jump components, denote them by LG and LJ , respectively.
In CV–method, the part of the infinitesimal generator corresponding to jumps of
size |y| < ǫ, where ǫ > 0 is a (small) parameter of the method, is replaced with a
differential operator of the second order, call it LG,ǫ; jumps of a large size |y| ≥
M are truncated. Denoting by LJ,ǫ,M the part of the infinitesimal generator
corresponding to jumps of size ǫ ≤ |y| ≤M , one obtains the approximation
L ≈ LG + LG,ǫ + LJ,ǫ,M . (31)
Equation (25) is replaced by
(q − LG − LG,ǫ)V
s(x) =
(
1
∆t
+ LJ,ǫ,M
)
V s+1(x), x > h, (32)
that is, an explicit-implicit scheme is used. Since LG + LG,ǫ is the infinitesimal
generator of a Brownian motion, the solution of the boundary problem (32),
(26) is of class C2 up to the boundary. Hence, if the initial process has no
gaussian component, then, in a neighborhood of the boundary, the option value
V s calculated using CV–method differs significantly from the correct option
value. The numerical examples in Section 5 show that, for realistic parameter
values, this neighborhood can be quite sizable.
A somewhat different but, essentially, very close explanation of errors of the
approximation (31) follows from the standard perturbation considerations. If
LG = 0, then L is the PDO of order ν < 2. The approximation (31)–(32)
imply that the second order operator LG,ǫ is used as the principal part of L.
But the order of the former, 2, is higher than the order of the latter, ν < 2.
The basic analytic intuition says that one cannot use an operator of the order
higher than the order of the initial operator, as the leading operator: the orders
must be equal. Moreover, it is preferable that the difference between these two
operators, call them A and A0, be of smaller order. This means that the symbol
of A − A0 must grow slower than the symbol of A as ξ → ∞. In the case of
an operator with large parameter, here, q, the difference must grow slower as
q → +∞ as well.1 A decomposition of A := q−1(q − L) with this property is
used as the basis of the first new method constructed in the paper.
1It is even better to have a relative decay as |ξ| + q → ∞ but, for operators under con-
sideration, one cannot find a leading part which admits a simple factorization and enjoys this
strong property.
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3.3 FDS–method
In Levendorskiˇi et al. (2006), a more accurate procedure applicable for processes
of order ν < 1 is developed and applied to the pricing problem of American op-
tions with finite time horizon. Certainly, essentially the same procedure can be
applied for pricing of barrier options: in the case of barrier options, the bound-
ary is fixed in advance and so it is unnecessary to choose it at each time step.
FDS–method differs from CV–method in two respects, which lead to a better
accuracy. First, the part of the infinitesimal generator corresponding to jumps
of size |y| < ǫ, where ǫ > 0 is a (small) parameter of the method, is replaced with
a differential operator of the first order (additional drift component rather than
diffusion component), call it LD,ǫ; jumps of a large size |y| ≥M are truncated.
Thus, we have the following analog of (31):
L ≈ µ∂x + LD,ǫ + LJ,ǫ,M . (33)
The advantage of the approximation (33) as compared to (31) (with LG =
0) is that the order of the operator remains the same, which makes errors of
the approximation smaller; an approximation by an additional drift becomes
possible because for processes of order ν < 1, the density yF (dy) is integrable.
The second improvement in accuracy is more general and can be applied to
modify CV-model as well, at the cost of additional computational time. Instead
of the straightforward explicit-implicit scheme as in CV–method, FDS can be
characterized as an explicit scheme with an iteration procedure at each time
step, which utilizes the decomposition of the operator. For each time step,
instead of (32), we solve a sequence of problems
(q − µ∂x − LD,ǫ)V
s
n+1(x) =
1
∆t
V s+1(x) + LJ,ǫ,MV
s
n (x), x > h, (34)
n = 0, 1, 2, . . . , where V s0 = V
s+1; calculations in the cycle in n are stopped when
the l∞-norm of V
s
n+1 − V
s
n becomes smaller than the chosen error tolerance.
Numeric solution to the problems (32) and (34) requires discretization in
x-space: the derivatives are replaced by finite differences, and integral term is
approximated by discrete sum.
Remark 3.1. The types of errors of CV-method and FDS-method are similar
but, for processes of order ν < 1, the order of errors of the former can be
expected to be much larger than the order of errors of the latter – provided the
same M, ǫ and the grids in t and x-space are chosen. Thus, we can use FDS
(which is slower) as a benchmark to test the accuracy of CV for processes of
order ν < 1.
3.4 Iterative Wiener-Hopf method (IWH-method)
If explicit and convenient for numerical realization formulas for the factors φ±q (ξ)
are available, then the option value given by (27) can be calculated easily using
the fast Fourier transform. If the factors decay at infinity fast, then FFT and
iFFT work accurately and fast. Unfortunately, apart from a handful of simple
cases: Brownian motion, diffusions with exponentially distributed jumps and
spectrally negative (or positive) processes, simple formulas for φ±q (ξ) are not
available. To avoid this difficulty, we decompose A := q−1(q − L) into the sum
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of a simple operator, call it Aq,0, that admits an analytical factorization, and the
subordinate operator, call it Aq,sub. This is the standard trick in the theory of
PDE and PDO with parameter. If the subordinate operator, Aq,sub, is, indeed,
subordinate to the leading part Aq,ν , then the decomposition works well. After
that, an appropriate iterative scheme is designed. As an example, consider a
NIG process without drift. The characteristic exponent is of the form
ψ(ξ) = δ[(α2 − (β + iξ)2)1/2 − (α2 − β2)1/2],
therefore, as the leading part of the symbol a(q, ξ) := q−1(q + ψ(ξ)), it seems
natural to take 1 + (δ/q)|ξ|. However, this function does not admit a simple
factorization. So, instead, we take the function aq,0(ξ) := (1 + iq
−1δξ)1/2(1 −
iq−1δξ)1/2, which is already factorized and enjoys an important property
(a(q, ξ) − a0(q, ξ))/a0(q, ξ)→ 0 (35)
as |ξ| → ∞ (for q fixed) and as q → +∞ (for ξ ∈ R fixed). Thus, as the leading
operator, we take Aq,0 = (1 − (δ/q)∂
2
x))
1/2, which admits the factorization
Aq,0 = (1 + i(δ/q)Dx)
1/2(1− i(δ/q)Dx)
1/2.
Denote by φ±q,0 the symbols of the factors in the decomposition of Aq,0:
φ±q,0(ξ) = (1∓ iq
−1δξ)1/2,
(note that one must have sign ∓ on the RHS because the “plus”-factor in the
Wiener-Hopf factorization formula admits the analytic continuation into the
upper half-plane Im ξ > 0), set Aq,sub = q
−1(q − L0)−Aq,0 and
aq,sub(ξ) = q
−1(q − ψ(ξ)) − φ+q,0(ξ)φ
−
q,0(ξ),
and rewrite (40) in the form convenient for a natural iteration method:
Aq,0V
s(x) =
1
q∆t
V s+1(x) +Aq,subV
s(x), x > h. (36)
The iteration procedure is as follows (we formulate it for a general terminal
payoff function G(XT ); for the standard payoffs, the calculation at step III
below can be made analytically, without resorting to FFT):
I. Choose finite grids xj = x1 + λj in x-space and ξk = ξ1 + kζ in ξ-space,
j, k = 1, . . . , 2m, appropriate for the FFT and iFFT algorithms.
II. Calculate φ±q,0(ξk) and aq,sub(ξk), k = 1, . . . , 2
m, and V N (xj) = (K − e
x
j )+
and 1[h,+∞)(xj), j = 1, . . . , 2
m.
III. Calculate the Fourier transform Vˆ N using FFT.
IV. In the cycle in s = N−1, N−2, . . . , 0, assign V s,0 = V s+1 and Vˆ s,0 = Vˆ s+1,
and then, in the cycle in n = 1, 2, . . . ,
(1) calculate uˆn := (q∆t)
−1 ∗ Vˆ s+1 + aq,sub. ∗ Vˆ
s,n−1;
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(2) apply the composition of FFT, iFFT and multiplication-by-function
operators to calculate
Vˆ s,n(ξ) = φ−q,0(ξ)Fx→ξ1[h,+∞)(x)F
−1
ξ→xφ
+
q,0(ξ)uˆn(ξ)
at the points of the grid in ξ-space;
(3) calculate the upper bound ǫs,n := ||Vˆ
s,n − Vˆ s,n−1||l1 for ||V
s,n −
V s,n−1||l∞ .
If ǫs,n is smaller than the chosen error tolerance, stop.
V. calculate V 0(x) = (F−1ξ→xVˆ
0)(x) at the points of the grid in x-space.
3.5 Implicit-explicit Wiener-Hopf method
Similarly to CV-method, we can simplify the scheme above and, instead of the
iteration procedure at each time step, use the implicit-explicit procedure
Aq,0V
s(x) =
1
q∆t
V s+1(x) +Aq,subV
s+1(x), x > h. (37)
In the algorithm above, steps I-III remain the same but step IV becomes
IV. In the cycle in s = N − 1, N − 2, . . . , 0,
(1) calculate uˆs := (q∆t)−1 ∗ Vˆ s+1 + aq,sub. ∗ Vˆ
s+1;
(2) apply the composition of FFT, iFFT and multiplication-by-function opera-
tors to calculate
Vˆ s(ξ) = φ−q,0(ξ)Fx→ξ1[h,+∞)(x)F
−1
ξ→xφ
+
q,0(ξ)uˆ
s(ξ)
at the points of the grid in ξ-space, and then V s(x) = (F−1ξ→xVˆ
s)(x) at the
points of the grid in x-space.
3.6 IWH-method for more general processes
If the “drift” µ 6= 0, then either the construction of the leading operator becomes
complicated: the orders of the factors become different (see Boyarchenko and
Levendorskiˇi (2002a, b)) or the drift must be removed. If the “drift” is not large
(in modulus) then the second course of action should be preferred. We have to
return to the initial boundary problem (21)–(23) in continuous time, and change
the variables (t, x) = (t, x′ + µ(t− T )). Then the terminal condition (22) does
not change, boundary condition (23) becomes
V (t, x′) = 0, t < T, x′ ≤ h− µ(t− T ), (38)
and the “drift term” in (21) disappears:
(∂t + L
0 − r)V (t, x′) = 0, t < T, x′ > h− µ(t− T ), (39)
where L0 = φ(D) is the PDO with the symbol φ. After the time discretization,
we obtain a sequence of boundary problems
q−1(q − L0)V s(x′) =
1
q∆t
V s+1(x′), x′ > hs, (40)
V s(x′) = 0, x′ ≤ hs, (41)
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where hs = h−µ(ts−T ). The modifications of the algorithm above are evident:
one has to use different indicator functions 1[hs,+∞) at different time steps.
Now consider a Le´vy process whose Le´vy exponent admits representation
(11)–(12). The construction of the leading term depends on the order of the
process, ν, “drift”, µ, and constants c± in (12). For the sake of brevity, we
consider the case c+ = c− = c. Then, after the drift removal, we use the leading
term
L0q,0 = [1 + i(c/q)
1/νDx]
ν/2[1− i(c/q)1/νDx]
ν/2.
For the case c+ 6= c−, the reader can find similar factorizations in the case
c+ 6= c− in Boyarchenko and Levendorskiˇi (2002b). The algorithm is the same.
3.7 Fast Wiener-Hopf factorization method (FWH–method)
The last (and fastest) method uses the exact formula (28). Once sufficiently ac-
curate approximations to the factors φ±q are constructed, the calculation of the
option price becomes accurate and fast: faster than IWH–method because no
iteration is involved and more accurate than CV–method because the approxi-
mation does not imply that the option value is of class C2 up to the boundary.
The FWH-method enjoys an additional appealing feature: for arbitrary number
of time steps, approximate formulas for φ±q are needed at the first and last steps
in the cycle in s only. At all intermediate steps, the exact analytic expression
q/(q+ψ(ξ) is used, and, therefore, almost all errors are errors of FFT and iFFT
only. Indeed, for s = N − 1, N − 2, . . . , 0, define
W s = 1[h;+∞)E
+V s+1. (42)
Then
V s = (q∆t)−1E−W s(x). (43)
Using the Wiener-Hopf factorization formula (20), we obtain that
W s = (q∆t)−11[h;+∞)EW
s+1, (44)
or, equivalently,
Wˆ s(ξ) = (q∆t)−1Fx→ξ1[h;+∞)F
−1
ξ→x
q
q + ψ(ξ)
Wˆ s+1(ξ). (45)
Thus, if we are interested in the option value V 0 at the last step only, the
algorithm becomes very simple:
1. On the chosen grid in ξ-space, calculate Vˆ N (ξ), an approximation φ+q,a(ξ),
and the array wN := φ+q,a. ∗ Vˆ
N .
2. Using the composition of iFFT, multiplication-by-1[h,+∞) and FFT, calculate
WˆN = (q∆t)−1F1[h;+∞)F
−1wN .
3. In the cycle in s = N − 1, N − 2, . . . , 0, use the composition of iFFT,
multiplication-by-1[h,+∞), multiplication-by-q/(q+ψ(ξ)) and FFT, calculate
Wˆ s in (45).
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4. On the chosen grid in ξ-space, calculate an approximation φ−q,a(ξ), and the
array Vˆ 0 = (q∆t)−1 ∗ φ−q,a. ∗ Wˆ
0.
5. Apply iFFT to calculate V 0 = F−1Vˆ 0.
Remark 3.2. a) Depending on the type of the option under consideration, we
choose real ω, and apply the Fourier transform Fx→ξ and the inverse Fourier
transform F−1ξ→x with x living in R and ξ living in R + iω. Thus, a grid for ξ
is the grid ξj = ηj + iω on the line Im ξ = ω. For a put option, we may take
any ω+ > 0 such that Re(q + ψ(ξ)) > 0 in the strip Im ξ ∈ [0, ω+], and for a
call option, ω− < −1 such that Re(q + ψ(ξ)) > 0 in the strip Im ξ ∈ [ω−, 0].
For a down-and-out put option, we may and will take ω+ = 0. This will allow
us to use the real Fast Fourier transform algorithm, which is faster and more
accurate than FFT.
b) Approximation of the Fourier transform (resp., inverse Fourier transform)
using FFT (resp., iFFT) involves two types of errors: truncation error and
discretization error. For an RLPE, the truncation error for FFT can be made
small very easily because the put option price decays exponentially as x→ +∞
(we may consider the put options only because of the call-put pairity) and, after
that, the discretization error can be controlled by decreasing the step d of the
grid in x-space, equivalently, increasing the number of points M = 2m of the
grid. Now, consider the inverse Fourier transform. Assuming that the truncated
region on the line Im ξ = ω is of the form [−Λ+iω,Λ+iω], and denoting the step
of the uniform grid by ζ, we have dζ/(2π) = 1/M , hence, Λ = 2m−1ζ = π/d.
It follows that if we keep the truncated region in x-space fixed and decrease
d (equivalently, increase m) then we can control the truncation error of iFFT
but not the discretization error. To control the latter, we need to increase the
truncated region in x-space and, in addition, increase M by a larger factor. In
the numerical examples in Section 5, we will use the truncated region in x-space
sufficiently large so that the doubling the region and increasing the number of
points 4-fold changes the option price by 0.01% or less.
c) In N.Boyarchenko and Levendorskiˇi (2007), it was shown that the dis-
cretization error for iFFT can be made smaller by an appropriate choice of
the line of the integration. As a rule of thumb, ω = λ+/3 for positive ω was
suggested; the natural analog for negative ω is λ−/3.
4 Approximation of factors in the Wiener-Hopf
factorization formula
We consider three procedures for approximations of the Wiener-Hopf factors;
the list can be extended. The first two procedures should be used with an ap-
propriate choice of the line of integration described above. The third procedure
is not so straightforward but it involves only real ξ and uses the real Fourier
transform, which is faster than the standard (complex) Fourier transform.
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4.1 Realizations of general formulas for φ±q (ξ) using FFT
and iFFT
The first two approximations are straightforward realizations of explicit general
formulas for the Wiener-Hopf factors. If q > 0 is sufficiently large (equivalently,
the time-step sufficiently small), then Re(q + ψ(ξ)) > 0 for all ξ in the strip
Im ξ ∈ (λ−, λ+). Take a negative ω− > λ−. Boyarchenko and Levendorskiˇi (see
eq. (3.58) and (3.60) in Boyarchenko and Levendorskiˇi (2002b)) proved that for
ξ in the upper half-plane Im ξ > 0,
φ+q (ξ) = exp
[
1
2πi
∫
Im η=ω−
ξ ln(q + ψ(η))
η(ξ − η)
dη
]
, (46)
for any ω− ∈ (λ−, 0), and for any ξ in the lower half-plane Im ξ < 0,
φ−q (ξ) = exp
[
−
1
2πi
∫
Im η=ω+
ξ ln(q + ψ(η))
η(ξ − η)
dη
]
, (47)
where ω+ ∈ (0, λ+). In the case of a put option, we use (46) to calculate φ
+
q (ξ)
on the line Im ξ = ω > 0, and then calculate φ−q (ξ) = q/((q+ψ(ξ))φ
+
q (ξ)). In the
case of a call option, we use (46) to calculate φ−q (ξ) on the line Im ξ = ω < −1,
and then calculate φ+q (ξ) = q/((q + ψ(ξ))φ
−
q (ξ)).
The integrals under the exponential sign needs to be calculated at the points
of the chosen grid on the line Im ξ = ω. This can be done using FFT and iFFT.
For instance, for Im ξ = ω > 0 and ω− ∈ (λ−, 0),
1
2πi
∫
Im η=ω−
ξ ln(q + ψ(η))
η(ξ − η)
dη = ξFx→ξ1(−∞,0](x)Fη→x
ln(q + ψ(η))
iη
,
and for Im ξ = ω < 0 and ω+ ∈ (0, λ+),
1
2πi
∫
Im η=ω+
ξ ln(q + ψ(η))
η(ξ − η)
dη = ξFx→ξ1[0,+∞)(x)Fη→x
ln(q + ψ(η))
iη
.
There exists a similar albeit more involved pair of explicit formulas for
the Wiener-Hopf factors (see Section 3.6.2 in Boyarchenko and Levendorskiˇi
(2002b)), with a better rate of convergence of the integrals. This pair of for-
mulas also can be realized using the FFT and iFFT. The new ingredient is the
reduction of the factorization problems to symbols of order 0, which stabilize at
infinity to 1. We explain the reduction for processes of order ν ∈ (1, 2] and of
order ν ∈ (0, 1], without drift. Introduce functions
Λ−(ξ) = λ
ν/2
+ (λ+ + iξ)
−ν/2; (48)
Λ+(ξ) = (−λ−)
ν/2(−λ− − iξ)
−ν/2; (49)
Φ(ξ) = q
(
(q + φ(ξ))Λ+(ξ)Λ−(ξ)
)−1
. (50)
Functions Λ±(ξ) are analytic and do not vanish in the half-plane ± Im ξ > 0,
continuous up to the boundary. In addition, Λ±(ξ) and its reciprocal grow not
faster than a polynomial. Therefore, it remains to factorize
Φ(ξ) = Φ+(ξ)Φ−(ξ), (51)
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and then set
φ±q (ξ) = Λ±(ξ)Φ
±(ξ). (52)
Functions Φ± can be calculated using explicit formulas
Φ+(ξ) = exp
[
1
2πi
∫
Im η=ω−
lnΦ(η)
ξ − η
dη
]
, (53)
Φ−(ξ) = exp
[
−
1
2πi
∫
Im η=ω+
lnΦ(η)
ξ − η
dη
]
. (54)
For model classes of RLPEs, logΦ(η) decays at infinity as |η|−1, therefore the
integrals under the exponential signs can be calculated efficiently.
4.2 Approximation of symbols
The last and computationally most efficient realization of the Wiener-Hopf
method obtains as we, first, approximate Φ by a periodic function Φd with
a large period 2π/d, which is the length of the truncated region in ξ-state, then
approximate the latter by a partial sum of the Fourier series, and, finally, use
the factorization of the latter instead of the exact one. The second step is
straightforward. We impose an additional condition
|Φ′(ξ)| ≤ C(1 + |ξ|)−ρ, (55)
where ρ > 0; this condition is satisfied by all RLPEs (and can be relaxed), which
makes the following lemma applicable.
Consider a function fd ∈ C
1[−π/d, π/d] depending on a small parameter d,
and, for m > 0, construct the partial sum
Sm(fd) =
d
2π
∑
|k|≤m
fˆd,ke
idkx
of the Fourier series for fd.
Lemma 4.1. Let fd(−π/d) = fd(π/d), and let there exists C > 0 such that for
all x ∈ [−π/d, π/d] and all d ∈ (0, 1], |∂xfd(x)| ≤ C.
Then there exists a function d 7→ m0(d) such that ∀ m ≥ m0(d), x ∈
[−π/d, π/d] and d ∈ (0, 1],
|fd(x)− Sm(fd)(x)| ≤ ǫ. (56)
Proof. Changing the variables x = x′/d, we see that it suffices to prove lemma
for a gd ∈ C
1[−π, π], such that gd(−π) = gd(π) and for all x ∈ [−π, π] and all
d ∈ (0, 1], |∂xgd(x)| ≤ C/d. Set
Sm(dd) =
1
2π
∑
|k|≤m
gˆd,ke
ikx.
We need to prove that there exists a function d 7→ m0(d) such that ∀m ≥ m0(d),
x ∈ [−π, π] and d ∈ (0, 1],
|gd(x)− Sm(gd)(x)| ≤ ǫ. (57)
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The proof is a modification of the classical proof of the uniform convergence of
the Fourier series due to U.Dini. We use
Sn(gd)(x) − gd(x) =
1
π
∫ π
0
hd(x, t)
sin((n+ 1/2)t)
2 sin(t/2)
dt,
where hd(x, t) = gd(x+t)+gd(x−t)−2gd(x), which presumes that gd is extended
to a periodic function. For any ǫ > 0, set δ = ǫd/(2C). Then∣∣∣∣∣ 1π
∫ δ
0
hd(x, t)
sin((n+ 1/2)t)
2 sin(t/2)
dt
∣∣∣∣∣ ≤ 12
∫ δ
0
|hd(x, t)|
t
dt ≤ δC/d ≤ ǫ/2. (58)
Next, integrating by parts,∣∣∣∣ 1π
∫ π
δ
hd(x, t)
sin((n+ 1/2)t)
2 sin(t/2)
dt
∣∣∣∣ ≤ 12δ(n+ 1/2)
∣∣cos((n+ 1/2)t)hd(x, t)t=πt=δ
−
∫ π
δ
cos((n+ 1/2)t)∂thd(x, t)dt
∣∣∣∣ ≤ A(d)n+ 1/2 ,
where A(d) depends on d and C but not on n. Choosing m0 > 2A(d)/ǫ and
taking (58) into account, we obtain (57).
The first and third steps are more subtle. Essentially, we want to approxi-
mate the bounded continuous solution of the problem
Φ(D)u(x) = f(x), x > 0, (59)
u(x) = 0, (60)
with the bounded continuous solution of the problem
Φd(D)ud(x) = f(x), x > 0, (61)
ud(x) = 0. (62)
By the Sobolev embedding theorem, C ⊂ H1/2+γ for any γ > 0. It follows that,
for our purposes, it suffices to prove an estimate of the form ||u−ud||1/2+γ → 0
as d → 0, for some γ > 0. Certainly, this statement cannot be valid for an
arbitrary f . However, each time when we need to solve a boundary problem
of the form (59)–(60), function f is more regular than just continuous. Indeed,
outside the barrier and strike, it is of the class Hp for any p, near the barrier
it is of the class H1/2+ν/2−γ for any γ > 0, and near the strike, it is of the
class H3/2−γ for any γ > 0 at the first step of the backward induction. At each
next step, the regularity in a neighborhood of the strike increases – for more
details, see Levendorskiˇi (2004b). This means that outside an arbitrarily small
neighborhood of the barrier and strike, 1|·|≥π/d(D)(u−ud) vanishes very fast in
Hp-norm, for any p > 0, as d → +∞. In a small neighborhood of the barrier,
we can guarantee only some rate of decay of the function 1|·|≥π/d(D)(u−ud) in
H1/2+ν/2−γ-norm, for arbitrary small γ > 0 (the constant in the estimate for
the norm depends on γ). In a small vicinity of the strike, the error is small in
H3/2+ν/2−γ-norm, therefore, the rate of decay inH1/2+ν/2−γ-norm will be much
better. Should the estimate near the barrier be global, the convergence of the
method would had been poor. However, the symbol ψ and the factors φ± are
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analytic in a strip that contains the real line, and the strip is, typically, rather
wide. This means that relative large errors localized in a small neighborhood
of the barrier and strike will remain localized at the next steps of the backward
induction procedure, and we may hope that the resulting errors will be small
outside a small vicinity of the barrier – but not very small in a neighborhood of
the strike. The numerical examples in Section 5 support this claim.
Note that the schematic argument above can be made precise. This is an
example of a rather simple albeit tedious application of microanalytical consid-
erations – see, e.g., Eskin (1973) and Ho¨rmander (1985).
4.3 Explicit formulas for approximations of φ±
For small positive d and large even M (according to Lemma 4.1, M should
increase faster than 1/d), set
bdk =
d
2π
∫ π/d
−π/d
lnΦ(ξ)e−iξkddξ, k 6= 0, (63)
bd,M(ξ) =
M/2∑
k=−M/2+1
bdk(exp(iξkd)− 1), (64)
b+d,M(ξ) =
M/2∑
k=1
bdk(exp(iξkd)− 1), (65)
b−d,M(ξ) =
−1∑
k=−M/2+1
bdk(exp(iξkd)− 1); (66)
Φd,M(ξ) = exp(bd,M (ξ)), (67)
Φ±d,M(ξ) = exp(b
±
d,M (ξ)). (68)
4.4 Approximation of φ±q (D) using Fast Fourier Transform
Let d be the step in x-space, ζ–the step in ξ-space, and M = 2m the number of
the points on the grid; decreasing d and increasing (even faster) M , we obtain
a sequence of approximations to the option price.
Approximants for EPV-operators can be efficiently computed by using the
Fast Fourier Transform (FFT). Consider the algorithm (the discrete Fourier
transform (DFT)) defined by
Gl = DFT [g](l) :=
M−1∑
k=0
gke
2πikl/M , l = 0, ...,M − 1. (69)
(It differs in sign in front of i from the algorithm fft in MATLAB). The DFT
maps m complex numbers (the gk’s) into m complex numbers (the Gl’s). The
formula for the inverse DFT which recovers the set of gk’s exactly from Gl’s is:
gk = iDFT [G](k) :=
1
M
M−1∑
l=0
Gle
−2πikl/M , k = 0, ...,M − 1. (70)
In our case, the data consist of a real-valued array {gk}
M
k=0. The resulting
transform satisfies GM−l = G¯l. Since this complex-valued array has real values
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G0 and GM/2, and M/2− 1 other independent complex values G1, ..., GM/2−1,
then it has the same “degrees of freedom” as the original real data set. In this
case, it is inefficient to use full complex FFT algorithm. The main idea of FFT
of real functions is to pack the real input array cleverly, without extra zeros,
into a complex array of half of length. Then a complex FFT can be applied to
this shorter length; the trick is then to get the required values from this result
(see Press, W. et al (1992) for details). To distinguish DFT of real functions we
will use notation RDFT. Formulas (69)-(70) turn into:
Gl = RDFT [g](l) :=
M−1∑
k=0
gke
2πikl/M , l = 0, ...,M/2; (71)
gk = iRDFT [G](k) :=
2
M
Re
M/2−1∑
l=1
Gle
−2πikl/M +
1
M
(G0 +GM/2e
−iπk),(72)
k = 0, ...,M − 1. Fix the space step d > 0 and number of the space points
M = 2m. Define the partitions of normalized log-price domain [−Md2 ;
Md
2 ) by
points xk = −
Md
2 +kd, k = 0, ...,m−1, and frequency domain [−
π
d ;
π
d ] by points
ξl =
2πl
dM , l = −M/2, ...,M/2. Then the Fourier transform of a function g on
the real line can be approximated as follows:
gˆ(ξl) ≈
∫ Md/2
−Md/2
e−ixξlg(x)dx ≈
M−1∑
k=0
g(xk)e
−ixkξld = deiπl
M−1∑
k=0
g(xk)e
−2πikl/M ,
and finally,
gˆ(ξl) ≈ de
iπlRDFT [g](l), l = 0, ...,M/2. (73)
Here z denotes the complex conjugate of z. Now, we approximate E . Using the
notation p(ξ) := q(q + ψ(ξ))−1, we have
(Eg)(xk) =
1
2π
∫ ∞
−∞
eixkξp(ξ)gˆ(ξ)dξ
≈
1
2π
M/2∑
l=−M/2+1
e−ixkξlp(−ξl)gˆ(ξl)
2π
dM
≈
2
M
Re
M/2−1∑
l=1
e−2πikl/Mp(−ξl)RDFT [g]l
+
1
M
(RDFT [g]0 +Re p(−ξM/2)RDFT [g]M/2).
Finally,
(Eg)(xk) ≈ iRDFT [p. ∗RDFT [g]](k), k = 0, ...,M − 1. (74)
Next, we approximate operators E± = φ±q (D). First, we find an approxima-
tion of function lnΦ by the Fourier series using the formula (64). Note that the
coefficients bdk in (64) are defined by (63) and can be efficiently computed by
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using iRDFT. We have:
bdk =
d
2π
∫ π/d
−π/d
lnΦ(ξ)e−iξkddξ, (75)
≈
d
2π
M/2∑
l=−M/2+1
lnΦ(ξl)e
−2πikl/M 2π
Md
= iRDFT [lnΦ](k).
Then we calculate b±d,M in (65)–(66), and, finally, calculate the approximations
to the Wiener-Hopf factors
p±(ξl) = Λ
±
−ν/2(ξl) exp(b
±
d,M (ξl)), l = −M/2, ..., 0. (76)
The action of the EPV-operator E± is approximated as follows:
(E±g)(xk) =
1
2π
∫ ∞
−∞
eixkξφ±(ξ)gˆ(ξ)dξ
≈
1
2π
∫ π/d
−π/d
e−ixkξp±(−ξ)gˆ(ξ)dξ
≈
1
2π
M/2∑
l=−M/2+1
e−ixkξlp±(−ξl)gˆ(ξl)
2π
dM
,
and, finally,
(E±g)(xk) = iRDFT [ p± · RDFT [g]](k), k = 0, ...,M − 1. (77)
4.5 Algorithm of the FWH-method
We assume that the “drift” µ = 0; non-zero µ can be eliminated by the change
of variables x = x′ + µt.
I. Preliminary steps
Step 1. Input r and parameters of the characteristic exponent ψ(ξ) (see (11)-
(12)).
Step 2. Input space step d.
Step 3. Input xmin and xmax – the lower and upper bounds for the space vari-
able x. The choice xmin = ln(0.4) + min{lnH, lnK} and xmax =
ln(2.5) + max{lnH, lnK} is optimal for typical parameter values.
Step 4. Define the number of space points M as follows. Find a positive integer
m such that 2m−1 < xmax−xmin2d ≤ 2
m, and set M = 2m.
Step 5. Input time to matirity T , the number of time steps N , and set ∆t =
T/n, q = (∆t)−1 + r.
Step 6. Set ξk =
πk
Md ,k = −M + 1, ...,M , and find pk = q(q + ψ(ξk))
−1, k =
−M + 1, ...,−1, and p0 = 1, p−M = qRe(q + ψ(−ξM ))
−1. We need
array pk, k = −M, ..., 0 for approximation of E (see (74)).
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Step 7. Find (ln Φ)k = lnΦ(ξk), k = 1, ...,M − 1, and (lnΦ)0 = 0, (lnΦ)M =
Re lnΦ(ξM ). We need array (ln Φ)k, k = −M, ..., 0 for calculation of
coefficients bdk (see (64) and (75)).
Step 8. Using inverse FFT for real-valued functions, we find (see (75))
bk := b
d
k = iRDFT [lnΦ](k), k = −M + 1, ...,M
Step 9. Set b−0 = −
∑l=−1
l=−M+1 bl, b
−
k = b−k, k = 1, ...,M b
−
k = 0, k = −M +
1, ...,−1. We need the array b−k , k = −M + 1, ...,M for calculation of
b−(−ξl) (see (66),(76) and (77))
Step 10. Find b−(−ξl) = RDFT [b
−](l), l = 0, ...,M .
Step 11. Set b+0 = b0 − b
−
0 , b
+
k = b−k, k = −M + 1, ...,−1 b
+
k = 0, k = 1, ...,M .
We need array b+k , k = −M + 1, ...,M for calculation of b
+(−ξl) (see
(65),(76) and (77))
Step 12. Calculate b+(−ξl) = RDFT [b
+](l), l = 0, ...,M .
Step 13. We find p±l = Λ±(ξl) exp(b
±(ξl)), l = −M, ..., 0 (see (76)). We need
arrays p±l , l = −M, ..., 0 for the approximation of E
± (see (77)).
II Pricing barrier option
Denote vkj = vj(xk) and w
k
j = wj(xk), k = −M+1, ...,M , j = N,N−1, ..., 0.
Step 1. Input barrier H . Set γ = (q∆t)−1.
Step 2. Calculate values of payoff function: vkN = G(He
xk), k = −M +1, ...,M.
Step 3. Calculate (see (42) and (77))
wkN−1 = iRDFT [p
+ ·RDFT [vN ]](k), k = −M + 1, ...,M.
Step 4. Calculation in cycle s = N − 1, N − 2, ..., 1.
a. Set wks = 0, k ≤ 0.
b. Applying direct and inverse FFT, we calculate (see (44) and (74))
wks−1 = γiRDFT [p · RDFT [ws]](k), k = −M + 1, ...,M
Step 5. Set wk0 = 0, k ≤ 0.
Step 6. Applying direct and inverse FFT, we calculate (see (43) and (77))
vk0 = γiRDFT [p
− ·RDFT [w0]](k), k = −M + 1, ...,M
Step 7. Output: spot price: Sk = He
xk ; option price: Vk = v
k
0 , k = 1, ...,M .
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5 Numerical Examples
In this section, we compare the performance of the three methods: CV–method,
FWH–method and IWH–method. We consider the down-and-out put option
with strikeK, barrierH and time to expiry T . The option prices were calculated
on a PC with characteristics Intel Core(TM)2 Due CPU, 1.8GHz, RAM 1024Mb,
under Windows Vista. For computation of the prices by CV-method we used
Premia 8 routine. We consider two types of processes, three times to maturity,
and two ratios H/K. Certainly, it would be interesting to study more variants
but a detailed study of several case will require dozens of tables. The examples,
which we analyze in detail below, are fairly representative. The option price
depends on several parameters of the chosen scheme. For a fixed number of
time steps, N , and step in x-space, d, we will vary the other parameters of the
scheme to ensure that the price does not change significantly (the details will
be explained below). This explains why we can denote the price by Vd,N (the
scheme will be indicated separately).
5.1 Processes of order ν < 1
For processes of order ν < 1, we use FDS–method as the benchmark. The reason
is that it is more accurate than CV-method albeit slower. The approximation
error (of small jumps) of FDS-method is smaller than that of CV–method, and
the discretization errors are, essentially, of the same nature. In addition, at
each time step, FDS–method is an iterative method, whereas CV–method is an
explicit-implicit one, which makes the former more accurate than the latter. To
sum up, one should expect that CV–method produces larger errors than FDS
method. We run FDS choosing very fine grids in both time and state space, and
sufficiently large truncated domain in x-space. Sufficiently large means that, as
we increase the truncated region and number of points on the grid two-fold, the
option prices change by 0.01% or less.
We take KoBoL model with parameters σ = 0, ν = 0.5, λ+ = 9, λ− = −8,
c = 1. We choose instantaneous interest rate r = 0.072310, time to expiry
T = 0.5 year, strike price K = 100 and the barrier H = 90. In this case, the
drift parameter µ is approximately zero. The localization domain is (xmin;xmax)
with xmin = − ln 2 and xmax = ln 2; we check separately that if we increase the
domain two-fold, and the number of points 4-fold, the prices change by less than
0.0001. In Table 5.1, we show option prices calculated with FDS, FWH and CV
methods, with very fine grids, and relative errors w.r.t. FDS. ExtFWH (resp.,
ExtCV) labels option prices obtained by linear extrapolation of prices Vd,N
with d = 0.00025 and d = 0.0001 (resp., d = 0.000005 and d = 0.000002). FDS-
prices are V0.0001;1600-prices. The reader may notice that FWH-prices agree
with FDS-prices very well (relative error less than 1% even in the out-of-the
money region) after 5 sec whereas CV-method produces relative errors larger
than 3% after dozens of hours of calculation. In Table 5.2, we see that FWH
produces good results in just 1-2 seconds. Table 5.3 shows prices Vd,N and errors
of CV–method for several pairs (d,N). Finally, in Table 5.4, we demonstrate
that the relative differences between prices obtained with FWH-method and
IWH-methods are very small, and that the former method is much faster than
the latter.
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Table 1: Down-and-out put prices in KoBoL model, ν = 0.5
FDS FWH CV
Spot price d = 0.00025 d = 0.0001 ExtFWH d = 0.000005 d = 0.000002 ExtCV
S = 91 0.2359 0.2340 0.2350 0.2357 0.2186 0.2236 0.2269
S = 101 0.5669 0.5657 0.5666 0.5671 0.5522 0.5567 0.5598
S = 111 0.3850 0.3847 0.3852 0.3855 0.3775 0.3800 0.3816
S = 121 0.2081 0.2080 0.2083 0.2084 0.2046 0.2057 0.2065
S = 131 0.1073 0.1073 0.1074 0.1075 0.1055 0.1061 0.1065
CPU-time(sec) 97,300 5 12 26,000 116,000
Relative errors
FDS FWH CV
Spot price d = 0.00025 d = 0.0001 ExtFWH d = 0.000005 d = 0.000002 ExtCV
S = 91 0.235866 -0.0079 -0.0035 -0.0005 -0.0731 -0.0520 -0.0379
S = 101 0.566907 -0.0021 -0.0005 0.0006 -0.0260 -0.0179 -0.0125
S = 111 0.384982 -0.0008 0.0005 0.0014 -0.0195 -0.0130 -0.0087
S = 121 0.208093 -0.0004 0.0008 0.0017 -0.0175 -0.0115 -0.0075
S = 131 0.107307 -0.0004 0.0008 0.0017 -0.0168 -0.0111 -0.0073
KoBoL parameters: ν = 0.5, λ+ = 9, λ− = −8, c = 1.
Option parameters: K = 100, H = 90, r = 0.072310, T = 0.5.
Algorithm parameters: d – space step, N = 1600 – number of time steps, S –
spot price.
Table 2: Down-and-out put prices in KoBoL model, FWH-method
Option price, V0.0005,N (S) Relative errors w.r.t. FDS
Spot price N = 50 N = 100 N = 200 N = 50 N = 100 N = 200
S = 91 0.2424 0.2371 0.2345 0.0278 0.0053 -0.0057
S = 101 0.5723 0.5681 0.5660 0.0095 0.0022 -0.0015
S = 111 0.3806 0.3826 0.3831 -0.0114 -0.0071 -0.0049
S = 121 0.2048 0.2062 0.2069 -0.0157 -0.0090 -0.0055
S = 131 0.1059 0.1065 0.1068 -0.0133 -0.0077 -0.0049
CPU-time(sec) 0.05 0.1 0.2
KoBoL parameters: ν = 0.5, λ+ = 9, λ− = −8, c = 1.
Option parameters: K = 100, H = 90, r = 0.072310, T = 0.5.
Algorithm parameters: d = 5 · 10−4 – space step, N – number of time steps, S
– spot price.
Then we consider the same model, but for smaller time to expiry T = 0.1
year. Tables 5.5–5.7 confirm the observations described above.
5.2 Processes of order ν = 1. NIG as an example
For processes of order ν ≥ 1, we do not have a clear favorite. The following
argument justifies the use of FWH-method. First, as we saw above, for processes
of order ν < 1, FWH is in a good agreement with the benchmark (and in
extremely good agreement with IWH). If the truncated region in x-space is wide
enough, then any further change of its size is, essentially, irrelevant because of
the exponential decay of the jump density. This argument works only when
we make approximations in x-space. Since IWH-method and FWH-method
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Table 3: Down-and-out put prices in KoBoL model, CV-method
Option price, Vd,N (S)
d 10−3 5 · 10−4 2.5 · 10−4 10−4 5 · 10−5 2.5 · 10−5 10−5 5 · 10−6 2 · 10−6
N 1600 1600 1600 1600 1600 3200 6400 10000 18000
S = 91 0.092168 0.111911 0.134079 0.163195 0.183077 0.199269 0.212927 0.218617 0.223599
S = 101 0.448530 0.474713 0.496496 0.517848 0.530187 0.538883 0.547436 0.552174 0.556747
S = 111 0.324012 0.336316 0.347433 0.358812 0.365830 0.370336 0.374892 0.377460 0.379963
S = 121 0.177738 0.184006 0.189574 0.195227 0.198729 0.200939 0.203187 0.204459 0.205700
S = 131 0.092162 0.095352 0.098134 0.100932 0.102641 0.103747 0.104868 0.105499 0.106115
CPU-time (sec) 7.5 15 35 77 420 1950 11000 26000 116000
Relative errors w.r.t. FDS
d 10−3 5 · 10−4 2.5 · 10−4 10−4 5 · 10−5 2.5 · 10−5 10−5 5 · 10−6 2 · 10−6
N 1600 1600 1600 1600 1600 3200 6400 10000 18000
S = 91 -0.6092 -0.5255 -0.4315 -0.3081 -0.2238 -0.1552 -0.0973 -0.0731 -0.0520
S = 101 -0.2088 -0.1626 -0.1242 -0.0865 -0.0648 -0.0494 -0.0343 -0.0260 -0.0179
S = 111 -0.1584 -0.1264 -0.0975 -0.0680 -0.0497 -0.0380 -0.0262 -0.0195 -0.0130
S = 121 -0.1459 -0.1157 -0.0890 -0.0618 -0.0450 -0.0344 -0.0236 -0.0175 -0.0115
S = 131 -0.1411 -0.1114 -0.0855 -0.0594 -0.0435 -0.0332 -0.0227 -0.0168 -0.0111
KoBoL parameters: ν = 0.5, λ+ = 9, λ− = −8, c = 1.
Option parameters: K = 100, H = 90, r = 0.072310, T = 0.5.
Algorithm parameters: d – space step, N – number of time steps, S – spot
price.
use FFT and iFFT, we need to take into account the truncation and step in
the dual space, and not only truncation and step in x-space. However, as the
order of the process increases, the rate of decay of symbols φ±(ξ) increases
as well. Therefore, if the size of the truncated region (measured by π/d) was
good enough for processes of order ν < 1, the same size will be even better for
processes of order ν ≥ 1. In our calculations, we keep the size of the truncated
region in ξ-space, which was good for processes of order ν < 1. To control
the discretization error in ξ-space, we check that as the size of the truncated
region decreases two-fold, and the number of points of the grid remains the
same, the prices change by 0.01% or less. Therefore, it remains to discuss the
errors of the approximation of the operators on R, before the discretization.
This type of error is controlled as follows. We have two essentially different
approximate methods: FWH and IWH. However, in our numerical experiments
shown in Table 5.10, the relative differences between prices obtained with these
two methods, is very small. Hence, we have certain reasons to believe that the
results obtained by the fastest method FWH can be used as a benchmark. The
results shown in Table 5.8 demonstrate that FWH-method converges very fast:
in few seconds, the relative error becomes 0.5% or less. For processes of order
greater than 1, the convergence is even better. The convergence of CV-method
is worse: see Table 5.9. Analysis of relative errors of CV-prices shows that the
method may be to imprecise near the barrier: even at 10–15% from the barrier,
to obtain option prices with the relative error of order of 0.5%, CV-method
needs hours of CPU-time. The situation at 1%-3% from the barrier is much
worse: the relative error remains more than 1% even after dozen hours of CPU-
time are spent. In the out-of-the-money region the accuracy of order 1% can
be reached after 30 sec. of calculation, but relative error about 0.5% requires
dozens of minutes of CPU-time.
The details of the numerical example are as follows. We consider the NIG
model with parameters α = 40, β = 1.096402897, δ = 1.251720305. We choose
instantaneous interest rate r = 0.05, hence the drift parameter µ ≈ 0. We
compute the prices of down-and-out put option with time to expiry T = 1 year,
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Table 4: Relative difference between down-and-out put prices in KoBoL model
computed with FWH-method and IWH-method
A
N = 50 N = 1600
Spot price FWH IWH Relative difference FWH IWH Relative difference
S = 91 0.227974 0.229114 0.50% 0.21841 0.221462 1.40%
S = 101 0.560376 0.561387 0.18% 0.552269 0.554932 0.48%
S = 111 0.374033 0.374595 0.15% 0.377151 0.378602 0.38%
S = 121 0.201517 0.201802 0.14% 0.204235 0.204961 0.36%
S = 131 0.104253 0.104392 0.13% 0.105407 0.105748 0.32%
CPU-time, sec 0.01 4 0.32 23
B
N = 50 N = 1600
Spot price FWH IWH Relative difference FWH IWH Relative difference
S = 91 0.238289 0.238641 0.15% 0.228314 0.229998 0.74%
S = 101 0.569224 0.569517 0.05% 0.561118 0.562274 0.21%
S = 111 0.378942 0.379102 0.04% 0.382126 0.382736 0.16%
S = 121 0.203989 0.204069 0.04% 0.206739 0.207029 0.14%
S = 131 0.105465 0.105506 0.04% 0.10663 0.106778 0.14%
CPU-time, sec 0.035 7 1 49
C
N = 50 N = 1600
Spot price FWH IWH Relative difference FWH IWH Relative difference
S = 91 0.242425 0.242568 0.06% 0.232286 0.232871 0.25%
S = 101 0.572267 0.572382 0.02% 0.564159 0.564755 0.11%
S = 111 0.380602 0.380665 0.02% 0.383809 0.384123 0.08%
S = 121 0.204816 0.204847 0.02% 0.207577 0.207723 0.07%
S = 131 0.10588 0.105896 0.02% 0.107048 0.107123 0.07%
CPU-time, sec 0.07 14 2 105
D
N = 50 N = 1600
Spot price FWH IWH Relative difference FWH IWH Relative difference
S = 91 0.244202 0.24427 0.03% 0.233993 0.234317 0.14%
S = 101 0.573804 0.573851 0.01% 0.565697 0.566011 0.06%
S = 111 0.381446 0.381471 0.01% 0.384665 0.384825 0.04%
S = 121 0.205236 0.205248 0.01% 0.208003 0.208074 0.03%
S = 131 0.106092 0.106098 0.01% 0.107262 0.107297 0.03%
CPU-time, sec 0.14 31 5 237
E
N = 50 N = 1600
Spot price FWH IWH Relative difference FWH IWH Relative difference
S = 91 0.245292 0.245325 0.01% 0.23504 0.235194 0.07%
S = 101 0.574738 0.574751 0.00% 0.56663 0.566769 0.02%
S = 111 0.381963 0.381966 0.00% 0.385188 0.385249 0.02%
S = 121 0.205496 0.205493 0.00% 0.208265 0.208286 0.01%
S = 131 0.106229 0.10622 -0.01% 0.107398 0.107401 0.00%
CPU-time, sec 0.35 65 12 489
KoBoL parameters: ν = 0.5, λ+ = 9, λ− = −8, c = 1.
Option parameters: K = 100, H = 90, r = 0.072310, T = 0.5.
Algorithm parameters: d – space step, N – number of time steps, S – spot price.
Panel A: d = 0.0025; Panel B: d = 0.001; Panel C: d = 0.0005; Panel D: d = 0.00025; Panel
E: d = 0.0001.
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Table 5: Down-and-out put prices in KoBoL model, ν = 0.5, T = 0.1
ExtFDS FWH CV
Spot price d = 0.00025 d = 0.0001 ExtFWH d = 0.000002 d = 0.000001 ExtCV
S = 91 2.349327 2.336433 2.344786 2.349798 2.247170 2.271554 2.291061
S = 101 1.009248 1.008639 1.009328 1.009741 1.003694 1.005384 1.006736
S = 111 0.177806 0.177632 0.177795 0.177893 0.176402 0.176776 0.177075
S = 121 0.049380 0.049350 0.049381 0.049400 0.048932 0.049045 0.049135
S = 131 0.017067 0.017051 0.017068 0.017078 0.016900 0.016941 0.016973
CPU-time(sec) 99,035 3 7 18,311 96,444
Relative errors
FDS FWH CV
Spot price d = 0.00025 d = 0.0001 ExtFWH d = 0.000002 d = 0.000001 ExtCV
S = 91 2.349327 -0.005488 -0.001933 0.000200 -0.043483 -0.033104 -0.024801
S = 101 1.009248 -0.000604 0.000079 0.000488 -0.005504 -0.003829 -0.002490
S = 111 0.177806 -0.000976 -0.000060 0.000490 -0.007895 -0.005790 -0.004107
S = 121 0.049380 -0.000612 0.000016 0.000393 -0.009082 -0.006794 -0.004963
S = 131 0.017067 -0.000914 0.000082 0.000680 -0.009762 -0.007372 -0.005461
KoBoL parameters: ν = 0.5, λ+ = 9, λ− = −8, c = 1.
Option parameters: K = 100, H = 90, r = 0.072310, T = 0.1.
Algorithm parameters: d – space step, N = 400 – number of time steps, S –
spot price.
Table 6: Down-and-out put prices in KoBoL model, FWH-method
Option price, V0.0005,N (S) Relative errors w.r.t. FDS
Spot price N = 25 N = 50 N = 100 N = 25 N = 50 N = 100
S = 91 2.394927 2.356585 2.337316 0.019410 0.003089 -0.005112
S = 101 0.991945 1.000184 1.004363 -0.017145 -0.008981 -0.004841
S = 111 0.176471 0.176972 0.17722 -0.007506 -0.004688 -0.003293
S = 121 0.049410 0.049355 0.049326 0.000603 -0.000510 -0.001098
S = 131 0.017114 0.017056 0.017027 0.002777 -0.000621 -0.002320
CPU-time(sec) 0.05 0.1 0.2
KoBoL parameters: ν = 0.5, λ+ = 9, λ− = −8, c = 1.
Option parameters: K = 100, H = 90, r = 0.072310, T = 0.1.
Algorithm parameters: d = 5 · 10−4 – space step, N – number of time steps, S
– spot price.
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Table 7: Down-and-out put prices in KoBoL model, CV-method
Option price, Vd,N (S)
d 5 · 10−4 2.5 · 10−4 10−4 5 · 10−5 2.5 · 10−5 10−5 5 · 10−6 2 · 10−6 10−6
N 400 400 400 600 1000 1400 2000 4000 8000
S = 91 1.131856 1.340035 1.631445 1.835518 2.004353 2.146471 2.202708 2.247170 2.271554
S = 101 0.981261 0.979027 0.983130 0.988043 0.992982 0.997887 1.000734 1.003694 1.005384
S = 111 0.164572 0.167688 0.170784 0.172488 0.173806 0.175043 0.175728 0.176402 0.176776
S = 121 0.045561 0.046399 0.047266 0.047757 0.048142 0.048517 0.048727 0.048932 0.049045
S = 131 0.015709 0.015998 0.016303 0.016476 0.016614 0.016749 0.016826 0.016900 0.016941
CPU-time (sec) 3 6 20 66 212 920 3300 18300 96500
Relative errors w.r.t. FDS
d 5 · 10−4 2.5 · 10−4 10−4 5 · 10−5 2.5 · 10−5 10−5 5 · 10−6 2 · 10−6 10−6
N 400 400 400 600 1000 1400 2000 4000 8000
S = 91 -0.5182 -0.4296 -0.3056 -0.2187 -0.1468 -0.0863 -0.0624 -0.0435 -0.0331
S = 101 -0.0277 -0.0299 -0.0259 -0.0210 -0.0161 -0.0113 -0.0084 -0.0055 -0.0038
S = 111 -0.0744 -0.0569 -0.0395 -0.0299 -0.0225 -0.0155 -0.0117 -0.0079 -0.0058
S = 121 -0.0773 -0.0604 -0.0428 -0.0329 -0.0251 -0.0175 -0.0132 -0.0091 -0.0068
S = 131 -0.0796 -0.0626 -0.0448 -0.0346 -0.0265 -0.0186 -0.0141 -0.0098 -0.0074
KoBoL parameters: ν = 0.5, λ+ = 9, λ− = −8, c = 1.
Option parameters: K = 100, H = 90, r = 0.072310, T = 0.1.
Algorithm parameters: d – space step, N – number of time steps, S – spot price.
strike price K = 100 and the barrier H = 80. First, we choose localization
domain (xmin;xmax) with xmin = − ln 2 and xmax = ln 2, and calculate the
option prices by the FWH method for a fixed space step (d = 0.0025, 0.001,
0.0005, ..., 0.00001) and number of time steps (n = 50, 100, 200, ..., 1600). Sec-
ond, we increase localization domain two-fold keeping the x-step fixed. This
implies that the number of points, M , will increase by the factor of 2. Our cal-
culations show that the results remains the same up to the relative error of order
0.01% or less. Hence, the choice of the localization parameters xmin = − ln 2
and xmax = ln 2 is sufficiently good.
6 Conclusion
In the paper, we suggest two new fast and accurate methods, Fast Wiener-Hopf
method (FWH-method) and Iterative Wiener-Hopf method (IWH-method), for
pricing barrier options for a wide class of Le´vy processes. Both methods use the
Wiener-Hopf factorization and Fast Fourier Transform algorithm. Using an ac-
curate albeit relatively slow finite-difference algorithm developed in Levendorskiˇi
et al (2006) (FDS-method), we demonstrate the accuracy and fast convergence
of the two methods for processes of finite variation. We explain that the conver-
gence of the methods must be better for processes of infinite variation, and, as
a certain supporting evidence, demonstrate with numerical examples that the
results obtained by two methods are in extremely good agreement. Finally, we
use FDS, FWH and IWH-methods to demonstrate that Cont-Volchkova method,
which is based on the approximation of small jumps by an additional diffusion,
lead to sizable relative errors, especially near the barrier and strike.
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Table 8: Down-and-out put prices in NIG model, FWH-method
Option price, Vd,N (S)
d = 0.00025 d = 0.0001 d = 0
Spot price N = 50 N = 100 N = 200 N = 400 N = 50 N = 100 N = 200 N = 400 N = 800
S = 81 0.44648 0.44012 0.43698 0.43542 0.44871 0.44232 0.43916 0.43759 0.43826
S = 91 2.17121 2.15012 2.13959 2.13433 2.17345 2.15235 2.14182 2.13656 2.13543
S = 101 1.95011 1.94701 1.94535 1.9445 1.95137 1.94827 1.94662 1.94577 1.94619
S = 111 1.14315 1.14964 1.15288 1.1545 1.14367 1.15016 1.15341 1.15503 1.15619
S = 121 0.53456 0.53933 0.54177 0.54301 0.53474 0.53952 0.54196 0.54319 0.54393
CPU-time (sec) 1 2 4 8 2 5 10 19
Relative errors w.r.t. d = 0, N = 800
d = 0.00025 d = 0.0001
Spot price N = 50 N = 100 N = 200 N = 400 N = 50 N = 100 N = 200 N = 400
S = 81 0.0188 0.0043 -0.0029 -0.0065 0.0239 0.0093 0.0021 -0.0015
S = 91 0.0168 0.0069 0.0019 -0.0005 0.0178 0.0079 0.0030 0.0005
S = 101 0.0020 0.0004 -0.0004 -0.0009 0.0027 0.0011 0.0002 -0.0002
S = 111 -0.0113 -0.0057 -0.0029 -0.0015 -0.0108 -0.0052 -0.0024 -0.0010
S = 121 -0.0172 -0.0085 -0.0040 -0.0017 -0.0169 -0.0081 -0.0036 -0.0014
NIG parameters: α = 40, β = 1.096402897, δ = 1.251720305.
Option parameters: K = 100, H = 80, r = 0.05, T = 1.
Algorithm parameters: d – space step, N – number of time steps, S – spot price.
d = 0 denotes the extrapolated prices
Table 9: Down-and-out put prices in NIG model, CV-method
Option price, Vd,N (S)
d 10−3 5 · 10−4 2.5 · 10−4 10−4 5 · 10−5 2.5 · 10−5 10−5 5 · 10−6 2 · 10−6
N 1, 600 1, 600 1, 600 1, 600 1, 600 3, 200 6, 400 10, 000 18, 000
S = 81 0.324586 0.352655 0.378460 0.401569 0.412402 0.419701 0.426262 0.429568 0.432490
S = 91 2.021805 2.052380 2.075872 2.096684 2.107450 2.114732 2.121400 2.124734 2.127705
S = 101 1.884045 1.900767 1.913954 1.925843 1.932057 1.935850 1.939538 1.941296 1.942907
S = 111 1.133169 1.139239 1.144357 1.149172 1.151754 1.153125 1.154585 1.155233 1.155852
S = 121 0.537101 0.538817 0.540399 0.541966 0.542834 0.543262 0.543747 0.543953 0.544157
CPU-time, sec 2.5 5 11 29 56 362 2928 11370 49407
Relative errors of CV-method w.r.t. FWH-method with d = 0, N = 800
d 10−3 5 · 10−4 2.5 · 10−4 10−4 5 · 10−5 2.5 · 10−5 10−5 5 · 10−6 2 · 10−6
N 1, 600 1, 600 1, 600 1, 600 1, 600 3, 200 6, 400 10, 000 18, 000
S = 81 -0.2594 -0.1953 -0.1364 -0.0837 -0.0590 -0.0423 -0.0274 -0.0198 -0.0132
S = 91 -0.0532 -0.0389 -0.0279 -0.0181 -0.0131 -0.0097 -0.0066 -0.0050 -0.0036
S = 101 -0.0319 -0.0233 -0.0166 -0.0105 -0.0073 -0.0053 -0.0034 -0.0025 -0.0017
S = 111 -0.0199 -0.0147 -0.0102 -0.0061 -0.0038 -0.0027 -0.0014 -0.0008 -0.0003
S = 121 -0.0126 -0.0094 -0.0065 -0.0036 -0.0020 -0.0012 -0.0003 0.0000 0.0004
NIG parameters: α = 40, β = 1.096402897, δ = 1.251720305.
Option parameters: K = 100, H = 80, r = 0.05, T = 1.
Algorithm parameters: d – space step, N – number of time steps, S – spot price.
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Table 10: Relative difference between down-and-out put prices in NIG model
computed by FWH-method and IWH-method
A
N = 100 N = 1600
Spot price IWH FWH Relative difference IWH FWH Relative difference
S = 81 0.40713 0.40647 -0.16% 0.40964 0.40103 -2.10%
S = 91 2.1184 2.11766 -0.03% 2.10624 2.09805 -0.39%
S = 101 1.92898 1.92854 -0.02% 1.93000 1.92527 -0.25%
S = 111 1.14212 1.14192 -0.02% 1.14992 1.14792 -0.17%
S = 121 0.53677 0.53670 -0.01% 0.54197 0.54129 -0.13%
CPU-time, sec 3 0.2 24 3.2
B
N = 100 N = 1600
Spot price IWH FWH Relative difference IWH FWH Relative difference
S = 81 0.42941 0.42927 -0.03% 0.42559 0.42354 -0.48%
S = 91 2.13924 2.13906 -0.01% 2.12151 2.11938 -0.10%
S = 101 1.94083 1.94073 -0.01% 1.93876 1.93754 -0.06%
S = 111 1.14707 1.14703 0.00% 1.1536 1.15309 -0.04%
S = 121 0.53845 0.53844 0.00% 0.54321 0.54303 -0.03%
CPU-time, sec 6 0.45 53 7
C
N = 100 N = 1600
Spot price IWH FWH Relative difference IWH FWH Relative difference
S = 81 0.43639 0.43634 -0.01% 0.43121 0.43052 -0.16%
S = 91 2.14647 2.14642 0.00% 2.12741 2.12671 -0.03%
S = 101 1.94494 1.94491 0.00% 1.94214 1.94174 -0.02%
S = 111 1.14877 1.14876 0.00% 1.155 1.15483 -0.01%
S = 121 0.53904 0.53903 0.00% 0.54369 0.54363 -0.01%
CPU-time, sec 10 1 127 15
D
N = 100 N = 1600
Spot price IWH FWH Relative difference IWH FWH Relative difference
S = 81 0.44014 0.44012 0.00% 0.43447 0.43425 -0.05%
S = 91 2.15013 2.15012 0.00% 2.13062 2.13039 -0.01%
S = 101 1.94702 1.94701 0.00% 1.94398 1.94385 -0.01%
S = 111 1.14964 1.14964 0.00% 1.15577 1.15572 0.00%
S = 121 0.53934 0.53933 0.00% 0.54396 0.54394 0.00%
CPU-time, sec 20 2 283 33
E
N = 100 N = 1600
Spot price IWH FWH Relative difference IWH FWH Relative difference
S = 81 0.44232 0.44232 0.00% 0.43647 0.43642 -0.01%
S = 91 2.15236 2.15235 0.00% 2.13268 2.13262 0.00%
S = 101 1.94828 1.94827 0.00% 1.94516 1.94513 0.00%
S = 111 1.15017 1.15016 0.00% 1.15626 1.15625 0.00%
S = 121 0.53953 0.53952 0.00% 0.54413 0.54412 0.00%
CPU-time, sec 67 5 590 77
NIG parameters: α = 40, β = 1.096402897, δ = 1.251720305.
Option parameters: K = 100, H = 80, r = 0.05, T = 1.
Algorithm parameters: d – space step, N – number of time steps, S – spot price.
Panel A: d = 0.0025; Panel B: d = 0.001; Panel C: d = 0.0005; Panel D: d = 0.00025; Panel
E: d = 0.0001.
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