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ABSTRACT  
The setting up process for support vector machines (SVM) is discussed in this paper. Such settings are normally obtained from 
exhaustive testing of SVM, settled on by using several configuration parameter values and evaluating performance by using 
techniques such as cross validation. The linear approach presented in this paper is based on redefining the classical SVM se-
cond-order objective function. Better setting parameters were obtained by using low computational cost methodology for resol-
ving new linear optimisation. The proposed approach was applied to a typical classification problem regarding fault location in 
power distribution systems; the results so obtained were compared to those obtained using classical methodology. An 80% im-
provement was achieved in mean error when estimating fault location and 56% reduction in the computing time needed for ob-
taining the best results when using classical approaches. 
Keywords: euclidean distance norm, linear programming, fault location, support vector machine.  
 
RESUMEN 
En este artículo se discuten los procesos de ajuste de las máquinas de soporte vectorial (SVM), los cuales normalmente se ob-
tienen partir de un proceso de prueba exhaustivo de varios valores de los parámetros de configuración. Posteriormente, su de-
sempeño se evalúa utilizando técnicas tales como la validación cruzada. El enfoque aquí presentado se fundamenta en la redefi-
nición de la función objetivo de segundo orden de una máquina de soporte vectorial clásica utilizando una aproximación lineal. 
Como principales resultados obtenidos al resolver el nuevo problema de optimización lineal, se obtienen mejores parámetros de 
configuración utilizando una metodología de bajo costo computacional. La aproximación propuesta se aplica a un problema de 
clasificación típico de la localización de fallas en sistemas de distribución de energía eléctrica, donde los resultados son compa-
rados con aquellos obtenidos usando la metodología clásica. Se presenta un mejoramiento en los resultados logrados en el 
error promedio de estimación de la localización de la zona en falla del 80%, y una reducción del tiempo computacional del 
56% del requerido para alcanzar los mejores resultados con las alternativas clásicas. 
Palabras clave: norma de la distancia euclidiana, programación lineal, localización de fallas, máquinas de soporte vectorial. 
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Introduction 
During the last decade several approaches have been proposed for 
solving some specific engineering problems, mainly due to the 
increasing use of the data mining techniques. The main approa-
ches have been based on artificial neural networks (ANN), fuzzy 
logic, statistical classifiers and support vector machines (SVM) 
(Kecman, 2000). One of the drawbacks of these methodologies is 
the difficulty associated with the setting up process involved in the 
techniques being used. Such setting-up is normally empirically per-
formed or exhaustive, high computational cost search strategies are 
used in a feasible space for configuration parameters. 
The performance obtained when using some of the previously 
mentioned techniques varied according to the problem being con-
sidered. Performance has normally been low when using ANN if 
there is a strong relationship amongst different classes and also in 
such cases related to problems with huge databases 
(Purushothama et al., 2001). Several references provide interesting 
proposals in the specific case of applying classifiers to fault location 
problems in power systems. ANN have been widely applied to 
resolving problems of fault location in transmission and distribution 
systems (Purushothama, et al., 2001) (Mescal et al., 2003). ANN- 
and fuzzy logic-based applications have also been used for locating 
faults in power systems, as presented in (Mora et al., 2006). Statis-
tically based classifiers such as the learning algorithm for mul-
tivariable data analysis have been used for determining fault lo-
cation in power distribution systems, as presented in (Mora et al., 
2007). SVM have been recently tested in power distribution sys-
tem fault location (Mora et al., 2006). 
Power distribution system fault location is clearly more difficult to 
resolve than that occurring in transmission systems. The associated 
difficulty is caused by several characteristics related to power sys-
tems, such as voltage and current being typically available only at 
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the distribution substation, the presence of single and double 
phase laterals, tapped loads (single or multi-phase, having un-
known hourly variation) along the lines and laterals and incon-
sistent network development and loads being responsible for lines 
having heterogeneous sections (the presence of different con-
ductor gauges, a combination of overhead lines and underground 
cables). Short circuit level variation caused by changes in system 
topology and the equivalent generation source implies mea-
surement variation for each specific fault condition (Mora et al., 
2008). 
SVM’s great ability for resolving fault location is clear, according to 
the techniques used and the results obtained in power distribution 
systems. SVM settings are normally obtained from an exhaustive 
test of the classifier, settled by using several configuration para-
meter values and evaluating the results using cross validation. Con-
sequently, it is supposed that if there is lower computational cost 
and the best setting-up adjustment, then better results will be ob-
tained than those obtained using a classical SVM approach. 
Considering the above, the approach presented in this paper is 
based on redefining the classical SVM second-order objective 
function. This is redefined as a linear function using a different dis-
tance paradigm. Constraint functions are also redefined as linear 
ones while kernels maintain the same structure defined in the 
classical references for SVM. This approach was then tested re-
garding fault location applications for power distribution systems. 
Classical support vector machines (SVM) 
Support vector machines (SVM) were used in this research as a 
classification technique for assisting fault location because of the 
good results reported in diagnostic applications (Thukaram et al., 
2005). 
SVMs are based on statistical learning theory and can be viewed 
for practical purposes as being a binary classification technique 
resulting from the development of ANN and its combination with 
optimisation, kernel theory and generalisation theories (Burges, 
1998) (Vapnik, 2000). The following subsection briefly summarises 
SVM: dealing with separable linear data, using a soft margin cons-
traint for dealing with noisy data and using kernel functions with 
non-linear separable data. 
Linear data 
Suppose having n training elements, xi, in an N dimensional space. 
Each element has its respective tag etiquette (y) as presented in (1). 
This etiquette is used for labelling members of the same class (+1 
or -1).  
N
i R∈x  and { }1,1−+∈iy      (1) 
The aim is to find an optimal hyper plane H: y=w·x-b=0 which 
has the maximum distance to the nearest training pattern to force 
learning machine generalization (Vapnik, 2000). This distance is 
normally known as margin, as presented in Figure 1 for a two-di-
mensional space.  
Weight (w) and bias (b) are the only two parameters used for 
controlling function. Those data points which the margin pushes 
up against are called support vectors.  
The optimisation constrained problem presented in (2) must be 
solved to find the optimum separation hyperplane (OSH) (margin 
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Figure 1. Separating hyper planes 
Soft margin  
The previously presented methodology is based on the absence of 
mixed classes. The previous strategy was reformulated to cope 
with this common problem, by considering relaxing optimization 
to define what is known as a “soft margin.”  The optimization pro-
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Figure 2 shows this situation with nonlinearly separable classes. 
The slack variables ξi mean that the classification error can be 




Figure 2. Non-separable case using a linear hyperplane 
Parameter C is denoted as “error penalisation constant” and has to 
have a priory fixed by the user. A high C value means a high 
penalisation error.  
Kernel-based SVM  
In the case of a non-linear separable dataset, the dataset can be 
transformed into a new high dimension space where the data is 
linearly separable. Figure 3 presents the intuitive idea of this trans-
formation. The transformation function Φ(.) is defined in terms of 
input data scalar products in the original classification space. It is 
thus not necessary to specify Φ(.); instead, kernel functions are 
used since they transform the scalar product in the transformed 
space in a single step. 
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 Several kernel functions may be used in defining the new 





Figure 3. Data transformation in a new space where classes are linearly 
separable 
Using an appropriate kernel function, SVM can separate data from 
different classes in this new space. Linear classification algorithms 
can thus be extended to non-linear cases by using an appropriate 
kernel function. 
When an RBF is selected as kernel function (as in section five), two 
parameters (error penalisation constant C and kernel parameter σ ) 
have to be set to tune the classification algorithm. More extended 
information about SVM and kernel-based methods can be con-
sulted in Burges (1998) and Vapnik (2000). 
The linear model proposed for support vector 
machines (linear programming support vector 
machine - LPSVM) 
Suitable SVM configuration parameter values (error penalisation 
constant C and kernel parameter σ) must be determined to solve 
the problem proposed in (3) using non-linear or quadratic pro-
gramming techniques. A commonly used strategy for setting C and 
σ is based on an exhaustive search and classical techniques such as 
cross validation where the main idea is to perform an extensive 
simulation and test for determining such configuration parameters’ 
best values (Chih et al., 2003).  This strategy is not always useful for 
finding optimal parameters and has a very high computational cost 
(Mora et al., 2006). 
The proposed solution is aimed at obtaining optimal SVM para-
meters based on redefining the quadratic optimisation problem 
presented in (3), as a new linear programming problem to that 
proposed in (4). 
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From (4), the new objective function in 1-norm and the set of 
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Where M is the original data set dimension. From (4), it can be 
noticed how an alternative solution may be proposed using linear 
programming by using a linear kernel such as (g(x) = x ). In the 
case of not using linear kernel functions, (5) must be redefined 
from such dual representation, as presented in (6). 
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αi and b are real values and H(x,xi) is a kernel function defined as 
(7). 
( ) ( ) ( ), 'TiH x x g x g x=   (7) 
g(x)T is the function defining a new representation space where 
data is linearly separable using linear programming and g(x´) is the 
function used for transforming the data set. These two functions 
perform the same work as ω and g(x) in equation constrains (5).  
Considering the foregoing, SVM (LPSVM) linear formulation is now 
given as (8). 
























Where αi contains orthogonal vectors from the original represent-
tation space. α and b must now be redefined to solve the linear 
programming problem proposed in (8), as proposed in (9). 
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  (9) 
From the proposed definition of α and b, the idea of a linear 
distance between classes is considered. Having redefined the 
classic SVM problem as a linear problem, special considerations 
must be adopted to avoid degenerate solutions (those giving more 
than one hyperplane generated by the active constraint). Such new 
formulation of the optimisation problem could give degenerated 
solutions, especially in the case of small values of C, as explained 
in appendix A. 
Now, the problem proposed in (8) is presented as (10), by using 
(9). 
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The decision function for (10) is now presented as (11). 
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In (11), adding all αi  g(xi), for i = 1,. . ., M, minimisation of ∑|αi| 
does not causes the immediate maximisation of the separating 
margin estimated using a 1-norm. That is why the dual problem of 
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All the constraints presented in (12) are simplified by using slack 
variables (v and w), and the dual variables are represented by zi, 
redefining the maximum separating margin. 
Solving the new problem leads to solutions for dual (12) and 
primal (10) formulations. If these solutions are optimal, they meet 
the complementarily conditions presented in (13), according to 
classic linear and non-linear programming theory (Bazaraa et al., 











v for i M
v for i M
w for i M















The training set xi, where the constraints presented in (14) are not 
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Equation (14) originates due to the following two conditions of a 
classic linear problem being complied with (Bazaraa et al., 1990) 
(Bazaraa and Shetty, 1993): 
a. If a hyperplane generated by one constraint is active, then its 
dual variable is higher than zero and its slack variable equals ze-
ro; and 
b. If a hyperplane generated by one constraint is not active, its 
dual variable equals zero. 
Tests and results  
This section is devoted to presenting the effectiveness of how the 
proposed approach was tested by comparing LPSVM performance 
with that of a classical SVM. The proposed problem was related to 
determining the fault area in a power distribution system. 
Power system used for tests 
A 123-node 4.16 kV power distribution system proposed by the 
IEEE (Figure 4) has been used for testing the fault location 
approach, as in (IEEE, 1993). A complete dataset have been 
obtained from simulation of faults in each node under different 
conditions. Single-, double- and three-phase faults have been 
simulated by using 21 different fault resistance values ranging from 
0.5 to 40 ohms (Dagenhart, 2000). The alternative transient 
program (ATP) has been used in an integrated environment linking 
ATP and Matlab to automate fault generation when simulating a 
power system (Mora et al., 2006). The fault database consisted of 
4,495 records of voltage and current.  
Power system characterisation – features or attributes  
Characterising voltage and current signals measured at the subs-
tation before and during a fault is presented in this section. Such 
characterisation has been applied to transient and steady state 
signals (Mora, 2006). 
Characterisation has resulted in obtaining a set of attributes for 
each fault situations which have been used as inputs for the 
statistical learning-based classifier. The classifier can be trained to 
recognise the faulty area in a power distribution system by means 

















































































































Figure 4: IEEE 123 node test distribution feeder simulated for locating faults 
The attributes used for characterising the faults were voltage 
magnitude variation ( ∆V ) associated with variation in the effective 
value of the steady states before and during a fault, current mag-
nitude variation ( ∆I ) as effective current variation value is defined 
as being the variation between pre-fault and fault steady states, 
apparent power variation ( ∆S ) related to load variation during the 
fault situation, fault reactance ( Xf ) and voltage transient frequency 
caused by the fault ( f ). 
Estimating parameters σ and C, using classical SVM 
The classical strategy for obtaining good parameter combination 
(low classification error) is given by the net search, basically 
consisting of proposing a variation range where paired parameter 
values (σ, C) are tested. A nonlinear optimisation algorithm has 
been used in extensive testing using cross validation for deter-
mining classification error (sequential minimal optimisation al-
gorithm- SMO), (Chih et al., 2003). 
Solving the linear SVM model 
The mathematical model proposed in this paper is given by (10), 
which is known as a linear model constrained by equalities and 
continuous variables. This model is solved by using the simplex 
method, coded in a straightforward and efficient routine (Vapnik, 
2000). This routine was implemented by using Matlab. 
By solving the proposed model, a partial solution is always feasible 
but not optimal and that is why a complete solution should be 
achieved to evaluate all possible partial solutions. Parameter σ and 
C optimal values are contained in the proposed linear model’s 
constraints if it is optimal and feasible. 
Results 
Classification tests were applied to recognise faults in a power dis-
tribution system using voltage and current signal attributes as input. 
Table 1 gives the results obtained with classical SVM while Table 2 
gives corresponding LPSVM results. The number of classification e-
vents, those used for validation and the optimal parameters 
obtained in each tests are given in both Tables. Table 1 gives the 
number of SVM needed to solve the problem; however, this 
column is not given in Table 2 because the problem was solved by 
using a linear programming algorithm. 
Fault locator performance or level of confidence for both SVM was 
based on the difference of the total data used for the test and well-
classified registers, as presented in (15). 
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Tables 1 and 2 present the results while a comparative graph of 
errors is presented in Figure 5. 
Table 1. Results obtained using classical SVM  
 
Table 2. Results obtained using proposed LPSVM 
 
 
Figure 5. Comparative graph of errors for SVM and the proposed LPSVM 
Analysis of results 
The results given in Tables 1 and 2 show how the solutions were 
good by using the net search; however, the solutions were better 
than those obtained using the classical approach when using the 
proposed approach. This is better presented in Figure 5. 
In addition to the above, computational cost was comparatively 
low for the proposed approach where solutions were obtained in 
only 2,400 seconds whilst 5,800 seconds were necessary to resolve 
the complete problem using the classical 
approach. 
The absence of degenerated solutions could be 
determined by considering the high values of C 
in both cases. 
As an interesting comparison between LPSVM 
and SVM models, LPSVM input and output 
variables gave feasible but not optimal solu-
tions, similarly to the net search performed by 
the classical SVM. The difference was asso-
ciated with the best process associated with the 
simplex optimisation method used in LPSVM 
solution. 
Conclusions 
Fault location in power distribution systems is 
an interesting practical problem for most utili-ties. The 
classification approach used for deter-mining faulty areas 
is one of the commonly applied alternatives taking 
advantage of fault databases. 
Classical SVM approaches (based on a quadratic opti-
misation problem) have given very good fault location 
results; however, high computational efforts are required 
for adjusting the SVM-based locator. The proposed 
approach (based on a linear programming optimisation 
strategy) gives an optimal, low computational cost so-
lution to fault location because SVM parameters are also 
included in the optimisation problem, thereby reducing 
the time taken for extensive tests and cross validation. 
The proposed approach was applied to typical fault lo-
cation classification in a 128 node power distribution sys-
tem; the results were compared to those obtained using 
classical methodology. An 80% improvement was achie-
ved regarding mean fault location estimation error in tes-
ting and 56% reduction in the computing time needed for 
obtaining the best results using classical approaches. 
LPSVM performance was better than classical SVM, con-
sidering fault location error and computational cost. 
This approach contributes towards improving power 
continuity indexes in distribution systems by opportune 
area-specific fault location. It helps reduce the impact of 
such faults on duration- and frequency-associated indexes 
in three ways; fault location helps speed up service resto-
ration, switching operations can reduce the faulty area 
once the fault has been located and scheduled mainte-
nance tasks can be performed by locating non-permanent 
faults to avoid future faults. 
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Appendix A: The presence of degenerated 
solutions 
Proposed theorem 
There was a positive C0 value with LPSVM, where there was a 
degenerated solution for a C value between 0 and C0 including the 
borders. 
Test 
Considering a feasible solution to ξ slack variables in the case of 
high C values, the problem proposed in (8) had an optimal so-
lution for positive values of αi. Variations in objective function and 
constrains in the case of optimality conditions being accomplished 
were as follows: 
a. For αi = 0, and i = 1,. . ., M, constrains presented in (8) 
were rewritten as (A.1). 
01iy b ξ≥ −     (A.1) 
b. For b = 0, the objective function was satisfied if ξ = 1, 
as given by (A.2). 
Q MC=  (A.2) 
Thus, if the C value decreased, it was possible to find a maximum 
C = C0, where the objective function had a minimum in αi = 0. If 
there were a basis variable and its value equalled zero, then there 
was a degenerated solution. 
 
 
 
 
 
 
