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Abstract
We are interested in the Euler-Maruyama discretization of a stochastic differential equation in dimension
d with constant diffusion coefficient and bounded measurable drift coefficient. In the scheme, a randomization
of the time variable is used to get rid of any regularity assumption of the drift in this variable. We prove weak
convergence with order 1/2 in total variation distance. When the drift has a spatial divergence in the sense
of distributions with ρ-th power integrable with respect to the Lebesgue measure in space uniformly in time
for some ρ ≥ d, the order of convergence at the terminal time improves to 1 up to some logarithmic factor.
In dimension d = 1, this result is preserved when the spatial derivative of the drift is a measure in space
with total mass bounded uniformly in time. We confirm our theoretical analysis by numerical experiments.
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1 Introduction
In numerous areas such as mathematical finance when, for example, modelling a stock price process whose trend
dramatically changes when a factor goes down a threshold value, or in stochastic control theory when choosing
a control process that minimizes the expected discounted cost, we end-up dealing with diffusions that do not
show a smooth behavior which results in Stochastic Differential Equations with discontinuous coefficients. In
the present paper, we are interested in the Euler-Maruyama discretization of the stochastic differential equation
Xt = X0 +Wt +
ˆ t
0
b(s,Xs) ds, t ∈ [0, T ] (1.1)
where (Wt)t≥0 is a d-dimensional Brownian motion independent from the initial Rd-valued random vector X0,
T ∈ (0,+∞) is a finite time horizon and the drift coefficient b : [0, T ] × Rd → Rd is merely measurable and
bounded.
While the convergence properties of the Euler-Maruyama scheme are well understood for SDEs with smooth
coefficients, the case of irregular coefficients is still an active field of research. Concerning the strong error, the
additive noise case is investigated in [13] where Halidias and Kloeden only prove convergence and in [5, 30]
where rates are derived. Dareiotis and Gerencsér [5] obtain convergence with L2-order 1/2− (meaning 1/2− 
for arbitrarily small  > 0) in the time-step for bounded and Dini-continuous time-homogeneous drift coefficients
and check that this order is preserved in dimension d = 1 when the Dini-continuity assumption is relaxed to
mere measurability. In the scalar d = 1 case, Neuenkirch and Szölgyenyi [30] assume that the drift coefficient
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is the sum of a C2b part and a bounded integrable irregular part with a finite Sobolev-Slobodeckij semi-norm of
index κ ∈ (0, 1). They prove L2-convergence with order 34 ∧ 1+κ2 − for the equidistant Euler-Maruyama scheme,
the cutoff of this order at 34 disappearing for a suitable non-equidistant time-grid. Note that an exact simula-
tion algorithm has been proposed by Étoré and Martinez [7] for one-dimensional SDEs with additive noise and
time-homogeneous and smooth except at one discontinuity point drift coefficient.
More papers have been devoted to the strong error of the Euler scheme for SDEs with a non constant diffusion
coefficient. The first result goes back to Gyöngy and Krylov [10] who established convergence in probability
(without any rate) when the coefficients are continuous in space and pathwise uniqueness holds for the stochastic
differential equation. Gyöngy [11] proves almost sure convergence with order 1/4− when the diffusion coefficient
is locally Lipschitz in space and the drift coefficient locally one-sided Lipschitz in space uniformly in time and
some Lyapunov condition holds. Yan [37] investigates conditions under which the Euler scheme converges to the
unique weak solution of the SDE. In dimension d = 1, this author also shows the L1-order β1 ∧ α2 ∧ α1+αβ2 when
the drift coefficient is Lipschitz in the spatial variables and β1-Hölder in time while the diffusion coefficient is
( 12 + α)-Hölder in space and
β2
2 -Hölder in time. Still in dimension one, Gyongy and Rasonyi [12] obtain the
L1-order α ∧ γ2 when the diffusion coefficient is ( 12 + α)-Hölder continuous in space and the drift coefficient
is the sum of a function Lipschitz continuous in space and a function non-increasing and γ-Hölder continuous
in space. Like in [10, 11], the discretization only concerns the spatial variable of the coefficients while the
time variable still moves continuously in the scheme analysed. In [31], Ngo and Taguchi prove L1-order 1/2
when (resp. α ∈ (0, 1/2], when d = 1,) the diffusion coefficient is uniformly elliptic, bounded, Lipschitz (resp.
( 12 + α)-Hölder) in space and the drift coefficient one-sided Lipschitz, bounded and with bounded variation in
space with respect to some Gaussian measure. The coefficients are assumed to be 1/2-Hölder with respect to the
time variable. In a second paper [32] specialized to dimension d = 1 with time-homogeneous coefficients, they
show L1-order β2 ∧ α under the same assumption on the diffusion coefficient and when the drift is the sum of a
bounded β-Hölder function and a bounded function with bounded variation with respect to some Gaussian mea-
sure. When the diffusion coefficient is uniformly elliptic, Lipschitz continuous in space, Dini-continuous in time
and the drift coefficient is Dini-continuous in both variables, Bao, Huang and Yuan [3] prove L2-convergence
with an order expressed in terms of the Dini modulus of continuity.
Recent attention has been paid to the Euler-Maruyama discretization of SDEs with a piecewise Lipschitz drift
coefficient and a globally Lipschitz diffusion coefficient which satisfies some non-degeneracy condition on the
discontinuity hypersurface of the drift coefficient. Leobacher and Szölgyenyi [23] prove convergence with L2-
order 1/4− of the Euler-Maruyama method. This result is proved by comparison with a scheme with L2-order
1/2 [21, 22] obtained by the Euler discretization of a transformation of the original SDE which permits to
remove the discontinuity of the drift. In dimension d = 1, Müller-Gronbach and Yaroslavtseva [27] recover for
each p ∈ [1,∞) the Lp-order of convergence 1/2 valid when the drift coefficient is globally Lipschitz. In higher
dimension, this order 1/2 (up to some logarithmic factor) is proved by Neuenkirch, Szölgyenyi and Szpruch [29]
for the L2-error of an Euler-Maruyama scheme with adaptive time-stepping.
Concerning the weak error, Mikulevicius and Platen [24] prove that, under uniform ellipticity, when the
coefficients are α-Hölder with respect to the spatial variables and α2 -Hölder with respect to the time variable
for α ∈ (0, 1), then E[f(XT )] is approximated with order α2 by replacing XT by the Euler-Maruyama scheme
at time T when the test function f : Rd → Rd is twice continuously differentiable with α-Hölder second order
derivatives. In the additive noise case, Kohatsu-Higa, Lejay and Yasuda [17], prove that for f thrice continu-
ously differentiable with polynomially growing derivatives, the convergence holds with order 1/2− when d ≥ 2
(resp. 1/3− when d = 1) and the drift coefficient is time homogeneous, bounded and Lipschitz except on a set
G such that ε−d times the Lebesgue measure of {x ∈ Rd : infy∈G |x − y| ≤ ε} is bounded. Their approach,
which consists in regularizing the drift coefficient and considering both the stochastic differential equation and
the Euler scheme for the regularized coefficient, is also applied in [18] to the case of time-dependent, bounded,
uniformly elliptic and continuous diffusion coefficients. In [19], Konakov and Menozzi regularize both coeffi-
cients to obtain that the absolute difference between the densities with respect to the Lebesgue measure of the
solution and its Euler-Maruyama discretization is bounded from above by a Gaussian density multiplied by a
factor with order α2−, when these coefficients are uniformly elliptic, bounded and α2 -Hölder continuous in time
and α-Hölder continuous in space. The order of the factor is 12d− when the coefficients are bounded, uniformly
elliptic, continuously differentiable with bounded derivatives up to the order 2 in time and the order 4 in space
at the possible exception, for the drift coefficient, of a finite union of time-independent smooth submanifolds
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where it can be discontinuous. In [8], Frikha deals with time-homogeneous one-dimensional stochastic differen-
tial equations possibly involving a local time term in addition to a bounded measurable drift coefficient and a
bounded uniformly elliptic and α-Hölder diffusion coefficient. He proves that the absolute difference between
the densities is smaller than a Gaussian density multiplied by a factor with order α2 in the time-step. The
latest work in this field is by Suo, Yuan and Zhang [36] who study in a multidimensional setting stochastic
differential equations with additive noise and time-homogeneous drift coefficients with at most linear growth
and satisfying an integrated against some Gaussian measure α-Hölder type regularity condition. When this
coefficient has sublinear growth (and under some restriction on the time-horizon when it has linear growth),
they prove convergence in total variation with order α2 .
In the current paper, we consider the stochastic differential equation (1.1) with additive noise and bounded
and measurable drift function b : [0, T ] × Rd → Rd. We are interested in estimating the spatial integral of
the absolute difference between the densities with respect to the Lebesgue measure of the solution and its
Euler-Maruyama discretization with time-step h ∈ (0, T ]. This integral is equal to the total variation distance
between the probability measures that admit these densities with respect to the Lebesgue measure. Note that
the approximation of a Markovian semi-group in total variation distance has been investigated by Bally and
Rey [2] who apply their results to the Ninomiya discretization scheme.
To get rid with any assumption stronger than mere measurability concerning the regularity of the drift
coefficient with respect to the time variable, we consider the Euler-Maruyama discretization with randomized
time variable of (1.1). It evolves inductively on the regular time-grid (kh)k∈J0,bTh cK by:
Xh(k+1)h = X
h
kh +
(
W(k+1)h −Wkh
)
+ b
(
δk, X
h
kh
)
h, (1.2)
where the random variables (δk)k∈J0,bTh cK are independent, respectively distributed according to the uniform
law on [kh, (k+ 1)h] and are independent from (X0, (Wt)t≥0). Notice that this sequence is of course not needed
to randomize the time variable when b is time-homogeneous. To our knowledge, such randomization techniques
have been proposed so far to improve the strong convergence properties of discretizations of ordinary differential
equations [34, 35, 14, 6] or stochastic differential equations [20]. They also happen to be quite efficient in terms
of weak error. Indeed, the above randomization turns out to enable convergence in total variation distance with
order 1 up to some logarithmic factor. For s ∈ [0, T ), we denote by `s = bs/hc the index of the corresponding
time interval s ∈ [kh, (k+1)h). s.t. k ≤ bT/hc−1. We consider then the following continuous time interpolation
of the scheme:
Xht = X0 +Wt +
ˆ t
0
b
(
δ`s , X
h
τhs
)
ds, t ∈ [0, T ]. (1.3)
For t ≥ 0, we denote by µt the law of Xt and by µht the law of Xht . We have µ0 = µh0 = m. For t > 0, according
to Proposition 2.10 below, µt and µht admit densities p(t, .) and ph(t, .) with respect to the Lebesgue measure.
Therefore, our approach amounts to study the rate of convergence of the L1-norm of the difference between
p(t, .) and ph(t, .). We assume, in what is next, that X0 is distributed according to a probability measure m on
Rd and the drift b = (bi)1≤i≤d : [0, T ] × Rd → Rd is a measurable function bounded by B < +∞ when Rd is
endowed with the L∞-norm.
The paper is organized as follows. In Section 2, we state our main results. We first obtain the convergence of
the weak error in total variation in O(√h) when b is measurable and bounded. When assuming more regularity
on b with respect to the space variables, namely that the divergence in the sense of distributions of b with respect
to these variables is in Lρ
(
Rd
)
for some ρ ≥ d uniformly with respect to the time variable, the weak rate of
convergence
∥∥µkh − µhkh∥∥TV is 1√kh (1 + ln (k))h and it improves, at the terminal time, to 1 up to a logarithmic
factor. Furthermore, when assuming more regularity on the probability measure m in addition to the spatial
regularity on b, we improve the previous weak rate of convergence by eliminating the prefactor 1√
kh
. We obtain
these results by comparing the mild equation satisfied by p(t, .) and the perturbed mild equation satisfied by
ph(t, .). We investigate through the Lamperti transform the application of those theorems to one-dimensional
SDEs with a non-constant diffusion coefficient. Sections 3 and 4 are dedicated to the proofs of the main results
in Section 2. We finally provide numerical experiments in Section 5 to illustrate our results.
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Beforehand, note that our results also apply to the more general case of SDEs with constant and non
degenerate diffusion coefficient σ ∈ Rd × Rd:
Yt = Y0 + σWt +
ˆ t
0
b˜ (s, Ys) ds, t ∈ [0, T ]
where the Rd-valued random variable Y0 is independent from (Wt)t≥0 and b˜ : [0, T ]×Rd → Rd is measurable and
bounded. Indeed, our results remain true for this type of diffusions since the transformation
(
Xt = σ
−1Yt
)
t∈[0,T ]
is solution to the dynamics (1.1) initialized by X0 = σ−1Y0 for the choice of b(t, x) = σ−1b˜(t, σx). The associated
Euler scheme evolving inductively on the time grid (kh)k∈J0,bTh cK is defined by:
Xh(k+1)h = X
h
kh +
(
W(k+1)h −Wkh
)
+ σ−1b˜
(
δk, σX
h
kh
)
h,
and we can clearly see that
(
σXhkh
)
k∈J0,bTh cK coincides exactly with the Euler scheme (Y hkh)k∈J0,bTh cK of the
process (Yt)t∈[0,T ]. Denoting by µ˜t the law of Yt and by µ˜
h
t the law of Y ht the continuous time interpolation of
the Euler scheme, we have that
∥∥µ˜t − µ˜ht ∥∥TV = ∥∥µt − µht ∥∥TV. Moreover, Lemma A.1 in the appendix, which
relates the spatial divergences in the sense of distributions of y 7→ b˜(t, y) and x 7→ σ−1b˜(t, σx), ensures that when
the drift coefficient b˜(t, y) satisfies the strengthened hypotheses in Theorem 2.3 below, then so does σ−1b˜(t, σx).
Before going any further, we introduce some additional notation.
Notation:
• For x ∈ Rd, we denote by |x| =
(
d∑
i=1
x2i
)1/2
the euclidean norm of x.
• For 1 ≤ p < ∞, we denote by Lp (Rd) the space of measurable functions on Rd which are Lp-integrable
for the Lebesgue measure i.e. f ∈ Lp if ‖f‖Lp =
(ˆ
Rd
|f(x)|p dx
) 1
p
< +∞.
• The space L∞ (Rd) refers to the space of almost everywhere bounded measurable functions on Rd endowed
with the norm ‖f‖L∞ = inf
{
C ≥ 0 : |f(x)| ≤ C dx a.e. on Rd}.
• For notational simplicity, when a function g is defined on [0, T ]× Rd and x ∈ Rd, we may use sometimes
the notation g0(x) := g(0, x).
• We denote byW 1,1 (Rd) the Sobolev space over Rd defined asW 1,1 (Rd) ≡ {u ∈ L1 (Rd) : ∇u ∈ L1 (Rd)d}
where ∇u refers to the spatial derivative of u in the sense of distributions. The space is endowed with the
norm ‖u‖W 1,1 = ‖u‖L1 +
d∑
i=1
‖∂xiu‖L1 .
• For any open subset A ⊂ Rd, we denote by Ckc (A) the space of real functions continuously differentiable
in A up to the order k ∈ N, with compact support on A.
• We denote by BV (R) the space of functions with bounded variation on R. For a function f ∈ L1loc (R), if
f ∈ BV (R) then the derivative of f in the sense of distributions is a finite measure in R.
• Let (µ1, . . . , µd∗) be signed bounded measures on Rd and f : Rd → Rd∗ a C0-integrable function, with
d∗ ∈ {1, d}. We define the convolution product of f and µ = (µ1, . . . , µd∗) by:(
f ∗ µ
)
(x) =
d∗∑
i=1
ˆ
Rd
fi(x− y)dµi(y) for x ∈ Rd.
When each µi admits a density gi with respect to the Lebesgue measure, we also denote by
(
f ∗ g
)
this
convolution product.
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2 Main results
In this section, we give the main results concerning the convergence of µht , the law of the Euler discretization
with time-step h towards its limit µt. We will make an intensive use of the interpretation of the total varia-
tion norm of their difference as the L1-norm of the difference between their respective densities ph(t, .) and p(t, .).
We recall that the total variation norm for a signed measure µ on Rd is defined as:
‖µ‖TV = sup
ϕ∈L
ˆ
Rd
ϕ(x)dµ(x) (2.1)
where L denotes the set of all measurable functions ϕ : Rd → [−1, 1]. Moreover, when µ admits a density fµ
with respect to a reference non-negative measure λ, we have the following equality:
‖µ‖TV =
ˆ
Rd
|fµ(x)|λ(dx). (2.2)
Let us now state our estimation of the weak convergence rate of the Euler scheme towards its limit.
Theorem 2.1. Assume b : [0, T ]× Rd → Rd is measurable and bounded by B < +∞. Then:
∃C < +∞, ∀h ∈ (0, T ], ∀k ∈
s
0,
⌊
T
h
⌋{
,
∥∥µkh − µhkh∥∥TV ≤ C√h.
Remark 2.2. • In dimension d = 1, when specialized to the constant diffusion coefficient and absence of
local time term case, Theorem 2.2 in [8] gives a finer estimation of the absolute difference between the
densities by C
√
h times some Gaussian density. Our result is recovered by spatial integration. It implies
that for any bounded and measurable test function f : Rd → R, E [f (Xhkh)]− E [f (Xkh)] = O(√h).
• Up to some factor h−ε with ε arbitrarily small, this behaviour was proved in dimension d ≥ 2 for thrice
continuously differentiable test functions (with polynomial growth together with their derivatives) f by
Kohatsu-Higa, Lejay and Yasuda [17], when the drift coefficient is time-homogeneous and Lipschitz outside
some sufficiently small set.
• Suo, Yuan and Zhang [36] proved convergence with order α2 in total variation when the drift coefficient is
time-homogeneous and satisfies some integrated against a Gaussian measure α-Hölder type of regularity
condition. Since α appears to take values smaller than one, we obtain the better order of convergence
1/2 without any regularity assumption. On the other hand, we need boundedness of the drift coefficient
whereas Suo, Yan and Zhang get rid of this assumption and only assume sublinear growth and even linear
growth but with some restriction on the time-horizon T .
Now, when assuming more regularity on b with respect to the space variables, we obtain a better rate of
convergence:
Theorem 2.3. Assume b : [0, T ]×Rd → Rd is measurable and bounded by B < +∞. If supt∈[0,T ] ‖∇·b(t, .)‖Lρ <
+∞ for some ρ ∈ [d,+∞] or for d = 1, supt∈[0,T ] ‖∂xb(t, .)‖TV < +∞; where ∇ · b(t, .) and ∂xb(t, .) are
respectively the spatial divergence and the spatial derivative of b in the sense of distributions. Then:
∃ C˜ < +∞, ∀h ∈ (0, T ], ∀k ∈
s
0,
⌊
T
h
⌋{
,
∥∥µkh − µhkh∥∥TV ≤ C˜√kh
(
1 + ln (k)
)
h.
As a consequence, when n is a positive integer, we have that
∥∥∥µT − µT/nT ∥∥∥
TV
≤ C˜√T
(
1+ln(n)
n
)
. Therefore,
the order of convergence at the terminal time improves to 1 up to some logarithmic factor. This in particular
applies to the bounded one-dimensional time-homogeneous drift coefficient with bounded variation defined by
Suo, Yuan and Zhang in Example 2.3 [36] using some Cantor set, for which they obtain convergence with order
1/4 uniformly in time.
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Remark 2.4. • Of course, the regularity assumption on the drift coefficient b is satisfied when it is Lipschitz
in space (which is equivalent to the boundedness of its spatial gradient in the sense of distributions). When
d ≥ 2, the regularity assumption only involves the spatial divergence and not the full spatial gradient ∇b(t, .)
in the sense of distributions. Note that if we suppose the stronger assumption supt∈[0,T ] ‖∇b(t, .)‖Lρ <∞
for ρ ∈ (d,+∞], then, according to the boundedness assumption and Corollary IX.14 [4], the drift is
locally
(
1− dρ
)
-Hölder continuous in space.
• Theorem 1.6 [19] deals with a drift coefficient bounded, continuously differentiable with bounded derivatives
up to the order 2 in time and the order 4 in space outside a finite union of time-independent smooth
submanifolds where it can be discontinuous. Its constant diffusion statement says that when m is a Dirac
mass, then the absolute difference between the densities is bounded from above by a Gaussian density
multiplied by a factor sum of a term with order 1d− in our total variation rate h√kh and a term with order
1− in h over the distance to the discontinuity set.
Furthermore, if we assume more regularity on m in addition to the spatial regularity on b, we obtain the
following result:
Proposition 2.5. Assume b : [0, T ] × Rd → Rd is measurable and bounded by B < +∞. Moreover, assume
that supt∈[0,T ] ‖∇ · b(t, .)‖Lρ < +∞ for some ρ ∈ [d,+∞] or that for d = 1, supt∈[0,T ] ‖∂xb(t, .)‖TV < +∞;
where ∇ · b(t, .) and ∂xb(t, .) are respectively the spatial divergence and the spatial derivative of b in the sense of
distributions. If m admits a density w.r.t. the Lebesgue measure that belongs to W 1,1
(
Rd
)
then:
∃ Cˆ < +∞, ∀h ∈ (0, T ], ∀k ∈
s
0,
⌊
T
h
⌋{
,
∥∥µkh − µhkh∥∥TV ≤ Cˆ(1 + ln (k))h.
Remark 2.6. • We can see in Theorem 2.3 that when b is more regular with respect to the space variables,
the weak convergence rate in total variation is bounded by (1 + ln (k))h times a prefactor 1√
kh
that decreases
over time and explodes in small time. According to Proposition 2.5, this prefactor is removed when
assuming more regularity on m.
• For ϕ : Rd → R, measurable and bounded and using Equation (2.1), we deduce from Theorem 2.1
that
∣∣E [ϕ (Xhkh)]− E [ϕ (Xkh)]∣∣ ≤ C‖ϕ‖∞√h, from Theorem 2.3 that ∣∣E [ϕ (Xhkh)]− E [ϕ (Xkh)]∣∣ ≤
C˜‖ϕ‖∞√
kh
(1 + ln (k))h and from Proposition 2.5 that
∣∣E [ϕ (Xhkh)]− E [ϕ (Xkh)]∣∣ ≤ Cˆ‖ϕ‖∞ (1 + ln (k))h.
The proofs of the two theorems and the proposition, that we will detail in Sections 3 and 4, rely on the
propositions that we present in Section 2.2. Before going any further, we investigate through the Lamperti
transform the application of those theorems to SDEs with non-constant diffusion coefficient in dimension d = 1.
2.1 Application to one-dimensional SDEs with non-constant diffusion coefficient
Let us consider the one-dimensional stochastic differential equation:
Yt = Y0 +
ˆ t
0
σ (Ys) dWs +
ˆ t
0
β (s, Ys) ds, t ∈ [0, T ] (2.3)
where (Wt)t≥0 is a one-dimensional Brownian motion independent from Y0 which is some (l, r)-valued random
variable with −∞ ≤ l < r ≤ +∞. Let z ∈ (l, r), we assume that σ : (l, r) → R∗+ is a C1 function with
lim
y→rl
ˆ y
z
dw
σ(w)
= ±∞, β : [0, T ] × (l, r) → R is measurable and that (t, x) 7→
(
β(t,x)
σ(x) − σ
′
(x)
2
)
is bounded on
[0, T ] × (l, r). We introduce the Lamperti transform
(
Xt = ψ (Yt)
)
t∈[0,T ]
where ψ : (l, r) → R is defined
by ψ(y) =
ˆ y
z
dw
σ(w)
. By Itô’s formula, (Xt)t∈[0,T ] is solution to the dynamics (1.1) for the choice d = 1,
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b(t, .) =
(
β(t, .)
σ
− σ
′
2
)
◦ ψ−1 and initialized by ψ(Y0):
Xt = ψ(Y0) +Wt +
ˆ t
0
(
β(s, .)
σ
− σ
′
2
)
◦ ψ−1 (Xs) ds, t ∈ [0, T ]. (2.4)
Existence and uniqueness for (2.3) can be deduced from the existence and uniqueness for (2.4). Indeed, according
to [38], the SDE (2.4) admits a pathwise unique strong solution (Xt)t∈[0,T ]. By Itô’s formula,
(
ψ−1 (Xt)
)
t∈[0,T ]
is a solution to (2.3). As for the uniqueness, the images of any two solutions of (2.3) by ψ coincide by unique-
ness for (2.4). Since ψ : (l, r) → R is one to one, these two solutions coincide. For t ≥ 0, we denote by νt
the probability distribution of Yt. The law µt of Xt is then the pushforward of νt by ψ i.e. µt = ψ#νt and
conversely νt = ψ−1#µt.
We are going to approximate
(
Y hkh
)
k∈J0,bTh cK by (ψ−1 (Xhkh))k∈J0,bTh cK where (Xhkh)k∈J0,bTh cK is the Euler
scheme of (2.4) with time-step h ∈ (0, T ] initialized by Xh0 = ψ(Y0) and evolving inductively on the time grid
(kh)k∈J0,bTh cK by:
Xh(k+1)h = X
h
kh +
(
W(k+1)h −Wkh
)
+
(
β(δk, .)
σ
− σ
′
2
)
◦ ψ−1 (Xhkh)h, (2.5)
where the random variables δk are independent, distributed according to the uniform law on [kh, (k + 1)h] and
are independent from (Y0, (Wt)t≥0).
We denote by νht the law of ψ−1
(
Xht
)
. Since for ϕ ∈ L defined right after (2.1), ϕ ◦ ψ−1 ∈ L, we have:∥∥νkh − νhkh∥∥TV = ∥∥ψ−1#µkh − ψ−1#µhkh∥∥TV = sup
ϕ∈L
ˆ
R
ϕ
(
ψ−1(x)
) (
µkh(dx)− µhkh(dx)
) ≤ ∥∥µkh − µhkh∥∥TV .
On the other hand, for Lˆ denoting the set of all measurable functions ϕˆ : (l, r) → [−1, 1], if ϕ ∈ L then
ϕˆ = ϕ ◦ ψ ∈ Lˆ and:∥∥µkh − µhkh∥∥TV = sup
ϕ∈L
ˆ
R
ϕ(x)
(
µkh(dx)− µhkh(dx)
)
= sup
ϕ∈L
ˆ
R
ϕ ◦ ψ(x) (νkh(dx)− νhkh(dx))
≤ sup
ϕˆ∈Lˆ
ˆ
(l,r)
ϕˆ(x)
(
νkh(dx)− νhkh(dx)
)
=
∥∥νkh − νhkh∥∥TV .
Therefore,
∥∥νkh − νhkh∥∥TV = ∥∥µkh − µhkh∥∥TV and we obtain directly from Theorem 2.1 the following result
for the weak convergence rate of νht towards νt:
Theorem 2.7. Assume σ : (l, r) → R∗+ is C1 with lim
y→rl
ˆ y
z
dw
σ(w)
= ±∞, β : [0, T ] × (l, r) → R is measurable
and (t, x) 7→
(
β(t,x)
σ(x) − σ
′
(x)
2
)
is bounded on [0, T ]× (l, r). Then:
∃C < +∞, ∀h ∈ (0, T ], ∀k ∈
s
0,
⌊
T
h
⌋{
,
∥∥νkh − νhkh∥∥TV ≤ C√h.
Let us now discuss the assumptions on β and σ in order to apply Theorem 2.3. According to Definition 3.4
[1], the variation V
((
β(t,.)
σ − σ
′
2
)
◦ ψ−1,R
)
of
(
β(t,.)
σ − σ
′
2
)
◦ ψ−1 in R is defined by:
V
((
β(t, .)
σ
− σ
′
2
)
◦ ψ−1,R
)
:= sup
{ˆ
R
(
β(t, .)
σ
− σ
′
2
)
◦ ψ−1(x)ϕ′(x) dx : ϕ ∈ C1c (R), ‖ϕ‖∞ ≤ 1
}
:= sup
{ˆ
(l,r)
(
β(t, .)
σ
− σ
′
2
)
(y) (ϕ ◦ ψ)′ (y) dy : ϕ ∈ C1c (R), ‖ϕ‖∞ ≤ 1
}
.
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Since ψ is a C1-diffeomorphism from (l, r) to R:
V
((
β(t, .)
σ
− σ
′
2
)
◦ ψ−1,R
)
:= sup
{ˆ
(l,r)
(
β(t, .)
σ
− σ
′
2
)
(y)ϕ˜
′
(y) dy : ϕ˜ ∈ C1c ((l, r)), ‖ϕ˜‖∞ ≤ 1
}
= V
((
β(t, .)
σ
− σ
′
2
)
, (l, r)
)
.
Moreover, using Proposition 3.6 [1], we have that:
‖∂xb(t, .)‖TV = V
((
β(t, .)
σ
− σ
′
2
)
◦ ψ−1,R
)
= V
((
β(t, .)
σ
− σ
′
2
)
, (l, r)
)
=
∥∥∥∥∥∂x
(
β(t, .)
σ
− σ
′
2
)∥∥∥∥∥
TV
where the spatial derivatives are defined in the sense of distributions on R and (l, r). Therefore, when assuming
more regularity on
(
β(t,.)
σ − σ
′
2
)
with respect to the space variables, we obtain a better rate of convergence:
Theorem 2.8. Assume σ : (l, r)→ R∗+ is C1 with lim
y→rl
ˆ y
z
dw
σ(w)
= ±∞, β : [0, T ]×(l, r)→ R is measurable and
(t, x) 7→
(
β(t,x)
σ(x) − σ
′
(x)
2
)
is bounded on [0, T ]× (l, r). Moreover, assume that supt∈[0,T ]
∥∥∥∂x (β(t,.)σ − σ′2 )∥∥∥
TV
<
+∞ where the spatial derivative is defined in the sense of distributions on (l, r). Then:
∃ C˜ < +∞, ∀h ∈ (0, T ], ∀k ∈
s
0,
⌊
T
h
⌋{
,
∥∥νkh − νhkh∥∥TV ≤ C˜√kh
(
1 + ln (k)
)
h.
We will now discuss the additional assumptions on the law of Y0 and σ in order to apply Proposition 2.5.
Let us assume that Y0 admits a density q0 w.r.t. the Lebesgue measure. By a change of variables, X0 admits
the density (σq0) ◦ ψ−1 w.r.t. the Lebesgue measure. Since q0 ∈ L1 ((l, r)) and σ is C1 so locally bounded on
(l, r), (σq0) defines a distribution. Moreover, we assume that
(
σq0
)′
∈ L1 ((l, r)) where the derivative of (σq0)
is defined in the sense of distributions. Now, let I be a compact subinterval of (l, r) and let ϕ be a C∞c function
on R such that (ϕ ◦ ψ) is null outside I. We have, through a change of variables, that:
ˆ
R
ϕ′(x)(σq0) ◦ ψ−1(x) dx =
ˆ
(l,r)
(
ϕ ◦ ψ
)′
(y)(σq0)(y) dy.
Since (ϕ ◦ ψ) ∈W 1,1 (I) and (σq0) ∈W 1,1 (I), we can apply Corollary V III.9 [4] and obtain that:
ˆ
R
ϕ′(x)(σq0) ◦ ψ−1(x) dx = −
ˆ
(l,r)
(ϕ ◦ ψ)(y)
(
σq0
)′
(y) dy = −
ˆ
R
ϕ(x)
(
σq0
)′
◦ ψ−1(x)σ ◦ ψ−1(x) dx.
Hence, we get, in the sense of distributions, that
(
(σq0) ◦ψ−1
)′
= (σq0)
′ ◦ψ−1× σ ◦ψ−1. Through a change of
variables, we obtain that
∥∥∥∥((σq0) ◦ ψ−1)′∥∥∥∥
L1(R)
=
∥∥∥∥(σq0)′∥∥∥∥
L1((l,r))
and since (σq0)′ ∈ L1 ((l, r)), we conclude
that the density of X0 is in W 1,1 (R).
Proposition 2.9. Assume σ : (l, r)→ R∗+ is C1 with lim
y→rl
ˆ y
z
dw
σ(w)
= ±∞, β : [0, T ]× (l, r)→ R is measurable
and (t, x) 7→
(
β(t,x)
σ(x) − σ
′
(x)
2
)
is bounded on [0, T ]×(l, r). Moreover, assume that supt∈[0,T ]
∥∥∥∂x (β(t,.)σ − σ′2 )∥∥∥
TV
<
+∞ where the spatial derivative is defined in the sense of distributions on (l, r). If Y0 admits a density q0 such
that ‖(σq0)′‖L1((l,r)) < +∞, where the spatial derivative is defined in the sense of distributions, then:
∃ Cˆ < +∞, ∀h ∈ (0, T ], ∀k ∈
s
0,
⌊
T
h
⌋{
,
∥∥νkh − νhkh∥∥TV ≤ Cˆ(1 + ln (k))h.
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2.2 Existence of densities and mild equations
We are going to state, in the next result, the existence for t > 0 of the densities p(t, .) and ph(t, .) by showing
that p(t, .) solves a mild equation and ph(t, .) solves a perturbed version of this mild equation. Let Gt(x) =
exp
(
− |x|22t
)/√
(2pit)d denote the heat kernel in Rd, we have:
Proposition 2.10. For each t ∈ (0, T ], µt and µht admit densities p(t, .) and ph(t, .) with respect to the Lebesgue
measure on Rd s.t. we have dx a.e.:
p(t, x) = Gt ∗m(x)−
ˆ t
0
∇Gt−s ∗
(
b(s, .)p(s, .)
)
(x) ds, (2.6)
∀h ∈ (0, T ], ph(t, x) = Gt ∗m(x)−
ˆ t
0
E
[
∇Gt−s
(
x−Xhs
) · b(δ`s , Xhτhs )] ds. (2.7)
Proof. Let t > 0, f be a C2 and compactly supported function on Rd. We set ϕ(s, x) = Gt−s ∗ f(x) for
(s, x) ∈ [0, t) × Rd and ϕ(t, x) = f(x). The function ϕ(s, x) is continuously differentiable w.r.t. s and twice
continuously differentiable w.r.t. x on [0, t]× Rd with bounded derivatives and solves
∂sϕ(s, x) +
1
2
∆ϕ(s, x) = 0 for (s, x) ∈ [0, t]× Rd. (2.8)
We compute E [ϕ(t,Xt)] where (Xs)s≥0 solves (1.1). Using (2.8), applying Ito’s formula and taking expectations,
we obtain that:
E [ϕ(t,Xt)] = E
[
ϕ(0, X0) +
ˆ t
0
∇ϕ(s,Xs).b(s,Xs) ds
]
.
By Fubini’s Theorem and since Gt is even, we obtain:
E [f(Xt)] =
ˆ
Rd
Gt ∗ f(x)m(x) dx+
ˆ
(0,t]×Rd
d∑
i=1
ˆ
Rd
∂xiGt−s(x− y)f(y) dy (bi(s, .)µs) (x) dx ds
=
ˆ
Rd
f(x)
(
Gt ∗m(x)−
ˆ t
0
∇Gt−s ∗ (b(s, .)µs) (x) ds
)
dx.
Since f is arbitrary, we conclude that Xt admits a density that we denote by p(t, .) and that satisfies the mild
formulation (2.6).
Let us establish that Xht admits a density ph(t, .) that satisfies a perturbed version of the previous equation.
Using similar arguments, we get:
E
[
ϕ
(
t,Xht
)]
= E
[
ϕ(0, X0) +
ˆ t
0
∇ϕ (s,Xhs ) .b(δ`s , Xhτhs ) ds
]
.
Once again, by Fubini’s Theorem and since Gt is even, we obtain:
E
[
f
(
Xht
)]
=
ˆ
Rd
Gt ∗ f(x)m(x) dx+ E
[ˆ
(0,t]×Rd
(∇Gt−s(Xhs − x)f(x) dx) · b(δ`s , Xhτhs ) ds
]
=
ˆ
Rd
f(x)
(
Gt ∗m(x)−
ˆ t
0
E
[
∇Gt−s(x−Xhs ) · b
(
δ`s , X
h
τhs
)]
ds
)
dx.
The function f being arbitrary, we can conclude.
Now, let us put (2.7) in a form closer to (2.6) but with an additional perturbation term that we control in
the following proposition.
Proposition 2.11. Assume b : [0, T ]× Rd → Rd is measurable and bounded by B < +∞. Then:
∀h ∈ (0, T ],∀k ∈
s
1,
⌊
T
h
⌋{
, ph (kh, .) = Gkh ∗m−
ˆ kh
0
∇Gkh−τhs ∗
(
b(s, .)µhτhs
)
ds+Rh(k, .),
where
∥∥Rh(k, .)∥∥
L1
≤ 2dB2
(
1 +
d− 1
pi
)(
1
2
+ ln (k)
)
h.
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Proof. Let k ∈ q1, ⌊Th ⌋y. By (2.7) written for t = kh and since Xhs = Xhjh + (Ws −Wjh) + b(δj , Xhjh) (s− jh)
for s ∈ [jh, (j + 1)h), we have dx a.e.:
ph(kh, x)
= Gkh ∗m(x)−
k−1∑
j=0
ˆ (j+1)h
jh
E
[
E
[
∇Gkh−s
(
x−Xhs
) · b (δj , Xhjh) ∣∣∣Xhjh, δj]] ds
= Gkh ∗m(x)−
k−1∑
j=0
ˆ (j+1)h
jh
E
[
E
[
∇Gkh−s
(
x−Xhjh − (Ws −Wjh)− b
(
δj , X
h
jh
)
(s− jh)
)∣∣∣Xhjh, δj] · b (δj , Xhjh)
]
ds.
Using the independence between the increments (Ws −Wjh)s≥jh and
(
Xhjh, δj
)
as well as the fact that the heat
kernel is a convolution semi-group s.t. for 0 ≤ u < s < t, ∇Gt−s ∗Gs−u = ∇Gt−u, we deduce:
ph(kh, x) = Gkh ∗m(x)−
k−1∑
j=0
ˆ (j+1)h
jh
E
[
∇Gkh−jh
(
x−Xhjh − b
(
δj , X
h
jh
)
(s− jh)
)
· b (δj , Xhjh)
]
ds.
Using Taylor’s formula with integral reminder at first order, we obtain:
∇Gkh−jh
(
x−Xhjh − b
(
δj , X
h
jh
)
(s− jh)
)
= ∇Gkh−jh
(
x−Xhjh
)
− (s− jh)
ˆ 1
0
d∑
i=1
∂xi∇Gkh−jh
(
x−Xhjh − α b
(
δj , X
h
jh
)
(s− tj)
)
bi
(
δj , X
h
jh
)
dα.
We plug this equality in the previous equation. We can easily see by induction using Equation (1.2) that δj is
independent from Xhjh for j ≤
⌊
T
h
⌋
. Therefore, we obtain:
ph(kh, x)−Gkh ∗m(x) +
k−1∑
j=0
ˆ (j+1)h
jh
∇Gkh−jh ∗
(
b(s, .)µhjh
)
ds
=
k−1∑
j=0
ˆ (j+1)h
jh
(s− jh)E
[ˆ 1
0
d∑
i=1
d∑
l=1
∂2
∂xixl
Gkh−jh
(
x−Xhjh − α b
(
δj , X
h
jh
)
(s− jh)
)
bi
(
δj , X
h
jh
)
bl
(
δj , X
h
jh
)
dα
]
ds.
We denote by Rh(k, x) the right-hand side of the previous equation. To upper-bound the L1-norm of Rh, we
use the estimates (A.4) and (A.5) from Lemma A.2, and the boundedness of b to obtain:
∥∥Rh(k, .)∥∥
L1
≤
ˆ kh
0
(s− τhs )
d∑
i=1
d∑
l=1
∥∥∥∥ ∂2∂xixlGkh−τhs
∥∥∥∥
L1
‖bi‖L∞ ‖bl‖L∞ ds
≤ 2dB2
(
1 +
d− 1
pi
)ˆ kh
0
s− τhs
kh− τhs
ds
≤ 2dB2
(
1 +
d− 1
pi
)(ˆ (k−1)h
0
h
kh− s ds+
ˆ kh
(k−1)h
s− (k − 1)h
h
ds
)
= 2dB2
(
1 +
d− 1
pi
)(
−h ln (h) + h ln(kh) + h
2
)
.
One can easily conclude.
3 Proof of the convergence rate in total variation
To prove Theorem 2.1, we need the following Lemma that gives an estimation of the regularity of p(t, .) with
respect to the time variable.
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Lemma 3.1. Assume b : [0, T ]× Rd → Rd is measurable and bounded by B < +∞.
∃Q < +∞,∀ 0 < r ≤ s ≤ T, ‖p(s, .)− p(r, .)‖L1 ≤ Q
(
ln(s/r) +
√
s− r
)
.
Proof. Let 0 < r ≤ s ≤ T . We have:
p(s, .)− p(r, .) = (Gs −Gr) ∗m−
ˆ s
0
∇Gs−u ∗
(
b(u, .)p(u, .)
)
du+
ˆ r
0
∇Gr−u ∗
(
b(u, .)p(u, .)
)
du.
Using the estimates (A.2), (A.3) and (A.6) from Lemma A.2, we obtain:
‖p(s, .)− p(r, .)‖L1
≤ ‖(Gs −Gr) ∗m‖L1 +
∥∥∥∥ˆ r
0
(∇Gs−u −∇Gr−u) ∗
(
b(u, .)p(u, .)
)
du
∥∥∥∥
L1
+
∥∥∥∥ˆ s
r
∇Gs−u ∗
(
b(u, .)p(u, .)
)
du
∥∥∥∥
L1
≤
∥∥∥∥ˆ s
r
(∂uGu ∗m) du
∥∥∥∥
L1
+
∥∥∥∥ˆ r
0
ˆ s−u
r−u
∂θ∇Gθ ∗
(
b(u, .)p(u, .)
)
dθ du
∥∥∥∥
L1
+ dB
ˆ s
r
d∑
i=1
‖∂xiGs−u‖L1 du
≤
ˆ s
r
‖∂uGu‖L1 du+
B
2
ˆ r
0
ˆ s−u
r−u
d∑
i=1
d∑
j=1
∥∥∥∥∥ ∂3Gθ∂xi∂x2j
∥∥∥∥∥
L1
dθ du+ 2
√
2
pi
dB
√
s− r
≤ d ln(s/r) + 2
√
2
pi
(2d+ 3)dB
(√
s− r − (√s−√r) )+ 2√ 2
pi
dB
√
s− r.
The conclusion holds with Q = dmax
(
1, 4
√
2
pi
(d+ 2)B
)
.
We are now ready to prove Theorem 2.1. Since µ0 = µh0 = m, using Equality (2.2) and Proposition 2.10, to
prove the theorem amounts to prove that:
∃C < +∞,∀h ∈ (0, T ], ∀k ∈
s
1,
⌊
T
h
⌋{
,
∥∥ph (kh, .)− p (kh, .)∥∥
L1
≤ C
√
h.
Let k ∈ q1, ⌊Th ⌋y, we have:
ph (kh, .)− p (kh, .) = V h(k, .) +Rh(k, .)−
ˆ h
0
(
∇Gkh−s ∗
(
b(s, .)p(s, .)
)
−∇Gkh ∗
(
b(s, .)m
))
ds
where Rh(k, .) is defined in Proposition 2.11 and V h(k, .) is defined by:
V h(k, .) =
ˆ kh
h
(
∇Gkh−s ∗
(
b(s, .)p(s, .)
)
−∇Gkh−τhs ∗
(
b(s, .)ph
(
τhs , .
) ))
ds.
Since V h(1, .) = 0, we suppose k ≥ 2 and express V h(k, .) as V h(k, .) =
3∑
p=1
V hp (k, .) where:
V h1 (k, .) =
ˆ kh
h
(
∇Gkh−s −∇Gkh−τhs
)
∗
(
b(s, .)p(s, .)
)
ds,
V h2 (k, .) =
ˆ kh
h
∇Gkh−τhs ∗
(
b(s, .)
[
p(s, .)− p (τhs , .) ] ) ds,
V h3 (k, .) =
ˆ kh
h
∇Gkh−τhs ∗
(
b(s, .)
[
p(τhs , .)− ph
(
τhs , .
) ] )
ds.
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On the one hand, using the estimate (A.3) from Lemma A.2, we obtain immediately that:
∥∥V h3 (k, .)∥∥L1 ≤
√
2
pi
dB
ˆ kh
h
1√
kh− τhs
∥∥p(τhs , .)− ph(τhs , .)∥∥L1 ds =
√
2
pi
dB
k−1∑
j=1
h√
kh− jh
∥∥p(jh, .)− ph(jh, .)∥∥
L1
.
(3.1)
On the other hand, using the estimate (A.3) from Lemma A.2, we have for the first time-step that:
∥∥∥∥∥
ˆ h
0
(
∇Gkh−s ∗
(
b(s, .)p(s, .)
)
−∇Gkh ∗
(
b(s, .)m
))
ds
∥∥∥∥∥
L1
≤ B
ˆ h
0
d∑
i=1
(
‖∂xiGkh−s‖L1 + ‖∂xiGkh‖L1
)
ds
=
√
2
pi
dB
(
2
(√
kh−
√
(k − 1)h
)
+
h√
kh
)
≤
√
2
pi
dB
3h√
kh
. (3.2)
Now, using Inequality (3.1) and Proposition 2.11 for the first inequality, Inequality (3.2) for the second
inequality and finally the fact that ln(k) ≤ ln (Th ) with supx>0 {( 12 + ln (Tx ))√x} is attained for x = Te− 32 for
the third inequality, we obtain:
∥∥p(kh, .)− ph (kh, .)∥∥
L1
≤ ∥∥V h1 (k, .)∥∥L1 + ∥∥V h2 (k, .)∥∥L1 +
√
2
pi
dB
k−1∑
j=1
h√
kh− jh
∥∥p(jh, .)− ph(jh, .)∥∥
L1
+ 2dB2
(
1 +
d− 1
pi
)(
1
2
+ ln (k)
)
h+
∥∥∥∥∥
ˆ h
0
(
∇Gkh−s ∗
(
b(s, .)p(s, .)
)
−∇Gkh ∗
(
b(s, .)m
))
ds
∥∥∥∥∥
L1
(3.3)
≤ ∥∥V h1 (k, .)∥∥L1 + ∥∥V h2 (k, .)∥∥L1 +
√
2
pi
dB
k−1∑
j=1
h√
kh− jh
∥∥p(jh, .)− ph(jh, .)∥∥
L1
+ 2dB2
(
1 +
d− 1
pi
)(
1
2
+ ln (k)
)
h+
√
2
pi
dB
3h√
kh
(3.4)
≤ ∥∥V h1 (k, .)∥∥L1 + ∥∥V h2 (k, .)∥∥L1 +
√
2
pi
dB
k−1∑
j=1
h√
kh− jh
∥∥p(jh, .)− ph(jh, .)∥∥
L1
+
√
2
pi
dB
(
2
√
2T
pi
B(pi + d− 1)e− 34 + 3
)√
h. (3.5)
Let us now estimate
∥∥V h1 (k, .)∥∥L1 and ∥∥V h2 (k, .)∥∥L1 for k ≥ 2.
• For p = 1, using the estimates (A.3) and (A.6) from Lemma A.2, we obtain:
∥∥V h1 (k, .)∥∥L1 ≤ B2
ˆ (k−1)h
h
ˆ kh−τhs
kh−s
d∑
i=1
d∑
j=1
∥∥∥∥∥ ∂3Gr∂xi∂x2j
∥∥∥∥∥
L1
dr ds+B
ˆ kh
(k−1)h
(
‖∇Gkh−s‖L1 + ‖∇Gh‖L1
)
ds
≤ 1
2
√
2
pi
(2d+ 3)dB
ˆ (k−1)h
h
ˆ kh−τhs
kh−s
dr
r3/2
ds+ dB
√
2
pi
ˆ kh
(k−1)h
(
1√
kh− s +
1√
h
)
ds
≤
√
2
pi
(2d+ 3)dB
ˆ (k−1)h
h
h
2 (kh− s)3/2
ds+ 3dB
√
2
pi
√
h ≤ 2
√
2
pi
(d+ 3)dB
√
h.
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• For p = 2, using the estimate (A.3) from Lemma A.2 and Lemma 3.1, we obtain:∥∥V h2 (k, .)∥∥L1 ≤
√
2
pi
dB
ˆ kh
h
1√
kh− τhs
∥∥p(s, .)− p(τhs , .)∥∥L1 ds
≤
√
2
pi
dBQ
(ˆ kh
h
ln(s/τhs )√
kh− τhs
ds+
ˆ kh
h
√
s− τhs√
kh− τhs
ds
)
.
Using the fact that for s ≥ h, ln
(
s
τhs
)
≤ s− τ
h
s
τhs
≤ 2h
s
and Lemma A.4, we have that:
ˆ kh
h
ln(s/τhs )√
kh− τhs
ds ≤
ˆ kh
h
2h
s
√
kh− s ds ≤
2h√
kh
ln (4k) . (3.6)
Moreover, using the fact that
√
s− τhs√
kh− τhs
≤
√
h√
kh− s , we deduce that:
∥∥V h2 (k, .)∥∥L1 ≤ 2
√
2
pi
dBQ
(
sup
x≥1
ln(4x)√
x
+
√
(k − 1)h
)√
h ≤ 2
√
2
pi
dBQ
(
4
e
+
√
T
)√
h.
Hence, using (3.5) and the estimates
∥∥V h1 (k, .)∥∥L1 and ∥∥V h2 (k, .)∥∥L1 , we obtain:∥∥p(kh, .)− ph(kh, .)∥∥
L1
≤ L
√
h+
√
2
pi
dB
k−1∑
j=1
h√
kh− jh
∥∥p(jh, .)− ph(jh, .)∥∥
L1
where L = 2
√
2
pi
dB
((
d+
9
2
)
+Q
(
4
e
+
√
T
)
+
√
2T
pi
B(pi+ d− 1)e− 34
)
. We iterate this inequality to obtain:
∥∥p(kh, .)− ph(kh, .)∥∥
L1
≤ L
(
1 + 2
√
2
pi
dB
√
(k − 1)h
)√
h+
2d2B2
pi
k−1∑
j=1
j−1∑
l=1
h√
k − j√j − l
∥∥p(lh, .)− ph(lh, .)∥∥
L1
.
We re-write the double-sum the following way:
k−1∑
j=1
j−1∑
l=1
h√
k − j√j − l
∥∥p(lh, .)− ph(lh, .)∥∥
L1
=
k−2∑
l=1
k−1∑
j=l+1
h√
k − j√j − l
∥∥p(lh, .)− ph(lh, .)∥∥
L1
= h
k−2∑
l=1
(∥∥p(lh, .)− ph(lh, .)∥∥
L1
k−l−1∑
i=1
1√
i
√
(k − l)− i
)
≤ pi
ˆ kh
h
∥∥p (τhs , .)− ph (τhs , .)∥∥L1 ds,
where we used Lemma A.3 for the last inequality. Therefore,
∥∥p(kh, .)− ph(kh, .)∥∥
L1
≤ L
(
1 + 2
√
2T
pi
dB
)√
h+ 2d2B2h
k−1∑
j=1
∥∥p (jh, .)− ph (jh, .)∥∥
L1
.
We apply Lemma A.6 and obtain:
∥∥p(kh, .)− ph(kh, .)∥∥
L1
≤ L
(
1 + 2
√
2T
pi
dB
)√
h+ 2d2B2L
(
1 + 2
√
2T
pi
dB
)√
h
k−1∑
j=1
h exp
(
2d2B2(kh− (j + 1)h)
)
≤ L
(
1 + 2
√
2T
pi
dB
)√
h+ 2d2B2L
(
1 + 2
√
2T
pi
dB
)√
h exp
(
2d2B2T
)
(kh− h)
≤ L
(
1 + 2
√
2T
pi
dB
)(
1 + 2d2B2T exp
(
2d2B2T
))√
h.
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The conclusion holds with C = L
(
1 + 2
√
2T
pi
dB
)(
1 + 2d2B2T exp
(
2d2B2T
))
.
4 Proof of the convergence rate in total variation when assuming
more regularity on b w.r.t. to the space variables
The following proposition, developed in Subsection 4.1, enables to establish an estimate of the total variation
norm of the divergence of b(t, .)p(t, .) for t > 0 from the regularity assumed on b w.r.t. to the space variables.
When assuming extra regularity on m, the estimate is improved.
Proposition 4.1. Assume b : [0, T ] × Rd → Rd is measurable and bounded by B < +∞. If supt∈[0,T ] ‖∇ ·
b(t, .)‖Lρ < +∞ for some ρ ∈ [d,+∞] or for d = 1, supt∈[0,T ] ‖∂xb(t, .)‖TV < +∞; where ∇ · b(t, .) and ∂xb(t, .)
are respectively the spatial divergence and the spatial derivative of b in the sense of distributions. Then:
∃M < +∞,∀t ∈ (0, T ],
∥∥∥∇ · (b(t, .)p(t, .))∥∥∥
TV
≤ M√
t
, (4.1)
and:
∀t ∈ (0, T ], p(t, .) = Gt ∗m−
ˆ t
0
Gt−s ∗ ∇ ·
(
b(s, .)p(s, .)
)
ds. (4.2)
Moreover, if m admits a density w.r.t. the Lebesgue measure that belongs to W 1,1
(
Rd
)
, we obtain:
∃ M˜ < +∞,∀t ∈ [0, T ],
∥∥∥∇ · (b(t, .)p(t, .))∥∥∥
TV
≤ M˜. (4.3)
Remark 4.2. In fact, when supt∈[0,T ] ‖∇ · b(t, .)‖Lρ < +∞ for some ρ ∈ [d,+∞], we will prove that for
t ∈ (0, T ], ∇ ·
(
b(t, .)p(t, .)
)
∈ L1 (Rd) and ∥∥∥∇ · (b(t, .)p(t, .))∥∥∥
TV
=
∥∥∥∇ · (b(t, .)p(t, .))∥∥∥
L1
.
The results of Proposition 4.1 will be used in the proof of Theorem 2.3 detailed in Subsection 4.2, and in
the proof of Proposition 2.5 detailed in Subsection 4.3.
We bring to attention that, in this subsection, all the derivatives and divergence are defined in the sense
of distributions.
4.1 Proof of Proposition 4.1
Let θ ∈ (0, T ], we define the Banach spaces C¯ ((0, θ], L1 (Rd)) = {q ∈ C ((0, θ], L1 (Rd)) : sup
t∈(0,θ]
‖q(t, .)‖L1 < +∞
}
,
C˜ ((0, θ],W 1,1 (Rd)) = {q ∈ C ((0, θ],W 1,1 (Rd)) : |||q||| = sup
t∈(0,θ]
‖q(t, .)‖L1 + sup
t∈(0,θ]
√
t ‖∇q(t, .)‖L1 < +∞
}
and
C ([0, θ],W 1,1 (Rd)) endowed respectively with the norms sup
t∈(0,θ]
‖q(t, .)‖L1 , |||q||| and sup
t∈[0,θ]
‖q(t, .)‖W 1,1 . One
has C ([0, θ],W 1,1 (Rd)) ⊂ C˜ ((0, θ],W 1,1 (Rd)) ⊂ C¯ ((0, θ], L1 (Rd)).
The next theorem states regularity properties of the density (p(t, .))t∈(0,T ] when assuming more regularity
on b w.r.t. the space variables.
Theorem 4.3. Assume b : [0, T ]×Rd → Rd is measurable and bounded by B < +∞. If supt∈[0,T ] ‖∇·b(t, .)‖Lρ <
+∞ for some ρ ∈ [d,+∞] or for d = 1, supt∈[0,T ] ‖∂xb(t, .)‖TV < +∞ then p ∈ C˜
(
(0, T ],W 1,1
(
Rd
))
. Moreover,
if m admits a density w.r.t. the Lebesgue measure in W 1,1
(
Rd
)
then p ∈ C ([0, T ],W 1,1 (Rd)).
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The proof of Theorem 4.3 relies on the uniqueness of the mild equation (2.6). This latter can be proved by
a fixed-point method. To do so, for θ ∈ (0, T ], we define on the space C¯ ((0, θ], L1 (Rd)) the map Φ:
Φ : q 7→
(
Φt(q) = Gt ∗m−
ˆ t
0
∇Gt−s ∗
(
b(s, .)q(s, .)
)
ds
)
t∈(0,θ]
.
By a slight abuse of notation, we do not make explicit the dependence of the map Φ on the time horizon θ. Let
us check that Φ is well-defined. For t ∈ (0, θ], we have, using the estimate (A.3) from Lemma A.2, that:
‖Φt(q)‖L1 ≤ ‖Gt ∗m‖L1 + dB
√
2
pi
ˆ t
0
1√
t− s ‖q(s, .)‖L1 ds ≤ 1 + 2dB
√
2θ
pi
sup
u∈(0,θ]
‖q(u, .)‖L1 . (4.4)
Hence, since q ∈ C¯ ((0, θ], L1 (Rd)), we have that supt∈(0,θ] ‖Φt(q)‖L1 < +∞.
The following result ensures that the map Φ admits a unique fixed-point in C¯ ((0, θ], L1 (Rd)).
Lemma 4.4. Assume b : [0, T ] × Rd → Rd is measurable and bounded by B < +∞. For all θ ∈ (0, T ],
(p(t, .))t∈(0,θ] is the unique fixed-point of the map Φ in C¯
(
(0, θ], L1
(
Rd
))
.
Proof. Let q ∈ C¯ ((0, θ], L1 (Rd)). Using Inequality (4.4), we have that supt∈(0,θ] ‖Φt(q)‖L1 < +∞.
For 0 < r ≤ s ≤ θ, adapting the proof of Lemma 3.1, we obtain that:
‖Φs(q)− Φr(q)‖L1 ≤ max
(
1, sup
u∈[r,s]
‖q(u, .)‖L1
)
Q
(
ln(s/r) +
√
s− r
)
. (4.5)
Therefore, t 7→ Φt(q) is continuous on (0, θ] with values in L1
(
Rd
)
and Φ(q) ∈ C¯ ((0, θ], L1 (Rd)).
Now, let q, q˜ ∈ C¯ ((0, θ], L1 (Rd)). Using the same reasoning as for Inequality (4.4), we obtain:
‖Φt(q)− Φt(q˜)‖L1 ≤ dB
√
2
pi
ˆ t
0
1√
t− s ‖q(s, .)− q˜(s, .)‖L1 ds. (4.6)
Let n ∈ N∗, we define Φn+1 = Φn ◦ Φ = Φ ◦ Φn and iterate Inequality (4.6) 2n-times to obtain:
∥∥Φ2nt (q)− Φ2nt (q˜)∥∥L1 ≤
(
dB
√
2
pi
)2n
pin
ˆ t
0
(t− s)n−1
(n− 1)! ‖q(s, .)− q˜(s, .)‖L1 ds
≤ (dB)2n (2θ)
n
n!
sup
u∈(0,θ]
‖q(u, .)− q˜(u, .)‖L1 .
Therefore, supt∈(0,θ]
∥∥Φ2nt (q)− Φ2nt (q˜)∥∥L1 ≤ (dB)2n (2T )nn! supt∈(0,θ] ‖q(t, .)− q˜(t, .)‖L1 and for n big enough,
Φ2n is a contraction on C¯ ((0, θ], L1 (Rd)). By Picard’s Theorem, Φ2n admits then a unique fixed-point q in
C¯ ((0, θ], L1 (Rd)). We have that Φ(q) = Φ (Φ2n(q)) = Φ2n (Φ(q)) making Φ(q) a fixed-point of Φ2n, but since
this latter is unique, we conclude that Φ(q) = q. For t > 0, p(t, .) is solution to the mild equation (2.6) and
using Lemma 3.1, p ∈ C¯ ((0, θ], L1 (Rd)). Consequently, (p(t, .))t∈(0,θ] is the unique fixed-point of the map Φ in
C¯ ((0, θ], L1 (Rd)).
Now, we seek to establish more regularity on the fixed-point of the map Φ.
Proposition 4.5. Assume b : [0, T ] × Rd → Rd is measurable and bounded by B < +∞. Moreover, assume
that supt∈[0,T ] ‖∇ · b(t, .)‖Lρ < +∞ for some ρ ∈ [d,+∞] or that for d = 1, supt∈[0,T ] ‖∂xb(t, .)‖TV < +∞.
• If m admits a density w.r.t the Lebesgue measure in W 1,1 (Rd) then for all θ ∈ (0, T ], Φ admits a unique
fixed-point in the space C ([0, θ],W 1,1 (Rd)).
• Otherwise, there exists θ0 ∈ (0, T ] s.t. Φ admits a unique fixed-point in the space C˜
(
(0, θ0],W
1,1
(
Rd
))
.
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Let us deduce Theorem 4.3 before giving the proof of Proposition 4.5.
Proof. • For θ = θ0 given by Proposition 4.5:
− Let t ∈ (0, θ0]. According to Proposition 4.5, the map Φ admits a unique fixed-point in C˜
(
(0, θ0],W
1,1
(
Rd
))
.
With the inclusion C˜ ((0, θ0],W 1,1 (Rd)) ⊂ C¯ ((0, θ0], L1 (Rd)), this fixed-point coincides with the unique
fixed-point of Φ in C¯ ((0, θ0], L1 (Rd)) which is (p(t, .))t∈(0,θ0] according to Lemma 4.4. Therefore, we have
that (p(t, .))t∈(0,θ0] ∈ C˜
(
(0, θ0],W
1,1
(
Rd
))
and supt∈(0,θ0]
√
t‖p(t, .)‖W 1,1 ≤ max
(
1,
√
θ0
) |||p||| < +∞.
− Now, let t ∈ [θ0, T ]. Using the fact that the heat kernel is a convolution semi-group and that
p(θ0, .) = Gθ0 ∗m−
ˆ θ0
0
∇Gθ0−r ∗
(
b(r, .)p(r, .)
)
dr,
we obtain:
p(t, .) = Gt−θ0 ∗ p(θ0, .)−
ˆ t−θ0
0
∇G(t−θ0)−s ∗
(
b(θ0 + s, .)p(θ0 + s, .)
)
ds
such that for u = (t− θ0) ∈ [0, T − θ0]:
p(θ0 + u, .) = Gu ∗ p(θ0, .)−
ˆ u
0
∇Gu−s ∗
(
b(θ0 + s, .)p(θ0 + s, .)
)
ds.
Hence, by Lemma 4.3, (p(θ0 + u, .))u∈[0,T−θ0] is the unique fixed-point in C¯
(
(0, T − θ0], L1
(
Rd
))
of the
functional defined like Φ but with m replaced by p(θ0, .) and b shifted by θ0 in the time variable.
Since p(θ0, .) ∈ W 1,1
(
Rd
)
and according to Proposition 4.5, this functional admits a unique fixed-
point in C ([0, T − θ0],W 1,1 (Rd)) and this fixed-point coincides with (p(θ0 + u, .))u∈[0,T−θ0]. There-
fore, (p(t, .))t∈[θ0,T ] ∈ C
(
[θ0, T ],W
1,1
(
Rd
))
and supt∈[θ0,T ]
√
t‖p(t, .)‖W 1,1 ≤
√
T supt∈[θ0,T ] ‖p(t, .)‖W 1,1 <
+∞.
We can conclude.
• Now, we assume that m admits a density w.r.t. the Lebesgue measure in W 1,1 (Rd). For θ = T and
according to Proposition 4.5, the map Φ admits a unique fixed-point in C ([0, T ],W 1,1 (Rd)). With the inclu-
sion C ([0, T ],W 1,1 (Rd)) ⊂ C¯ ((0, T ], L1 (Rd)), this fixed-point coincides with the unique fixed-point of Φ in
C¯ ((0, T ], L1 (Rd)) which is (p(t, .))t∈(0,T ] according to Lemma 4.4. Therefore, (p(t, .))t∈[0,T ] ∈ C ([0, T ],W 1,1 (Rd)).
To prove Proposition 4.5, we need the following convolution and derivation in the sense of distributions
result.
Lemma 4.6. Let q : Rd → R be a function in W 1,1 (Rd) and g : Rd → Rd a bounded measurable function. We
assume either that ‖∇ · g‖Lρ < +∞ for some ρ ∈ [d,+∞] or that for d = 1, ‖g′‖TV < +∞.
• Under the first assumption, for any ϕ : Rd → R C∞-bounded together with its first order derivatives, we have:ˆ
Rd
∇ϕ(x) ·
(
q(x)g(x)
)
dx = −
ˆ
Rd
ϕ(x)
(
∇q(x) · g(x) + q(x)∇ · g(x)
)
dx
so that in the sense of distributions, ∇ ·
(
qg
)
= q∇ · g +∇q · g.
Moreover, for Cˇ = sup
f∈W 1,1
f 6=0
‖f‖
L
ρ
ρ−1 (Rd)
‖f‖W 1,1(Rd)
which is finite according to Corollary IX.10 [4], we have that:
∥∥∥∇ · (qg)∥∥∥
L1
≤ Cˇ ‖q‖W 1,1 ‖∇ · g‖Lρ + ‖∇q‖L1 ‖g‖L∞ . (4.7)
• Under the second assumption, for any ϕ : R → R C∞-bounded together with its first order derivative, we
have: ˆ
R
ϕ′(x)
(
q(x)g(x)
)
dx = −
ˆ
R
ϕ(x)q′(x)g(x) dx−
ˆ
R
ϕ(x)q(x)g′(dx)
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where the continuous representative of q which exists according to Theorem V III.2 [4], is chosen to define
q(x)g′(dx). Moreover, the derivative of qg in the sense of distributions is a bounded measure on the real line
and for Cˇ = sup
f∈W 1,1
f 6=0
‖f‖∞
‖f‖W 1,1(R) which is finite according to Theorem V III.7 [4], we have that:
‖(qg)′‖TV ≤ Cˇ ‖q‖W 1,1 ‖g′‖TV + ‖q′‖L1 ‖g‖∞ . (4.8)
Proof. According to Theorem IX.2 [4], there exists a sequence of functions (qn)n in C∞c
(
Rd
)
such that when
n→ +∞, qn → q and ∇qn → ∇q respectively in L1
(
Rd
)
and L1
(
Rd
)d. We have:
ˆ
Rd
∇ϕ(x) ·
(
qn(x)g(x)
)
dx =
ˆ
Rd
∇
(
ϕ(x)qn(x)
)
· g(x) dx−
ˆ
Rd
ϕ(x)∇qn(x) · g(x) dx. (4.9)
Since ∇ϕ, g and ϕ are bounded functions on Rd, we have
ˆ
Rd
∇ϕ(x) ·
(
qn(x)g(x)
)
dx −→
n→+∞
ˆ
Rd
∇ϕ(x) ·(
q(x)g(x)
)
dx and
ˆ
Rd
ϕ(x)∇qn(y) · g(x) dx −→
n→+∞
ˆ
Rd
ϕ(x)∇q(x) · g(x) dx.
•Under the first assumption, since ϕqn ∈ C∞c
(
Rd
)
, we have that
ˆ
Rd
∇
(
ϕ(x)qn(x)
)
·g(x) dx = −
ˆ
Rd
ϕ(x)qn(x)∇·
g(x) dx. Using Hölder’s inequality, we obtain that:∣∣∣∣ˆ
Rd
ϕ(x)qn(x)∇ · g(x) dx−
ˆ
Rd
ϕ(x)q(x)∇ · g(x) dx
∣∣∣∣ ≤ sup
x∈Rd
|ϕ(x)| ‖qn − q‖
L
ρ
ρ−1 ‖∇ · g‖Lρ
≤ Cˇ sup
x∈Rd
|ϕ(x)| ‖qn − q‖W 1,1 ‖∇ · g‖Lρ
−→
n→+∞ 0.
Hence, taking the limit n → +∞ in Equation (4.9), we get, in the sense of distributions, that ∇ · (qg) =
q∇ · g +∇q · g. Now, using once again Hölder’s inequality and Corollary IX.10 [4], one has
‖q∇ · g‖L1 ≤ ‖q‖L ρρ−1 ‖∇ · g‖Lρ ≤ Cˇ ‖q‖W 1,1 ‖∇ · g‖Lρ
and one deduces that ∥∥∥∇ · (qg)∥∥∥
L1
≤ Cˇ ‖q‖W 1,1 ‖∇ · g‖Lρ + ‖∇q‖L1 ‖g‖L∞ .
• Under the second assumption, since ϕqn ∈ C∞c (R), we have that
ˆ
R
(
ϕqn
)′
(x)g(x) dx = −
ˆ
R
ϕ(x)qn(x)g
′(dx).
According to Theorem V III.2 and Theorem V III.7 [4], q admits a bounded and continuous representative,
and for this representative the integral
ˆ
R
ϕ(x)q(x)g′(dx) makes sense. Using Hölder’s inequality, we have:∣∣∣∣ˆ
R
ϕ(x)qn(x)g
′(dx)−
ˆ
R
ϕ(x)q(x)g′(dx)
∣∣∣∣ ≤ sup
x∈R
|ϕ(x)| sup
x∈R
|qn(x)− q(x)| ‖g′‖TV
≤ Cˇ sup
x∈R
|ϕ(x)| ‖qn − q‖W 1,1 ‖g′‖TV
−→
n→+∞ 0.
Hence, taking the limit n→ +∞ in Equation (4.9), we get, in the sense of distributions, that (qg)′ = qg′ + q′g.
Now, using once again Hölder’s inequality and Theorem V III.7 [4], one has
‖qg′‖TV ≤ sup
x∈R
|q(x)| ‖g′‖TV ≤ Cˇ ‖q‖W 1,1 ‖g′‖TV
and one deduces that
‖(qg)′‖TV ≤ Cˇ ‖q‖W 1,1 ‖g′‖TV + ‖q′‖L1 ‖g‖∞ .
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We are now ready to prove Proposition 4.5.
Proof. We are going to suppose that supt∈[0,T ] ‖∇ · b(t, .)‖Lρ < +∞ for some ρ ∈ [d,+∞]. When d =
1, supt∈[0,T ] ‖∂xb(t, .)‖TV < +∞, the proof is analogous and the estimations remain valide when replacing
‖∇ · b(t, .)‖Lρ by ‖∂xb(t, .)‖TV.
For θ ∈ (0, T ], let 0 ≤ s < t ≤ θ. If q(s, .) is in W 1,1 (Rd), we apply Lemma 4.6 with ϕ = Gt−s which is
C∞-bounded together with its first order derivatives and g = b(s, .) to obtain that:
∇Gt−s ∗
(
b(s, .)q(s, .)
)
= Gt−s ∗ ∇ ·
(
b(s, .)q(s, .)
)
.
If q ∈ C˜ ((0, θ],W 1,1 (Rd)), we first have:
∀t ∈ (0, θ], Φt(q) = Gt ∗m−
ˆ t
0
Gt−s ∗ ∇ · (b(s, .)q(s, .)) ds. (4.10)
• We start by proving that there exists θ0 s.t. Φ admits a unique fixed-point in C˜
(
(0, θ0],W
1,1
(
Rd
))
:
Let t ∈ (0, θ] and q ∈ C˜ ((0, θ],W 1,1 (Rd)). We have, using the estimate (A.3) from Lemma A.2 and
Inequality (4.7) from Lemma 4.6, that:
ˆ t
0
∥∥∥∇Gt−s ∗ ∇ · (b(s, .)q(s, .))∥∥∥
L1
ds
≤ d
√
2
pi
ˆ t
0
1√
t− s
(
B + Cˇ sup
u∈[0,T ]
‖∇ · b(u, .)‖Lρ
)(
‖q(s, .)‖L1 + ‖∇q(s, .)‖L1
)
ds
≤ d
√
2pimax(1,
√
T )
(
B + Cˇ sup
u∈[0,T ]
‖∇ · b(u, .)‖Lρ
)(
sup
u∈(0,θ]
‖q(u, .)‖L1 + sup
u∈(0,θ]
√
u‖∇q(u, .)‖L1
)
.
Therefore,
ˆ t
0
∥∥∥∇Gt−s ∗ ∇ · (b(s, .)q(s, .))∥∥∥
L1
ds ≤ d
√
2pimax(1,
√
T )
(
B + Cˇ sup
u∈[0,T ]
‖∇ · b(u, .)‖Lρ
)
|||q||| which
is finite. We can then apply Fubini’s theorem and obtain that, in the sense of distributions, the gradient of
Φt(q) defined in (4.10), is equal to:
∇Φt(q) = ∇Gt ∗m−
ˆ t
0
∇Gt−s ∗ ∇ ·
(
b(s, .)q(s, .)
)
ds. (4.11)
We can now estimate |||Φ(q)|||. Using the same arguments as before, we have that:
|||G ∗m||| = sup
t∈[0,θ]
‖Gt ∗m‖L1 + sup
t∈[0,θ]
√
t
d∑
i=1
‖∂xiGt ∗m‖L1 ≤ 1 + d
√
2
pi
< +∞,
and that:
‖Φt(q)‖L1 +
√
t‖∇Φt(q)‖L1
≤
(
1 + d
√
2
pi
)
+ d
√
2
pi
ˆ t
0
1√
t− s
{
B‖q(s, .)‖L1 +
√
t
(
Cˇ sup
u∈[0,T ]
‖∇ · b(u, .)‖Lρ‖q(s, .)‖W 1,1 +B‖∇q(s, .)‖L1
)}
ds
≤
(
1 + d
√
2
pi
)
+ d
√
2
pi
ˆ t
0
1√
t− s
{(
B +
√
TCˇ sup
u∈[0,T ]
‖∇ · b(u, .)‖Lρ
)
‖q(s, .)‖L1
+
√
θ
(
B + Cˇ sup
u∈[0,T ]
‖∇ · b(u, .)‖Lρ
)
‖∇q(s, .)‖L1
}
ds
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≤
(
1 + d
√
2
pi
)
+
√
θd
√
2
pi
{
2
(
B +
√
TCˇ sup
u∈[0,T ]
‖∇ · b(u, .)‖Lρ
)
sup
u∈(0,θ]
‖q(u, .)‖L1
+ pi
(
B + Cˇ sup
u∈[0,T ]
‖∇ · b(u, .)‖Lρ
)
sup
u∈(0,θ]
√
u‖∇q(u, .)‖L1
}
=
(
1 + d
√
2
pi
)
+
√
θd
√
2
pi
{
B
(
2 sup
u∈(0,θ]
‖q(u, .)‖L1 + pi sup
u∈(0,θ]
√
u‖∇q(u, .)‖L1
)
+ Cˇ sup
u∈[0,T ]
‖∇ · b(u, .)‖Lρ
(
2
√
T sup
u∈(0,θ]
‖q(u, .)‖L1 + pi sup
u∈(0,θ]
√
u‖∇q(u, .)‖L1
)}
≤
(
1 + d
√
2
pi
)
+ d
√
2piθ
(
B + max(1,
√
T )Cˇ sup
u∈[0,T ]
‖∇ · b(u, .)‖Lρ
)(
sup
u∈(0,θ]
‖q(u, .)‖L1 + sup
u∈(0,θ]
√
u‖∇q(u, .)‖L1
)
.
Hence, |||Φ(q)||| ≤
(
1 + d
√
2
pi
)
+ d
√
2piθ
(
B + max(1,
√
T )Cˇ sup
u∈[0,T ]
‖∇ · b(u, .)‖Lρ
)
|||q||| and |||Φ(q)||| < +∞.
Now, let 0 < r ≤ s ≤ θ, adapting the proof of Lemma 3.1 and using Inequality (4.7) from Lemma 4.6, we obtain
that:
‖∇Φs(q)−∇Φr(q)‖L1
≤ d(2d+ 3)
√
2
pi
(
1√
r
− 1√
s
)
+ 4d(d+ 2)
√
2
pi
(
B + Cˇ sup
u∈[0,T ]
‖∇ · b(u, .)‖Lρ
)
sup
u∈[r,s]
‖q(u, .)‖W 1,1
√
s− r.
Since |||Φ(q)||| = supu∈(0,θ] ‖q(u, .)‖L1 + supu∈(0,θ]
√
u‖∇q(u, .)‖L1 and using Inequality (4.5), we can conclude
that t 7→ Φt(q) is continuous on (0, θ] with values in W 1,1
(
Rd
)
. Hence, Φ(q) ∈ C˜ ((0, θ],W 1,1 (Rd)).
Now, let q, q˜ ∈ C˜ ((0, θ],W 1,1 (Rd)), we obtain, with the same reasoning above, that
|||Φ(q)− Φ(q˜)||| ≤ d
√
2piθ
(
B + max(1,
√
T )Cˇ sup
u∈[0,T ]
‖∇ · b(u, .)‖Lρ
)
|||q − q˜|||.
If:
θ <
1
2pid2
(
B + max(1,
√
T )Cˇ supu∈[0,T ] ‖∇ · b(u, .)‖Lρ
)2 =: 2θ0
then the map Φ is a contraction on the space C˜ ((0, θ0],W 1,1 (Rd)). Using Picard’s Theorem, the map Φ admits
then a unique fixed-point on the space C˜ ((0, θ0],W 1,1 (Rd)).
• Now, we assume that m admits a density w.r.t. the Lebesgue measure in W 1,1 (Rd). Let us prove that
the map Φ admits a unique-fixed point in C ([0, θ],W 1,1 (Rd)) for all θ ∈ (0, T ]:
Let t ∈ (0, θ] and q ∈ C ([0, θ],W 1,1 (Rd)) for all θ ∈ (0, T ]. Using Equation (4.11) and the fact that m
admits a density w.r.t. the Lebesgue measure in W 1,1
(
Rd
)
, we obtain:
∇Φt(q) = Gt ∗ ∇m−
ˆ t
0
∇Gt−s ∗ ∇ ·
(
b(s, .)q(s, .)
)
ds.
Using the estimate (A.3) from Lemma A.2 and Inequality (4.7) from Lemma 4.6, we have:
‖Φt(q)‖W 1,1 ≤ ‖Gt ∗m‖W 1,1 + d
√
2
pi
ˆ t
0
1√
t− s
(
B ‖q(s, .)‖L1 +
∥∥∥∇.(b(s, .)q(s, .))∥∥∥
L1
)
ds
≤
(
1 +
d∑
i=1
‖∂xim‖L1
)
+ d
√
2
pi
ˆ t
0
1√
t− s
(
B ‖q(s, .)‖L1 + Cˇ‖∇ · b(s, .)‖Lρ ‖q(s, .)‖W 1,1 +B ‖∇q(s, .)‖L1
)
ds
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≤
(
1 +
d∑
i=1
‖∂xim‖L1
)
+ d
√
2
pi
ˆ t
0
1√
t− s
(
B ‖q(s, .)‖L1 + Cˇ‖∇ · b(s, .)‖Lρ ‖q(s, .)‖W 1,1 +B ‖∇q(s, .)‖L1
)
ds
≤
(
1 +
d∑
i=1
‖∂xim‖L1
)
+ d
√
2
pi
(
B + Cˇ sup
u∈[0,T ]
‖∇ · b(u, .)‖Lρ
)ˆ t
0
1√
t− s ‖q(s, .)‖W 1,1 ds
≤
(
1 +
d∑
i=1
‖∂xim‖L1
)
+ 2d
√
2t
pi
(
B + Cˇ sup
u∈[0,T ]
‖∇ · b(u, .)‖Lρ
)
sup
u∈[0,θ]
‖q(u, .)‖W 1,1 .
Hence, sup
t∈[0,θ]
‖Φt(q)‖W 1,1 ≤
(
1 +
d∑
i=1
‖∂xim‖L1
)
+ 2d
√
2θ
pi
(
B + Cˇ sup
u∈[0,T ]
‖∇ · b(u, .)‖Lρ
)
sup
t∈[0,θ]
‖q(t, .)‖W 1,1 is
finite. Now, concerning the continuity of t 7→ Φt(q) on [0, θ] with values in W 1,1
(
Rd
)
, we already proved above
the continuity on (0, θ]. As for the continuity at t = 0, we denote by τyw the translation of w ∈ L1
(
Rd
)
by
y ∈ Rd defined by τyw(x) = w(x− y) for x ∈ Rd. We have:
‖Gt ∗ w − w‖L1 =
ˆ
Rd
∣∣∣∣ˆ
Rd
Gt(y)w(x− y) dy − w(x)
∣∣∣∣ dx = ˆ
Rd
∣∣∣∣ˆ
Rd
G1(y)w(x−
√
ty) dy − w(x)
∣∣∣∣ dx
≤
ˆ
Rd
G1(y)
∥∥∥τ√tyw − w∥∥∥
L1
dy.
Using Lemma IV.4 [4], we have that
∥∥∥τ√tyw − w∥∥∥
L1
→ 0 when t→ 0 and since
∥∥∥τ√tyw − w∥∥∥
L1
≤ 2 ‖w‖L1 , by
dominated convergence, we obtain that Gt ∗w → w when t→ 0 in L1
(
Rd
)
. We replace w by m and ∇m since
m admits a density in W 1,1
(
Rd
)
and conclude that ‖Gt ∗m−m‖W 1,1 → 0 when t → 0. Moreover, we have
that:∥∥∥∥ˆ t
0
Gt−s ∗ ∇ ·
(
b(s, .)q(s, .)
)
ds
∥∥∥∥
W 1,1
≤
(
B + Cˇ sup
u∈[0,T ]
‖∇ · b(u, .)‖Lρ
)
sup
u∈[0,θ]
‖q(u, .)‖W 1,1
(
t+ d
√
2
pi
√
t
)
which converges to 0 when t→ 0. Hence, ‖Φt(q)−m‖W 1,1 converges to 0 when t→ 0 and Φ ∈ C
(
[0, θ],W 1,1
(
Rd
))
.
Now, let q, q˜ ∈ C ([0, θ],W 1,1 (Rd)). With the same reasoning above, we obtain that:
‖Φt(q)− Φt(q˜)‖W 1,1 ≤ d
√
2
pi
(
B + Cˇ sup
u∈[0,T ]
‖∇ · b(u, .)‖Lρ
) ˆ t
0
1√
t− s ‖q(s, .)− q˜(s, .)‖W 1,1 ds. (4.12)
As done in the proof of Lemma 4.4, for n ∈ N∗, we iterate Inequality (4.12) 2n-times and deduce that for n big
enough, Φ2n is a contraction on C ([0, θ],W 1,1 (Rd)). We conclude, through Picard’s Theorem, the existence of
a unique fixed-point of the map Φ on C ([0, θ],W 1,1 (Rd)).
We are now ready to prove Proposition 4.1.
Proof. We are going to suppose that supt∈[0,T ] ‖∇ · b(t, .)‖Lρ < +∞ for some ρ ∈ [d,+∞]. When d =
1, supt∈[0,T ] ‖∂xb(t, .)‖TV < +∞, the proof is analogous and the estimations remain valide when replacing
‖∇ · b(t, .)‖Lρ by ‖∂xb(t, .)‖TV.
The proof is an immediate consequence of Theorem 4.3 and Lemma 4.6. Indeed, assuming the regularity on
b w.r.t. the space variables, we have from Theorem 4.3 that (p(t, .))t∈(0,T ] ∈ C˜
(
(0, T ],W 1,1
(
Rd
))
. We can then
apply Lemma 4.6 to obtain, for t ∈ (0, T ], that:
√
t
∥∥∥∇ · (b(t, .)p(t, .))∥∥∥
TV
≤
(
B + Cˇ sup
u∈[0,T ]
‖∇ · b(u, .)‖Lρ
)√
t ‖∇p(t, .)‖L1 + Cˇ
√
T sup
u∈[0,T ]
‖∇ · b(u, .)‖Lρ ‖p(t, .)‖L1
≤ max
(
B + Cˇ sup
u∈[0,T ]
‖∇ · b(u, .)‖Lρ , Cˇ
√
T sup
u∈[0,T ]
‖∇ · b(u, .)‖Lρ
)
|||p||| < +∞.
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The conclusion holds withM = max
(
B + Cˇ supu∈[0,T ] ‖∇ · b(u, .)‖Lρ , Cˇ
√
T supu∈[0,T ] ‖∇ · b(u, .)‖Lρ
)
|||p|||. Since
p ∈ C˜ ((0, T ],W 1,1 (Rd)), using Lemma 4.6, we have as in Equality (4.10) that:
∀t ∈ (0, T ], p(t, .) = Gt ∗m−
ˆ t
0
Gt−s ∗ ∇ ·
(
b(s, .)p(s, .)
)
ds.
Moreover, when m admits a density w.r.t. the Lebesgue measure in W 1,1
(
Rd
)
, according to Theorem 4.3,
(p(t, .))t∈[0,T ] ∈ C
(
[0, T ],W 1,1
(
Rd
))
. Therefore, using once again Lemma 4.6, we obtain for t ∈ [0, T ] that:
∥∥∥∇ · (b(t, .)p(t, .))∥∥∥
TV
≤
(
B + Cˇ sup
u∈[0,T ]
‖∇ · b(u, .)‖Lρ
)
sup
u∈[0,T ]
‖p(u, .)‖W 1,1 < +∞.
The conclusion holds with M˜ =
(
B + Cˇ supu∈[0,T ] ‖∇ · b(u, .)‖Lρ
)
supu∈[0,T ] ‖p(u, .)‖W 1,1 .
4.2 Proof of Theorem 2.3
We first use Inequality (4.1) from Proposition 4.1 to obtain a stronger regularity of p(t, .) with respect to the
time variable.
Lemma 4.7. Assume Inequality (4.1). We have:
∃ Q˜ < +∞,∀ 0 < r ≤ s ≤ T, ‖p(s, .)− p(r, .)‖L1 ≤ Q˜
(
ln(s/r) +
s− r
2
√
r
ln
(
4s
s− r
)
+
(√
s−√r)).
Proof. We will adapt the proof of Lemma 3.1. Let 0 < r ≤ s ≤ T . Using Equality (4.2) from Proposition 4.1,
we have that:
p(s, .)− p(r, .) = (Gs −Gr) ∗m−
ˆ s
0
Gs−u ∗ ∇ ·
(
b(u, .)p(u, .)
)
du+
ˆ r
0
Gr−u ∗ ∇ ·
(
b(u, .)p(u, .)
)
du. (4.13)
Therefore, using the estimates (A.2) and (A.3) from Lemma A.2, the fact that ln(1 + x) ≤ x, ∀x > 0 and
Lemma A.5, we obtain:
‖p(s, .)− p(r, .)‖L1
≤ ‖(Gs −Gr) ∗m‖L1 +
∥∥∥∥ˆ r
0
(Gs−u −Gr−u) ∗ ∇ ·
(
b(u, .)p(u, .)
)
du
∥∥∥∥
L1
+
∥∥∥∥ˆ s
r
Gs−u ∗ ∇ ·
(
b(u, .)p(u, .)
)
du
∥∥∥∥
L1
≤
ˆ s
r
‖∂uGu‖L1 du+
ˆ s
0
ˆ s−u
r−u
‖∂θGθ‖L1
∥∥∥∇ · (b(u, .)p(u, .))∥∥∥
TV
dθ du+M
ˆ s
r
du√
u
≤ d ln(s/r) + dM
ˆ r
0
ˆ s−u
r−u
dθ
θ
√
u
du+ 2M
(√
s−√r)
= d ln(s/r) + 2dM
(
s− r√
s+
√
r
ln
(
(
√
s+
√
r)
2
s− r
)
+ 2
√
r ln
(
1 +
√
s−√r
2
√
r
))
+ 2M
(√
s−√r)
≤ d ln(s/r) + dM s− r√
r
ln
(
4s
s− r
)
+ 2M(1 + d)
(√
s−√r) .
The conclusion holds with Q˜ = max (d, 2M(1 + d)).
We are now ready to prove Theorem 2.3. Once again, using Equality (2.2) and Proposition 2.10, to prove
the theorem amounts to prove that:
∃ C˜ < +∞,∀h ∈ (0, T ], ∀k ∈
s
1,
⌊
T
h
⌋{
,
∥∥p(kh, .)− ph(kh, .)∥∥
L1
≤ C˜√
kh
(1 + ln (k))h.
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For h ∈ (0, T ], k ∈ q1, ⌊Th ⌋y, we recall Inequality (3.4):∥∥∥p(kh, .)− ph (kh, .)∥∥∥
L1
≤ ∥∥V h1 (k, .)∥∥L1 + ∥∥V h2 (k, .)∥∥L1 +
√
2
pi
dB
k−1∑
j=1
h√
kh− jh
∥∥p(jh, .)− ph(jh, .)∥∥
L1
+ 2dB2
(
1 +
d− 1
pi
)(
1
2
+ ln (k)
)
h+
√
2
pi
dB
3h√
kh
.
Let us estimate
∥∥V h1 (k, .)∥∥L1 and ∥∥V h2 (k, .)∥∥L1 for k ≥ 2 by taking advantage of the additional regularity of b
and using Equality (4.2) from Proposition 4.1:
• We use Lemma 4.6 and the additional regularity of b to transfer the gradient from G to bp and rewrite
V h1 (k, .) as:
V h1 (k, .) =
ˆ kh
h
(
Gkh−s −Gkh−τhs
)
∗ ∇ ·
(
b(s, .)p(s, .)
)
ds
=
ˆ (k−1)h
h
(ˆ kh−τhs
kh−s
∂uGu du
)
∗ ∇ ·
(
b(s, .)p(s, .)
)
ds+
ˆ kh
(k−1)h
(
Gkh−s −Gkh−τhs
)
∗ ∇ ·
(
b(s, .)p(s, .)
)
ds.
(4.14)
Therefore, using Estimate (A.2) from Lemma A.2, Inequality (3.6) and Lemma A.4, we obtain:∥∥V h1 (k, .)∥∥L1 ≤ dM ˆ (k−1)h
h
1√
s
ln
(
1 +
s− τhs
kh− s
)
ds+ 2M
ˆ kh
(k−1)h
ds√
s
≤ dM
ˆ (k−1)h
h
h
(kh− s)√s ds+ 4M
(√
kh−
√
(k − 1)h
)
≤ dM h√
kh
ln (4k) + 4M
h√
kh+
√
(k − 1)h
≤ 2M (2 + d ln(2))√
kh
(1 + ln (k))h.
• Using Lemma 4.7 and the estimate (A.3) from Lemma A.2, we have:
∥∥V h2 (k, .)∥∥L1 ≤
√
2
pi
dBQ˜
{ˆ kh
h
ln(s/τhs )√
kh− τhs
ds+
ˆ kh
h
s− τhs
2
√
τhs
√
kh− τhs
ln
(
4s
s− τhs
)
ds+
ˆ kh
h
√
s−
√
τhs√
kh− τhs
ds
}
.
We use Inequality (3.6), the fact that sup
0<x≤h
(
x ln
(
4kh
x
))
is attained for x = h since h ≤ kh and Lemma A.3
to obtain:
∥∥V h2 (k, .)∥∥L1 ≤
√
2
pi
dBQ˜
 2h√kh ln(4k) + h ln (4k)
ˆ kh
h
ds
2
√
τhs
√
kh− τhs
+
ˆ kh
h
s− τhs(√
s+
√
τhs
)√
kh− τhs
ds

≤
√
2
pi
dBQ˜
 2h√kh ln(4k) + h2 ln (4k)
k−1∑
j=1
1√
j
√
k − j +
h
2
k−1∑
j=1
1√
j
√
k − j

≤
√
2
pi
dBQ˜
{
2√
kh
ln (4k) +
pi
2
(
1 + ln (4k)
)}
h.
Therefore,
∥∥p(kh, .)− ph(kh, .)∥∥
L1
≤ L˜√
kh
(
1 + ln (k)
)
h+
√
2
pi
dB
k−1∑
j=1
h√
kh− jh
∥∥p(jh, .)− ph(jh, .)∥∥
L1
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where L˜ = 2M
(
2 + d ln(2)
)
+ dB
{√
2
pi
(
3 + 4 ln(2)Q˜
)
+
(
2B
(
1 +
d− 1
pi
)
+
√
pi
2
(
1 + 2 ln(2)
)
Q˜
)√
T
}
. It-
erating this inequality, using the fact that for j ≤ k, ln(j) ≤ ln(k) and using Lemma A.3, we obtain:∥∥p(kh, .)− ph(kh, .)∥∥
L1
≤ L˜√
kh
(
1 + ln (k)
)
h+
√
2
pi
dB
k−1∑
j=1
h√
kh− jh
(
L˜√
jh
(
1 + ln (j)
)
h+
√
2
pi
dB
j−1∑
l=1
h√
jh− lh
∥∥p(lh, .)− ph(lh, .)∥∥
L1
)
≤ L˜
 1√
kh
+
√
2
pi
dB
k−1∑
j=1
h√
kh− jh√jh
(1 + ln (k))h+ 2d2B2h k−1∑
j=1
∥∥p (jh, .)− ph (jh, .)∥∥
L1
≤ L˜
√
h
(
1 + dB
√
2piT
) 1 + ln (k)√
k
+ 2d2B2h
k−1∑
j=1
∥∥p (jh, .)− ph (jh, .)∥∥
L1
.
We apply Lemma A.6 and obtain that:∥∥p(kh, .)− ph(kh, .)∥∥
L1
≤ L˜
√
h
(
1 + dB
√
2piT
) 1 + ln (k)√
k
+ 2d2B2L˜
√
h
(
1 + dB
√
2piT
)
h
k−1∑
j=1
1 + ln(j)√
j
exp
(
2d2B2 (kh− (j + 1)h)
)
.
Now, using once again the fact that for j ≤ k, ln(j) ≤ ln(k), we have:
√
h
k−1∑
j=1
1 + ln(j)√
j
exp
(
2d2B2 (kh− (j + 1)h)
)
≤ (1 + ln(k)) exp
(
2d2B2T
) ˆ kh
h
ds√
s
= 2(1 + ln(k)) exp
(
2d2B2T
)√
T .
Therefore, we deduce that:
∀h ∈ (0, T ],∀k ∈
s
1,
⌊
T
h
⌋{
,
∥∥p(kh, .)− ph(kh, .)∥∥
L1
≤ C˜√
kh
(
1 + ln (k)
)
h
where C˜ = L˜
(
1 + 4d2B2T
(
1 + dB
√
2piT
)
exp
(
2d2B2T
))
.
4.3 Proof of Proposition 2.5
We first use Inequality (4.3) from Proposition 4.1 to obtain a stronger regularity of p(t, .) with respect to the
time variable.
Lemma 4.8. Assume b : [0, T ] × Rd → Rd is measurable and bounded by B < +∞ such that supt∈[0,T ] ‖∇ ·
b(t, .)‖Lρ < +∞ for some ρ ∈ [d,+∞] or that for d = 1, supt∈[0,T ] ‖∂xb(t, .)‖TV < +∞; where ∇ · b(t, .)
and ∂xb(t, .) are respectively the spatial divergence and the spatial derivative of b in the sense of distributions.
Moreover, assume that m admits a density w.r.t. the Lebesgue measure that belongs to W 1,1
(
Rd
)
. We have:
∃ Qˆ < +∞,∀ 0 < r ≤ s ≤ T, ‖p(s, .)− p(r, .)‖L1 ≤ Qˆ
(
(
√
s−√r) + (s− r) ln
(
s
s− r
)
+ r ln (s/r) + (s− r)
)
.
Proof. We will adapt, once again, the proof of Lemma 3.1. Let 0 < r ≤ s ≤ T , using Equality (4.13), the
estimates (A.1), (A.2) and (A.3) from Lemma A.2, Inequality (4.3) from Proposition 4.1 and Lemma A.5, we
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obtain:
‖p(s, .)− p(r, .)‖L1
≤ ‖(Gs −Gr) ∗m‖L1 +
∥∥∥∥ˆ r
0
(Gs−u −Gr−u) ∗ ∇ ·
(
b(u, .)p(u, .)
)
du
∥∥∥∥
L1
+
∥∥∥∥ˆ s
r
Gs−u ∗ ∇ ·
(
b(u, .)p(u, .)
)
du
∥∥∥∥
L1
≤
∥∥∥∥ˆ s
r
(∂uGu ∗m) du
∥∥∥∥
L1
+ M˜
ˆ s
0
ˆ s−u
r−u
‖∂θGθ‖L1 dθ du+ M˜(s− r)
≤ 1
2
d∑
i=1
‖∂xim‖L1
ˆ s
r
‖∂xiGu‖L1 du+ dM˜
ˆ r
0
ln
(
s− u
r − u
)
du+ M˜(s− r)
≤ 2
√
2
pi
d∑
i=1
‖∂xim‖L1
(√
s−√r)+ dM˜ ((s− r) ln( s
s− r
)
+ r ln (s/r)
)
+ M˜(s− r).
The conclusion holds with Qˆ = max
(
2
√
2
pi
d∑
i=1
‖∂xim‖L1 , dM˜
)
.
We are now ready to prove Proposition 2.5. Once more, using Equality (2.2) and Proposition 2.10, to prove
the theorem amounts to prove that:
∃ Cˆ < +∞,∀h ∈ (0, T ], ∀k ∈
s
1,
⌊
T
h
⌋{
,
∥∥p(kh, .)− ph(kh, .)∥∥
L1
≤ Cˆ
(
1 + ln (k)
)
h.
For h ∈ (0, T ], k ∈ q1, ⌊Th ⌋y, we recall Inequality (3.3):∥∥∥p(kh, .)−ph (kh, .)∥∥∥
L1
≤ ∥∥V h1 (k, .)∥∥L1 + ∥∥V h2 (k, .)∥∥L1 +
√
2
pi
dB
k−1∑
j=1
h√
kh− jh
∥∥p(jh, .)− ph(jh, .)∥∥
L1
+ 2dB2
(
1 +
d− 1
pi
)(
1
2
+ ln (k)
)
h+
∥∥∥∥∥
ˆ h
0
(
∇Gkh−s ∗
(
b(s, .)p(s, .)
)
−∇Gkh ∗
(
b(s, .)m
))
ds
∥∥∥∥∥
L1
.
Concerning the last term of the right-hand side of this previous inequality, we use Lemma 4.6 and the additional
regularity of b to transfer the gradient from G to bp; and using Inequality (4.3) from Proposition 4.1, we obtain
that: ∥∥∥∥ˆ h
0
(
Gkh−s ∗ ∇ ·
(
b(s, .)p(s, .)
)
−Gkh ∗ ∇ ·
(
b(s, .)m
))
ds
∥∥∥∥
L1
≤
ˆ h
0
(∥∥∥∇ · (b(s, .)p(s, .))∥∥∥
TV
+
∥∥∥∇ · (b(s, .)m)∥∥∥
TV
)
ds ≤ 2M˜h.
Let us estimate
∥∥V h1 (k, .)∥∥L1 and ∥∥V h2 (k, .)∥∥L1 for k ≥ 2 by taking advantage of the additional regularity of b
and m, and using Equality (4.2) from Proposition 4.1:
• We recall Equality (4.14):
V h1 (k, .) =
ˆ (k−1)h
h
(ˆ kh−τhs
kh−s
∂uGu du
)
∗ ∇ ·
(
b(s, .)p(s, .)
)
ds+
ˆ kh
(k−1)h
(
Gkh−s −Gkh−τhs
)
∗ ∇ ·
(
b(s, .)p(s, .)
)
ds.
Therefore, using the fact that ln(1 + x) ≤ x, ∀x > 0 and Estimate (A.2) from Lemma A.2, we obtain:∥∥V h1 (k, .)∥∥L1 ≤ dM˜ ˆ (k−1)h
h
ln
(
1 +
s− τhs
kh− s
)
ds+ 2M˜h
≤ dM˜
ˆ (k−1)h
h
h
kh− s ds+ 2M˜h = M˜ (d ln(k − 1) + 2)h
≤ M˜
(
2 + d ln (k)
)
h.
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• Using Lemma 4.8, the estimate (A.3) from Lemma A.2 and the fact that ln(1 + x) ≤ x, ∀x > 0, we have:
∥∥V h2 (k, .)∥∥L1 ≤
√
2
pi
dBQˆ
{ˆ kh
h
√
s−
√
τhs√
kh− τhs
ds+
ˆ kh
h
s− τhs√
kh− τhs
ln
(
s
s− τhs
)
ds
+
ˆ kh
h
τhs√
kh− τhs
ln
(
1 +
s− τhs
τhs
)
ds+
ˆ kh
h
s− τhs√
kh− τhs
ds
}
≤
√
2
pi
dBQˆ
{ˆ kh
h
h√
kh− s√s ds+
ˆ kh
h
s− τhs√
kh− s ln
(
kh
s− τhs
)
ds+ 2
ˆ kh
h
h√
kh− s ds
}
.
The function x 7→ x ln (kh/x) is increasing on the interval (0, kh/e], attains its maximum at x = kh/e and
non-increasing on the interval [kh/e,+∞). Therefore, we get that:
(
s− τhs
)
ln
(
kh
s− τhs
)
≤
(
h ln (k)1{h≤ khe } +
kh
e
1{h> khe }
)
≤
(
1 + ln (k)
)
h.
We then deduce that:
∥∥V h2 (k, .)∥∥L1 ≤
√
2
pi
dBQˆ
(
pi + 2
√
T
(
1 + ln (k)
)
+ 4
√
T
)
h.
Therefore,
∥∥p(kh, .)− ph(kh, .)∥∥
L1
≤ Lˆ
(
1 + ln (k)
)
h+
√
2
pi
dB
k−1∑
j=1
h√
kh− jh
∥∥p(jh, .)− ph(jh, .)∥∥
L1
where Lˆ = max(2, d)M˜ + dB
(
2B
(
1 +
d− 1
pi
)
+
√
2
pi
Qˆ
(
pi + 6
√
T
))
. Iterating this inequality, using the fact
that for j ≤ k, ln(j) ≤ ln(k) and using Lemma A.3, we obtain:∥∥p(kh, .)− ph(kh, .)∥∥
L1
≤ Lˆ
(
1 + ln (k)
)
h+
√
2
pi
dB
k−1∑
j=1
h√
kh− jh
(
Lˆ
(
1 + ln (j)
)
h+
√
2
pi
dB
j−1∑
l=1
h√
jh− lh
∥∥p(lh, .)− ph(lh, .)∥∥
L1
)
≤ Lˆ
(
1 +
√
2
pi
dB
ˆ kh
h
ds√
kh− s
)(
1 + ln (k)
)
h+ 2d2B2h
k−1∑
j=1
∥∥p(jh, .)− ph(jh, .)∥∥
L1
≤ Lˆ
(
1 + 2
√
2T
pi
dB
)(
1 + ln (k)
)
h+ 2d2B2h
k−1∑
j=1
∥∥p(jh, .)− ph(jh, .)∥∥
L1
.
Finally using Lemma A.6 and for Cˆ = Lˆ
(
1 + 2
√
2T
pi dB
)(
1 + 2d2B2T exp
(
2d2B2T
))
, we conclude that:
∥∥p(kh, .)− ph(kh, .)∥∥
L1
≤ Cˆ
(
1 + ln (k)
)
h.
5 Numerical Experiments
In order to confirm our theoretical estimates for the convergence rate in total variation of µh to its limit µ,
we study SDEs with a piecewise constant drift coefficient and additive noise, as done by Göttlich, Lux and
Neuenkirch in [9]. We consider the special case of one-dimensional SDEs with one drift change at zero:
Xt = x+Wt +
ˆ t
0
(
α1(−∞,0)(Xs) + β1[0,+∞)(Xs)
)
ds (5.1)
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where X0 = x ∈ R is the initial value and α, β ∈ R. The difference (β − α) represents the height of the jump
at the discontinuity point zero. Here, the drift satisfies the reinforced hypothesis of Theorem 2.3 where the
derivative of the drift in the sense of distributions is equal to (β − α)δ0.
We analyze how the initial value x affects the error and how the jump height influences the empirical rate
of convergence. We also observe how the drift direction towards or away from the discontinuity point zero
influences the error. When α > 0 > β, we speak about inward pointing drift coefficient. Inversely, when
α < 0 < β, it is about outward pointing drift coefficient.
5.1 The specific case α = −β = θ > 0
For θ > 0, we study SDEs with inward pointing drift coefficient of the form:
Xt = x+Wt −
ˆ t
0
sgn(Xs) θ ds.
This process is called a Brownian motion with two-valued, state-dependent drift. This example was also used by
Kohatsu-Higa, Lejay and Yasuda in [18] to estimate the weak convergence rate of the Euler-Maruyama scheme.
According to [16], the transition density function of the process (Xt)t≥0 starting at x ≥ 0 is the following:
pt(x, z) =

1√
2pit
exp
(
− (x− z − θt)
2
2t
)
+
θe−2θz√
2pit
ˆ +∞
x+z
exp
(
− (y − θt)
2
2t
)
dy when z > 0,
e2θx√
2pit
exp
(
− (x− z + θt)
2
2t
)
+
θe2θz√
2pit
ˆ +∞
x−z
exp
(
− (y − θt)
2
2t
)
dy when z ≤ 0.
For x ≤ 0, the transition density can be deduced from the symmetry of the Brownian motion that gives
pt(x, z) = pt(−x,−z).
We seek to observe the dependence of the error in total variation at terminal time T :
∥∥µT − µhT∥∥TV on the
time step h that we choose s.t. Th is an integer. To do so, we estimate
∥∥p(T, .)− ph(T, .)∥∥
L1
using a kernel
density estimator for ph(T, .). We denote by N the number of random variables
(
Xi,hT
)
1≤i≤N
that are i.i.d.
with density ph(T, .). The kernel density estimator of this latter is defined by:
ph,N (T, x) =
1
N
N∑
j=1
K
(
x−Xj,hT

)
where K represents the kernel and  > 0 is a smoothing parameter called the bandwidth. The kernel is a non-
negative and integrable even function that ensures the required normalization of a density i.e.
´ +∞
−∞ K(x) dx = 1.
As for the smoothing parameter, its influence is critical since a very small makes the estimator show insignificant
details and a very large  causes oversmoothing and may mask some characteristics. So a compromise is needed.
The optimal smoothing parameter can be chosen through a minimisation of the asymptotic mean integrated
squared error. For an explicit known density, as it is the case here, we have that:
 = cN−1/5 with c =
R(K)1/5
m2(K)2/5R (∂2xxpt)
1/5
(5.2)
where for a given function g, R(g) =
ˆ
R
g(x)2 dx and m2(g) =
ˆ
R
x2g(x) dx. We will choose, in what follows,
the Epanechnikov kernel defined by:
K(x) =
3
4
(
1− x2)1{|x|≤1}
which is known to be theoretically optimal in a mean square error sense with R(K) = 3/5 and m2(K) = 1/5.
For
(
X
(i),h
T
)
1≤i≤N
denoting the increasing reordering of
(
Xi,hT
)
1≤i≤N
, we make the following trapezoidal
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approximation:
∥∥ph(T, .)− p(T, .)∥∥
L1
'
N−1∑
i=1
1
2
(
X
(i+1),h
T −X(i),hT
){ ∣∣∣ph,N (T,X(i+1),hT )− p(T,X(i+1),hT )∣∣∣
+
∣∣∣ph,N (T,X(i),hT )− p(T,X(i),hT )∣∣∣
}
.
We also define the precision of this estimation as half the width of the 95% confidence interval of the
empirical error i.e. Precision = 1.96 ×√Variance/R where R denotes the number of Monte-Carlo runs and
Variance denotes the empirical variance over these runs of the empirical error.
5.1.1 Illustration of the theoretical order of convergence in total variation
To observe the convergence rate in total variation for the case θ = 1.0 and x = 0.0, we fix the time horizon
T = 1 and the number N = 500000 of i.i.d. samples in the kernel density estimator large enough in order to
observe the effect of the time-step h on the error. The simulation is done with R = 20 Monte-Carlo runs. We
obtain the following results for the estimation of the error and its associated precision:
Evolution of the total variation error w.r.t. h
Time-step h Estimation Precision Ratio of decrease Theoretical Ratio
T/4 0.2903 5.48× 10−4 × ×
T/8 0.1680 6.96× 10−4 1.73 1.63
T/16 0.0956 4.88× 10−4 1.76 1.69
T/32 0.0543 5.26× 10−4 1.76 1.73
T/64 0.0314 6.53× 10−4 1.73 1.76
T/128 0.0191 3.55× 10−4 1.64 1.79
T/256 0.0133 2.71× 10−4 1.43 1.80
T/512 0.0101 3.10× 10−4 1.31 1.82
• We observe that the ratio of successive estimations Estimation(h)Estimation(h/2) is roughly around 1.72. But when h
becomes small, the ratio decreases towards 1 (a constant error) because for so small discretizations steps,
the effect of the kernel density estimation parameter N cannot be neglected unless N is extremely large.
• The last column refers to the theoretical ratios equal to 2
(
1+ln(T/h)
1+ln(2T/h)
)
which is the expected behaviour
of the error. On the range of values
{
T
8 ,
T
16 ,
T
32 ,
T
64 ,
T
128
}
, both the empirical and the theoretical ratios are
equal to 1.72 in average.
• Moreover, the order of convergence in total variation of the Euler scheme is here equal to 0.76. This order
is given by the slope of the regression line, which we obtain when plotting log
∥∥p(T, .)− ph(T, .)∥∥
L1
versus
log(h).
5.1.2 Dependence of the order of convergence on the initial value x for fixed θ = 1
To underline the influence of the initial value of the SDE, we start by generating plots of the explicit transition
density function for various initializations x ∈ {−1, 0, 1, 2.5, 5} and different time horizons T ∈ {1, 3, 6}. We
choose a fixed θ = 1. We also plot the kernel transition density estimation for the different values of x at T = 1
for N = 100000 and a time-step h = 0.0001.
We first observe from Figures 1a and 1b that the kernel density estimator catches the discontinuity and
reproduces well the expected distribution. We also see from Figures 1b, 1c and 1d that when the process starts
from the discontinuity point x = 0.0 or close to it x ∈ {−1, 1}, it visits the discontinuity point several times.
When we increase the time horizon T , the inward pointing drift allows the process to visit the discontinuity
point zero when starting far from it.
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(a) Estimated densities for T = 1 (b) Explicit densities for T = 1
(c) Explicit densities for T = 3 (d) Explicit densities for T = 6
Figure 1: The transition density function for various initializations x
We also generate an example of a solution sample path with time-step h = 0.006 for various initializations
x to confirm that point.
Figure 2: Example of a solution sample paths for various initializations x
Now, we give the empirical convergence orders obtained for various initializations x. These orders are given
by the slopes of the regression lines in a log-log scale. The parameters used here are T = 5, N = 500000 and
step sizes h ∈ {T8 , T16 , T32 , T64 , T128 , T256 , T512}.
Initial value x −1.0 0.0 1.0 2.5 5.0
Empirical convergence order 0.77 0.77 0.77 0.77 0.70
We can see from the above table that the empirical convergence orders are stable with respect to the initial
value for this type of diffusion. A small difference is observed for the initial value x = 5.0: then the process
starts far from the discontinuity point zero and the time horizon is not long enough for the process to visit it
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with high probability. When the process does not reach the discontinuity, the Euler scheme is exact making the
error smaller and the influence of the kernel estimation error stronger.
5.1.3 Dependence of the order of convergence on the jump height
To underline the influence of the jump height equal to 2θ, we start by generating an example of a sample path
for two values of θ ∈ {1, 10} with fixed time-horizon T = 1, time-step h = 0.003 and initial value x = 0.0.
Figure 3: Example of a solution sample paths for various θ
We observe that when θ is big, the process is more likely to visit the discontinuity multiple times than for
a smaller value of θ. We can explain this by introducing the process Yt = 1θXt that starts from Y0 =
x
θ and has
the following dynamics:
Yt = Y0 +
1
θ
Wt −
ˆ t
0
sgn (Yt) dt.
The diffusion coefficient equal to 1/θ becomes very small when θ becomes large so that the process has an
almost deterministic behaviour and is sticked to the discontinuity point zero by the drift.
Also, the explicit transition density tends to the Laplace density θe−2θ|x| when t → +∞. We generate the
plots of the kernel density estimate and the explicit transition density function for various θ = {1, 3, 5, 10, 20}.
We choose T = 1, x = 0.0, N = 100000 and h = 0.0001.
(a) The kernel density estimator (b) The explicit transition density function
Figure 4: The transition density function for various θ
We can see that when θ is big, the density converges quickly towards the Laplace density. In Figure 4b, we
confirm this behaviour by giving the L1-error between the explicit transition densities and the Laplace densities
for each θ.
Now, we give the empirical convergence orders obtained for different values of θ. The parameters used here
are T = 1, x = 0.0 and N = 800000. We choose ranges of step-sizes h depending on θ since for small θ, the
discretization error are smaller and the kernel estimation error comparatively more influent. For large θ, a large
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time-step implies a very large error because on each time-step, when starting close to the discontinuity point
zero, the Euler scheme will move far away to the other side of this discontinuity, a behaviour forbidden for the
limiting SDE by the large inward pointing drift.
Jump-height θ 1.0 3.0 5.0 10.0 20.0
time-step range h
{
1
23
, ...,
1
28
} {
1
24
, ...,
1
29
} {
1
25
, ...,
1
210
} {
1
27
, ...,
1
212
} {
1
28
, ...,
1
213
}
Empirical convergence order 0.76 0.77 0.77 0.77 0.72
We can see from the above table that the empirical convergence orders are relatively stable with respect to
the jump-height for this type of diffusion. A small difference is observed for θ = 20.0 since the error is still large
for the time-steps considered.
5.2 General case
To our knowledge, no closed-form of a density of Xt solving (5.1) is available for general α, β ∈ R. The idea is
still to estimate the L1-norm of the difference of the densities at maturity T but this time, instead of comparing
ph(T, .) to p(T, .), we will compare ph(T, .) to ph/2(T, .) and the expected behaviour is:∥∥∥ph(T, .)− ph/2(T, .)∥∥∥
L1
≤ ∥∥ph(T, .)− p(T, .)∥∥
L1
+
∥∥∥ph/2(T, .)− p(T, .)∥∥∥
L1
≤
(
3
2
+ ln(2)
)
C˜
(
1 + ln
(
T
h
))
h.
In order to estimate ph(T.), we use, once again, a kernel density estimator but this time, we choose the Gaussian
kernel defined by:
K(x) =
1√
2pi
exp
(
−x
2
2
)
for x ∈ R.
We make this choice since no explicit density is available to estimate the bandwith (5.2) and for Gaussian
kernels we can obtain use the so-called Silverman’s rule of thumb [33]:
 = cN−1/5 with c = 0.9×min
(
σˆ,
IQR
1.34
)
where the standard deviation σˆ and the interquantile range IQR are easily computed from the sample of size
N . When the density to estimate is a bimodal mixture, we apply Silverman’s rule of thumb on each mode.
For
(
X
i,h/2
T
)
1≤i≤N
i.i.d. variables with density ph/2(T, .), the kernel density estimator of this latter is then
defined by:
p
h/2
,N (T, x) =
1
N
N∑
j=1
K
(
x−Xj,h/2T

)
and we make the following trapezoidal approximation:
∥∥∥ph(T, .)− ph/2(T, .)∥∥∥
L1
'
N−1∑
i=1
1
2
(
X
(i+1),h
T −X(i),hT
){ ∣∣∣ph,N (T,X(i+1),hT )− ph/2,N (T,X(i+1),hT )∣∣∣
+
∣∣∣ph,N (T,X(i),hT )− ph/2,N (T,X(i),hT )∣∣∣
}
.
In what follows, we will study the case of outward pointing diffusions i.e. α < 0 < β and observe how the
initial value and the jump-height influences the error. Beforehand, we observe the convergence rate in total
variation when varying the time-step h.
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5.2.1 Illustration of the theoretical order of convergence in total variation
To observe the convergence rate in total variation for the case α = −3.0, β = 4.0 and x = 0.0, we fix the time
horizon T = 1 and the number N = 250000 of i.i.d. samples in the kernel density estimator large enough in
order to observe the effect of the time-step h on the error. The simulation is done with R = 20 Monte-Carlo
runs. We obtain the following results for the estimation of the error and the associated precision:
Evolution of the total variation error w.r.t. h
Time-step h Estimation Precision Ratio of decrease Theoretical Ratio
T/32 0.1105 3.58× 10−4 × ×
T/64 0.0763 3.17× 10−4 1.45 1.76
T/128 0.0478 2.31× 10−4 1.60 1.79
T/256 0.0279 1.91× 10−4 1.71 1.80
T/512 0.0156 1.92× 10−4 1.79 1.82
T/1024 0.0081 1.15× 10−4 1.93 1.84
T/2048 0.0043 1.21× 10−4 1.87 1.85
• We observe that the ratio of successive estimations Estimation(h)Estimation(h/2) is roughly around 1.72.
• The last column refers to the theoretical ratios equal to 2
(
1+ln(T/h)
1+ln(2T/h)
)
which is the expected behaviour
of the error. On the range of values
{
T
256 ,
T
512 ,
T
1024 ,
T
2048
}
, both the empirical and the theoretical ratios
are equal to 1.82 in average.
• Moreover, the order of convergence in total variation of the Euler scheme is here equal to 0.79. This order
is given, once again, by the slope of the regression line in a log-log scale.
5.2.2 Dependence of the order of convergence on the initial value x for fixed α = −3.0 and β = 4.0
To underline the influence of the initial value of the SDE, we start by generating plots of the estimated transition
density function for various initializations x ∈ {−1.4,−0.4,−0.2,−0.15, 0.0, 0.6}. We choose α = −3.0, β = 4.0,
T = 1, N = 100000 and h = 0.0001.
Figure 5: Transition density functions and examples of a solution sample paths for various initializations x
We see from Figure 5 that when the process starts from the discontinuity point x = 0.0 or close to it
x ∈ {−0.2,−0.15}, we have a bimodal mixture. When starting far from the discontinuity point zero, we are less
likely to visit it and the distribution is Gaussian-like. We also confirm this point by an example of a solution
sample path with time-step h = 0.001 for various initializations x.
Now, we give the empirical convergence orders obtained for various initializations x. These orders are
given, once again, by the slopes of the regression lines in log-log scales. The parameters used here are T = 1,
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N = 500000 and step sizes h ∈ { T16 , T32 , T64 , T128 , T256 , T512 , T1024 , T2048}.
Initial value x −1.4 −0.4 −0.2 0.0 0.6
Empirical convergence order 0.28 0.68 0.82 0.71 0.51
We can see from the above table that the empirical convergence orders seem to depend on the initial value
and the spectrum of orders obtained for different initial values is very broad with values between 0.28 and
0.82. When starting further and further from the discontinuity point zero, we first obtain a better order of
convergence but when |x| becomes large it deteriorates since the kernel estimation error becomes more influent.
5.2.3 Dependence of the order of convergence on the jump height
To underline the influence of the jump height equal to (β − α), we start by generating a sample path for two
values of (α, β) ∈ {(−4.0, 3.0), (−0.6, 1.0)} with fixed time-horizon T = 1 and initial value x = 0.0.
Figure 6: Solution sample paths for various (α, β)
We observe that the solution drifts away from the discontinuity point zero and therefore, there are not many
chances for a drift correction to take place.
Now, we give the empirical convergence orders obtained for various (α, β). These orders are given, once
again, by the slopes of the regression lines in log-log scales. The parameters used here are T = 1, N = 500000,
x = 0.0 and step-sizes h ∈ {T8 , T16 , T32 , T64 , T128 , T256 , T512}.
(α, β) (−6.0, 8.0) (−3.0, 4.0) (−1.5, 2.0) (−0.75, 1.0) (−0.375, 0.5)
Empirical convergence order 0.51 0.66 0.90 1.02 0.78
We can see from the table above that the empirical convergence orders are not stable with respect to the
jump-height for outward pointing drift diffusions. Enlarging the jump height makes the solution to drift away
from the discontinuity point zero and increases the error.
5.3 Conclusion
We were able, through our numerical experiments, to confirm our theoretical estimates for the convergence rate
in total variation of µhT to its limit µT since the order 1 up to a logarithmic factor was recovered.
Moreover, the study conducted when varying the type of drift (inward pointing or outward pointing) has
highlighted several features. Our results and interpretations coincide with those obtained by Göttlich, Lux and
Neuenkirch in [9] when they estimate the root mean-squared strong error. As them, we show that for inward
pointing drift coefficients, the convergence order is independent of the initial value and the jump-height. This
is not the case for outward pointing drift coefficients: the numerical orders are less stable in the initial value
and the jump-height. A possible explanation is that the inward pointing drift coefficient engender many drift
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changes, while only few drift changes occur in the case of an outward pointing drift coefficient. The solution,
in the latter case, can quickly drift away from the discontinuity and because of a small probability of a drift
change, the empirical convergence rate might be subject to rare event effects and the linear regression estimates
become questionable.
A Appendix
Lemma A.1. Let σ ∈ Rd×d be a non-degenerate matrix and g˜ : Rd → Rd be a measurable and locally integrable
function, the spatial divergence in the sense of distributions of which is a Radon measure denoted by ∇ · g˜(dy).
Then, the function g : Rd → Rd defined by g(x) = σ−1g˜(σx) is locally integrable and its spatial divergence
∇·g(dx) in the sense of distributions is the image of ∣∣det(σ−1)∣∣∇· g˜ by y 7→ σ−1y. In particular, the total mass
of ∇ · g(dx) is equal to ∣∣det(σ−1)∣∣ times the total mass of ∇ · g˜(dy) and when ∇ · g˜(dy) admits the density f(y)
with respect to the Lebesgue measure, then ∇ · g(dx) admits the density f(σx).
Proof. The local integrability of g is easily obtained by the change of variables y = σx. For any C∞ function
ϕ : Rd → R with compact support, we obtain using the same change of variables that
ˆ
Rd
g(x).∇xϕ(x)dx =
ˆ
Rd
σ−1g˜(σx).∇xϕ(x)dx = |det(σ−1)|
ˆ
Rd
g˜(y).(σ−1)∗∇xϕ(σ−1y)dy
= |det(σ−1)|
ˆ
Rd
g˜(y).∇y[ϕ(σ−1y)]dy = −|det(σ−1)|
ˆ
Rd
ϕ(σ−1y)∇ · g˜(dy),
which implies the first statement. The one concerning the total masses immediately follows and the one
concerning the densities is obtained by the inverse change of variables x = σ−1y.
For t > 0, let Gt denote the heat kernel in Rd: Gt(x) =
1√
(2pit)d
exp
(
−|x|
2
2t
)
. The following lemma
provides a set of estimates that are very useful:
Lemma A.2. The function Gt(x) solves the heat equation:
∂tGt(x)− 1
2
∆Gt(x) = 0, (t, x) ∈ [0,+∞)× Rd. (A.1)
We have estimates of the L1-norm of the first order time derivative and the spatial derivatives of G up to the
third order:
‖∂tGt‖L1 ≤
d
t
, (A.2)
‖∂xiGt‖L1 =
√
2
pit
, (A.3)∥∥∥∥∂2Gt∂x2i
∥∥∥∥
L1
≤ 2
t
, (A.4)∥∥∥∥ ∂2Gt∂xixj
∥∥∥∥
L1
=
2
pit
when j 6= i, (A.5)
∥∥∥∥ ∂3Gt∂xjx2i
∥∥∥∥
L1
≤

2
t3/2
√
2
pi
when j 6= i,
5
t3/2
√
2
pi
when j = i.
(A.6)
33
Proof. Let us compute the estimate (A.3). To do so, we use Fubini’s theorem and obtain:
‖∂xiGt‖L1 =
ˆ
Rd
|xi|
t
1
(2pit)
d/2
exp
− d∑
j=1
x2j
2t
 dx1 . . . dxd
=
(ˆ
R
|y|
t
1√
2pit
exp
(
−y
2
2t
)
dy
)
×
(ˆ
R
1√
2pit
exp
(
−y
2
2t
)
dy
)d−1
=
√
2
pit
.
We can express the second and third spatial derivatives of G as:
∂2
∂xixj
Gt(x) =

xixj
t2
Gt(x) when j 6= i,(
−1 + x
2
i
t
)
Gt(x)
t
when j = i.
and
∂3
∂xj∂x2i
Gt(x) =

(
1− x
2
i
t
)
xj
t2
Gt(x) when j 6= i,(
3− x
2
i
t
)
xi
t2
Gt(x) when j = i.
Using Fubini’s theorem as for the estimate (A.3),
ˆ
R
y2
t2
e−
y2
2t√
2pit
dy =
1
t
and
ˆ
R
|y|3
t3
e−
y2
2t√
2pit
dy =
2
t3/2
√
2
pi
, we obtain
the estimates (A.4), (A.5) and (A.6). As for the estimate (A.2), we deduce it from the heat equation (A.1) and
the estimate (A.4).
Lemma A.3. We have:
∀n ≥ 2,
n−1∑
k=1
1√
k
√
n− k ≤ pi −
2
n
.
Proof. We define the function f(x) = 1√
x
√
1−x on (0, 1). We easily check that ∀x ∈ (0, 1), f(x) ≥ f (1/2) = 2
and that
ˆ 1
0
f(x) dx = pi. Using the monotonicity of f on (0, 1/2] and [1/2, 1), we obtain:

ˆ k
n
k−1
n
f(x) dx ≥ 1
n
f
(
k
n
)
when 1 ≤ k ≤ n
2
,
ˆ k+1
n
k
n
f(x) dx ≥ 1
n
f
(
k
n
)
when
n
2
≤ k ≤ (n− 1).
Therefore,
• When n is even:
1
n
n
2∑
k=1
f
(
k
n
)
+
1
n
n−1∑
k=n2+1
f
(
k
n
)
≤
n
2∑
k=1
ˆ k
n
k−1
n
f(x) dx+
n−1∑
k=n2+1
ˆ k+1
n
k
n
f(x) dx =
ˆ 1
2
0
f(x) dx+
ˆ 1
1
2+
1
n
f(x) dx
= pi −
ˆ 1
2+
1
n
1
2
f(x) dx ≤ pi − 2
n
.
• When n is odd:
1
n
n−1
2∑
k=1
f
(
k
n
)
+
1
n
n−1∑
k=n+12
f
(
k
n
)
≤
n−1
2∑
k=1
ˆ k
n
k−1
n
f(x) dx+
n−1∑
k=n+12
ˆ k+1
n
k
n
f(x) dx =
ˆ 1
2− 12n
0
f(x) dx+
ˆ 1
1
2+
1
2n
f(x) dx
= pi −
ˆ 1
2+
1
2n
1
2− 12n
f(x) dx ≤ pi − 2
n
.
We can conclude.
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Lemma A.4. For 0 < a ≤ x ≤ T ,
ˆ x
a
dy
y
√
x− y =
1√
x
ln
((√
x+
√
x− a)2
a
)
≤ 1√
x
ln
(
4x
a
)
.
Proof. Using the change of variable u =
√
x− y then a partial fraction decomposition, we obtain:ˆ x
a
dy
y
√
x− y = 2
ˆ √x−a
0
du
u2 − x =
[
1√
x
ln
(√
x+ u√
x− u
)]√x−a
0
.
Lemma A.5. For 0 < r ≤ s ≤ T ,
1
2
ˆ r
0
ln(s− u)− ln(r − u)√
u
du =
s− r√
s+
√
r
ln
(
(
√
s+
√
r)
2
s− r
)
+ 2
√
r ln
(
1 +
√
s−√r
2
√
r
)
.
Proof. We start by applying the change the variable θ =
√
u and obtain
1
2
ˆ r
0
ln(s− u)− ln(r − u)√
u
du =
ˆ √r
0
(
ln
(
s− θ2)− ln (r − θ2)) dθ
=
ˆ √r
0
(
ln
(√
s− θ)+ ln (√s+ θ)− ln (√r − θ)− ln (√r + θ)) dθ.
A simple integration of ln(x) permits us to conclude.
The next lemma is a discrete version of Gronwall’s lemma and was proved by Holte [15].
Lemma A.6. If (yn)n∈N, (fn)n∈N and (gn)n∈N are non-negative sequences and
yn ≤ fn +
n−1∑
i=0
giyi for n ∈ N
then
yn ≤ fn +
n−1∑
i=0
figi exp
 n−1∑
j=i+1
gj
 for n ∈ N.
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