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Abstract A search is presented for massive long-lived par-
ticles decaying into a muon and two quarks. The dataset
consists of proton-proton interactions at centre-of-mass ener-
gies of 7 and 8 TeV, corresponding to integrated luminosi-
ties of 1 and 2 fb−1, respectively. The analysis is performed
assuming a set of production mechanisms with simple topolo-
gies, including the production of a Higgs-like particle decay-
ing into two long-lived particles. The mass range from 20
to 80 GeV/c2 and lifetimes from 5 to 100 ps are explored.
Results are also interpreted in terms of neutralino produc-
tion in different R-Parity violating supersymmetric models,
with masses in the 23–198 GeV/c2 range. No excess above
the background expectation is observed and upper limits are
set on the production cross-section for various points in the
parameter space of theoretical models.
1 Introduction
Supersymmetry (SUSY) is one of the most popular exten-
sions of the Standard Model, which solves the hierarchy prob-
lem, can unify the gauge couplings and could provide dark
matter candidates. The minimal supersymmetric standard
model (MSSM) is the simplest phenomenologically viable
realization of SUSY [1,2]. The present study focuses on a
subset of models featuring massive long-lived particles (LLP)
with a measurable flight distance [3,4]. LLP searches have
been performed by Tevatron and LHC experiments [5–11],
often using the Hidden Valley framework [4] as a benchmark
model (see also the study of Ref. [12]). The LHCb detector
probes the forward rapidity region which is only partially
covered by the other LHC experiments, and triggers on par-
ticles with low transverse momenta, which allows the exper-
iment to explore relatively small LLP masses.
In this paper a search for massive long-lived particles is
presented, using proton-proton collision data collected by
the LHCb detector at
√
s = 7 and 8 TeV, corresponding to
integrated luminosities of 1 and 2 fb−1, respectively. The
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event topology considered in this study is a displaced vertex
with several tracks including a high pT muon. This topol-
ogy is found in the context of the minimal super-gravity
(mSUGRA) realisation of the MSSM, with R-parity violation
[13], in which the neutralino can decay into a muon and two
jets. Neutralinos can be produced by a variety of processes.
In this paper four simple production mechanisms with repre-
sentative topologies and kinematics are considered, with the
assumed LLP mass in the range 20–80 GeV/c2. The LLP life-
time range considered is 5–100 ps, i.e. larger than the typical
b-hadron lifetime. It corresponds to an average flight distance
of up to 30 cm, well inside the LHCb vertex detector. One of
the production mechanisms considered in detail is the decay
into two LLPs of a Higgs-like particle with an assumed mass
between 50 and 130 GeV/c2, i.e. in a range which includes
the mass of the scalar boson discovered by the ATLAS and
CMS experiments [14,15]. In addition, inclusive analyses
are performed assuming the full set of neutralino production
mechanisms available in Pythia 6 [16]. In this case the LLP
mass explored is in the range 23–198 GeV/c2, inspired by
Ref. [12], and different combinations of gluino and squark
masses are studied.
2 Detector description
The LHCb detector [17,18] is a single-arm forward spec-
trometer covering the pseudorapidity range 2 < η < 5,
designed for the study of particles containing b or c quarks.
The detector includes a high-precision tracking system con-
sisting of a silicon-strip vertex detector surrounding the pp
interaction region (VELO), a large-area silicon-strip detector
located upstream of a dipole magnet with a bending power
of about 4 Tm, and three stations of silicon-strip detectors
and straw drift tubes, placed downstream of the magnet.
The tracking system provides a measurement of momen-
tum, p, of charged particles with a relative uncertainty that
varies from 0.5% at low momentum to 1.0% at 200 GeV/c.
The minimum distance of a track to a primary vertex (PV),
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the impact parameter dIP, is measured with a resolution of
(15+29/pT)µm, where pT is the component of the momen-
tum transverse to the beam axis, in GeV/c. Different types
of charged hadrons are distinguished using information from
two ring-imaging Cherenkov detectors. Photons, electrons
and hadrons are identified by a calorimeter system consisting
of scintillating-pad and preshower detectors, an electromag-
netic calorimeter and a hadronic calorimeter. Muons are iden-
tified by a system composed of alternating layers of iron and
multiwire proportional chambers. The online event selection
is performed by a trigger [19], which consists of a hardware
stage based on information from the calorimeter and muon
systems, followed by a software stage which runs a simplified
version of the offline event reconstruction.
3 Event generation and detector simulation
Several sets of simulated events are used to design and opti-
mize the signal selection and to estimate the detection effi-
ciency. Proton-proton collisions are generated in Pythia 6
with a specific LHCb configuration [20], and with parton
density functions taken from CTEQ6L [21]. The LLP signal
in this framework is represented by the lightest neutralino χ˜01 ,
with mass mLLP and lifetime τLLP. It is allowed to decay into
two quarks and a muon. Decays to all quark pairs are assumed
to have identical branching fractions except for those involv-
ing a top quark, which are neglected.
Two separate detector simulations are used to produce
signal models: a full simulation, where the interaction of
the generated particles with the detector is based on Geant4
[22–24], and a fast simulation. In Geant4, the detector and its
response are implemented as described in Ref. [25]. In the fast
simulation, which is used to cover a broader parameter space
of the theoretical models, the charged particles falling into the
geometrical acceptance of the detector are processed by the
vertex reconstruction algorithm. The simulation accounts for
the effects of the material veto described in the next section.
The program also provides parameterised particle momenta
resolutions, but it is found that these resolutions have no sig-
nificant impact on the LLP mass reconstruction, nor on the
signal detection efficiency. The fast simulation is validated
by comparison with the full simulation. The distributions for
mass, momentum and transverse momentum of the recon-
structed LLP and for the reconstructed decay vertex position
are in excellent agreement, as well as the muon momentum
and its impact parameter to the PV. The detection efficien-
cies predicted by the full and the fast simulation differ by
less than 5%.
Two LLP production scenarios are considered. In the first,
the signal samples are generated assuming the full set of
neutralino production processes available in Pythia. In par-
ticular, nine models are fully simulated with the parameters
given in the Appendix, Table 4. Other points in the parame-
ter space of the theoretical models are studied with the fast
simulation, covering the mLLP range 23–198 GeV/c2. These
models are referred to as “LV” (for lepton number violation)
followed by the LLP mass in GeV/c2 and lifetime (e.g. LV98
10 ps). For the second scenario, the four production mecha-
nisms depicted in Fig. 1, labelled PA, PB, PC , and PD, are
selected and studied independently with the fast simulation.
The LLP, represented by the neutralino, subsequently decays
into two quarks and a muon. The processes PA, PC , and PD
have two LLPs in the final state. In processes PC and PD
two LLPs are produced by the decay of a Higgs-like parti-
cle of mass mh0 , and by the decay of squarks of mass m q˜,
respectively. In process PB a single LLP is produced recoil-
ing against an object labelled as a “gluino”, of mass m“g˜”. In
order to control the kinematic conditions, the particles gen-
erated in these processes are constrained to be on-shell and
the “gluino” of option PB is stable. Since LHCb is most sen-
sitive to relatively low LLP masses, only mLLP values below
80 GeV/c2 are considered.
The background from direct production of heavy quarks,
as well as from W and Z boson decays, is studied using the
full simulation. A sample of 9×106 inclusive cc events with
at least two c hadrons in 1.5 < η < 5.0, and another sam-
ple of about 5 × 105 tt events with at least one muon in
1.5 < η < 5.0 and pT > 10 GeV/c were produced. Several
million simulated events are available with production of W
and Z bosons. The most relevant background in this analy-
sis is from bb events. The available simulated inclusive bb
events are not numerous enough to cover the high-pT muon
kinematic region required in this analysis. To enhance the bb
background statistics, a dedicated sample of 2.14×105 sim-
ulated events has been produced with a minimum parton pˆT
of 20 GeV/c and requiring a muon with pT > 12 GeV/c in
1.5 < η < 5.0. As a consequence of limitations in the avail-
able computing power, only bb events with
√
s = 7 TeV have
been fully simulated. Despite the considerable increase of
generation efficiency, all the simulated bb events are rejected
by the multivariate analysis presented in the next section.
Therefore a data-driven approach is employed for the final
background estimation.
4 Event selection
Signal events are selected by requiring a displaced high-
multiplicity vertex with one associated isolated high-pT
muon, since, due to the larger particle mass, muons from
LLP decays are expected to have larger transverse momenta
and to be more isolated than muons from hadron decays.
The events from pp collisions are selected online by a trig-
ger requiring muons with pT > 10 GeV/c. Primary vertices
and displaced vertices are reconstructed offline from charged
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Fig. 1 Four topologies considered as representative LLP production mechanisms: PA non-resonant direct double LLP production, PB single LLP
production, PC double LLP production from the decay of a Higgs-like boson, PD double LLP indirect production via squarks
particle tracks [26] with a minimum reconstructed pT of
100 MeV/c. Genuine PVs are identified by a small radial
distance from the beam axis, Rxy < 0.3 mm. The offline anal-
ysis requires that the triggering muon has an impact param-
eter to all PVs of dIP > 0.25 mm and pT > 12 GeV/c.
To suppress the background due to kaons or pions punching
through the calorimeters and being misidentified as muons,
the corresponding energy deposit in the calorimeters must
be less than 4% of the muon energy. To preserve enough
background events in the signal-free region for the signal
determination algorithm described in Sect. 5, no isolation
requirement is applied at this stage. Secondary vertices are
selected by requiring Rxy > 0.55 mm, at least four tracks
in the forward direction (i.e. in the direction of the spec-
trometer) including the muon and no tracks in the back-
ward direction. The total invariant mass of the tracks coming
from a selected vertex must be larger than 4.5 GeV/c2. Par-
ticles interacting with the detector material are an impor-
tant source of background. A geometric veto is used to
reject events with vertices in regions occupied by detector
material [27].
The number of data events selected is 18 925 (53 331) in
the 7 TeV (8 TeV) datasets. Less than 1% of the events have
more than one candidate vertex, in which case the candidate
with the highest-pT muon is chosen. According to the sim-
ulation, the background is largely dominated by bb events,
while the contribution from the decays of W and Z bosons
is of the order of 10 events. All simulated cc and tt events
are rejected. The bb cross-section value measured by LHCb,
288 ± 4 ± 48 μb [28–31], predicts (15 ± 3) × 103 events
for the 7 TeV dataset, after selection. The value for the 8 TeV
dataset is (52 ± 10) × 103. The extrapolation of the cross-
section from 7 to 8 TeV is obtained from POWHEG [32–34],
while Pythia is used to obtain the detection efficiency. The
candidate yields for the two datasets are consistent with a
dominant bb composition of the background. This is con-
firmed by the study of the shapes of the distributions of the
relevant observables. Figure 2 compares the distributions for
the 7 TeV dataset and for the 135 simulated bb events sur-
viving the selection. For illustration, the shapes of simulated
LV38 10 ps signal events are superimposed on all the distri-
butions, as well as the expected shape for LV38 50 ps on the
Rxy distribution. The muon isolation variable is defined as the
sum of the energy of tracks surrounding the muon direction,
including the muon itself, in a cone of radius Rηφ = 0.3 in
the pseudorapidity-azimuthal angle (η, φ) space, divided by
the energy of the muon track. The corresponding distribution
is shown in Fig. 2b. A muon isolation value of unity denotes
a fully isolated muon. As expected, the muon from the signal
is found to be more isolated than the hadronic background.
Figure 2e presents the radial distribution of the displaced ver-
tices; the drop in the number of candidates with a vertex above
Rxy ∼ 5 mm is due to the material veto. From simulation,
the veto introduces a loss of efficiency of 13% (42%) for the
detection of LLPs with a 30 GeV/c2 mass and a 10 ps (100 ps)
lifetime. The radial (σR) and longitudinal (σz, parallel to the
beam) uncertainties provided by the LLP vertex fit are shown
in Fig. 2f, g. Larger uncertainties are expected from the vertex
fits of candidates from bb events compared to signal LLPs.
The former are more boosted and produce more narrowly
collimated tracks, while the relatively heavier signal LLPs
decay into more divergent tracks. This effect decreases when
mLLP approaches the mass of b-quark hadrons.
A multivariate analysis based on a multi-layer perceptron
(MLP) [35,36] is used to further purify the data sample. The
MLP input variables are the muon pT and impact parameter,
the number of charged particle tracks used to reconstruct the
LLP, the vertex radial distance Rxy from the beam line, and
the uncertainties σR and σz provided by the LLP vertex fit.
The muon isolation value and the reconstructed mass of the
long-lived particles are not used in the MLP classifier; the
discrimination power of these two variables is subsequently
exploited for the signal determination. The signal training
and test samples are obtained from simulated signal events
selected under the same conditions as data. A data-driven
approach is used to provide the background training sam-
ples, based on the hypothesis that the amount of signal in the
data is small. For this, a number of candidates equal to the
number of candidates of the signal training set, which is of
the order of 1000, is randomly chosen in the data. The same
procedure provides the background test samples. The MLP
training is performed independently for each fully simulated
model and dataset. The optimal MLP requirement is subse-
quently determined by maximizing a figure of merit defined
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Fig. 2 Distributions for the 7 TeV dataset (black histogram) compared
to simulated bb events (blue squares with error bars), showing a trans-
verse momentum and b isolation of the muon, c number of tracks of the
displaced vertex, d reconstructed mass, e radial position of the vertex, f,
g vertex fit uncertainties in the radial and z direction. The fully simulated
signal distributions for LV38 10 ps are shown (red dashed histograms),
as well as LV38 50 ps (green dotted histogram) in (e). The distributions
from simulation are normalised to the number of data entries
by /
√
Nd + 1, where  is the signal efficiency from simula-
tion for a given selection, and Nd the corresponding number
of candidates found in the data.
The generalisation power of the MLP is assessed by ver-
ifying that the distributions of the classifier output for the
training sample and the test sample agree. The uniformity
over the dataset is controlled by the comparison of the MLP
responses for several subsets of the data.
The MLP classifier can be biased by the presence of sig-
nal in the data events used as background training set. To
quantify the potential bias, the MLP training is performed
adding a fraction of simulated signal events (up to 5%) to
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the background set. This test, performed independently for
all signal models, demonstrates a negligible variation of the
performances quantified by the above figure of merit.
5 Determination of the signal yield
The signal yield is determined with an extended unbinned
maximum likelihood fit to the distribution of the recon-
structed LLP mass, with the shape of the signal component
taken from the simulated models, plus the background com-
ponent. After the MLP filter, no simulated background sur-
vives; therefore a data-driven method is adopted to determine
the background template. The data candidates are separated
into a signal region with muon isolation below 1.4 and a
background region with isolation value from 1.4 to 2. The
signal region contains more than 90% of the signal for all the
models considered (see e.g. Fig. 2b). The reconstructed mass
obtained from the background candidates is used to constrain
an empirical probability density function (PDF) consisting
of the sum of two negative slope exponential functions, for
which the slope values and amplitudes are free parameters in
the fit. The signal PDF is taken from the histogram of the mass
distribution obtained from simulation. The fit is performed
simultaneously on events from the background region and
from the signal region. In the latter the numbers of signal and
background events are left free in the fit, while the slope val-
ues and the relative strength of the two exponential functions
are in common with the background region fit. Examples of
fit results are given in Fig. 3, obtained from the 8 TeV dataset
for two signal hypotheses, LV38 5 ps and LV98 10 ps. The
fitted signal yields, given in Table 1, for both datasets are
compatible with the background-only hypothesis.
The validity of using events with isolation above 1.4 to
model the background has been checked by comparing the
relevant distributions from events in the background and in
the signal regions, including the muon pT and impact param-
eter distributions, as well as the number of tracks, invariant
mass, vertex Rxy and vertex uncertainties of the LLP candi-
date. This test is performed with the nominal MLP selection,
and also with loosened requirements that result in a threefold
increase in the number of background candidates. In both
cases all distributions agree within statistical uncertainties,
with the χ2/ndf of the comparison in the range 0.6–1.5.
The sensitivity of the procedure is studied by adding a
small number of signal events to the data according to a given
signal model. The fitted yields are consistent with the num-
bers of added events on average, and the pull distributions
are close to Gaussian functions with mean values between
−0.1 and 0.1 and standard deviations on the range from 0.9
to 1.2.
As a final check a two-dimensional sideband subtraction
method (“ABCD method” [37]) has been considered. The
LLP reconstructed mass and the muon isolation are used to
separate the candidates in four regions. The results of this
check are also consistent with zero signal for the two datasets.
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Fig. 3 Reconstructed mass of the LLP candidate from the 8 TeV
dataset. The top plots correspond to events with candidates selected
from the background region of the muon isolation variable. They are
fitted with the sum of two exponential functions. In the bottom row the
candidates from the signal region are fitted including a specific signal
shape, added to the background component. Subfigures a and c corre-
spond to the analysis which assumes the LV38 5 ps signal model, b and
d are for LV98 10 ps
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Table 1 Total signal detection
efficiency , including the
geometrical acceptance, and
numbers of fitted signal and
background events, Ns and Nb,
for the different signal
hypotheses. The last column
gives the value of χ2/ndf from
the fit. The signal models are
from the full simulation.
Uncertainties are explained in
Sect. 6
Dataset Model  % Nb Ns χ2/ndf
7 TeV LV 38 5 ps 0.52 ± 0.03 140.2 ± 15.5 3.8 ± 10.0 0.64
LV 38 10 ps 0.57 ± 0.03 115.2 ± 13.3 4.8 ± 8.2 1.71
LV 38 50 ps 0.43 ± 0.02 112.9 ± 13.3 9.0 ± 8.6 1.50
LV 98 5 ps 0.58 ± 0.03 97.3 ± 10.3 −3.3 ± 2.4 0.88
LV 98 10 ps 0.72 ± 0.04 62.6 ± 8.7 −5.6 ± 2.8 1.06
LV 98 50 ps 0.56 ± 0.03 99.9 ± 11.2 −3.9 ± 4.5 0.33
LV198 5 ps 0.60 ± 0.04 143.8 ± 12.5 −6.9 ± 2.2 1.42
LV198 10 ps 0.76 ± 0.04 158.1 ± 13.1 −6.1 ± 2.7 1.63
LV198 50 ps 0.66 ± 0.04 118.8 ± 11.3 −0.9 ± 2.8 0.89
8 TeV LV 38 5 ps 0.54 ± 0.04 120.3 ± 15.6 2.9 ± 9.5 0.74
LV 38 10 ps 0.66 ± 0.04 203.7 ± 19.9 −1.6 ± 13.3 0.81
LV 38 50 ps 0.43 ± 0.02 123.3 ± 15.6 3.7 ± 11.0 0.99
LV 98 5 ps 0.77 ± 0.05 121.0 ± 11.2 1.0 ± 2.2 1.26
LV 98 10 ps 0.96 ± 0.05 123.7 ± 12.0 2.4 ± 3.4 0.74
LV 98 50 ps 0.69 ± 0.04 103.8 ± 10.5 2.2 ± 2.8 0.94
LV198 5 ps 0.79 ± 0.06 196.3 ± 14.2 −2.3 ± 2.0 1.94
LV198 10 ps 1.06 ± 0.07 258.7 ± 16.2 2.3 ± 2.3 1.53
LV198 50 ps 0.69 ± 0.04 113.7 ± 10.8 1.3 ± 2.1 1.73
Both the LLP mass fit and the ABCD methods are tested
with W and Z/γ leptonic decays. Isolated high-pT muons are
produced in such processes with kinematic properties simi-
lar to the signal. By removing the minimum Rxy requirement
the candidates can be formed by collecting tracks from the
primary vertex. As before, the background is taken from a
region of muon isolation above 1.4, which contains a negligi-
ble amount of signal. For both datasets the number of events
obtained from this study is compatible with the cross-sections
measured by LHCb [38–40].
6 Detection efficiency and systematic uncertainties
The total signal detection efficiency, estimated from fully
simulated events, is shown in Table 1. It includes the geomet-
rical acceptance, which for the detection of one χ˜01 in LHCb
is about 11% (12%) at √s = 7 TeV (8 TeV). The efficien-
cies for the models where the fast simulation is used, includ-
ing processes PA, PB, PC , and PD, vary from about 0.1%
to about 2%. The efficiency increases with mLLP because
more particles are produced in the decay of heavier LLPs.
This effect is only partially counteracted by the loss of parti-
cles outside the spectrometer acceptance, which is especially
likely when the LLP are produced from the decay of heav-
ier states, such as the Higgs-like particles of process PC .
Another competing phenomenon is that the lower boost of
heavier LLPs results in a shorter average flight length, i.e.
the requirement of a minimum Rxy disfavours heavy LLPs.
The cut on Rxy is more efficient at selecting LLPs with large
lifetimes, but for lifetimes larger than ∼50 ps a consider-
able portion of the decays falls into the material region and
is vetoed. Finally, a drop of sensitivity is expected for LLPs
with a lifetime close to the b hadron lifetimes, where the con-
tamination from bb events becomes important, especially for
low mass LLPs.
A breakdown of the relative systematic uncertainties for
the analysis of the 8 TeV dataset is shown in Table 2. The
table does not account for the uncertainties associated with
the fit procedure, which, as described below, require a specific
treatment. The uncertainties on the integrated luminosity are
1.7% for 7 TeV dataset and 1.2% for 8 TeV data [41]. Several
sources of systematic uncertainty coming from discrepancies
between data and simulation have been considered.
The muon detection efficiency, including trigger, tracking,
and muon identification efficiencies, is studied by a tag-and-
probe technique applied to muons from J/ψ → µ+µ− [42]
and from Z → µ+µ− decays [38–40,43]. The corresponding
systematic effects due to differences between data and simu-
lation are estimated to be between 2.1 and 4.5%, depending
on the theoretical model considered.
A comparison of the simulated and observed pT distri-
butions of muons from Z → µ+µ− decays shows a maxi-
mum difference of 3% in the momentum scale; this difference
is propagated to the LLP analysis by moving the muon pT
threshold by the same amount. A corresponding systematic
uncertainty of 1.5% is estimated for all models under con-
sideration.
The dIP distribution shows a discrepancy between data
and simulation of about 5 µm in the mean value for muons
from Z decays, with a maximum deviation of about 20 µm
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Table 2 Summary of the contributions to the relative systematic uncer-
tainties, corresponding to the 8 TeV dataset, (the sub-total for the 7 TeV
dataset is also given). The indicated ranges cover the fully simulated
LV models. The detection efficiency is affected by the parton luminos-
ity model and depends upon the production process, with a maximum
uncertainty of 7% for the gluon-gluon fusion process PC . For the fast
simulation based analysis there is an additional contribution of 5%. The
systematic effects associated with the signal and background models
used in the LLP mass fit are not shown in the table
Source Contribution (%)
Integrated luminosity 1.2
Muon detection 2.1–4.5
Muon pT scale 1.5
Muon dIP uncertainty 0.4–1.2
Vertex reconstruction 2.0
Beam line uncertainty 0.2–1.0
MLP training models 1.5–3.6
Muon isolation 2.2
LLP mass scale 0.8–1.5
Models statistics 1.7–2.5
Sub-total 8 TeV dataset 4.9–6.5
(Sub-total 7 TeV dataset 4.9–6.1)
Parton luminosity 3–7
Analysis with fast simulation 5
close to the muon pT threshold. By changing the minimum
dIP requirement by this amount, the change in the detection
efficiency is in the range 0.4–1.2%, depending on the model.
The vertex reconstruction efficiency is affected by the
tracking efficiency and has a complicated spatial structure
due to the geometry of the VELO and the material veto. In
the material-free region, Rxy < 4.5 mm, the efficiency to
detect secondary vertices as a function of the flight distance
has been studied in detail, in particular in the context of the
b hadrons lifetime measurement [44]. The deviation of the
efficiency in simulation with respect to the data is below 1%.
For Rxy from 4.5 mm to about 12 mm a study performed
with inclusive bb events finds differences between data and
simulation of less than 5%. The corresponding systematic
uncertainties are determined by altering the efficiency in the
simulation program as a function of the true vertex posi-
tion. A maximum of 1% uncertainty is obtained for all the
signal models. An alternative procedure to asses this uncer-
tainty considers vertices from B0 → J/ψ K ∗0 decays with
J/ψ → µ+µ− and K ∗0 → K +π−. The detection efficiency
in data and simulation is found to agree within 10%. This
result, obtained from a four-particle final state, when propa-
gated to LLP decays with on average more than 10 charged
final-state particles for all modes, results in a discrepancy of
at most 2% between the LLP efficiencies in data and simula-
tion, which is the adopted value for the respective systematic
uncertainty.
The uncertainty on the position of the beam line is less
than 20 µm [45]. It can affect the secondary vertex selection,
mainly via the requirement on Rxy. By altering the PV posi-
tion in simulated signal events, the maximum effect on the
LLP selection efficiency is in the range 0.2–1%.
The imprecision of the models used for training the MLP
propagates into a systematic difference of the detection effi-
ciency between data and simulation. The bias on each input
variable is determined by comparing simulated and experi-
mental distributions for muons and LLP candidates from Z
and W events, and from bb events. The effect of the biases
is subsequently estimated by testing the trained classifier on
altered simulated signal events: each input variable is modi-
fied by a scale factor randomly drawn from a Gaussian dis-
tribution of width equal to the corresponding bias. The RMS
variation of the signal efficiency distributions after the MLP
range from 1.5 to 3.6% depending on the signal model. These
values are taken as contributions to the systematic uncertain-
ties.
The signal region is selected by the requirement of a muon
isolation value lower than 1.4. By a comparison of data and
simulated muons from Z decays, the uncertainty on this vari-
able is estimated to be ±0.05. This uncertainty is propagated
to a maximum 2.2% effect on the detection efficiency.
Comparing the mass distributions of bb events selected
with relaxed cuts, a maximum mass scale discrepancy
between data and simulated events of 10% is estimated. The
corresponding shift of the simulated signal mass distribution
results in a variation of the detection efficiency between 0.8
and 1.5%.
The statistical precision of the efficiency value determined
from the simulated events is in the range 1.7–2.5% for the
different models.
The theoretical uncertainties are dominated by the uncer-
tainty of the partonic luminosity. Their contribution to the
detection efficiency uncertainty is estimated following the
procedure explained in Ref. [43] and vary from 3% up to a
maximum of 7%, which is found for the gluon-gluon fusion
process PC .
For the analysis based on the fast simulation, a 5% uncer-
tainty is added to account for the difference between the fast
and the full simulation, as explained in Sect. 3.
The choice of the background and signal templates can
affect the results of the LLP mass fit. The uncertainty due to
the signal model accounts for the mass scale, the mass reso-
lution and the finite number of events available to construct
the model. Pseudoexperiments in which 10 signal events
are added to the data are analysed with a modified signal
template, and the resulting number of fitted candidates is
compared to the result from the nominal fit model. Assum-
ing as before a 10% uncertainty on the signal mass scale, a
maximum absolute variation of 0.6 fitted signal candidates
is obtained. No significant effects are obtained by modify-
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ing the signal mass resolution with an additional smearing.
Changing the statistical precision by reducing the initial num-
ber N of signal events used to build the histogram PDF by
2
√
N has no significant effect either.
The uncertainty induced by the choice of the background
model is obtained by reweighting the candidates from the
background region in such a way that the distribution of
the number of tracks included in the LLP vertex fit exactly
matches the distribution in the signal region. This test is moti-
vated by the fact that the number of tracks has a significant
correlation with the measured mass. The fits of the mass dis-
tribution of pseudoexperiments give absolute variations in
the numbers of fitted signal events in the range 0.1–1.6, the
largest value at low LLP mass. Reweighting the candidates in
such a way as to match the pT distributions gives variations
which are less than 0.5 events for all models. Moving the
isolation threshold by ±0.1 leads to variations of the order
of 0.01 events. In conclusion, the variation on the number of
fitted candidates associated to the choice of the PDF models
is in the range of 1–2 events. The calculation of the cross-
section upper limits takes into account this uncertainty as an
additional nuisance parameter on the fit procedure.
7 Results
The LLP candidates collected at
√
s = 7 and 8 TeVare anal-
ysed independently. The fast simulation is used to extend
the MSSM/mSUGRA theoretical parameter space of the LV
models, and for the analysis of processes PA, PB, PC , and
PD. The results obtained are found to be compatible with the
absence of signal for all signal model hypotheses considered.
The 95% confidence level (CL) upper limit on the production
cross-sections times branching fraction is computed for each
model using the CLs approach [46]. The numerical results
for the fully simulated LV models are given in Table 3.1 A
graphical representation of selected results is given in Figs. 4,
5 and 6.
The MSSM/mSUGRA LV models are explored by chang-
ing the common squark mass and the gluino mass. Figure 4
gives examples of the cross-section times branching fraction
upper limits as a function of mLLP for such models for two
values of τLLP, and two values of the squark mass. The gluino
mass is set to 2000 GeV/c2. Varying the gluino mass from
1500 to 2500 GeV/c2 has almost no effect on the results. The
decrease of sensitivity for decreasing mLLP is explained by
the above-mentioned effects on the detection efficiency.
A representation of selected results from the processes
PA, PB, PC , and PD is given in Fig. 5. The single
LLP production of PB has a lower detection probabil-
1 The numerical results for all the other models are available as sup-
plementary material.
Table 3 Upper limits (95% CL) on the production cross-section times
branching fraction (pb) for the 7 TeV and 8 TeV datasets, based on the
fully simulated LV signal samples
7 TeV dataset 8 TeV dataset
Model Expected Observed Expected Observed
LV 38 5 ps 4.03+1.79−1.20 4.73 2.04
+0.89
−0.60 2.32
LV 38 10 ps 2.95+1.36−0.89 3.76 2.24
+0.95
−0.65 2.13
LV 38 50 ps 4.08+1.89−1.24 6.15 2.86
+1.23
−0.83 3.10
LV 98 5 ps 1.78+0.97−0.60 1.21 0.62
+0.36
−0.22 0.57
LV 98 10 ps 1.52+0.78−0.49 0.94 0.52
+0.27
−0.17 0.53
LV 98 50 ps 2.21+1.10−0.70 1.83 0.70
+0.41
−0.25 0.77
LV198 5 ps 1.50+0.86−0.52 0.95 0.59
+0.34
−0.21 0.40
LV198 10 ps 1.18+0.68−0.41 0.85 0.27
+0.20
−0.11 0.42
LV198 50 ps 0.92+0.67−0.38 1.07 0.52
+0.35
−0.21 0.58
ity compared to the double LLP production case, PA,
which explains the reduced sensitivity. The PB plots cor-
respond to m“g˜” = 100 GeV/c2. Varying m“g˜” from 100
to 1000 GeV/c2 decreases the detection efficiency by a fac-
tor of two, while an increase by a factor of two is obtained
reducing m“g˜” to 20 GeV/c2. The results for process PC are
given as a function of the Higgs-like boson mass, for three
values of mLLP. Again the sensitivity of the analysis drops
with decreasing mLLP. The results shown for PD are for
m q˜ = 60 GeV/c2, which limits the maximum mLLP value.
In process PD some of scattering energy is absorbed by an
additional jet during the LLP production, reducing the detec-
tion efficiency by a factor of two with respect to PA. Finally,
Fig. 6 gives the cross-section upper limits times branching
fraction as a function of mLLP, for the process PC with a
mass of 125 GeV/c2 for the Higgs-like boson and LLP life-
time from 5 to 100 ps. These results can be compared to the
prediction of the Standard Model Higgs production cross-
section of about 21 pb at
√
s = 8 TeV [45].
8 Conclusion
Long-lived massive particles decaying into a muon and two
quarks have been searched for using proton-proton collision
data collected by LHCb at
√
s = 7 and 8 TeV, corresponding
to integrated luminosities of 1 and 2 fb−1, respectively. The
background is dominated by bb events and is reduced by tight
selection requirements, including a dedicated multivariate
classifier. The number of candidates is determined by a fit
to the LLP reconstructed mass with a signal shape inferred
from the theoretical models.
LHCb can study the forward region 2 < η < 5, and its
low trigger pT threshold allows the experiment to explore
relatively small LLP masses. The analysis has been per-
123
Eur. Phys. J. C (2017) 77 :224 Page 9 of 16 224
LLP mass
C
ro
ss
-s
ec
tio
n 
[p
b]
[GeV/c2]
10
-1
1
10
0 50 100 150 200
τLLP = 5ps
mq˜ = 1300GeV/c2
LHCb
√
s =8 TeV
LLP mass
C
ro
ss
-s
ec
tio
n 
[p
b]
[GeV/c2]
10
-1
1
10
0 50 100 150 200
τLLP = 50 ps
mq˜ = 1300GeV/c2
LHCb
√
s =8 TeV
LLP mass
C
ro
ss
-s
ec
tio
n 
[p
b]
[GeV/c2]
10
-1
1
10
0 50 100 150 200
mq˜ = 200GeV/c2
τLLP = 10 ps
LHCb
√
s =8 TeV
LLP mass
C
ro
ss
-s
ec
tio
n 
[p
b ]
[GeV/c2]
10
-1
1
10
0 50 100 150 200
mq˜ = 1575GeV/c2
τLLP = 10 ps
LHCb
√
s =8 TeV
Fig. 4 Expected (open dots with 1σ and 2σ bands) and observed (full
dots) cross-section times branching fraction upper limits at 95% confi-
dence level, as a function of the LLP mass from the 8 TeV dataset. The
theoretical models assume the full set of SUSY production processes
available in Pythia 6 with default parameter settings, unless otherwise
specified. The gluino mass is 2000 GeV/c2
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Fig. 5 Expected (open dots and 1σ and 2σ bands) and observed (full
dots) cross-section times branching fraction upper limits (95% CL) for
the processes indicated in the bottom left corner of each plot, τLLP is
always 10 ps. The results correspond to the 8 TeV dataset. a Upper lim-
its as a function of the LLP mass for process PA; b as a function of the
LLP mass for process PB, with m“g˜” = 100 GeV/c2; c as a function of
mh0 for process PC for mLLP of 20, 40, and 60 GeV/c2, from top to
bottom (the single point at 130 GeV/c2 with mLLP = 60 GeV/c2 has
been shifted to the right for visualisation); d upper limits as a function
of the LLP mass for process PD with m q˜ = 60 GeV/c2
123
224 Page 10 of 16 Eur. Phys. J. C (2017) 77 :224
LLP mass
C
ro
ss
-s
ec
tio
n 
[p
b]
[GeV/c2]
10
-1
1
10
20 40 60
τLLP = 5ps
LHCb√
s =8 TeV
LLP mass
C
ro
ss
-s
ec
tio
n 
[p
b]
[GeV/c2]
10
-1
1
10
20 40 60
τLLP = 10 ps
LHCb√
s =8 TeV
LLP mass
C
ro
ss
-s
ec
tio
n 
[p
b]
[GeV/c2]
10
-1
1
10
20 40 60
τLLP = 20 ps
LHCb√
s =8 TeV
LLP mass
C
ro
ss
-s
ec
tio
n 
[p
b]
[GeV/c2]
10
-1
1
10
20 40 60
τLLP = 30 ps
LHCb√
s =8 TeV
LLP mass
C
ro
ss
-s
ec
tio
n 
[p
b]
[GeV/c2]
10
-1
1
10
20 40 60
τLLP = 50 ps
LHCb√
s =8 TeV
LLP mass
C
ro
ss
-s
ec
tio
n 
[ p
b]
[GeV/c2]
10
-1
1
10
20 40 60
τLLP = 100 ps
LHCb√
s =8 TeV
Fig. 6 Expected (open dots with 1σ and 2σ bands) and observed (full
dots) cross-section times branching fraction upper limits (95% CL) for
the processes PC as a function of the LLP mass; the LLP lifetime τLLP
is indicated in each plot, mh0 = 125 GeV/c2. The results correspond
to the 8 TeV dataset klasd dkkl adskk
formed assuming four LLP production mechanisms with the
topologies shown in Fig. 1, covering LLP lifetimes from
5 ps up to 100 ps and masses in the range 20–80 GeV/c2.
One of the processes proceeds via the decay of a Higgs-
like particle into two LLPs: the mass of the Higgs-like parti-
cle is varied between 50 and 130 GeV/c2, comprising the
mass of the scalar boson discovered by the ATLAS and
CMS experiments. In addition, the full set of neutralino pro-
duction mechanisms available in Pythia in the context of
MSSM/mSUGRA has been considered, with an LLP mass
range 23–198 GeV/c2. The results for all theoretical models
considered are compatible with the background-only hypoth-
esis. Upper limits at 95% CL are set on the cross-section times
branching fractions.
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Table 4 Parameters for the generation of the nine fully simulated sig-
nal models. The LLP is the lightest neutralino, χ˜01 with mχ˜01 = mLLP;
M1 and M2 are the Pythia parameters RMSS(1) and RMSS(2), m g˜
is RMSS(3), μ is RMSS(4), tan β RMSS(5) and m q˜ is RMSS(8-12).
Samples with lifetime of 5, 10 and 50 ps have been produced for each
mass
Model M1 [ GeV/c2] M2 [ GeV/c2] m g˜ [ GeV/c2 ] tan β μ m q˜ [ GeV/c2 ] mχ˜01 [ GeV/c
2 ]
LV38 5/10/50ps 40 2000 2000 2.0 1200 1300 38
LV98 5/10/50ps 100 2000 2000 2.0 1200 1300 98
LV198 5/10/50ps 200 2000 2000 2.0 1200 1300 198
to the original author(s) and the source, provide a link to the Creative
Commons license, and indicate if changes were made.
Funded by SCOAP3.
Appendix
Parameters of the fully simulated signal models
The parameters used to generate nine fully simulated sig-
nal samples in the context of MSSM/mSUGRA are given
in Table 4. Other MSSM parameters remain at their default
Pythia values. The lightest neutralino, χ˜01 , decays via the
lepton number violating mode LQD (for the definition see
[3,13]). As an approximation, equal branching fractions are
assumed for all QD pairs, except for the pairs with a top
quark, which are excluded.
Two sets of events have been produced with
√
s =7 and
8 TeV. Only events with one muon and one χ˜01 in the LHCb
acceptance are processed in Geant4, corresponding to about
11% of the
√
s =7 TeV generated events, 12% at 8 TeV.
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