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Abstract
The main purpose of this paper is to provide solutions of two problems on sensitivity of
eigenvalues and eigendecompositions of matrices. The first problem is due to Wilkinson and
it concerns finding the distance from an n × n matrix with n distinct eigenvalues to the set
of matrices having multiple eigenvalues. We also describe how to construct a nearest matrix
having a multiple eigenvalue. The second problem concerns providing a characterization of
the stability of eigendecompositions of matrices and is due to Demmel.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
An n × n matrix is said to be simple if it has n distinct eigenvalues. Let A ∈ Cn×n
be a simple matrix with eigenvalues λ1, . . . , λn. Since A is simple, there is a larg-
est open ball centred at A consisting of simple matrices which we call the safety
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neighbourhood of A. We denote the radius of this neighbourhood by d(A). Then
d(A) is the distance of A from the set of nonsimple matrices (i.e. the set of matrices
having multiple eigenvalues).
Wilkinson’s Problem. Given a simple matrix A, determine d(A) and a nonsimple
matrix A′ such that ‖A − A′‖ = d(A).
Though not stated explicitly, the origin of Wilkinson’s problem can be traced
back to [25–pp. 90–93]. For the spectral and the Frobenius norms, this problem has
been studied extensively by Wilkinson [26–28] as well as by other researchers (see,
for example, [19,9,10,17,16] and the references therein). Wilkinson’s problem has
aroused a considerable amount of interest because of its perceived connection with
ill-conditioning of eigenvalue problems. It is well known that the ill-conditioning of a
linear system is essentially determined by the distance of the coefficient matrix from
the set of singular matrices. For eigenvalue problems, the set of nonsimple matri-
ces plays the role of singularity [27]. So, Wilkinson asked [27]: How is d(A), the
distance of A from singularity (i.e. the set of nonsimple matrices), related to ill-con-
ditioning of the eigenvalues of A? The ill-conditioning of an eigenvalue λi with unit
left and right eigenvectors yi and xi , respectively, is measured [25] by cond(λi) :=
sec(θi), where 0  θi  π/2 and cos(θi) = |y∗i xi |. As shown by Wilkinson [26–28],








Thus ill-conditioning of the eigenvalues of A has obvious connections with d(A),
though a small d(A) does not necessarily mean that A has ill-conditioned eigen-
values.
Various upper and lower bounds of d(A) have been obtained (see, for example,
[26–28,9,10,19] and the references therein) over the years. Notable among recent
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where σ2n−1 denotes the (2n − 1)th singular value (in descending order) of the 2n ×
2n matrix. However, a constructive solution of Wilkinson’s problem is still open.
For  > 0, following Demmel [9], we identify A with the closed ball
A() := {A′ : ‖A − A′‖  }
and say that A is known to within a tolerance . Notice that  = d(A) if and only if
the interior of A() consists of simple matrices and the boundary A() contains a
nonsimple matrix. Thus if  := d(A) then at least two eigenvalues of A must move
and coalesce when A varies in A(). Therefore, the analysis boils down to under-
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standing the evolution of eigenvalues of A when A varies in A(). This leads us to





where (A) is the spectrum of A. For more on -pseudospectra of matrices and their
applications we refer to [23,24,12,11] and the references therein.
A brief synopsis of our approach is as follows. For  > 0, (A) consists of
nontrivial components and each component contains at least one eigenvalue of A
in its interior. So, for sufficiently small , (A) consists of n components. Conse-
quently, for such an , we have d(A) > . As  grows gradually the components of
(A) coalesce with each other. For the spectral norm, one of our key results is the
following.
If two components of (A) coalesce at z0, then z0 is a multiple eigenvalue of a
matrix A′ such that ‖A − A′‖ = .
Consequently, the smallest  for which at least two components of (A) coa-
lesce is d(A), that is, d(A) = . For  := d(A), let z0 be a point of coalescence of
two components of (A). Compute a singular value decomposition [U, S, V ] =
svd(A − z0I ). If U(:, n)∗V (:, n) = 0, set
A′ := A − U(:, n)V (:, n)∗ else A′ := A − U(:, n − 1 : n)V (:, n − 1 : n)∗.
We show that A′ is nonsimple and ‖A − A′‖ = d(A). This is how we provide a
solution to Wilkinson’s problem.
We write diag(λi) to denote the matrix diag(λ1, . . . , λn). Since A is simple, it
admits an eigendecomposition
A = X diag(λi)X−1. (1)
For example, the MATLAB command [U,D] = eig(A) returns a diagonal matrix
D containing eigenvalues and a matrix U whose columns consist of corresponding
eigenvectors. But there is a caveat: The computed eigenpairs are exact eigenpairs of
a nearby matrix, that is,
(A + E)U = UD
for some E such that ‖E‖ is small (i.e. a constant multiple of machine precision).
Thus when U is invertible, eig provides an eigendecomposition of a nearby matrix.
Is it possible for U to be singular? When U is invertible, how are (X, diag(λi), X−1)
and (U,D,U−1) related?
To answer these questions as well as other numerical issues, it is essential to
understand how an eigendecomposition of A evolves when A varies in a small neigh-
bourhood of A. Clearly questions about evolution of an eigendecomposition of A
when A varies in A() can be paraphrased as questions about computing an eigende-
composition of A when A is known to within the tolerance  (for details see, [9]). We
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are interested in continuous evolution of (1) when A varies in A(). By continuous
evolution of (1) on A() we mean that the spectral projection Pj associated with A
and λj is continuous on A(), that is, Pj varies continuously as A varies in A()
for all j = 1 : n. It follows that (1) evolves continuously on A() if and only if
 < d(A). In particular, [U,D] = eig(A) returns an eigendecomposition of A + E,
for some E, which is a continuous deformation of an eigendecomposition of A of
the form (1) if and only if ‖E‖ < d(A).
Thus for a simple matrix, the solution of Wilkinson’s problem provides a neces-
sary and sufficient condition for continuous evolution of eigendecompositions of the
form (1). When A is nonsimple, it admits one of the following eigendecompositions:
Either A = Y diag(µi)Y−1 or A = Z diag(J1, . . . , Jk)Z−1, (2)
where Ji is a Jordan block [25] of size mi and mi > 1 for some i. The evolu-
tion of these decompositions is an inherently discontinuous process, that is, there
is no neighbourhood of A on which these decompositions evolve continuously. Thus
for nonsimple matrices, eigendecompositions of the form (2) are ill-posed [10].
For example, [U,D] = eig(A) would almost always return n distinct eigenvalues.
In such a case, certain spectral properties of A are irretrievably lost and are not
preserved by a computed eigendecomposition of A.
However, this difficulty can be removed by opting for a less structured decompo-
sition such as a block diagonalization of A. Henceforth, by an eigendecomposition
of an n × n matrix A we mean a decomposition of A of the form
A = X diag(A1, . . . , Am)X−1 where (Ai) ∩ (Aj ) = ∅ for i /= j. (3)
We write A = X diag(Ai)X−1 when the number of blocks is clear from the context.
Notice that we do not impose any structural constraint on Ai although we could
assume that each Ai is upper triangular. Thus an eigendecomposition of A is deter-




σj where σi ∩ σj = ∅ for i /= j.
The notion of continuous evolution of (1) on A() is extended in a straightforward
way to the case of (3). We say that (3) evolves continuously on A() if the spectral
projection Pj associated with A and (Aj ) varies continuously when A varies in
A() for all j = 1 : m.
Evidently, for each eigendecomposition of A of the form (3) there is a largest open
ball centred at A on which the eigendecomposition evolves continuously. We refer
to the radius of this ball as the safety radius associated with the eigendecomposition.
Thus the safety radius associated with (3) provides a necessary and sufficient con-
dition for continuous evolution of (3). Continuous evolution of eigendecompositions
of matrices has been analyzed, for example, by Demmel [9] and Wilkinson [29,30]
and various lower bounds of the safety radius associated with an eigendecomposition
have been provided.
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We show that, for the spectral norm and almost always for the Frobenius norm, the
safety radius associated with an eigendecomposition of A can be read off from the
pseudospectra of A. A brief synopsis of our solution process is as follows. Clearly
(3) evolves continuously on A() if and only if an eigenvalue from (Ai) does not
move and coalesce with an eigenvalue from (Aj ) when A varies in A() for all
i /= j . Thus the pseudospectrum (A) again arises naturally. If  is such that the
components of(A) containing(Ai) do not coalesce with those containing(Aj )
for all i /= j then it is easy to see that (3) evolves continuously on A(). So it is
natural to ask: If  is the smallest value for which at least two components of (A)
containing eigenvalues from, say, (Ai) and (Aj ) coalesce, does that mean that
an eigenvalue from (Ai) and an eigenvalue from (Aj ) move and coalesce when
A varies in A()? For the spectral and the Frobenius norms, this question was raised
by Demmel in [9–p. 169]. We provide an affirmative answer to this question for the
spectral norm and almost always for the Frobenius norm.
This paper is organized as follows. We briefly review a few properties of -
pseudospectra of matrices in Section 2. The basic results required to solve Wilkin-
son’s and Demmel’s problem are presented in Sections 3 and 4. The key result in
Section 4 is Theorem 4.5. Sections 5 and 6 are, respectively, devoted to solution of
Wilkinson’s problem (Theorem 5.1) and Demmel’s problem (Theorem 6.7).
Notation. We denote the set of n × n complex matrices by Cn×n. For A ∈ Cn×n,
we denote the spectrum of A by (A). For z ∈ C \ (A), we set R(A, z) := (A −
zI)−1. An operator norm of A is defined by ‖A‖ := sup‖x‖=1 ‖Ax‖. For the 2-norm
‖x‖2 := (x∗x)1/2 on Cn, the induced operator norm is also denoted by ‖ · ‖2 and is
referred to as the 2-norm or the spectral norm. Throughout this paper, we consider
only operator norms. The only non-operator norm we consider is the Frobenius norm
‖A‖F := √trace(A∗A).
2. A brief review of pseudospectra
We briefly review a few basic properties of -pseudospectra of a matrix A. For
the rest of the paper, we set
A() := {A′ ∈ Cn×n : ‖A − A′‖  }.
Whenever it is necessary, we denote A() for the 2-norm and the Frobenius norm by





It is well known [23,24] that for operator norms this definition of(A) is equivalent
to the more widely used definition (A) := {z ∈ C : ‖R(A, z)‖  −1}. We note,
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however, that for the Frobenius norm, the only non-operator norm we use in this
paper, these two definitions are not equivalent.
For z ∈ C, we define
sep(z, A) := inf{‖E‖ : z ∈ (A + E)}.
Then it is easy to see that sep(z, A) is a special case of a general sep function intro-
duced by Stewart [21] which, in this case, is given by
sep(z, A) = min‖x‖=1 ‖(A − zI)x‖.
Hence for an operator norm, we have sep(z, A) = 1/‖R(A, z)‖. It also follows that
if X is nonsingular and K(X) := ‖X‖ ‖X−1‖, then
sep(z, A)
K(X)
 sep(z,X−1AX)  K(X) sep(z, A). (4)
Notice that sep(z, A) is the same for the spectral and the Frobenius norms, and is
equal to the smallest singular value of A − zI . This proves the following result.
Proposition 2.1. We have (A) = {z ∈ C : sep(z, A)  }. For the spectral and








In other words, the -pseudospectra for the spectral and the Frobenius norms are
the same.
In view of the above result, we effectively work with -pseudospectra for operator
norms.
Definition 2.2. A norm ‖ · ‖ is said to be a max-norm if ‖diag(Ai)‖ = maxi ‖Ai‖.
For all 1  p ∞, the Holder’s p-norm ‖ · ‖p is an example of a max-norm.
When A is block diagonal and the underlying norm is a max-norm or the Frobenius
norm, in order to move the eigenvalues of A in the complex plane, it is enough to
consider only block diagonal perturbations. This is immediate from the following
result.
Proposition 2.3. For a max-norm as well as for the Frobenius norm, we have
(diag(A1, A2)) = (A1) ∪ (A2).
Proof. Set B := diag(A1, A2). Then for a max-norm the result follows from
‖R(B, z)‖ = max(‖R(A1, z)‖, ‖R(A2, z)‖).
For the Frobenius norm the result follows from the fact that (A) is the same for
the 2-norm and the Frobenius norm (Proposition 2.1). 
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Following [12], we denote the graph of the function R2 → R, (x, y) −→ ‖R
(A, x+ iy)‖ by S(A) and refer to it as the spectral portrait of A. Note that sep(z, A)
dist(z,(A)), where dist is the usual distance of a point from a set. Obviously,
equality holds for normal matrices, however, for non-normal matrices we may have
sep(z, A)  dist(z,(A)). In such a case some eigenvalues of A may be highly sen-
sitive to perturbation. The sensitive eigenvalues of A have appropriate representation
in the spectral portrait S(A) and can be identified from the plot of S(A). The surface
S(A) rises to infinity at each eigenvalue of A. The size of the region in the complex
plane containing an eigenvalue over which a peak rises is a measure of its sensitivity
in the sense that if, for example, the peak at λ is cut by a horizontal plane at height
1/ then the size of the resulting component λ of (A) containing λ is directly
proportional to the maximum error that can occur in λ when A varies in A(). An ill-
conditioned eigenvalue λ of A is, therefore, represented by a peak of S(A) spreading
over a large region around λ. Moreover, whether two close eigenvalues or more gener-
ally a cluster of eigenvalues ofA together behave like a multiple eigenvalue can be read
off from the surface S(A)by looking at their respective peaks. Most often the combined
effect of a cluster of eigenvalues ofAmay result in a peak spreading over a large region
containing the cluster with a subpeak at each of the eigenvalues in the cluster. In such
cases the cluster together may behave like a single multiple eigenvalue.
This indicates that the spectral portrait S(A) and hence the pseudospectra may
be useful in analyzing the sensitivity of eigenvalues and eigendecompositions of A.
But these observations lack mathematical rigour and we need to develop appropriate
tools to put them into concrete mathematical terms.
3. The geometric separation of eigenvalues
In this section, we introduce the notion of geometric separation of eigenvalues
and derive its basic properties. Geometric separation of eigenvalues is a key concept
that plays a pivotal role in the analysis presented in this paper.
First, we briefly review the notion of successor introduced by Wilkinson [29].
We say that a complex number z is an -successor of λ ∈ (A) if there is a matrix
Eλ with ‖Eλ‖   such that z ∈ (A + Eλ) and λ → z as A → A + Eλ. Clearly z
may be an -successor of more than one eigenvalue of A. We are interested in those
z which are -successors of more than one eigenvalue for the smallest .
Definition 3.1. A complex number z is said to be a common -successor of, say,
two eigenvalues λ and µ of A if  is the smallest value for which z is an -successor
of λ and an -successor of µ.
The notion of -successor is better explained in the setting of -pseudospectra of
matrices. Note that if λ is a component of (A) isolating an eigenvalue λ from the
rest of (A) then each point in λ is an -successor of λ. As  increases gradually,
the component λ increases in size and coalesces with another component, say, µ
280 R. Alam, S. Bora / Linear Algebra and its Applications 396 (2005) 273–301
containing an eigenvalue µ. After coalescence the components λ and µ together
form a bigger component λµ containing both the eigenvalues λ and µ. Thus, in such
a case, the concept of successor of λ and µ gets blurred. Some points in λµ will
certainly be successors of both λ and µ. These are precisely those points at which the
successors of λ and µ coalesce. In general it may be difficult to determine the points
in λµ at which successors of λ and µ coalesce. However, if the value of  is such
that the components λ and µ just meet, then the set of points in λµ which forms
the common boundary of λ and µ is precisely the set of common -successors of
λ and µ. Further, when λ coalesces with more than one component of (A) the
resulting component may be multiply connected.
To be precise, we now state what is meant when we say that two components of
(A) coalesce. To that end, we consider the set
ω(A) := {z ∈ C : sep(z, A) < }. (5)
Let 1 and 2 be two components of ω(A). Note that 1 and 2 are disjoint open
sets. Let i denote the boundary of i , i = 1, 2.
We say that 1 coalesces with 2 if 1 ∩ 2 /= ∅.
We will be less rigorous and say that two components 1 and 2 of (A) coalesce
(strictly speaking, 1 and 2 are not two components of (A), they together form
a single component) to mean that 1 and 2 are the closure of two components of
ω(A) that coalesce.
Remark 3.2. Certain topological properties of (A) play an important role in
developing the machinery required to achieve our objectives. Two such properties
hidden at the core of the machinery developed in this paper are as follows (for a
proof see, for example, [5,11,14]).
1. For  > 0, (A) consists of nontrivial components and each component con-
tains at least one eigenvalue of A in its interior.
2. (A) is the closure of ω(A). Consequently, (A) ⊂ ω(A) = {z :
sep(z, A) = }, where (A) and ω(A), respectively, are the boundaries of
(A) and ω(A).
Hidden in the notion of coalescence of two components of (A), as discussed
above, is the fact that ω(A) = {z : sep(z, A) = }. Topologically this means that
the set {z : sep(z, A) = } is a curve (or union of curves), that is, it does not contain
a disk of nonzero radius. Recently it has been shown in [15] that the above results
hold for any submultiplicative norm. On the other hand, the notion of geometric
separation of eigenvalues, a key concept introduced below, depends on the notion
of coalescence of components as well as the fact that every component of (A)
contains an eigenvalue of A.
Now, we define the notion of geometric separation of eigenvalues.
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Definition 3.3. (i) The geometric separation of an eigenvalue λ of A from the rest
of (A), denoted by gsep(λ), is the smallest value of  for which a component of
(A) containing λ coalesces with another component of (A).
(ii) If σ is a nonempty subset of (A) then the geometric separation of σ from the
rest of (A), denoted by gsep(σ ), is the smallest value of  for which a component
of (A) containing an eigenvalue from σ coalesces with a component containing
an eigenvalue from (A) \ σ .
(iii) The geometric separation, gsep(σ1, . . . , σm), of an eigendecomposition
(A) =⋃mj=1 σj is the smallest value of  for which a component of (A) con-
taining an eigenvalue from σi coalesces with a component containing an eigenvalue
from σk for some i /= k.
Notice that gsep(σ ) depends on A as well as the norm, which we do not show for
notational simplicity. We write gsep(σ,A) instead of gsep(σ ) whenever it is neces-
sary to show the dependence of gsep on A. It follows from the definition that
gsep(σ1, . . . , σm) = min
1jm
gsep(σj ). (6)
Since (A) is the same for the 2-norm and the Frobenius norms, gsep is the same
for both the norms.
Corollary 3.4. Let σ ⊂ (A). Then gsep(σ ) is the same for the 2-norm and the
Frobenius norm.
We illustrate various concepts discussed above by considering a simple
example.
Example 3.5. Let A := diag(1,−1, i,−i). Note that (A) consist of four disks of
radius  centred at the eigenvalues of A.
Fig. 1 shows the contour plot of (A) for  = 0.63, 0.70, 0.79. The eigenvalues
of A in the plot are shown by ×. For  = 0.63, (A) consists of four disjoint disks
which coalesce with each other for  = 0.70 giving gsep(λ) = 0.70 for all λ ∈ (A).
For example, the disks containing the eigenvalues 1 and i coalesce at z = (1 + i)/2.
Hence for  = 0.70, z is the common -successor of 1 and i.
When  is further increased to  = 0.79, the common boundaries get blurred and
hence the common successors. In this case (A) consists of a single multiply con-
nected component which is the region enclosed by the outer contour excluding the
shaded region.
Clearly, if gsep(λ) is taken as a measure of sensitivity of λ, then λ exhibits the
same sensitivity with respect to the spectral and the Frobenius norms. This observa-
tion is consistent with the standard measure of sensitivity of simple eigenvalues. If λ
is simple with unit left and right eigenvectors y and x, respectively, then cond(λ) :=
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Fig. 1. Contour plot of (A) for  = 0.63, 0.70, 0.79 showing coalescence of components.
1/|y∗x| measures the sensitivity of λ. Notice that cond(λ) is the same for the 2-norm
and the Frobenius norm. That gsep(λ) is the same for the 2-norm and the Frobenius
norm does not mean that the errors in the eigenvalues of A + E1 with ‖E1‖2 = 
and A + E2 with ‖E2‖F =  would be of same order. The result, in fact, will be
almost always the opposite. This can be explained as follows. Unless both E1 and
E2 are rank one matrices, we have ‖E1‖F > ‖E1‖2 =  and ‖E2‖2 < ‖E2‖F = .
Hence (A + E2) ⊂ ‖E2‖2(A) ⊂ ω(A) ⊂ (A), whereas the best we can say
about (A + E1) is that (A + E1) ⊂ (A)‖E1‖F(A). So, the errors in the
eigenvalues of A + E1 are almost always expected to be larger than the errors in
the eigenvalues of A + E2. The inclusion (A + E1) ⊂ (A)‖E1‖F(A) also
suggests that if E1 is not of rank one then the errors in the eigenvalues of A + E1
will not be as large as ‖E1‖F would suggest. This shows that rank one perturbations
are most effective for moving eigenvalues of A. Now, let  := gsep(λ) and Pλ be
the spectral projection corresponding to λ ∈ (A). We show that Pλ is continuous
in the interior of A(, 2) and the boundary A(, 2) contains a matrix A′ at which
Pλ is discontinuous. The matrix A′ is often a rank one perturbation of A so that
A′ ∈ A(, 2) ∩ A(, F ). The equality of gsep for the 2-norm and the Frobenius
norm, suggests that the common boundary A(, 2) ∩ A(, F ) may always contain
a point of discontinuity of Pλ. In other words, gsep suggests that the radius of the
largest open ball centred at A on which Pλ is continuous may be the same for the
spectral and the Frobenius norms.
A few basic properties of gsep are as follows.
Proposition 3.6. Let σ be a nonempty subset of (A).
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(a) Then gsep(σ ) =  if and only if (A) has a component having nonempty inter-
sections with σ and (A) \ σ but each component of ω(A) either intersects
σ or (A) \ σ.
(b) Let G denote the set of closed curves in C \ (A) with the following property:
If  ∈ G then  isolates σ from the rest of (A) and either  is a closed curve
or finite union of disjoint closed curves. Then we have
gsep(σ ) = max
∈G minz∈ sep(z, A).
Proof. (a) Since(A) is the closure of ω(A), the result follows from the definition
of gsep(σ ).
(b) Suppose that  < max∈G minz∈ sep(z, A). Then there is a curve  ∈ G such
that sep(z, A) >  for all z ∈ . This shows that each component of (A) either
intersects σ or (A) \ σ , that is,  < gsep(σ ). Hence we have
max
∈G minz∈ sep(z, A)  gsep(σ ).
Next, if possible, suppose that the above inequality is strict. Then minz∈ sep(z, A) <
gsep(σ ) for all  ∈ G. Set  := gsep(σ ). Then by part(a), each component of ω(A)
either contains eigenvalues from σ or from (A) \ σ . Let  denote the union of the
components of ω(A) which contain eigenvalues from σ . Then  ⊂ ω(A) and
 ∈ G. Hence sep(z, A) =  = gsep(σ ) for z ∈  which contradicts our assump-
tion. This completes the proof. 
It follows from (4) and Proposition 3.6 that, for unitarily invariant norms, gsep
is invariant under unitary similarity transformations of A.
Corollary 3.7. Let σ be a nonempty subset of (A). Then we have
gsep(σ,A)
K(S)
 gsep(σ, S−1AS)  K(S) gsep(σ,A),
where K(S) := ‖S‖ ‖S−1‖.
Due to roundoff errors gsep cannot be computed exactly. However, the following
result shows that a small change in A results in a small change in gsep.
Proposition 3.8. Let σ be a nonempty subset of (A). Then for ‖E‖ < gsep(σ,A)
there is a subset σ ′ of (A + E) such that the total algebraic multiplicity of σ ′ is the
same as that of σ and that
gsep(σ,A) − ‖E‖  gsep(σ ′, A + E)  gsep(σ,A) + ‖E‖.
Proof. Since ‖E‖ < gsep(σ,A), the ‖E‖-successors of σ remain disjoint from the
‖E‖-successors of (A) \ σ . Hence the first assertion follows.
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Next, it is easy to see that [21] sep(z, A) − ‖E‖  sep(z, A + E)  sep(z, A) +
‖E‖ for all z ∈ C and all E ∈ Cn×n. Therefore the second assertion follows from
Proposition 3.6(b). Hence the proof follows. 
Corollary 3.9. Let σ be a nonempty subset of(A) and let  < gsep(σ ). For ‖E‖ 
, consider the one parameter family A + tE. Then for |t |  1 the map t → σ(t)
with σ(0) = σ is continuous and the map t → P(t) is analytic, where P(t) is the
spectral projection associated with σ(t) and A + tE.
4. Common boundary points of components of pseudospectra are multiple
eigenvalues
The main machinery needed to solve Wilkinson’s and Demmel’s problems is
developed in this section. The key result is Theorem 4.5. It shows that a common
-successor, that is, a common boundary point of components of (A) is a mul-
tiple eigenvalue of an appropriately perturbed matrix. Throughout this section, we
consider only the spectral and the Frobenius norms. We write ‖A‖2,F to denote both
the 2-norm and Frobenius norm of A. Also, we freely use MATLAB style notations.
Note that for the 2-norm and the Frobenius norm, sep(z, A) = min(svd(A − zI)).
First we need the following result.
Theorem 4.1. Let A ∈ Cn×n and z0 ∈ C \ (A). Set η := min(svd(A − z0I )). If
B is any matrix with a multiple eigenvalue z0 then ‖A − B‖2  η.
Suppose that A − z0I has a pair of normalized left and right singular vectors u
and v corresponding to η that are orthogonal, that is, u∗v = 0. Set A′ := A − ηuv∗.
Then z0 is a nonderogatory defective eigenvalue of A′ and ‖A − A′‖2,F = η.
Suppose that η is multiple and has multiplicity m. Let U and V be n × m matrices
whose columns are orthonormal left and right singular vectors of A − z0I corre-
sponding to η, respectively. Set A′ := A − ηUV ∗. Then ‖A − A′‖2 = η and z0 is a
multiple eigenvalue of A′ of geometric multiplicity m.
Proof. Note that for the spectral and the Frobenius norms, the smallest value of
‖E‖ for which z0 is an eigenvalue of A + E is given by η. Hence if z0 is a multiple
eigenvalue of B then obviously ‖A − B‖2  η.
Now consider A′ := A − ηuv∗. Clearly ‖A′ − A‖2,F = η. It is easy to see that
A′v = z0v and u∗A′ = z0u∗. Thus z0 is an eigenvalue of A′ and, u and v are left and
right eigenvectors such that u∗v = 0. It is well known [28–p. 11] that an eigenvalue is
multiple if and only if it has a pair of orthogonal left and right eigenvectors. Hence z0
is a multiple eigenvalue of A′. Since rank(A′ − z0I ) = n − 1, z0 is a nonderogatory
defective eigenvalue.
Finally, when A′ := A − ηUV ∗, it follows that ‖A − A′‖2 = η and that
A′V (:, j) = z0V (:, j) for j = 1 : m. Since rank(A′ − z0I ) = n − m, the result
follows. 
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Next, we analyze coalescence of components of (A). The following result
shows that two components of (A) cannot coalesce along a curve or a line; they
coalesce only at a point.
Proposition 4.2. For a fixed , the set of common boundary points of components of
(A) is at most a finite set. Thus, two components of (A) cannot coalesce along
a line or a curve.
Proof. Recall that ω(A) = {z : sep(z, A) = } and that sep(z, A) is the smallest
singular value of A − zI . It is easy to see that  is a singular value of A − (x + iy)I
if and only if
A(x, y) :=
[ −I A − (x + iy)I
A∗ − (x − iy)I −I
]
.
is singular. This shows that ω(A) ⊂ V(p) := {(x, y) : p(x, y) = 0}, where
p(x, y) := det(A(x, y)). Since V(p) is an algebraic curve, it is well-known (see,
for example, [4,8]) that the curve V(p) intersects itself only at a finite number of
points. Consequently, the components of (A) coalesce only at a finite number of
points. 
Proposition 4.2 shows that the boundary (A) of (A) is embedded in an
appropriate algebraic curve. Recall that, in general, for the boundaries of (A) and
ω(A) we have
(A) ⊂ ω(A) = {z : sep(z, A) = }.
However, the set inclusion can be replaced by equality for the 2-norm and the Frobe-
nius norm.
Corollary 4.3. For the 2-norm and the Frobenius norm, we have (A) = ω(A).
Proof. The proof is an immediate consequence of Propositions 4.2 and 2.1. 
We identify R2 with C and for the rest of the paper define
g(z) = g(x, y) := min(svd(A − zI)) where z = x + iy.
Thus, we treat g as a map fromR2 toR as well as fromC toR. Similarly, we identify
(A) = {z : g(z)  } as a subset of R2. To proceed further, we need the following
result.
Theorem 4.4 [22]. Suppose that the smallest singular value g(x, y) of A − (x +
iy)I is simple at (x0, y0). Then g(x, y) is continuously differentiable at (x0, y0)
and
gx(x0, y0) = −Re(u∗v) and gy(x0, y0) = Im(u∗v),
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where u and v are unit left and right singular vectors of A − (x0 + iy0)I correspond-
ing to g(x0, y0) and, gx and gy denote the partial derivatives of g(x, y) with respect
to x and y, respectively.
Since we identify R2 with C, the derivative g′(z0), that is, the gradient of g(z) at
z0 := x0 + iy0 can be expressed in a compact form g′(z0) = −v∗u. Thus it follows
that the left and right singular vectors of A − z0I corresponding to the simple singu-
lar value g(z0) are orthogonal if and only if g′(z0) = 0. Now, we are ready to prove
the main result of this section.
Theorem 4.5. Let z0 := x0 + iy0 be a common boundary point of components
of (A). Consider a singular value decomposition [U, S, V ] = svd(A − z0I ).
Then S(n, n) = g(z0) = . If B is any matrix with a multiple eigenvalue z0 then
‖A − B‖2  .
If  is simple then V (:, n)∗U(:, n) = 0, that is, U(:, n) and V (:, n) are orthogo-
nal. Set A′ := A − U(:, n)V (:, n)∗. Then ‖A − A′‖2,F =  and z0 is a nonderoga-
tory defective eigenvalue of A′.
Set A′ := A − U(:, n − m + 1 : n)V (:, n − m + 1 : n)∗, if the multiplicity of 
is m. Then ‖A − A′‖2 =  and z0 is a multiple eigenvalue of A′ of geometric multi-
plicity m.
Proof. Since z0 ∈ ω(A), we have  = g(z0) = S(n, n). If g(z0) is multiple then
the result follows from Theorem 4.1.
Next, suppose that g(z0) is simple. First, we show that g′(z0) = 0. Since z0
is a common boundary point, by Proposition 4.2, in a neighbourhood of (x0, y0),
g(x, y) =  consists of arcs having a common point (x0, y0). Suppose that
(gx(x0, y0), gy(x0, y0)) /= (0, 0). Without loss of generality, assume that gy(x0, y0) /=
0. Then by the Implicit Function Theorem (see, [20–p. 224]), in a small neighbour-
hood of (x0, y0) the curve g(x, y) =  is the graph of a function y = φ(x). This con-
tradicts that z0 is a common boundary point. Therefore gx(x0, y0) = gy(x0, y0) = 0,
that is, g′(z0) = 0. Consequently, by Theorem 4.4, the unit left and right singular
vectors U(:, n) and V (:, n) are orthogonal. Hence the result follows from Theorem
4.1. 
Corollary 4.6. Let z0 := x0 + iy0 be a common boundary point of components
of (A). If g is continuously differentiable in a neighbourhood of (x0, y0) then
(x0, y0) is a saddle point of g.
It is evident that certain properties of a common boundary point z0 influences con-
struction of a nearest matrix having z0 as a multiple eigenvalue. To better understand
this issue, we proceed as follows.
Definition 4.7 [6]. A complex number z is said to be a degenerate point if
v∗(A − zI)v = 0 for all right singular vector v of A − zI corresponding to g(z).
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Fig. 2. Contour plot of (A) showing that the components coalesce at z0 := 0 for  := 1.
Notice that if z is degenerate and, u and v are left and right singular vectors of
A − zI corresponding to g(z) then u∗v = 0. Hence as a consequence of Theorem
4.5, we have the following result.
Corollary 4.8. A common boundary point z of components of (A) is degenerate
if g(z) is simple.
The converse of the above result is not always true as the following example
demonstrates.




0 0 0 2
0 0 3 0
0 1 0 0
1 0 0 0

 .
Fig. 2 shows that, for  = 1, two components of (A) coalesce at z0 := 0. Obvi-
ously, g(z0) = 1. It is easy to see that the multiplicity of g(z0) is 2. For x, y ∈ C, it
follows that the left and right singular vectors u and v of A − z0I are of the form
u = [0, 0, y, x]t and v = [x, y, 0, 0]t, respectively. This shows that z0 is a degenerate
common boundary point and that g(z0) is multiple.
It is clear from Definition 4.7 that if z0 is a degenerate point for which g(z0)
is multiple then every pair of left and right singular vectors u and v satisfying
(A − z0I )v = g(z0)u are orthogonal, that is, u∗v = 0. However, for the matrix A
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in Example 4.9, we observe that a much stronger result is true. Here the degenerate
point 0 is such that every left singular vector of A corresponding to g(0) is orthogonal
to every right singular vector corresponding g(0). Our next result shows that this is
true for every degenerate point z0 for which g(z0) is multiple.
Proposition 4.10. Suppose that z0 is degenerate and that g(z0) is multiple hav-
ing multiplicity m. Consider the matrices U := [u1, . . . , um] and V := [v1, . . . , vm],
where ui and vi, respectively, are orthonormal left and right singular vectors of
A − z0I corresponding to g(z0). Then U∗V = 0.
Proof. Note that for every choice of scalars α1, . . . , αm, u :=∑mj=1 αjuj and v :=∑m
j=1 αjvj are left and right singular vectors of A − z0I corresponding to g(z0).
Since z0 is degenerate, we must have u∗v = 0 which in turn implies that
m∑
j=1





i vj = 0.
Since u∗j vj = 0, it follows that for all choice of α1, . . . , αm, we have
∑
i /=j αiαju∗i
vj = 0. Therefore, we must have that u∗i vj = 0 for all i, j = 1, 2, . . . , m. Hence
U∗V = 0. 
Given a common boundary point z0 of components of (A), Theorem 4.5 pro-
vides a matrix A′ having a defective eigenvalue z0 such that ‖A − A′‖2,F =  when
g(z0) is simple. In view of the above results, we have the following improvement.
Corollary 4.11. Let z0 be a common boundary point of components of (A).
Consider [U, S, V ] = svd(A − z0I ). If z0 is degenerate, set A′ := A − U(:, n)
V (:, n)∗. Then ‖A − A′‖2,F =  and z0 is a nonderogatory defective eigenvalue of
A′.
Remark 4.12. Note that if a common boundary point z0 of components of (A)
is degenerate then there is a defective matrix A′ having a defective eigenvalue z0
such that ‖A − A′‖2,F = . Thus, A′ is a rank one perturbation of A. On the other
hand, if z0 is nondegenerate then all we can say is that there is a matrix A′ having
a multiple eigenvalue z0 such that ‖A − A′‖2 = . So, one could ask: When is a
common boundary point degenerate? Based on dimension count, Burke et al. [7–p.
362] show that, generically, given a non-normal matrix A, g(z) is expected to be
simple for all z ∈ C. So, generically, a common boundary point is expected to be
degenerate.
Although, we will not investigate the issue of degeneracy of common boundary
points in this paper, we show by an example that a nondegenerate common boundary
point is a multiple eigenvalue of at least two nearest defective matrices.
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Example 4.13. Consider the matrix A := diag(−1, 1). The components |z + 1|  





















we have A = U diag(1, 1)V ∗. This shows that A has two pairs of orthogonal left
and right singular vectors. Set A′ := A − U(:, 1)V (:, 1)∗ and A′′ := A − U(:, 2)












This shows that A′ and A′′ are defective and that ‖A − A′‖2,F = ‖A − A′′ ‖2,F =
1. 
Finally, we observe from Fig. 2 that for the matrix in Example 4.9, the components
do not have a common tangent at the point of coalescence 0. As Fig. 4 (Section
5) demonstrates, the same is the case for the matrix in Example 5.2. In the first
case the multiplicity of g(0) is 2, while in the latter case, the components coalesce
at −1.5 and g(−1.5) is simple. This shows that the absence of a common tangent
at a point of coalescence z0 of components of (A) does not depend upon the
multiplicity of g(z0). On the other hand, an example where a common tangent exists
at a point of coalescence is provided by the matrix in Example 3.5. For this matrix,
each common boundary point is nondegenerate and, as Fig. 1 shows, the components
have a common tangent at each point of coalescence. It is interesting to note that for
these three examples, the absence of the common tangent at a common boundary
point is marked by such a point being degenerate.
5. Solution of Wilkinson’s problem
We are now ready to provide a solution of Wilkinson’s problem for the 2-norm
and a partial solution for the Frobenius norm. For the rest of this section, suppose that
A ∈ Cn×n is simple having eigenvalues λ1, . . . , λn. Recall that d(A) is the radius of
the largest open ball centred at A containing simple matrices. Equivalently, d(A)
is the distance of A from the set of matrices having multiple eigenvalues. Thus if
0 := d(A) then at least two eigenvalues of A move and coalesce when A varies
in A(0). But for two eigenvalues of A to coalesce when A varies in A(), it is
essential that at least two components of (A) coalesce. The smallest  for which




Next, we show that the equality holds for the 2-norm and almost always for the
Frobenius norm. For the rest of this section, we denote d(A) for the 2-norm and the
Frobenius norm by d2(A) and dF (A), respectively.
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Theorem 5.1. (a) We have d2(A) = mini gsep(λi). Equivalently, d2(A) =  if and
only if ω(A) consists of n components but (A) consists of at most n − 1 compo-
nents.
(b) Set  := mini gsep(λi). Let z0 be a common boundary point of components of
(A). Consider a singular value decomposition [U, S, V ] = svd(A − z0I ). Then
S(n, n) = .
If U(:, n)∗V (:, n) = 0, set A′ := A − U(:, n)V (:, n)∗. Then z0 is a nonderoga-
tory defective eigenvalue of A′ and d2(A) = dF(A) = ‖A − A′‖2,F.
If U(:, n)∗V (:, n) /= 0, set A′′ := A − U(:, n − 1 : n)V (:, n − 1 : n)∗. Then
d2(A) = ‖A − A′′ ‖2 and z0 is a multiple eigenvalue of A′′ of geometric multiplicity
2.
Proof. Set  := mini gsep(λi). Then at least two components of (A) coalesce.
Consequently, by Theorem 4.5, z0 is a multiple eigenvalue of some matrix in A(, 2).
Hence d2(A) =  = mini gsep(λi).
Now, if U(:, n)∗V (:, n) = 0 then the result follows from Theorem 4.1. On the
other hand, if U(:, n)∗V (:, n) /= 0 then, in view of Theorem 4.5, Corollary 4.8 and
Proposition 4.10, z0 is nondegenerate and g(z0) is multiple. Hence the multiplicity of
g(z0) is at least 2. We have (A
′′ − z0I )V (:, j) = (A − z0I )V (:, j) −
U(:, j) = 0 for j = n − 1, n, showing that z0 is a multiple eigenvalue of A′′ . Since
rank(A′′ − z0I ) = n − 2, the geometric multiplicity of z0 is 2. This completes the
proof. 
As a consequence of the above result, we have the following.
1. For  := mini gsep(λi), if (A) has a degenerate common boundary point then
d2(A) = dF(A). Since a common boundary point is almost always expected to
be degenerate (Remark 4.12), the equality d2(A) = dF(A) holds almost always.
If all the common boundary points are nondegenerate then d2(A)  dF(A) √
2d2(A).
2. For the 2-norm, gsep(λi) is the radius of the largest open ball centred at A on
which the spectral projection Pi associated with A and λi is continuous.
When A is normal, (A) consists of disks of radius  centred at the eigenvalues.
Thus two components of (A) containing, say, λi and λj coalesce at the midpoint
z0 := (λi + λj )/2. Since A is normal, it is easy to see that z0 is always nondegen-
erate. By contrast, when A is non-normal, two eigenvalues may coalesce at the mid-
point and yet the midpoint may be degenerate. This is illustrated by the following
example.




. This matrix has been consid-
ered by Trefethen [23] (also see, [16]) to illustrate the behaviour of ‖etA‖ in terms
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of computed eigenvalues. Fig. 3 plots the spectral portrait S(A). It shows the saddle
point at z0 := −1.5.
Fig. 4 shows contour plot of (A) for various values of . Here z0 = −1.5 is
the degenerate common boundary point of the components of (A) for  = 4.95 ×
10−2. Thus
d2(A) = dF(A) = gsep(−1) = 4.95 × 10−2.
The singular values computed using MATLAB are 5.0495 and 4.95 × 10−2. The
unit left and right singular vectors corresponding to  are given by u := [−9.85 ×
10−2,−9.95 × 10−1]t and v := [−9.95 × 10−1, 9.85 × 10−2]t. Note that u∗v = 0.




, where U is given by
[U, S, V ] = svd(A + 1.5I ).
Recall that A is simple if and only if (A) has n elements. A generalization of
this result holds when A is identified with the ball A(, 2).
Corollary 5.3. The ball A(, 2) consists of simple matrices if and only if (A)
consists of n components.
Fig. 3. The plot shows the spectral portrait S(A). The point z0 := −1.5 is a saddle point of S(A) at which
two components of (A) coalesce.
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Fig. 4. Contour plot of (A) for  = 10−2, 3.16 × 10−2, 3.98 × 10−2, 4.95 × 10−2, 6.3 × 10−2,
10−1, showing coalescence of components at z0 := −1.5 for  = 4.95 × 10−2.
Theorem 5.1 provides a computational procedure for determining d2(A) and a
nearest matrix A′ having a multiple eigenvalue.
Procedure. Given a simple matrix A, this procedure determines d2(A) and a matrix
A′ having a multiple eigenvalue such that d2(A) = ‖A − A′‖2.
1. Choose the smallest  from the level curves of the spectral portrait S(A) such that
(A) has less than n components. Then d2(A) = .
2. Choose a common boundary point z0 of components of (A).
3. Compute a singular value decomposition [U, S, V ] = svd(A − z0I ).
4. If U(:, n)∗V (:, n) = 0 then set u := U(:, n) and v := V (:, n) else u :=
U(:, n − 1 : n) and v := V (:, n − 1 : n).
5. Set A′ := A − uv∗ and STOP.
Note that Step 1 actually determines  such that  = mini gsep(λi). Consequently,
by Theorem 5.1, d2(A) = . The procedure outlined above is expensive. Neverthe-
less, it provides a solution to Wilkinson’s problem.
Obviously, Step 1 is most expensive and is dependent on the grid size used to
generate the pseudospectra in the neighbourhood of a point of coalescence. Another
issue that needs to be investigated is the influence of finite precision arithmetic on
the above procedure. We note that in view of Proposition 3.8 and Theorem 5.1,
a small change in A results in a small change in d2(A).
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We now briefly illustrate our method by considering a few well known matrices
known to have ill-conditioned eigenvalues. For the following matrices, we have used
MATLAB (version 5.3) to compute d2(A). The values of  have been rounded to
3-digits. The plot of -pseudospectra for most of these matrices can be found in [23].
Wilkinson’s matrix. Let A be the 20 × 20 bi-diagonal matrix whose diagonal entries
are 20, 19, . . . , 1 and the super-diagonals are 20. For a detailed analysis of ill-con-
ditioning of the eigenvalues of this matrix we refer to [25–pp. 90–92]. It has been
shown by Wilkinson that if  is added in position (20, 1) then for  = 10−10 the
eigenvalues display some sort of symmetry around 10.5. As  grows from 0 and is
approximately equal to 7.8 × 10−14 the eigenvalues 10 and 11 move together and
coalesce at 10.5 to from a defective eigenvalue (see [25–p. 92]).
It is remarkable that we observe the same phenomena when A varies in A(, 2).
Our computation shows that the components of(A) containing 10 and 11 coalesce
at z0 = 10.5 for  = 6.13 × 10−14. Here g(z0) is simple and hence z0 is degenerate.
Therefore, there is a matrix A′ ∈ A(6.13 × 10−14, 2) ∩ A(6.13 × 10−14, F ) with
a defective eigenvalue z0 = 10.5. Consequently, we have d2(A) = dF(A) = 6.13 ×
10−14.




1 −c −c −c −c −c
0 s −sc −sc −sc −sc
0 0 s2 −s2c −s2c −s2c
0 0 0 s3 −s3c −s3c
0 0 0 0 s4 −s4c
0 0 0 0 0 s5


with sn−1 = 0.1 and c = √1 − s2. For n = 6, 10, 15, 20 the following table gives
eigenvalues λ and µ and their point of coalescence z0. In all cases, g(z0) is simple.
Consequently, d2(A) = dF(A).
n λ µ z0 d2(A) = dF(A)
6 0.15848931924611 0.1 0.1275 4.70 × 10−4
10 0.02511886431510 0.01584893192461 0.0202 7.28 × 10−6
15 0.00251188643151 0.00158489319246 0.00202 4.10 × 10−8
20 0.00025118864315 0.00015848931925 0.000202 2.32 × 10−10
Grcar matrix. The Grcar matrix A is taken from MATLAB gallery (A=
gallery(0grcar0, n)). For n = 6, 10, 15, 20, two pairs of complex eigenvalues of
A coalesce resulting in two common boundary points z0 and z1. In this case as well,
294 R. Alam, S. Bora / Linear Algebra and its Applications 396 (2005) 273–301
g(zi) is simple, i = 1, 2. Consequently, d2(A) = dF(A). The following table gives
values of z0, z1 and d2(A).
n z0 z1 d2(A) = dF(A)
6 0.751 − 1.592i 0.751 + 1.592i 2.15 × 10−1
10 0.37 − 1.964i 0.37 + 1.964i 3.54 × 10−2
15 0.2135 + 2.122i 0.2135 − 2.122i 4.08 × 10−3
20 0.1531 + 2.1817i 0.1531 − 2.1817i 4.91 × 10−4
Frank matrix. Finally, we consider the Frank matrix [25–p. 92] A (A =
gallery(0frank0, n)). The eigenvalues of A are known to be highly sensitive to
perturbation. When n = 6, two components coalesce at z0 = 0.128 for  = 5.56 ×
10−4. Here g(z0) is simple. Hence d2(A) = dF(A) = 5.56 × 10−4. When n = 10,
two components coalesce at z0 = 0.0515 for  = 3.93 × 10−8. Again, g(z0) is
simple. Therefore d2(A) = dF(A) = 3.93 × 10−8. For n = 12, two components coa-
lesce at z0 = 0.0386 for  = 1.85 × 10−10. Once again g(z0) is simple. Conse-
quently, d2(A) = dF(A) = 1.85 × 10−10. These results suggest that as the size of
A increases arithmetically d2(A) decreases geometrically. Therefore for n = 15, it
is expected that d2(A) would be of oder 10−16 or so. Indeed, when n  15, the
eigenvalues of A specially the ones near the origin become so ill-conditioned that
double precision is not adequate to capture their coalescence.
For the 2-norm and almost always for the Frobenius norm, Theorem 5.1 shows
that the distance, d(A), from A to the nearest defective matrix is equal to the small-
est  for which (A) has less than n components. An intuitive proof of this fact
becomes immediate when A is treated to be known to within a given tolerance.
Indeed, suppose that A is known to within a tolerance , that is, A is indistinguish-
able from any matrices in A() [9]. Also suppose that (A) has n components
1, . . . ,n containing the eigenvalues λ1, . . . , λn of A, respectively. Since A is
indistinguishable from any matrices in A(), the eigenvalue λj is indistinguishable
from any points in j for all j = 1 : n. Now as  → minj gsep(λj ), at least two
component of (A), say, i and j coalesce. Thus if A is treated to be known
to within the tolerance 0 := mink gsep(λk) then λi becomes indistinguishable from
λj . Said differently, they coalesce to form a double eigenvalue of a matrix A′ which
is indistinguishable from A within the tolerance 0. Theorem 5.1 proves this claim
for the 2-norm. But our intuitive reasoning is valid for any operator norms. Thus we
end this section with the following conjecture.
Conjecture 1. Let A be an n × n matrix with distinct eigenvalues λ1, . . . , λn. Then
for operator norms and the Frobenius norm, d(A) = minj gsep(λj ). Equivalently,
d(A) =  if and only if  is the smallest value for which (A) has less than n
components.
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6. Stability of eigendecompositions
Now, we analyze stability of eigendecompositions of matrices. Let A ∈ Cn×n.
Consider the eigendecomposition A = X diag(Ai)X−1 given in (3). If X =
[X1, . . . , Xm] and Y := (X−1)∗ = [Y1, . . . , Ym], the partitioning of X and Y being
conformal with that of diag(Ai), then the columns of Xi (resp., Yi) span the right
(resp., left) invariant subspace of A corresponding to (Ai). Further, Pi := XiY ∗i is
the spectral projection associated with A and (Ai) such that PiPj = 0 for i /= j
and P1 + · · · + Pm = I . We say that an eigendecomposition is -stable if it evolves
continuously on A().
Definition 6.1. An eigendecomposition (A) =⋃mj σj is said to be -stable if the
spectral projection Pj associated with A and σj varies continuously when A varies
in A() for all j = 1 : m.
The following result shows that a sufficient condition for -stability of an eig-
endecomposition of A can be read off from the pseudospectra of A.
Theorem 6.2. (a) If  < mini gsep(σi) then the eigendecomposition (A) =⋃m
j=1 σj is -stable.
(b) In particular, if (A) = {λ1, . . . , λm} then the eigendecomposition (A) =⋃m
j=1{λj } is -stable if (A) has m components.
Proof. Clearly (A) =⋃mj=1 σj is -stable if and only if an eigenvalue from σi
and an eigenvalue from σj do not move and coalesce when A varies in A() for all
i /= j . From the definition of gsep and (6) it follows that the smallest  for which a
component of (A) containing an eigenvalue from σi coalesces with a component
containing an eigenvalue from σj , for some i /= j , is given by  = mink gsep(σk).
Hence the result follows. 
Obviously, the sensitivity of an eigendecomposition of A is strongly influenced
by the choice of the partition of the spectrum (A). Given an  > 0, choosing an
eigendecomposition solely based on information from A and (A) which is -sta-
ble is a difficult problem [13]. However, this becomes an easy task when (A) is
used.
Proposition 6.3. If (A) consists of m components 1, . . . ,m then the eigende-
composition (A) =⋃mj=1 σj is -stable, where σj := (A) ∩ j for j = 1,
2, . . . , m.
Proof. The proof follows from Theorem 6.2. 
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It is evident that for analyzing -stability of eigendecompositions, it is enough to
consider an eigendecomposition of the form
(A) = σ ∪ ((A) \ σ), (7)
where σ is a nonempty subset of (A). By Theorem 6.2, the eigendecomposition
(7) is -stable if  < gsep(σ ). Note that for  = gsep(σ ), at least one component of
(A) containing an eigenvalue from σ coalesces with a component containing an
eigenvalue from (A) \ σ .
Demmel’s Problem [9–p. 169]. For  := gsep(σ ), suppose that the components 1
and 2 of (A) containing eigenvalues from σ and (A) \ σ , respectively, coa-
lesce at z0. For the spectral and the Frobenius norms, is it possible to show that an
eigenvalue from σ and an eigenvalue from (A) \ σ move and coalesce at z0 when
A varies in A()?
An affirmative answer to this question readily provides a necessary and sufficient
condition for -stability of (7), that is, (7) is -stable if and only if  < gsep(σ ). The
rest of the paper is devoted to providing an affirmative answer to Demmel’s problem.
First, we show that Demmel’s problem has an affirmative answer for any max-norm
(Definition 2.2) when A has a special structure.
Proposition 6.4. Let A := diag(A1, A2) with(A1) ∩ (A2) = ∅. Then for a max-
norm the eigendecomposition (A) = (A1) ∪ (A2) is -stable if and only if  <
gsep((A1)).
Proof. By Proposition 2.3, we have (A) = (A1) ∪ (A2). Hence gsep
((A1)) = min{ : (A1) ∩ (A2) /= ∅}. For  := gsep((A1)), let z0 ∈
(A1) ∩ (A2) be a common boundary point. Then there are E1 and E2 with
‖E1‖ = sep(z0, A1) =  and ‖E2‖ = sep(z0, A2) =  such that z0 ∈ (A1 + E1)
and z0 ∈ (A2 + E2). Taking E := diag(E1, E2) we see that two eigenvalues
from (A1) and (A2) coalesce at z0 as A → A + E. Hence the result follows. 
The above result shows that if A is block diagonal then it is enough to consider
block diagonal perturbations (the size of the blocks being conformal with those of
A) in order to move and coalesce eigenvalues belonging to different blocks. In par-
ticular, if A is normal then the following result holds.
Corollary 6.5. If A is normal then, for the spectral and the Frobenius norms,
the eigendecomposition (7) is -stable if and only if  < gsep(σ ) = dist(σ,(A) \
σ)/2.
Recall that if z0 is an -successor of λ ∈ (A) then there is a matrix A′ ∈ A()
such that z0 ∈ (A′) and λ → z0 as A → A′. For the 2-norm, the following result
describes how to construct such a matrix A′. Recall that for z ∈ C, g(z) is the small-
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est singular value of A − zI and that, for the 2-norm, ω(A) = {z : g(z) < } and
ω(A) = {z : g(z) = }.
Proposition 6.6. Let  be a component of ω(A). Then each z ∈  ∪  is an -
successor of some eigenvalue in σ := (A) ∩ . Set η := g(z). Then η   is the
smallest value for which z is an η-successor of an eigenvalue in σ. Suppose that the
multiplicity of η is m. Let U and V be n × m matrices whose columns are orthonor-
mal left and right singular vectors of A − zI corresponding to η, respectively. Set
A′ := A − ηUV ∗. Then ‖A − A′‖2 = η   and an eigenvalue in σ moves to z as
A → A′.
Proof. Clearly η is the smallest value of ‖E‖2 for which z is an eigenvalue of
A + E. Set E := −ηUV ∗ and A′ := A + E. Then ‖A − A′‖2 = η   and by The-
orem 4.5, z is an eigenvalue of A′. Suppose that z is not a common boundary point
of  and another component of ω(A). Then by continuity of (A) an eigenvalue
of σ moves to z as A → A′ because an eigenvalue from (A) \ σ cannot reach z as
long as A varies in A().
Next, suppose that  coalesces with another component of ω(A) and z is a com-
mon boundary point. Let zn ∈  be an -successor of an eigenvalue in σ such that
zn → z. Set ηn := g(zn). For n sufficiently large, A − znI has exactly m singular
values, ηn,1, . . . , ηn,m, counting multiplicity, of which ηn is a member such that each
ηn,j converges to η as n → ∞. Set Dn := diag(ηn,1, · · · , ηn,m). Let Un and Vn be
n × m matrices whose columns are orthonormal such that (A − znI )Vn = UnDn
and (A − znI )∗Un = VnDn. Set En := −ηnUnV ∗n . Then ‖En‖2 = ηn < η =  and
zn ∈ (A + En). To complete the proof, we only need to show that En → E. Let
T := √(A − zI)(A − zI)∗. Then (A − zI)V = ηU and P := UU∗ is the spectral
projection associated with T and η. Let Tn := √(A − znI )(A − znI )∗. Since Vn =
R(A, zn)UnDn, we have
UnV
∗
n = UnDnU∗nR(A, zn)∗=TnPnR(A, zn)∗ → T PR(A, z)∗
=ηUU∗R(A, z)∗.
But (A − zI)V = ηU implies that V ∗ = ηU∗R(A, z)∗. This shows that UnV ∗n →
UV ∗ and hence ‖En − E‖2 → 0. 
Intuitively, the fact that an eigenvalue from σ moves to z as A → A′ is obvious.
However, a rigorous proof turns out be complicated when z is a common boundary
point. When z is a common boundary point there is a possibility that an eigenvalue
from (A) \ σ but not from σ moves to z as A → A′. The truth is that in such a case
an eigenvalue from σ as well as an eigenvalue from (A) \ σ move and coalesce
at z as A → A′. That is how z becomes a multiple eigenvalue of A′ (Theorem 4.5).
Now, the solution of Demmel’s problem is immediate.
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Theorem 6.7. For the 2-norm, the eigendecomposition (7) is -stable if and only
if  < gsep(σ ). In other words, for the 2-norm, gsep(σ ) is the radius of the largest
open ball centred at A on which the spectral projection associated with A and σ is
continuous.
Proof. Let  := gsep(σ ). Then there are at least two components 1 and 2 of
ω(A) containing eigenvalues from σ and (A) \ σ , respectively, such that 1 ∩
2 /= ∅. Let z ∈ 1 ∩ 2. Set A′ := A − UV ∗, where columns of U and V are
orthonormal left and right singular vectors of A − zI corresponding to  = g(z).
Then ‖A − A′‖2 =  and by Theorem 4.5, z is a multiple eigenvalue of A′. To prove
the result, we show that an eigenvalue from σ and an eigenvalue from (A) \ σ
move simultaneously and coalesce at z as A → A′.
Since z is a boundary point of 1, by Proposition 6.6 an eigenvalue in σ moves
to z as A → A′. But z is also a boundary point of 2 hence again by Proposition
6.6 an eigenvalue in (A) \ σ moves to z as A → A′. This shows that as A → A′,
two eigenvalues from σ and (A) \ σ move simultaneously and coalesce at z. This
completes the proof. 
Alternatively, one could also argue as follows. There are successors λn ∈ 1 and
µn ∈ 2 such that λn → z and µn → z. Set zn := λn if n is odd and zn := µn if n is
even. Then n := g(zn) <  and, n →  = g(z) and zn → z as n → ∞. Now, simi-
lar arguments as those in Proposition 6.6 show that there are E and En with ‖En‖2 =
n and ‖E‖2 =  such that z ∈ (A + E), zn ∈ (A + En) and ‖En − E‖2 → 0.
Thus showing that successors λn and µn converge to z as A → A + E.
In particular, if z is degenerate then the following result holds.
Corollary 6.8. Let η := gsep(σ ). If two components of η(A) have a degenerate
common boundary point then, for the Frobenius norm, the eigendecomposition (7)
is -stable if and only if  < gsep(σ ).
The above results show that if (A) has a degenerate common boundary point
for  := gsep(σ ), then the radius of the largest open ball centred at A on which the
spectral projection associated with A and σ is continuous is the same for the spectral
and the Frobenius norms and is equal to gsep(σ ). We have seen in Remark 4.12 that
a common boundary point is almost always expected to be degenerate. Thus in a
sense gsep(σ ) measures the sensitivity of σ and the sensitivity is almost always the
same for the spectral and the Frobenius norms.
We do not know if gsep(σ ) characterizes -stability of (7) for other norms. How-
ever, we have seen this to be true for a max-norm in Proposition 6.4, when A is block
diagonal and the spectrum of one of the blocks is equal to σ . On the other hand, if
A is treated to be known to within the tolerance  then intuitive arguments similar
to those leading to CONJECTURE 1 in Section 5 suggest that (7) is -stable if and
only if  < gsep(σ ). Hence we make the following conjecture.
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Conjecture 2. For operator norms and the Frobenius norm, (7) is -stable if and
only if  < gsep(σ ).
Finally, note that to test the -stability of an eigendecomposition it is not neces-
sary to compute gsep. If an eigendecomposition (A) =⋃mj=1 σj is to be tested for
-stability then we only need to compute the -pseudospectrum (A) and check
whether (A) has a component containing eigenvalues from σi and σj for some
i /= j . If there is no such component then the eigendecomposition is -stable. On the
other hand, if there is one such component then, for the spectral norm, the eigende-
composition is not -stable and hence stable computation of the eigendecomposition
cannot be guaranteed. We summarize this fact in the following theorem.
Theorem 6.9. For the 2-norm and almost always for the Frobenius norm, an eig-
endecomposition(A) =⋃mj=1 σj is -stable if and only if each component of(A)
contains eigenvalues from exactly one of the sets σ1, . . . , σm.
In particular, if (A) = {λ1, λ2, . . . λk} then the eigendecomposition (A) =⋃k
j=1{λj } is -stable if and only if (A) consists of k components.
The -stability of eigendecompositions has been analyzed extensively by Dem-
mel [9]. In fact, the idea that the evolution of eigendecompositions of A when A
varies in A() can be analyzed efficiently by identifying A with the ball A() is
due to him. The approach taken by Demmel [9] is based on coalescence of eigen-
values of A. To quantify the coalescence of eigenvalues, he introduced the notion
of dissociation of eigenvalues which can be stated as follows. If σ ⊂ (A) then the
dissociation of σ from the rest of (A), denoted by diss(σ ), is the smallest value
of ‖E‖ such that an eigenvalue from σ and an eigenvalue from (A) \ σ move
simultaneously and coalesce as A → A + E. It is immediate that diss character-
izes -stability of eigendecompositions. However, for non-normal matrices it is not
known how to compute diss(σ ). Since a lower bound of diss(σ ) provides a sufficient
condition for -stability of (7), various lower bounds of diss(σ ) have been obtained,
for example, in [9,29,30]. Some recent lower bounds of diss(σ ) can be found in [1,5].
The main difference of our approach with that of Demmel’s is that our analysis
is based on coalescence of components of (A) rather than coalescence of eigen-
values of A. The smallest  for which components of (A) coalesce can be read
off from (A). So, the rest of the analysis consists of showing that coalescence of
components of (A) imply coalescence of eigenvalues in them, that is, gsep(σ ) =
diss(σ ). For the spectral norm (and almost always for the Frobenius norm), Theorem
6.7 proves this equality. Our conjecture is that the equality holds for operator norms
and the Frobenius norm.
7. Conclusion
Wilkinson’s and Demmel’s problems have been open for well over 35 and 15
years, respectively. We have shown that, for the 2-norm and almost always for the
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Frobenius norm, the solutions of these problems can be read off from the -pseudo-
spectra. Given an n × n matrix A with n distinct eigenvalues, we have also provided
a procedure for construction of a matrix having a multiple eigenvalue nearest to A.
For operator norms, our conjecture is that the solutions of Demmel’s and Wilkinson’s
problems can be read off from the -pseudospectra. The machinery developed to
solve these problems may be useful in other areas that deal with eigenvalues of matri-
ces. For example, geometric separation of eigenvalues will be useful for analyzing
continuity of spectral data. We have shown that geometric separation can be read off
from the pseudospectra. However, an efficient algorithm to compute it that costs no
more than O(n3) flops is highly desirable.
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