The authors present a brief overview of the development of benchmarks for parallel performance analysis and show how a set of widely accepted parallel benchmarks has emerged from the Parkbench initiative. At the lowest level, basic node parameters are captured by the LINPACK benchmark and the Genesis communications benchmarks, which give information on message-passing latency and bandwidth. At kernel and application levels, results are widely available for the NAS parallel benchmarks. A new release of the Genesis communications benchmarks is described, which addresses the important issue of the effect of memory hierarchy on message transfers. The rest of the paper is concerned with the way in which benchmark results can be used to predict performance of full applications. Three studies are considered: the PERFORM estimation tool and WHITEBOX benchmarking are research projects, indicating some possible directions for progress, while INTREPID is the basis of a commercial system for scheduling metaapplications based on performance models for the components.
Introduction
Benchmarks have progressed a long way from simply generating single figures of merit for a kind of consumer guide to the "best computer." Nowadays, there is strong need for performance prediction-for example, for the scheduling necessary for the Information Power Grid (IPG) (Foster and Kesselman, 1998) and other distributed systems. An important requirement for such scheduling is the ability to rapidly and reliably extrapolate the behavior of applications as their size is scaled up and they are run on larger systems. Such performance modeling needs measured machine parameters as input. These are the parameters that are ascertained by low-level benchmarks: for example, communication latencies and bandwidth curves are the kinds of parameters vital in modeling any parallel process. Performance on modern machines is also strongly dependent on how well the code uses the memory hierarchy, and low-level benchmarks to measure parameters that describe the memory hierarchy also will be needed. Much work has yet to be done in developing appropriate performance models, but here we present some of the benchmarking techniques that will be used to measure the input parameters of these models. We attempt to place this discussion in context by providing a short overview of the development of parallel benchmarking. We illustrate how the Parkbench initiative has adopted techniques learned from the historical development. Then, concentrating on the low-level class, we present a new release of Genesis low-level communications benchmarks that are intended to be used for precisely the purposes outlined above. In the final section, we discuss performance modeling, mainly concentrating on how modeling is implemented in INTREPID (http:// www/pac.soton.ac.uk), a present-day scheduler for meta-applications. It is interesting to see the level of complexity required even with very simple models, and it is important to recognize the need for rapid scheduling decisions and for modeling without disclosure of the source code. Although results reported for INTREPID are encouraging, certain features such as the memory hierarchy are not treated well, and we report on some research projects, PERFORM (Dunlop and Hey, 1997) and WHITEBOX (Hernández and Hey, 1998) benchmarking, which attempt to do better.
Overview of Benchmark Development
We give a brief overview of the development of benchmarks for parallel performance analysis, emphasiz-ing some of the lessons that can be learned for future work.
SINGLE-PROCESSOR BENCHMARKS
Whetstone. An early attempt to simulate a typical scientific workload using portable codes was the Whetstone benchmark (Curnow and Wichmann, 1976 ) devised in 1972. The benchmarks were synthetic, consisting of artificial kernels intended to represent the computationally intensive part of certain scientific codes. The timing of this benchmark on different machines was compared and reported in terms of a unit called Whetstone instructions per second.
Livermore Loops. The Livermore Fortran Kernels (McMahon, 1986 ) are a set of 24 loop kernels extracted from operational codes used at Lawrence Livermore National Labs. These became widely used and publicized the concept of the Mflop unit. For scientific codes, speed measured in floating-point operations per second is useful and has less dependence on the instruction set than simply measuring the total number of instructions emitted per second. The Livermore loops also assign a nominal flop count to common floating-point operations and allow measurements to be made in the absence of a hardware counter.
SPEC. In 1989, a set of machine vendors agreed on a set of real programs and run conditions to use as common benchmarks. The strong backing from vendors has been important in the success of SPEC, as has been the wide dissemination of results. The contents of the suite have evolved in time, and presently, SPEC95 (http://www. specbench.org) contains 8 integer and 10 floating-point codes. The precise content of the suite has been subject to some criticism, and presently, SPEC95 is regarded as more relevant to the workstations than supercomputers (though there are now benchmarks from the SPEC High Performance-Group) (Eigenmann and Hassanzadeh, 1996) .
SIMPLE-PERFORMANCE MODELING
Amdahl's Law. Amdahl places an upper bound on the speedup (the ratio of the speed on P processors to the speed on one) of a code by decomposing the runtime into a fraction that can be parallelized efficiently and an inherently serial fraction. The maximum speedup occurs when the parallel part of the code dominates the runtime. However, Amdahl's assumption that the decomposition is fixed is now known to be incorrect. Typically, the fraction of the runtime that is inherently serial depends on the problem size, and the best speedups are found for large codes. This
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COMPUTING APPLICATIONS "Performance on modern machines is also strongly dependent on how well the code uses the memory hierarchy, and low-level benchmarks to measure parameters that describe the memory hierarchy also will be needed."
law is therefore no longer considered a "showstopper" for parallel computing, and indeed speedups in excess of 90% for a 1000-processor system have been observed with the IFS weather forecasting code (G. Hoffmann, personal communication). Hockney Parameters. The efficiency of computations on vector machines depends strongly on the vector length n. The simplest model for the computational time is linear, assuming some fixed overhead. In terms of Hockney parameters (The Science of Computer Benchmarking, 1996) , the runtime is given by t = (n + n 1/2 )/r ∞ . The parameter r ∞ measures the asymptotic performance, and n 1/2 is the vector length needed to achieve half this performance. Performance models of this type have been used in attempts to understand kernel (e.g., FFT) performance (The Science of Computer Benchmarketing, 1996) , but the memory hierarchy in more recent cache-based machines is more difficult to model. We need to find abstractions as simple and useful as Hockney's to understand and predict performance on parallel and distributed systems.
PARALLEL BENCHMARK SUITES
Perfect Club. For this benchmark suite (Berry et al., 1989) , 13 complete application codes running on shared-memory vector systems were chosen. Unfortunately, the complexity of the codes meant that it was difficult to infer conclusions about the architectures. It was also hard to quantify the effort that went into optimizing the codes for different platforms (although the benchmarks have been useful for other purposes) (Eigenmann, Hoeflinger, and Padua, 1998) .
GENESIS. These distributed-memory benchmarks (Addison et al., 1991) were based on an Esprit project starting in 1988. The codes used PARMACS message passing and Fortran 77 and introduced the idea of a hierarchy of benchmark levels. A new version of these codes based on MPI is described later in this paper.
NAS. The original 1991 NAS benchmarks were "paper and pencil," only defining the algorithms and leaving implementation up to the users. Several important algorithms used in the CFD work at NASA were abstracted to form five kernels (EP, MG, CG, FT, IS) and three simulated applications (LU, SP, BT). Fortran codes were later provided to clarify the algorithms, and following the NAS group's involvement with the Parkbench initiative, these have now been made available in both serial and parallel form. Results are collected and published on the NAS Web site.
LINPACK. This is a simple kernel benchmark (Dongarra, 1996) based on solving a dense system of linear equations. To accommodate improved processors, the size of the problem has increased over time from 100 × 100, and the test can also be used to measure how performance varies as a function of problem size. This code is quite straightforward, with compilers finding it easy to optimize, and it is used to classify machines for the "Top500" list (http://www/netlib.org/benchmark/top500/ top500.list.html).
Euroben. This was initially intended to provide a very detailed assessment of a single scalar or vector node and was then extended to shared-memory parallel machines. The benchmark (van der Steen, 1991) is based on three modules that at the simplest level test basic operations, memory conflicts, and bottlenecks and at higher levels test progressively more elaborate algorithms. The Euroben tests have recently been used for a very detailed analysis of the Origin 2000 (van der Steen and van der Pas, 1998).
RAPS. The Real Applications on Parallel Systems (http://www.pallas.de/raps.html) consortium is composed of both vendors and European scientific centers, mainly working on weather and climate modeling. The suite consists of large-scale application codes, either the commercial production codes themselves or benchmark versions. These codes are used as procurement benchmarks.
Benchmarking Techniques
As benchmarking techniques have developed, there has been a corresponding increase in the sophistication with which benchmarks are used. This is not always good, and many methods can be used to inflate performance figures (Bailey, 1991) . Indeed, in the early days, these tricks gave both benchmarking and parallel computers a bad reputation, and it was to place it on a more firm and scientific footing that the Parkbench initiative was conceived. This initiative has incorporated many valuable lessons from the development outlined above-for example, the recognition that more than one parameter is needed to model performance. We have identified three aspects that seem particularly relevant at present: the benchmark content, the importance of the memory hierarchy, and the need for wide dissemination of results. Below, we expand on the first two of these; the need for the third is self-evident.
BENCHMARK CONTENT
As has been apparent from the very earliest days of benchmarking, there is a major distinction between low-level synthetic benchmarks and larger tests that represent real production codes. Based on the work of Genesis, a hierarchical classification of benchmarks has been widely adopted. This hierarchy consists of the following:
• Low-level codes: Measuring the basic machine properties, both of single nodes and of communications interconnections.
• Kernels: Computationally intensive kernels testing some widely used scientific algorithm.
• Compact applications: Compact application codes, including I/O, but designed to be run easily.
The compact application benchmarks attempt to capture the behavior of features of production codes other than the computational kernel-for example, I/O and its interaction with computation. As such, these benchmarks are closer to real applications and can help identify bottlenecks that may be observed in full production codes. These codes can also provide useful support in the procurement process along with factors such as reliability and support but in no way take over the role of the main procurement benchmarks that must be large production codes chosen appropriately for each site. RAPS is an example of how cooperation at this level can be beneficial to both procurement sites and vendors.
Low-level and kernel benchmarks are more finely honed instruments intended to test specific performance characteristics. These benchmarks do not play significant roles in procurement but are necessary for researchers to understand the basic limitations of a given architecture. Although there are many similar benchmarks in the low-level class and there is rarely much leeway in how to write the essential core of any particular low-level test, it is important for researchers to know exactly what the test is doing and precisely how the measurements are taken. A common standard set of tests is therefore very desirable. It is vital that these low-level tests be immediately portable, that the precise significance of the timing measurements be clear, and that the results be widely and publicly available.
MEMORY HIERARCHY
With the retreat from vector architectures and the increasing use of commodity components in the high performance "Low-level and kernel benchmarks are more finely honed instruments intended to test specific performance characteristics. These benchmarks do not play significant roles in procurement but are necessary for researchers to understand the basic limitations of a given architecture." market, the memory hierarchy has become ever more important. Single-node performance is critically dependent on the compiler's having a good understanding of the cache behavior. Although it has always been clear that benchmarks test the compiler as much as the architecture, the increasing complexity of the memory hierarchy and the subtlety of the code rearrangements needed have placed greater emphasis on the compiler than ever before.
These difficulties are quite apparent at the serial level, and there are many techniques to write explicit codes that, despite having higher overall instruction counts, have better performance due to improved cache usage. The blocking of matrix-matrix multiplication is a well-known example.
At the parallel level, the memory hierarchy continues to have a significant effect. Cache effects can easily be seen when communicating noncontiguous data. In fact, halo exchange of multidimensional data frequently occurs in many scientific applications, and if the cache is not used appropriately, significant underperformance can result. In more recent implementations of MPI, this problem can be addressed automatically using the derived data types.
Parkbench
The Parkbench initiative of 1992 was an attempt by a group of users and vendors to bring some order and honesty to parallel benchmarking. The objectives were to gain some wide acceptance for an agreed-upon set of parallel benchmarks and to make the codes and results publicly available. The methodology (Hockney and Berry, 1994 ) is based on some of the principles deduced from past benchmarking practice as outlined above. The Parkbench suite consists of a hierarchy of tests as explained earlier, and results have been available on the Parkbench Web site (http://www.netlib.org/parkbench). One interesting innovation was the reporting of measurements of performance for both unoptimized and optimized codes. The magnitude of the difference provides useful information about the "ease of use" of the machine.
Users have now broadly converged to a standard selection of tests in the suite. At the node level, this consists of the LINPACK test, possibly augmented by Euroben tests. Common agreement on suitable codes to test the memory hierarchy is still missing. Kernel codes are provided by the NAS serial and parallel benchmarks, and lowlevel communications codes are based on the Genesis benchmarks.
Recently, discussion in the Parkbench Group has focused on improving the low-level Genesis codes and some problems that have been reported, mainly related to the complexity and ease of use of the suite. To address these issues, a new version of low-level Genesis communications benchmarks has been written, and this will now constitute the low-level codes in the new release of the Parkbench suite.
NEW LOW-LEVEL GENESIS COMMUNICATIONS BENCHMARKS
The design philosophy of these low-level codes has strongly aimed at simplicity to address the concerns mentioned above. Simplicity aids portability and allows the timing measurements to have a clear significance. The requirement of portability is vital for low-level benchmarks in which much of the interest lies in comparison of results on many different machines. There is little freedom in how to implement the core of a low-level benchmark, but small differences can occur, so it is important to be able to inspect this core part of the code and thereby have a precise understanding of how the measurements are made. This again is aided by simplicity.
These low-level codes include pingpong and other tests and have been written in Fortran 77 using MPI message passing. None of the benchmarks consists of more than a couple of hundred lines of code.
• Comms-PingPong1: Standard message pingpong with only one message propagating at a given time (simplex) using MPI_SEND-MPI_RECV pairs.
• Comms-PingPong2: Interleaved message pingpong in which two messages can be traveling in opposite directions at the same time (duplex) using MPI_SENDRECV.
• Comms-PingPong3: Comms-PingPong1 with data touching on every receive.
• Comms-Strided1: Sending strided data in a pingpong pattern from a matrix using a DO-LOOP.
• Comms-Strided2: Sending strided data in a pingpong pattern using the MPI_VECTOR data type.
• Comms-Allgather: Determining the network saturation bandwidth using the collective MPI_ ALLGATHER call.
• Comms-Synch: Synchronization by MPI barriers.
The tests are described in detail at the Genesis Web site (http://gather.ecs.soton.ac.uk), where the code may also be downloaded. The pingpong tests are quite standard, while the tests based on sending strided data allow the effect of the memory hierarchy on communication to be probed. Comms-PingPong3 also investigates memory hierarchy by forcing data up through the caches and checking the receive buffer at each step. The results of the tests that involve the memory hierarchy depend much more strongly on the compiler optimizations than the results from the other tests. Comms-Allgather considers more than two processors, and further tests investigating the collective operations are still to be added to the suite. The Genesis Web site also features a searchable database of results obtained from these benchmarks on a variety of machines. We encourage new results to be submitted to the database.
The general pattern of use is to supply test parameters via an input file. The parameter values are not chosen automatically, so they are under complete control of the user. Examples of the fixed format input files containing suitable parameter choices are provided with the distribution, but it is often helpful to make some quick initial runs covering a smaller parameter space to get a feel for the results to be expected in a longer run. There are separate input files for each test.
Output files, containing the benchmark timings, are in a format that can be directly submitted to the central repository, but they are ASCII and are easy to interpret.
We suggest that the tests be run several times to ensure that the results are stable. Nonrepeatability can be due to the system's not being dedicated, but even for dedicated machines, it is endemic for modern operating systems due to their complexity. By varying the parameters in the input file, the test can be made to take longer, and this tends to average out fluctuations on short time scales, leading to more stable results. The tests themselves contain a warm-up section intended to reduce this problem.
We decided to separate the measurement and analysis stages because it is important to check that a particular model for the data is reasonable before attempting to fit it. The benchmark results are therefore in the form of raw timing measurements. Plots are generated automatically when results are submitted to the database, but we feel that this is no substitute for individual analysis. We have provided some simple script tools using gnuplot; however, we encourage any form of analysis such as the PICT fitting tool that is also available at the Web site (http//www. minnow.demon.co.uk/pict).
RESULTS
All results that have been submitted are publicly available on the database. Presently, results are available for the
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"Simplicity aids portability and allows the timing measurements to have a clear significance."
Cray T3D, Cray T3E, Fujitsu VX4, Sun Enterprise 10000, and Origin 2000. Results on the IBM SP2 and CS2 in different configurations can also be viewed. An interesting baseline measurement is provided by results on a cluster of DEC alpha workstations running Linux and fast Ethernet.
As an example of the strided tests, we show in Figure 1 a plot of the results from Comms-Strided1 and CommsStrided2 on an Origin 2000. The much better performance when strided data are sent using the MPI_VECTOR-derived data type, rather than using a simple DO-LOOP, indicates that the MPI implementation is making more effective use of the memory hierarchy. The fall in the DO-LOOP curve at large message size can be ascribed directly to the finite cache size. The peak bandwidth seen with Comms-Strided2 is similar to that observed with contiguous data in Comms-PingPong1.
A FUTURE FOR PARKBENCH?
It is suggested that a standard set of benchmark codes has now emerged and forms the basic Parkbench suite. These are the following: Further work will be done in improving the quality and coverage of the Parkbench Web sites at both Knoxville and Southampton. Now that there is a substantial set of results from the low-level tests, detailed analysis can be performed, and both the techniques of analysis and the conclusions will be made available on the Web.
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The suite will continue to evolve. Certainly, the low-level Genesis communications benchmarks will be enlarged to include more tests of collective operations. We have exposed the need for a standard serial test probing the memory hierarchy on a single node-for example, a test with "tiling" compiler codes. A final possibility is to include HPF versions of the kernel class benchmarks.
Performance
In the preceding sections, we have described how benchmarking has developed to the sophisticated level represented by the present Parkbench suite. Unfortunately, the use of this benchmarking data in estimating the performance of large (or even moderately sized) codes is less advanced. In the absence of reliable modeling techniques, low-level simulation techniques have provided quite accurate performance figures, but these methods are timeconsuming, require full disclosure of the source code, and are machine specific. For the purposes of the IPG and other environments, where it is essential to be able to make scheduling decisions rapidly, simulation is not appropriate. Below, we describe several approaches investigated at Southampton that are intended to speed up the process and to avoid the need for source code, which is often commercially sensitive. The PERFORM estimation tool and WHITEBOX benchmarking are research projects indicating some possible directions for progress. Our third example, INTREPID, is the basis of a commercial system for scheduling meta-applications based on performance models for the components.
PERFORM ESTIMATION TOOL
Low-level simulation provides a full description of the effect of the memory hierarchy that is missing in naive approaches to performance modeling based on total operation count, but it is notoriously slow. PERFORM (Dunlop and Hey, 1997) is an attempt to preserve the good represen-"In the absence of reliable modeling techniques, low-level simulation techniques have provided quite accurate performance figures, but these methods are time-consuming, require full disclosure of the source code, and are machine specific." tation of the memory hierarchy by speeding up the low-level simulation technique using a method based on execution-driven simulation and program slicing to analyze code. These techniques avoid full simulation of the complete code and select only the most significant parts-for example, load-and-store operations that take a variable amount of time to complete are fully simulated, whereas the time for arithmetic operations is based on simple operation counts. The most significant timesaving choice is to only simulate the first few iterations of a loop until the complete loop timing can be accurately predicted. A further saving in both time and memory usage is to use program slicing to remove from the code all variables that do not directly affect the control flow.
Another difference from traditional low-level simulation is that the simulation engine is not tied directly to one particular machine. Operations are represented in terms of a set of abstract machine instructions, and a set of machine-specific parameters is used to describe a particular machine in terms of this abstract model.
Execution-driven simulation with program slicing certainly presents a much faster performance estimation method than low-level simulation, and the results on a variety of simple codes such as the Livermore loops are encouraging in terms of accuracy. The method still requires access to the source code.
WHITEBOX BENCHMARKING
WHITEBOX (Hernández and Hey, 1998) benchmarking is an attempt to derive a useful level of profile information without excessive instrumentation of source code. Rather than profile the code in terms of the individual function calls, the code is divided into sections representing communication, data movement, and computation. These sections are timed by a method known as incremental conditional compilation.
This technique allows the communication pattern to be determined, and one would expect to be able to model this by using results from low-level communications benchmarks. It is an important lesson that this is not a trivial procedure: a study of NAS LU, BT, and SP parallel codes indicates that their communication cannot be simply modeled in terms of two-processor pingpong benchmark figures. It is precisely for such reasons that the other Genesis communication benchmark tests address the memory hierarchy and communication involving multiple processors and collective MPI calls.
While this approach certainly reduces the extent to which the source code must be disclosed, it can still provide detailed information. The most important conclusion is that substantial work will have to be put into relating performance to the results from low-level benchmarks.
INTREPID
To demonstrate the state of present-day performance prediction in practical applications, we describe INTREPID, a scheduler for meta-applications. INTREPID has a fuller knowledge of the applications than ordinary platform management systems and is designed to interface with commercial systems such as LoadLeveler and LSF. The performance modeling contained in INTREPID is very simple and phenomenological and consists of two parts: a general timing model and a specific load model for each application. The timing model is based on a simple, fixed, functional form, with a small number of parameters describing the machine and other parameters describing the load imposed by the application. The bulk of the work involves the load model, which must be created separately for each application to determine how the application load parameters depend on inputs such as problem size. This approach can be viewed as the opposite extreme to the low-level simulation technique and potentially does not need detailed knowledge of the source code. This example will show that despite the simplicity of the performance model, a complicated structure is still required to put it to use.
INTREPID has been developed though a series of EU-funded projects as a manager of resources for meta-applications. Meta-applications are single applications consisting of a variety of tasks running on a distributed, nondedicated system. The system is composed of a set of machines that might possibly contain individually parallel machines. INTREPID makes a critical path analysis of the meta-application under consideration and schedules it on the system in the most efficient way. To enable it to do this scheduling, a model for the performance of each task on any of the machines comprising the system is necessary.
The general timing model that fulfills this requirement is based on a fixed functional form for the time taken T(P), on a machine with P processors with application parameters that depend on the particular task. It is hard to imagine that any more simple form than the following would capture essential features:
The rate parameters R cpu , R io , and R comm are determined by standard benchmarks and depend only on the hardware of the processors, as does P, the number of processors in the machine. The other parameters, known as application parameters, L cpu , L io , L comm as well as f cpu and f io , are parameters characterizing the application. The Ls are loads, whereas the fs describe, in Amdahl form, the fraction of the code that is intrinsically serial. The final parameter, t start , depends on both machine and application and represents the time needed for license authentication.
Having identified the application parameters required, the performance modeling enters the second phase of the application load model, which for each task determines the dependence of the L and f application parameters in terms of input. First, some knowledge of the application is needed to choose a small number of parameters that characterize the input, describing the particular problem being solved. In most cases, there is some parameter describing the "problem size" (e.g., the number of mesh points in a finite element code), and there may be further parameters such as the number of time steps needed. The essence of the performance modeling is then reduced to identifying these parameters and determining how the quantities L cpu , L io , L comm , f cpu , and f io depend on them. A separate model must be constructed for each application.
In the context of the EU projects, this modeling procedure has been carried out for a variety of commercial application codes:
• CALIFE, a CFD application from Bertin;
• the finite element statics NASTRAN solution sequence from MSC; • PARNASO, a nonlinear structural analysis code from ENEL; • AS-THETIS, an electromagnetics analysis code from AeroSpatiale; and • SIMAID, a multibody dynamics code for robotics from CEIT.
It is important to stress that the full source code is not necessary to derive models for these applications because this can be done by fitting curves based on timing data. On the other hand, this is time-consuming and not very accurate, and the more that is known about the application, the better will be the estimates. Despite the simplicity of the model, it is remarkable that performance estimates for the applications listed above lie within 20% of the measured values. Successful full-scale tests of INTREPID have been made on up to 100 machines located in a variety of sites throughout Europe.
Although the performance models are extremely simple, INTREPID represents a full present-day scheduler. This should be well understood, both in terms of the accuracy with which it can predict performance and of the time constraints under which it operates, to see how more sophisticated approaches, such as those considered in PERFORM and WHITEBOX, can contribute.
Conclusion
We have given an overview of the development of benchmarking and illustrated how the lessons learned have been incorporated into the present-day Parkbench suite. This consists of the following:
• Low level: LINPACK and new Genesis communications benchmarks • Kernels: NAS serial and parallel kernels • Compact applications: NAS compact applications As a result of this effort, good data now exist for low-level benchmarks on many parallel systems. The immediate challenge for performance analysis is to understand the behavior of kernel benchmarks and small applications in terms of the measurements taken from low-level benchmarks and machine parameters. In the longer term, this knowledge must be used for prediction of full-application performance on modern platforms such as the IPG. Already, the Legion and Globus projects (Foster and Kesselman, 1998) have discussed the implementation of resource management in their respective environments. Progress in incorporating performance modeling will come from projects such as INTREPID and POEMS (Deelman et al., 1998) . We have emphasized some of the important requirements, including speed of performance prediction and the need for modeling that does not require source code disclosure. David Lancaster is a postdoc and has been working in computer science for 3 years. His home page is at http://ecs. soton. ac.uk/~djl.
