Abstract: Valuation technology is particularly applicable for investors who focus on long-run rather than short-term returns. Notably, a firm must have existed long enough for an accurate valuation to be possible. This study proposes an approach that combines Neural Network, clustering and valuation technology, which deals with the problem of longperiod valuation. The data set comprises the MSCI 50 from the Taiwan stock market, and NOLPAT growth and ROIC of company are the key factors for segregating data by SOM. A total of 10 elements from the Pro Forma and Mackensy DCF model are inputted back to the propagation neural network. The market value is the output and the shares outstanding can decide the reasonable stock price. The function of important is to shorten the predicting period to one quarter. Investors can rely on the values of share value difference to make their medium-term investment strategy.
I. Introduction
Financial statements, such as income statements and balance sheets, are followed after Generally Accepted Accounting Principals (GAAP) in terms of disclosing traditional earnings, but the number of statements is often overvalued. This problem is due to the fact that some earnings are not gained from recurring business operations, but rather from investing in financial markets or leased assets. Accordingly, managers must be able to remove gains that are irrelevant to operations from reported earnings to achieve a clean measure of earnings which reÀects the true performance of 'core' or 'recurring' business operations rather than an attempt by the company to inÀate the level of reported earnings. [10] Valuation Technology has become emergent nowadays. Financial statements drawn up using newly developed methods reflect only the 'core' earnings that are of interest to managers. For example, profits not earned from the core business can be screened out of the Free Cash Flow statement. However, during the valuation process, one must be able to forecast the financial statement that is valuated. The forecasting period may be prolonged for years or even decades. Additionally, the forecasting period varies according to the industry. For certain industries, such as the electronics industry, the estimated value of the company is negative owing to the large quantity of invested capital. Accordingly, the forecast period must be sustainable until firm growth stabilizes. Furthermore, it is suggested to make assumption on the date when the company revenue growth will be stable ahead of time in the period. The valuation's key concept applied in this study is the "Steady State".
Treating a pool of samples in one model is not accurate for the result. Data attributes are different either in different countries or different period [20] . To resolve the problem in valuation technology and make sure the results perfectly reflect the truth, the data must be segregated into some clusters. Regard as the valuation's key point is the "Steady State". This paper applies some factors related to revenue growth to segregate data into different clusters. The data in each clusters need to be trained to fit in the model Neural Network generates. Each model represents the companies' feature of growth are similar. Hence, it resolves the dilemma of the inconsistent valuation periods among different companies. Market value of companies will be estimated through the model that individual company locates and the price per share will later emerge. [11] - [17] The traditional financial statements, under the guidance of GAAP, affiliate to new generation of Free Cash Flow statements. This study integrates the artificial intelligence technology with these statements to solve issues such as medium-term behavior control which have not been addressed before. [1] - [9] The Self-Organizing Map approach was proposed by Teuvo Kohonen. Some applications use this approach to solve large data sets, dimensions of input data and nonlinear problems.
II. DEVELOPING NEW APPROACH TO SOLVE THE PROBLEMS
To shorten to valuation period, this study combines the SOM, back propagation neural network and valuation technology to develop a new approach to solve the problem. The new method is described as follows.
A. Self-Organizing Feature Map Network
Neural of output layer is displayed as an array in a one or two-dimensional space. The input array must be used to compete each other for getting a weight adjustment opportunity. 
5) Repeat step 2 to 4 till the topology is constructed.
Topology preservation is estimated by error value, which is 
B. U-Matrix
Unifying distance matrix is a way to visualize the distance between neighboring neurons. The u-matrix algorithm calculates the distances between the neighboring neurons and stores them in a grid that corresponds to the used topology type.
Based on this grid, an appropriate visualization can be obtained by picking the values of each neuron distance. The distance values are scaled between 0 and 1 and are shown as colored when the U-matrix is visualized. The distance between neighboring neurons increases with darkness of the color. Furthermore, the cluster boundaries are also indicated by darker colors. The following formula is used for the distance measurement.
denotes the distance function of the map. The distance between neurons increases with the U-height of the weight. Inductively, the difference between neighborhood neurons is also large.
C. Back-Propagation Network
Neurons are organized into layers, each containing numerous weights. The input, hidden and output layers comprise the basis of a neural network. Models without hidden layers are called two-layer networks. Networks containing a hidden layer are called three-layer networks. Every neuron is connected to every neuron from the previous layer. Moreover, the output of the network is the summation of the input layer neuron multiplied by each weight as the activation function parameter.
where ϕ is activation function
One of the widely used activation functions is called the sigmoid function, and is described in detail in the following section. The steps of the back propagation neural network are outlined below.
1) Decide the network topology 2) Initialize the weight and learning rate 3) Propagate the inputs forward
4) Back propagate the error
6) Convergence testing
Two conditions can cause the testing to stop. One such condition is when the number of cycles exceeds the threshold setup, and the other is when the network error remains unchanged.
The weight in every trained neuron reserves for the data to be predicted. The result of this neural network is significantly better than that obtained using traditional statistics.
D. Valuation Technology
Many The value drivers of a company are NOPLAT growth and ROIC. For the first period of valuation these two factors need to be steady. This study chooses these two factors as the elements of SOM for segregating the data clusters and then chooses the ten factors and these two factors as the input of the back propagation neural network to measure the market value of the company.
III. EVALUATION PROCESS AND APPROACH
Regarding NOPLAT growth and ROIC as the value drivers, this section describes how to achieve the mediumterm valuation. NOPLAT growth and ROIC are the main value drivers of the company and are required to accomplish the steady state and thus enable the determination of the 
B. Activation Function
Sigmoid function is chosen as the activation function in this case. The function is as follows. [21] 5 . 0 )) exp( 1 ( The input value of the neural network must be normalized between -5 and +5, while the output value must be normalized between -0.5 and +0.5. Normalization needs to be done before the network training proceeding with the network training.
C. Program of the network training
The programming language in this work is Java, and the concept of object-oriented programming is adopted. The code shown below is the core of the network-training program.
1 The network output ranges between -0.5 and +0.5. Some additional work is necessary to convert the normalized value into the actual value.
IV. APPLICATION TO TAIWAN STOCK MARKET
MSCI 50 stocks serve as the data source. Financial statements must be converted into a Free Cash Flow statement. This statement must include the factors of the Mackensy DCF Model and the Pro Forma Model.
SOM is utilized to segregate the data according to attributes such as growth and ROIC, and NENET 1.1 is used here as the tool of SOM. The map has a size of 6x6 neurons with hexagonal topology. The result is displayed in the Hexagonal topology, the cluster boundary is dark. NOPLAT growth and ROIC are the input of SOM and the visualization type of the output can vary. Figure 2 shows one of the visualization types applied to the data, and reveals a map containing three clusters. Each cluster contains numerous records. After segregating the data into different clusters, three back propagation neural networks should be trained to output the share price of the company. The input of the activation function is between -5 and 5 , output of this model is between -0.5 and 0.5 . The normalization of the input and output need to be done before training. Regards to the output of the share price. For the first group data, there are 859 samples. The parameter setup of the network include learning rate is 0.5, training cycles are 320 and the error of the network is convergence to 0.005. There are 628 samples which ROIC value greater than 0 and 824 samples which growth rate greater than 0. This indicates the samples in this group are high investment performance and high growth. There are 560 out of 859 output samples which share price difference are below 0 means the 65% to make the profit. The result shown in Fig 3, value below 0 represents that the share price suggested by the model is less than the actual share price in the market. In other words, investors can make profit when the value falls below 0. The second group which parameter setup of the network includes learning rate is 0.5, training cycles are 320 and the error of the network is convergence to 0.01. There are 452 samples, 216 samples which ROIC value greater than 0 and 89 samples which growth value greater than 0. This indicates the group is medium investment performance and low growth. The result shown in Figure 4 include 243 out of 452 samples which share price difference below 0 means 54% to make profit. The third group which parameter setup of the network includes learning rate is 0.5, training cycles are 320 and the error of the network is convergence to 0.01. There are 428 samples include 55 samples which ROIC value greater than 0 and 104 samples which growth value greater than 0 means low investment performance and medium growth. The result shown in Figure 5 include 150 out of 429 samples are outperform, 35% to make profit. The data attributes have different characteristic. Investor can have more opportunity to get profit from the group which is high investment performance and growth attributes. It's difficult to make profit from the group that investment performance is low and growth rate is medium. Segregate data into group is very important, not all data have the same characteristic.
V. CONCLUSION
Technical analysis in stock market is frequently used for devising short-term stock market investment strategy while valuation is used for developing long-term investment strategy. Therefore, this study proposed a technique to assist making medium-term investment strategy. Two neural networks, SOM and BPN, are referred in cluster and behavior control. A valuation technology that contains the Mackensy DCF Model and the Pro Forma Model is combined with neural network to derive a practical model. The analytical results provide investors an effective investing index regarding the Taiwan stock market. Finally, grouping data with similar attributes into clusters is crucial for training because it produces more accurate results than the results from a pool of unorganized data.
The first group of data, 73% samples belong to high return on investing capital and 96% samples belong to high revenue growth. The investing behavior is easy to control. Investors can make the profit when the stocks they choose are locate in this group. The second group of data, 48% samples belong to high return on investing capital and 80% samples belong to low revenue growth. The behavior control is less easy than group 1. The third group of data, 87% samples belong to low return on investing capital and 76% samples belong to low revenue growth. Investor is not easy to make profit in the companies that located in this group.
The result of the research provides investors a good investing index when they can enter the Taiwan stock market. Lastly, grouping data with similar attributes into clusters is a vital process for training because it produces a more accurate result than the ones resulted from a pool of disorderly data. Investor should understand that the environment is variable, when making the decision on investing never trust historical index. The investing behavior is not periodical; it depends on many aspect of environment. Therefore, environment is always dynamic.
