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I. INTRODUCTION
Suppose a system undergoes an evolution so that after some time it returns to its original state. We shall call such an evolution a cyclic evolution. If the system is classical, then it is impossible to say from its initial and final states that it has undergone any evolution. However, the wave function of a quantal system retains a memory of its motion in the form of a geometric phase factor. This phase factor can be measured by interfering the wave function with another coherent wave function enabling one to discern whether or not the system has undergone an evolution. Therefore geometric phase factors are ''signatures'' of quantum motion. The adjective ''geometric'' emphasizes that such phase factors depend only on the loop in the quantum-mechanical state space-the set of rays of the Hilbert space, sometimes called the projective Hilbert space. In particular, geometric phases are independent of parametrization of the path in the projective Hilbert space, and therefore of the speed at which it has been traversed.
As early as 1956, 1 in a classic paper on phase shifts in nonquantal polarized light, 2 S. Pancharatnam anticipated the quantal geometric phases. He was only 22 years of age at the time. He studied the problem of determining the phase change undergone by polarized light after it has passed through a sequence of polarizers such that its final polarization is the same as its initial polarization. To describe how the phase of polarized light changes under passage through a polarizer, Pancharatnam needed to define the phase difference between two different polarization states. He reasoned that the most natural way to accomplish this task is to ask what would happen if two such states were brought to interfere with each other, and accordingly he proposed the following definition: The polarization states of any two monochromatic beams of light with the same momenta are in phase if the superposition of the two has the maximum possible intensity. Let ͉A͘ and ͉B͘ represent the polarization state vectors of photons in the two beams. Since the intensity of their superposition is proportional to ͑͗A͉ϩ͗B͉͉͒͑A͘ϩ͉B͘ ͒ϭ2ϩ2͉͗A͉B͉͘cos͕ph͗A͉B͖͘, ͑1͒
according to his convention ͉A͘ and ͉B͘ are in phase when their scalar product ͗A͉B͘ is real and positive, or equivalently, when ph͗A͉B͘ϭ0. Incidentally, since orthogonal states do not interfere, this convention breaks down for such states, and the phase difference between them remains undefined. In the general case of nonorthogonal states, it is natural to identify the phase difference between ͉A͘ and ͉B͘ with the phase ph͗A͉B͘ of their scalar product. Pancharatnam used this definition of the phase difference to analyze an experiment involving a sequence of changes in polarization of a beam of classical light by sending it through suitable polarizers. His experiment consisted of three sequential changes in polarization, from ͉A͘ to ͉B͘ to ͉C͘ and back to a state ͉AЈ͘ of the initial polarization. It is easy to show that in such a scheme each successive state remains in phase with the previous one. Now, the label A used here to describe a state of a polarized wave of light represents a set of values ͑the eigenvalues of a complete set of commuting observables͒ required to specify this state uniquely. In Pancharatnam's experiment all but one of these values-including the one that specifies the polarization-were returned to their original values, with the phase of polarization being the only exception. Thus Pancharatnam's evolution was not cyclic in the sense described above. Indeed, in what follows, the classical phase difference he observed will be shown to come from the quantum mechanical phase difference between the initial and final one-photon states:
where ␣ ABC is the solid angle subtended by the geodesic triangle ABC on the Poincaré sphere ͑whose points, as is well known, represent all conceivable forms of polarization states͒. For simplicity, we ignore the dynamical phase difference due to the fixed frequency of the photon. Remarkably enough, Pancharatnam not only anticipated the quantal geometric phases, but also was able to corroborate his theory experimentally.
Another geometric phase given by a solid-angle formula analogous to ͑2͒ was put forward in 1984 by M. V. Berry ͑who was unaware of Pancharatnam's work͒ in a seminal paper on the quantum-mechanical adiabatic theorem. 7 He investigated the nonrelativistic Schrödinger evolution
of a quantal system in a slowly changing environment described by a set of N time-dependent parameters R(t) ϭ(R 1 (t),R 2 (t),...,R N (t)), with the initial state ͉͑0 ͒͘ϭ͉n;R͑ 0 ͒͘ ͑4͒ 
where " R is the gradient operator in the parameter space R. This is, of course, just the time-honored adiabatic theorem. Berry's investigations, however, went beyond the usual formulation of the adiabatic theorem captured in ͑6͒ and ͑7͒. He considered the case of an adiabatic transport around a closed path, t ϭ͕R͑t ͉͒R͑ T ͒ϭR͑ 0 ͒;0ϽtϽT͖, ͑8͒
in the parameter space, and made the crucial observation that in such an adiabatic setup the phase factor e ib͓n,R(t)͔ is not integrable, i.e., in general it cannot be written as a function of R, and in particular is not single-valued under continuation around the loop: exp͕ib͓n;R(T)͔͖ exp͕ib͓n;R͑0͔͖͒. Moreover, it is easy to see that ͑7Ј͒ can be re-expressed in the form
from which it is evident that b͓n;R(T)͔, or the Berry phase as it is now called, is independent of parametrization: b͓n;R(T)͔ϭb[n;], where denotes the unparametrized loop corresponding to t . In particular, unlike the usual dynamical phase ͕Ϫ͐dsE n ͖, the Berry phase b[n;] is independent of the rate at which the state of the system traverses around .
To illustrate his findings Berry analyzed the example of a spin-s particle interacting with a magnetic field B through the Hamiltonian
H͑B͒ϭB-S, ͑10͒
where is a constant involving the gyromagnetic ratio, and S is the vector spin operator whose components have 2sϩ1 eigenvalues n lying between Ϫs and ϩs with integer spacing. The eigenvalues of H͑B͒ are, of course,
with Bϭ͉B͉. Now, if one identifies the components of the external magnetic field B with the parameter space R, then Berry's formula is easily applicable to this case. In particular, ͑9͒ gives the geometric phase change of an eigenstate ͉n;B(t)͘ of H͑B(t)͒ as B(t) is slowly transported-and hence the spin is slowly precessed-around a loop ␥ in the B space. Berry was able to show that, in that case, exp͕ib͓n;B͑T͔͖͒ϭexp͑Ϫin␣ ␥ ͒, ͑12͒
where ␣ ␥ is the solid angle subtended by the loop ␥ at Bϭ0.
In particular, when sϭ 1 2 and the initial state is ͉ 1 2 ;B͑0͒͘ ͑''spin up'' along B͒, then the right-hand side of ͑12͒ takes the form of the right-hand side of the observation ͑2͒ of Pancharatnam-namely, exp͓Ϫ͑i/2͒␣͔. To establish an analogy between ͑2͒ and ͑12͒ it suffices now to identify ͉͑0͒͘ ϭ͉͘ and ͉(T)͘ϭ͉Ј͘, and note that the left-hand side of ͑12͒ can be rewritten, after the dynamical phase is removed, in the form ͗͑0͉͒(T)͘.
A simple explanation of the beautiful result ͑12͒ was given in 1987 by J. Anandan and L. Stodolsky. 36 They considered a sphere whose points represented the possible directions of the magnetic field B. In the above example of Berry, it is sufficient for the direction of B to trace a closed curve ␥ on this sphere in order for each eigenstate to acquire a geometric phase. In other words, it is not necessary for B(t) to form a closed curve; it is sufficient if merely the directions of B͑0͒ and B(T) coincide. Anandan and Stodolsky then considered a Cartesian triad with its origin on ␥ (t) and its z axis in the radial direction of the sphere ͑the direction of B(t) and the spin axis͒. If the triad is moved along ␥ (t) so that the x,y axes are parallel-transported along the surface of the sphere, then when the triad returns to the original point ␥ (0)ϭ␥ (T), it will have rotated about its z axis by the solid angle ␣ subtended by ␥ at the center of the sphere. Now, relative to the triad, each eigenstate individually should acquire only the usual dynamical phase factor because the triad has no angular velocity about the spin axis. Consequently, the additional phase factor acquired by the eigenstate must be interpreted as the geometric phase factor due to the rotation of the triad given by exp(i␣J z ͉n͘ϭexp(i␣n)͉n͘, where J z generates rotation about the z axis of the triad.
For an arbitrary cyclic evolution in any Hilbert space, the above angle ␣ generalizes to a set of angles ␣ 1 ,...,␣ N . These are the geometric quantum angles introduced by Anandan, 14 which perhaps provides the deepest approach so far to the geometric phase. The geometric phases acquired by a complete set of orthogonal states ͕͉n͖͘ are now obtained by the '1action on each ͉n͘ by exp(i ͚ kϭ1 N ␣ k J k ), where the elements of the set ͕J k ͖ commute among themselves. In the classical limit the geometric angles ͕␣ k ͖ reduce to the classi-cal angles of J. H. Hannay, 10 while the observables ͕J k ͖ become the corresponding action variables that are in involution with each other.
We now illustrate the usefulness of geometric angles by providing a quantum-mechanical explanation of the abovementioned experiment of Pancharatnam. For this purpose, we need to generalize his classical electromagnetic polarized wave, with fixed momentum p, passing through an arbitrary number of polarizers, such that the final polarization is the same as the initial polarization. A classical electromagnetic wave is an approximation of a coherent state in quantum electrodynamics. In the Coulomb gauge the quantized vector-potential for the electromagnetic field may be written as
where k is the momentum vector, ϭ͉k͉ is the frequency, e k, are real orthogonal polarization vectors perpendicular to k, and a k, , a k, † are the annihilation and creation operators for the mode ͑k,͒. The electric and magnetic fields corresponding to A are EϭϪ‫ץ‬A/‫ץ‬t and Bϭ"؋A, respectively. The coherent state corresponding to the electromagnetic wave considered by Pancharatnam is then
which is an eigenstate of a p ᠬ , with eigenvalues z . Therefore, ͗z 1 ,z 2 ,p͉A͉z 1 ,z 2 ,p͘ϭ2͕͉z 1 ͉cos͑p-xϪtϩ 1 ͒e p,1 ϩ͉z 2 ͉cos͑p-xϪtϩ 2 ͒e p,2 ͖, ͑15͒ where 1 and 2 are the phases of z 1 and z 2 , respectively. It follows that ͉z 1 ͉ and ͉z 2 ͉ are the amplitudes of the electric field E in the directions of e p,1 and e p,2 , respectively.
We may represent the polarization state of a one-photon state (z 1 a p,1 † ϩ z 2 a p,2 † )͉0͘ as a two-component spinor
ͪ in a two-dimensional vector space with the usual inner product, which makes it a Hilbert space. The corresponding projective Hilbert space is the Poincaré sphere. As each photon corresponding to the mode ͑p,͒ passes through the polarizer it undergoes a transition to a state ͑p,Ј͒. The new state is obtained by simply projecting the old state onto the state that passes through the polarizer. It can be shown that this corresponds to parallel-transporting the old state-vector along the shorter geodesic joining the two points on the Poincaré sphere representing the two polarization states. 43 Therefore, using arguments similar to those used by Anandan and Stodolsky, 36 the final state obtained after a sequence of such polarization changes that return the photons to their initial polarization state is given by the action of the operator exp(i␣J) on the initial photon state. Here ␣ is the solid angle subtended by the geodesic polygon defined by the sequence of the polarization states on the Poincaré sphere, and JϭN/2, N being the number operator for the initial and final mode ͑p,͒. As a result, the final state of the electromagnetic field is 
͑17͒
Comparison of this expression with Eq. ͑15͒ shows that ␣/2 is the phase Pancharatnam observed in his classical experiment. A similar explanation can be given to the experiment of Tomita and Chiao, 117 except in their case we would have JϭN for the photon since it is a spin-1 particle.
Having obtained these results using the operator exp͑i␣J͒, which depends on the geometric angle ␣, we may generalize them to an arbitrary superposition of number eigenstates with the same polarization. In general, such a state would not be a coherent state and cannot therefore be represented by a classical electromagnetic wave. Nevertheless, the geometric part of the evolution may be obtained by taking the expectation value of exp͑i␣J͒ with respect to the initial state.
The above-mentioned geometric treatment of Berry's phase by Anandan and Stodolsky suggests that the geometric phase is associated with the motion of a quantum system and not with the particular Hamiltonian used to achieve this motion. This is the basic idea used by Aharonov and Anandan 11 in obtaining a geometric phase, which, since it is associated with the motion of the quantum-mechanical state itself, does not require an adiabatically varying Hamiltonian ͑environ-ment͒. However, if an adiabatically varying Hamiltonian is used to implement this motion, then this geometric phase is the same as Berry's phase. They defined the evolution of a normalized state ͉(t)͘ to be cyclic in the interval ͓0,T͔ if and only if ͉͑T ͒͘ϭexp͓i͑ 0,T ͔͉͒͑ 0 ͒͘, ͑18͒
where ͑0,T͒ is a real number. Equivalently, this can be re-expressed with the help of the unitary time evolution operator U(0,t) in the form U͑0,T ͉͒͑ 0 ͒͘ϭexp͓i͑ 0,T ͔͉͒͑ 0 ͒͘. ͑19͒
It follows from this equation that for an initial state to evolve cyclicly in the interval ͓0,T͔ under the time-evolution operator U(0,t), it is necessary and sufficient for it to be an eigenstate of the operator U(0,T). Incidentally, this assures the existence of cyclic evolutions as defined above at least in the finite-dimensional case. According to Aharonov and Anandan, the geometric contribution to ͑0,T͒, denoted by ␤, is
which reduces to the Berry's phase factor in the adiabatic limit. 11, 67 What is more, just as Berry's phase, it is indepen-dent of the choice of parametrization or the speed at which the path ͉(t)͘ is traversed. More significantly, Aharonov and Anandan demonstrated that ␤ is projective-geometric in nature, i.e., it is the same for all paths ͉(t)͘ that project to the same path in the projective Hilbert space. In other words, it is the same for any two motions ͉(t)͘ and ͉(t)͘ such that p (t) 
Here, the matrix D is a path-ordered exponential integral
and P represents the path-ordering. The non-Abelian phase factor D͓l;R(T)͔ is a unitary matrix, and may be denoted by D[l;] because it too is independent of parameterization or the speed with which a particular path is traversed and is therefore geometric. Berry's 1984 paper, and the other reports discussed above, were followed by a great number of papers on the subject. They can be divided into two broad groups. The first contains contributions that reformulate or generalize Berry's findings, while the second contains papers in which geometric phases are identified or measured in a great number of apparently disparate physical phenomena, or in which attempts are made to use these phases to explain unresolved physical questions. The bibliography that follows is selective and by no means exhaustive since there are hundreds of research papers on the subject.
We conclude by remarking that, there are at least four different reasons for the phenomenal success of the concepts related to geometric phases. First, these concepts are exceptionally clear and have a very elegant geometric interpretation in terms of anholonomies and connections ͑gauge fields͒. Second, geometric phases have a certain unifying character that enables one to relate many apparently disparate phenomena. Third, these phases can be observed and, indeed, various predictions of the geometric phases have been amply corroborated. Finally, and perhaps most importantly, these concepts reassert the importance and fruitfulness of geometric ideas in physical theories. 
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