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GLOBAL SOLUTION FOR THE 3D GRAVITY WATER WAVES SYSTEM ABOVE A FLAT
BOTTOM
XUECHENG WANG
Abstract
In this paper, we consider the 3D water waves system above a fixed flat bottom (finite depth) with gravity,
meanwhile without surface tension (the gravity water waves system). For this system, we prove global existence
for suitably small initial data and non-existence of traveling waves below a certain level of smallness, which
strongly contrasts the behavior of the solution of the same system in the 2D case.
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1. INTRODUCTION
In this paper, we study the long time behavior of the 3D gravity water waves system (2D interface)
in the flat bottom setting, which, to the best of author’s knowledge, has not been addressed before.
Due to the change from the infinite depth setting, which has recently been discussed extensively, to
the flat bottom setting, the linear operator changes from the fraction Schro¨dinger |∇|1/2 to the operator
Λ :=
√|∇| tanh(|∇|) ( the depth is normalized to be 1). Because of this change, a new type of difficulty
arises, which is the cubic level degeneracy of phases at the low frequency part. At the low frequency
part, the linear operator has the following approximation,
Λ(|ξ|) :=
√
|ξ| tanh(|ξ|) ≈ |ξ| − 1
6
|ξ|3, |ξ| ≪ 1,
which is wave-like at low frequency part. The problem we confront is the following quasilinear dispersive
equation,
(∂t + iΛ)u =
∑
µ,ν∈{+,−}
Qµ,ν(u
µ, uν) +R, u : Rt × R2x → C, (1.1)
where u+ := u, u− := u¯ and there is no null structure inside the quadratic terms Qµ,ν(·, ·).
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If the linear operator is half wave operator “|∇|”, then it is impossible to prove the global solution for
all small initial data and all type of quadratic terms. Since the quadratic terms do not have null structure
inside, the solution blows up even for small initial data, see the work of John[26]. Unlike nonlinear wave
equations, the phases associated with the quadratic terms do not vanish (except the trivial case), even
when the frequencies of two inputs are parallel. But it is at cubic level smallness, which is still very bad.
More precisely, the associated phases are defined as follows,
Φµ,ν(ξ, η) := Λ(|ξ|) − µΛ(|ξ − η|)− νΛ(|η|).
At the low frequency part, the following approximation holds when |ξ|, |η| ≪ 1,
Φµ,ν(ξ, η) ≈ [|ξ| − µ|ξ − η| − ν|η|]− 1
6
[|ξ|3 − µ|η|3 − ν|ξ − η|3].
When ξ − η and η are parallel, in the worst scenario, e.g., |ξ − η| ∼ |η| ∼ |ξ|, the size of phase is |ξ|3,
which is a cubic level smallness.
In this paper, we present a method to control all types of interactions at the low frequency part and
get around this cubic degeneracy issue in 2D. As a result, together with the result in our first paper
[33], we show global existence of the gravity water waves system (1.1) in the flat bottom setting and
non-existence of traveling waves below a certain level of smallness. We expect the method developed
here can be applied to other models, for example, 3D gravity-capillary water waves in the flat bottom
setting. At the low frequency part of these models, the associated linear operators are wave-like and the
phases for quadratics terms have up to cubic level degeneracy (do not vanish except the trivial cases).
1.1. Gravity water waves system above a flat bottom. We first describe the problem setting. There
is an incompressible irrotational inviscid fluid occupying a time dependent finite depth domain Ω(t),
which has a free interface Γ(t) and a fixed flat bottom Σ. The initial height of the interface is very small.
Above the domain Ω(t), it’s vacuum. We consider the effect of gravity and ignore the effect of surface
tension. We normalize both the depth and the gravity constant g to be 1. We can describe the domain,
the interface and the bottom in Eulerian coordinates as follows,
Ω(t) := {(x, y) : x ∈ R2,−1 ≤ y ≤ h(t, x)},
Γ(t) := {(x, y) : x ∈ R2, y = h(t, x)}, Σ := {(x, y) : x ∈ R2, y = −1}.
The evolution of this fluid is described by the Euler equation with boundary conditions as follows,
∂tu+ u · ∇u = −∇p− g(0, 0, 1)
∇ · u = 0, ∇× u = 0, u(0) = u0
u · ~n = 0 on Σ
p = 0 on Γ(t)
∂t + u · ∇tangents to ∪tΓ(t) on Γ(t),
(1.2)
As the velocity field is irrotational, we can represent it in terms of velocity potential φ. Let ψ be the
restriction of velocity potential on the boundary Γ(t), i.e., ψ(t, x) := φ(t, x, h(t, x)). From divergence
free condition and boundary conditions, we can derive the following harmonic equation with two bound-
ary conditions: Neumann type on the bottom and Dirichlet type on the interface,
(∆x + ∂
2
y)φ = 0,
∂φ
∂~n
∣∣
Σ
= 0, φ
∣∣
Γ(t)
= ψ. (1.3)
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Hence, we can reduce (see, for example [38]) the motion of fluid to the evolution of height “h” and
velocity potential on the interface “ψ” as follows,
∂th = G(h)ψ,
∂tψ = −h− 12 |∇ψ|2 +
(G(h)ψ +∇h · ∇ψ)2
2(1 + |∇h|2) ,
(1.4)
where G(h)ψ =
√
1 + |∇h|2N (h)ψ and N (h)ψ is the Dirichlet-Neumann operator. For gravity water
waves system (1.4), it has the following conservation law,
H(h, ψ) =
∫
R2
1
2
|h|2 + 1
2
ψG(h)ψdx ≈ 1
2
[‖h‖2L2 + ‖Λψ‖2L2]. (1.5)
1.2. Main result. Before stating our main theorem, we first define the function spaces that will be used
constantly. Define the L∞-type space as follows,
‖f‖W γ,b :=
∑
k∈Z
(2γk + 2bk)‖Pkf‖L∞ , ‖f‖W γ := ‖f‖W γ,0 , 0 ≤ b ≤ γ,
where Pk is the standard Littlewood-Paley projection operator, which will be defined precisely in the
subsection 1.5.
Define the Z-normed space and the auxiliary space Bk,j as follows,
‖f‖Z := sup
k∈Z
∑
j≥max{−k,0}
‖f‖Bk,j , ‖f‖Bk,j := 2αk(1 + 26k)2j‖ϕkj (x) · Pkf‖L2 , α = 1/10, (1.6)
where the cutoff function ϕkj (x) localizes the physical position in a way depends on the localized fre-
quency. More precisely, it is defined as follows,
ϕkj (x) :=

ψ˜(−∞,−k](x) if k + j = 0 and k ≤ 0,
ψ˜(−∞,0](x) if j = 0 and k ≥ 0,
ψ˜j(x) if k + j ≥ 1 and j ≥ 1,
(1.7)
where ψ˜(·) is a standard bump function (see subsection 1.5 for details). We mention that this type of Z–
norm was first introduced and used by Ionescu-Pausader in [22] for the context of Euler-Poisson/electron
system case.
We use the following notation to include all possible combinations of k and j,
J := {(k, j) ∈ Z× Z+ : k + j ≥ 0}.
From above definition, it’s easy to see the following decomposition holds
Pkf =
∑
j≥max{−k,0}
Qk,jf f =
∑
(k,j)∈J
Qk,jf.
where the operator Qk,j is defined as follows,
Qk,jf := P[k−2,k+2][ϕ
k
j (x) · Pkf ]. (1.8)
Our main result is stated as follows,
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Theorem 1.1. Let N0 = 1000 and δ ∈ (0, 10−9] be fixed and sufficiently small. If (h0, ψ0) satisfies the
following estimate,
‖h0‖HN0+1/2 + ‖Λψ‖HN0 + ‖(h0,Λψ0)‖Z∩L1 ≤ ǫ0 ≤ ǫ¯, (1.9)
for some sufficiently small constant ǫ¯, then there is a unique global solution for the system (1.4) with
initial data (h0, ψ0), moreover, the following estimate holds,
sup
t∈[0,∞)
(1 + t)−δ‖(h,Λψ)(t)‖HN0 + (1 + t)‖(h,Λψ)(t)‖W 4,2α + ‖eitΛ(h+ iΛψ)(t)‖Z . ǫ0. (1.10)
Remark 1.2. The top regularity N0 can be improved after being more careful with the argument used in
this paper. Since our goal is to show global existence and highlight main difficulties, we do not pursue
the goal of optimizing the required top regularity here.
Remark 1.3. From (1.10), we can derive that there is no traveling wave below a certain smallness level
determined by ǫ¯ in above theorem.
Remark 1.4. From the improved Z-norm estimate part (section 5), as a byproduct, we also know that the
solution is scattering to a linear solution in a lower regularity Sobolev space, e.g., H5(R2).
1.3. Previous results. Without being exhaustive on the progresses made so far on the water waves
system, we only mention those representative results on the initial value problem. For the results on the
blow up behavior of solutions and “splash singularity”, interested readers may refer to [7, 14, 10] and
references therein.
On the local theory side, Nalimov [29] and Yosihara [31] considered the small initial data case, Wu
[34, 35] considered general initial data in Sobolev spaces, see also the subsequent works by Christodoulou-
Lindblad [8], Lannes[27], Lindblad [28], Coutand-Shkoller [9], Shatah-Zeng[30] and Alazard-Burq-
Zuily [2, 3]. If the effect of surface tension is also considered, local existence also holds, see Beyer-
Gunther [6], Ambrose-Masmoudi [5], Coutand-Shkoller [10], Shatah-Zeng [30] and Alazard-Burq-Zuily
[2, 3].
On the long time behavior side, we have several results. For the gravity water waves system in the
infinite depth setting. In the 3D case, Wu [34] and Germain-Masmoudi-Shatah [15] proved global exis-
tence for small initial data. In the 2D case, see the work of Wu[35] and the work of Hunter-Ifrim-Tataru
[20] for the almost global existence, see the work of Ionescu-Pusateri[23], Alazard-Delort [1], Ifrim-
Tataru[20], Wang [32] for the global existence results. For the capillary water waves system in the
infinite depth setting. See the work of Germain-Masmoudi-Shatah [16] for the 3D case.See the work of
Ionescu-Pusateri [25] and Ifrim-Tataru [21] for the 2D case.
For the water waves system in the flat bottom setting. What we know so far about the flat bottom case
can be summarized as follows: (i) on the one hand, the local existence holds (with bottom not necessary
flat) by the work of Lannes [27] and the works of Alazard-Burq-Zuily [2, 3] and the large time existence
holds, which is larger than what predicted by energy estimate, by the work of Alvarez-Samaniego and
Lannes in [4]; (ii) on the other hand, the existence of traveling waves for initial data arbitrary small in
L2 level, which depends on the dimension and the ratio of the surface tension coefficient and the gravity
constant.
The existence of traveling waves makes the problem of global regularity more delicate and more
complicated. Traveling waves are more likely to exist in 2D. In the 2D case, the traveling waves exist as
long as g 6= 0 regardless whether σ equals 0 or not (see introduction part of [12] and references therein).
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Meanwhile, in the 3D case, so far the traveling waves are only known to exist when σ/g > 1/3 (see
[12]), i.e., the strong surface tension case.
As a contrast, from the main theorem, we know that there is no traveling waves under certain smallness
level when σ/g = 0, i.e., σ = 0, g = 1. This result provides a sharp contrast for the fundamental
difference of the behavior of small initial data solution between the 3D setting and the 2D setting.
1.4. The full water waves system above a flat bottom. The long time behavior of water waves systems
in the infinite depth setting has been extensively studied recently. For the 3D case, the small data global
solution problem has been completely solved, see the recent work of Deng-Ionescu-Pausader-Pusateri
[13] on the gravity-capillary waves system in 3D. However, we don’t have any result on the very long
time behavior of the water waves system in the flat bottom setting. As the first paper on the long time
behavior of water waves system in the flat bottom setting, we discuss more about the full system in this
subsection.
As a natural comparison, we compare the same system in the flat bottom setting with the infinite depth
setting. In the infinite depth setting, after diagonalizing the system, we are dealing with the following
type of quasilinear equation,
(∂t + iΛ1)u = N1(u,∇u), Λ1 :=
√
|∇|(g + σ|∇|2), g, σ ≥ 0, g + σ > 0. (1.11)
Meanwhile, when changing to the finite depth (with depth normalized to be 1) setting, the behavior
of Dirichlet-Neumann operator will change. After diagonalizing the system, we are dealing with the
following type of quasilinear equation,
(∂t + iΛ2)u = N2(u,∇u), Λ2 :=
√
tanh(|∇|)|∇|(g + σ|∇|2), g, σ ≥ 0, g + σ > 0. (1.12)
The main difference of above two equations lies in the low frequency part. As “tanhx” approaches
to “1” very quickly as x goes to infinity, two settings are very similar for the medium and high frequency
parts. The main difficulties arise in the infinite depth setting will also appear in the flat bottom setting.
So we only highlight the main differences here and concentrate on the low frequency part.
On the Fourier side, the symbols of linear operators and their expansions around “0” are given as
follows,
Λ1(ξ) :=
√
|ξ|(g + σ|ξ|2), Λ2(ξ) :=
√
tanh |ξ||ξ|(g + σ|ξ|2).
Λ1(ξ) ∼

√
g|ξ|1/2, g > 0,
√
g|ξ|3/2, g = 0, σ > 0,
(1.13)
Λ2(ξ) ∼

√
g|ξ| − g − 3σ
6
√
g
|ξ|3 + 19g
2 − 30gσ − 45σ2
360g3/2
|ξ|5, g > 0,
√
σ|ξ|2 −
√
σ
6
|ξ|4, g = 0, σ > 0.
(1.14)
For the system (1.11) and (1.12), their associated phases are given as follows,
Φµ,ν1 (ξ, η) := Λ1(ξ)− µΛ1(ξ − η)− νΛ1(η), Φµ,ν2 (ξ, η) := Λ2(ξ)− µΛ2(ξ − η)− νΛ2(η).
It turns out that, the degenerated phase at low frequency part is a common feature for the water waves
system above a flat bottom. From (1.13) and (1.14), we can see that Φµ,ν2 (ξ, η) is much more degenerated
than Φµ,ν1 (ξ, η) in the worst scenarios. From (1.14), we can see that the linear operators are all wave-like
for all possible value of g and σ except the case when g = 0 and σ = 1, in which it is Schro¨dinger-like.
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As mentioned before, when σ/g > 1/3, there exists traveling waves in 3D case, which are arbitrary
small in L2 level. From the expansion (1.14), we can see the sign of |ξ|3 change from “−” to “+” when
σ/g changes from 1/3 − ǫ to 1/3 + ǫ. As a result, the phase in the later case does not have a cubic
smallness lower bound, but vanishes on a hypersurface of codimension “1”. It is suggested that the case
when σ/g = 1/3 might be a threshold for the full water waves system in the flat bottom setting. When
σ/g < 1/3, the phases have the same cubic level degeneracy issue. By combining the method developed
in this paper and the method developed in Deng-Ionescu-Pausader-Pusateri[13], it is reasonable to expect
that the solution globally exists and decays for small initial data, hence no traveling waves below the
certain level of smallness.
To know the full picture of gravity-capillary waves (with all possible values of g and σ as mentioned
in (1.12)), it is helpful to know the long time behavior of the following two toy models with initial data
u0, s.t., u0 = P≤1u0,
(∂t+i(|∇|+|∇|5/90))u =
∑
µ,ν∈{+,−}
P≤1[|∇|Q1(uµ,∇uν)], corresponds to g = 1, σ = 1/3, (1.15)
(∂t + i(|∇|2 − |∇|4/6))u =
∑
µ,ν∈{+,−}
P≤1[Q2(u
µ,∇uν)], corresponds to g = 0, σ = 1, (1.16)
and there are no null structures inside the quadratic terms Q1(·, ·) and Q2(·, ·).
Note that the non-presence of “|∇|” in (1.16) is not a typo. After diagonalizing the capillary waves
system in the flat bottom setting, we do not see the presence of “|∇|” for some quadratic terms. Effec-
tively speaking, we do not gain the smallness of output from symbols for the 1× 1→ 0 type interaction.
As a result, this drawback will add substantial difficulties to control the 1 × 1 → 0 type interaction.
This fact is also another major difference between the flat bottom setting and the infinite depth setting.
For the capillary waves system in the infinite depth setting, we do gain the smallness of output because
cancellation also happens at low frequency level.
1.5. Notations and The outline. For any two numbers A and B, we use A . B and B & A to denote
A ≤ CB, where C is an absolute constant. We use A ∼ B to denote the case when A . B and B . A.
We use A ≈ B if |A−B| ≪ A.
Throughout this paper, we will abuse notation of “Λ” a little bit. When there is no lower script in Λ,
then Λ :=
√
tanh(|∇|)|∇|, which is the linear operator associated for the system (1.4). When there is a
lower script p in Λ where p ∈ N+, then we use Λp(N ) to denote the p-th order terms of the nonlinearity
N if a Taylor expansion of N is available. Also, we use notation Λ≥p[N ] to denote the p-th and higher
orders terms. More precisely, Λ≥p[N ] :=
∑
q≥pΛq[N ]. For example, Λ2[N ] denotes the quadratic term
of N and Λ≥2[N ] denotes the quadratic and higher order terms of N . If there is no special annotation,
then Taylor expansions are in terms of h and ψ.
We fix an even smooth function ψ˜ : R→ [0, 1] supported in [−3/2, 3/2] and equals to 1 in [−5/4, 5/4].
For any k ∈ Z, we define
ψk(x) := ψ˜(x/2
k)− ψ˜(x/2k−1), ψ≤k(x) := ψ˜(x/2k) =
∑
l≤k
ψl(x), ψ≥k(x) := 1− ψ≤k−1(x),
and use Pk, P≤k and P≥k to denote the projection operators by the Fourier multipliers ψk, ψ≤k and ψ≥k
respectively. For a well defined function f(x), we use fk(x) to abbreviate Pkf(x) and use fk,j(x) to
abbreviate Qk,jf(x). Recall that the operator Qk,j is defined in (1.8).
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We use both f̂(ξ) and F(f)(ξ) to denote the Fourier transform of f , which is defined as follows,
F(f)(ξ) =
∫
e−ix·ξf(x)dx.
We use F−1(g) to denote the inverse Fourier transform of g(ξ). For an integer k ∈ Z, we use k+ to
denote max{k, 0} and use k− to denote min{k, 0}. For two well defined functions f(x) and g(x) and a
bilinear form Q(f, g), we use the convention that the symbol q(·, ·) of Q(·, ·) is defined in the following
sense throughout this paper,
F [Q(f, g)](ξ) = 1
4π2
∫
R2
f̂(ξ − η)ĝ(η)q(ξ − η, η)dη. (1.17)
Very similarly, for a trilinear form C(f, g, h), its symbol c(·, ·, ·) is defined in the following sense,
F [C(f, g, h)](ξ) = 1
16π4
∫
R2
∫
R2
f̂(ξ − η)ĝ(η − σ)ĥ(σ)c(ξ − η, η − σ, σ)dηdσ.
Define a class of symbol and its associated norms as follows,
S∞ := {m : R4 orR6 → C,m is continuous and ‖F−1(m)‖L1 <∞},
‖m‖S∞ := ‖F−1(m)‖L1 , ‖m(ξ, η)‖S∞k,k1,k2 := ‖m(ξ, η)ψk(ξ)ψk1(ξ − η)ψk2(η)‖S∞ ,
‖m(ξ, η, σ)‖S∞k,k1 ,k2,k3 := ‖m(ξ, η, σ)ψk(ξ)ψk1(ξ − η)ψk2(η − σ)ψk3(σ)‖S∞ .
In section 2, we summarize the main results in our first paper, in which we derived a new energy
estimate and studied properties of Dirichlet-Neumann operator for the purpose of studying long time
behavior. In section 3, we record some lemmas and prove some angular localized type bilinear estimates,
which are very important for later argument. In section 4, we analyze properties of phases associated
with system (1.4). In section 5, we introduce the set-up of how to derive the improved Z-norm estimate
of the profile and decompose the quadratic terms into good type terms and bad type terms based on the
behavior of associated phases. In section 6 and section 7, we derive the improved Z-norm estimate for
the good type terms and bad type terms respectively by assuming the Z-norm estimate for remainder
term holds and finish the proof of Proposition 5.3. In section 8, we derive Z-norm estimate for the
remainder term and finish the proof of Proposition 5.2.
Acknowledgement I thank my Ph.D advisor Alexandru Ionescu for many helpful discussions and
suggestions. The first version of manuscript was done when I was visiting Fudan University and BICMR,
Peking University. I thank Zhen Lei and BICMR for their warm hospitalities during visit.
2. SUMMARY OF THE FIRST PAPER AND MAIN IDEAS OF THE PROOF
Since the local existence of the system (1.4) is already known(for example, see [3]), it is very natural
to use the bootstrap argument to iterate the local result. The argument is reduced to estimate the energy
and the dispersion of the nonlinear solution.
Due to the cubic degeneracy issue of phases at the low frequency part, it is not hopeful to prove
that the L∞− norm of the solution has the sharp 1/(1 + t) decay rate over time. As a result, a rough
energy estimate is not sufficient to control the growth of energy in the long run. To get around this
issue, instead of working too hard, it turns out that there is a relatively simple way to control the growth
of energy. It relies on the following two observations: (i) A new type of energy estimate is available
after carefully studying the Dirichlet-Neumann operator and the quadratic terms of the system (1.4).
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Intuitively speaking, L∞ norm part of the new energy estimate only depends on the derivative of solution.
(ii) Although it is not hopeful to prove general solutions decay sharply, we can prove that the solution
with some degree of derivatives in front decays sharply. The derivative at low frequency part compensates
decay rate.
The new energy estimate is one of main results in our first paper [33], in which we studied the local
behavior of the system (1.4) for the purpose of studying the long time behavior. For readers’ convenience,
we summarize the main results in the following subsection.
2.1. The new energy estimate and properties of Dirichlet-Neumann operators. The smallness as-
sumption assumed in [33] is weaker than the smallness assumption (1.9), only W 4-norm of initial data is
required to be small. Hence, we can use the new energy estimate derived there directly. The new energy
estimate derived in [33] can be stated as follows,
Theorem 2.1. If initial data (h0,Λψ0) ∈ HN0+1/2(R2) × HN0(R2) satisfies the smallness condition
(1.9), then there exists some T > 0 and a unique solution (h,Λψ) ∈ C0([0, T ];HN0(R2)×HN0(R2)).
Moreover, the following energy estimate holds for any t ∈ [0, T ],
‖(h,Λψ)(t)‖2HN0 .N0 ǫ20 +
∫ t
0
[‖(h,Λψ)(s)‖W 4,1 + ‖(h,Λψ)(s)‖2W 4 ]‖(h,Λψ)(s)‖2HN0 ds. (2.1)
There are two main ingredients to derive (2.1): (i) Careful estimates of the Dirichlet-Neumann oper-
ator with attentions to the low frequency part of quadratic terms. (ii) Thanks to the works of Alazard-
Burq-Zuily [2, 3]. We can use their paralinerarization and sysmetrization procedures to avoid losing
derivatives at the high frequency part.
To study and estimate the Dirichlet-Neumann operator, we formulate the velocity potential in a fixed
point type formulation. More precisely, we map the water region Ω(t) to the strip S := R2 × [−1, 0] as
follows,
(x, y)→ (x, z), z := y − h(t, x)
h(t, x) + 1
, z ∈ [−1, 0].
Let ϕ(x, z) := φ(x, h + (h+ 1)z). From (1.3), the following identity holds,
(∆x + ∂
2
y)φ = 0 =⇒ Pϕ := [∆x + a˜∂2z + b˜ · ∇∂z + c˜∂z]ϕ = 0, ϕ
∣∣
z=0
= ψ, ∂zϕ
∣∣
z=−1
= 0, (2.2)
where
a˜ =
1 + (z + 1)2|∇h|2
(1 + h)2
, b˜ =
−2(z + 1)∇h
1 + h
, c˜ =
−(z + 1)∆xh
(1 + h)
+ 2
(z + 1)|∇h|2
(1 + h)2
. (2.3)
The Dirichlet-Neumann operator in terms of ϕ is given as follows,
G(h)ψ = [−∇h · ∇φ+ ∂yφ]
∣∣
y=h
=
1 + |∇h|2
1 + h
∂zϕ
∣∣
z=0
−∇ψ · ∇h, (2.4)
Therefore, to estimate G(h)ψ in a X-normed space, it is sufficient to estimate ∂zϕ in the L∞z X-normed
space. We will use (2.2) to see the fixed-point structure of∇x,zϕ, which provides a good way to estimate
∂zϕ and determine the Taylor expansion of the Dirichlet-Neumann operator.
We decompose the equation (2.2) as follows,
(∂z + |∇|)(∂z − |∇|)ϕ = (1− a˜)∂2zϕ− b˜ · ∇∂zϕ− c˜∂zϕ = g(z) = ∂zg1(z) + g2(z) +∇ · g3(z),
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where
g1(z) =
2h + h2 − (z + 1)2|∇h|2
(1 + h)2
∂zϕ+
(z + 1)∇h · ∇ϕ
1 + h
, g1(−1) = 0, (2.5)
g2(z) =
(z + 1)|∇h|2∂zϕ
(1 + h)2
− ∇h · ∇ϕ
1 + h
, g3(z) =
(z + 1)∇h∂zϕ
1 + h
. (2.6)
The point of above decomposition is that we can solve it explicitly by treating the nonlinearity g(z) as
given. Since g(z) has a term of type “∂2zϕ”, which is not in terms of ∇x,zϕ. Hence we decompose g(z)
further as ∂zg1(z) + g2(z) + ∇ · g3(z) and do integration by parts in “z” once for g1(z). From (2.5)
and (2.6), we can see that gi(z), i ∈ {1, 2, 3} are all linearly depend on ∇x,zϕ, therefore lies in the fixed
point structure. In the end of day, we have the following fixed point type formulation for ∇x,zϕ,
∇x,zϕ =
[[e−(z+1)|∇| + e(z+1)|∇|
e−|∇| + e|∇|
]
∇ψ, e
(z+1)|∇| − e−(z+1)|∇|
e−|∇| + e|∇|
|∇|ψ
]
+ [0, g1(z)]+
+
∫ 0
−1
[K1(z, s)−K2(z, s)−K3(z, s)](g2(s) +∇ · g3(s))ds
+
∫ 0
−1
K3(z, s)|∇|sign(z − s)g1(s)− |∇|[K1(z, s) +K2(z, s)]g1(s) ds, (2.7)
where Ki(z, s), i ∈ {1, 2, 3} are some linear operators. Their detailed formulas are not so relevant for
the intuitive purpose, but one can see [33] for their detail formulas. From (2.7) and (2.4), it’s easy to see
that the linear terms of ∇x,zϕ and G(h)ψ are given as follows,
Λ1[∇x,zϕ] =
[[e−(z+1)|∇| + e(z+1)|∇|
e−|∇| + e|∇|
]
∇ψ, e
(z+1)|∇| − e−(z+1)|∇|
e−|∇| + e|∇|
|∇|ψ
]
, (2.8)
Λ1[G(h)ψ] = |∇| tanh(|∇|)ψ.
As the decay rate is critical in the 3D setting (2D interface), to know the long time behavior of the
dispersive equation (1.1), it’s crucial to know what type of quadratic term we are dealing with. Essentially
speaking, we only need to know what the quadratic terms of G(h)ψ are.
We can plug in the linear terms of ∇x,zϕ in (2.8) to (2.7) to find out what quadratic terms of ∂zϕ
are, which further give us the quadratic terms of G(h)ψ from (2.4). As a result, we have the following
Lemma on the symbol of quadratic terms of G(h)ψ, which can be found in [33][Lemma 3.5],
Lemma 2.2. Let q˜(·, ·) denotes the symbol of quadratic terms of G(h)ψ, for k1, k2, k ∈ Z, we have the
following estimate on symbol,
‖q˜(ξ − η, η)‖S∞k,k1,k2 . 2
k+k2 . (2.9)
We also need to show that the cubic and higher order terms “R” of equation (1.1) do not have much
accumulated effects in the long run, essentially speaking it is sufficient to control Λ≥3[∇x,zϕ]. It turns out
that the fixed point type formulation (2.7) is also a powerful tool to estimate those cubic and higher order
terms. We can represent Λ≥3[∇x,zϕ] as the following fixed point type formulation (see [33][Lemma
3.7]),
Λ≥3[∇x,zϕ] =
∑
i=1,2
Ciz(h, ψ, h˜i) + hC˜
i
z(h, ψ, h˜i) + (1 + h)
2C˜z(h˜2, h˜2,Λ≤2[∇x,zϕ]) + h2Cˆz(h, h˜2, ψ)
+ T iz(h˜i,Λ≥3[∇x,zϕ]) + C˜1z (h, h˜2,Λ≥3[∇x,zϕ]) + (1 + h)2C˜2z (h˜2, h˜2,Λ≥3[∇x,zϕ]), (2.10)
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where Ciz , C˜iz , C˜z , Cˆz , C˜iz , i ∈ {1, 2} are some trilinear operators, T iz is some bilinear operators and h˜1
and h˜2 are given as follows,
h˜1 =
2h+ h2
(1 + h)2
, h˜2 =
h
1 + h
.
The symbols of bilinear operators T iz satisfy the estimate (8.15), symbols of all above trilinear operators
satisfy the estimate (8.16). We will use above fixed point type formulation to estimate remainder terms
“R” in section 8.
2.2. Main ideas of proof. From the new energy estimate (2.1) in Theorem 2.1, it would be sufficient
to close argument if one can prove that the decay rate of the nonlinear solution in W 4,2α space is sharp,
which is 1/(1+ t) over time. From the linear decay estimates in Lemma 3.4, we can reduce the question
into controlling the L1-type norm of the profile of solution over time to get sharp decay rate. However,
there is no associated scaling vector field 1 available for the system of type (1.1) to help us to control
the weighted norm. After observing structures inside the phases and the quadratic terms, we choose the
Z-norm as defined in (1.6), which is essentially a weighted norm of L2 type. An advantage of using this
Z-normed space is that we can localize both the spatial position and the frequency.
From the choice of our Z-norm, we can reduce the dispersion estimate of solution in W 4,2α space
to the Z–norm estimate of the associated profile of solution. Our main goal is reduced to prove that
the Z–norm of the profile doesn’t grow in time and has the size of initial data. Although the idea is
straightforward, it is extremely delicate to derive the improved Z–norm estimate. Since there are have
many very bad scenarios, we need to utilize different strategies for different scenarios.
Although this question is very complicated at technical level, we mention three key observations that
make it possible to close the argument. First key observation is that, we can decompose the phases into
two parts which have the same sign. For example,
Λ(|ξ|)− Λ(|ξ + η|) + Λ(|η|) = Λ(|ξ|)− Λ(|ξ|+ |η|) + Λ(|η|)︸ ︷︷ ︸
Positive
+Λ(|ξ|+ |η|) − Λ(|ξ + η|)︸ ︷︷ ︸
Positive
.
Because of this, we have a lower bound for the sizes of phases despite they are of cubic level smallness.
Essentially speaking, the same sign property holds because Λ(|ξ|) is an increasing function and Λ′′(|ξ|)
is a decreasing function.
Second key observation is that, we can gain one degree of smallness of output in the 1 × 1 → 0
interaction case, see (3.11) in Lemma 3.3. Although this smallness is not strong enough to control
completely the accumulated 1× 1→ 0 type interaction effect over time but it makes the choice of small
“α” in the definition of Z-norm possible. The choice of small “α” is important, because of the two facts:
(i) the gain from the choice of α in the 1 × 1 → 0 type interaction corresponds to the loss from the
choice of α in the 0× 1→ 1 type interaction; (ii) we do not have null structure in the Low × High type
interaction, as the size of symbol is like 1 in the 0 × 1 → 1 type interaction. Also because we can gain
one degree of smallness of output, it makes the improved L2 estimate possible, see (5.20) in Lemma 5.4.
This improved L2 estimate is very curcial for the case when we can not do integration by parts in time
or not do integration by parts in “η”. For example, see the case in subsubsection 7.1.2.
Third key observation is that, the angle between the output and the smaller input is proportional to the
angle between the two inputs when the phase is highly degenerated. This fact does not hold for the phase
which is not highly degenerated, but we do not need this fact for the non-highly degenerated phases.
1 We do have the rotational vector field, but it is not very helpful without the company of scaling vector field for this case.
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To see above observation, we use the phase Φ+,−(ξ, η) and the case when |η| ≪ |ξ| as an example.
Intuitively speaking, note that Λ(|ξ|) can be approximated by |ξ| − |ξ|3/6 with error of size |ξ|5 when
|ξ| ≪ 1, we have the approximation as follows,
Φ+,−(ξ, η) = Λ(|ξ|) − Λ(|ξ − η|) + Λ(|η|) ≈ [|ξ| − |ξ − η|+ |η|] − 1
6
[|ξ|3 + |η|3 − |ξ − η|3]
=
|ξ||η|(1 + cos(ξ, η))
|ξ|+ |ξ − η|+ |η| −
1
6
[|ξ|3 + |η|3 − |ξ − η|3], |ξ|, |ξ − η|, |η| ≪ 1. (2.11)
From above approximation, we can see that the size of phase is of linear level smallness, which is not so
small, if the angle between ξ and −η is not small. The size of phase is of cubic level smallness, which
is the worst scenario, if ξ and −η is almost in the same direction. That is to say, the size of phase highly
depends on the angle between “ξ” and “η” for the case that we are considering. Note that
∇ξΦ+,−(ξ, η) ≈ ξ|ξ| −
ξ − η
|ξ − η| = ∠(ξ, ξ − η), ∇ηΦ
+,−(ξ, η) ≈ − η − ξ|η − ξ| +
η
|η| = ∠(ξ − η,−η).
Recall that |η| ≪ |ξ|. Therefore, if ξ and −η are almost in the same direction, then ξ and ξ − η are
almost in the same direction and ξ − η and −η are almost in the same direction. That is to say, the sizes
of ∇ξΦ+,−(ξ, η), ∇ηΦ+,−(ξ, η) and Φ+,−(ξ, η) are all connected through the angle between ξ and −η.
Hence, we will localize the angle between the output and one of two inputs for the case of degenerated
phases. The small angle helps in most of cases. But one has to be very careful about doing estimates and
doing integration by parts in “η” after localizing the angle, as the symbol behaves very badly when the
derivative “∇η” hits the symbol.
2.3. Bootstrap assumption and proof of the main theorem. We will prove our main theorem via the
standard bootstrap argument. The bootstrap assumption is as follows,
sup
t∈[0,T ]
(1+t)−δ‖(h,Λψ)(t)‖HN0 +(1+t)‖(h,Λψ)(t)‖W 4,2α+‖eitΛ(h+iΛψ)‖Z . ǫ1 := ǫ5/60 . (2.12)
We split the argument into two parts, which corresponding to the following two propositions.
Proposition 2.3. Under the bootstrap assumption (2.12), we have the following estimate,
sup
t∈[0,T ]
(1 + t)−δ‖(h,Λψ)(t)‖HN0 . ǫ0. (2.13)
Proof. Note that the following estimate holds under the bootstrap assumption (2.12),
‖(h,Λψ)(t)‖W 4 . ‖(h,Λψ)(t)‖1/4HN0 ‖(h,Λψ)(t)‖
3/4
W 4,2α
. (1 + t)−3/4+2δǫ0.
From (2.1) in Theorem 2.1, the following estimate holds for any t ∈ [0, T ],
‖(h,Λψ)(t)‖2HN0 . ǫ20 +
∫ t
0
ǫ31
(1 + s)1−2δ
ds . (1 + t)2δǫ20.
Hence (2.13) holds. 
The rest of this paper is devoted to prove the following Proposition, which is sufficient to close the
bootstrap argument.
Proposition 2.4. Under the bootstrap assumption (2.12) and the energy estimate (2.13), we have
sup
t∈[0,T ]
(1 + t)‖(h,Λψ)(t)‖W 4,2α + ‖eitΛ(h+ iΛψ)‖Z . ǫ0. (2.14)
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3. SOME LEMMAS
We have the following lemma on the multilinear estimates,
Lemma 3.1. Assume that m, m′ ∈ S∞, p, q, r, s ∈ [1,∞] , then the following estimates hold for well
defined functions f(x), g(x), and h(x),
‖m ·m′‖S∞ . ‖m‖S∞‖m′‖S∞ , (3.1)∥∥∥F−1[ ∫
R2
m(ξ, η)f̂(ξ − η)ĝ(η)dη]∥∥∥
Lp
. ‖m‖S∞‖f‖Lq‖g‖Lr if 1
p
=
1
q
+
1
r
, (3.2)∥∥∥F−1[ ∫
R2
∫
R2
m′(ξ, η, σ)f̂ (ξ − η)ĥ(σ)ĝ(η − σ)dηdσ]∥∥∥
Lp
. ‖m′‖S∞‖f‖Lq‖g‖Lr‖h‖Ls , (3.3)
where 1
p
=
1
q
+
1
r
+
1
s
.
Proof. The proof is standard, or see [23] for detail. 
To estimate the S∞k,k1,k2 or the S∞k,k1,k2,k3 norms of symbols, we constantly use the following lemma .
Lemma 3.2. For i ∈ {2, 3}, if f : R2i → C is a smooth function and k1, · · · , ki ∈ Z, then the following
estimate holds,
‖
∫
R2i
f(ξ1, · · · , ξi)
i∏
j=1
eixj ·ξjψkj(ξj)dξ1 · · · dξi‖L1x1,··· ,xi .
i+1∑
m=0
i∑
j=1
2mkj‖∂mξj f‖L∞ . (3.4)
Proof. Let’s first consider the case when i = 2. Through scaling, it is sufficient to prove above estimate
for the case when k1 = k2 = 0. From Plancherel theorem, we have the following two estimates,
‖
∫
R2i
f(ξ1, ξ2)e
i(x1·ξ1+x2·ξ2)ψ0(ξ1)ψ0(ξ2)dξ1dξ2‖L2x1,x2 . ‖f(ξ1, ξ2)‖L∞ξ1,ξ2 ,
‖(|x1|+|x2|)3
∫
R2i
f(ξ1, ξ2)e
i(x1·ξ1+x2·ξ2)ψ0(ξ1)ψ0(ξ2)dξ1dξ2‖L2x1,x2 .
3∑
m=0
[‖∂mξ1f‖L∞+‖∂mξ2f‖L∞],
which are sufficient to finish the proof of (3.4). We can prove the case when i = 3 very similarly, hence
we omit the details here. 
So far, we still don’t know explicitly what quadratic terms and the remainder terms are in (1.1). We
derive it from (1.4) it here. Let
B(h)ψ =
[
G(h)ψ +∇h · ∇ψ]/(1 + |∇h|2), (3.5)
and recall the system of equations (1.4) satisfied by h and ψ, we can reformulate it as follows,
∂th = Λ
2ψ + Λ2[G(h)ψ] + Λ≥3[G(h)ψ],
∂tψ = −h− 1
2
|∇ψ|2 + 1
2
|Λ2ψ|2 + 1
2
Λ≥3
[
(1 + |∇h|2)(B(h)ψ)2
]
.
(3.6)
Define u = h+ iΛψ and Q(h, ψ) = Λ2[G(h)ψ]. Very naturally, we have
h =
u+ u¯
2
, ψ = Λ−1
(u− u¯
2i
)
. (3.7)
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With above notation, we can derive the equation satisfied by u from (3.6) as follows,
(∂t + iΛ)u =
∑
µ,ν∈{+,−}
Qµ,ν(u
µ, uν) +R, (3.8)
where
Qµ,ν(u
µ, uν) =
cν
2
Q(uµ,Λ−1uν) +
icµcν
2
Λ
[− ∇
Λ
uµ · ∇
Λ
uν + ΛuµΛuν
]
, µ, ν ∈ {+,−}, (3.9)
R = Λ≥3[∂th] + iΛΛ≥3[∂tψ] = Λ≥3[G(h)ψ] + iΛΛ≥3[(1 + |∇h|2)(B(h)ψ)2], (3.10)
and c+ := −i/2 and c− := i/2.
Lemma 3.3. Suppose that the symbol of quadratic term Qµ,ν(uµ, uν) is given by qµ,ν(ξ − η, η), for
k, k1, k2 ∈ Z and any µ, ν ∈ {+,−} we have the following estimates
‖qµ,ν(ξ − η, η)‖S∞k,k1,k2 . 2
k/2+k−/2+k1,+ , if |k1 − k2| ≤ 10, (3.11)
‖qµ,ν(ξ − η, η)‖S∞k,k1,k2 . 2
max{k1,k2}+max{k1,k2}+/2, if |k1 − k2| ≥ 10. (3.12)
Proof. From (3.9) and Lemma 3.2, it’s easy to see that above estimates hold for the symbols determined
other than quadratic term Q(·, ·). From (2.9) in Lemma 2.2, we can see that above estimates also hold
for the symbol of quadratic term Q(·, ·). 
We have the following lemma on the L∞-decay estimate for the linear solution,
Lemma 3.4. For f ∈ L1(R2), we have the following L∞ type estimates:
‖eitΛPkf‖L∞ . (1 + |t|)−123k/2‖f‖L1 , if k ≥ 0. (3.13)
‖eitΛPkf‖L∞ . (1 + |t|)−
1+θ
2 2
(3−3θ)k
2 ‖f‖L1 , 0 ≤ θ ≤ 1, if k ≤ 0. (3.14)
Proof. After checking the expansion of the phase, see (4.1), we can apply the main result in [18][Theorem
1:(a)&(b)] directly to derive above results. 
We will use the following lemma for operators with angular cutoff function very often in the bad type
phases scenarios. We state it and prove it here.
Lemma 3.5. For l, k, k1, k2 ∈ Z, l ≤ 0, k2 ≤ k1, and f, g ∈ L2 ∩ L1, we define a bilinear form as
follows,
T (f, g) =
∫
R2
eitΦ
µ,ν (ξ,η)ψk(ξ)ψk1(ξ − η)ψk2(η)ψl(∠(ξ, νη))m(ξ, η)fµ(ξ − η)gν(η)dη,
where µ, ν ∈ {+,−}, m(ξ, η) ∈ S∞, then following estimates hold,
‖T (f, g)‖L2 . ‖m‖L∞ξ,η min
{
22k2+l‖f‖L2‖g‖L∞ξ , 2k2+l/2‖f‖L2‖g‖L2 , 2k2+k1+l‖f‖L∞ξ ‖g‖L2
}
,
(3.15)
‖T (f, g)‖L2 . ‖m‖L∞ξ,η min{2k+k1+l‖f‖L∞ξ ‖g‖L2 , 2k+l/2‖f‖L2‖g‖L2 , 2k2+k+l‖g‖L∞ξ ‖f‖L2},
(3.16)
‖T (f, g)‖L2 . ‖m‖S∞k,k1,k2 min{‖fk1‖L2‖F
−1[e−itΛ(ξ)g(ξ)ψk2(ξ)]‖L∞x ,
2(k1−k2)/2‖g(η)ψk2(η)‖L2‖F−1[e−itΛ(ξ)f(ξ)ψk1(ξ)]‖L∞x }. (3.17)
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Proof. • We first estimate (3.15) and (3.16).To see the role of the angle ∠(ξ, νη), we first do angular
localizations for two inputs. For any given small number 0 < 2n . 1, we can decompose the unite circle
S1 into the union of angular sections with bounded (with upper bound given by an absolute constant)
overlaps, where each sector has angular size 2n. These cutoff functions form a partition of unity. We
label those sectors by their angles ω = ξ/|ξ|, use |ω| to denotes the size of angle and use bωn(ξ) to denote
a fixed standard bump function that supported in this sector.
With above definitions and notation, we are ready to prove (3.15). From orthogonality in L2, we have
‖T (f, g)‖2L2 .
∑
|ω1|,|ω2|∼2l+k2−k1
|ω1±ω2|∼2l+k2−k1
|ω3|∼2l,|ω1−νω3|∼2l
∥∥ ∫
R2
eitΦ
µ,ν (ξ,η)ψk(ξ)ψk1(ξ − η)ψk2(η)m(ξ, η)
× bω1l+k2−k1(ξ)b
ω2
l+k2−k1
(ξ − η)fµ(ξ − η)gν(η)bω3l (η)dη
∥∥2
L2ξ
(3.18)
. ‖m‖2L∞ξ,η min{
∑
ω2
sup
ω1,ω3
24k2+2l‖f(ξ − η)bω2l+k2−k1(ξ − η)ψk1(ξ − η)‖2L2‖g(η)‖2L∞η ,∑
ω3
sup
ω1,ω2
22k2+l‖f(ξ − η)bω2l+k2−k1(ξ − η)ψk1(ξ − η)‖2L2‖b
ω3
l (η)ψk2(η)g(η)‖2L2η }. (3.19)
In the above summations, ω1, ω2, and ω3 are all same as listed in the first summation of (3.19).We will
use the following two facts: (i) when sum with respect to ω2, the multiplicity (i.e., how many times it has
been counted) of the summation is a finite number; (ii) when sum with respect to ω3, the multiplicity of
the summation is 2k1−k2 because there are 2k1−k2 number of sectors ω2 corresponds to the same sector
ω3. Hence ∑
ω3
sup
ω1,ω2
22k2+l‖f(ξ − η)bω2l+k2−k1(ξ − η)ψk1(ξ − η)‖2L2‖b
ω3
l (η)ψk2(η)g(η)‖2L2η
. 22k2+l+k1+k2+l‖f‖2L∞ξ
∑
ω3
sup
ω1,ω2
‖bω3l (η)ψk2(η)g(η)‖2L2η . 2
2k1+2k2+2l‖f‖2L∞ξ ‖g‖
2
L2 .
Therefore, it’s easy to derive our desired estimate (3.15).
On the other hand, if we first use the size of support of ξ, then the following estimate holds
L.H.S. of (3.19) . ‖m‖2L∞ξ,η
∑
ω1,ω2,ω3
same as above
22k+l‖f(ξ − η)bω2l+k2−k1(ξ − η)ψk1(ξ − η)‖2L2
×‖bω3l (η)ψk2(η)g(η)‖2L2η . ‖m‖
2
L∞ξ,η
min
{∑
ω3
sup
ω1,ω2
22k+2l+k1+k2‖f‖2L∞ξ ‖b
ω3
l (η)ψk2(η)g‖2L2η ,
22k+l‖f‖2L2‖g‖2L2 ,
∑
ω2
sup
ω1,ω3
22k+2k2+2l‖f(ξ − η)bω2l+k2−k1(ξ − η)ψk1(ξ − η)‖2L2‖g‖2L∞ξ
}
. ‖m‖2L∞ξ,η min{2
2k+2k1+2l‖f‖2L∞ξ ‖g‖
2
L2 , 2
2k+l‖f‖2L2‖g‖2L2 , 22k2+2k+2l‖g‖2L∞ξ ‖f‖
2
L2}.
Hence finish the proof of (3.16).
• Now we proceed to prove (3.17). From L2 − L∞ type bilinear estimate (3.2) in Lemma 3.1, the
following estimate holds,
(3.18) . ‖m‖2S∞k,k1,k2 min
{∑
ω2
sup
ω1,ω3
‖f(ξ − η)bω2l+k2−k1(ξ − η)ψk1(ξ − η)‖2L2
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×‖F−1[e−itΛ(η)g(η)bω3l (η)ψk2(η)]‖2L∞x ,
∑
ω3
sup
ω1,ω2
‖g(η)bω3l (η)ψk2(η)‖2L2
×‖F−1[e−itΛ(ξ−η)f(ξ − η)bω2l+k2−k1(ξ − η)ψk1(ξ − η)‖2L∞x
}
. ‖m‖2S∞k,k1,k2 min
{‖fk1‖2L2‖F−1[e−itΛ(η)gk2(η)]‖2L∞x , 2(k1−k2)‖gk2‖2L2‖F−1[e−itΛ(η)fk1(η)]‖2L∞x }.
Hence finishing the proof of (3.17). Note that in above estimate, we used the facts that the multiplicity
of summation with respect to ω3 is 2k1−k2 and the kernel of symbol bωl (ξ)ψk(ξ) belongs L1, where
l, k ∈ Z. 
Lemma 3.6. For m,k, k1, k2, κ, l ∈ Z, t ∈ [2m−1, 2m], 2−κ ≤ 2m−2δm, and f, g ∈ L2, we define
bilinear forms as follow,
T1(f, g) =
∫
R2
eitΦ
µ,ν(ξ,η)ψ0(2
−κΦµ,ν(ξ, η))
Φµ,ν(ξ, η)
ψk(ξ)m(ξ, η)f̂
µ
k1
(ξ − η)ĝνk2(η)dη,
T2(f, g) =
∫
R2
eitΦ
µ,ν(ξ,η)ψ0(2
−κΦµ,ν(ξ, η))
Φµ,ν(ξ, η)
ψk(ξ)m(ξ, η)f̂
µ
k1
(ξ − η)ĝνk2(η)ϕl(∠(ξ, νη))dη,
then the following estimates hold,
‖T1(f, g)‖L2 . 2−κ‖m‖S∞k,k1,k2 sup|λ|≤2δm
min{‖e−i(t+λ2−κ)Λfk1‖L∞‖gk2‖L2 ,
‖e−i(t+λ2−κ)Λgk2‖L∞‖fk1‖L2}+ 2−10m−κ+k‖m‖L∞ξ,η‖fk1‖L2‖gk2‖L2 , (3.20)
‖T2(f, g)‖L2 . 2−κ‖m‖S∞k,k1,k2 sup|λ|≤2δm
min{2(k1−k2)/2‖e−i(t+λ2−κ)Λfk1‖L∞‖gk2‖L2 ,
‖e−i(t+λ2−κ)Λgk2‖L∞‖fk1‖L2}+ 2−10m−κ+k‖m‖L∞ξ,η‖fk1‖L2‖gk2‖L2 . (3.21)
Proof. To prove (3.20), we use inverse Fourier transform to rewrite T1(f, g) as follows,
T1(f, g) =
1
4π2
∫
R
∫
R2
2−κei(t+λ2
−κ)Φµ,ν(ξ,η)χ̂(λ)ψk(ξ)m(ξ, η)f̂
µ
k1
(ξ − η)ĝνk2(η)dηdλ,
where
χ̂(λ) =
∫
R
e−iλx
ψ0(x)
x
dx,=⇒ |χ̂(λ)| . (1 + |λ|)−N30 . (3.22)
Hence, when |λ| ≤ 2δm, we use L2 − L∞ bilinear estimate (3.2) in Lemma 3.1, which gives the first
part of estimate (3.20). When |λ| ≥ 2δm, from (3.22), χ̂(λ) provides fast decay. After using the size of
support of ξ first and then use L2 − L2 type estimate, we derive the second part of estimate (3.20). The
estimate (3.21) can be proved very similarly after combining above argument with the proof of (3.17).
We omit details here. 
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4. ANALYSIS OF PHASES
In this section, we will mainly study the properties of phases associated with different types of qua-
dratic terms. Recall that Λ(|ξ|) =√tanh |ξ||ξ|. From direct computations, we have
Λ′(r) =
4re2r + e4r − 1
2(1 + e2r)3/2(e2r − 1)1/2r1/2 ≥ 0, r ≥ 0,
Λ′′(r) =
2e4r(1 + 8r2)− 1− e8r − 8e6rr(2r − 1)− 8e2rr(1 + 2r)
4(1 + e2r)5/2(e2r − 1)3/2r3/2 , r ≥ 0.
An important observation is that Λ′′(r) ≤ 0 and Λ′′(r) = 0 if and only if r = 0. To show this fact, we
only have to prove that the numerator is nonpositive. We define f(r) to be the numerator of Λ′′(r) and
then have the following decomposition,
f(r) := g(r) + h(r), g(r) := 16e4rr2 − 8e6rr2 − 8e2rr2 = −8e2rr2(e2r − 1)2,
h(r) := 2e4r − 1− e8r − 8e6rr(r − 1)− 8e2rr(1 + r).
Obviously, g(r) ≤ 0 and g(r) = 0 if and only r = 0. It remains to check h(r). After taking up to four
derivatives for h(r), we have h(n)(0) = 0 for n ∈ {0, 1, 2, 3}, and the following estimate holds,
h(4)(r) = −128e2r(5 + 5r + r2 + 27e4r(r + 3r2) + 32e6r − 27e4r − 4e2r) < 0,
hence h(r) ≤ 0 and h(r) = 0 if and only r = 0.
The asymptotic behavior of Λ(r) at 0 and ∞ can be described as follows,
lim
r→0
Λ′(r) = 1, lim
r→∞
Λ′(r)r1/2 =
1
2
, Λ(r) = r − 1
6
r3 + o(r4), if r ≪ 1. (4.1)
Now, we proceed to consider the phases associated with the quadratic terms. Recall that they are given
as follows,
Φµ,ν(ξ, η) := Λ(|ξ|) − µΛ(|ξ − η|)− νΛ(|η|), µ, ν ∈ {+,−}, ξ, η ∈ R2.
As an example (other types can be analyzed similarly), we analyze the phase given as follows,
Λ(|ξ|) − Λ(|ξ + η|) + Λ(|η|) = I + II, I := Λ(|ξ|+ |η|)− Λ(|ξ + η|),
II := Λ(|ξ|) + Λ(|η|) − Λ(|ξ|+ |η|).
As mentioned in the Introduction section, an very important fact in above decomposition is that both I
and II are positive, which can be derived from the fact that Λ′(r) ≥ 0 and Λ′′(r) ≤ 0.
Note that I is zero if and only if ξ and η are parallel and in the same direction. Now, we proceed to
estimate the size of II. Define
f(r, s) = Λ(r) + Λ(s)− Λ(r + s), 0 ≤ s ≤ r,
then, we have
f(r, s) =
∫ r
0
[Λ′(τ1)− Λ′(s+ τ1)]dτ1 =
∫ r
0
∫ s
0
−Λ′′(τ1 + τ2)dτ2dτ1 ≥ 0. (4.2)
Note that, if r ≤ 1, then −Λ′′(r) ∼ r, and if r ≥ 1, then −Λ′′(r) ∼ r−3/2. From (4.2), we can see that
the following estimate holds if r, s ≤ 1,
r2s . f(r, s) . r2s.
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If s ≤ 1 ≤ r, then we have
s .
∫ 1
1/2
∫ s
0
−Λ′′(τ1 + τ2)dτ1dτ2 ≤ f(r, s) ≤ Λ(s) ≤ s.
At last, if 1 ≤ s ≤ r, then we have
s
1
2 .
∫ s
s/2
∫ s
s/2
−Λ′′(τ1 + τ2)dτ2dτ1 ≤ f(r, s) ≤ Λ(s) ≤ |s|
1
2 .
To sum up, we have
f(r, s) ∼ s 12 min{s, 1} 12 min{r, 1}2, 0 ≤ s ≤ r. (4.3)
With warming up from above discussions, we are ready to proceed into more comprehensive analysis.
Lemma 4.1. For k1, k2, k, l ∈ Z, l ≤ 2, k2 ≤ k1, µ, ν ∈ {+,−}, assume that |ξ| ∼ 2k, |ξ − η| ∼
2k1 , |η| ∼ 2k2 . We have the following estimates on the size of phase. If k2 ≤ k1 − 5, we have
|Λ(|ξ|) − Λ(|ξ − η|) − νΛ(|η|)|ψl(∠(ξ, νη)) ∼ 2k2 max{2−k1,+/2+2l, 2−k2,+/2+2k1,−}, (4.4)
|Λ(|ξ|)− µΛ(|ξ − η|)− νΛ(|η|)|ψl(∠(ξ, νη)) & 2k2 max{2−k1,+/2+2l, 2−k2,+/2+2k1,−}. (4.5)
If k1 − 5 ≤ k2 ≤ k1, we have
|Λ(|ξ|)− Λ(|ξ − η|) + Λ(|η|)|ψl(∠(ξ,−η)) ∼ 2kmax{2−k+/2+2k1,− , 2−k1,+/2+2l}, (4.6)
|Λ(|ξ|) + Λ(|ξ − η|)− Λ(|η|)| ∼ 2(k+k−)/2, (4.7)
|Λ(|ξ|)− µΛ(|ξ − η|)− νΛ(|η|)|ψl(∠(ξ, νη)) & 2kmax{2−k+/2+2k1,− , 2−k1,+/2+2l}. (4.8)
We also have several estimates on the gradient of phase. If k2 ≤ k1 − 5, we have
2−k1,+/2+max{l,2k1,−} .
∣∣Λ′(|ξ − η|) ξ − η|ξ − η| − νΛ′(|η|) η|η| ∣∣ψl(∠(ξ, νη)) . 2max{l,2k1,−}. (4.9)
If k1 − 5 ≤ k2 ≤ k1, k ≤ k1 − 5, we have∣∣Λ′(|ξ − η|) ξ − η|ξ − η| + Λ′(|η|) η|η| ∣∣ψl(∠(ξ, νη)) ∼ 2k−k1+max{l,2k1,−}−k1,+/2, (4.10)∣∣Λ′(|ξ − η|) ξ − η|ξ − η| − Λ′(|η|) η|η| ∣∣ψl(∠(ξ, νη)) ∼ 2−k1,+/2. (4.11)
Proof. As in the assumption, |ξ| ∼ 2k, |ξ − η| ∼ 2k1 , and |η| ∼ 2k2 , we omit the frequency localization
functions in the following for convenience, but readers should keep the sizes of frequencies in mind.
• We first prove (4.4) and (4.5). Recall that k2 ≤ k1−5, if ν = −, then the following estimate holds
from (4.3),
|Λ(|ξ|) − Λ(|ξ − η|) + Λ(η)|ψl(∠(ξ,−η)) =
[
Λ(|ξ|)− Λ(|ξ|+ |η|) + Λ(|η|)
+Λ(|ξ|+|η|)−Λ(|ξ−η|)]ψl(∠(ξ,−η)) ∼ 2(k2+k2,−)/2+2k1,−+2−k1,+/2[|ξ|+|η|−|ξ−η|]ψl(∠(ξ,−η))
∼ 2(k2+k2,−)/2+2k1,− + 2−k1,+/2+k2+2l ∼ 2k2 max{2−k1,+/2+2l, 2−k2,+/2+2k1,−}.
If ν = +, then the following estimate holds from (4.3),
|Λ(|ξ|)− Λ(|ξ − η|)− Λ(|η|)|ψl(∠(ξ, η)) ∼
[
Λ(|ξ − η|)− Λ(|ξ − η|+ |η|) + Λ(|η|)
+Λ(|ξ− η|+ |η|)−Λ(|ξ|)]ψl(∠(ξ, η)) ∼ 2(k2+k2,−)/2+2k1,− +2−k1,+/2[|ξ− η|+ |η| − |ξ|]ψl(∠(ξ, η))
(4.12)
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∼ 2(k2+k2,−)/2+2k1,− + 2−k1,+/2+k2+2l ∼ 2k2 max{2−k1,+/2+2l, 2−k2,+/2+2k1,−}.
When µ = −, the size of phase is bigger than the case when µ = +, hence (4.5) holds.
• We move on to prove (4.6), (4.7), and (4.8). Note that k1 − 5 ≤ k2 ≤ k1. If ν = −, then the
following estimate holds from (4.3)
|Λ(|ξ|) − Λ(|ξ − η|) + Λ(|η|)|ψl(∠(ξ,−η)) ∼
[
Λ(|ξ|) − Λ(|η|+ |ξ|) + Λ(|η|)
+Λ(|η|+ |ξ|)−Λ(|ξ−η|)]ψl(∠(ξ,−η)) ∼ 2(k+k−)/2+2k1,− +2−k1,+/2[|ξ|+ |η|− |ξ−η|]ψl(∠(ξ,−η))
∼ 2(k+k−)/2+2k1,− + 2−k1,+/2+k+2l ∼ 2k max{2−k+/2+2k1,− , 2−k1,+/2+2l}.
As k2 ≤ k1, the following estimate holds,
2(k+k−)/2 ≤ Λ(|ξ|) ≤ Λ(|ξ|) + Λ(|ξ − η|)− Λ(|η|) ≤ Λ(|ξ|) + 2−k1,+/2∣∣|ξ − η| − |η|∣∣ . 2(k+k−)/2.
In other words, desired estimate (4.7) holds. Since the case when (µ, ν) = (+,−) is the smallest, it is
easy to see (4.8) holds.
• We proceed to prove (4.9). Note that∣∣Λ′(|ξ− η|) ξ − η|ξ − η| − νΛ′(|η|) η|η| ∣∣ψl(∠(ξ, νη)) ∼ max{|Λ′(|ξ − η|)−Λ′(|η|)|, 2−k1,+/2∠(ξ− η, νη)},
(4.13)
and the following estimates hold when k2 ≤ k1 − 5,
∠(ξ, νη) ∼ ∠(ξ − η, νη),
2−k1,+/2+2k1,− ≤
∫ |ξ−η|
|ξ−η|/2
|Λ′′(r)|dr ≤ |Λ′(|ξ − η|)− Λ′(|η|)| .
∫ |ξ−η|
0
|Λ′′(r)|dr ≤ 22k1,− .
Hence, it’s easy to see (4.9) holds.
• We proceed to prove (4.10). The estimate (4.13) also holds. Recall that 0 < |ξ| ≪ |ξ − η| ≈ |η|.
Hence, if |ξ − η| = |η| then the angle between ξ and η can’t be zero; meanwhile, if ξ − η and η are
parallel, then |ξ − η| 6= |η|. Note that
∠(ξ, νη) = 2l, k ≤ k1 − 5,=⇒ ∠(ξ − η,−η) ∼ 2k−k1+l ∼ 2k−k1,−+l−k1,+, (4.14)∣∣Λ′(|ξ − η|)− Λ′(|η|)∣∣ ∼ 2−3k1,+/2+k1,−∣∣|ξ − η| − |η|∣∣. (4.15)
From (4.14), we know that (4.10) holds if l ≥ 2k1,− − 10. It remains to consider the case when l ≤
2k1,−−10. As the angle between ξ and νη is very small in this case, we have
∣∣|ξ−η|− |η|∣∣ ∼ 2k, which
further implies our desired estimate (4.10) by combining (4.13) and (4.15).
• At last, we prove (4.11). After observing that (η − ξ)/|η − ξ| and η/|η| are almost in the same
direction (their angle is less than π/2) as k ≤ k1 − 10, it’s very straightforward to see our desired
estimate (4.11) holds. 
Lemma 4.2. For k1, k2, k, l ∈ Z, l ≤ 2, k2 ≤ k1, µ, ν ∈ {+,−}, we localize frequencies as follows
|ξ| ∼ 2k, |ξ − η| ∼ 2k1 , |η| ∼ 2k2 . Either if k2 ≤ k1 − 5, µ = − or if k ≤ k1 − 5 ≤ k2, µν = +, we
have (∣∣∣∇ξΦµ,ν(ξ, η)
Φµ,ν(ξ, η)
∣∣∣+ ∣∣∣∇ηΦµ,ν(ξ, η)
Φµ,ν(ξ, η)
∣∣∣) . 2−k1+k1,+/2, (4.16)[
2k1−k2
∣∣∣ ∂ξ∂ηΦµ,ν(ξ, η)|∇ηΦµ,ν(ξ, η)|2
∣∣∣+ ∣∣∣ ∂η∂ηΦµ,ν(ξ, η)|∇ηΦµ,ν(ξ, η)|2
∣∣∣]ψl(∠(ξ, νη)) . 2−k2−2max{l,2k1,−}+k1,+ . (4.17)
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Either if k2 ≤ k1 − 5, µ = +, or if k ≤ k1 − 5 ≤ k2, µν = −, we have,(
2k
∣∣∣∇ξΦµ,ν(ξ, η)
Φµ,ν(ξ, η)
∣∣∣+ 2k2∣∣∣∇ηΦµ,ν(ξ, η)
Φµ,ν(ξ, η)
∣∣∣) . 2−k1,−+k1,+/2, (4.18)
[
2k−k2
∣∣∣ ∂ξ∂ηΦµ,ν(ξ, η)|∇ηΦµ,ν(ξ, η)|2
∣∣∣+∣∣∣ ∂η∂ηΦµ,ν(ξ, η)|∇ηΦµ,ν(ξ, η)|2
∣∣∣]ψl(∠(ξ, νη)) . 2−min{k,k2}−2max{l,2k1,−}+k1,+ . (4.19)
Proof. • We first prove prove (4.16). Under the assumption that k2 ≤ k1 − 5, µ = − or k ≤ k1 − 5 ≤
k2, µν = +, we have
|Φµ,ν(ξ, η)| & 2k1−k1,+/2, |∇ξΦµ,ν(ξ, η)| + |∇ηΦµ,ν(ξ, η)| . 2−k2,+/2 =⇒ (4.16) holds.
• We proceed to prove (4.17). Note that the worst scenario is when ∇ξ or ∇η hits the numerator of
(ξ − η)/|ξ − η| or η/|η| of ∇ηΦµ,ν(ξ, η), as a result, the following estimate holds,
|∂ξ∂ηΦµ,ν(ξ, η)| . 2−k1−k1,+/2, |∂η∂ηΦµ,ν(ξ, η)| . 2−k2−k2,+/2. (4.20)
For the case we are considering, either estimate (4.9) or estimate (4.11) holds for ∇ηΦµ,ν . Combining
(4.20), (4.9) and (4.11), we can see our desired estimate (4.17) holds.
• We proceed to prove (4.18). If k2 ≤ k1− 5 and µ = +, then from (4.5), (4.9), and (4.10), we have
|Φµ,ν(ξ, η)|ψl(∠(ξ, νη)) & 2k2+2max{l,k1,−}−k1,+/2, |∇ηΦµ,ν(ξ, η)|ψl(∠(ξ, νη)) . 2max{l,2k1,−},
|∇ξΦµ,ν(ξ, η)|ψl(∠(ξ, νη)) . 2k2−k1+max{l,2k1,−}−k1,+/2,
hence,(
2k
∣∣∣∇ξΦµ,ν(ξ, η)
Φµ,ν(ξ, η)
∣∣∣+2k2∣∣∣∇ηΦµ,ν(ξ, η)
Φµ,ν(ξ, η)
∣∣∣) . sup
l≤2
(
2k1
∣∣∣∇ξΦµ,ν(ξ, η)
Φµ,ν(ξ, η)
∣∣∣+2k2∣∣∣∇ηΦµ,ν(ξ, η)
Φµ,ν(ξ, η)
∣∣∣)ψl(∠(ξ, νη))
. sup
l≤2
2max{l,2k1,−}−2max{l,k1,−}+k1,+/2 . 2−k1,−+k1,+/2. (4.21)
Therefore (4.18) holds for this case. If k ≤ k1 − 5 ≤ k2 and µν = −, then from (4.8), (4.9), and (4.10),
we have
|Φµ,ν(ξ, η)|ψl(∠(ξ, νη)) & 2k+2max{l,k1,−}−k1,+/2, |∇ξΦµ,ν(ξ, η)|ψl(∠(ξ, νη)) . 2max{l,2k1,−},
|∇ηΦµ,ν(ξ, η)|ψl(∠(ξ, νη)) . 2k−k1+max{l,2k1,−}−k1,+/2.
Same as we did in the estimate (4.21), it’s easy to see (4.18) also holds for this case.
• We proceed to prove (4.19). The proof and the estimate are exactly same as (4.17) except when
k ≤ k1 − 5 ≤ k2 and µν = −. For this case, we have
∇ηΦµ,ν(ξ, η) = −µ(Λ′(|η − ξ|) η − ξ|η − ξ| − Λ
′(|η|) η|η| ), (4.22)
hence
|∂ξ∂ηΦµ,ν(ξ, η)| . 2−k1−k1,+/2, (4.23)
|∂η∂ηΦµ,ν(ξ, η)| . sup
|σ|∼2k2 ,|β|=3
|∂βσ (Λ(|σ|))|
∣∣|η| − |η − ξ|∣∣ . 2k−2k1−k1,+/2. (4.24)
Combining (4.23) and (4.24) with estimate (4.10) in Lemma 4.1, we can see the desired estimate (4.19)
holds. Therefore, finishing the proof of this lemma. 
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We proceed to study the phase associated with the cubic terms, which generally has the following
form,
Φµ,ν,τ (ξ, η, σ) := Λ(ξ)− µΛ(ξ − η)− νΛ(η − σ)− τΛ(σ), µ, ν, τ ∈ {+,−}. (4.25)
The structure inside the phase Φµ,ν,τ (ξ, η, σ) is very delicate when all frequencies are comparable, as
both∇σΦµ,ν,τ (ξ, η, σ) and∇ηΦµ,ν,τ (ξ, η, σ) could be “0” (see also subsection 7.3). However, when two
inputs are not comparable, the structures inside the phase can be summarized as the following lemma.
Lemma 4.3. Assume that |ξ| ∼ 2k, |ξ−η| ∼ 2k1 , |η| ∼ 2k2 , |η−σ| ∼ 2k′1 , and |σ| ∼ 2k′2 , k, k1, k2, k′1, k′2 ∈
Z, k′2 ≤ k′1. Either if k ≤ k2 − 5 ≤ k1 − 4 or if k2 ≤ k1 − 5 ≤ k− 4, then the following estimate holds,
|∇σΦµ,ν,−ν(ξ, η, σ)| & 2−3k′1,+/2+k′1,−+k2,− , (4.26)
|∇σΦµ,ν,ν(ξ, η, σ)|ψ≥l˜(η − 2σ) & 2−3k
′
1,+/2+k
′
1,−+l˜, (4.27)
|∇ηΦµ,ν,ν(ξ, η, σ)|ψ≤l˜(η − 2σ) & 2−3max{k1,+,k
′
1,+}/2+max{k
′
1,−,k1,−}+k1 , (4.28)
for any l˜ ≤ k2,− − 10.
Proof. From (4.25), we have
∇σΦµ,ν,τ (ξ, η, σ) = νΛ′(|η − σ|) η − σ|η − σ| − τΛ
′(|σ|) σ|σ| , (4.29)
∇ηΦµ,ν,τ (ξ, η, σ) = µΛ′(ξ − η) ξ − η|ξ − η| − νΛ
′(η − σ) η − σ|η − σ| . (4.30)
Therefore
|∇σΦµ,ν,τ (ξ, η, σ)| & max{2−3k′1,+/22k′1,−
∣∣|η − σ| − |σ|∣∣, 2−k′1,+/2∠(η − σ, ντσ)}, (4.31)
|∇ηΦµ,ν,τ (ξ, η, σ)| & 2−3max{k1,+,k′1,+}/2max{2max{k′1,−,k1,−}
∣∣|ξ−η|−|η−σ|∣∣,∠(ξ−η, µν(η−σ))}.
(4.32)
Note that when ντ = − and ∠(η − σ, ντσ) ≤ 2−5, we have |η − σ| − |σ| ∼ |η|. From (4.31), now it
is easy to see our desired estimate (4.26) holds.
When ντ = +, we know that |η − σ| − |σ| and ∠(η − σ, σ) cannot be small at the same time when σ
is away from η/2. More precisely, the following estimate holds,
2k
′
1,−
∣∣|η − σ| − |σ|∣∣+ ∠(η − σ, σ) & 2l˜+k′1,−−k′1,+ , if |η − 2σ| ≥ 2l˜.
Combining above estimate with (4.31), it is easy to see our desired estimate (4.27) holds. When σ
is very close to η/2, we have η − σ ≈ η/2. As either |η| ≪ |ξ − η| or |η| ≈ |ξ − η|, we know that
|ξ − η| − |η − σ| ∼ |ξ − η|/2. As a result, from (4.32), our desired estimate (4.28) holds. 
5. THE SET-UP OF THE IMPROVED Z-NORM ESTIMATE
In this section, we introduce the set-up of doing the improved Z-norm estimate for the solutions of
(3.8), which further enables us to derive the improved L∞ estimate from Lemma 3.4. The argument
is reduced naturally to control the following three parts: good type quadratic terms, bad type quadratic
terms and remainder terms, which will be specified in this section. We will deal with each of them
separately in section 6, 7 and 8.
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5.1. The set-up. For any fixed k ∈ Z, we define associated sets as follows,
χ1k := {(k1, k2) : k1, k2 ∈ Z, k ≤ max{k1, k2} − 5 ≤ min{k1, k2}},
χ2k := {(k1, k2) : k1, k2 ∈ Z,min{k1, k2} ≤ k − 5, |max{k1, k2} − k| ≤ 4},
χ3k := {(k1, k2) : k1, k2 ∈ Z, k − 5 < min{k1, k2} ≤ max{k1, k2} < k + 5}.
The set χ1k corresponds to the High × High interaction with the very low frequency output; the set χ2k
corresponds to the Low × High and the High × Low type interaction with a very low frequency input;
the set χ3k corresponds to the type of interaction where the frequencies of two inputs and the output are
all comparable. From the symmetry between two inputs, we assume that k2 = min{k1, k2} in the rest of
this paper, otherwise we can do change of variables to switch the roles of k1 and k2.
Recall the equation satisfied by u in (3.8), we define the associated profile of u as f(t) := eitΛu(t)
and then rewrite the equation (3.8) in terms of profile f(t) as follows,
∂tf =
∑
µ,ν∈{+,−}
T µ,ν(fµ, f ν) +R′, (5.1)
where R′ = eitΛR and the bilinear operator T µ,ν(·, ·) is defined as follows,
T µ,ν(g, h) := F−1
[ ∫
R2
eitΦ
µ,ν(ξ,η)ĝ(ξ − η)ĥ(η)qµ,ν(ξ − η, η)dη
]
.
In later argument, we will find that the decomposition of time interval contributes a “log t” growth for
the endpoint of the case ξ = 2η. This growth caused by technicality can be avoid by doing the following
normal form transformation at the very beginning as follows,
v(t) := u(t) +
∑
µ,ν∈{+,−}
∑
k∈Z,(k1,k2)∈χ3k
Aµ,ν(u
µ
k1
(t), uνk2(t)), (5.2)
where the symbol mµ,ν(·, ·) of Aµ,ν(·, ·) is defined as follows,
mµ,ν(ξ − η, η) := −qµ,ν(ξ − η, η)
iΦµ,ν(ξ, η)
. (5.3)
Define g(t) := eitΛv(t). From (5.1) and (5.2), we have
ĝ(t, ξ) = f̂(t, ξ)+
∑
µ,ν∈{+,−}
∑
k∈Z,(k1,k2)∈χ3k
∫
R2
eitΦ
µ,ν(ξ,η)mµ,ν(ξ−η, η)f̂µk1(t, ξ−η)f̂ νk2(t, η)dη. (5.4)
From estimate (5.6) in Lemma 5.1, we can see that the Z-norm of f(t) and g(t) are comparable,
Hence, it would be sufficient to prove the following estimate to close the argument,
sup
t1,t2∈[2m−1,2m+1]
‖g(t2)− g(t1)‖Z . 2−δmǫ0, [2m−1, 2m+1] ⊂ [0, T ]. (5.5)
In the rest of this paper, time “t” will be naturally restricted inside the time interval [2m−1, 2m+1], where
“m” is a fixed and sufficiently large number.
Lemma 5.1. Under the bootstrap assumption (2.12), the following estimate holds,
sup
t∈[0,T ]
∥∥ ∑
µ,ν∈{+,−}
∑
k∈Z,(k1,k2)∈χ3k
eitΛAµ,ν(u
µ
k1
(t), uνk2(t))
∥∥
Z
. ǫ0. (5.6)
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Proof. The proof of this Lemma requires the techniques established in section 7. Hence we postpone the
proof to subsubsection 7.3.3. 
From the definition of Z-norm, the bootstrap assumption (2.12), and the linear decay estimates in
Lemma 3.4, we have the following estimates,
‖Pkf(t)‖L2 .

2−N0k+2δmǫ0 if k ≥ 0∑
j≥−k ‖Qk,jf‖L2 . 2(1−α)kǫ1 if k ≤ 0,
(5.7)
‖f̂k(ξ)‖L∞ξ . 2−αk−6k+ǫ1, ‖e−itΛPkf‖L∞ . 2−αk−m−4.5k+ǫ1. (5.8)
Note that the L∞- estimate in (5.8) is not sharp when k is sufficiently small. There is another way to
estimate it by choosing θ = 1− 2α/3 in (3.14) in Lemma 3.4. As a result, the following estimate holds,
‖eitΛPkf‖L∞ . 2−m+αm/32αk‖fk‖L1 . 2−m+αm/3ǫ1, if k ≤ 0.
To sum up, we have the following linear decay estimate at low frequency part,
‖e−itΛPkf‖L∞ . min{2−m−αk, 2−(1−α/3)m}ǫ1, if k ≤ 0. (5.9)
5.2. Splitting the quadratic terms. In this subsection, we split the quadratic terms into two types, good
type and bad type, based on the properties of their associated phases. For good type phase, the size of
phase is not highly degenerated. For bad type phase, the size of phase is highly degenerate but the two
types of angle inside ∇ξΦµ,ν(ξ, η) and ∇ηΦµ,ν(ξ, η) agree. One of them proportionally decreases to
zero as the other one decreases to zero. With this key observation, we can utilize the fact that the angle
is very small when a bad phase is highly degenerated.
From the normal form transformation that we did in (5.2), we know that quadratic terms with (k1, k2) ∈
χ3k are canceled out. We only have to consider the case when (k1, k2) ∈ χ1k ∪ χ2k.
5.2.1. Good type phases. Recall that phase Φµ,ν(ξ, η) is defined as follows,
Φµ,ν(ξ, η) =
(
Λ(|ξ|)− µΛ(|ξ − η|)− νΛ(|η|)).
It is easy to verify the following estimate holds when k2 ≤ k1,
|Φµ,ν(ξ, η)|ψk(ξ)ψk1(ξ− η)ψk2(η) ∼ 2k1/2+k1,−/2, (µ, ν) ∈ {(−,−), (+,+)}, (k1 , k2) ∈ χ1k, (5.10)
|Φµ,ν(ξ, η)|ψk(ξ)ψk1(ξ− η)ψk2(η) ∼ 2k1/2+k1,−/2, (µ, ν) ∈ {(−,−), (−,+)}, (k1 , k2) ∈ χ2k. (5.11)
From (5.10) and (5.11), we can see that the sizes of phases in various scenarios are not highly degen-
erated. We refer above mentioned scenarios as good type phases in later context.
5.2.2. Bad type phases. For the other possible cases that were not mentioned in previous subsubsection,
we call them bad type phases. For simplicity, we drop frequencies localization functions in the following
context but one should remember that |ξ| ∼ 2k, |ξ− η| ∼ 2k1 and |η| ∼ 2k2 with (k1, k2) ∈ χ1k ∪χ2k and
k2 ≤ k1. Note that
∇ξΦµ,ν(ξ, η) = Λ′(|ξ|) ξ|ξ| − µΛ
′(|ξ − η|) ξ − η|ξ − η| ,
∇ηΦµ,ν(ξ, η) = µΛ′(|ξ − η|) ξ − η|ξ − η| − νΛ
′(|η|) η|η| .
It turns out that the relative size between ∇ξΦµ,ν(ξ, η) and ∇ηΦµ,ν(ξ, η) plays an essential role to close
the argument. Hence it is necessary to consider the relation between ∠(ξ, µ(ξ−η)) and ∠(µ(ξ−η), νη)
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with the angle ∠(ξ, νη) dyadically localized and fixed. We will see that, in the bad type phases scenario,
these two angles agree and their sizes are proportional.
For (k1, k2) ∈ χ1k and (µ, ν) ∈ {(+,−), (−,+)}, we have ν = −µ and
∠(ξ, µ(ξ − η)) ∼ ∠(ξ, νη), ∠(ξ − η,−η)
∠(ξ, νη)
=
|ξ|
|ξ − η| ,=⇒ ∠(ξ − η,−η) = 2
k−k1∠(ξ, νη).
For (k1, k2) ∈ χ2k, and (µ, ν) ∈ {(+,−), (+,+)}, we have µ = + and
∠(ξ − η, νη) ∼ ∠(ξ, νη), ∠(ξ, ξ − η) ∼ |η||ξ − η|∠(ξ, νη) = 2
k2−k1∠(ξ, νη).
To sum up, from above discussion, (5.1) and (5.4), we can rewrite the equation satisfied by the fre-
quency localized profile g(t) as follows,
∂tgk =
∑
µ,ν∈{+,−}
∑
i=1,2,3
∑
(k1,k2)∈χik
T µ,ν(fk1 , fk2) + Pk[R′] +
∑
µ,ν∈{+,−}
∑
k1,k2∈χ3k
F−1
[ ∫
R2
eitΦ
µ,ν(ξ,η)
×[− qµ,ν(ξ − η, η)f̂µk1(t, ξ − η)f̂ νk2(t, η) +mµ,ν(ξ − η, η)∂t(f̂µk1(t, ξ − η)f̂ νk2(t, η))]dη]
= goodk(t) + badk(t) + Pk[R′], (5.12)
where
goodk(t) =
∑
(k1,k2,µ,ν)∈Pkgood
T µ,ν(fµk1 , f
ν
k2), (5.13)
badk(t) =
∑
(k1,k2,µ,ν)∈Pkbad
T µ,ν(fµk1 , f
ν
k2) +
∑
(k1,k2)∈χ3k
∑
µ,ν∈{+,−}
F−1[Kµ,ν(fµk1 , f νk2)], (5.14)
where Pkgood and Pkbad denote the set of possible combination of (k1, k2) and (µ, ν) as follows,
Pkgood = χ1k × {(−,−), (+,+)} ∪ χ2k × {(−,−), (−,+)},
Pkbad = χ1k × {(+,−), (−,+)} ∪ χ2k × {(+,−), (+,+)},
and bilinear terms Kµ,ν(·, ·) is defined as follows,
Kµ,ν(fµk1 , f
ν
k2) =
∫
eitΦ
µ,ν(ξ,η)mµ,ν(ξ − η, η)∂t
(
f̂µk1(t, ξ − η)f̂ νk2(t, η)
)
dη. (5.15)
From (5.12), the following identity holds,
Pkg(t2)− Pkg(t1) =
∫ t2
t1
goodk(t) + badk(t) + Pk[R′(t)]dt.
Hence to prove (5.5), it will be sufficient if we can derive the following two propositions,
Proposition 5.2. Under the bootstrap assumption (2.12) and the energy estimate (2.13), we have the
following estimates for the remainder term R′:
sup
t1,t2∈[2m−1,m+1]
sup
k∈Z,j≥max{−k,0}
2δj‖
∫ t2
t1
Pk[R′(t)]dt‖Bk,j . 2−δmǫ0. (5.16)
sup
t∈[2m−1,m+1]
‖R′(t)‖Z + 2−(1−θ)k+θm‖Pk
(R′(t))‖L2 + ‖R̂′(t, ξ)‖L∞ξ . 2−mǫ0, θ ∈ [0, 1]. (5.17)
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Proof. Postponed to section 8. 
Proposition 5.3. Under the bootstrap assumption (2.12) and the energy estimate (2.13), we have follow-
ing Z-norm estimates for any t1, t2 ∈ [2m−1, 2m+1],
sup
k∈Z,j≥max{−k,0}
2δj‖
∫ t2
t1
goodk(t)dt‖Bk,j . 2−δmǫ0, (5.18)
sup
k∈Z,j≥max{−k,0}
2δj‖
∫ t2
t1
badk(t)dt‖Bk,j . 2−δmǫ0. (5.19)
Proof. In section 6 and 7, we will mainly prove (5.18) and (5.19) respectively under the assumption that
Proposition 5.2 holds. 
Lemma 5.4. Under the bootstrap assumption (2.12), the energy estimate (2.13) and Proposition 5.2, the
following estimates hold,
sup
t∈[0,T ]
sup
k∈Z
2−kt−δ‖fk(t, x)‖L2 . ǫ0, (5.20)
sup
t∈[2m−1,2m+1]
sup
k∈Z
2−k‖∂tfk(t, x)‖L2 . 2−mǫ0, (5.21)
sup
t∈[2m−1,2m+1]
sup
k≤0
‖f̂k(t, ξ)‖L∞ξ . 23δmǫ0. (5.22)
Proof. Recall (5.1). From L2 − L∞ type bilinear estimate (3.2) in Lemma 3.1, (3.11) and (3.12) in
Lemma 3.3, and (5.17) in Proposition 5.2, the following estimate holds,
sup
t∈[2m−1,2m+1]
sup
k∈Z
2−k‖∂tfk(t, x)‖L2 . sup
t∈[2m−1,2m+1]
2−k‖Pk[R′](t)‖L2
+
∑
k2≤k1
2−k+k+k1,+‖fk2(t)‖L2‖e−itΛfk1(t)‖L∞ . 2−mǫ0 +
∑
k2≤k1
2−m+(1−2α)k2−3k1,+ǫ21 . 2
−mǫ0.
(5.23)
Recall that the initial data belongs to L1, hence initially it is of size ǫ0. More precisely,
sup
k∈Z
2−k‖fk(0, x)‖L2 . ‖f(0, x)‖L1 . ǫ0. (5.24)
Combining (5.24) and (5.23), it is easy to see our desired estimate (5.20) holds. From (5.1) and the third
estimate in (5.17), the following estimate holds straightforwardly for any k ∈ Z, k ≤ 0,
‖f̂k(t, ξ)‖L∞ξ . 2δmǫ0+
∑
µ,ν∈{+,−},k1,k2∈Z
‖
∫ t
0
eisΦ
µ,ν(ξ,η)qµ,ν(ξ−η, η)f̂µk1(s, ξ−η)f̂ νk2(s, η)ψk(ξ)dηds‖L∞ξ .
For the quadratic terms, we do integration by parts in time when −2m ≤ k1, k2 ≤ 2βm. Note that there
are only “m2” cases. From estimates in Lemma 3.3 and Lemma 4.1, we have∥∥∥qµ,ν(ξ − η, η)
Φµ,ν(ξ, η)
∥∥∥
L∞ξ,η
. 2k−min{k,k2}−2k1,−+3k1,+/2.
Therefore, from above estimate, L2 − L2 type estimate, (5.23) and (5.20), we have∑
µ,ν∈{+,−},k1,k2∈Z
‖
∫ t
0
eisΦ
µ,ν(ξ,η)qµ,ν(ξ − η, η)f̂µk1(s, ξ − η)f̂ νk2(s, η)dηds‖L∞ξ .
∑
k2≤−2m,or k1≥2βm
2m
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×2k+k1,+ sup
t≤2m
‖fk1(t)‖L2‖fk2(t)‖L2 +
∑
−2m≤k2≤k1≤2βm
2k−min{k,k2}−2k1,−+3k1,+/2 sup
t≤2m
‖fk1(t)‖L2
×‖fk2(t)‖L2 +
∑
−2m≤k2≤k1≤2βm
2k−min{k,k2}−2k1,−+3k1,+/2
∫ t
0
(‖∂tfk1(s)‖L2‖fk2(s)‖L2
+ ‖fk1(s)‖L2‖∂tfk2(s)‖L2
)
ds . m222δmǫ0 . 2
3δmǫ0. (5.25)
Now it is easy to see our desired estimate (5.22) holds. We can see that it is better than the first estimate
in (5.8) when k is sufficiently small. 
6. THE IMPROVED Z-NORM ESTIMATE: GOOD TYPE PHASES
In this section, we estimate all bilinear terms listed in (5.13). We let j to be fixed and consider all
possible scenarios. We expect the argument used in this relatively easier case can help readers to get
familiar with how this argument works.
6.1. When (k1, k2) ∈ χ1k, (µ, ν) ∈ {(−,−), (+,+)}. Recall that k2 ≤ k1. We first use L2 − L∞ type
bilinear estimate (3.2) in Lemma 3.1 and (3.11) in Lemma 3.3 to rule out the very high frequency of
inputs as follows, ∑
(k1,k2)∈χ1k ,k2≥((1+δ)j+δm)/(N0−8)
‖
∫ t2
t1
T µ,ν(fk1 , fk2)dt‖Bk,j
.
∑
(k1,k2)∈χ1k ,k2≥((1+δ)j+δm)/(N0−8)
2αk+6k++m+j‖qµ,ν(ξ − η, η)‖S∞k,k1,k2‖e
−itΛPk1f‖L∞‖Pk2f‖L2
.
∑
(k1,k2)∈χ1k,k2≥((1+δ)j+δm)/(N0−8)
2αk+6k++m+j+2k2−N0k1−m−4k1ǫ21 . 2
−δm−δjǫ0.
Then we rule out the very low output frequency. We first use the size of support of ξ and then use L2−L2
type bilinear estimate (3.2) in Lemma 3.1 to derive the following estimate,
sup
−j≤k≤−(1+δ)(m+j)/(2+α)
∑
(k1,k2)∈χ1k
‖
∫ t2
t1
T µ,ν(fk1 , fk2)dt‖Bk,j
. sup
−j≤k≤−(1+δ)(m+j)/(2+α)
∑
|k1−k2|≤10
2αk+6k++m+j+k‖qµ,ν(ξ − η, η)‖S∞k,k1 ,k2‖Pk1f‖L2‖Pk2f‖L2
. sup
−j≤k≤−(1+δ)(m+j)/(2+α)
2(2+α)k+m+jǫ21 . 2
−δm−δjǫ0.
Therefore, it is sufficient to consider fixed k and k1 in the following range:
− (1 + δ)(m+ j)/(2 + α) ≤ k + 5 ≤ k1 ≤ ((1 + δ)j + δm)/(N0 − 8), (6.1)
since we have at most (m+ j)2 cases in total, which is only a logarithmic loss.
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6.1.1. If j ≥ (1 + 20δ)m. We first do spatial localizations for two inputs and then have the following
decomposition,∫ t2
t1
T µ,ν(fk1(t), fk2(t))dt =
∑
j1≥−k1,−,j2≥−k2,−
∫ t2
t1
T µ,ν(fk1,j1(t), fk2,j2(t))dt.
In the rest of this paper, we use the convention that (k1, j1) and (k2, j2) are naturally restricted in J even
without explicitly written. If min{j1, j2} ≥ j − δj − δm, then we have∑
min{j1,j2}≥j−δj−δm
‖
∫ t2
t1
T µ,ν(fk1,j1(t), fk2,j2(t))dt‖Bk,j .
∑
min{j1,j2}≥j−δj−δm
2αk+m+j
×2k+(1−2α)k2−j1−j2−3k1,+‖fk1,j1‖Z‖fk2,j2‖Z . 2m+2δm−(1−2δ)j ǫ0 . 2−2δj−2δmǫ0.
It remains to consider the case min{j1, j2} ≤ j − δj − δm. Since |k1 − k2| ≤ 5, we can assume that
j1 = min{j1, j2}, otherwise, we can simply do change of variables to switch the roles of ξ − η and η.
For this case, we can do integration by parts in “ξ” to see rapidly decay. More precisely, after integration
by parts in time once, we have ∫ t2
t1
T µ,ν(fk1,j1(t), fk2,j2(t))dt
=
∫ t2
t1
∫
R2
∫
R2
eix·ξ+itΦ
µ,ν(ξ,η)∇ξ ·
(
f̂µk1,j1(t, ξ − η)f̂ νk2,j2(t, η)aµ,ν(t, x, ξ, η)
)
dηdξdt,
where
aµ,ν(t, x, ξ, η) = qµ,ν(ξ − η, η) x+ t∇ξΦ
µ,ν(ξ, η)
|x + t∇ξΦµ,ν(ξ, η)|2 . (6.2)
Note that
|∇ξΦµ,ν(ξ, η)| . 1 =⇒ x+ t∇ξΦ
µ,ν(ξ, η)
|x+ t∇ξΦµ,ν(ξ, η)|2ϕ
k
j (x) ∼ 2−j. (6.3)
Hence, we can gain 2−j if we do integration by parts in “ξ” once. We also need to find out what the
maximal loss is. If ∇ξ hits input f̂µk1,j1(·), then we lose 2j1 . If ∇ξ hits the cutoff functions or the symbol
aµ,ν(t, x, ξ, η), the total loss is at most max{2−k1 , 2−k, 1} and this can be derived from (4.20), (4.24),
and (3.11). Since j1 ≥ max{−k1, 0}, we at most lose max{2j1 , 2−k}. Therefore, the net gain of doing
integration by parts in “ξ” once is max{2−j+j1 , 2−j+k} . 2−δj−δm. Note that we used the fact that
j + k ≥ δj + δm, which can be derived from (6.1). We can do this process as many times as we want
to see rapidly decay. As a result, we have the following estimate after using L∞ξ,η-norm of symbol and
L2 − L2 type estimate,∣∣∣ ∫ t2
t1
T µ,ν(fk1,j1(t), fk2,j2(t))dt
∣∣∣ϕkj (x) . 2−10j‖fk1,j1‖L2‖fk2,j2‖L2 (6.4)
which further gives us∑
min{j1,j2}≤j−δj−δm
‖
∫ t2
t1
T µ,ν(fk1,j1(t), fk2,j2(t))dt‖Bk,j . 2m+2j−10jǫ21 . 2−2δm−2δjǫ0.
Therefore finishing the proof for this case.
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6.1.2. If j ≤ (1 + 20δ)m. For this case, we have
k + 5 ≤ k1 ≤ ((1 + δ)j + δm)/(N0 − 8) ≤ βm, β := 1/980.
Note that
F [
∫ t2
t1
T µ,ν(fk1(t), fk2(t))dt](ξ) =
∫ t2
t1
∫
R2
eitΦ
µ,ν(ξ,η)f̂µk1(t, ξ − η)f̂ νk2(t, η)qµ,ν(ξ − η, η)dηdt,
we do integration by parts in time once for above integral and have the following identity,
F [
∫ t2
t1
T µ,ν(fk1(t), fk2(t))dt](ξ) =
∑
i=1,2
Endµ,ν,ik1,k2 + J
µ,ν,i
k1,k2
, (6.5)
where
Endµ,ν,ik1,k2 = (−1)i−1
∫
R2
eitiΦ
µ,ν(ξ,η)f̂µ(ti, ξ − η)f̂ ν(ti, η)mµ,ν(ξ − η, η)ψk1(ξ − η)ψk2(η)dη, (6.6)
Jµ,ν,1k1,k2 =
∫ t2
t1
∫
R2
eitΦ
µ,ν (ξ,η)f̂µ(t, ξ − η)∂̂tf ν(t, η)mµ,ν(ξ − η, η)ψk1(ξ − η)ψk2(η)dηdt, (6.7)
Jµ,ν,2k1,k2 =
∫ t2
t1
∫
R2
eitΦ
µ,ν (ξ,η)∂̂tfµ(t, ξ − η)f̂ ν(t, η)mµ,ν(ξ − η, η)ψk1(ξ − η)ψk2(η)dηdt, (6.8)
and the symbol mµ,ν(·, ·) is same as in (5.3).
From Lemma 3.2, (3.11) and (3.12) in Lemma 3.3, (5.10), and (4.16) in Lemma 4.2, we know that the
following estimate holds uniformly,
‖mµ,ν(ξ − η, η)‖S∞k,k1,k2 . 2
k/2+k−/2+3k1,+−k1 . 23βm. (6.9)
From L2 − L∞ type bilinear estimate (3.2) in Lemma 3.1, (5.21) in Lemma 5.4 and (6.9), we have the
following estimate if k1 ≤ −4βm or k ≤ −40βm,∑
i=1,2
‖Endµ,ν,ik1,k2‖Bk,j + ‖J
µ,ν,i
k1,k2
‖Bk,j . 2αk+6k++j+3βm‖fk1‖L2‖e−itΛfk2‖L∞ + 2αk+6k++j+m+3βm×(
‖∂tfk1‖L2‖e−itΛfk2‖L∞ + ‖e−itΛfk1‖L∞‖∂tfk2‖L2
)
. 2αk+(1−2α)k1+3βmǫ21 . 2
−δm−δjǫ0.
It remains to consider the case when k1 ≥ −4βm and k ≥ −40βm.
• Estimate of endpoint case. For this case, we first do spatial localizations for two inputs and have
the following decomposition,
Endµ,ν,ik1,k2 =
∑
j1≥−k1,−,j2≥−k2,−
Endµ,ν,ik1,j1,k2,j2 , (6.10)
Endµ,ν,ik1,j1,k2,j2 = (−1)i−1
∫
R2
eitiΦ
µ,ν(ξ,η)f̂µk1,j1(ti, ξ − η)f̂ νk2,j2(ti, η)mµ,ν(ξ − η, η)dη.
We first consider the case when max{j1, j2} ≥ m+ k+ k1 − 4βm. From the L2 −L∞ type bilinear
estimate (3.2) in Lemma 3.1 and (6.9), we can put the input with larger spatial concentration in L2 and
the other one in L∞. As a result, the following estimate holds,∑
max{j1,j2}≥m+k+k1−4βm
‖Endµ,ν,ik1,j1,k2,j2‖Bk,j .
∑
max{j1,j2}≥m+k+k1−4βm
2αk+6k++j+3βm
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×2−max{j1,j2}−m−α(k1+k2)‖fk1,j1‖Z‖fk2,j2‖Z . 2−m−(1+α)(k+k1)+8βmǫ21 . 2−2δm−2δjǫ0.
Then we consider the case when max{j1, j2} ≤ m+ k+ k1− 4βm. Note that, we only have at most
m3 cases to consider. Hence, it’s sufficient to consider fixed j1 and j2. For this case, we do integration
by parts in “η” many times to see rapidly decay. More precisely, after integration by parts in η, we have
the following identity,
Endµ,ν,ik1,j1,k2,j2 =
(−1)i−1
ti
∫
R2
eitiΦ
µ,ν(ξ,η)∇η ·
(
f̂µk1,j1(ti, ξ − η)f̂ νk2,j2(ti, η)m˜µ,ν(ξ − η, η)
)
dη, (6.11)
m˜µ,ν(ξ − η, η) = −mµ,ν(ξ − η, η)∇ηΦ
µ,ν(ξ, η)
i|∇ηΦµ,ν(ξ, η)|2 . (6.12)
If ∇η hits f̂k1,j1 and f̂k2,j2 , we at most lose 2max{j1,j2}−k−k1+5k1,+/2. If ∇η hits the symbol m˜µ,ν(·, ·),
then from estimates (4.17) and (4.16) in Lemma 4.2, we at most lose 2−5k1,−+k1,+ . Therefore, through
integration by parts in “η” once, we can gain at least 2−βm as the total gain is 2−m but the total loss is
at most max{2max{j1,j2}−k−k1+5k1,+/2, 2−5k1,−+k1,+} ≤ 2m−βm. We can do this process many times to
see rapidly decay, more precisely, the following estimate holds,∑
max{j1,j2}≤m+k+k1−4βm
‖Endµ,ν,ik1,j1,k2,j2‖Bk,j .
∑
max{j1,j2}≤m+k+k1−4βm
2−10m‖fk1,j1‖L2‖fk2,j2‖L2
. 2−2δm−2δjǫ0.
• Estimate of Jµ,ν,ik1,k2 , i ∈ {1, 2}. After plugging in the equation satisfied by ∂tf and doing dyadic
decompositions for the quadratic terms of ∂tf , we have
Jµ,ν,ik1,k2 =
∑
k′1,k
′
2∈Z
∑
µ′,κ′∈{+,−}
Jµ,ν,τ,κ,i
k′1,k
′
2
+ JRik1,k2 , J
µ,ν,τ,κ,i
k′1,k
′
2
:=
∑
j′1≥−k
′
1,−,j
′
2≥−k
′
2,−,ji≥−ki,−
Hµ,ν,τ,κ,i
ji;j′1,j
′
2
,
Hµ,ν,τ,κ,i
j′1,j
′
2
=
∑
ji≥−ki,−
H iji;j′1,j′2
, Hµ,ν,τ,κ,i
ji;j′1
=
∑
j′2≥−k
′
2,−
H iji;j′1,j′2
, i ∈ {1, 2}, (6.13)
where
Hµ,ν,τ,κ,1
ji;j′1,j
′
2
=
∫ t2
t1
∫
R2
∫
R2
eitΦ
µ,τ,κ
1 (ξ,η,σ)mτ,κµ,ν,1(ξ, η, σ)f̂
µ
k1,j1
(t, ξ− η)f̂ τ
k′1,j
′
1
(t, η−σ)f̂κ
k′2,j
′
2
(t, σ)dηdσdt,
Hµ,ν,τ,κ,2
ji;j′1,j
′
2
=
∫ t2
t1
∫
R2
∫
R2
eitΦ
τ,κ,ν
2 (ξ,η,σ)mτ,κµ,ν,2(ξ, η, σ)f̂
τ
k′1,j
′
1
(t, ξ−σ)f̂κ
k′2,j
′
2
(t, σ− η)f̂ νk2,j2(t, η)dηdσdt,
JR1k1,k2 =
∫ t2
t1
∫
R2
eitΦ
µ,ν (ξ,η)f̂µ(t, ξ − η)R̂′ν(t, η)mµ,ν(ξ − η, η)ψk1(ξ − η)ψk2(η)dηdt,
JR2k1,k2 =
∫ t2
t1
∫
R2
eitΦ
µ,ν (ξ,η)R̂′µ(t, ξ − η)f̂ ν(t, η)mµ,ν(ξ − η, η)ψk1(ξ − η)ψk2(η)dηdt,
Φµ,τ,κ1 (ξ, η, σ) = Λ(ξ)− µΛ(ξ − η)− τΛ(η − σ)− κΛ(σ), (6.14)
Φτ,κ,ν2 (ξ, η, σ) = Λ(ξ)− τΛ(ξ − σ)− κΛ(σ − η)− νΛ(η), (6.15)
mτ,κµ,ν,1(ξ, η, σ) = mµ,ν(ξ − η, η)
(
qτν,κν(η − σ, σ)
)ν
ψk(ξ)ψk1(ξ − η)ψk2(η), (6.16)
mτ,κµ,ν,2(ξ, η, σ) = mµ,ν(ξ − η, η)
(
qτµ,κµ(ξ − σ, σ − η)
)µ
ψk(ξ)ψk1(ξ − η)ψk2(η). (6.17)
Here, we remind readers that “τν ” is understood as the product of signs, e.g., +− = −. Also, as before,
f+ := f and f− := f¯ .
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From (3.1) in Lemma 3.1, (6.9), and estimate (3.11) in Lemma 3.3, we have the following estimate,
‖mτ,κµ,ν,1(ξ, η, σ)ψk′1(η−σ)ψk′2(σ)‖S∞+‖m
τ,κ
µ,ν,2(ξ, η, σ)ψk′1(ξ−σ)ψk′2(σ−η)‖S∞ . 2k1+4βm. (6.18)
From (5.17) in Proposition 5.2, we know that the Z-norm of R′(t) decays at rate 2−m, which com-
pensates the loss from integration with respect to time. The method used in the estimate of Endµ,ν,ik1,k2 can
be applied directly to the estimate of JR1k1,k2 and JR
2
k1,k2
. We omit details here.
Now let us proceed to estimate Jµ,ν,τ,κ,1
k′1,j
′
1,k
′
2,j
′
2
and Jµ,ν,τ,κ,2
k′1,j
′
1,k
′
2,j
′
2
. Without loss of generality, we assume that
k′2 ≤ k′1. From L∞ − L∞ − L2 type trilinear estimate (3.3) in Lemma 3.1 and (6.18), the following
estimate holds for fixed k′1 and k′2∑
i=1,2
‖Jµ,ν,τ,κ,i
k′1,k
′
2
‖Bk,j . 2αk+6k++m+j+k1+4βm‖e−itΛfk1‖L∞‖e−itΛfk′1‖L∞‖fk′2‖L2
. min{2αk+(1−α)k1+(1−2α)k′2−2k′1,++4βm+20δm, 2m+αk+(1−α)k1+(1−2α)k′2−(N0−6)k′1,++4βm+20δm}ǫ0.
(6.19)
For the second bound, we used the fact that ‖e−itΛfk′1‖L∞ . 2k
′
1‖fk′1‖L2 . 2
k′1−N0k
′
1,+ǫ1.
From (6.19), we can rule out the case when k′1 ≥ βm or k′2 ≤ −6βm. Hence, it is sufficient to
consider fixed k′1, and k′2 such that −6βm ≤ k′2 ≤ k′1 ≤ βm. Recall that |ξ − η| ≈ |η|. Hence, with
minor changes, we can estimate Jµ,ν,τ,κ,2
k′1,k
′
2
and Jµ,ν,τ,κ,1
k′1,k
′
2
in the same way. In the following, we only show
the estimate of Jµ,ν,τ,κ,1
k′1,k
′
2
in details.
For Jµ,ν,τ,−τ,1k′1,k′2 , we can do integration by parts in σ many times to rule out the case when max{j
′
1, j
′
2} ≤
m+ k2 + k
′
1 − 10βm. More precisely, after doing integration by parts in “σ”, we have
Hµ,ν,τ,−τ,1
j′1,j
′
2
=
∫ t2
t1
∫
R2
∫
R2
1
t
eitΦ
µ,τ,−τ
1 (ξ,η,σ)∇σ ·
(
m˜τ,−τµ,ν,1(ξ, η, σ)
× f̂µk1(t, ξ − η)f̂ τk′1,j′1(t, η − σ)f̂
−τ
k′2,j
′
2
(t, σ)
)
dηdσdt, (6.20)
where
m˜τ,−τµ,ν,1(ξ, η, σ) := −
mτ,−τµ,ν,1(ξ, η, σ)∇σΦµ,τ,−τ1 (ξ, η, σ)
i|∇σΦµ,τ,−τ1 (ξ, η, σ)|2
. (6.21)
From (4.26) in Lemma 4.3 and (6.18), we have
|∇σm˜τ,−τµ,ν,1(ξ, η, σ)| . 2−2(k2,−+k
′
1,−)−k
′
2+9βm . 2m/2. (6.22)
With above estimate, we can see that the net gain of doing integration by parts in “σ” once is at
least max{2−m/2, 2−m+max{j′1,j′2}−k′2,−−k′1,−+9βm}, which is less than 2−βm. Therefore, we can do this
process many times to see rapidly decay.
From (6.18) and the L2−L∞−L∞ type trilinear estimate (3.3) in Lemma 3.1, the following estimate
holds after putting the input with the higher spatial concentration in L2 and other inputs in L∞,∑
max{j′1,j
′
2}≥m+k2+k
′
1−4βm
‖Hµ,ν,τ,−τ,1
j′1,j
′
2
‖Bk,j .
∑
max{j′1,j
′
2}≥m+k2+k
′
1−4βm
2αk+6k++m+j
× 2k1+4βm2−αk1−αk′1−αk′22−2m−max{j′1,j′2}‖fk′1,j′1‖Z‖fk′2,j′2‖Z‖fk1‖Z . 2−m/2ǫ0. (6.23)
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Now, we proceed to estimate Jµ,ν,τ,τ,1
k′1,k
′
2
. By doing integration by parts in η (when σ is close to η/2) and
σ (when σ is away from η/2), we can first rule out the case when max{j1, j′1, j′2} ≤ m+k2+k′2−10βm.
More precisely, we first split Hµ,ν,τ,τ,1
j1;j′1,j
′
2
into two parts as follows,
Hµ,ν,τ,τ,1
j1;j′1,j
′
2
=
∫ t2
t1
∫
R2
∫
R2
eitΦ
µ,τ,τ
1 (ξ,η,σ)mτ,τµ,ν,1(ξ, η, σ)f̂
µ
k1,j1
(t, ξ − η)f̂ τ
k′1,j
′
1
(t, η − σ)
×f̂ τ
k′2,j
′
2
(t, σ)ψ≤k2−10(η − 2σ)dηdσdt +
∫ t2
t1
∫
R2
∫
R2
eitΦ
µ,τ,τ
1 (ξ,η,σ)mτ,τµ,ν,1(ξ, η, σ)
× f̂µk1(t, ξ − η)f̂ τk′1(t, η − σ)f̂
τ
k′2
(t, σ)ψ>k2−10(η − 2σ)
)
dηdσdt. (6.24)
For the first integral in (6.24), we do integration by parts in η. For the second integral in (6.24), we do
integration by parts in σ. As a result, we have
Hµ,ν,τ,τ,1j1;j′1,j′2
=
∫ t2
t1
∫
R2
∫
R2
1
t
eitΦ
µ,τ,τ
1 (ξ,η,σ)∇σ ·
(
m˜τ,τµ,ν,1(ξ, η, σ)f̂
µ
k1,j1
(t, ξ−η)f̂ τk′1,j′1(t, η−σ)f̂
τ
k′2,j
′
2
(t, σ)
)
+
1
t
eitΦ
µ,τ,τ
1 (ξ,η,σ)∇η ·
(
m˜τ,τµ,ν,2(ξ, η, σ)f̂
µ
k1,j1
(t, ξ − η)f̂ τ
k′1,j
′
1
(t, η − σ)f̂ τ
k′2,j
′
2
(t, σ)
)
dηdσdt, (6.25)
where
m˜τ,τµ,ν,1(ξ, η, σ) := −
mτ,τµ,ν,1(ξ, η, σ)∇σΦµ,τ,τ1 (ξ, η, σ)ψ>k2−10(η − 2σ)
i|∇σΦµ,τ,τ1 (ξ, η, σ)|2
, (6.26)
m˜τ,τµ,ν,2(ξ, η, σ) := −
mµ,τ,τ1 (ξ, η, σ)∇ηΦµ,τ,τ1 (ξ, η, σ)ψ≤k2−10(η − 2σ)
i|∇ηΦµ,τ,τ1 (ξ, η, σ)|2
. (6.27)
From (4.27) and (4.28) in Lemma 4.3 and (6.18), we have
|∇σm˜τ,τµ,ν,1(ξ, η, σ)| + |∇ηm˜τ,τµ,ν,2(ξ, η, σ)| . 2−2(k2,−+k
′
1,−)−k
′
2+9βm . 2m/2. (6.28)
With above estimate, we can see that the net gain of doing integration by parts in “σ” and “η” once
is at least max{2−m/2, 2−m+max{j1,j′1,j′2}−k′2,−−k′1,−+2βm}, which is less than 2−βm. Therefore, we can
do this process many times to see rapidly decay.
It remains to consider the case when max{j1, j′1, j′2} ≥ m + k2 + k′2 − 10βm. From (6.18) and the
L2−L∞−L∞ type trilinear estimate (3.3) in Lemma 3.1, the following estimate holds after putting the
input with the higher spatial concentration in L2 and other inputs in L∞,∑
max{j1,j′1,j
′
2}≥m+k2+k
′
2−10βm
‖Hµ,ν,τ,τ,1ji;j′1,j′2 ‖Bk,j .
∑
max{j1,j′1,j
′
2}≥m+k2+k
′
2−10βm
2αk+6k++m+j2k1+4βm
× 2−αk′1−αk′2−αk22−2m−max{j1,j′1,j′2}‖fk1,j1‖Z‖fk′1,j′1‖Z‖fk′2,j′2‖Z . 2−m/2ǫ0. (6.29)
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6.2. When (k1, k2) ∈ χ2k, (µ, ν) ∈ {(−,−), (−,+)}. Recall that we previously assumed k2 = min{k1,
k2} for this case, we have |k1 − k| ≤ 5 and k2 ≤ k1 − 5. As what we did before, we can first rule out
the very low frequency case and the very high frequency case.
From estimate (3.2) in Lemma 3.1 and estimate (3.12) in Lemma 3.3, we have
‖
∫ t2
t1
T µ,ν(fk1 , fk2)dt‖Bk,j . 2αk+6k++m+j‖qµ,ν(ξ− η, η)‖S∞k,k1,k2‖Pk1f‖L2‖e
−itΛPk2f‖L∞ (6.30)
. 2αk1+m+j+k1+(1−α)k1+(2−α)k2−(N0−7)k1,+−4k2,+ǫ21. (6.31)
From (6.31), it’s easy to see the following estimates hold,
sup
k≤−(1+δ)(m+j+10δm)/(4−α)
∑
k2≤k−10
‖
∫ t2
t1
T µ,ν(fk1 , fk2)dt‖Bk,j . 2−10δm−δjǫ0,
sup
k≥(1+δ)(m+j+10δm)/(N0−10)
∑
k2≤k−10
‖
∫ t2
t1
T µ,ν(fk1 , fk2)dt‖Bk,j . 2−10δm−δjǫ0.
For a fixed k in the range [−(1 + δ)(m+ j + 10δm)/(4− α), (1 + δ)(m+ j + 10δm)/(N0 − 10)], we
have ∑
k2≤−(1+δ)(m+j+10δm)/(2−α)
‖
∫ t2
t1
T µ,ν(fk1 , fk2)dt‖Bk,j .
∑
k2≤−(1+δ)(m+j+10δm)/(2−α)
R.H.S. of (6.30)
.
∑
k2≤−(1+δ)(m+j+10δm)/(2−α)
2αk+6k++m+j+2k1,++(2−α)k2−(N0−6)k1,+ǫ0 . 2
−10δm−δj .
Now, it is sufficient to consider fixed k and k2 in the following range,
− (1 + δ)(m+ j + 10δm)/(2 − α) ≤ k2 ≤ k − 10, (6.32)
− (1 + δ)(m + j + 10δm)/(4 − α) ≤ k ≤ (1 + δ)(m + j + 10δm)/(N0 − 10). (6.33)
6.2.1. If j ≥ m+ 20δm. Note that the rough estimate (6.3) still holds in this case. The relative sizes of
frequencies of inputs do not play a role there. With minor modifications, we can use the method we used
in subsubsection 6.1.1 to show that the desired estimate also holds for this case. We omit details for this
case here.
6.2.2. If j ≤ m+20δm. Under the this assumption, we have at mostm3 possible cases in the range listed
in (6.32) and (6.33) to consider. We use same notations used in subsection 6.1 but the only difference is
that now (k1, k2) ∈ χ2k instead of inside χ1k. Same as we did before, we do integration by parts in time
first and have the same identity as (6.5).
From L2−L∞ type bilinear estimate (3.2) in Lemma 3.1 and (6.9), the following estimate holds when
k2 ≤ −αm,∑
i=1,2
‖Endµ,ν,ik1,k2‖Bk,j + ‖J
µ,ν,i
k1,k2
‖Bk,j . 2αk+6k++j+3βm‖e−itΛfk1‖L∞‖fk2‖L2 + 2αk+6k++j+m+3βm×
(
‖e−itΛ∂tfk1‖L∞‖fk2‖L2 + ‖e−itΛfk1‖L∞‖∂tfk2‖L2
)
. 2(1−α)k2+αm/2+10βmǫ21 . 2
−2δm−δjǫ0.
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We used the following estimate in above estimate, which can be derived from L∞ − L∞ type bilinear
estimate (3.2) in Lemma 3.1 and (5.17) in Proposition 5.2,
‖e−itΛ∂tfk1‖L∞ .
∑
µ,ν∈{+,−},k′2≤k
′
1
‖e−itΛT µ,ν(fµk′1 , f
ν
k′2
)‖L∞ + 2−m‖Pk1(R′)‖Z
.
∑
k′2≤k
′
1
2k
′
1+k
′
1,+‖e−itΛfk′1‖L∞‖e−itΛfk′2‖L∞ + 2−2mǫ0 . 2−2m+αm/2ǫ0.
In above estimate, we scarified a little bit decay rate to guarantee the summability with respect to k′2.
Now it is sufficient to consider the case when k2 ≥ −αm.
• Estimate of the endpoint case. Same as before, we can use L2 − L∞ type bilinear estimate (3.2) in
Lemma 3.1 and (6.9) to rule out the case when max{j1, j2} ≥ m+ 2k2 − 4βm as follows,∑
max{j1,j2}≥m+2k2−4βm
‖Endµ,ν,ik1,j1,k2,j2‖Bk,j .
∑
max{j1,j2}≥m+2k2−4βm
2αk+6k++j+3βm
×2−max{j1,j2}−m−α(k1+k2)‖fk1,j1‖Z‖fk2,j2‖Z . 2−m−(2+2α)k2+15βmǫ21 . 2−2δm−δjǫ0.
For the case when max{j1, j2} ≤ m+ 2k2 − 4βm, we will do integration by parts in“ η” to see rapidly
decay. If ∇η hits f̂k1,j1 and f̂k2,j2 , we at most lose 2max{j1,j2}−2k2+5k1,+/2, which is less than 2m−βm.
If ∇η hits the symbol m˜µ,ν(·, ·), then from estimates (4.17) and (4.16) in Lemma 4.2, we at most lose
2−k2−4k1,−+k1,+ , which is less than 2m−βm. Hence the net gain is at least 2−βm from integration by parts
in “η” once. We can keep doing this process to see rapidly decay.
• Estimate of Jµ,ν,ik1,k2 , i ∈ {1, 2}. Same as before, the method used in the estimate of End
µ,ν,i
k1,k2
can
be applied directly to the estimate of JR1k1,k2 and JR
2
k1,k2
. Now we proceed to estimate Jµ,ν,τ,κ,1k′1,k′2 and
Jµ,ν,τ,κ,2
k′1,k
′
2
. Without loss of generality, we assume that k′2 = min{k′1, k′2}.
Recall (6.16) and (6.17). From (3.1) in Lemma 3.1, (3.12) in Lemma 3.3, and (6.9), we have the
following estimate,
‖mτ,κµ,ν,1(ξ, η, σ)ψk′1(η−σ)ψk′2(σ)‖S∞+‖m
τ,κ
µ,ν,2(ξ, η, σ)ψk′1(ξ−σ)ψk′2(σ−η)‖S∞ . 2k
′
1+4βm. (6.34)
From (6.34) and L2−L∞−L∞ type trilinear estimate (3.3) in Lemma 3.1, the following estimate holds
for fixed k′1 and k′2,∑
i=1,2
‖Jµ,ν,τ,κ,ik′1,k′2 ‖Bk,j .
∑
i=1,2
2αk+6k++m+j+k
′
1+4βm‖e−itΛfki‖L∞‖e−itΛfk′1‖L∞‖fk′2‖L2
. min{2(1−α)(k′1+k′2)+11βm, 2(1−α)k′2+m+4βm−(N0−8)k′1,+}ǫ0.
From above estimate, we can rule out the case when k′2 ≤ −14βm or k′1 ≥ βm. Now It is sufficient to
consider the case when k′1 and k′2 are fixed and −14βm ≤ k′2 ≤ k′1 ≤ βm.
Although the |η| we consider here could be slightly worse, it is possible to be 2−αm. The methods
used in the χ1k case can be applied directly. Note that ξ − η and η/2 are still not close in the case we are
considering, therefore either ∇σΦµ,τ,κi or ∇ηΦµ,τ,κi is big. This fact allows us to rule out the case when
all inputs have small spatial concentration.
From (4.26) in Lemma 4.3, we know that∇σΦµ,τ,−τ1 still has a good lower bound of size 2−2αm−2βm,
see (6.22) and (6.28). Hence, as what we did in (6.20), we do integration by parts in “σ” to rule out the
3D GWW ABOVE A FLAT BOTTOM 33
case when max{j′1, j′2} ≤ m + k′2,− + k′1,− − 10βm for Jµ,ν,τ,−τ,ik′1,k′2 , i ∈ {1, 2} . For the case when
max{j′1, j′2} ≥ m+ k′2,− + k′1,− − 10βm, estimate (6.23) still holds for the case we are considering.
From (4.27) and (4.28) in Lemma 4.3, we know that ∇σΦµ,τ,τ1 (∇σΦτ,τ,ν2 ) and ∇ηΦµ,τ,τ1 (∇ηΦτ,τ,ν2
) still have a good lower bound of size 2−2αm−2βm. Hence, as what we did in (6.24), we can rule out
the case when max{j1(j2), j′1, j′2} ≤ m + k2 + k′2 − 10βm by doing integration by parts in “σ” when
σ is away from η/2
(
(ξ + η)/2
)
and do integration by parts in “η” when σ is close to η/2
(
(ξ + η)/2
)
for Jµ,ν,τ,τ,1
k′1,k
′
2
(
Jµ,ν,τ,τ,2
k′1,k
′
2
)
. For the case when max{j1(j2), j′1, j′2} ≤ m + k2 + k′2 − 10βm, it is easy to
verify that the estimate we did in (6.29) still holds. As we gain extra 2−m but only pay the price of at
most 24αm = 20.4m.
7. THE IMPROVED Z-NORM ESTIMATE: BAD TYPE PHASES
In previous section, we study the quadratic terms with good type phases, in which the largest two
inputs have the same sign inside good phases. As a result, we do not actually see the high degeneracy of
phases. Now, things become different in the bad type phases. The opposite sign of the largest two inputs
will cause cancellations and high degeneracy of bad phases. For this case, delicate analysis of roles of
the angles between the output and inputs is required.
7.1. When (k1, k2) ∈ χ1k, (µ, ν) ∈ {(−,+), (+,−)}. Similar to what we did in subsection 6.1, we can
first rule out the very high input frequency case and the very low output frequency case. For the rough
multilinear estimates derived at the beginning of subsection 6.1, the type of phases does not play a role,
hence we will derive the same result. To sum up, k, k1, and j are fixed in the range as follows,
− (1+ δ)(m+ j)/(2+α) ≤ k+10 ≤ k1 ≤ (1+ δ)(m+ j+10δm)/(N0−10) ≤ βm, j ≤ m+20δm,
(7.1)
which is same as (6.1).
For fixed k and k1 in above range, we dyadically localize the angle between ξ and νη with threshold
chosen to be l¯ := 2k1,− and have the following decomposition,
F [
∫ t2
t1
T µ,ν(fk1(t), fk2(t))dt](ξ) =
∑
l¯≤l≤2
Iµ,νl , I
µ,ν
l =
∑
j1≥−k1,−,j2≥−k2,−
Iµ,νl;j1,j2 , (7.2)
where
Iµ,νl;j1,j2 =
∫ t2
t1
∫
eitΦ
µ,ν (ξ,η)ϕl¯;l(∠(ξ, νη))qµ,ν(ξ − η, η)f̂µk1,j1(t, ξ − η)f̂ νk2,j2(t, η)dηdt, (7.3)
and ϕl¯;l(·) is defined as follows,
ϕl¯;l(x) =
{
ψl(x) if l¯ < l ≤ 2
ψ≤l¯(x) if l = l¯.
(7.4)
In the following, we mainly estimate Iµ,νl , for fixed l, k and k1, as there are at most m3 cases in total,
which is only a logarithmic loss.
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7.1.1. If max{m + l,−k − l} + 100δm ≤ j ≤ m + 20δm. For this case, we have k ≤ −30δm,
otherwise max{m + l,−k − l} + 100δm > m + 20δm . To deal with this case, an observation is that
the estimate (6.3) can be improved if the angle between ξ and νη is well localized. As a result, through
integration by parts in “ ξ”, we can further rule out the case when j ≥ max{m+ l,−k − l}+ 100δm.
• We first consider the case when min{j1, j2} ≥ j − δm. From (3.16) in Lemma 3.5 and (3.11) in
Lemma 3.3, we can derive the following esitmate,∑
min{j1,j2}≥j−δm
‖F−1[Iµ,νl;j1,j2 ]‖Bk,j .
∑
min{j1,j2}≥j−δm
2αk+6k++m+j+k+k1,++k+l/2
×‖Qk1,j1f‖L2‖Qk2,j2f‖L2 . 2(2+α)k+m+2δm−j−2αk1+l/2ǫ21
. 2(2+α)k−l/2−2αk1+2δmǫ0 . 2
(1−α)k+2δmǫ0 . 2
−2δm−δjǫ0. (7.5)
• It remains to consider the case when min{j1, j2} ≤ j − δm. For this case, we will mainly do
integration by parts in “ξ” to see rapidly decay. Recall that µν = −. From (4.9), the following estimate
holds,
|∇ξΦµ,ν(ξ, η)|ϕl(∠(ξ, νη)) =
∣∣∣Λ′(|ξ|) ξ|ξ| − µΛ′(|ξ − η|) ξ − η|ξ − η| ∣∣∣ϕl¯;l(∠(ξ, νη)) . 2l,
hence the following estimate holds as j ≥ m+ l + 100δm,
|∇ξ[x · ξ + sΦµ,ν(ξ, η)]|ϕl(∠(ξ, νη))ϕkj (x) ∼ 2j . (7.6)
For every time of integration by part in ξ, we can gain 2−j by paying the price of at most max{2min{j1,j2},
2−k−l}, here 2−k−l comes from the fact that ∇ξ might hit the angular cutoff function ϕl(∠(ξ, νη)) or
the symbol aµ,ν(t, x, ξ, η) (see (6.2)). As j ≥ −k − l + 100δm and min{j1, j2} ≤ j − δm, we can see
that the total gain of each step of integration by parts in “ξ” is at least 2−δm and we can keep doing this
process to see rapidly decay. More precisely, the following estimate holds,∣∣F−1[Iµ,νl;j1,j2 ](x)∣∣ϕkj (x) . 2−10m‖fk1,j1‖L2‖fk2,j2‖L2 ,
therefore, it’s easy to see the following estimate holds∑
min{j1,j2}≤j−δm
‖F−1[Iµ,νl;j1,j2 ]‖Bk,j . 2−2δm−2δjǫ0. (7.7)
7.1.2. If j ≤ max{m+ l,−k− l}+100δm, k+2k1 ≤ −m+βm, and k+2l ≤ −m+2βm. For this
case, we have j ≤ −k − l + 2βm + 100δm and k ≤ −m/3 + βm. From (3.16) in Lemma 3.5, (5.20)
and (5.22) in Lemma 5.4, the following estimate holds,
‖F−1[Iµ,νl ]‖Bk,j . 2αk+6k++m+j+k+k+k1+l‖fk1‖L2‖f̂k2(t, ξ)‖L∞ξ
. 2(1+α)k+m+2k1+3βmǫ0 . 2
(1+α)k+2k1+3βmǫ0 . 2
−2δm−δjǫ0.
Remark 7.1. Note that, if without the improved L2 estimates (5.20) and (5.22) in Lemma 5.4, it is
impossible to easily close the argument for the case we are considering. If one uses estimates (5.7) and
(5.8) instead, then we only have the following estimate,
‖F−1[Iµ,νl ]‖Bk,j . 2(1+α)k+2k1−2αk1+m+3βmǫ0,
which is not sufficient when k ≥ 2k1 and k + 2k1 ≈ −m+ βm.
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7.1.3. If j ≤ max{m+ l,−k− l}+100δm, k+2k1 ≤ −m+βm, and k+2l ≥ −m+2βm. For this
case, we have j ≤ m+ l+ 100δm and k ≤ −m/3 + βm. When do integration by parts in “η”, it is not
a problem anymore when ∇η hits the symbol m˜µ,ν(ξ − η, η)(see (6.12)), as k + 2l ≥ −m+ 2βm. See
(4.19) in Lemma 4.2.
• We first consider the case when max{j1, j2} ≥ m + k − k1 + l − 4βm. For this case, by using
estimate (3.16) in Lemma 3.5 and putting the input with higher spatial concentration in L2 and the other
one in L∞ξ , we have the following estimate if l ≤ 2αk1,∑
max{j1,j2}≥m+k−k1+l−4βm
‖F−1[Iµ,νl;j1,j2 ]‖Bk,j .
∑
max{j1,j2}≥m+k−k1+l−4βm
2αk+6k++m+j+k+k+k1+l
×2−max{j1,j2}−2αk1‖fk1,j1‖Z‖fk2,j2‖Z . 2(1+α)k+(2−2α)k1+l+m+4βmǫ21
. 2αk+(k+2k1)+m+4βmǫ21 . 2
−2δm−δjǫ0.
It remains to consider the case when l ≥ 2αk1. From Lemma 3.2, the following estimate holds,
‖qµ,ν(ξ − η, η)ϕl(∠(ξ, νη))‖S∞k,k1,k2 . 2
k−3l+βm,
as when∇ξ,η hits the angular cutoff function once, we lose extra 2−l. As we need to take derivative three
times, which explains 2−3l in above estimate. From L2−L∞ type bilinear estimate (3.2) in Lemma 3.1,
we have the following estimate after putting the input with higher spatial localization in L2 and the other
one in L∞, ∑
max{j1,j2}≥m+k−k1+l−4βm
‖F−1[Iµ,νl;j1,j2 ]‖Bk,j .
∑
max{j1,j2}≥m+k−k1+l−4βm
2αk+6k++m+j
×2k−3l+βm−m−2αk1−max{j1,j2}−6k1,+‖fk1,j1‖Z‖fk2,j2‖Z . 2αk+(1−2α)k1−3l+6βmǫ21
. 2α(k+2k1)+7βmǫ0 . 2
−2δm−2δj ǫ0.
• We proceed to consider the case when max{j1, j2} ≤ m+ k − k1 + l − 4βm. For this case, we do
integration by parts in “ η” to see rapidly decay. From (4.19) in Lemma 4.2 and (4.10) in Lemma 4.1,
we can see that the net gain is at least 2−mmax{2−k−2l+βm, 2max{j1,j2}−k+k1−l+3βm}, which is less
than 2−βm, for each time of integration by parts in “η”. Therefore, we can keep doing this process to see
rapidly decay.
7.1.4. If j ≤ max{m+ l,−k− l}+100δm, k+2k1 ≥ −m+βm, and k+2l ≤ −m+2βm. For this
case, we have j ≤ −k− l+ βm+ 100δm, k ≤ −m/5 + βm and l ≤ k1 + βm/2. For this case, we do
integration by parts in time first. The formulas are very similar as in (6.5) and (6.13). We only need to
add angular cutoff function ϕl¯;l(∠(ξ, νη)) into the symbol. For readers’ convenience, we still state them
in details as follows,
Iµ,νl =
∑
i=1,2
Endµ,ν,il;k1,k2 + J
µ,ν,i
l;k1,k2
, Jµ,ν,il;k1,k2 =
∑
k′1,k
′
2∈Z
∑
µ′,κ′∈{+,−}
Jµ,ν,τ,κ,i
l;k′1,k
′
2
+ JRil;k1,k2 , i ∈ {1, 2},
(7.8)
Jµ,ν,τ,κ,i
l;k′1,k
′
2
:=
∑
j′1≥−k
′
1,−,j
′
2≥−k
′
2,−,ji≥−ki,−
Hµ,ν,τ,κ,i
l,ji;j′1,j
′
2
, , Endµ,ν,il;k1,k2 =
∑
j1≥−k1,−,j2≥−k2,−
Endµ,ν,il;k1,j1,k2,j2 ,
(7.9)
Hµ,ν,τ,κ,i
l;j′1,j
′
2
=
∑
ji≥−ki,−
Hµ,ν,τ,κ,i
l,ji;j′1,j
′
2
, Hµ,ν,τ,κ,i
l,ji;j′1
=
∑
j′2≥−k
′
2,−
Hµ,ν,τ,κ,i
l,ji;j′1,j
′
2
, i ∈ {1, 2}, (7.10)
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where
Endµ,ν,il;k1,j1,k2,j2 = (−1)i−1
∫
R2
eitiΦ
µ,ν(ξ,η)f̂µk1,j1(ti, ξ − η)f̂ νk2,j2(ti, η)mµ,ν(ξ − η, η)ϕl¯;l(∠(ξ, νη))dη,
Hµ,ν,τ,κ,1
l,ji;j′1,j
′
2
=
∫ t2
t1
∫
R2
∫
R2
eitΦ
µ,τ,κ
1 (ξ,η,σ)mτ,κµ,ν,1(ξ, η, σ)ϕl¯;l(∠(ξ, νη))
×f̂µk1,j1(t, ξ − η)f̂ τk′1,j′1(t, η − σ)f̂
κ
k′2,j
′
2
(t, σ)dηdσdt,
Hµ,ν,τ,κ,2l,ji;j′1,j′2
=
∫ t2
t1
∫
R2
∫
R2
eitiΦ
τ,κ,ν
2 (ξ,η,σ)mτ,κµ,ν,2(ξ, η, σ)ϕl¯;l(∠(ξ, νη))
×f̂ τk′1,j′1(t, ξ − σ)f̂
κ
k′2,j
′
2
(t, σ − η)f̂ νk2,j2(t, η)dηdσdt,
JR1l;k1,k2 =
∫ t2
t1
∫
R2
eitΦ
µ,ν(ξ,η)f̂µ(t, ξ−η)R̂′ν(t, η)mµ,ν(ξ−η, η)ψk1(ξ−η)ψk2(η)ϕl¯;l(∠(ξ, νη))dηdt,
JR2l;k1,k2 =
∫ t2
t1
∫
R2
eitΦ
µ,ν(ξ,η)R̂′µ(t, ξ−η)f̂ ν(t, η)mµ,ν(ξ−η, η)ψk1(ξ−η)ψk2(η)ϕl¯;l(∠(ξ, νη))dηdt,
where mµ,ν(ξ − η, η), mτ,κµ,ν,1(ξ, η, σ), and mτ,κµ,ν,2(ξ, η, σ) are same as in (5.3), (6.16), and (6.17).
From Lemma 3.2, (3.11) in Lemma 3.3, (4.8) in Lemma 4.1, and (4.18) in Lemma 4.2, the following
estimates hold,
‖mµ,ν(ξ − η, η)ϕl(∠(ξ, νη))‖L∞ξ,η . 2k−k−2max{k1,−,l}+2k1,+ . 2−2max{k1,−,l}+2βm, (7.11)
‖mµ,ν(ξ − η, η)ϕl(∠(ξ, νη))‖S∞k,k1,k2 . max{2
k−k−2max{k1,−,l}+2k1,+−3k1,− ,
2k−k−2max{k1,−,l}+2k1,+−3l} . 2−2max{k1,−,l}−6k1,−+2βm. (7.12)
• Estimate of the endpoint case. From (3.16) in Lemma 3.5, (5.20) and (5.22) in Lemma 5.4, and
(7.11), the following estimate holds,∑
i=1,2
‖F−1[Endµ,ν,il;k1,k2 ]‖Z . 2αk+j−2max{k1,−,l}+2βm+k+k1+l‖f̂k1(ξ)‖L∞ξ ‖fk2‖L2
. 2αk+3βmǫ21 . 2
αk+3βmǫ0 . 2
−2δm−δjǫ0.
• Estimate of Jµ,ν,il;k1,k2 , i ∈ {1, 2}. From (3.16) in Lemma 3.5, (5.21) in Lemma 5.4, (5.22), and(7.11) the following estimate holds,∑
i=1,2
‖F−1[Jµ,ν,il;k1,k2 ]‖Z .
∑
i=1,2
2αk+m+j−2max{k1,−,l}+2βm+k+k1+l‖f̂ki(t, ξ)‖L∞ξ ‖∂tfk3−i‖L2
. 2αk+3βmǫ21 . 2
−2δm−δjǫ0.
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7.1.5. If j ≤ max{m + l,−k − l} + 100δm, k + 2k1 ≥ −m + βm, and k + 2l ≥ −m + 2βm. For
this case, we have j ≤ m+ l + 100δm and k1 ≥ −m/3. Same as the previous case, we do integration
by parts in time first.
• Estimate of the endpoint case. Again, as k + 2l ≥ −m + 2βm, it is not problematic when
doing integration by parts in “η”. Same as before, we can first rule out the case when max{j1, j2} ≤
m+ k − k1 + l − 4βm by doing integration by parts in “ η” many times.
It remains to consider the case when max{j1, j2} ≥ m+ k − k1 + l − 4βm. From (3.16) in Lemma
3.5 and (7.11), the following estimate holds after putting the input with higher spatial concentration in
L2 and the other one in L∞ξ . ∑
max{j1,j2}≥m+k−k1+l−4βm
∑
i=1,2
‖F−1[Endµ,ν,il;k1,j1,k2,j2 ]‖Z
.
∑
max{j1,j2}≥m+k−k1+l−4βm
2αk+6k++j−2max{k1,−,l}+2βm+k+k1+l−max{j1,j2}−6k1,+−2αk1
×‖fk1,j1‖Z‖fk2,j2‖Z . 2αk+2k1+l−2max{k1,−,l}−2αk1+6βmǫ21 . 2αk+(1−2α)k1+6βmǫ0.
From above estimate, we can rule out the case when k1 ≤ −7βm or k ≤ −70βm. It is sufficient to
consider the case when k1 ≥ −7βm and k ≥ −70βm. From (7.12), the following estimate holds,
‖mµ,ν(ξ − η, η)ϕl(∠(ξ, νη))‖S∞k,k1,k2 . 2
−8k1,−+2βm . 258βm. (7.13)
From L2 − L∞ type bilinear estimate (3.2) in Lemma 3.1 and (7.13), the following estimate holds after
putting the input with higher spatial localization in L2 and the other one in L∞.∑
max{j1,j2}≥m+k−k1+l−4βm
∑
i=1,2
‖F−1[Endµ,ν,il;k1,j1,k2,j2 ]‖Z
.
∑
max{j1,j2}≥m+k−k1+l−4βm
2αk+6k++j+58βm−max{j1,j2}−m−2αk1‖fk1,j1‖Z‖fk2,j2‖Z
. 2−m−(1−α)k+(1−2α)k1+70βmǫ21 . 2
−m+140βmǫ0 . 2
−2δm−δjǫ0.
• Estimate of Jµ,ν,il;k1,k2 , i ∈ {1, 2}. As before, since the decay rate of Z-norm of R′ is 2−m. With
minor modification, we can estimate of JR1l;k1,k2 and JR
2
l;k1,k2
in the same way as we did for Endµ,ν,il;k1,k2 .
We omit details here.
Without loss of generality, we may assume that k′2 = min{k′1, k′2}. From (4.6) and (4.7) in Lemma
4.1, the size of Φµ,ν(ξ − η, η) is either 2kmax{2−k+/2+2k1,− , 2−k1,+/2+2l} or 2k−k+/2, hence we can
put a cutoff function ψ0(2−κΦµ,ν(ξ − η, η)) inside the symbols mµ,ν(ξ − η, η), mτ,κµ,ν,1(ξ, η, σ), and
mτ,κ,ν2 (ξ, η, σ), with 2κ chosen to be either 2kmax{2−k+/2+2k1,− , 2−k1,+/2+2l} or 2k−k+/2. This fact
enables us to use the Lemma 3.6.
From (3.21) in Lemma 3.6, after putting fki(t) in L∞ and T τ,κ(fk′1 , fk′2) in L2, the following estimate
holds∑
i=1,2
‖F−1[Jµ,ν,τ,κ,i
l;k′1,k
′
2
]‖Z . sup
|λ|≤2βm
2αk+6k++m+j−2max{l,k1,−}+2βm‖e−i(t+2−k−2lλ)fk1(t)‖L∞
×2k1‖e−itΛfk′1‖L∞‖fk′2‖L2 + 2−10m+k+αk+m+j−2max{l,k1,−}‖fk1‖L2‖e−itΛfk′1‖L∞‖fk′2‖L2
. min{2(1−2α)k′2+3βm, 2(1−2α)k′2+m+3βm−(N0−8)k′1,+}ǫ0. (7.14)
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For the second bound of above estimate, we used again the fact that ‖e−itΛfk′1‖L∞ . 2k
′
1‖fk′1‖L2 .
2k
′
1−N0k
′
1,+ǫ0. From (7.14), we can rule out the case when k′1 ≥ βm or k′2 ≤ −4βm. Now, it is sufficient
to consider fixed k′1 and k′2 such that −4βm ≤ k′2 ≤ k′1 ≤ βm.
We first consider the case when k1 ≤ −10βm. As −4βm ≤ k′2 ≤ k′1 ≤ βm, we know that
|η| ≪ |η − σ|( or |ξ − η| ≪ |ξ − σ|). Hence, from (4.10) and (4.11) in Lemma 4.1, ∇σΦµ,τ,κ always
has a good lower bound of size 2k1+k′1−2βm & 2−m/3−2βm. From (4.17) and (4.19) in Lemma 4.2, we
know that the net gain of doing integration by parts in “σ” is at least max{2−m+max{j′1,j′2}−k1−k′1+3βm,
2−m−min{k1,k
′
2}−4k
′
1+5βm}, which is less than 2−βm. Therefore, we can do integration by parts in “σ”
many times to see rapidly decay to rule out the case when max{j′1, j′2} ≤ m+ k1 + k′1 − 4βm.
Next, we consider the case when k1 ≥ −10βm. As k1 is not small, same as what we did in the good
type phase setting, either ∇σΦµ,τ,κ or ∇ηΦµ,τ,κ has a good lower bound. Through doing integration by
parts in “σ” or doing integration by parts in “σ” and “η”, we can rule out the case when max{ji, j′1, j′2} ≤
m+ k1 + k
′
1 − 10βm.
Therefore, in whichever case, we can always rule out the case when max{ji, j′1, j′2} ≤ m+ k1+ k′1−
10βm. It remains to consider the case when max{ji, j′1, j′2} ≥ m+ k1 + k′1 − 10βm. For this case, we
use estimate (3.21) in Lemma 3.6. After putting the input with the maximum spatial concentration in L2
and the other two inputs in L∞, the following estimate holds,∑
i=1,2
∑
max{ji,j′1,j
′
2}≥m+k1+k
′
1−10βm
‖F−1[Hµ,ν,τ,κ,il,ji;j′1,j′2 ]‖Z
.
∑
max{ji,j′1,j
′
2}≥m+k1+k
′
1−10βm
(
2αk+6k++m+j−2max{l,k1,−}+2βm2−m−αk1
+2−10m+k+αk+m+j−2max{l,k1,−}+2βm
)× 2k12−max{ji,j′1,j′2}−m−α(k′1+k′2)‖fk′1,j′1‖Z‖fki,ji‖Z‖fk′2,j′2‖Z
. 2−m−k1−(1+α)(k
′
1+k
′
2)+24βmǫ0 . 2
−2δm−δjǫ0. (7.15)
In above estimate, we used the fact that k1 ≥ −m/3.
7.2. When (k1, k2) ∈ χ2k, (µ, ν) ∈ {(+,+), (+,−)}. Recall that k2 = min{k1, k2}. Same as what we
did in subsection 6.2, we can use the rough estimates to rule out the very high frequency case, the very
low frequency case and the very high spatial localization j. To sum up, from now on k, k1, k2, and j are
restricted in the ranges as follows
− (1 + δ)(m + j + 10δm)/(2 − α) ≤ k2 ≤ k − 10, j ≤ m+ 20δm, (7.16)
− (1 + δ)(m + j + 10δm)/(4 − α) ≤ k ≤ (1 + δ)(m + j + 10δm)/(N0 − 10) ≤ βm. (7.17)
For fixed k1 and k2 in above range, we dyadically localize the angle between ξ and νη with the
threshold l¯ chosen to be 2k1,− and then spatially localize two inputs as in (7.3). For simplicity, we use
same notations listed in (7.2), (7.8) and (7.9), but one should keep in mind that now (k1, k2) ∈ χ2k instead
of χ1k.
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7.2.1. If max{m+ l,min{−k2 − l,m}}+100δm ≤ j ≤ m+20δm. The case when j ≥ m+100δm
is already considered. We only have to consider the case when k2 + l ≥ −m, j ≥ max{m + l,−k2 −
l} + 100δm and k1 ≤ −20δm. Note that k1 and k2 are not comparable in the case we are considering.
Since ∇ξ might hit f̂k1,j1(ξ − η) when doing integration by parts in ξ, it is problematic when j1 ≥ j2.
So, if j1 ≥ j2, we do change of coordinates to switch the role of ξ − η and η. However, in any case, the
following estimate holds,
|∇ξΦµ,ν(ξ, η)|ϕl¯;l(∠(ξ, νη)) =
∣∣∣Λ′(|ξ|) ξ|ξ| − Λ′(|ξ − η|) ξ − η|ξ − η| ∣∣∣ϕl¯;l(∠(ξ, νη)) . 2l.
Recall that j ≥ max{m + l,−k2 − l} + 100δm, by doing integration by parts in ξ once, we gain 2−j
by paying the price of max{2min{j1,j2}, 2−k2−l}, where 2−k2−l comes from the fact that ∇ξ might hit
the angular cutoff function or aµ,ν(t, x, ξ − η) (see (6.2)). We can rule out the case when min{j1, j2} ≤
j − δm by doing integration by parts in ξ many times. For the case when min{j1, j2} ≥ j − δm, from
(3.15) in Lemma 3.5, the following estimate holds,∑
min{j1,j2}≥j−δm
‖F−1[Iµ,νl;j1,j2 ]‖Bk,j .
∑
min{j1,j2}≥j−δm
2αk+6k++m+j+k+k1,++k2+l/2
×‖Qk1,j1f‖L2‖Qk2,j2f‖L2 . 2k+(1−α)k2+m+2δm−j+l/2ǫ21
. 2k+(1−α)k2−l/2+2δmǫ0 . 2
(1−α)k+2δmǫ0 . 2
−2δm−δjǫ0. (7.18)
We can summarize the result in this subsubsection and the result in subsubsection 7.1.1 as the follow-
ing lemma,
Lemma 7.2. Under the bootstrap assumption (2.12) and the improved energy estimate (2.13), the fol-
lowing estimate holds if (k1, k2, µ, ν) ∈ Pkbad,
‖Qk,j
[
F−1[ ∫
R2
eitΦ
µ,ν (ξ,η)f̂µk1(t, ξ − η)f̂ νk2(t, η)qµ,ν(ξ − η, η)ϕl¯;l(∠(ξ, νη))dη
]]‖L2
. 2(1−2α)k−m−j+2δmǫ0, if j ≥ max{m+ l,−k − l,−k2 − l}+ 100δm and l¯ ≥ 2k1,−. (7.19)
Proof. One can redo above argument and the argument in subsubsection 7.1.1 to see the lemma holds.
We keep the second estimate in (7.5) and (7.18) instead of the last estimate for (7.19). 
7.2.2. If j ≤ max{m + l,min{−k2 − l,m}} + 100δm, (2 − 2α)k2 ≤ −m − 20βm, and k2 + 2l ≤
−m + 4βm. For this case, we have j ≤ min{−k2 − l + 4βm,m} + 100δm. As k1 and k2 are not
comparable in the case we are considering, it turns out that whether j2 is the smaller one between j1 and
j2 makes a difference.
• We first consider the case when j2 ≤ j1. Recall that j2 ≥ −k2. Therefore, from (3.15) in Lemma
3.5, the following estimate holds,∑
j2≤j1
‖F−1[Iµ,νl;j1,j2]‖Z .
∑
−k2≤j2≤j1
2αk+6k++m+j+k1+k1,++k2+l/2‖fk1,j1‖L2‖fk2,j2‖L2
. 212βm+m+k1−l/2+(2−α)k2ǫ0 . 2
−2δm−δjǫ0.
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• We proceed to consider the case when j1 ≤ j2. For this case, we can do better for j. More precisely,
as j1 ≤ j2, it is not necessary to do change of coordinates to switch the role of ξ − η and η. As a result,
the following estimate holds,
|∇ξΦµ,ν(ξ, η)|ϕl¯;l(∠(ξ, νη)) = |Λ′(|ξ|)
ξ
|ξ| − Λ
′(|ξ − η|) ξ − η|ξ − η| |ϕl¯;l(∠(ξ, νη)) . 2
k2−k1+l.
Hence, we can further rule out the case when max{m + (1 − α)(k2 − k1) + l,−k1 − l} + 3βm ≤
j ≤ max{m+ l,−k2− l}+100δm by run the argument used in subsubsection 7.2.1 again. Use similar
estimate used in (7.18), we can rule out the case when j1 ≥ j−δm. Use integration by parts in “ξ” many
times, we can rule out the case when j1 ≤ j− δm. Note that the price to pay is 2−k1−l instead of 2−k2−l
when ∇ξ hits aµ,ν(t, x, ξ, η). This fact is crucial here. Using (4.24), we know the size of numerator
changes from 2k2−k1+l to 2k2−2k1 when ∇ξ hits aµ,ν(t, x, ξ, η). Hence we at most lose 2−k1−l when ∇ξ
hits aµ,ν(t, x, ξ, η).
Hence, it remains to consider the case when j ≤ max{m+ (1 − α)(k2 − k1) + l,−k1 − l}+ 3βm.
From (3.15) in Lemma 3.5, (5.20) in Lemma 5.4, and (5.22), the following estimate holds,∑
j1≤j2
‖F−1[Iµ,νl;j1,j2 ]‖Z .
∑
j1≤j2
2αk+6k++m+j+k1+k1,++k1+k2+l‖fk1,j1‖L1‖fk2,j2‖L2
. max{27βm+2m+(3−2α)k2+k1+2lǫ0, 27βm+m+(2−α)k2+k1ǫ0} . 2−2δm−δjǫ0.
7.2.3. If j ≤ max{m + l,min{−k2 − l,m}} + 100δm, (2 − 2α)k2 ≤ −m − 20βm, and k2 + 2l ≥
−m + 4βm. For this case, we have j ≤ m + l + 100δm and l ≥ −m/4. Same as the previous case,
whether j2 is the smaller one between j1 and j2 makes a difference. We separate into two cases as
follows.
• We first consider the case when j2 ≤ j1. If moreover j1 ≤ m+l−4βm, then we can do integration
by parts in “η” many times to see rapidly decay. Because the net gain of doing integration by parts in
η once is at least 2−mmax{2max{j1,j2}−l+3βm, 2−k2−2l+βm}, which is less than 2−βm. It remains to
consider the case when j1 ≥ m+ l − 4βm. From (3.15) in Lemma 5.4, the following estimate holds,∑
j2≤j1,m+l−4βm≤j1
‖F−1[Iµ,νl;j1,j2 ]‖Z .
∑
j2≤j1,m+l−4βm≤j1
2αk+6k++m+j+k1+k1,++2k2+l
×‖fk1,j1‖L2‖fk2,j2‖L1 . 2m+(2−α)k2+k1+l+6βm . 2−2δm−δjǫ0.
• We proceed to consider the case when j1 ≤ j2. As before, we can do better for j for this case.
As a result, we can rule out the case when max{m + (1 − α)(k2 − k1) + l,−k1 − l} + 3βm ≤ j ≤
max{m+ l,−k2− l}+100δm by running the argument used in subsubsection 7.2.1 again. It is sufficient
to consider the case when j ≤ max{m+(1−α)(k2−k1)+ l,−k1− l}+3βm. Moreover, we can further
rule out the case when j2 ≤ m+ l− 4βm by doing integration by parts in “η” many times to see rapidly
decay. Hence, it remains to consider the case when j ≤ max{m+(1−α)(k2−k1)+ l,−k1− l}+3βm
and j2 ≥ m + l − 4βm. For this case, we use (3.15) in Lemma 3.2 and (3.12) in Lemma 3.3 to derive
the following estimate,∑
j1≤j2,m+l−4βm≤j2
‖F−1[Iµ,νl;j1,j2]‖Z .
∑
j1≤j2,m+l−4βm≤j2
2αk+6k++m+j+k1+k1,++k1+k2+l
×‖fk1,j1‖L1‖fk2,j2‖L2 . max{2m+(2−2α)k2+k1+l+12βm, 212βm+(1−α)k2+k1−l}ǫ21 . 2−2δm−δjǫ0.
In above estimate, we used the fact that k2 ≤ −m/(2− 2α)− 12βm and l ≥ −m/4.
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7.2.4. If j ≤ max{m + l,min{−k2 − l,m}} + 100δm, (2 − 2α)k2 ≥ −m − 20βm, and k2 + 2l ≤
−m+ 4βm. For this case, we have j ≤ −k2 − l + 100δm + 4βm, l ≤ −m/5 and k1 ≤ −m/10. We
first do integration by parts in time and have the same equality as in (7.8).
From Lemma 3.2, (3.11) in Lemma 3.3, (4.8) in Lemma 4.1, and (4.18) in Lemma 4.2, the following
estimates hold,
‖mµ,ν(ξ − η, η)ϕl(∠(ξ, νη))‖L∞ξ,η . 2k1−k2−2max{k1,−,l}+2k1,+ , (7.20)
‖mµ,ν(ξ − η, η)ϕl(∠(ξ, νη))‖S∞k,k1,k2 . max{2
k1−k2−2max{k1,−,l}+2k1,+−3k1,− ,
2k1−k2−2max{k1,−,l}+2k1,+−3l} . 2k1−k2−2max{k1,−,l}−6k1,−+2k1,+ . (7.21)
• Estimate of the endpoint case. From (3.15) in Lemma 3.5, (5.20) and (5.22) in Lemma 5.4, and
(7.20), the following estimate holds,∑
i=1,2
‖F−1[Endµ,ν,il;k1,k2 ]‖Z .
∑
i=1,2
2αk+6k++j−k1−k2+k1+k2+l‖f̂k1(ti, ξ)‖L∞ξ ‖fk2(ti)‖L2
. 2αk+4βm+200δmǫ0 . 2
−2δm−δj .
• Estimate of Jµ,ν,il;k1,k2 , i ∈ {1, 2}. As usual, with minor modification, we can estimate of JR1l;k1,k2
and JR2l;k1,k2 in the same way as we did for End
µ,ν,i
l;k1,k2
. We omit details here and proceed to the estimate
of Jµ,ν,τ,κ,i
l;k′1,k
′
2
. Without loss of generality, we may assume that k′2 = min{k′1, k′2}.
From (3.15) in Lemma 3.5, (5.20) and (5.22) in Lemma 5.4, and (7.20), the following estimate holds
after putting T τ,κ(fk′1 , fk′2) in L
2 and the other one in L∞ξ∑
i=1,2
‖F−1[Jµ,ν,τ,κ,i
l;k′1,k
′
2
]‖Z . 2αk+m+j−k1−k2+k1+k2+l‖f̂k1(t, ξ)‖L∞ξ 2k2+k
′
1,+‖e−itΛfk′1‖L∞‖fk′2‖L2
+2αk+m+j−k1−k2+2k2+l‖f̂k2(t, ξ)‖L∞ξ 2k1+k
′
1,+‖e−itΛfk′1‖L∞‖fk′2‖L2
. min{2αk+(1−α)k′2−4k′1,++3βm, 2m+αk+(1−α)k′2+k′1−N0k′1,++3βm}ǫ0. (7.22)
With above estimate, we can rule out the case when k′2 ≤ −10βm or k′1 ≥ βm. It remains to consider
fixed k′1 and k′2 such that −10βm ≤ k′2 ≤ k′1 ≤ βm. Recall that k1 ≤ −m/10. Hence, either |η| ≪
|η − σ| or |ξ − η| ≪ |ξ − σ|, which implies that ∇σΦµ,τ,κi (ξ, η, σ) always has a good lower bound.
Hence, we can rule out the case when max{j′1, j′2} ≤ m+ k2 + k′1 − 4βm by doing integration by parts
in “σ” many times.
It remains to consider the case when max{j′1, j′2} ≥ m+ k2+ k′1− 4βm. From (3.15) in Lemma 3.5,
the following estimate holds after first putting T τ,κ(fk′1,j′1 , fk′2,j′2) in L
2 and then putting the input with
higher spatial localization in L2 and the other one in L∞x ,∑
i=1,2
∑
max{j1,j2}≥m+k2+k′1−4βm
‖F−1[Jµ,ν,τ,κ,i
l;k′1,j
′
1,k
′
2,j
′
2
]‖Z .
∑
max{j1,j2}≥m+k2+k′1−4βm
2αk+m+j
×2−k1−k2+k1+k2+l‖f̂k1(t, ξ)‖L∞ξ 2k2+k
′
1,+2−m−αk
′
1−αk
′
2−max{j
′
1,j
′
2}‖fk′1,j′1‖Z‖fk′2,j′2‖Z
+2αk+m+j−k1−k2+2k2+l‖f̂k2(t, ξ)‖L∞ξ 2k1+k
′
1,+2−m−αk
′
1−αk
′
2−max{j
′
1,j
′
2}‖fk′1,j′1‖Z‖fk′2,j′2‖Z
. 2−m−(1+α)k2−(1+2α)k
′
2+4βmǫ0 . 2
−2δm−δjǫ0.
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7.2.5. If j ≤ max{m + l,min{−k2 − l,m}} + 100δm, (2 − 2α)k2 ≥ −m − 20βm, and k2 + 2l ≥
−m+ 4βm. For this case, we have j ≤ m + l + 100δm. We do integration by parts in time and have
the same identity as in (7.8).
• Estimate of the endpoint case. (i) We first consider the case when j2 ≤ j1. By doing integration
by parts in “η” many times, we can rule out the case when j1 ≤ m+ l− 4βm. It remains to consider the
case when j1 ≥ m+ l− 4βm. From (3.15) in Lemma 3.5, the following estimate holds if k2 ≤ −30βm∑
j2≤j1,m+l−4βm≤j1
∑
i=1,2
‖F−1[Endµ,ν,il;k1,j1,k2,j2 ]‖Z .
∑
j2≤j1,m+l−4βm≤j1
2αk+6k++j+k1−k2−2max{l,k1,−}
×22βm+2k2+l‖fk1,j1‖L2‖fk2,j2‖L1 . 2(1−α)k2+15βmǫ0 . 2−2δm−δjǫ0.
If k2 ≥ −30βm, then we can use Lemma 3.2, L2 − L∞ type bilinear estimate (3.2) in Lemma 3.1
and (7.21) to derive the following estimate,∑
j2≤j1,m+l−4βm≤j1
∑
i=1,2
‖F−1[Endµ,ν,il;k1,j1,k2,j2 ]‖Z .
∑
j2≤j1,m+l−4βm≤j1
2αk+6k++j−k2−2k1−3l‖fk1,j1‖L2
×‖e−itΛfk2,j2‖L∞ . 2−m−(1+α)k2−2k1−3lǫ21 . 2−m−10k2ǫ0 . 2−2δm−δjǫ0.
(ii) We proceed to consider the case when j1 ≤ j2. By running the argument used in subsubsection
7.2.1 again, we can rule out the case when max{m + (1 − α)(k2 − k1) + l,−k1 − l} + 3βm ≤ j ≤
max{m + l,−k2 − l} + 100δm. Moreover, by using integration by parts in “η” many times, we can
further rule out the case when j2 ≤ m + l − 4βm. Therefore, it is sufficient to consider the case when
j ≤ max{m + (1 − α)(k2 − k1) + l,−k1 − l} + 3βm = m + (1 − α)(k2 − k1) + l + 3βm and
j2 ≥ m+ l − 4βm. From (3.15) in Lemma 3.5, the following estimate holds if k2 ≤ −30βm∑
j1≤j2,m+l−4βm≤j2
∑
i=1,2
‖F−1[Endµ,ν,il;k1,j1,k2,j2 ]‖Z .
∑
j1≤j2,m+l−4βm≤j2
2αk+j+6k++k1−k2−2max{l,k1,−}
×22βm+k1+k2+l‖fk1,j1‖L1‖fk2,j2‖L2 . 2(1−2α)k2+15βmǫ0 . 2−2δm−δjǫ0.
If k2 ≥ −30βm, then we can use L2 − L∞ type bilinear estimate (3.2) in Lemma 3.1 and (7.21) to
derive the following estimate,∑
j1≤j2,m+l−4βm≤j2
∑
i=1,2
‖F−1[Endµ,ν,il;k1,j1,k2,j2 ]‖Z .
∑
j1≤j2,m+l−4βm≤j2
2αk+j+6k+−k2−2k1−3l+2βm
×‖fk2,j2‖L2‖e−itΛfk1,j1‖L∞ . 2−m−(1+α)k2−2k1−3l+15βmǫ21 . 2−m−10k2+15βmǫ0 . 2−2δm−δjǫ0.
• Estimate of Jµ,ν,il;k1,k2 , i ∈ {1, 2}. Same as before, we omit the detailed proof of JR1l;k1,k2 and
JR2l;k1,k2 here and proceed to the estimate of J
µ,ν,τ,κ,i
l;k′1,k
′
2
. Without loss of generality, we may assume that
k′2 = min{k′1, k′2}.
From (3.15) in Lemma 3.5 and (5.22) in Lemma 5.4, the following estimates hold,
‖F−1[Jµ,ν,τ,κ,1l;k′1,k′2 ]‖Z . 2
αk+6k++m+j+k1−k2−2max{l,k1,−}+k1+k2+l
× ‖f̂k1(t, ξ)‖L∞ξ 2k2‖e−itΛfk′1‖L∞‖fk′2‖L2 . (7.23)
‖F−1[Jµ,ν,τ,κ,2
l;k′1,k
′
2
]‖Z . 2αk+6k++m+j+k1−k2−2max{l,k1,−}+2k2+l
× ‖f̂k2(t, ξ)‖L∞ξ 2k1‖e−itΛfk′1‖L∞‖fk′2‖L2 . (7.24)
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From (7.23) and (7.24), the following estimate holds if k′2 ≤ −2m or k′1 ≥ 2βm,
‖F−1[Jµ,ν,τ,κ,1
l;k′1,k
′
2
]‖Z + ‖F−1[Jµ,ν,τ,κ,2l;k′1,k′2 ]‖Z . min{2
m+(1−α)k′2+10βm,
22m+(1−α)k
′
2+10βm−(N0−8)k
′
1,+}ǫ21 . 2−2δm−2δj ǫ0.
Therefore, now it’s sufficient to consider the case when k′1 and k′2 are fixed and−2m ≤ k′2 ≤ k′1 ≤ 2βm.
We first estimate Jµ,ν,τ,κ,1l;k′1,k′2 . For this case, we have |k2 − k
′
1| ≤ 5 if k′1 ≥ k′2 + 5 and k2 ≤ k′1 + 5 if
k′1 ≤ k′2 + 5.
Case 1: If k′2− 3βm ≤ k2. From (3.21) in Lemma 3.6, after putting T ντ,νκ(fk′1 , fk′2) in L2 and the
other one in L∞, the following estimate holds,
‖F−1[Jµ,ν,τ,κ,1
l;k′1,k
′
2
]‖Z . sup
|λ|≤2βm
2αk+6k++m+j+k1−k2−2max{l,k1,−}2(k1−k2)/22k2‖e−itΛfk′1‖L∞‖fk′2‖L2
×‖e−i(t+2−k2−2max{l,k1,−}λ)fk1(t)‖L∞ + 2−10m+k+αk+m+j+k1−k2−2max{l,k1,−}+k2
×‖fk1‖L2‖e−itΛfk′1‖L∞‖fk′2‖L2 . 2k
′
2−αk
′
1+(k1−k2)/2+4βmǫ0 . 2
(1−2α)k′2/2+k1/2+4βmǫ0.
From above estimate, we can rule out the case when k′2 ≤ −12βm. It remains to consider the case
when k′2 ≥ −12βm. For this case, we have k2 ≥ −15βm. All frequencies are relatively big. From
(4.26), (4.27), and (4.28) in Lemma 4.3, we know that either ∇σΦµ,τ,κ1 (ξ, η, σ) or ∇ηΦµ,τ,κ1 (ξ, η, σ) is
big. Recall (7.9). Through doing integration by parts in “σ” or doing integration by parts in “σ” and “η”,
we can rule out the case when max{j1, j′1, j′2} ≤ m+ k2 + k′2 − 10βm.
Now, it’s sufficient to consider the case when max{j1, j′1, j′2} ≥ m+ k2 + k′2 − 10βm. From (3.21)
in Lemma 3.6, we put the input with the maximum spatial concentration in L2 and the other two inputs
in L∞. As a result, the following estimate holds,∑
max{j1,j′1,j
′
2}≥m+k2+k
′
2−10βm
‖F−1[Hµ,ν,τ,κ,1
l,j1;j′1,j
′
2
]‖Z .
∑
max{j1,j′1,j
′
2}≥m+k2+k
′
2−10βm
2αk+6k++m+j
×2k1−k2−2max{l,k1,−}2(k1−k2)/22−m−αk12k2−m−max{j1,j′1,j′2}−2αk′2‖fk′1,j′1‖Z‖fk′2,j′2‖Z‖fk1,j1‖Z
+2−10m+k+m+j+k1−k2−2max{l,k1,−}+k2‖fk1,j1‖Z2−m−max{j1,j
′
1,j
′
2}−2αk
′
2‖fk′1,j′1‖Z‖fk′2,j′2‖Z
. 2−m−3k
′
2+20βmǫ0 . 2
−2δm−δjǫ0.
Case 2: If k′2 − 3βm ≥ k2 and (k′1, k′2, ντ, νκ) ∈ Pk2good. A key observation is that the phase is
relatively big. More precisely,
2k
′
2−k
′
2,+/2 . 2k
′
2−k
′
2,+/2 − 2k2+2max{l,k1,−} ≤ |Φµ,ν,τ,κ1 (ξ, η, σ)|
≤ 2k′2−k′2,+/2 + 2k2+2max{l,k1,−} . 2k′2−k′2,+/2.
Hence, we can take advantage of this fact by doing integration by parts in time again. As a result, we
have
Jµ,ν,τ,κ,1
l;k′1,k
′
2
=
∑
i=1,2
(−1)iEi+H1, Ei =
∫
R2
∫
R2
eitiΦ
µ,τ,κ
1 (ξ,η,σ)m˜τ,κµ,ν,1(ξ, η, σ)ϕl¯;l(∠(ξ, νη))f̂
µ
k1
(ti, ξ−η)
×f̂ τ
k′1
(ti, η − σ)f̂κk′2(ti, σ)dηdσ, H1 = −
∫ t2
t1
∫
R2
∫
R2
eitΦ
µ,τ,κ
1 (ξ,η,σ)
× m˜τ,κµ,ν,1(ξ, η, σ)ϕl¯;l(∠(ξ, νη))∂t
(
f̂µk2(t, ξ − η)f̂ τk′1(t, η − σ)f̂
κ
k′2
(t, σ)
)
dηdσdt, (7.25)
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where
m˜τ,κµ,ν,1(ξ, η, σ) =
mτ,κµ,ν,1(ξ, η, σ)
iΦµ,ν,τ,κ1 (ξ, η, σ)
=
qµ,ν(ξ − η, η)
−Φµ,ν(ξ, η)
(qντ,νκ(η − σ, σ))ν
Φµ,ν,τ,κ1 (ξ, η, σ)
=
qµ,ν(ξ − η, η)
−Φµ,ν(ξ, η)
(qτν,κν(η − σ, σ))ν
Φµ,ν,τ,κ1 (ξ, η, σ)
ψ0(2
−κ1Φµ,ν(ξ, η))ψ0(2
−κ2Φµ,ν,τ,κ1 (ξ, η, σ)),
κ1 = k2 + 2max{l, k1,−}, κ2 = k′2 − k′2,+/2.
Here, we only do the endpoint case in details, as H1 term can be dealt with very similarly. Using the
inverse Fourier transform twice, we have
Ei =
1
16π4
∫
R
∫
R
∫
R2
∫
R2
2−κ2−κ1χ̂(λ2)χ̂(λ1)e
i(ti+2
−κ2λ2)Φ
µ,ν,τ,κ
1 (ξ,η,σ)+i2
−κ1λ1Φµ,ν(ξ,η)ϕl¯;l(∠(ξ, νη))
×qµ,ν(ξ − η, η)
(
qτν,κν(η − σ, σ)
)ν
f̂µk1(ti, ξ − η)f̂ τk′1(ti, η − σ)f̂
κ
k′2
(ti, σ)dηdσdλ2dλ1
=
1
16π4
2−κ1−κ2
∫
R
∫
R
∫
R2
χ̂(λ1)χ̂(χ2)e
i(ti+2−κ2λ2+2−κ1λ1)Φµ,ν(ξ,η)+iν(ti+2−κ2λ2)Λ(η)ϕl¯;l(∠(ξ, νη))
qµ,ν(ξ − η, η)f̂µk1(ξ − η)T
τ,κ
λ2
(fk′1 , fk′2)(η)dηdλ1dλ2,
where
χ̂(λ) =
∫
e−iλx
ψ0(x)
x
dx,
T τ,κλ2 (fk′1 , fk′2)(η) =
∫
R2
e−i(ti+2
−κ2λ2)(τΛ(|η−σ|)+κΛ(|σ|))(qτν,κν(η − σ, σ))ν f̂ τk′1(ti, η − σ)f̂
κ
k′2
(ti, σ)dσ.
Using the rapidly decay property of χ̂(λ), very similar to the proof of (3.20) in Lemma 3.6, we can derive
the following estimate,
‖F−1[Ei]‖Bk,j . sup
|λ1|,|λ2|≤2βm/10
2αk+6k++j+k1−κ1−κ22(k1−k2)/2‖ei(ti+2−κ1λ1+2−κ2λ2)Λfk1‖L∞
×‖T τ,κλ2 (fk′1 , fk′2)(η)‖L2 + 2−10m+k1+k2−κ1−κ2+2k2+2k
′
2‖f̂k1‖L∞ξ ‖f̂k′1‖L∞ξ ‖f̂k′2‖L∞ξ
. sup
|λ1|,|λ2|≤2βm/10
2−3k2/2+k1/2−k
′
2+k2+12βm‖ei(ti+2−κ2λ2 )Λfk′1‖L∞‖fk′2‖L2 + 2−2δm−δjǫ0
. 2−m−(1+2α)k2/2+k1/2+13βmǫ0 + 2
−2δm−δjǫ0 . 2
−2δm−δjǫ0. (7.26)
In above estimate, we used the fact that k2 ≥ −m/(2− 2α)− 12βm and also used (5.20) in Lemma 5.4
and (3.11) in Lemma 3.3.
The estimate of H1 can be done very similarly. Following the same argument, (3.15) in Lemma 3.5,
and (5.21) in Lemma 5.4, we can prove the following estimate if k2 ≤ −10βm
‖F−1[H1]‖Z . sup
|λ1|,|λ2|≤2βm/10
[
2αk+6k++m+j+k1−κ1−κ22(k1−k2)/2‖ei(ti+2−κ1λ1+2−κ2λ2)Λfk1‖L∞
×(‖T τ,κλ2 (∂tfk′1 , fk′2)(η)‖L2 + ‖T τ,κλ2 (fk′1 , ∂tfk′2)(η)‖L2)+ 2αk+6k++m+j+k1−κ1−κ2+k2+l/2‖∂tfk1‖L2×
‖T τ,κλ2 (fk′1 , fk′2)(η)‖L2
]
+ 2−10m+k1+k2−κ1−κ2+k2+k
′
2
(‖∂tfk1‖L2‖fk′1‖L2‖fk′2‖L2
+‖fk1‖L2‖∂tfk′1‖L2‖fk′2‖L2 + ‖fk1‖L2‖fk′1‖L2‖∂tfk′2‖L2
)
. 2−(1+2α)k2/2+k1/2−m+13βmǫ0 + 2
−2δm−δjǫ0 + 2
(1−α)k2+k1/2+8βmǫ0 . 2
−2δm−δjǫ0. (7.27)
3D GWW ABOVE A FLAT BOTTOM 45
If k2 ≥ −10βm, then instead of using the inverse Fourier transform twice, we use the L2 − L∞ − L∞
type trilinear estimate directly. From Lemma 3.2, (3.3) in Lemma 3.1, (4.16) and (4.18) in Lemma 4.2,
and (5.21) in Lemma 5.4, the following estimate holds,
‖F−1[H1]‖Z . 2αk+6k++m+j−20k2
(‖∂tfk1‖L2‖e−itΛfk′1‖L∞‖e−itΛfk′2‖L∞
+‖∂tfk′1‖L2‖e−itΛfk1‖L∞‖e−itΛfk′2‖L∞ + ‖∂tfk′2‖L2‖e−itΛfk′1‖L∞‖e−itΛfk1‖L∞
)
. 2−m−22k2+7βmǫ0 . 2
−2δm−δjǫ0. (7.28)
Case 3: If k′2 − 3βm ≥ k2 and (k′1, k′2, ντ, νκ) ∈ Pk2bad. For this case, we first localize the angle
between η and νκσ and then decompose Jµ,ν,τ,κ,1
l;k′1,k
′
2
as follows,
Jµ,ν,τ,κ,1
l;k′1,k
′
2
=
∑
j1≥−k1,−,j2≥−k2,−
∑
j′1≥−k
′
1,−,j
′
2≥−k
′
2,−
∑
¯˜
l≤l˜≤2
Hj1,j2
l,l˜;j′1,j
′
2
(7.29)
Hj1,j2
l,l˜;j′1,j
′
2
:=
∫ t2
t1
eitΦ
µ,ν(ξ,η)ϕl¯;l(∠(ξ, νη))mµ,ν(ξ, η)f̂
µ
k1,j1
(t, ξ − η) ̂Qk2,j2[T ντ,νκl˜;j′1,j′2(t)]
ν(η)dηdt, (7.30)
where ¯˜l = max{l − 6βm/5, 2k′1,−} and
T ντ,νκ
l˜;j′1,j
′
2
(t) = F−1[ ∫
R
eitΦ
τ,κ(η,σ)f̂ ντ
k′1,j
′
1
(t, η − σ)f̂ νκ
k′2,j
′
2
(t, σ)qντ,νκ(η − σ, σ)ϕ¯˜l;l˜(∠(η, νκσ))dσ
]
.
For simplicity, we also use the following notation,
Hl,l˜;j′1,j′2
:=
∑
j1≥−k1,−,j2≥−k2,−,
Hj1,j2
l,l˜;j′1,j
′
2
,
Hj1,j2
l,l˜
=
∑
j′1≥−k
′
1,−,j
′
2≥−k
′
2,−
Hj1,j2
l,l˜;j′1,j
′
2
, T ντ,νκ
l˜
(t) =
∑
j′1≥−k
′
1,−,j
′
2≥−k
′
2,−
T ντ,νκ
l˜;j′1,j
′
2
(t).
• If either 2k′1,− ≥ l − 6βm/5 or 2k′1,− < l − 6βm/5, l˜ > ¯˜l = l − 6βm/5, we have k2 + 2l˜ ≥
k2 + 2l − 12βm/5 ≥ −m+ 8βm/5 and l − l˜ ≤ 6βm/5. Recall that k2 ≤ k′2 − 3βm, i.e., |η| ≪ |σ|.
Hence, we can do integration by parts in “σ” many times to rule out the case when max{j′1, j′2} ≤
m + k2 − k′2 + l˜ − 2βm. From (3.20) in Lemma 3.6 and (3.17) in Lemma 3.5, the following estimate
holds, ∑
max{j′1,j
′
2}≥m+k2−k
′
2+l˜−2βm
‖F−1[Hl,l˜;j′1,j′2 ]‖Z .
∑
max{j′1,j
′
2}≥m+k2−k
′
2+l˜−2βm
sup
|λ|≤2βm
2αk+6k++m+j
×2k1−k2−2max{l,k1,−}2(k1−k2)/2‖e−i(t+2−k2−2max{l,k1,−}λ)fk1(t)‖L∞2k2−m−max{j
′
1,j
′
2}−2αk
′
2‖fk′1,j′1‖Z
×‖fk′2,j′2‖Z+2−10m+k+αk+m+j+k1−k2−2max{l,k1,−}+k2‖fk1‖L22−m−max{j
′
1,j
′
2}−2αk
′
2‖fk′1,j′1‖Z‖fk′2,j′2‖Z
. 2−3k2/2−k1/2+k
′
2+10βm−mǫ0 . 2
−m/10+11βm−k1/2ǫ0 . 2
−αm/2−k1/2ǫ0. (7.31)
From (3.15) and (3.17) in Lemma 3.5, the following estimate also holds,∑
max{j′1,j
′
2}≥k2−k
′
2+l˜−2βm
‖F−1[Hl,l˜;j′1,j′2 ]‖Z .
∑
max{j′1,j
′
2}≥k2−k
′
2+l˜−2βm
2αk+6k++m+j+k1−k2−2max{l,k1,−}
× 2k1+k2+l‖f̂k1(t, ξ)‖L∞ξ 2k2−m−max{j
′
1,j
′
2}−2αk
′
2‖fk′1,j′1‖Z‖fk′2,j′2‖Z . 2k1+10βmǫ0. (7.32)
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Therefore, combining estimates (7.31) and (7.32), we can derive the following estimates,∑
max{j′1,j
′
2}≥k2−k
′
2+l˜−2βm
‖F−1[Hl,l˜;j′1,j′2 ]‖Z .
(
2−αm/2−k1/2ǫ0
)1/2
(2k1+10βmǫ0)
1/2 . 2−2δm−δjǫ0.
• If 2k′1,− < l − 6βm/5 and l˜ = ¯˜l = l − 6βm/5, then we have k′2 ≤ −3βm/5 and k2 ≤ −18βm/5.
The estimate of Jµ,ν,τ,κ,1
l;k′1,k
′
2
is exactly same as the estimate of the previous endpoint case. We view the
bilinear term T ντ,νκ
l˜
(t) as a input of a bilinear operator. As in the endpoint case, whether j1 ≤ j2 makes
a difference.
(i) If j2 ≤ j1. Then we can first rule out the case when j1 ≤ m + l − βm by doing integration by
parts in “η” many times for (7.30). It remains to consider the case when j1 ≥ m+ l− βm. From (3.15)
and (3.17) in Lemma 3.5, the following estimate holds,
‖
∑
j2≤j1,m+l−βm≤j1
F−1[Hj1,j2
l,l˜
]‖Z .
∑
m+l−βm≤j1
2αk+6k++m+j+k1,−+3k1,+/2−k2−2max{l,k1,−}+k2+l/2
×‖fk1,j1‖L2‖T ντ,νκl˜ (t)‖L2 .
∑
j1≥m+l−βm
2−k1,−/2+3k1,+/2+2m+l+100δm−j1‖fk1,j1‖Z
×2k2‖e−itΛfk′1‖L∞‖fk′2‖L2 . 2k2/2+(1−2α)k
′
2+βm+100δmǫ0 . 2
−2δm−δjǫ0.
(ii) If j2 ≥ j1. For this case, we can rule out the case when j2 ≤ m+ l − βm by doing integration
by parts in “η” many times for (7.30). Therefore, it remains to consider the case when j2 ≥ m+ l−βm.
Note that j2 ≥ m + l − βm ≥ m + l˜ + βm/6, k2 + 2l˜ ≥ k2 + 2l − 12βm/5 ≥ −m + 8βm/5, and
k′2 ≥ k2 + 3βm, all conditions of Lemma 7.2 are satisfied. Therefore, from (3.15) in Lemma 3.5, (5.20)
in Lemma 5.4, and (7.19) in Lemma 7.2, the following estimate holds,
‖
∑
j1≤j2,m+l−βm≤j2
F−1[Hj1,j2
l,l˜
]‖Z .
∑
m+l−βm≤j2
2αk+6k++m+j+k1,−+3k1,+/2−k2−2max{l,k1,−}+k2+l/2
×‖fk1‖L2‖Qk2,j2 [F−1[T ντ,νκl˜ (t)]]‖L2 .
∑
j2≥m+l−βm
2m+(1−2α)k2+3l/2−j2+200δmǫ0 . 2
−2δm−δjǫ0.
Now we proceed to estimate Jµ,ν,τ,κ,2l;k′1,k′2 . Note that, for J
µ,ν,τ,κ,2
l;k′1,k
′
2
, |k1 − k′1| ≤ 5 if k′1 ≥ k′2 + 5 and
k1 ≤ k′1+5 if k′1 ≤ k′2 +5. Same as what we did in the estimate of Jµ,ν,τ,κ,1l;k′1,k′2 , when τ = κ = −, we can
do integration by parts in time to take the advantage of the fact that the size of phase is big. With minor
modifications in (7.26), (7.27) and (7.28), we can see our desired estimate still holds. For the case when
(τ, κ) 6= (−,−), we divide it into four cases as follows.
Case 1: If l ≥ −2αm/3 and k′2 + 2k1 ≤ −m/2 − αm + 3βm. From (4.4) in Lemma 4.1, we
can see that the size of Φµ,ν(ξ − η, η) is 2k2+2max{k1,−,l}−k1,+/2, hence we can put a cutoff function
ψ0(2
−κΦµ,ν(ξ − η, η)) inside the symbols mµ,ν(ξ − η, η), mτ,κµ,ν,1(ξ, η, σ), and mτ,κµ,ν,2(ξ, η, σ), with κ
choose to be 2k2+2max{k1,−,l}−k1,+/2. This fact enables us to use Lemma 3.6. From (3.21) in Lemma 3.6
and (5.20), after putting the input fk2 in L∞ and T τ,κ(fk′1 , fk′2) in L2, the following estimate holds,
‖F−1[Jµ,ν,τ,κ,2l;k′1,k′2 ]‖Z . sup|λ|≤2βm
2αk+6k++m+j+k1−k2−2max{l,k1,−}+k1‖ei(t+2−k2−2max{l,k1,−}λ)fk2(t)‖L∞
× ‖e−itΛfk′1‖L∞‖fk′2‖L2 + 2−10m+k+αk+m+j+k1−k2−2max{l,k1,−}+k1‖fk2‖L2‖e−itΛfk′1‖L∞‖fk′2‖L2(7.33)
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. 2m+2k1+2βm+k
′
2−k2−l(22k2+δm)1/2(2−m+αm/3)1/2ǫ0 . 2
−αm/6+6βmǫ0 . 2
−2δm−δjǫ0
In above estimate, we used the following fact,
‖e−itΛfk2(t)‖L∞ . min{2−m+αm/3ǫ1, 2k2‖Pk2f(t)‖L2} . min{2−m+αm/3, 22k2+δm}ǫ1.
Case 2: If l ≥ −2αm/3 and k′2+2k1 ≥ −m/2−αm+3βm. For this case we have max{k1, k′1} ≥
−m/6− αm/3 + βm and min{k1, k′2}+ 4k′1 ≥ −5m/6− 5αm/3 + 5βm ≥ −m+ 5βm.
When τκ = −, from (4.26) in Lemma 4.3, we can do integration by parts in σ many times to rule out
the case max{j′1, j′2} ≤ m+ k′1 + k1 − 4βm.
Recall that the case when τ = κ = − is ruled out. For the case when τκ = +, i.e., τ = κ = +, we
do integration by parts in σ when ∠(ξ− σ, σ− η) ≥ 2−αm. The net gain of doing integration by parts in
“σ ” once is at least max{2−m+αm−max{j′1,j′2}+2βm, 2−m−k1+2αm+2βm}, which is less than 2−βm when
max{j′1, j′2} ≤ m− 2αm. When ∠(ξ − σ, σ − η) ≤ 2−αm, then we have ∠(ξ − η, σ − η) ≤ 2−αm and
∠(σ− η, νη) ∼ ∠(ξ − η, νη) ∼ 2l & 2−2αm/3. For this case, we do integration by parts in “η”. The net
gain of doing integration by parts in “η” once is at least max{2−m−l−max{j2,j′2}+4βm, 2−m−k2−2l+2βm},
which is less than 2−βm when max{j2, j′2} ≤ m− 2αm.
Therefore, in whichever case, we can rule out the case when max{j2, j′1, j′2} ≤ min{m+ k1 + k′1 −
4βm,m − 2αm}. It is sufficient to consider the case when max{j2, j′1, j′2} ≥ min{m + k1 + k′1 −
4βm,m − 2αm} ≥ m + k1 + k′1 − 4βm − 2αm. From (3.21) in Lemma 3.6, the following estimate
holds, ∑
max{j2,j′1,j
′
2}≥m+k1+k
′
1−4βm−2αm
‖F−1[Hµ,ν,τ,κ,2
l,j2;j′1,j
′
2
]‖Z .
∑
max{j2,j′1,j
′
2}≥m+k1+k
′
1−4βm−2αm
2αk+6k++m+j
×2k1−k2−2max{l,k1,−}2−m−αk2‖fk2,j2‖Z2k1−m−max{j2,j
′
1,j
′
2}−αk
′
1−αk
′
2‖fk′1,j′1‖Z‖fk′2,j′2‖Z
+2−10m+k+αk+m+j+k1−k2−2max{l,k1,−}‖fk2,j2‖Z2k1−m−max{j2,j
′
1,j
′
2}−αk
′
1−αk
′
2‖fk′1,j′1‖Z‖fk′2,j′2‖Z
. 2−(1+α)k2−l+2αm−αk
′
2+4βm−m . 2−2δm−δjǫ0.
Case 3: If l ≤ −2αm/3 and k′2 + 2k1 ≤ k2 + 2max{l, k1,−} + βm. From (3.21) in Lemma 3.6
and (5.20), estimate (7.33) also holds and
(7.33) . 2l+2k1+k
′
2−k2−2max{l,k1,−}+αm/3+8βmǫ0 + 2
−2δm−δjǫ0
. 2−2αm/3+αm/3+9βmǫ0 + 2
−2δm−δjǫ0 . 2
−2δm−δjǫ0.
Case 4: If l ≤ −2αm/3 and k′2 + 2k1 ≥ k2 + 2max{l, k1,−} + βm. For this case, we have
k1 ≤ l/2 ≤ −αm/3 and k′2 ≥ k2. Note that,
|Φµ,ν,τ,κ2 (ξ, η, σ)| & 2k
′
2+2k1 − 2k2+2max{l,k1,−} & 2k′2+2k1 . (7.34)
With this observation, it motives us to do integration by parts in time again and have a similar identity as
in (7.25) for Jµ,ν,τ,κ,2
l;k′1,k
′
2
. The main difference is that now κ1 = k2 +2max{l, k1,−} and κ2 ≥ k′2 + 2k1 in
the case we are considering.
After using the inverse Fourier transform twice, we can derive the following estimate by using (3.15)
in Lemma 3.5, (5.20), (5.21) and (5.22) in Lemma 5.4,
‖F−1[Jµ,ν,τ,κ,2
l;k′1,k
′
2
]‖Z .
∑
κ2≥k′2+2k1
sup
|λ1|,|λ2|≤2βm/10
∑
i=1,2
2αk+j+2k1−κ1−κ2+k2+l/2‖fk2(ti)‖L2
×‖e−i(ti+2−κ2λ2)Λfk′1‖L∞‖fk′2‖L2 + 2αk+m+j+2k1−κ1−κ2+k2+l/2
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×(‖∂tfk2‖L2‖e−i(ti+2−κ2λ2)Λfk′1‖L∞‖fk′2‖L2 + ‖fk2‖L2‖e−i(ti+2−κ2λ2)Λfk′1‖L∞‖∂tfk′2‖L2)
+2αk+m+j+2k1−κ1−κ2+2k2+l‖f̂k2(t, ξ)‖L∞ξ ‖e−i(ti+2
−κ2λ2)Λfk′2‖L∞‖∂tfk′1‖L2
+2−10m−κ1−κ2
(‖fk2‖L2‖fk′1‖L2‖fk′2‖L2 + ‖fk2‖L2‖∂tfk′1‖L2‖fk′2‖L2
+‖∂tfk2‖L2‖fk′1‖L2‖fk′2‖L2 + ‖fk2‖L2‖fk′1‖L2‖∂tfk′2‖L2
)
. 2k2−αk
′
2−max{l,k1,−}/2+βmǫ0 + 2
k2+k′1+2l−k
′
2−2max{l,k1,−}+βm+αm/3ǫ0 + 2
−2δm−δjǫ0
. 2(1−2α)k2/2+2βmǫ0 + 2
l+αm/3+2βmǫ0 + 2
−2δm−δjǫ0 . 2
−2δm−δjǫ0.
Note that we used the fact that k2 ≤ k′2, l ≤ −2αm/3 and k2 ≤ k1 ≤ −αm/3.
7.3. Estimate of Kτ,κ(·, ·) in badk. In this subsection, we mainly study the case when (k1, k2) ∈ χ3k.
The main difference between this case and what we studied before (where (k1, k2) ∈ χ1k∪χ2k) is that both
∇ηΦµ,τ,τ1 (ξ, η, σ) (∇ηΦτ,τ,ν2 (ξ, η, σ)) and ∇σΦµ,τ,τ1 (ξ, η, σ)(∇σΦτ,τ,ν2 (ξ, η, σ)) can be zero at the same
time. To get around difficulty, we need to utilize different properties of phase near the space resonance
set in “ η” and “σ”. Following the same argument as we did in subsection 6.1, we restrict ourself to the
case when −m+ αm/3 ≤ k ≤ βm and j ≤ m+ 20δm.
As we need to gain some smallness from the angle when the phase is highly degenerated, it is crucial
to classify phases first. Note that, phases of the following types are not highly degenerated
Φ−,−(ξ, η) ∼ 2k−k+/2, Φ−,+(ξ, η) ∼ 2k−k+/2. (7.35)
Note that the linear part of Φ+,−(ξ, η) only vanishes when ∠(ξ,−η) = 0 and the linear part of
Φ+,+(ξ, η) only vanishes when ∠(ξ, η) = ∠(ξ, ξ − η) = 0. Hence, the following estimate holds,
Φ+,−(ξ, η)ψ≥−10(∠(ξ,−η)) + Φ+,+(ξ, η)
(
1− ψ≤−10(∠(ξ, ξ − η))ψ≤−5(∠(ξ,−η))
) ∼ 2k−k+/2.
(7.36)
Therefore, we can decompose A+,ν(·, ·) and K+,ν(·, ·) into two parts as follows,
A+,ν(u(t), u
ν(t)) :=
∑
i=1,2
Ai+,ν(u(t), u
ν(t)), K+,ν(fk1 , f
ν
k2) =
∑
i=1,2
K+,νi (fk1 , f
ν
k2), (7.37)
where symbols mi+,ν(·, ·) of Ai+,ν(·, ·), ν ∈ {+,−}, i ∈ {1, 2}, are defined as follows,
m1+,−(ξ−η, η) = m+,−(ξ−η, η)ψ≥−10(∠(ξ,−η), m2+,−(ξ−η, η) = m+,−(ξ−η, η)ψ<−10(∠(ξ,−η),
m1+,+(ξ − η, η) = m+,+(ξ − η, η)
(
1− ψ≤−10(∠(ξ, ξ − η))ψ≤−5(∠(ξ,−η))
)
,
m2+,+(ξ − η, η) = m+,+(ξ − η, η)ψ≤−10(∠(ξ, ξ − η))ψ≤−5(∠(ξ,−η)),
and
K+,νi (f
µ
k1
, f νk2) = −
∫ t2
t1
∫
eitΦ
+,ν(ξ,η)mi+,ν(ξ − η, η)∂t
(
f̂k1(t, ξ − η)f̂ νk2(t, η)
)
dηdt, i ∈ {1, 2}.
The angle ∠(ξ, νη) inside K+,ν2 (fk1 , f νk2) is very crucial. We localize the angle and do decomposition
as follows,
K+,ν2 (fk1 , f
ν
k2) =
∑
l¯≤l≤2
K+,ν2,l (fk1 , f
ν
k2), ν ∈ {+,−}, l¯ := 2k−,
K+,ν2,l (fk1 , f
ν
k2) = −
∫ t2
t1
∫
eitΦ
+,ν(ξ,η)m2+,ν(ξ − η, η)∂t
(
f̂µk1(t, ξ − η)f̂ νk2(t, η)
)
ϕl¯;l(∠(ξ, νη))dηdt.
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From above estimates, (5.3), Lemma 3.3 and Lemma 3.2, we have∑
ν∈{+,−}
‖m−,ν(ξ − η, η)‖S∞k,k1,k2 + ‖m
1
+,ν(ξ − η, η)‖S∞k,k1 ,k2 . 2
2k+ . (7.38)
As the angle is well localized for K+,ν2 (·, ·), we can do better for j. After doing integration by parts
in “ξ” many times, we can rule out the case when j ≥ max{m+ l,−k − l}+ 100δm. It is sufficient to
consider the case when j ≤ max{m+ l,−k − l}+ 100δm.
Recall (5.15), after plug-in the equation satisfied by ∂tf in (5.1), we have essentially same formulas
as in (6.13) and (7.10) for K−,ν(·, ·), K+,ν1 (·, ·), and K+,ν2 (·, ·). For reader’s convenience, we state them
in details as follows,
K−,ν(f¯k1 , f
ν
k2) =
∑
(k′1,j
′
1),(k
′
2,j
′
2)∈J
∑
τ,κ∈{+,−}
( ∑
j1≥−k1,−
K−,ν,τ,κ,1
j1;j′1,j
′
2
+
∑
j2≥−k2,−
K−,ν,τ,κ,2
j2;j′1,j
′
2
)
+ JR−,νk1,k2 ,
K+,ν1 (fk1 , f
ν
k2) =
∑
(k′1,j
′
1),(k
′
2,j
′
2)∈J
∑
τ,κ∈{+,−}
( ∑
j1≥−k1,−
K+,ν,τ,κ,1
j1;j′1,j
′
2
+
∑
j2≥−k2,−
K+,ν,τ,κ,2
j2;j′1,j
′
2
)
+ JR+,νk1,k2;1,
K+,ν2,l (fk1 , f
ν
k2) =
∑
(k′1,j
′
1),(k
′
2,j
′
2)∈J
∑
τ,κ∈{+,−}
( ∑
j1≥−k1,−
K+,ν,τ,κ,1
l,j1;j′1,j
′
2
+
∑
j2≥−k2,−
K+,ν,τ,κ,2
l,j2;j′1,j
′
2
)
+ JR+,νk1,k2;2,
where
Kµ,ν,τ,κ,1
j1;j′1,j
′
2
= −
∫ t2
t1
∫
R2
∫
R2
eitΦ
µ,τ,κ
1 (ξ,η,σ)cτ,κµ,ν,1(ξ, η, σ)f̂
µ
k1,j1
(t, ξ−η)f̂ τ
k′1,j
′
1
(t, η−σ)f̂κ
k′2,j
′
2
(t, σ)dηdσdt,
Kµ,ν,τ,κ,2
j2;j′1,j
′
2
= −
∫ t2
t1
∫
R2
∫
R2
eitΦ
τ,κ,ν
2 (ξ,η,σ)cτ,κµ,ν,2(ξ, η, σ)f̂
τ
k′1,j
′
1
(t, ξ−σ)f̂κ
k′2,j
′
2
(t, σ−η)f̂ νk2,j2(t, η)dηdσdt,
K+,ν,τ,κ,1
l,j1;j′1,j
′
2
= −
∫ t2
t1
∫
R2
∫
R2
eitΦ
+,τ,κ
1 (ξ,η,σ)cτ,κ+,ν,l,1(ξ, η, σ)f̂
µ
k1,j1
(t, ξ−η)f̂ τ
k′1,j
′
1
(t, η−σ)f̂κ
k′2,j
′
2
(t, σ)dηdσdt,
K+,ν,τ,κ,2
l,j2;j′1,j
′
2
= −
∫ t2
t1
∫
R2
∫
R2
eitΦ
τ,κ,ν
2 (ξ,η,σ)cτ,κ+,ν,l,2(ξ, η, σ)f̂
τ
k′1,j
′
1
(t, ξ−σ)f̂κ
k′2,j
′
2
(t, σ−η)f̂ νk2,j2(t, η)dηdσdt,
JR−,νk1,k2 = −
∫ t2
t1
∫
eitΦ
−,ν(ξ,η)m−,ν(ξ − η, η)
(R̂′k1(t, ξ − η)f̂ νk2(t, η) + ̂¯fk1(t, ξ − η)R̂′νk2(t, η))dηdt,
JR+,νk1,k2;i = −
∫ t2
t1
∫
eitΦ
+,ν(ξ,η)di+,ν(ξ − η, η)
(R̂′k1(t, ξ − η)f̂ νk2(t, η) + f̂k1(t, ξ − η)R̂′νk2(t, η))dηdt,
where the explicit formulas of all symbols appeared above are given as follows,
d1+,ν(ξ − η, η) = m1+,ν(ξ − η, η), d2+,ν(ξ − η, η) = m2+,ν(ξ − η, η)ϕl¯;l(∠(ξ, νη)),
cτ,κ−,ν,1(ξ, η, σ) := m−,ν(ξ − η, η)
(
qτν,κν(η − σ, σ)
)ν
ψk(ξ)ψk1(ξ − η)ψk2(η),
cτ,κ+,ν,1(ξ, η, σ) := m
1
+,ν(ξ − η, η)
(
qτν,κν(η − σ, σ)
)ν
ψk(ξ)ψk1(ξ − η)ψk2(η),
cτ,κ−,ν,2(ξ, η, σ) := m−,ν(ξ − η, η)q−τ,−κ(ξ − σ, σ − η)ψk(ξ)ψk1(ξ − η)ψk2(η),
cτ,κ+,ν,2(ξ, η, σ) := m
1
+,ν(ξ − η, η)qτ,κ(ξ − σ, σ − η)ψk(ξ)ψk1(ξ − η)ψk2(η),
cτ,κ+,ν,l,1(ξ, η, σ) := m
2
+,ν(ξ − η, η)
(
qτν,κν(η − σ, σ)
)ν
ψk(ξ)ψk1(ξ − η)ψk2(η)ϕl¯;l(∠(ξ, νη)),
cτ,κ+,ν,l,2(ξ, η, σ) := m
2
+,ν(ξ − η, η)qτ,κ(ξ − σ, σ − η)ψk(ξ)ψk1(ξ − η)ψk2(η)ϕl¯;l(∠(ξ, νη)).
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7.3.1. The Z-norm estimate of Kµ,ν,τ,κ,i
j1;j′1,j
′
2
and Kµ,ν,τ,κ,i
l,j1;j′1,j
′
2
, i ∈ {1, 2}. As η and ξ−η now are comparable,
there is little difference to estimate Kµ,ν,τ,κ,1j1;j′1,j′2 (K
µ,ν,τ,κ,1
l,j1;j′1,j
′
2
) and Kµ,ν,τ,κ,2j1;j′1,j′2 (K
µ,ν,τ,κ,2
l,j1;j′1,j
′
2
). For simplicity, we
only estimate Kµ,ν,τ,κ,1
j1;j′1,j
′
2
and Kµ,ν,τ,κ,1
l,j1;j′1,j
′
2
in details here.
If either (k′1, k′2) ∈ χ1k2 ∪ χ2k2 or (k′1, k′2) ∈ χ3k2 , τκ = − , from estimates in Lemma 4.1 and (4.26)
in Lemma 4.3, we still have a good lower bound for ∇σΦµ,τ,κ1 (ξ, η, σ). Therefore, the methods we used
in the good type phases and the bad type phases can still be used to estimate those scenarios. Therefore,
we restrict ourself to the case when (k′1, k′2) ∈ χ3k2 and τκ = +.
From L2 − L∞ type bilinear estimate (3.2) in Lemma 3.1, (7.38), and (3.11) in Lemma 3.3, the
following estimate holds when k ≤ −βm/100,∑
µ,ν,τ,κ∈{+,−}
‖
∑
j1≥−k1,−,j′1≥−k1,−,j
′
2≥−k
′
2,−
Kµ,ν,τ,κ,1
j1;j′1,j
′
2
‖Bk,j
. sup
t∈[t1,t2]
2αk+m+j+k‖e−itΛfk1‖L∞‖e−itΛfk′1‖L∞‖fk2‖L2 . 2(2−α)k+100δmǫ0 . 2−4δmǫ0. (7.39)
From (3.15) in Lemma 3.5 and (5.21) in Lemma 5.4 , the following estimate holds if 3k ≤ −m+βm,∑
ν∈{+,−}
‖
∑
j1≥−k1,−,j′1≥−k1,−,j
′
2≥−k
′
2,−
K+,ν,τ,κ,1
l,j1;j′1,j
′
2
‖Bk,j . sup
t∈[t1,t2]
2αk+m+j2−2max{k,l}22k+l2k‖f̂k2(t, ξ)‖L∞ξ
× ‖e−itΛfk′1‖L∞‖fk′2‖L2 . 2200δmmax{2m+l+4k, 2m+4k , 2k}ǫ0 . 2−10δmǫ0. (7.40)
If −m+ βm ≤ 3k ≤ −3βm/100, then |Φ+,ν(·, ·)| is greater than 2−m+βm. This fact enables us to use
the estimate (3.21) in Lemma 3.6. Together with (3.15) in Lemma 3.5, the following estimate holds,∑
ν∈{+,−}
‖K+,ν,τ,κ,1
l,j1;j′1,j
′
2
‖Bk,j . 2αk+m+j−2max{k,l}min{2−m−αk2−m+(2−α)k, 22k+l+10δm2−m+(2−α)k}ǫ0
. max{2(1−α)k+200δm , 2k+200δm}ǫ0 . 2(1−α)k+200δmǫ0 . 2−2δm. (7.41)
To sum up, we only need to consider the case when −βm/100 ≤ k ≤ βm, (k′1, k′2) ∈ χ3k. As now k
is almost like “1”, the angle “l”, which is greater than 2k−, plays little role. there is little difference of
estimating K+,ν,τ,κ,1
l,j1;j′1,j
′
2
and K+,ν,τ,κ,1
j1;j′1,j
′
2
. We only consider K+,ν,τ,κ,1
j1;j′1,j
′
2
in details here.
From L2 − L∞ − L∞ type estimate, after putting the input with the maximum spatial concentration
in L2 and the other two inputs in L∞, we can rule out the case when max{j1, j′1, j′2} ≥ βm. It remains
to consider the case when max{j1, j′1, j′2} ≤ βm.
We decompose Kµ,ν,τ,τ,1
j1;j′1,j
′
2
into three parts: (i) the region that is away from the space resonance set in
“σ”; (ii) the region that is away from the space resonance set in “η”; (iii) the region that is close to the
space resonance sets in “σ” and in “η”. More precisely, we decompose the symbol cτ,κµ,ν,1(ξ, η, σ) into
three pieces as follows,
cτ,τµ,ν,1(ξ, η, σ) =
∑
i=1,2,3
eτ,τµ,ν,i(ξ, η, σ), e
τ,τ
µ,ν,1(ξ, η, σ) = c
τ,τ
µ,ν,1(ξ, η, σ)ψ≥l˜µ,τ (σ − η/2),
eτ,τµ,ν,2(ξ, η, σ) = c
τ,τ
µ,ν,1(ξ, η, σ)ψ≥l˜µ,τ
(
(ξ − η)− µτ(η − σ))ψ<l˜µ,τ (σ − η/2),
eτ,τµ,ν,3(ξ, η, σ) = c
τ,τ
µ,ν,1(ξ, η, σ)ψ<l˜µ,τ
(
(ξ − η)− µτ(η − σ))ψ<l˜µ,τ (σ − η/2),
l˜+,− = l˜+,+ = l˜−,− = −2βm, l˜−,+ = −m/2 + 10βm.
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As long as the threshold l˜µ,ν we choose is greater than−m/2+5βm, then we can safely do integration
by parts in “σ” in region (i) and do integration by parts in “η” in region (ii) to rule out the case when
max{j1, j′1, j′2} ≤ βm. We mention that the threshold we chose for l˜−,+ is different because the strategy
we use to control the region (iii) is different.
A very important observation for Φ+,+,+1 (ξ, η, σ), Φ
−,−,−
1 (ξ, η, σ), and Φ
+,−,−
1 (ξ, η, σ) is that the
sizes of phases are very big, which are greater than 2−βm/10, inside the region (iii). We can take advan-
tage of this fact by doing integration by parts in time again to gain extra 2−m, which is sufficient to close
the argument. More precisely, the following estimate holds,
|Φµ,τ,τ1 (ξ, η, σ)|ψ<l˜µ,τ
(
(ξ − η)− µτ(η − σ))ψ<l˜µ,τ (σ − η/2) & 2−βm/10, (µ, τ, τ) 6= (−,+,+).
(7.42)
For example, when (µ, τ, τ) = (+,+,+), we know that σ is very close (in a neighborhood of radius
2−βm) to η/2 and ξ is very close to 3η/2 (in a neighborhood of radius 2−βm). Hence Φ+,+,+1 (ξ, η, σ) is
very close (in a neighborhood of radius 2−βm) to Φ+,+,+1 (3η/2, η, η/2), which is greater than 2−βm/10.
Therefore (7.42) holds.
Unfortunately, the good lower bound doesn’t hold for Φ−,+,+1 (ξ, η, σ). As Φ
−,+,+
1 (ξ, η, σ) is also very
close (in a neighborhood of radius 2−βm) to Φ−,+,+1 (η/2, η, η/2), which equals to “0”. However, the
spatial concentration “j” of output can be improved. Another very important observation is that
∇ξΦ−,+,+1 (ξ, η, σ)
∣∣
(η/2,η,η/2)
= Λ′(|ξ|) ξ|ξ| + Λ
′(|ξ − η|) ξ − η|ξ − η|
∣∣
(η/2,η,η/2)
= 0.
Therefore, the following estimate holds,
|∇ξΦ−,+,+1 (ξ, η, σ)|ψ<l˜−,+
(
(ξ − σ))ψ<l˜−,+(σ − η/2) . 2−k−+βml˜−,+ . 2−m/2+12βm.
Therefore, by doing integration by parts in “ξ” many times, we can rule out the case when j ≥ m/2 +
13βm. For the case when j ≤ m/2 + 13βm, we use the size of support of η and σ for fixed ξ, which is
24l˜−,+ in total, which is less than 2−2m+40βm. This is sufficient to cover the loss of 2m+j ≤ 23m/2+13βm.
Therefore, close the argument.
7.3.2. The Z-norm estimate of the reminder terms. The estimate of JR−,νk1,k2 and JR
+,ν
k1,k2;i
, i ∈ {1, 2},
is straightforward. From L∞ − L2 type bilinear estimate (3.2) in Lemma 3.1, (7.38), and (5.17) in
Proposition 5.2, the following estimate holds,∑
ν∈{+,−}
‖JR−,νk1,k2‖Bk,j + ‖JR
+,ν
k1,k2;1
‖Bk,j .
∑
i=1,2
sup
t∈[t1,t2]
2αk+6k++m+j+2k+‖PkiR(t)‖L2
×‖e−itΛfk3−i‖L∞ . 2−m+10βmǫ0.
From (3.15) in Lemma 3.5 and (5.17) in Proposition 5.2, the following estimate holds if k ≤ −βm,∑
ν∈{+,−}
‖JR+,νk1,k2;2‖Bk,j .
∑
i=1,2
sup
t∈[t1,t2]
2αk+m+j−2max{l,k}22k+l‖PkiR(t)‖L2
×‖f̂k3−i(t, ξ)‖L∞ξ . 2k+l+200δmǫ0 . 2−4δmǫ0.
52 XUECHENG WANG
From L∞ − L2 type bilinear estimate (3.2) in Lemma 3.1 and (5.17) in Proposition 5.2, the following
estimate holds if k ≥ −βm,∑
ν∈{+,−}
‖JR+,νk1,k2;2‖Bk,j .
∑
i=1,2
sup
t∈[t1,t2]
2m+j+50βm‖PkiR(t)‖L2‖e−itΛfk3−i‖L∞ . 2−αm/4ǫ0.
7.3.3. Proof of Lemma 5.1. Assume that t ∈ [2m−1, 2m] for some m ∈ N. Note that |k1−k|, |k2−k| ≤
5.
• We first estimate A−,ν(·, ·) and A1+,ν(·, ·). By do integration by parts in “ξ” many times, we can
first rule out the case when j ≥ m + 5. It remains to consider the case when j ≤ m+ 5. For this case,
we have∑
ν∈{+,−}
‖eitΛA−,ν(uµ(t), uν(t))‖Bk,j + ‖eitΛA1+,ν(uµ(t), uν(t))‖Bk,j .
∑
(k1,k2)∈χ3k
∑
j≤m+5
2αk+6k++j
×‖e−itΛfk1‖L∞‖fk2‖L2 . 2(1−α)k−4k+‖fk1‖Z‖fk2‖Z . ǫ21 . ǫ0.
• Now we estimate A2+,ν(·, ·). Although associated phases are highly degenerated, we know that the
angle of∇ξΦ+,ν(·, ·) is comparable to the angle of ∇ηΦ+,ν(·, ·). For this case, we do angular decompo-
sition as follows,[
eitΛA2+,ν(u(t), u(t))
]
(x) =
∑
k∈Z
∑
(k1,k2)∈χ3k
∑
l≥l¯
H lk1,k2 , H
l
k1,k2 =
∑
j1≥−k1,−,j2≥−k2,−
H lk1,k2;j1,j2 ,
where the threshold l¯ := 2k− and
H lk1,k2;j1,j2 ,= F−1
[ ∫
R2
eitΦ
+,ν(ξ,η)m2+,ν(ξ − η, η)f̂k1,j1(t, ξ − η)f̂ νk2,j2(t, η)ϕl¯;l(∠(ξ, νη))ψk(ξ)dη
]
.
By doing integration by parts many times in ξ, we can rule out the case when j ≥ max{m+ l,−k −
l}+5 and min{j1, j2} ≤ j−δj. For the case when j ≥ max{m+l,−k−l}+5 and min{j1, j2} ≥ j−δj,
we can derive the following estimate from (3.15) in Lemma 3.5,∑
j≥max{(m+l),−k−l}+5
∑
min{j1,j2}≥j−δj
‖H lk1,k2;j1,j2‖Bk,j .
∑
j≥max{m+l,−k−l}+5
∑
min{j1,j2}≥j−δj
2αk+6k++j
×2−2max{k,l}2k+l/22−2αk1−12k+−j1−j2ǫ21 . 2(1−2α−2δ)k/2−6k+ǫ21 . ǫ0.
We split the case when j ≤ max{m+ l,−k − l}+ 5 into several cases as follows.
Case 1: If l = l¯ and k ≥ −m/5, then j ≤ m+ l¯+5 = m+2k−+5 and |Φ+,ν(ξ, η)| & 23k & 2−3m/5.
From (3.21) in Lemma 3.6, we have∑
j≤m+l¯+5
‖H l¯k1,k2‖Bk,j . 2αk+6k++j2−2k2−m−αk−4k+2(1−α)k−6k+‖fk1‖Z‖fk2‖Z . 2(1−α)k−4k+ǫ21 . ǫ0.
Case 2: If l = l¯, k ≤ −m/5, then j ≤ −k − l¯ = −3k. From (3.15 ) in Lemma 3.5 and (5.20) and
(5.22) in Lemma 5.4, the following estimate holds,∑
j≤−3k
‖H l¯k1,k2‖Bk,j . 2αk+6k++j2−2max{k−,l¯}22k+l¯‖f̂k1(t, ξ)‖L∞ξ ‖fk2‖L2 . 2αk+10δmǫ21 . 2−10δmǫ0.
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Case 3: If l > l¯, k + 2l ≤ −m+ 4βm, then j ≤ −k − l + 4βm + 5 and k ≤ −m/5 + βm. From
(3.15 ) in Lemma 3.5 and (5.20) and (5.22) in Lemma 5.4, the following estimate holds,
‖H lk1,k2‖Bk,j . 2αk+6k++j2−2max{k−,l}22k+l‖f̂k1(t, ξ)‖L∞ξ ‖fk2‖L2 . 2αk+10δmǫ21 . 2−10δmǫ0.
Case 4: If l > l¯, k + 2l ≥ −m+ 4βm, then j ≤ m+ l + 5 and max{k, l} ≥ −m/3 + 2βm. Note
that,
|∇ηΦ+,+(ξ, η)| ≥ 2−k+/2∠(ξ − η, η) ≥ 2−k+/2+l, |Φ+,+(ξ, η)| & 2k+2max{k−,l} & 2m−4βm.
As k + 2l ≥ −m + 4βm and ∠(ξ, νη) ∼ 2l, we can do integration by parts in “η” many times to
rule out the case when max{j1, j2} ≤ m + l − k+/2 − 10δm. It remains to consider the case when
max{j1, j2} ≥ m+ l− k+/2− 10δm. From (3.21) in Lemma 3.6, we put the input with higher spatial
concentration in L2 and the other one in L∞. As a result, the following estimate holds,∑
max{j1,j2}≥m+l−k+/2−10δm
‖H lk1,k2;j1,j2‖Bk,j .
∑
max{j1,j2}≥m+l−k+/2−10δm
2αk+j+6k+
×2−2max{k−,l}2−m−αk−3k+2−max{j1,j2}−αk−6k+‖fk1,j1‖Z‖fk1,j2‖Z . 2−m/3+αm−2k+ǫ0.
As there are at most m3 number of cases if l > l¯, from above estimates, it is easy to see our desired
estimate (5.6) in Lemma 5.1 holds. 
8. REMAINDER ESTIMATE
This section is devoted to prove Proposition 5.2. Intuitively speaking, we can prove Proposition 5.2
by the following three steps:
(i) we can first decompose the remainder term R into two parts: cubic type terms and terms depend
on Λ≥3[B(h)ψ]. Cubic type terms can be easily estimated.
(ii) To estimate the Z– norm of the profile of Λ≥3[B(h)ψ], it’s sufficient to estimate the profile of
Λ≥3[∇x,zϕ] in the L∞z Z–normed space, which can be done by a fixed point type argument.
(iii) We can group all information together to prove Proposition 5.2.
Step (i) is straightforward, recall (3.10), we have
R = Λ≥3[(1 + |∇h|2)B(h)ψ] + iΛΛ≥3[(1 + |∇h|2)(B(h)ψ)2] = Λ≥3[(1 + |∇h|2)(Λ≤2[B(h)ψ]
+Λ≥3[B(h)ψ])] + iΛΛ≥3[(1 + |∇h|2)(Λ≤2[B(h)ψ] + Λ≥3[B(h)ψ])2] = Icubic + Ifps,
where
Icubic = |∇h|2Λ≤2[B(h)ψ] + iΛ
(
|∇h|2(Λ≤2[B(h)ψ])2 + (Λ2[B(h)ψ])2 + 2Λ2[B(h)ψ]Λ1[B(h)ψ]
)
,
(8.1)
Ifps = (1 + |∇h|2)Λ≥3[B(h)ψ] + iΛ
(
(1 + |∇h|2)(Λ≥3[B(h)ψ])2
+ 2(1 + |∇h|2)(Λ≤2[B(h)ψ])(Λ≥3[B(h)ψ])
)
. (8.2)
Since we already know the explicit formula of Λ≤2[B(h)ψ]. That is to say (8.1) can be explicitly repre-
sented in terms of h and ψ. Intuitively speaking, we can rewrite (8.1) as follows,
Icubic =
∑
µ,ν,τ∈{+,−}
Cµ,ν,τ (u
µ, uν , uτ ) + C ′µ,ν(u
µ, uν , h1) + Cµ(u
µ, h2, h3) + C(h4, h5, h6). (8.3)
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where hi, 1 ≤ i ≤ 6, denotes some quadratic term in terms of u and u¯. They can be represented as
follows,
hi =
∑
µ,ν∈{+,−}
T iµ,ν(u
µ, uν), 1 ≤ i ≤ 6.
Proof of Proposition 5.2 . Recall (2.12) and (2.13). From (8.10) in Lemma 8.2, we have
sup
1≤i≤6
sup
t∈[2m−1,2m+1]
‖eitΛhi‖Z . ǫ0.
From above estimate and estimates (8.12), (8.13), and (8.14) in Lemma 8.2, the following estimate holds
for k ∈ Z, θ ∈ [0, 1], and t, t1, t2 ∈ [2m−1, 2m+1],
‖eitΛ[Icubic]‖Z + 2−(1−θ)k+θm‖Pk(eitΛ[Icubic])‖L2 . 2−mǫ0,
sup
k∈Z,j≥max{−k,0}
2δj‖
∫ t2
t1
eitΛ
[
Icubic
]
dt‖Bk,j . 2−δmǫ0.
From L2 − L2 − L∞ type trilinear estimate (3.3) in Lemma 3.1, we put the input with the medium
frequency in L∞ and the other inputs in L2, as a result, the following estimate holds,
sup
t∈[2m−1,2m]
‖Îcubic(t, ξ)‖L∞ξ . 2−m
∑
1≤i≤6
(‖u‖Z + ‖hi‖Z)3 . 2−mǫ0. (8.4)
Combing above estimates with estimates (8.5) and (8.6), it’s easy to see Proposition 5.2 holds. 
8.1. Z– norm estimate of terms depend on Λ≥3[B(h)ψ]. In this subsection, we mainly do step (ii).
More precisely, we have the following lemma,
Lemma 8.1. Under the bootstrap assumption(2.12) and the improved energy estimate (2.13), the follow-
ing estimates hold for any k ∈ Z, θ ∈ [0, 1], and t, t1, t2 ∈ [2m−1, 2m+1],
‖eitΛ[Ifps]‖Z + 2−(1−θ)k+θm‖Pk(eitΛ[Ifps])‖L2 + ‖Îfps(t, ξ)‖L∞ξ . 2−mǫ0, (8.5)
sup
k∈Z,j≥max{−k,0}
2δj‖
∫ t2
t1
eitΛ
[
Ifps
]
dt‖Bk,j . 2−δmǫ0. (8.6)
Proof. To estimate the Z-norm of Λ≥3[B(h)ψ], it is sufficient to estimate the L∞z Z-norm of Λ≥3[∇x,zϕ].
Recall (2.10). To see structure of the profile of h˜i for i ∈ {1, 2}, we define
u˜1 = h˜1 + i2Λψ, u˜2 = h˜2 + iΛψ,
hence
h˜1 =
2h+ h2
(1 + h)2
=⇒ u˜1 = 2u− 3h
2
2h+ h2
(1 + h)2
− h
3
2(1 + h)2
= 2u− 3(u+ u¯)
4
u˜1 + u˜1
2
− (u+ u¯)
4
( u˜2 + u˜2
2
)2
, (8.7)
h˜2 =
h
1 + h
=⇒ u˜2 = u− h h
1 + h
= u− (u+ u¯)(u˜2 + u˜2)
4
. (8.8)
With above discussions, we can easily transfer the fixed point type formulation (2.10) into a fixed point
type formulation in terms of u, u¯, u˜i and u˜i, i ∈ {1, 2}.
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Before estimating Λ≥3[∇x,zϕ], we need to know the Z–norm of the profile of u˜i. From (8.7) and
(8.8), we have following estimate by using the main results in Lemma 8.2,∑
i=1,2
‖eitΛu˜i‖Z . ǫ1 + ǫ1
∑
i=1,2
‖eitΛu˜i‖Z ,=⇒
∑
i=1,2
‖eitΛu˜i‖Z . ǫ1.
Now we are ready to prove Lemma 8.1. From estimates (8.12), (8.13), and (8.14) in Lemma 8.2, and
Ho¨lder type estimates, we can derive the following estimate from (2.10),
‖eitΛΛ≥3[∇x,zϕ]‖L∞z Z . 2−mǫ0 + ǫ1‖eitΛΛ≥3[∇x,zϕ]‖L∞z Z ,
2−(1−θ)k+θm‖Pk[Λ≥3[∇x,zϕ]]‖L∞z L2 . 2−mǫ0 + ǫ0‖eitΛ[Λ≥3[∇x,zϕ]]‖L∞z Z ,
sup
k∈Z,j≥−k−
2δj‖
∫ t2
t1
eitΛΛ≥3[∇x,zϕ]‖L∞z Bk,j . 2−δmǫ0+23m/2 sup
k∈Z
‖Pk[Λ≥3[∇x,zϕ]]‖L∞z L2 . 2−δmǫ0.
In above estimate, we used the fact that j ≤ m+100δm and used L2−L∞ type estimate for all quartic
and higher order terms in (2.10). Above estimates further imply the following estimates hold,
‖eitΛΛ≥3[B(h)ψ]‖Z + 2−(1−θ)k+θm‖Pk[B(h)ψ]‖L2 . ‖eitΛΛ≥3[∇x,zϕ]‖L∞z Z
+ 2−(1−θ)k+θm‖Pk[Λ≥3[∇x,zϕ]]‖L∞z L2 . 2−mǫ0. (8.9)
sup
k∈Z,j≥−k−
2δj‖
∫ t2
t1
eitΛΛ≥3[B(h)ψ]‖L∞z Bk,j . 2−δmǫ0.
‖Λ≥3[B(h, ψ)]‖L∞ξ . ‖ ̂Λ≥3[∇x,zϕ]‖L∞z L∞ξ . 2−mǫ0 + ǫ0‖eitΛΛ≥3[∇x,zϕ]‖L∞z Z . 2−mǫ0.
Following the same procedure, recall (8.2), it’s easy to see our desired estimates (8.5) and (8.6) hold. 
Lemma 8.2. For any µ, ν, κ ∈ {+,−} and f , g,h ∈ HN0 ∩ Z , which satisfy the following estimates,
‖f‖HN0 + ‖g‖HN0 + ‖h‖HN0 ≤ A, ‖f‖Z + ‖g‖Z + ‖h‖Z ≤ B,
we have following estimates for any t, t1, t2 ∈ [2m−1, 2m+1] and θ ∈ [0, 1],
‖eitΛQ((e−itΛf)µ, (e−itΛg)ν)‖Z . B2 + 2−10δm(A+B)2, (8.10)
sup
k∈Z
2−(1−θ)k‖Pk
[
eitΛQ((e−itΛf)µ, (e−itΛg)ν)
]‖L2 . 2−θmB2. (8.11)
‖eitΛC((e−itΛf)µ, (e−itΛg)ν , (e−itΛh)κ)‖Z . 2−mB2 + 2−m−10δm(A+B)2, (8.12)
sup
k∈Z
2−(1−θ)k‖Pk
[
eitΛC
(
(e−itΛf)µ, (e−itΛg)ν , (e−itΛh)κ
)]‖L2 . 2−(1+θ)mB3, (8.13)
sup
k∈Z,j≥max{−k,0}
2δj‖
∫ t2
t1
eitΛC
(
(e−itΛf)µ, (e−itΛg)ν , (e−itΛh)κ
)
dt‖Bk,j . 2−10δm(A+B)3, (8.14)
where the symbol q(ξ − η, η) of bilinear operator Q(·, ·) and the symbol c(ξ − η, η − σ, σ) of trilinear
operator C(·, ·, ·) satisfy the following estimates respectively,
‖q(ξ − η, η)‖S∞k,k1,k2 . 2
4max{k1,k2}+ , (8.15)
‖c(ξ − η, η − σ, σ)‖S∞k,k1,k2,k3 . 2
4max{k1,k2,k3}+ . (8.16)
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Proof. • We first prove estimate (8.11) and (8.13). We only prove (8.11) in details here. (8.13) can be
proved very similarly. From bilinear estimate (3.2) in Lemma 3.1 and (5.20) in Lemma 5.4, the following
estimate holds for any k ∈ Z and any θ ∈ [0, 1],
sup
k∈Z
2−(1−θ)k‖Pk
[
eitΛQ((e−itΛf)µ, (e−itΛg)ν)
]‖L2 . ∑
k2≤k1−10
2−(1−θ)k1+4k1,+
[‖e−itΛfk1‖L∞‖gk2‖L2
+‖e−itΛgk1‖L∞‖fk2‖L2
]
+
∑
|k2−k1|≤10
2−(1−θ)k+(1−θ)k+4k1,+‖e−itΛfk1‖θL∞‖fk1‖(1−θ)L2 ‖gk2‖L2 . 2−θmB2.
• Now we proceed to prove estimate (8.10) and (8.12). The proof of (8.12) is very similar, we only
estimate (8.10) in details here. Through doing integration by parts in “ξ” many times, we can rule out
the case when j ≥ m + 5. It remains to consider the case when j ≤ m + 5. Intuitively speaking, our
desired estimates follow straightforwardly from L2 − L∞ type estimate. However, as the symbols have
certain derivatives, we only need to get around this issue.
We first do dyadic decomposition and spatial localization for two inputs. Without loss of generality,
we assume that k2 ≤ k1. When k1 − k2 ≥ 5, k2 ≥ −2m/3, 0 ≤ k1 ≤ 2βm, we do integration by parts
in “η” many times to rule out the case when max{j1, j2} ≤ m− 10βm. As a result, we have∑
j≤m+5
‖eitΛQ((e−itΛf)µ, (e−itΛg)ν)‖Bk,j .
∑
j≤m+5
2αk+j+6k+
( ∑
|k1−k2|≤5, or k1≤0
24k1,+‖e−itΛfk1‖L∞
×‖gk2‖L2 +
( ∑
k2≤−2m/3,k2≤k1
+
∑
k1≥2βm,k2≤k1
)
24k1,+‖fk1‖L22k2‖gk2‖L2 + 2−10m(A+B)2
+
∑
k2≥−2m/3,0≤k1≤2βm
∑
max{j1,j2}≥m−10βm
24k1,+2−m−max{j1,j2}−αk1−αk2‖fk1,j1‖Z‖gk2,j2‖Z
)
. B2 + 2−10δm(A+B)2.
• Now, we proceed to prove (8.14). The major difference between (8.13) and (8.14) is that now
we can take the advantage of the oscillation in time. From the straightforward L2 − L∞ − L∞ type
estimate, we only need to consider the case where all frequencies are like “1” and all inputs are spatially
concentrated around “1”. The strategies for those cases are already discussed in subsubsection 7.3.1. We
omit details here. 
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