Abstract. This paper presents a new method for assessing the aesthetic quality of images. Based on the findings of previous works on this topic, we propose a method that addresses the shortcomings of existing ones, by: a) Making possible to feed higher-resolution images in the network, by introducing a fully convolutional neural network as the classifier. b) Maintaining the original aspect ratio of images in the input of the network, to avoid distortions caused by re-scaling. And c) combining local and global features from the image for making the assessment of its aesthetic quality. The proposed method is shown to achieve state of the art results on a standard large-scale benchmark dataset.
Introduction
Aesthetic quality assessment is an established task in the field of image processing and aims at computationally distinguishing high aesthetic quality photos from low aesthetic quality ones. Aesthetic quality assessment solutions can contribute to applications and tasks such as image re-ranking [35, 31] , search and retrieval of photos [27] and videos [14] , image enhancement methods [1, 9] and image collection summarization and preservation [31, 26] . The automatic prediction of a photo's aesthetic value is a challenging problem because, among others, humans often assess the aesthetic quality based on their subjective criteria; thus, it is difficult to define a clear and subjective set of rules for automating this assessment.
In this paper, we present an automatic aesthetic assessment method based on a fully convolutional neural network that utilizes skip connections and a setup for minimizing the sizing distortions of the input image. The rest of the paper is organized as follows: in Section 2 we review the related work. In Section 3 we present the proposed method in detail. This is followed by reporting the experimental setup, results and comparisons in Section 4, and finally we draw conclusions and provide a brief future outlook in Section 5.
Related Work
The early attempts on image aesthetic quality assessment used handcrafted features, such as the methods of [24] and [22] . Both of these methods base their features on photographic rules that usually apply in aesthetically appealing photos. The method of [17] also uses handcrafted features but with a focus on efficiency.
Due to the success of deep convolutional neural networks (DCNN) on image classification [30, 32] and transfer learning [5] , more recent attempts are based on the use of DCNNs. To our knowledge, the first of such methods is [19] . In [19] a deep learning system is introduced (RAPID -RAting PIctorial aesthetics using Deep learning) that aims to incorporate heterogeneous inputs generated from the image, which include a global view and local views. The global view is represented by a normalized-to-square-size input, while local views are represented by small randomly-cropped square parts of the original high-resolution image. Additionally, the method of [19] utilizes certain style attributes of images (e.g. "color harmony", "good lighting", "object emphasis", "vivid color", etc.) to help improve the aesthetic quality categorization accuracy; however, generating these attribute annotations may result in high inference times. In a later work [20] , the same authors employ the style and semantic attributes of images to further boost the aesthetic categorization performance. [21] claims that the constraint of the neural networks to take a fixed-and squared-size image as input (i.e. images need to be transformed via cropping, scaling, or padding) compromises the assessment of the aesthetic quality of the original images. To alleviate this, [21] presents a composition-preserving deep convolutional network method that directly learns aesthetic features from the original input images without any image transformations.
In [12] its authors argue that the two classes of high and low aesthetic qualities contain large intra-class differences, and propose a model to jointly learn meaningful photographic attributes and image content information that can help regularize the complicated photo aesthetic rating problem. To train their model, they assemble a new aesthetics and attributes database (AADB).
In [2] its authors investigate the use of a DCNN to predict image aesthetics by fine-tuning a canonical CNN architecture, originally trained to classify objects and scenes, casting the image aesthetic quality prediction as a regression problem. They also investigate whether image aesthetic quality is a global or local attribute, and the role played by bottom-up and top-down salient regions to the prediction of the global image aesthetics. In [11] , its authors aiming once again to take both local and global features of images into consideration, propose a DCNN architecture named ILGNet, which combines both the Inception modules and a connected layer of both local and global features. The network contains one pre-treatment layer and three inception modules. Two intermediate layers of local features are connected to a layer of global features, resulting in a 1024-dimension layer. Finally, in [7] , a complex framework for aesthetic quality assessment is introduced. Specifically, the authors design several rule-based aesthetic features, and also use content-based features extracted with the help of a DCNN. They claim that these two type of features are complementary to each other, and combine them using a Multi Kernel Learning method. To our knowledge, this method achieves the state of the art results on the popular AVA2 dataset.
Finally, we should note that there are several works that deal with the relation between users' preferences and the assessment of the aesthetic quality of photos, such as [3, 4, 29, 34] . However, this is out of the scope of our present work, since we are addressing the problem of user-independent prediction of image aesthetic quality similarly to [11, 2, 12, 21, 7, 33, 24] and many other works.
From the review of the related work, it can be easily asserted that after the introduction of DCNNs for aesthetic quality assessment the main effort has focused on two directions: a) minimizing the sizing distortions of the input image; b) combining local and global features to facilitate the aesthetics assessment. Inspired by there, we set three objectives: a) using a fully convolutional neural network, to experiment with feeding higher-resolution images to the network (this is done in a way that weights can be copied from a pre-trained model, without needing to re-train the network from scratch); b) introducing an approach for maintaining the aspect ratio of the input image; c) introducing a skip connection in our network to combine the output from early layers to that of the later layers, thus introducing information from local features to the final decision of the network.
Proposed Method
A fully connected (FC) layer has nodes connected to all activations in the previous layer, hence, requires a fixed size of input data. It is worth noting that the only difference between an FC layer and a convolutional layer is that the neurons in the convolutional layer are connected only to a local region in the input. However, the neurons in both layers still compute dot products, so their functional form is identical.
Therefore, our first step is to convert the network to a fully convolutional network (FCN). To do so we must change the FC layers to convolutional layers (see Fig. 1a and 1b) . For the purpose of this paper we use the VGG16 architecture [30] for simplicity -yet our method can be applied to any DCNN architecture with little modification. This architecture has three FC layers at the end of the network. We can convert each of these three FC layers to convolutional layers as follows:
-Replace the first FC layer that requires a 7×7×512 tensor with a convolutional layer that uses filter size equal to 7, giving an output tensor of 1×1×4096 dimension. -Replace the second FC layer with a CONV layer that uses filter size equal to 1, giving an output tensor of 1×1×4096 dimension; -Replace the last FC layer similarly, with filter size equal to 1, giving the final output tensor of 1×1×2 dimension since we want to fine-tune the network for the two-class aesthetic quality assessment problem. This conversion allows us to "slide" the original convolutional network very efficiently across many spatial positions in a larger image, in a single forward pass, an advantage which is known in the literature; FCNs were first used in [23] to classify series of handwritten digits and more recently for semantic segmentation [18] . Additionally, each of these conversions could in practice involve manipulating (i.e. reshaping) the weight matrix in each FC layer into the weights of the convolutional layer filters. Therefore, we can easily copy the weights of a pretrained VGG16 on ImageNet [13] . This in turn, allows for faster training times and does not require a large collection of training images, since the network is not trained from scratch. One thing to note here is that since we "slide" the convolutional network in the image, the FCN produces many decisions, one for each spatial region analyzed. Therefore, to come up with a single decision and to be able to re-train the network we add on top of the FCN a global pooling operation layer for spatial data. This can be either a global max pooling layer or a global average pooling layer. In the experiments conducted in Section 4, we test both approaches.
Regarding our objective to maintain the original aspect ratio, there are various known approaches: a) cropping the center part of the image (and discarding the cropped parts), b) padding the image (adding blank borders) to make it of square size, c) feeding the image in an FCN at its original size, d) feeding multiple croppings of the image to ensure that the whole surface is scanned by the network (even though overlapping of the scanned regions may occur). The third of the above approaches can only be achieved if an FCN is utilized. In the case of the second option (padding) some literature works argue that introducing blank parts in the input image can greatly deteriorate the performance of the network. Thus, we examine one more variation in which the input image is fed as a padded and masked square image. To achieve this, we input to the network a binary mask (containing ones for the areas that exist in the original image and zeros for the added black areas). An element-wise multiplication takes place before the decision layers (namely, the convolutional layers that replaced the FC layers of the original model) to zero the filters output in the blank areas of the image. Another approach, in the spirit of performing multiple croppings (but not previously used for aesthetics assessment), is proposed in the present work. As shown in Fig. 2 , three overlapping croppings of each input image are jointly fed into the network. All of the aforementioned approaches are evaluated in Section 4.
The notion of introducing skip connections in a neural network is known in the literature (in different application domains, such as biomedical image segmentation [8] ). We should note here that this is different to connecting multiple layers in a network as in [16] , or the way used in the Dense architecture of neural networks [10] : skip connections aim to combine the output from a single early layer with the decision made in the last layers. However, the choice of which early layer's output to use is not an easy one; the results of extensive experiments regarding the effect of using skip connections in DCNNs on classifying images in [15] show that this choice heavily depends on the specific application domain. Tests were reported in [15] on seven datasets of different nature (classification of gender, texture, recognition of digits and objects). Since the aesthetic quality assessment problem is probably more closely related to texture classification (compared to the other application domains examined in [15] ) and based upon the observation reported in [15] , we choose to introduce a skip connection from immediately after the second convolution block to the layer prior to decision layers (i.e. the convolutional layers that replaced the FC layers of the original model, see Fig. 1c ).
Experimental Results

Dataset
The Aesthetic Visual Analysis (AVA) dataset [25] is a list of image ids from DPChallenge.com, which is a on-line photography social network. There are in total 255529 photos, each of which is rated by a large number of persons. The range of the scores used for the rating is 1-10. We choose to use the AVA dataset since it is the largest in the domain of aesthetic quality assessment. Two, widely used, ways of splitting the AVA dataset into training and test portions are found in the literature:
-AVA1: The score of 5 is chosen as the threshold to distinguish the AVA images to high and low aesthetic quality. This way 74673 images are labeled as of high aesthetic quality and 180856 are labeled as of low aesthetic quality. The dataset is randomly split into the training set (totaling 234599 images) and testing set (19930 images) [25, 33, 34, 12 ]. -AVA2: The images in the AVA dataset are sorted according to their mean aesthetic quality score. The top 10% images are labeled as of good aesthetic quality and the bottom 10% are labeled as of bad aesthetic quality. This way 51106 images are used from the dataset. These images are randomly divided into 2 equally-sized sets, which are the training and testing sets, respectively [12, 7, 25, 6, 33, 24, 14] . Similarly to most of the recent literature works, we choose to use the AVA2 dataset in the experiments conducted in the sequel, since the way that it is constructed ensures the reliability of the ground-truth aesthetic quality annotations.
Experimental Setup
As already mentioned we base our proposed FCN on the VGG16 [30] architecture for the sake of simplicity, yet our method can be applied to any DCNN architecture with limited modifications. For implementation, we used the Keras neural network API 1 . Our experimental setup regarding the tests conducted in this section is as follows: we set the starting learning rate to 0.01; and used a callback function of Keras to reduce the learning rate if the validation accuracy is not increased for three consecutive epochs. The batch size was fixed to 8, unless noted otherwise. We set the number of training epochs to 40. The results reported here are the achieved accuracy by using the model after the 40th epoch. The code for converting VGG16 (as well as numerous other architectures) to an FCN, the implementation of skip connections and the methods tested for maintaining the original aspect ratio are made publicly available online 2 . All experiments were conducted on a PC with an i7-4770K CPU, 16GB of RAM and a Nvidia GTX 1080 Ti GPU.
Results
We first conducted some preliminary experiments in order to test: a) the relation of input image size to the accuracy. The performance of all tested setups was evaluated both in terms of detection accuracy and the time-efficiency (measuring the average inference time for a single image). Table 1 reports the results of each compared approach. The first column of this table cites the name of the used network. The second column reports the input image size. We performed experiments by resizing the AVA2 images to: a) the size that the VGG16 model was originally trained for (224×224), b) 1.5× this original VGG16 size, c) 2× the original VGG16 size and d) 3× the original VGG16 size, resulting to testing images finally resized to size 224×224, 336×336, 448×448 and 672×672 pixels, respectively. We also performed experiments where we fed the input image resizing its height to 336 pixels and accordingly adjusting its width in order to maintain its original aspect ratio (denoted as "336×A.W" in the last four rows of Table 1 ). In the third column, we report the batch size used during the training phase. As already mentioned this was fixed to the value of 8 except for the experiments in the last four rows of Table 1 , since in these specific setups images of different sizes cannot be fed into the network in a single batch. The fourth column reports whether we freeze any layers (i.e. not updating the weights of these layers) or not. The fifth column reports the type of global pooling applied at the end of the network (only when using the proposed FCN; not applicable when using the original VGG16). Finally in the last two columns we report the average inference time and the accuracy achieved in the AVA2 dataset. Examining Table 1 , we observe that increasing the input image size does not necessarily improve the results. Specifically, increasing the input size from 224×224 to 336×336 achieved better accuracy in all cases. However, further increasing the input size from 336×336 to 448×448 or 672×672 consistently led to slight reduction of the performance of the network. In the cases where we adjusted the images' height to the fixed value of 336 pixels while maintaining the original aspect ratio, the network yielded very poor performance, mainly due to using a batch size equal to 1. Additionally, with respect to the time-efficiency, we observe that increasing the image size quadratically increases the inference time for a single image. The average inference time of 790 ms for the 672×672 size of input image is possibly prohibitively high for real-world applications, which is an additional reason to not use such large input sizes. Regarding the freezing of layers during the fine-tuning process we tested two approaches: a) freezing the first layers up to the end of the second convolutional block of VGG16 (denoted as "Yes" in the fourth column of Table 1 ), and b) not freezing any layer (denoted as "No" in the fourth column of Table 1 ). It is known in the literature [28] that the weights of the first network layers can remain frozen, i.e., they are copied from the pre-trained DCNN and kept unchanged, since these learn low-level image characteristics which are useful for most types of image classification. However, as can be asserted from Table 1 , not freezing any layer consistently gives better accuracy. This can be explained from the fact that the problem of aesthetic quality assessment is quite different from image classification in ImageNet. Thus, it is better to let the network adjust the weights of all its layers.
Concerning the type of global pooling applied at the end of the network, we notice that using global max pooling in most cases yields better results.
Therefore, for the next set of experiments: a) we use the global max pooling operation as the last layer in the network, b) we do not freeze any layer during the fine-tuning process, and c) we input images of size 336×336 to the network. We proceed to conduct experiments to test different approaches for maintaining the original aspect ratio on the best performing setup of Table 1 . The results are reported in Table 2 and the result of the best performing setup of Table 1 is copied in the first row of the new table. We notice that the first three approaches reported in Table 2 ("FCN + padding", "FCN + cropping", "FCN + masking") lead to lower the accuracy, compared to not maintaining the original aspect ratio (i.e. resizing images to 336×336 pixels). Contrary to this, the proposed last approach of Table 2 that uses three croppings of the original image to include all the surface of the image in the network exhibits increased accuracy, reaching 89.94%. Then we test the effect of adding a skip connection to the best performing setup of Table 2 . The new results are reported in Table 3 and the results of the "FCN + masking" and "FCN + 3× croppings" setups from Table 2 are copied in the first two rows of the new table. We observe that introducing a skip connection improves the achieved accuracy in the case of "FCN + 3× croppings" setup. On the other hand, introducing the skip connection on the "masking" setup considerably reduces the accuracy, since the values of the filters that where excluded using the mask are re-introduced in the decision layer.
Finally, the "FCN + 3× croppings + skip connection", which is the method proposed in this work, is shown in Table 2 to achieve state of the art results, outperforming [24, 33, 11, 7] that report accuracy scores of up to 90.76% on the AVA2 dataset. This is achieved even though the VGG16 architecture, that our network is based on, is not the most powerful deep network architecture, as documented by the literature on object/image annotation and other similar problems. [24] 77.08 MSDLM [33] 84.88 ILGNet [11] 85.62 MKL 3 [7] 90.76 Proposed (FCN + 3× croppings + skip connection)
91.01
Conclusions
In this paper we presented a method for assessing the aesthetic quality of images. Drawing inspiration from the related literature we converted a deep convolutional neural network to a fully convolutional network, in order to be able to feed images of arbitrary size to the network. A variety of conducted experiments provided useful insight regarding the tuning of parameters of our proposed network. Additionally, we proposed an approach for maintaining the original aspect ratio of the input images. Finally, we introduced a skip connection in the network, to combine local and global information of the input image in the aesthetic quality assessment decision. Combining all the proposed techniques we achieve state of the art results as can be ascertained by our experiments and comparisons. In the future, we plan to examine the impact of these proposed techniques on different network architectures.
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