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l. Introduction
Many researchers have proposed single-address-space operating systems. With such systems, the entire memory hierarchy is mapped into a single large address space, including files and processes, and often remote memories of other machines. A good discussion of the advantages, disadvantages, and other issues concerning such systems can be found in [Chase et al. 1994 ].
One of the major problems with single-address-space operating systems is managing the address space. Once space has been allocated, it is often preferable not to reallocate the same space for other purposes. Hence, over time, the address space will eventually be consumed. Previous work has not studied the rate at which this consumption takes place.
In this paper, we examine the issue of address-space consumption, based on traces of Ultrix-based workstations running computer-science, numerical-analysis, and server workloads. Though we recognize that applications under a singleaddress-space operating system would behave somewhat differently, we believe that the data gathered from these workloads lays a basic foundation for understanding consumption rates.
In the next section we examine some of the previous work in single-addressspace operating systems, focusing on their assumptions of address-space usage. In Section 3, we discuss our trace collection and the analysis of current usage patterns. In Section 4, we show how we used this data to predict the lifetime of single-address-space operating systems. Finally, in Section 5, we summarize.
Background
The MONADS-PC project lBroessler et al. 1987 , , Rosenberg 19921was one of the first systems to place all storage (all processes and all files) in a single, distributed, virtual-address space. They use custom hardware that partitions the bits of an address into two frelds: a 32-bit address-space number and a28-bit offset. The address-space numbers are never re-used. A newer version of the system, MONADS-MM lKoch & Rosenberg 1990 ], uses 128-bit addresses, extending the address-space numbers to 96 
Current Usage
To provide a basis for our analysis of single-address-space systems, we first measured address-space usage in current operating systems. Our goals were to determine the rate that address space was used in our current operating systems, and to collect traces to use in trace-driven simulations of future address-management policies. For two servers and two workstation clusters on campus, we traced the events that may consume address space in a single-address-space system, recording every system call that could create or change the size of files, shared-memory segments, process data segments, and process stack segments.
The data we collected differs from most previous studies in that it measures virtual rather than physical resources. We did not take into account the text-segment size, assuming that it would be allocated at compile time.l Table 1 summarizes the ffaces we collected.
To collect this data, we modified the DEC Ultrix 4.3 kerrrel2 to generate a trace record for all relevant activities. In particular, we recorded every exec, fork, exit, sbrk, stack increase, shared-memory creation, shared-memory deallocation, unlink, open (for write only), close, truncation, and write.
Our method was modeled after the Ultrix error-logging facility. The kernel stored trace records in an internal 20 KB buffer, which was accessible through a new device driver that provided a file-like interface to the buffer. A user-level trace daemon opened the device, and issued large (20 KB) read requests. When the internal buffer contained sufficient data (15 KB) , the kernel triggered the device driver, which then copied the data to the trace daemon's buffer, and woke the trace daemon. The kernel buffer was then available for new data, while the trace daemon wrote its buffer to a fface file. The activity of the trace daemon, and thus of the trace files, was explicitly excluded from the trace by the kernel. This buffering strategy decoupled trace generation from disk writes so that no activity was ever significantly delayed to write trace records to disk, and so that the overhead was amortized across large groups of frace records. While it is not a new technique, we highly recommend this simple, unobtrusive, portable mechanism for other trace-collection efforts.
To measure the performance overhead of our tracing activity, we ran 25 trials of the Andrew benchmark [Satyanarayanan 1989 ] on the standard Ultrix 4.3 kernel and on our instrumented kernel. The Andrew benchmark extensively uses most of the system calls we modified for tracing, by creating, searching, and deleting files, and compiling programs. We ran 25 trials with the standard kernel and with the tracing kernel. We discarded the first trial in each case, due to a cold file cache. An unpaired t-test [Jain 1991] showed the difference to be insignificant atthe 99Vo confidence level, implying that our tracing apparently had no significant effect on performance. This result matches our qualitative experience (no users reported any perceived difference). for details). These data were collected in fall 1993.
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After collection, the raw trace files were post-processed to clean up the data. In particular, the raw trace files were missing a small percentage of the trace records, as indicated by record-sequence numbers. This loss was caused by the trace buffer occasionally filling up before the trace daemon could read it, or, in one case, the trace disk running out of space. In most cases, the effect of the missing records was simulated, the data being inferred from subsequent events. For example, a missing process-fork record was inferred from a subsequent process-exec or process-exit record. Only a fraction of a percent ofprocesses were missed entirely due to the missing records. V/hen a large number of records were lost, the usage that they would have reflected was not recorded. As shown in Table 2 , trace data generation was very bursty, suggesting that alarger collection buffer may have been preferable. Fortunately, fewer than two percent of the records were missing from any trace group, with less than a tenth of a percent of processes unaccounted for, indicating that the effect on the usage rates should be quite small, most likely underestimating usage by less than I7o.
Results
In Figure 1 , we show the raw amount of address space allocated (in units of 4 KB pages) over time, for each of the four trace groups defined in Table 1 . This figure is based on a running sum of the size of private-data segments, stack segments, shared-data segments, and file creations or extensions. Clearly, most of the usage was from data segments, with stack segments second. Shared data was rarely used on our systems (only by the X-windows server, apparently to share the frame buffer with the device driver), and is not shown in the figure. Daily and weekly rhythms are clearly visible. Server 1, heavily used for timesharing, used over ten times as much space. Cluster 2, used by a signal-processing research group, occasionally saw large bursts of activity caused by applications with large data segments.
To discover the nature of the significant address-space users, we compiled a list of the top programs by address-space allocated. Most of the big users were not huge user applications, but instead common programs like shells, which were run often for scripts, progfams run nightly for accounting and compression, pieces of the C compiler, and periodic background processes. Only two programs in the top 40 (mmL a signal-processing application, and i'p, an image-processing application), were user-written applications; all of the others were common ap- Figures are listed for each machine, as well as the overall figure for each cluster.
These data make it clear that policies that statically allocate a large region to every process would waste a lot of virtual-address space on many small but common applications.
In determining the amount of address space consumed by a process, we ignored the address space consumed by an exec call, assuming that the process could overwrite the previous data and stack segments. We only recorded address-
All
The Expected Lifutime of Single-Address-Space Operating Systems 16l We assumed that shared-data segments would never be re-used, but could be allocated with the exact number of pages necessary. The actual policy choice made essentially no difference in our simulations, because our trace data contained only a tiny amount of shared We assume a flat (not segmented) address space. We use the word "segment," in the tradition of names like "text segment" and "stack segment," to mean a logical chunk of virtual address space.
data. In a single-address-space operating system, shared-data segments could be managed in much the same manner as private-data segments.
Private-data and stack segments have traditionally been extendible (to a limit), and thus an allocation policy in a single-address-space system may need to allocate more than the initial request to account for growth. Overestimates Figure 2 , we plot the virtual-addressbit count of microprocessor chips against the first year of introduction, for those chips that set a new maximum virtual address space among commercial, generalpupose microprocessors. We also plot two possible growth curves: the original from [Siewiorek et al.1982 Figure 3 shows the cumulative address space consumed by hypothetical singleaddress-space operating systems operating under each of the policies described above (except the "fixed" policies, which used orders of magnitude more space, and hence are not shown), for each tracing group. Clearly, those that re-use data segments consume address space much more slowly. Also' the "chunked" file policy is remarkably close to the (unattainable) "exact" ûle policy'
Results

l. Allocation Policies
To understand the burstiness of address-space usage, we computed each policy's usage for each five-minute interval on each machine. Figure 4 shows the distribution of this "instantaneous" usage across all 5-minute intervals on all workstations in each trace group, for each policy, on a logarithmic scale. Several interesting results appear. First, the "re-use" policies reduce the consumption by an order of magnitude or more. Second, the "chunked" file policy is not much worse than the (unattainable) o'exact" policy. Third, in the clusters, the machines were frequently idle, as implied by the 69-84Vo of intervals where the reuse poli- by the number of machines in each cluster, for easier comparison. z-axis tic-marks represent midnight before the given day of the week. The "fixed" file and process policies were so much worse that they are not shown (see Table 3 ).
Based on these results, we estimate the yearly rate of address-space consumption for each policy, given the current workload. Table 3 shows two rates for each tracing group, and for each policy: the first is the mean consumption rate (representing the situation where some machines are idle some of the time, as they were in our frace) computed by a linear exfrapolation of the observed rates, and the second is the 95th percentile consumption rate (representing the situation where all machines are heavily used) taken from the distributions in Figure 4 . The table makes it clear that both the "fixed" process policy and the 'Îxed" file policy were, as expected, consuming space extremely fast. The table reconfirms that reusing private-data and stack segments cut about one to one and a half orders of Though both the "chunked" and "exact" file policies were plotted for the "without re-use (exact)" process policy, there is no significant difference. The "fixed" file and process policies were so much worse that they are not shown (see Table 3 ).
magnitude off the consumption rate, and that there was little difference between the "exact" and "chunked" file policies. Also, the 95th percentile rate was about one-half order of magnitude larger than the mean rate, and Server 1 was about an order of magnitude larger than the other machines, due to its heavy multi-user In short, Figures 5-8 tel us that it is possible to build a long-lived singleaddress-space system without complex space-allocation policies. Figure 9 presents the lifetime of a 64-bit address space for various a and r.It seems necessary only to re-use data and stack segments, and to use "chunked" file allocation, for a system to last more than 10 years. To accommodate maximum growth, however, the system should be able to adapt to larger addresses as they became available.
Summary
We traced several campus workstation clusters to gain an understanding of the current rate of address-space consumption, and the behavior of several likely policies under the current workload. Most of the current usage is from private-data and stack segments, with files using more than an order of magnitude less space, and shared data an essentially negligible amount. Fortunately, we found realizable allocation policies ("chunked" file allocation and "fixed, re-use" process allocation) that allowed re-use of the private-data and stack segments, leading to yearly
The Expected Lifutime of Single-Address-Space Operating Systems 175 consumption rates of 10 to 100 gigabytes per machine per year. Because of their simplicity, and low overhead, we recornmend these policies. ' We used an extrapolation model that assumed an exponential acceleration of the usage rate, linear growth in the number of machines involved, and linear growth in the number of virtual-address bits, to predict the future of a singleaddress-space system. Our model predicts that a single-address-space system would not run out of vitual-address space, as long as it used reasonable allocation policies (such as the ones we suggest) and adapted gracefully to larger addresses (e.g., 96 or 128 bits) as they become available. Indeed, Figure 9 shows that a system with a single 64-bit address space could add 100 machines each year, triple its usage rate each year (a:3), and still last for 10 years, by re-using data and stack segments and using our "chunked" file allocation policy.
Although our results necessarily depend on speculation about trends in technology and user behavior, and may or may not apply to workloads different from the typical office-workstation environment, we believe that our fundamental predictions are fairly robust. For example, we measured only one workload during one brief period, yet provide fundamentally the same conclusion for a wide range in the value of r. Similarly, Figure 8 shows that our ultimate conclusions hold for a wide range of the parameter rn. Potential developers of a single-address-space system who have a better understanding of their system's workload can use our model to determine whether simple policies suffrce. Only systems with unpredictable or extremely aggressive workloads should consider developing more sophisticated allocation policies.
Although there are many other issues involved in building a single-addressspace operating system that are beyond the scope of this paper, it appears that address-space consumption will not be an impossible hurdle.
