Abstract-A new method for multiple-input multiple-output (MIMO) detection with soft-output, the partial marginalization (PM) algorithm, was recently proposed. Advantages of the method are that it is straightforward to parallelize, and that it offers a fully predictable runtime. PM trades performance for computational complexity via a user-defined parameter. In the limit of high computational complexity, the algorithm becomes the MAP demodulator. The PM algorithm also works with soft-input, but until now it has been unclear how to apply it for other modulation formats than binary phase-shift keying (BPSK) per real dimension. In this correspondence, we explain how to extend PM with soft-input to general signaling constellations, while maintaining the low complexity advantage of the original algorithm.
I. INTRODUCTION
We are concerned with multiple-input multiple-output (MIMO) communication, where several antennas are used both at the sender and at the receiver side [1] . Specifically, we study the problem of soft demodulation for the case where all antennas transmit independent symbols. Our focus is on systems that use capacity-achieving codes, i.e., turbo and low-density parity-check (LDPC) codes. On the receiving side of the system, iterative demodulation and decoding [2] is employed; see Fig. 1 . In these systems, the demodulator and the decoder are exchanging information concerning the likelihood of code bits being 0 and 1, which is referred to as soft information. Both the demodulator and the decoder must thus be able to handle soft-input and soft-output information.
Optimum soft demodulation has a computational complexity that is exponential in the number of transmit antennas, and polynomial in the size of the signal constellation. Several methods have been devised to approximate the optimal soft demodulator [3] . Low-complexity solutions, such as zero-forcing (ZF) and zero-forcing with decision feedback (ZF-DF), usually provide rather poor performance in most scenarios of practical interest. A more sophisticated method that delivers very good performance is the sphere decoder [4] , but its complexity fluctuates substantially from one frame to another, and its expected complexity is exponential in the number of transmit antennas [5] . There are also more recent flavors of the sphere decoder that operate at fixed complexity, both for hard detection [6] , and soft demodulation [7] . In another recent soft demodulation approach [8] , candidate signaling vectors are found by means of MMSE-detection, and thereafter used for LLR calculation.
The soft demodulation method of interest in this correspondence is the recently proposed partial marginalization (PM) algorithm [9] , originally proposed for approximative demodulation without soft-input. The approximation in the PM algorithm consists of two steps. In the first step, a carefully chosen set of marginalization sums is approximated by their largest terms. In the second step, a low-complexity method (ZF-DF, preferably) is used to find these largest terms. The main advantages of PM over the sphere decoder [4] are that it offers a constant and fully predictable runtime, and that it is straightforward to parallelize. PM trades performance for computational complexity via a user-defined parameter, and differently from [6] and [7] (see [7, eq. (6) ]), PM is not based on the Max-log approximation. When setting the user parameter to its largest possible value, the algorithm becomes the optimal (exact) demodulator, and by setting the parameter to zero, one obtains the ZF-DF solution.
In [9] , an extension of PM that can exploit soft input, for the case of binary phase-shift keying (BPSK) per real dimension, was also presented. This extension was based on the fact that the logarithmic prior probabilities of the information bits are linear in the modulated symbols, an observation originally made in [10] . A consequence of this is that the soft input can be algebraically incorporated into the problem by performing a completion of squares operation. This results in a computational problem that has the same form as the corresponding demodulation problem without soft input, but with a larger channel matrix. Such an operation can be interpreted in terms of adding virtual antennas to the system, where the virtual antennas carry the soft input information. This extension of the PM method is however only possible for BPSK modulation per real dimension. This correspondence's main contribution is an extension of PM that allows operation with soft input and higher-order constellations of arbitrary size and shape, and with arbitrary mappings between the channel bits and the signal constellation points. The key idea is to incorporate the soft input into the part of the PM algorithm where the ZF-DF scheme is invoked to find the largest term in a sum. The computational complexity of our proposed technique is essentially the same as that of the original method without soft input in [9] .
II. PRELIMINARIES
We consider a real-valued discrete-time channel model of the form y = Hs + e (1) where s is the N t -dimensional transmitted vector, consisting of scalar symbols sn that belong to the M-ary constellation S, y is the N r -dimensional received vector, and the channel matrix H 2 N 2N is completely known at the receiver side. The N r -dimensional noise vector e has independent and identically distributed (i.i. 
The model in (1) may be the result of rewriting a complex-valued model with a separable constellation.
We consider the receiver structure in Fig. 1 1 Our receiver is of "turbo"-type, i.e., the final estimate of the transmitted codeword is obtained by iterating between the demodulator and the channel decoder. In each iteration, the decoder supplies a log-likelihood ratio (LLR) 
where (5) follows from a standard calculation [9] , and s : b i = 1 denotes all vectors s such that b i = 1. The probability of each signal
is given by assuming independent bits b k , k = 1; ... ;N t K. The symbols per real dimension s n , n = 1; ... ;N t , are thus also independent. In fact, a hard decision that bi equals 1 for L(bijy) 0, and that bi equals 01 otherwise, is a maximum a posteriori (MAP)-optimal decision [11] . Because of this property, we name (5) the MAP detector. However, it is important to observe that no hard decisions are taken by the demodulator unit, its purpose is to supply the decoder with an LLR for each bit b i .
The computational complexity of (5) N ky 0 Hsk 2 P(s) (7) which is referred to as the Max-log approximation. Replacing (5) by (7) does not solve the fundamental complexity problem though, since searches for the maximum term in the numerator and in the denominator have to be performed. Several methods that find the maximum terms in (7) have been proposed in the literature. For example, the ZF-DF method is fast, but has poor error probability performance unless H is very well conditioned [3] . Another possibility is sphere decoding [4] , which always finds the maximum, provided that one waits until the algorithm terminates.
A. Review of Partial Marginalization in [9]
The MAP problem (5) 
A recent development in MIMO ML demodulation is the soft-output PM algorithm [9] . PM combines summation of terms as in (5), and maximization of terms as in (7), via a user-defined parameter. The partial summation, or marginalization, has given the method its name. Maximization is in turn approximated by ZF-DF. The advantages of PM are that it is straightforward to parallelize, that it has a constant and fully predictable runtime, and that it may operate arbitrarily close to the optimal ML solution.
The first step of PM is to let the columns of H and the elements of s undergo a permutation in order to reduce the soft detection FER in practice, see Appendix A. The permutation in Appendix A differs from the one in [9] , in the way that the column of H corresponding to b i after permutation is among the first r columns, and similarly, the symbol per real dimension carrying b i is among the first r entries of s. This does not appreciably affect the performance, but it simplifies the description of the PM algorithm. Also, for simplicity of the notation, we continue using H and s for the corresponding variables with permutations. We also introduce 
where Nt 0 r of the Nt sums are approximated by maximization over s B in (10). In (11), the maximization is approximated by a ZF-DF solutionŝ B . We note that for larger r, the ratio of the number of columns to the number of rows of H B becomes smaller, which improves the condition number of H BT H B , and thus also the ZF-DF solution, see [9] .
In the limit of large r, the ML solution (8) is obtained, and in the limit of small r, the Max-log solution (7) for the case of uniform a priori probabilities, with maximization performed by ZF-DF, is obtained.
B. Partial Marginalization With Natural Mappings of Bits to Symbols
It was shown in [9] that for BPSK modulation per real dimension, the general MAP problem (5) can be rewritten as an ML problem of the form (8) . The reformulation was based on ideas originally presented in [10] . This strategy can in fact be extended. The MAP problem (5) can be formulated as an ML problem (8) as long as a uniform, separable constellation with a natural mapping of bits to symbols is employed. The key observation is that the signal vector can be written as a linear function of the bits. Consider a uniform constellation S = f0A; 0A + 2(A=(M 0 1));0A+4(A= (M 0 1)) 
2 A similar completion-of-squares operation was used in [9] for the case of BPSK per real dimension. We point out that the corresponding calculation on of 
Relation (19) is the MAP estimator (5) on the ML form in (8) . The new augmented channel matrix H can be interpreted in terms of having added virtual antennas to the system. Once the MAP problem is formulated on ML form, the PM method can be used for achieving an approximate solution (11) . The linear equation (12) can however not be written for other bit-to-symbol-mappings, and natural mappings are suboptimal in general [12] . In the following section, we show how to extend the ideas in [9] to the case of a general constellation, and to arbitrary mappings of the channel bits to the constellation.
C. Partial Marginalization With Soft Input for General Constellations
We next present the main contribution of this correspondence, an extension of [9] to soft-input for general constellations and arbitrary bit-symbol mappings. The idea is to modify the part of the PM algorithm that invokes the ZF-DF scheme. Similarly to in Section III-A, we start from (5), successively introduce approximations, and rearrange expressions so as to obtain a form suitable for fast computations. We first approximate (5) 
in (23) The proposed soft-input demodulator is straightforward to generalize to nonseparable constellations. In this case, Algorithm 1 has to search through a complex-valued constellation instead of a real-valued constellation at each step.
We briefly discuss the computational complexity of (28). For each H, a preprocessing consisting of sorting of HandsbymeansofAlgorithm2 in the Appendix, must be performed. In Algorithm 2, the computational complexity of the matrix inversions dominates. Also, for each realization of H,QRdecompositionofthedifferentH B , as well as calculation of Q T H A s A for every H A and s A , can be pre-processed.
For each y, evaluation of the expressions Q T (y 0 HAsA) for different H A and s A requires on the order of (N and the exponential complexity in Nt of (5) is avoided.
IV. EXPERIMENTS
In this section, the performance of the proposed algorithm is quantified, and compared to other approaches.
A. Simulation Setting
Experiment parameters are chosen as follows.
• MIMO system: A 3 2 3 MIMO complex system was used. This means that N t = N r = 6. 16-quadrature amplitude modulation (QAM) signaling, which corresponds to M = 4 different possible constellation points per real dimension, was employed. We further used a rate-1/2, regular (3, 6) LDPC code with codeword size 2000 bits. A parity check matrix was randomly constructed, but some small-loop removal was applied. The resulting graph had girth 8. LDPC decoding was conducted by belief propagation until a valid codeword was encountered, but not more than 25 iterations were performed.
• Channel: We are considering Rayleigh slow fading channels, where H is constant over a codeword, and where each element of H is independent and identically distributed (i.i.d.) zero mean with variance 1/2.
• Performance comparisons: We refer to the set of uncoded bits per codeword as a frame. We estimate the frame-error rate (FER) by means of Monte Carlo integration for varying signal-to-noise ratio (SNR). The SNR is defined as E b =N 0 , where E b is the transmitted energy per uncoded bit. For each SNR value, we count 1000 frame errors in the Monte Carlo simulation. Comparisons are made with the optimal brute-force MAP detector (5) , and the brute-force Max-log detector (7), which both are nonpolynomial (NP)-hard problems to solve.
B. Results
In Fig. 2 , we see a comparison between brute-force MAP (5) and PM (28) with different numbers of iterations. For PM, the number r of columns over which the sum is performed is equal to 3. For all SNR values, and after every iteration step, the PM algorithm performs almost as well as the MAP detector.
In Fig. 3 , the number r of columns over which the sum is performed in the PM method is varied, and comparisons are made with the MAP Fig. 2 . Performance comparison between PM (28) and brute-force MAP (5) when the number of iterations is varied. We use a 3 2 3 complex MIMO system, N = N = 6, with 16-QAM modulation M = 4, and a rate-1/2 LDPC code where each codeword contains 2000 bits, and spans one channel realization. For PM, the number r of columns over which the sum is performed is equal to 3. (5), and brute-force Max-log (7). The number of demodulator-decoder iterations is 3 for all algorithms. All other simulation parameters remain the same as in Fig. 2. and Max-log schemes. The number of demodulator-decoder iterations is 3 for all algorithms. For all signal-to-noise ratios, PM with r = 3 gives better performance than the Max-log method, which, similarly to the MAP method, has an exponentially increasing computational complexity with the number of antennas. The observation that PM gives better performance than the Max-log algorithm is important, since the fixed complexity sphere decoder, which is a major competitor to the PM algorithm, is based on the Max-log algorithm; see [7, eq. (6) ].
The choice of r as a function of Nt is discussed in more detail in [9] , which also contains more extensive simulation results for different numbers of antennas (for 4-QAM). Tradeoffs involved in the choice of r do not depend much on whether an iterative receiver (providing the demodulator with soft input) is used.
The C++ program used for generating the results can be downloaded from [13] .
V. CONCLUSION
A previously proposed method for MIMO detection with soft-input and output, PM [9] , has fixed computational complexity, is straightforward to parallelize, and may operate arbitrarily close to the MAP detector performance-wise, when using more computational power. However, when using soft-input, this scheme has until now only worked with BPSK modulation per real dimension.
This correspondence offers a new soft-input extension, for arbitrary separable constellations, to the PM method. The computational complexity is not significantly increased. In a range of presented experiments, the new method gives nearly the same FER performance as MAP detection. Moreover, the PM algorithm can perform better than the Max-log algorithm. This last experimental comparison is important, since the fixed complexity sphere decoder [6] , [7] is based on the Max-log algorithm. The proposed ZF-DF algorithm is straightforward to generalize to nonseparable constellations. In this case, the ZF-DF algorithm has to search through a complex-valued constellation instead of a real-valued constellation at each step.
APPENDIX COLUMN REORDERING
The purpose of Algorithm 2 is to reorder the bits so that the "most difficult" bits are dealt with by the marginalization over s A in (11) , and so as to minimize ZF-DF error propagation by starting from the "least difficult" bits. For a more thorough discussion of Algorithm 2, see [9] . 
