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We introduce an efficient tensor network toolbox to compute the low-energy excitations of large-
scale superconducting quantum circuits up to a desired accuracy. We benchmark this algorithm
on the fluxonium qubit, a superconducting quantum circuit based on a Josephson junction array
with over a hundred junctions. As an example of the possibilities offered by this numerical tool, we
compute the pure-dephasing coherence time of the fluxonium qubit due to charge noise and coherent
quantum phase slips, taking into account the array degrees of freedom corresponding to a Hilbert
space as large as 15180. Our algorithm is applicable to the wide variety of circuit-QED systems and
may be a useful tool for scaling up superconducting-qubit technologies.
I. INTRODUCTION
Superconducting qubits are a leading platform for
quantum information processing [1, 2]. These qubits are
built from superconducting quantum circuits integrating
linear elements, such as capacitors and inductors, to-
gether with the only known nonlinear and nondissipative
circuit component: the Josephson junction. These cir-
cuits operate at milliKelvin temperatures where macro-
scopic electromagnetic degrees of freedom associated to
currents and voltages in the circuit are described quan-
tum mechanically [3, 4]. In this regime, nodes (or
branches) of the circuit are represented by bosonic fields
with, in principle, infinite Hilbert-space dimension. The
circuit topology defines linear and nonlinear interactions
between these bosonic modes. Determining the low-lying
excitations of the circuit in the presence of such inter-
actions requires the diagonalization of the full circuit
Hamiltonian. However, for circuits with more than a
few nodes, this rapidly becomes intractable by exact di-
agonalization. With current devices integrating 10s [5] to
100s [6], 1,000s [7] and even 10,000s [8] Josephson junc-
tions, finding new methods to efficiently model these de-
vices is one of the challenges that the field is facing.
Most superconducting quantum devices operate in
regimes where effective models with a reduced number of
degrees of freedom are accurate enough to describe the
physics of interest. However, these effective models are
based on approximations that allow extracting only lim-
ited information about the system. Moreover, it is often
not possible to trace back the original circuit parameters
from the effective model and, when it is possible, these
parameters have to be inferred indirectly from complex
multivariate fits to the experimental data. This loss of
information can be detrimental to circuit design.
In this work, we adapt to many-body superconduct-
ing quantum circuits a numerical tensor network method
that we have introduced in Ref. [9]. We use this numer-
ical toolbox to compute the relevant low-energy excita-
tions of a large-scale superconducting circuit taking into
consideration all of the degrees of freedom of a lumped-
element model of the device. We show how this gives
access to information about the system that can be used,
for instance, to estimate the device coherence times from
first principles.
As an example of application of this method, we con-
sider the fluxonium qubit [5]. This superconducting
quantum circuit is made of a small Josephson junction
shunted by an array of ∼ 100 Josephson junctions. Be-
cause of the large number of elements in the fluxonium
circuit, this qubit is an ideal testbed for our numerical
approach. Moreover, solving the complete fluxonium cir-
cuit Hamiltonian is challenging due to the short- and
long-range linear and nonlinear interactions of the model,
which is formulated under periodic boundary conditions.
To benchmark our tensor network implementation, we
develop an effective model for the fluxonium qubit that
captures the essential circuit details and which can easily
be solved by exact diagonalization. To assert the validity
of the tensor network method, we first compare results
obtained with this technique to those obtained with the
approximate effective model in regimes where the latter
approach is expected to faithfully describe the device. We
then push the tensor network method to regimes where
deriving an accurate effective theory is difficult. The ef-
fective model and the tensor network toolbox are used to
investigate the charge dispersion of the fluxonium qubit
in a broad range of parameters, confirming an existing
theory [10] and clarifying its regime of validity. Finally,
we use the tensor network method to estimate the pure-
dephasing time of a realistic fluxonium device. We pro-
vide direct numerical evidence of the potentially harmful
effects of charge noise in this system for certain circuit
parameters.
This paper is organized as follows. In Sect. II, we sum-
marize the tensor network method introduced in Ref. [9].
In Sect. III, we provide a tensor network implementa-
tion of the complete fluxonium-qubit Hamiltonian, de-
scribe an effective model for this qubit and compare re-
sults obtained with both approaches. Sect. IV discusses
the interplay between charge noise and coherent quantum
phase slips in the fluxonium qubit. The main result of
this section is the direct numerical evidence of the charge
dispersion in fluxonium devices, supporting a previously
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developed theory [10]. Sect. V is dedicated to the conclu-
sions and to an outlook of the results of this work.
II. THE MULTI-TARGETED DMRG
ALGORITHM
A useful strategy to determine the low-energy exci-
tations of a quantum system is based on decomposing
the many-body wavefunction into a series of tensors,
each representing a single site (or mode). The form of
the resulting wavefunction is called matrix product state
(MPS) and has been known for some time [11]. For a
review, see for instance Refs. [12–16]. The tensor decom-
position applies to the full many-body wavefunction
|ψ〉 =
∑
{σi}
cσ1σ2...σNJ |σ1σ2 . . . σNJ 〉, (1)
where σi indexes orbitals (or levels) that belong to a
finite-dimensional basis of states for the ith site. For
a site representing a bosonic mode, a finite-dimensional
basis for this site may be defined by truncating the site’s
Hilbert space. The probability amplitude cσ1σ2...σNJ
in Eq. (1) is interpreted as a tensor with NJ indices, NJ
being the number of sites. In order to obtain a MPS
representation of |ψ〉, a series of tensor decompositions
can be performed using the singular value decomposi-
tion (SVD). The SVD decomposes a tensor into two
isometries, U and V , and a diagonal matrix D such that
the original tensor may be reconstructed as UDV †. By
performing successive SVDs on the full original tensor,
one obtains a site-by-site representation of the wavefunc-
tion of the form [13]
|ψ〉 =
∑
{σi},{ai}
Aσ1a1A
σ2
a1a2 . . . A
σNJ−1
aNJ−2aNJ−1A
σNJ
aNJ−1
× |σ1σ2 . . . σNJ 〉,
(2)
where Aσiai−1ai is the tensor of the MPS associated to
the ith site. Here, an extra index ai appears correspond-
ing to a link index that connects to an adjacent site. The
dimension of this additional index is known as the bond
dimension and is controlled by truncating the number
of nonzero singular values that are kept in the diagonal
matrix D of the SVDs. Effectively, this truncation leads
to a compressed representation of the many-body state,
leaving out small entries of the density matrix which are
unimportant to understand the physical phenomenon of
interest. Physical systems that can be modeled efficiently
by a MPS with a much smaller bond dimension than
the full wavefunction often involve short-range interac-
tions and low dimensions [17]. Other cases can also be
captured by a MPS at the price of using a larger bond
dimension [12, 13].
Equation (2) is represented in the left-normalized ba-
sis where the tensor A is determined from the U tensor
of the SVD. The MPS can also be written with right-
normalized tensors (creating tensors from V †). The most
common gauge to choose is the mixed-canonical repre-
sentation [13]. There, left- and right-normalized tensors
are separated by one site where the D matrix has been
contracted on to the site. This site is known as the or-
thogonality center, and represents the information passed
between the left and right parts of the system.
In practice, the MPS is obtained by first constructing
the Hamiltonian as a tensor network, known as a matrix
product operator (MPO). Once the MPO is specified, an
algorithm can be designed to converge from a starting
initial state to the correct ground state. A well-known
tensor network method to achieve this is the density ma-
trix renormalization group (DMRG) algorithm [18, 19].
This approach is found to be efficient for solving systems
that are well captured by the MPS and can converge
to the ground state in only a few iterations of the algo-
rithm [17, 20, 21]. More importantly, the complexity of
this algorithm scales linearly with the number of sites,
making it possible to treat systems of sizes well beyond
what is possible with exact diagonalization.
While DMRG is most commonly used to study ground-
states, the analysis of superconducting quantum circuits
requires us to determine several low-energy excitations.
For example, in the case of a single superconducting
qubit built using some large superconducting circuit, the
ground state and the two first lowest energy excitations
are needed to estimate the qubit frequency ω01 and an-
harmonicity ω12−ω01, where ~ωi is the energy of the ith
eigenstate of the circuit and ωij = ωj − ωi. If nq such
qubits are integrated on a chip, the number of excitations
required to characterize the device typically scales as n2q.
The conventional approach to compute excitations
with DMRG is to add to the system Hamiltonian an en-
ergy penalty of the form
∑
i∈ex. Λ|ψi〉〈ψi|, with Λ > 0,
where ex. denotes a set of previously determined excita-
tions {|ψi〉}. This energy penalty forces the previously
determined low-energy excitations above the next ex-
cited state, which becomes the ground state of the mod-
ified Hamiltonian and for which standard DMRG can be
run [13]. However, it can be noticed that this technique
can miss excited states and suffers from convergence is-
sues.
To remedy this problem, we have derived an exten-
sion of the DMRG algorithm that includes the excita-
tions computed directly in the Lanczos step of the algo-
rithm [9]. We extended the original MPS to a bundled
MPS, where the orthogonality center has been given an
additional index that identifies excitations in the system.
By attaching this additional index to the state, we can
derive an efficient tensor network update at each step
of the DMRG algorithm that modifies the wavefunction
of each excitation until the energy is variationally mini-
mized to the correct eigenvalue. This procedure, that we
name the ‘multi-targeted’ DMRG algorithm, is numeri-
cally stable and does not miss excitations or introduce
numerical degeneracies in all tested situations.
Indeed, we have used this method to obtain tens or
hundreds of excitations simultaneously, all in a single run
FIG. 1. Lumped-element model of the fluxonium qubit. (a)
Detailed circuit scheme including a “black-sheep” junction
(center) shunted by a capacitance (top) and a junction-array
superinductance with NJ junctions (bottom). Stray capaci-
tances to ground are depicted in a lighter shade of blue. (b)
Effective circuit in which the junction-array is modeled as a
linear inductance. φi for i ∈ [0, NJ ] denotes the superconduct-
ing phase at every circuit node, while θi for i ∈ [1, NJ ] is the
phase difference at every junction of the array. The superin-
ductance (or fluxonium) mode is defined as the phase differ-
ence across the black-sheep junction: φ = φ0−φNJ =
∑NJ
i=1 θi.
of the multi-targeted DMRG algorithm. This is where
our newly developed technique differs significantly from
the traditional DMRG approach for computing excita-
tions, which needs to be run sequentially, once per re-
quired excitation. Furthermore, an important benefit of
our multi-targeted DMRG algorithm is that the orthog-
onality of the computed excited states is guaranteed up
to numerical precision. In contrast, in the traditional
DMRG approach, the degree to which orthogonality con-
ditions are satisfied within a set of computed eigenstates
is determined by the accuracy of the associated eigen-
values. More information on the multi-targeted DMRG
algorithm can be found in Ref. [9].
III. DMRG IMPLEMENTATION OF THE
FLUXONIUM-QUBIT HAMILTONIAN
We choose the fluxonium qubit [5] as a testbed for the
multi-targeted DMRG approach. Because of its relatively
complex structure, with a Hamiltonian that includes pe-
riodic boundary conditions as well as short- and long-
range linear and nonlinear interactions (see appendix A),
this is an ideal test circuit for this numerical method. We
note that non-multi-targeted DMRG has previously been
used to study quantum phase transitions in Josephson-
junction rings [22, 23] and the coherence properties of the
current-mirror qubit [24].
The fluxonium qubit is a variation on the transmon
qubit [25] in which a large shunt inductor is added to pro-
tect the device against low frequency charge noise [26].
Recent experiments have demonstrated long coherence
times with this qubit [6, 27, 28]. The fluxonium cir-
cuit (see Fig. 1) consists of a small Josephson junc-
tion, referred to as the “black-sheep” junction, shunted
by a superinductance, i.e. a circuit element with ef-
fective impedance greater than the quantum of resis-
tance RQ = h/(2e)
2 ' 6.5 kΩ and self-resonance fre-
quencies above 10 GHz [29–33]. Superinductances have
been made using Josephson junction arrays [5, 32], high-
kinetic-inductance superconductors [34, 35] and granular
aluminium [36, 37]. Superinductances are also crucial
to other qubit designs such as the noise-protected 0 − pi
qubit [30, 38]. While a superinductance is in principle
a multimode device, it can behave as a single-mode lin-
ear inductance under appropriate conditions [32, 39, 40].
The multimode structure of such a device has, however,
important consequences [32, 35], some of which are in-
vestigated below.
A. Setting-up the multi-targeted DMRG algorithm
With the objective of determining the low-energy ex-
citations of the full fluxonium device shown in Fig. 1 (a)
using our multi-targeted DMRG algorithm, we first de-
scribe the associated circuit Hamiltonian. In this circuit,
the black-sheep junction is described by its Josephson
energy EJb and its capacitance CJb which may include
a shunt capacitance. We take the superinductance to
be realized by an array of Josephson junctions, with LJi
and CJi being the ith junction inductance and capaci-
tance, respectively. Moreover, a ground capacitance C0i
is associated to the ith circuit node. In the absence of
circuit element disorder, these parameters take the con-
stant values LJ , CJ and C0, respectively. We also define
the junction plasma frequency ωp = 1/
√
LJCJ and re-
duced impedance z =
√
LJ/CJ/RQ. Following the stan-
dard circuit-quantization procedure [3], the Hamiltonian
of the circuit of Fig. 1 takes the form (see appendix A)
H =
NJ∑
i=1
H0i +
NJ∑
j>i
~gij ninj − EJb cos
(
NJ∑
i=1
θi + ϕext
)
.
(3)
In this expression, H0i = 4ECi(ni − ngi)2 − EJi cos θi
is a noninteracting (or site) Hamiltonian for the ith ar-
ray junction, where θi is the phase difference across that
junction and ni the conjugate charge. Moreover, ngi is
an offset-charge parameter, ECi is the effective charg-
ing energy of this junction and EJi = ϕ
2
0/LJi is the
Josephson energy with ϕ0 = Φ0/2pi where Φ0 = h/2e
is the flux quantum. In addition to the on-site energies,
Eq. (3) includes a bilinear interaction ∝ ninj arising from
the ground, black-sheep and array-junction capacitances,
that couples the sites with comparable strength and all-
to-all connectivity (see appendix A). Furthermore, the
last term of Eq. (3) is a nonlocal interaction that de-
pends on the external flux Φext = ϕ0ϕext and which
results from the strongly nonlinear Josephson potential
of the black-sheep junction. Because Eq. (3) includes a
very large number of degrees of freedom and is there-
fore difficult to work with, this Hamiltonian is typically
not directly employed in the literature to describe the
fluxonium qubit. Instead, fluxonium devices are usually
modeled by a phenomenological Hamiltonian that incor-
porates a single bosonic degree of freedom, φ =
∑NJ
i=1 θi,
known as superinductance or fluxonium mode [5].
To obtain the low-energy excitations of Eq. (3) by
means of a tensor network method, and in this way
go beyond the usual effective model, the circuit Hamil-
tonian must first be converted to its matrix product
operator form. Crucially, we noticed that the long-
range cosine interaction is ideally suited to matrix prod-
uct states and operators, preventing an increase of the
bond dimension with the number of sites. This observa-
tion is one of the key findings of our work and extends
to all circuit-QED Hamiltonians, from lumped-element
models to black-box-quantization [41, 42] and energy-
participation-ratio [43] formalisms. Indeed, we have suc-
cessfully implemented a wide variety of such models and
circuit Hamiltonians, results that will be reported else-
where. On the other hand, the all-to-all capacitive in-
teraction in Eq. (3) does not have an efficient MPO rep-
resentation. However, this unfavorable interaction does
not prevent an efficient implementation of the multi-
targeted DMRG algorithm, as the results that are pre-
sented below are obtained with a relatively small bond
dimension using MPO compression techniques [44]. The
efficient matrix-product-operator representation of the
black-sheep Josephson potential in Eq. (3), and the possi-
bility of handling an arbitrary capacitive coupling Hamil-
tonian by compression techniques, makes our DMRG im-
plementation readily applicable to the wide variety of
circuit-QED setups.
B. Effective single-mode theory
To assert the validity of our DMRG method, we
derive in appendix B an effective single-mode theory
from Eq. (3) that can be solved by exact diagonalization,
and which goes beyond the standard treatment found in
the literature. Under approximations controlled by the
parameter regime of the device, we arrive at the Hamil-
tonian
H ′ = 4ECn′2−N2JEL cos(φ′/NJ)−EJ cos(φ′+ϕext), (4)
where the mode described by φ′ is closely related to the
superinductance (or fluxonium) mode φ, and n′ the con-
jugate charge. Here, EC , EL and EJ are, respectively,
effective capacitive, inductive and Josephson energies ob-
tained from the classical normal-mode structure of the
circuit. If the ground capacitances C0i for i ∈ [1, NJ ] can
be neglected, then φ′ = φ and n′ = n = N−1J
∑NJ
i=1 ni,
where n is the conjugate charge operator to φ. Other-
wise, the φ′ mode includes corrections to φ that are linear
in C0.
Although in the limit of large NJ Eq. (4) re-
duces to the usual effective model for the fluxonium-
qubit [see Fig. 1 (b)] [5], the parameters of Eq. (4) capture
the full circuit’s capacitance network and contain impor-
tant corrections due to the nonlinearity of the array junc-
tions. These corrections can lead to significant frequency
shifts of the qubit transitions (see appendix B 3). Cru-
cially, because of its single-mode nature, Eq. (4) can eas-
ily be diagonalized numerically by truncating the Hilbert
space of the φ′ mode to finite dimension.
C. Comparison
Having derived the effective model of Eq. (4) which
will be used as a benchmark, we are now in a posi-
tion to demonstrate the results of our DMRG approach
and to explore the capabilities of this method. To
this end, we consider a device in the ‘heavy fluxonium’
regime [6, 27, 35] with a large shunt capacitance and a
superinductance made of NJ = 120 identical junctions
where ωp/2pi = 25 GHz and z = 0.03 [32]. See ap-
pendix B 2 for a qualitative description of the different
regimes of the fluxonium qubit Hamiltonian. Each junc-
tion is modeled as a multilevel system using the 15 low-
est energy eigenstates of the site Hamiltonian H0i . We
find that for low-impedance junctions, the site eigenbasis
requires a smaller number of states to avoid truncation
errors as compared to other local bases such as the charge
basis. The DMRG implementation is thus defined in a
product basis of local wavefunctions spanning a many-
body Hilbert space as large as 15120 and that has, a
priori, no built-in information about collective modes of
the system. Importantly, this choice of basis also makes
our treatment readily extensible to other superconduct-
ing quantum circuits.
Figure 2 (a) shows the energy spectrum of the flux-
onium device of Fig. 1 for both multi-targeted DMRG
[Eq. (3), light-blue circles] and exact diagonalization of
the effective single-mode theory [Eq. (4), black dashed
lines] as a function of the external flux Φext. We find ex-
cellent agreement between these two independent mod-
els. Importantly, this observation extends to all sys-
tems sizes and parameter sets that we have tested, from
a few-sites fluxonium-like device to circuits with more
than 200 junctions. These results provide supporting
evidence of a successful DMRG implementation of the
fluxonium qubit Hamiltonian. Moreover, this motivates
applying the DMRG technique in regimes of parameters
where deriving an effective model is not possible. Further
numerical evidence is presented in appendix B.
D. Exploring the DMRG results
In addition to computing global properties of the cir-
cuit, such as its energy spectrum, the multi-targeted
DMRG algorithm also gives access to local site proper-
ties and n-body correlators. These operators can give
insights into the many-body structure of the fluxonium
eigenstates. The purpose of this section is to motivate
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FIG. 2. A 120-junction superinductance heavy fluxonium
as a function of Φext. (a) Energy spectrum of the Hamil-
tonians in Eq. (3) (DMRG) and Eq. (4) (single mode). (b)
Mean photon-number population of the array Josephson junc-
tions (sites) for every eigenstate |ψk〉 of the fluxonium cir-
cuit. (c) Single-junction picture of fluxon- and plasmon-like
excitations. (d) Schematic of the effective potential energy
and wavefuctions of the single-mode Hamiltonian for Φext ∈
{0,Φ0/4,Φ0/2}. (e) Expectation value of the phase operator
at every circuit node of the superinductance for the fluxo-
nium eigenstates labeled by |ψ0〉 and |ψ2〉. Circuit parame-
ters: CJb = 40 fF, EJb/h = 7.5 GHz, CJ ' 32.9 fF and LJ '
1.23 nH (from ωp/2pi = 25 GHz and z = 0.03 [32]) and C0 = 0.
Single-mode model parameters: EC/h ' 0.48 GHz, EL/h '
1.27 GHz (i.e. L ' 129.1 nH) and EJ = EJb .
the use of our DMRG algorithm to explore some of these
quantities.
As an example application, Fig. 2 (b) shows the mean
photon-number population 〈pi〉 = 〈ψk|H0i |ψk〉/~ωp of
the ith site, for all sites (i ∈ [1, 120], vertical axis of each
of the 6 density plots) as a function of Φext. These expec-
tation values are computed for a given eigenstate |ψk〉 of
the full fluxonium circuit, from the ground state (k = 0,
bottom density plot) to the 5th excited state (k = 5, top
density plot). Because of the absence of circuit-element
disorder in these simulations, the results do not show
any variations with site number. We observe that the
photon-number population of the array junctions is rel-
atively low for the ground state. The same is true for
some excited states whose energies change rapidly with
the external flux (fluxons). Note that energies are given
with respect to the ground state energy, which is chosen
to be always 0. In other words, the energy of the ith
excited state as illustrated in Fig. 2 (a) corresponds to
that of the transition |ψ0〉 → |ψi〉. Moreover, we note
that the photon-number population of the array junc-
tions is relatively high for excited states that have a weak
frequency dispersion as a function of Φext (plasmons).
We interpret these results with the help of Fig. 2 (c),
which illustrates a portion of the local Josephson po-
tential of an array junction and its single-site wavefunc-
tions. From the point of view of this site (left panel), a
fluxon state |ψk〉 involves a small displacement by αk/NJ
of the site’s wavefunction (red) away from its noninter-
acting ground state position (light blue), where αk is a
real number. With the current operator associated to
the ith junction given by Ii = Ic sin θi where Ic is critical
current, this displacement results in a circulating current
for αk 6= 0. In addition to this mean-field displacement,
plasmon states involve non-negligible population of the
sites’ excited states, as shown in Fig. 2 (c) [right panel].
The above interpretation becomes clearer by consid-
ering the effective potential and wavefunctions obtained
from the single-mode effective Hamiltonian Eq. (4), as
shown in Fig. 2 (d) for Φext ∈ {0,Φ0/4,Φ0/2}. The shape
of the effective potential is determined by the cosine po-
tential of the black-sheep junction and the inductive en-
ergy −N2JEL cos(φ′/NJ) ' ELφ′2/2 of the array. While
fluxon states correspond in this picture to the lowest en-
ergy eigenstates associated to the local minima of the
effective potential, plasmon states correspond to intra-
well excitations (see also appendix B 2). The effective
model potential connects to that of Fig. 2 (c) by noticing
that 〈ψk|φ|ψk〉 ≡ 〈ψk|
∑NJ
i=1 θi|ψk〉 = αk for an excita-
tion |ψk〉 localized in a single potential well. Thus, in this
case, the displacement of the sites’ wavefunctions adds to
a collective value αk that approximately coincides with
the position of a local minimum of the effective potential.
This is examined further in Fig. 2 (e), which shows the ex-
pectation value of the phase drop φ0−φi ≡
∑i
j=1 θj , ob-
tained from DMRG and plotted as a function of the site
number for the fluxon states |ψ0〉 and |ψ2〉 at Φext = Φ0/4
in Fig. 2 (d) [middle panel]. In this figure, the expecta-
tion value 〈ψk|(φ0 − φi)|ψk〉 is represented by the angle
between the direction of a vector localized on the ith
site with respect to the vertical direction. Thus, the to-
tal angle between the vectors belonging to the first and
last sites can be identified with the positions of the local
minima α0 and α2 of the effective potential of Eq. (4).
Overall, Fig. 2 shows that the multi-targeted DMRG
algorithm correctly reproduces the results of the effective
single-mode theory. It can also provide information that
is not accessible from this theory. This comparison pro-
vides solid evidence of a correct DMRG implementation
of the full circuit Hamiltonian of the fluxonium qubit. It
also suggests that other circuit Hamiltonians can benefit
from this numerical method. Moreover, the local physical
quantities such as those illustrated in Fig. 2 (b), contain
information about the energy-participation ratio of all
circuit components for a given collective excitation. This
information could be used to identify limiting dissipation
channels and to understand the effect of circuit-element
disorder. We return to these aspects in Sect. V.
IV. CHARGE DISPERSION AND COHERENCE
TIME
We now proceed with a concrete application that shows
how our DMRG implementation can be leveraged to pro-
duce coherence-time estimates from first principles. In
particular, we are interested in quantifying the coher-
ence time of the fluxonium due to the combined effect of
charge noise and coherent quantum phase slips [10, 33].
A. Charge dispersion
In the fluxonium qubit, the black-sheep junction acts
as a weak link that couples flux states of the supercon-
ducting loop. This mechanism makes quantum control
of the flux degree of freedom possible but can also be
a source of errors. In a semiclassical picture, the rate
at which a quantum of flux can tunnel in and out of
the loop through the black-sheep junction is proportional
to the junction impedance, while the energy cost associ-
ated to the addition of a quantum of flux to the loop
scales as 1/L. Since the tunneling of a flux quantum
corresponds to a change of 2pi in the phase of the super-
conducting order parameter, this phenomenon is known
as coherent quantum phase slip (CQPS) [10, 45–50]. In
experiments, fluxonium devices exploit a wide range of
black-sheep junction impedances, ranging from relatively
small in the heavy-fluxonium [6, 27, 35], to moderate in
the fluxonium [5, 10] and to large values for the light-
fluxonium [51]. See appendix B 2 for a qualitative dis-
cussion of these parameter regimes. Ideally, the total
amplitude for CQPS events is largely dominated by the
contribution from the black-sheep junction. However, if
the impedance of the array junctions is large enough, the
added CQPS amplitude due to the superinductance can
be non-negligible. In this limit, the junction array may
be regarded as a “slippery” superinductance [33].
Reference [10] introduced an effective model describing
the effect of CQPS events occurring in the superinduc-
tance of a fluxonium qubit. In this model, CQPS events
due to the black-sheep junction are captured by a phe-
nomenological single-mode fluxonium qubit Hamiltonian
similar in spirit to Eq. (4). On the other hand, CQPS
due to the superinductance enter in the effective Hamil-
tonian via the external flux. More precisely, the parame-
ter Φext in Eq. (4) is replaced by Φext +mΦ0, where m is
an integer-valued number operator that counts the num-
ber of CQPS in the superinductance. Since a CQPS
event at any junction of the superinductance leads to
a jump m → m ± 1, it can be interpreted as a 2pi phase
bias on φ.
To quantify the total CQPS amplitude resulting from
the superinductance, we consider a realistic model of
this composite circuit element with its NJ islands and
their independent offset charges [see Fig. 1 (a)]. As
a consequence of the Aharonov-Casher effect, the flux-
tunneling amplitude at a given array junction has a well-
defined phase given by the offset-charge ngi associated
to that junction [10, 45, 50, 52–54]. By adding coher-
ently the contributions from the NJ array junctions, the
total CQPS amplitude (excluding the black-sheep junc-
tion) takes the form ES =
∑NJ
i=1 0ie
i2pingi , where
0i = 8
√
2 ~ωpi exp(−4/pizi)/
√
pizi, (5)
determines the charge dispersion of the ground state en-
ergy of the transmon Hamiltonian H0i in terms of the re-
duced impedance zi and plasma frequency ωpi of the ith
array junction [25, 33, 45, 55]. Importantly, this result
only holds in the low-impedance limit (zi  1).
CQPS events in the superinductance can then be de-
scribed by a phenomenological flux-tunneling Hamilto-
nian of the form HCQPS = (ESm
− + E∗Sm
+)/2, where
the operator m− [m+ = (m−)†] removes (adds) a sin-
gle flux quantum from the loop through any of the array
junctions. In the limit of rare CQPS, |ES |  EL, HCQPS
can be regarded as a small perturbation to the fluxonium
Hamiltonian. In this situation, first-order perturbation
theory predicts a shift δωij = Re[ES ](〈T 〉j − 〈T 〉i)/~
of the qubit’s i → j transition frequency, where T =
exp(−i2pin) is a 2pi-displacement operator whose expec-
tation values are computed using the unperturbed eigen-
states {|ψi〉} with m = 0 [10]. For a homogeneous array
(0i ≡ 0 for i ∈ [1, NJ ]), one has −NJ0 ≤ Re[ES ] ≤
NJ0, and the total charge dispersion of the qubit tran-
sition frequency is
|∆ω01| = 2NJ0|〈T 〉1 − 〈T 〉0|/~. (6)
As the classical flux states of the loop are degenerate
at Φext = Φ0/2, the effect of a nonzero ES is stronger
close to this flux bias.
Figure 3 shows the charge dispersion of the fluxon
transition of a fluxonium device with parameter values
chosen to be as close as possible to those of the ex-
periment of Ref. [10]. The top panel shows the qubit
transition frequency as a function of the external flux
close to Φext = Φ0/2 for different values of the offset
charge ngi ≡ ng, assumed to be the same on every junc-
tion of the array. Each sub-panel shows the DMRG re-
sults for a given value of the array-junction impedance.
The lightest (darkest) transition in purple corresponds
to ng = 0 (ng = 0.5). Since ng = 0.5 is a charge de-
generacy point of the single-array-junction Hamiltonian
H0i , Cooper-pair transport between the circuit islands is
relatively easier, leading to a stronger flux dispersion in
comparison to the case of ng = 0 [56]. Dashed black lines
show the qubit transition according to Eq. (4) which does
not have an offset-charge parameter. Note that the offset-
charge dependence of the CQPS tunneling energy leads
to constructive (|ES | > 0) and destructive (ES → 0)
interference of CQPS events.
Qualitatively, charge dispersion increases rapidly
with z due to the exponential scaling of Eq. (5). This
is best illustrated by the bottom panel of Fig. 3, which
shows the charge dispersion for Φext = Φ0/2 as a func-
tion of z. Light-blue circles (Full DMRG) correspond to
a fully numerical estimation using DMRG for which the
charge dispersion is computed by taking the difference
between the energy of the fluxon transition for ng = 0
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FIG. 3. Charge dispersion of a 40-junction superinductance
fluxonium qubit as a function of the reduced impedance of
the array junctions. Top panel: Broadening of the fluxon
transition around Φext = Φ0/2 for ng ∈ [0, 0.5]. Color lines
are obtained using the multi-targeted DMRG algorithm while
dashed black lines correspond to estimations using the single-
mode Hamiltonian Eq. (4). Bottom panel: Total charge dis-
persion of the fluxon transition at Φext = Φ0/2 according
to the DMRG calculation (circles) contrasted to the predic-
tion of Eq. (6) with matrix elements evaluated by means of
DMRG (triangles) or the single-mode model (dashed lines).
Parameters: CJb = 7.5 fF, EJb/h = 8.9 GHz, ωp/2pi = 12.5
and C0 = 0, according to Ref. [10].
and ng = 0.5. Black triangle symbols [Eq. (6) (DMRG)]
are the result of Eq. (6) for which the matrix elements
are evaluated using the eigenstates obtained from DMRG
for ng = 0. The black dashed line [Eq. (6) (Single mode)],
in contrast, is obtained by evaluating the matrix ele-
ments using the single-mode Hamiltonian Eq. (4). We
find no significant difference between the DMRG [Eq. (6)
(DMRG)] and the single-mode [Eq. (6) (Single mode)]
implementations of Eq. (6), with both approaches show-
ing a small but clearly visible deviations from the re-
sults obtain from fully numerical DMRG estimation (Full
DMRG) at large z.
Indeed, we observe a remarkable agreement between
the estimation of the total charge dispersion from fully
numerical DMRG and that predicted by Eq. (6), up to
array-junction impedances as high as z ' 0.1. This pro-
vides evidence in support of the theoretical model intro-
duced in Ref. [33]. Although not visible in Fig. 3, small
deviations between the fully numerical DMRG estima-
tion and those based on Eq. (6) are present for z . 0.06.
The largest truncation error for all simulations in Fig. 3
is of order 10−11, and the error tolerance on the eigen-
values are set to 10−12, guaranteeing the convergence of
the fully numerical DMRG results to the same accuracy.
DMRG being a variational method, we have verified that
the convergence to the reported accuracy is also well be-
haved. We noticed deviations of the same order of magni-
tude between the fully numerical DMRG estimation and
the prediction of Eq. (6) for devices with different sets of
circuit parameters.
On the other hand, the large relative difference be-
tween the full numerical multi-targeted DMRG estima-
tion and those based on Eq. (6) in the range of z & 0.1 is
expected. Indeed, in this regime, Eq. (5) and the assump-
tion that |ES |  EL are both no longer valid [33]. There-
fore, z & 0.1 is a regime in which the DMRG method is
at a clear advantage over effective theories.
B. Coherence-time estimations
Because of unavoidable charge noise, the value of δωij
fluctuates in time, leading to broadening of the qubit
transition. For large charge dispersion, this effect can
severely compromise qubit coherence. This observation
is the basis of the experimental study of Ref. [10], where
the reduction of the qubit coherence time around the
flux sweet spot is taken as indirect evidence of CQPS
events in the “slippery” superinductance. In support of
the experimental observation and as a further example
of the power of the multi-targeted DMRG algorithm, we
show below that full DMRG simulation of a device with
similar circuit parameters to those reported in Ref. [10]
predicts the pure-dephasing coherence times to be dom-
inated by the combined effect of charge noise and CQPS
around Φext = Φ0/2. Moreover, the coherence-time val-
ues that we obtain with this method result very close to
those measured experimentally.
In order to estimate the coherence times, we follow
closely Ref. [10] assuming that the variables ngi are in-
dependent and randomly distributed. The probability
density function of Re[ES ] can then be approximated
by a Gaussian distribution with zero mean and stan-
dard deviation
√
NJ/2 0 [10]. Following this expres-
sion, the effective broadening of the qubit transition
scales as
√
NJ , something which translates to the pure-
dephasing rate 1/Tϕ,CQPS = |∆ω01|/4
√
NJ [10, 33]. To
identify the domimant dephasing mechanism, we com-
pare this timescale to that expected for 1/f flux noise
by deriving in appendix C a multilevel pure-dephasing
master equation of the form
∂tρ =
∑
k
Γkkϕ D[σkk, σkk] ρ
+
∑
k>l
Γklϕ
(
D[σkk, σll] +D[σll, σkk]
)
ρ,
(7)
where Γklϕ are time-dependent pure-dephasing rates pro-
portional to the 1/f flux noise amplitude, σkl = |ψk〉〈ψl|,
and D[x, y] ρ = xρy† − {y†x, ρ}/2 is a generalized dissi-
pator operator. By integrating Eq. (7), we define the
flux-noise coherence time Tϕ,Flux by the implicit equa-
tion ρ01(Tϕ,Flux)/ρ01(0) = 1/e that we solve numerically.
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FIG. 4. Coherence time of a 40-junction superinductance
fluxonium qubit. (a) Energy spectrum according to DMRG
and single-mode estimations as a function of Φext. The black
dotted line corresponds to the plasma frequency of the ar-
ray junctions. (b) Pure-dephasing coherence times for flux
and charge (CQPS) noise as obtained from DMRG. Parame-
ters: CJb = 7.5 fF, EJb/h = 8.9 GHz, z = 0.09, ωp/2pi = 12.5
and C0 = 0, extracted from Ref. [10]. The 1/f flux-noise am-
plitude is taken to be AΦ = 1.2µΦ0, which is a conservative
value [25].
Figure 4 (a) shows the energy spectrum of the sim-
ulated device as a function of the external flux, results
that should be compared to those of Ref. [10]. In con-
trast to the results in Fig. 2 (a), the difference between
the DMRG and single-mode simulations for the param-
eters of Ref. [10] is sightly more noticeable due to the
low plasma frequency of the array junctions ωp/2pi =
12.5 GHz, around which ∼ 40 other additional circuit
modes lie [35]. This makes any single-mode approx-
imation invalid, except at low frequencies. Further-
more, Fig. 4 (b) shows the estimation of the device’s
coherence times using only the results from DMRG as
a function of the external flux and close to the bias
point Φext = Φ0/2. We find values which are very similar
to the experimental observation (see Fig. 4 in Ref. [10]),
thus providing further numerical evidence of the com-
bined effects of charge noise and CQPS. This mechanism
dominates over flux noise close to the device’s flux sweet
spot, resulting in sub-µs coherence times for the device
parameters of Ref. [10], in agreement with the experi-
mental observations.
Combined, the results of Fig. 3 and Fig. 4 illustrate
the rich interplay between charge noise and CQPS in the
fluxonium architecture. Added to the improved simula-
tion capabilities provided by the multi-targeted DMRG
algorithm, these findings motivate a systematic experi-
mental study to understand these effects further.
V. CONCLUSIONS AND OUTLOOK
We have developed a multi-targeted DMRG algorithm
to simulate large-scale superconducting quantum devices.
As an example, we have applied this numerical technique
to the fluxonium qubit. The fluxonium circuit integrates
a large number of degrees of freedom with linear and non-
linear short- and long-range interactions that are subject
to periodic boundary conditions. Combined, these fea-
tures make this model a challenging target for our DMRG
algorithm. To assert the validity of the DMRG simu-
lations, we have developed a detailed single-mode the-
ory for the fluxonium qubit. Finally, we have employed
DMRG to investigate the combined effect of charge noise
and coherent quantum phase slips in the fluxonium qubit,
confirming the theoretical model introduced in Ref. [10]
and reproducing some of the experimental findings of
that work.
Having access to the expectation values of local and
of n-body operators makes it possible to investigate the
many-body properties of superconducting quantum cir-
cuits. This could help, for instance, in finding new ap-
proaches to encode quantum information nonlocally in
protected subspaces by exploiting entanglement in these
systems. Moreover, local information of large-scale su-
perconducting quantum circuits may be used to evaluate
the impact of dissipation channels and circuit-element
disorder. This might also lead to a more detailed un-
derstanding of dissipation and decoherence mechanisms.
Our numerical approach also has the potential to enable
advancements in several areas of superconducting-qubit
research. In particular, we envision future applications
to the analysis of multi-qubit devices and the design of
scalable superconducting-qubit architectures.
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Appendix A: Fluxonium Circuit Hamiltonian
1. Hamiltonian without gate voltages
We derive the circuit Hamiltonian used in the DMRG
calculations presented in the main text. We consider a
fluxonium device where a black-sheep Josephson junction
with capacitance CJb (including both shunt and junction
capacitances) and Josephson energy EJb is shunted by a
superinductance made of NJ junctions, each of capaci-
tance CJi and energy EJi with i ∈ [1, NJ ]. We more-
over assume that each circuit node of the superinduc-
tance is connected to ground by a stray capacitance C0i .
The NJ + 1 node flux (phase) variables of the circuit are
denoted by Φi (φi = Φi/ϕ0), where ϕ0 = ~/2e is the re-
duced quantum of magnetic flux and i ∈ [0, NJ ] [see also
Fig. 1 (a)]. The circuit Lagrangian can then be written
as [3]
L(Φ, Φ˙) =
CJb
2
(Φ˙NJ − Φ˙0)2 +
NJ∑
i=1
CJ i
2
(Φ˙i − Φ˙i−1)2
+
NJ∑
i=0
C0i
2
Φ˙2i +
NJ∑
i=1
EJi cos
[
(Φi − Φi−1)/ϕ0
]
+ EJb cos
[
(ΦNJ − Φ0 + Φext)/ϕ0
]
,
(A1)
where Φext is the flux through the circuit loop. A more
convenient basis is defined by the flux variables Θi =
Φi−1 − Φi for i ∈ [1, NJ ] and the cyclic mode Σ =∑NJ
i=0 Φi. The relation between the new modes and the
original node fluxes can be expressed concisely by Θ = R·
Φ, where Θ = (Θ1, . . . ,ΘNJ ,Σ)
T , Φ = (Φ0, . . . ,ΦNJ )
T
and R is the NJ + 1×NJ + 1 matrix
R =

1 −1 0 · · · · · · · · · 0
0 1 −1 0 · · · · · · 0
0 0 1 −1 0 · · · 0
...
...
. . .
. . .
. . .
. . .
...
0 · · · · · · 0 1 −1 0
0 · · · · · · · · · 0 1 −1
1 1 1 · · · · · · 1 1

. (A2)
Under this change of basis, Eq. (A1) becomes
L(Θ, Θ˙) = Θ˙T · CΘ
2
· Θ˙ +
NJ∑
i=1
EJi cos(Θi/ϕ0)
+ EJb cos
[( NJ∑
i=1
Θi + Φext
)
/ϕ0
]
,
(A3)
where CΘ = (R
−1)T · CΦ · R−1 is defined in terms
of the capacitance matrix [CΦ]ij = ∂
2L(Φ, Φ˙)/∂Φ˙i∂Φ˙j ,
for i, j ∈ [0, NJ + 1]. Note that the Σ mode does not
enter in the potential energy.
After a Legendre transformation, we arrive at the cir-
cuit Hamiltonian
H = qTΘ ·
C−1Θ
2
· qΘ −
NJ∑
i=1
EJi cos θi
− EJb cos
(
NJ∑
i=1
θi + ϕext
)
,
(A4)
where qΘ ≡ ∂L(Θ, Θ˙)/∂Θ˙ = CΘ · Θ˙ is a vector of con-
jugate charge operators, θi = Θi/ϕ0 are phase opera-
tors and ϕext = Φext/ϕ0. In the presence of disorder
in the circuit capacitances, the σ = Σ/ϕ0 mode cou-
ples slightly to the θi modes via the respective conjugate
charge operators. Here, we neglect this capacitive cou-
pling under the assumption of small circuit-element dis-
order and a large-frequency σ mode. The inverse capaci-
tance matrix can thus be truncated to include only the θi
modes, i.e. C−1Θ → C−1Θ [0 : NJ − 1, 0 : NJ − 1], reduc-
ing Eq. (A4) to a Hamiltonian of NJ interacting degrees
of freedom. Note that the resulting pairwise θi-θj capac-
itive coupling has all-to-all connectivity and exhibits no
particular structure in the θi basis.
2. Accounting for charge dispersion
To model charge dispersion, we assume that each of
the NJ + 1 circuit islands is coupled to a local ficti-
tious voltage source Vi for i ∈ [0, NJ ]. The associ-
ated terms in the Lagrangian can generically be written
as
∑NJ
i=0(Cgi/2)(Φ˙i − Vi)2, where Cgi is a gate capaci-
tance for the ith circuit node. Equivalently, this can be
expressed as
Lg(Φ, Φ˙) = −Φ˙T ·Cg · V , (A5)
where Cg = diag(Cg0 , Cg1 , . . . , CgNJ+1) and V =
(V0, V1, . . . , VNJ+1)
T . In addition to Eq. (A5), the ca-
pacitance matrix of the circuit is modified to account for
the gate capacitances as CΦ → C˜Φ = CΦ +Cg.
Defining dΦ = Cg · V , the conjugate charge operators
are given by
qΘ = C˜Θ · Θ˙− dΘ, (A6)
where C˜Θ = (R
−1)T · C˜Φ · R−1 and dΘ = (R−1)T ·
dΦ. Note that due to charge conservation [dΘ]NJ+1 =∑NJ
i=0[dΦ]i/(NJ +1) is a constant of motion, and only NJ
of the NJ + 1 offset charges are strictly independent.
Using these expressions, the circuit Hamiltonian finally
takes the form
H = (qΘ + dΘ)
T · C˜
−1
Θ
2
· (qΘ + dΘ)
−
NJ∑
i=1
EJi cos θi − EJb cos
(
NJ∑
i=1
θi +
Φext
ϕ0
)
.
(A7)
Omitting the σ mode and irrelevant constants, the above
expression simplifies to
H =
NJ∑
i=1
[
[C˜−1Θ ]ii
2
(qi − qgi)2 − EJi cos θi
]
+
NJ∑
j>i
[C˜−1Θ ]ijqiqj − EJb cos
(
NJ∑
i=1
θi + ϕext
)
,
(A8)
where qgi = [C˜
−1
Θ · dΘ]i/2[C˜−1Θ ]ii for i ∈ [1, NJ ] are ef-
fective offset charges in the θi basis and qi = [qΘ]i. This
Hamiltonian is equivalent to Eq. (3). Each of the brack-
eted terms in Eq. (A8) define a site Hamiltonian (H0i for
the ith array junction), while the remaining terms corre-
spond to both linear and nonlinear all-to-all interactions
between the sites. Note that, in the main text, we have
used the Cooper-pair-number operators ni = qi/2e and
the offset-charges ngi = qgi/2e, instead of qi and qgi ,
respectively.
Appendix B: Effective model for the fluxonium qubit
1. Effective single-mode Hamiltonian
We now derive an effective single-mode Hamiltonian
for the fluxonium qubit that captures all circuit details.
Because it is simple yet accurate, this model is used in the
main text to assert the validity of the DMRG simulations
in appropriate parameter ranges.
To obtain this effective model, we first consider a
change of coordinates in which adiabatically eliminat-
ing the circuit modes other than the superinductance
mode φ =
∑NJ
i=1 θi is simple. To find this appropriate
change of coordinates, we reverse engineer the following
Ansatz defining a new change of basis
R(1) =

1−∑NJ−1k=1 a(1)k 1 + a(1)1 · · · 1 + a(1)NJ−1 0−1 1 0 · · · 0
... 0
. . .
. . .
...
−1 ... . . . 1 0
0 0 0 0 1
 ,
(B1)
where the constants {a(1)k } are defined by
a
(1)
k =
∑NJ−1
i,j=0 (NJ [CΘ]ikδjk − [CΘ]ij)∑NJ−1
i,j=0 [CΘ]ij
, (B2)
for k ∈ [1, NJ − 1]. Note that Eq. (B1) acts as identity
in the subspace of the σ mode and none of the σ-mode
components of the capacitance matrix CΘ are included
in Eq. (B2). The role of R(1) is to capacitively decouple
a superinductance-like mode of the form
φ(1) = φ+
NJ−1∑
k=1
a
(1)
k (θk − θ1), (B3)
from all other circuit modes, while leaving the σ mode
invariant. Indeed, the new capacitance matrix
C
(1)
X = [(R
(1))−1]T ·C(0)X · (R(1))−1, (B4)
with C
(0)
X = CΘ is block-diagonal in the absence of dis-
order. The first block has dimension 1 × 1 and corre-
sponds to the φ(1) mode; the second block has dimen-
sion (NJ − 1) × (NJ − 1) and involves all circuit modes
except φ(1) and σ; the last 1×1 block corresponds to the σ
mode. By design, the first and second blocks of Eq. (B4)
are exactly decoupled from each other, even in the pres-
ence of circuit-element disorder. In this case the first two
blocks can be weakly coupled to the third block. Because
the σ has a very high frequency for standard fluxonium
circuit parameters, we neglect this coupling.
While the transformation Eq. (B1) isolates the most
relevant mode of the circuit, we iterate recursively this
transformation to decouple all remaining circuit modes
in the capacitive interaction. Doing this will allow us to
trace out such degrees of freedom later on. We proceed
by defining an additional set of rotation matrices {R(n)},
for n ∈ [2, NJ − 1], with the general form
R(n) =

1 0 0 · · · · · · · · · · · · · · · · · · 0
0 1 0 · · · · · · · · · · · · · · · · · · 0
...
. . .
. . .
. . . · · · · · · · · · · · · · · · 0
...
... 0 1 0 · · · · · · · · · · · · 0
...
...
... 0 1−∑NJ−1k=n a(n)k 1 + a(n)n 1 + a(n)n+1 · · · 1 + a(n)NJ−1 0
...
...
...
... −1 1 0 · · · 0 ...
...
...
...
... −1 0 1 0 0 ...
...
...
...
...
...
...
. . .
. . .
. . .
...
...
...
...
... −1 0 · · · 0 1 0
0 0 0 0 0 · · · · · · · · · 0 1

. (B5)
Similarly to R(1), the matrix R(n) is composed by a n×n
identity block for the modes labeled by k < n; a (NJ−n+
1)×(NJ−n+1) block for modes labeled by k ∈ [n,NJ−1];
and a 1× 1 block for the σ mode. The coefficients {a(n)k }
are defined as
a
(n)
k =
∑NJ−1
i,j=n {(NJ − 1 + n)[C(n−1)X ]ikδjk − [C(n−1)X ]ij}∑NJ−1
i,j=n [C
(n−1)
X ]ij
,
(B6)
which is a generalization of Eq. (B2).
The transformations R(n<NJ−1) are designed to each
decouple a single mode, while R(NJ−1) decouples the
last two modes n = NJ − 1 and n = NJ . Therefore,
these NJ − 1 successive transformations exactly diago-
nalize the upper NJ × NJ block of the capacitance ma-
trix CΘ that does not include the σ mode. We can then
invert these transformations arriving at the expression
θi =
φ(1)
NJ
+
NJ∑
n=2
vniφ
(n), (B7)
where the coefficient vni quantifies how much the φ
(n)
mode couples to the ith Josephson junction of the ar-
ray. Using Eq. (B7) and the definition φ =
∑NJ
i=1 θi we
moreover have
φ = φ(1) +
NJ∑
n=2
Vnφ
(n), (B8)
where Vn =
∑NJ
i=1 vni. If C0 = 0, it follows that Vn = 0
for n ∈ [2, NJ ], and φ(1) ≡ φ is the only mode that cou-
ples to the black-sheep junction. In other case, all modes
are weakly coupled to the black-sheep junction, but this
undesired coupling can be easily taken into account as
we show in the following.
The relations Eq. (B7) and Eq. (B8) are now in-
corporated back to the potential energy of Eq. (A4).
In order to trace out the unwanted degrees of free-
dom, we write the operator φ(n) for n > 1 in terms
of the harmonic-oscillator ladder operators as φ(n) =√
pizn(an + a
†
n). Here, zn =
√
Ln/Cn/RQ is the effective
reduced impedance of the nth mode, given in terms of the
effective inductance Ln and capacitance Cn. While Cn
can be readout directly from the block-diagonal capaci-
tance matrix, the reduced inductance is determined by
the product L−1n = X
T
n · (M−1)T · L−1 ·M−1 · Xn,
whereXn is the mode vector associated to φ(n) andM =
(
∏NJ−1
n=1 R
(n))T · R is a matrix that reverses the multi-
ple changes of basis. The trace can then be performed
straightforwardly by noticing that
eixφ
(n)
= e−pix
2zn/2eix
√
pizna
†
neix
√
piznan , (B9)
and thus trn[e
ixφ(n)ρ] = e−pix
2zn/2 where we assume that
the nth mode remains in its noninteracting vacuum state.
Following to Eq. (B7) and Eq. (B8), we approximate
cos θi ' trn>1[cos θi]
' xi cos[φ(1)/NJ ],
(B10)
where xi =
∏NJ
n=2 e
−piv2nizn/2, and
cos(φ+ ϕext) ' trn>1[cos(φ+ ϕext)]
' xb cos[φ(1) + ϕext],
(B11)
with xb =
∏NJ
n=2 e
−piV2n zn/2. In Eqs. (B10) and (B11),
trn>1 indicates a trace operation over all circuit modes
φ(n), except for n = 1. Then, by renaming φ(1) → φ′, we
arrive at the effective single-mode Hamiltonian
H = 4ECn
′2 −
NJ∑
i=1
xiEJi cos(φ
′/NJ)
− xbEJb cos(φ′ + ϕext),
(B12)
where EC is taken to be the charging energy EC =
e2/2[C
(1)
X ]00 of the φ
′ mode and [φ′, n′] = i. Note
that Eq. (B12) is equivalent to Eq. (4) of the main text.
Up to corrections of order N−3J , Eq. (B12) reduces to
H = 4ECn
′2 +
EL
2
φ′2 − EJ cos(φ′ + ϕext), (B13)
where EL =
∑NJ
i=1 xiEJi/N
2
J and EJ = xbEJb are
the effective inductive and Josephson-junction ener-
gies. Eq. (B13) corresponds to the original fluxonium-
qubit model of Ref. [5]. Here, however, all energies en-
tering Eq. (B13) are specified by a precise function of the
circuit-element parameters.
2. Qualitative regimes of the fluxonium qubit
Despite the apparent simplicity of the effective fluxo-
nium Hamiltonian Eq. (B13), its eigenstates can display
a rich structure that depends on the parameter regime.
For a systematic analysis, it is useful to redefine the pa-
rameters in Eq. (B13) in terms of the effective black-
sheep junction plasma frequency ωbp =
√
8EJEC/~ and
effective (reduced) impedance zb = pi
−1√2EC/EJ . The
potential energy of Eq. (B13) has a quadratic component
given by the inductive term ELφ
2′/2 modulated by the
cosine potential of the black-sheep junction and the ex-
ternal flux. Qualitatively, ~ωbp defines the characteristic
energy of intra-well excitations within a given well de-
fined by the Josephson potential, while zb is a measure
of the tunneling amplitude between these wells.
Figure 5 (a-c) shows the wavefunctions of the
fluxonium qubit for different values of zb, tak-
ing ωbp/2pi = 10 GHz and EL/h = 0.2 GHz constants and
for Φext/Φ0 = 0.35. Panel (a) corresponds to the case of a
small effective impedance with zb = 0.1, in which tunnel-
ing between states localized in different wells is exponen-
tially suppressed [27]. In this regime, the eigenstates of
the fluxonium Hamiltonian are therefore localized within
the deep potential wells of the potential-energy land-
scape. Excitations localized in a given potential well are
approximately separated by the energy difference ~ωbp .
For this reason, a transition between two of such states
is called plasmon (or intra-well) transition. On the other
hand, a transition between two states that belong to
different potential wells is called fluxon (or inter-well)
transition. Since the relative positions between potential
wells shift significantly with Φext, fluxon transitions are
highly sensitive to the external flux. In contrast, plasmon
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FIG. 5. Qualitative behavior of the eigenstates of the fluxonium qubit Hamiltonian Eq. (B13). (a − c) display the qubit
wavefunctions (light-blue lines) within the effective potential (thick black line) for zb ∈ [0.1, 0.3, 0.7], respectively. (d − f)
show the low-frequency spectrum as a function of Φext (light-blue lines) for zb ∈ [0.1, 0.3, 0.7], respectively. Black dotted
lines correspond to the bare black-sheep junction plasma frequency ωbp . Additional parameters: ω
b
p/2pi = 10 GHz and EL/h =
0.2 GHz.
transitions are only weakly flux-sensitive. Since the low-
impedance limit requires the fluxonium mode φ′ to have
a large effective capacitance (or “mass”), this regime is
referred to as ‘heavy-fluxonium’ regime [6, 27, 35].
Figure 5 (b) shows an intermediate value of zb = 0.3,
where the energy barrier (∝ EJ) between the potential
wells due to the black-sheep junction has been reduced
with respect to panel (a). Moreover, the effective capac-
itive energy EC has been increased, such that quantum
tunneling between states localized in two neighboring po-
tential wells is now non-negligible. This favors states that
are delocalized across multiple potential wells and are the
result of significant hybridization between plasmon and
fluxon excitations. This intermediate regime for zb cor-
responds to the original fluxonium-qubit regime [5, 33].
If the impedance of the black-sheep junction zb is in-
creased further, the fluxonium wavefunctions can spread
over many potential wells thanks to a lower EJ and a
larger EC . This situation is illustrated in Fig. 5 (c) where
the distinction between plasmon and fluxon transitions is
no longer useful and the spectrum is mostly determined
by the harmonic part of Eq. (B13). The Josephson poten-
tial now leads to a weak flux sensitivity of the qubit tran-
sitions. Since the effective capacitance of the fluxonium
mode needs to be lowered in order to make zb larger, this
regime is known as the ‘light-fluxonium’ regime [51].
With the purpose of making the comparison above
more precise, we now analyze qualitatively the energy
spectrum of fluxonium devices from the heavy- to the
light-fluxonium regimes. Fig. 5 (d) shows the result of
the diagonalization of Eq. (B13) (light-blue lines) for the
parameters of Fig. 5 (a). In this case, the low-frequency
spectrum is highly sensitive to external flux, correspond-
ing to a set of fluxon transitions. For a small zb, the low-
frequency spectrum around Φext/Φ0 = 0.5 can be mod-
eled by the weak coupling of two ground states {|m〉, |m+
1〉} with 〈φ′|m〉 ∝ z−1/4b exp[−(φ′ − φm)2/4pizb] that are
localized in two nearly degenerate potential wells with
flux-dependent positions {φm} [55]. This model predicts
a linear dispersion ∝ 1/L of the first fluxon transition
with the external flux, and a gap opening at Φext/Φ0 =
0.5 that is exponentially small in 1/zb [55]. In addition to
the fluxon transitions, Fig. 5 (d) reveals the first plasmon
transition for the parameters in Fig. 5 (a), corresponding
to a flux-insensitive transition around ωbp/2pi = 10 GHz.
Since the nonlinearity of the black-sheep junction is small
for low zb, the plasmon transitions are only slightly
shifted with respect to the bare plasma frequency ωbp .
Figure 5 (e) shows the frequency spectrum correspond-
ing to the parameters in Fig. 5 (b). In this regime, the
tunneling amplitude between different potential wells is
stronger, leading to a larger hybridization gap between
plasmon and fluxon transitions. However, for a moderate
value of zb, the distinction between plasmon and fluxon
transitions is still justified. As shown in Fig. 5 (f), which
corresponds to the spectrum associated to Fig. 5 (c), this
distinction is no longer convenient to interpret the case
of a large black-sheep junction impedance. Indeed, as zb
is made significantly larger, plasmon and fluxon transi-
tions undergo a very strong hybridization. In this limit,
the fluxonium eigenstates become insensitive to external
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FIG. 6. Comparison of results from Eq. (A4) (DMRG, cir-
cles) and Eq. (B12) (Single-mode, black dashed lines) cir-
cuit Hamiltonians as a function of Φext. Top left panel:
Energy spectrum. Top right panel: Matrix elements of
the charge n operator for the superinductance mode. Bot-
tom panels: Matrix elements of periodic functions of the
phase φ operator corresponding to the superinductance mode.
DMRG parameters: NJ = 180, CJb = 40 fF, EJb/h =
7.5 GHz, CJ ' 32.9 fF, LJ ' 1.23 nH (from ωp/2pi = 25 GHz,
and z = 0.03) and C0 = 0. Single-mode model parame-
ters: EC/h ' 0.48 GHz, EL/h ' 1.27 GHz (L ' 129.1 nH)
and EJ = EJb .
magnetic flux, leading to a reduced flux dispersion of the
qubit transition [51, 57].
3. Exploration of various parameter regimes
In this section, we provide further numerical evidence
of the exceptional agreement between the DMRG simu-
lations and the single-mode theory of appendix B 1. For
this purpose, Fig. 6 shows an extension of the results in
the main text, including the spectrum of a fluxonium de-
vice with NJ = 180 array junctions and matrix elements
of the phase and charge operators corresponding to the
superinductance mode. As in the main body of the paper,
the array junctions are modeled as multilevel systems in-
cluding the first 15 eigenstates of the site Hamiltonian.
The remarkable agreement between the DMRG simula-
tion of the full model Eq. (A4) [symbols] and the effective
single-mode Hamiltonian Eq. (B12) [dashed lines] serves
as a further validation of the DMRG results.
To demonstrate that the agreement between these two
approaches extends to all parameter sets for which the
array junctions behave as weakly anharmonic oscillators,
we compare Eq. (A4) and Eq. (B12) for various circuit
design parameters. We also include the results obtained
with an additional theory adapted from Ref. [35], where
the nonlinearity of the array junctions is not taken into
account. More precisely, we employ a single-mode ap-
proximation of the multimode Hamiltonian of Ref. [35],
that we will refer to as ‘linear theory’. The objective of
this additional comparison is to highlight the effect of
the nonlinearity of the array junctions which, as shown
below, renormalizes the effective superinductance.
In particular, we test circuit Hamiltonians for vari-
ous black-sheep junction capacitances (Fig. 7) and array-
junction impedances (Fig. 8). The results of Fig. 7
demonstrate a very good agreement between the DMRG
estimation (symbols) and the single-mode Hamilto-
nian Eq. (B12) [black dashed lines] from light- to heavy-
fluxonium parameter sets. Blue dotted lines correspond
to the predictions of the linear theory. Overall, the latter
estimations are in good agreement with the DMRG and
the single-mode-theory results, although we find appre-
ciable deviations for some of the flux-sensitive transitions.
As we discuss below, these deviations are explained by
the effect of the array-junction nonlinearity.
Figure 8 shows a comparison between the results of
DMRG, the single-mode theory and the linear theory for
heavy-fluxonium parameter sets where the array-junction
impedance is increased from z = 0.03 to z = 0.10.
We observe that, in most cases, the single-mode the-
ory of appendix B 1 provides an excellent estimation of
the frequency of all fluxonium transitions determined by
full DMRG. However, the predictive power of the ef-
fective single-mode theory weakens as z becomes larger
(see Fig. 8 for z & 0.08). We attribute this discrep-
ancy to the unfavorable scaling of the multimode cou-
pling in Eq. (A4) with z. This makes the approximation
used to take the trace in Eq. (B10) and Eq. (B11) not
completely justified. Although further refinement of the
theory of appendix B 1 might be possible, the breakdown
of the noninteracting approximation defines a parameter
regime where the DMRG estimations are in principle out
of reach of a simple theory.
Furthermore, Fig. 8 shows that the prediction of
the linear theory of Ref. [35] [blue dotted lines] be-
comes increasingly inaccurate as z increases. Indeed,
since the renormalization of the effective superinductance
scales exponentially with the array-junction impedance
[see Eq. (B10)], the frequency shifts of the qubit transi-
tions due to the junction nonlinearity are more notice-
able for larger z. These frequency shifts are more clearly
appreciated for the flux-sensitive (or fluxon) transitions
in Fig. 8, which are highly sensitive to the effective su-
perinductance value. This also explains the relatively
small deviations encountered in Fig. 7 between the linear
theory and DMRG for z = 0.03.
Finally, we point out that we have also compared the
result of the DMRG implementation to that of full exact
diagonalization for fluxonium-like devices with a small
number of junctions NJ ∈ [2, 6]. We find excellent agree-
ment between the DMRG and the exact-diagonalization
implementations for all circuit parameters, strengthen-
ing the validity of our DMRG algorithm. These numer-
ical tests provide solid evidence of a successful DMRG
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FIG. 7. Comparison of results from Eq. (A4) (DMRG, circles), Eq. (B12) (Single-mode, black dashed lines) and single-mode
approximation based on the theory of Ref. [35] (Linear theory) for an 80-junction superinductance fluxonium device with
a varying black-sheep capacitance in the range of CJb ∈ [1, 55] fF as a function of Φext. Additional parameters: EJb/h =
7.5 GHz, CJ ' 32.9 fF and LJ ' 1.23 nH (from ωp/2pi = 25 GHz and z = 0.03) and C0 = 0.
implementation of the full fluxonium Hamiltonian, thus
complementing the results provided in the main text.
Appendix C: Multilevel pure-dephasing master
equation for flux noise
In this section, we derive a master equation describ-
ing pure dephasing due to 1/f flux noise in the fluxo-
nium qubit. Assuming weak system-bath coupling, the
master equation is obtained from the standard integro-
differential equation
∂tρ(t) = − 1~2
∫ t
0
dτ trB [Hint(t), [Hint(t−τ), ρ(t−τ)⊗ρB ]],
(C1)
where ρ(t) ⊗ ρB is the system-bath density matrix, as-
sumed to be separable at all times [58]. Assuming that
the bath correlation functions are sharp around τ =
0, ρ(t − τ) in Eq. (C1) can be approximated by ρ(t)
with negligible error. This standard approximation con-
veniently leads to a Markovian master equation and al-
lows us to extend the integral in Eq. (C1) to infinitely
negative times. This last step is however not performed
here in order to capture the Gaussian decay of the density
matrix coherences in the presence of 1/f noise.
The system-bath interaction Hamiltonian can be ob-
tained from the fluxonium circuit Hamiltonian assuming
that Φext = Φ
0
ext +δΦ, where Φ
0
ext is the applied flux bias
and δΦ represents fluctuations. To first order in δΦ, the
interaction Hamiltonian can be written as [59]
Hint = ∂ΦextH|Φ0ext × δΦ, (C2)
where H is the Hamiltonian of the fluxonium qubit and
the derivative with respect to the external flux is evalu-
ated at Φext = Φ
0
ext. Expanding Eq. (C1) in the eigenba-
sis {|ψk〉} of the full circuit, we arrive at
∂tρ = − 1~2
∑
k,k′
l,l′
∫ t
0
dτ ∂ΦextH|kk
′
Φ0ext
∂ΦextH|ll
′
Φ0ext
e−i(ωll′+ωkk′ )t+iωkk′τ trB [|ψl〉〈ψl′ |δΦ(t), [|ψk〉〈ψk′ |δΦ(t−τ), ρ⊗ρB ]], (C3)
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FIG. 8. Comparison of results from Eq. (A4) (DMRG, circles), Eq. (B12) (Single-mode, black dashed lines) and single-mode
approximation based on the theory of Ref. [35] (Linear theory) for an 80-junction superinductance fluxonium device with a
varying array-junction reduced impedance in the range of z ∈ [0.03, 0.10] as a function of Φext. Additional parameters: CJb =
40 fF, EJb/h = 7.5 GHz, ωp/2pi = 25 GHz and C0 = 0.
where we have introduced the matrix ele-
ments ∂ΦextH|kk
′
Φ0ext
= 〈ψk|∂ΦextH|Φ0ext |ψk′〉, and omitted
the explicit time dependence of ρ(t)→ ρ.
Tracing out the bath degrees of freedom leads to the so-
called Bloch-Redfield equation [58]. This equation has,
however, a number of disadvantages that can potentially
lead to unphysical dissipation results. Thus, for prac-
tical purposes, we use the rotating-wave approximation
discarding terms for which ωll′ +ωkk′ 6= 0. As shown be-
low, this approximation reduces Eq. (C3) to a Lindblad-
form master equation. Assuming that the qubit has a
set of nondegenerate energy transitions, this approxima-
tion is equivalent to the conditions l = k′ and l′ = k
for ωkk′ 6= 0, and l = l′ for ωkk′ = 0. In this way, Eq. (C3)
simplifies to
∂tρ =− 1~2
∑
k′>k
∫ ∞
0
dτ ∂ΦextH|kk
′
Φ0ext
∂ΦextH|k
′k
Φ0ext
eiωkk′τ trB [|ψk′〉〈ψk|δΦ(t), [|ψk〉〈ψk′ |δΦ(t− τ), ρ⊗ ρB ]]
− 1
~2
∑
k′>k
∫ ∞
0
dτ ∂ΦextH|k
′k
Φ0ext
∂ΦextH|kk
′
Φ0ext
e−iωkk′τ trB [|ψk〉〈ψk′ |δΦ(t), [|ψk′〉〈ψk|δΦ(t− τ), ρ⊗ ρB ]]
− 1
~2
∑
k,l
∫ ∞
0
dτ ∂ΦextH|kkΦ0ext∂ΦextH|
ll
Φ0ext
trB [|ψl〉〈ψl|δΦ(t), [|ψk〉〈ψk|δΦ(t− τ), ρ⊗ ρB ]].
(C4)
We now assume that δΦ(t) can be modeled as a (real) sta-
tionary random process. This assumption is motivated
by physical models of bistable two-level-system defects
that are known to produce noise of type 1/f [60, 61]. Fur-
thermore, we make the usual assumption that the weight
of the 1/f noise spectral density is negligible at the qubit
transition frequencies such that it does not significantly
contribute to the device’s T1 time. The pure-dephasing
master equation is therefore derived from the third line
of Eq. (C4), i.e.
∂tρ = − 1~2
∑
k,l
∫ ∞
0
dτ ∂ΦextH|kkΦ0ext∂ΦextH|
ll
Φ0ext
× trB [|ψl〉〈ψl|δΦ(t), [|ψk〉〈ψk|δΦ(t− τ), ρ⊗ ρB ]].
(C5)
Next, we introduce the noise spectral density S
1/f
Φ [ω] for
1/f flux noise by the definition [3]
trB [ρBδΦ(t)δΦ(t
′)] =
1
2pi
∫ ∞
−∞
dω S
1/f
Φ [ω]e
−iω(t−t′),
(C6)
and assume the general form
S
1/f
Φ (ω) =
A2Φ
|ω|/2pi , (C7)
where AΦ is the 1/f flux-noise amplitude, typically re-
ported to be in the range 1 − 10µΦ0 [25]. It must be
stressed that Eq. (C7) is an approximation to the spec-
tral densities measured in the laboratory, which can scale
as |ω|−µ with µ ∈ [0.6, 1.3] [25, 62].
We proceed further by exploiting a simple mathemat-
ical fact. Using Eq. (C6) and Eq. (C7), we find that∫ t
0
dτ trB [ρBδΦ(t)δΦ(t
′)] = lim
ωir→0
−2A2Φ
∫ t
0
dτ Ci(ωirτ),
(C8)
where Ci(y) = − ∫∞
y
dxx−1 cosx is the cosine integral.
Here, ωir is an infrared frequency cutoff in the order of
2pi×1 Hz, introduced to regularize the cosine integral and
motivated by physical reasons [63]. Since the time t over
which we are interested in calculating the time evolution
of the density matrix is small compared to the time scale
set by ω−1ir , we make use of the series expansion
Ci(w) = γ + log(y) +
∞∑
k=1
(−y2)k
2k(2k)!
, (C9)
where γ ' 0.58 is the Euler’s constant, approximating∫ t
0
dτ trB [ρBδΦ(t)δΦ(t
′)] ' 2A2Φ t [(1− γ)− log(ωirt)].
(C10)
Expanding the double commutators in Eq. (C5) and
making use of Eq. (C10), we arrive at a pure-dephasing
master equation of the form
∂tρ =
∑
k
Γkkϕ D[σkk, σkk] ρ
+
∑
k>l
Γklϕ
(
D[σkk, σll] +D[σll, σkk]
)
ρ,
(C11)
where Γklϕ are time-dependent pure-dephasing rates given
by
Γklϕ = ∂ΦextH|kkΦ0ext∂ΦextH|
ll
Φ0ext
×4A2Φ t [(1−γ)− log(ωirt)],
(C12)
σkl = |ψk〉〈ψl|, and D[x, y] ρ = xρy† − {y†x, ρ}/2
is a generalized dissipator superoperator. Equiva-
lently, Eq. (C11) can be recast in the more familiar form
∂tρ =
∑
k
Γkkϕ D[σkk] ρ
+
∑
k>l
Γklϕ
(
D[σkk + σll]−D[σkk]−D[σll]
)
ρ,
(C13)
where D[x] ρ = xρx† − {x†x, ρ}/2 is the standard dissi-
pator superoperator. By projecting Eq. (C13), one has
〈ψk|∂tρ|ψl〉 = −1
2
[
Γkkϕ + Γ
ll
ϕ − 2Γklϕ
]
〈ψk|ρ|ψl〉, (C14)
where[
Γkkϕ + Γ
ll
ϕ − 2Γklϕ
]
∝ [∂Φext(~ωkl)|Φ0ext ]2. (C15)
Thus, we verify that the decay of the coherences of the
density matrix is proportional to the flux dispersion of
the k ↔ l qubit transition, as expected for first-order
dephasing processes. Since second-order corrections to
the pure-dephasing rate at sweet spots are of order A4Φ
and vanishing small, most devices are T1-limited at such
operating points. Now, in order to produce an estimate of
the pure-dephasing coherence time due to 1/f flux noise,
we simply integrate Eq. (C14), arriving at the expression
ρkl(t) = ρkl(0) exp
{
−A2Φ(∂Φextωkl|Φ0ext)2 t2
[(3
2
− γ
)
− log(ωirt)
]}
. (C16)
We note that expressions similar to Eq. (C16) have been
derived previously in the literature [25, 63]. However,
these expressions do not include the correction ( 32 − γ)
within brackets in Eq. (C16). Finally, we define the co-
herence time Tϕ as the solution of the implicit equa-
tion ρ01(Tϕ)/ρ01(0) = 1/e. The solution of this equation
has been used in Fig. 4 to produce an estimation of the
pure-dephasing coherence times due to flux noise.
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