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OPTIMAL SWITCHING OF ONE-DIMENSIONAL REFLECTED
BSDES, AND ASSOCIATED MULTI-DIMENSIONAL BSDES WITH
OBLIQUE REFLECTION
SHANJIAN TANG∗, WEI ZHONG† , AND HYENG KEUN KOO‡
Abstract. In this paper, an optimal switching problem is proposed for one-dimensional reflected
backward stochastic differential equations (RBSDEs, for short) where the generators, the terminal
values and the barriers are all switched with positive costs. The value process is characterized by
a system of multi-dimensional RBSDEs with oblique reflection, whose existence and uniqueness are
by no means trivial and are therefore carefully examined. Existence is shown using both methods
of the Picard iteration and penalization, but under some different conditions. Uniqueness is proved
by representation either as the value process to our optimal switching problem for one-dimensional
RBSDEs, or as the equilibrium value process to a stochastic differential game of switching and
stopping. Finally, the switched RBSDE is interpreted as a real option.
Key words. Reflected backward stochastic differential equation, oblique reflection, optimal
switching, stochastic differential game, real option
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1. Introduction. Let {W (t), 0 ≤ t ≤ T } be a d-dimensional standard Brownian
motion defined on some complete probability space (Ω,F , P ), and denote by {Ft, 0 ≤
t ≤ T } the natural filtration, augmented by all the P -null sets of F . Define the
following spaces of real-valued processes.
S ′2 ,
{
φ : φ is {Ft, 0 ≤ t ≤ T }-adapted and r.c.l.l. s.t. E[ sup
0≤t≤T
|φ(t)|2] <∞
}
,
S 2 , {φ ∈ S ′2 : φ is continuous},
N ′ 2 , {φ ∈ S ′2 : φ is increasing and φ(0) = 0},
N 2 , {φ ∈ N ′ 2 : φ is continuous},
M 2 , {φ : φ is {Ft, 0 ≤ t ≤ T }-predictable and square-integrable on [0, T ]× Ω}.
Let {θj}∞j=0 be an increasing sequence of stopping times with values in [0, T ].
For any j, αj is an Fθj -measurable random variable with values in Λ , {1, · · · ,m}.
Assume that a.s. ω, there exists an integer N(ω) < ∞ such that θN = T . Then we
define an admissible switching as:
a(s) = α0χ[θ0, θ1](s) +
N−1∑
j=1
αjχ(θj , θj+1](s), s ∈ [θ0, T ].
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Denote by A it all the admissible switching control with initial data α0 = i ∈ Λ, θ0 = t.
For given a ∈ A it , ξ = (ξ1, · · · , ξm)
T ∈ L2(Ω,FT , P ;Rm) and S = (S1, · · · , Sm)T ∈
(S 2)m, consider the following switched reflected backward stochastic differential
equation (abbreviated as RBSDE):
Ua(s) = ξa(T ) +
∫ T
s
ψ(r, Ua(r), V a(r), a(r))dr − (La(T )− La(s))
−
N−1∑
j=1
[Ua(θj)− hαj−1, αj (θj , U
a(θj))]χ(s,T ](θj)
−
∫ T
s
V a(r)dW (r), s ∈ [t, T ];
Ua(s) ≤ Sa(s)(s), s ∈ [t, T ];∫ T
t
(Ua(s)− Sa(s)(s)) dL
a(s) = 0.
(1.1)
Here and in the following, χ is an indicator function. The generator ψ, the termi-
nal condition ξ and the upper barrier S of RBSDE (1.1) are all switched by a. At
each switching time θj before termination, the value of U
a will jump by an amount
of Ua(θj) − hαj−1, αj (θj , U
a(θj)) which can be regarded as a penalty or cost for the
switching. RBSDE (1.1) can be solved in a backwardly recursive way in the subinter-
vals [θN−1, T ] and [θj−1, θj) for j = N − 1, · · · , 2, 1. To be precise, RBSDE (1.1) in
the last subinterval [θN−1, T ] reads:
Ua(s) = ξa(T ) +
∫ T
s
ψ(r, Ua(r), V a(r), αN−1) dr
−(La(T )− La(s))−
∫ T
s
V a(r) dW (r), s ∈ [θN−1, T ];
Ua(s) ≤ SαN−1(s), s ∈ [θN−1, T ];∫ T
θN−1
(Ua(s)− SαN−1(s)) dL
a(s) = 0.
(1.2)
From [6, Theorem 5.2], RBSDE (1.2) has a unique adapted solution on [θN−1, T ]
under Hypothesis 1 (see Section 2 below). Then we have
Ua(θN−1−) = hαN−2,αN−1(θN−1, U
a(θN−1)),
which serves as the terminal value of RBSDE (1.1) in [θN−2, θN−1). In general, in
the subinterval [θj−1, θj) for j = N − 1, · · · , 2, 1, RBSDE (1.1) reads
Ua(s) = hαj−1, αj (θj , U
a(θj)) +
∫ θj
s
ψ(r, Ua(r), V a(r), αj−1) dr
−(La(θj)− L
a(s))−
∫ θj
s
V a(r) dW (r), s ∈ [θj−1, θj);
Ua(s) ≤ Sαj−1(s), s ∈ [θj−1, θj);∫ θj
θj−1
(Ua(s)− Sαj−1 (s)) dL
a(s) = 0.
(1.3)
OPTIMAL SWITCHING OF REFLECTED BSDES 3
Here Ua(θj) is specified in the interval [θj , θj+1) and we have the following relations
under Hypothesis 2 (see Section 2 below):
hαj−1, αj (θj , U
a(θj)) ≤ U
a(θj) ≤ Sαj−1(θj).
The existence and uniqueness of an adapted solution to RBSDE (1.1) in the interval
[0, T ] are obtained in an obvious way from the existence and uniqueness of an adapted
solution to RBSDE (1.1) in all the subintervals [θN−1, T ] and [θj−1, θj) for j = N −
1, · · · , 2, 1.
One-dimensional RBSDEs were introduced with fixed single reflecting barrier—
as a generalization to the associated right Hamilton-Jacobi-Bellman equation for the
value process of a traditional optimal stopping problem for SDEs—first by El Karoui
et al. [6], who gave the first existence and uniqueness results for one-dimensional RB-
SDEs. They were later generalized by Cvitanic and Karatzas [3] to the case of fixed
double reflecting barriers and linked to the well-known Dynkin games. Recent litera-
ture shows an interest in using a one-dimensional RBSDE to specify the cost functional
in the modelling of optimal stochastic control/stochastic differential games. See Wu
and Yu [26], who discussed the classical (by which we mean that any instant action
of control could cause a jump neither to the system state nor to the cost) optimal
stochastic control problem for a system of SDEs and a one-dimensional RBSDE.
In this paper, we study the general optimal switching (non-classical) problem
for one-dimensional RBSDE (1.1), where the generator, the terminal value and the
upper barrier are all switched with positive costs. Such a model appears in the
management of real options. A real option is the right, but not the obligation, to
undertake some business decisions; typically the option to make, abandon, expand, or
contract a capital investment. The first solution component Ua of RBSDE (1.1) can
be interpreted as the minimal value process of a real option—also as the wealth process
of one counterparty (called the holder hereafter)—which is subject to a discretionary
calling back or termination by the other counterparty (called the issuer) like at any
time τ at a cost of paying the amount of money S(τ)χτ<T + ξχτ=T to the holder:
the set Λ models the totality of instant possible decision choices, and the switching a
represents the holder’s underlying decision process. Our optimal switching problem is
then the optimal management of the real option for the holder to maximize the above
minimal value process of the real option by suitably and dynamically making his/her
decisions. We will discuss real options related to our switched RBSDEs in more detail
in Section 6.
Mathematically, the optimal switching problem for RBSDE (1.1) is to maximize
Ua(t) over a ∈ A it , i ∈ Λ. The value process turns out to be described by the following
system of multi-dimensional RBSDEs with double reflecting barriers: for i ∈ Λ,
Yi(t) = ξi +
∫ T
t
ψ(s, Yi(s), Zi(s), i)ds−
∫ T
t
dK−i (s)
+
∫ T
t
dK+i (s)−
∫ T
t
Zi(s)dW (s), t ∈ [0, T ];
Si(t) ≥ Yi(t) ≥ max
j 6=i,j∈Λ
hi,j(t, Yj(t)), t ∈ [0, T ];∫ T
0
(
Yi(s)− max
j 6=i,j∈Λ
hi,j(s, Yj(s))
)
dK+i (s) = 0,∫ T
0
(Yi(s)− Si(s)) dK
−
i (s) = 0.
(1.4)
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The last two equalities are respectively called the lower and the upper minimal bound-
ary conditions. Solution of the above RBSDE (1.4) is by no means trivial, and will be
examined carefully in this paper. The unusual feature here is that for RBSDE (1.4),
the upper barrier is a fixed process, while the lower barrier depends on the unknown
process and is therefore implicit, which is different from one-dimensional RBSDEs
with fixed double barriers. In contrast to RBSDEs with oblique reflection introduced
in Hu and Tang [17], there is an additional fixed upper barrier. This difference will
complicate the analysis of the existence and uniqueness for solutions to RBSDE (1.4).
For t ∈ [0, T ], define
Q(t) , {(y1, · · · , ym)
T ∈ Rm : hi,j(t, yj) ≤ yi ≤ Si(t), ∀ i, j ∈ Λ, j 6= i}.
Then the state process Y (·) of (1.4) is forced to evolve in the time-dependent set Q(·),
thanks to the accumulative action of two increasing processes K+i and K
−
i .
The literature on RBSDEs exhibits an interest in both methods of the penaliza-
tion and the the Picard iteration— like in the pioneering work on one-dimensional
RBSDE of El Karoui et al. [6], and in the very recent works on optimal switch-
ing of one-dimensional BSDEs by Hu and Tang [17] for the penalty method and by
Hamade´ne and Zhang [15] for the Picard iteration method. This motivates us to de-
velop (in Sections 3 and 4, respectively) both methods to the existence of the solution
of RBSDE (1.4)— which is the associated right Hamilton-Jacobi-Bellman equation
for the the optimal switching of one-dimensional RBSDEs. Assuming that the fixed
barrier is super-regular, we firstly prove existence of the solution by the method of a
Picard iteration, invoking a generalized monotonic limit theorem. As a key condition
of the generalized monotonic limit theorem, the comparison of the increment of the
increasing process is necessary, which is formulated as Lemma 2.5. In addition, the
proof of the minimal boundary condition is complicated by the appearance of the
additional fixed barrier, and our arguments look very technical and seem to be new.
Secondly we consider the case of a particular barrier, and obtain an existence result by
a penalty method, without assuming the super-regularity on the fixed barrier, which
on one hand exhibits an advantage over the former method of Picard iteration. On
the other hand, our penalty method is not able to treat as general switching costs as
the method of Picard iteration deals with, which will help to stimulate further efforts
to decrease or even to remove such a disadvantage.
It is also worth noting that though it itself looks shorter, the presentation of
the Picard iteration method invokes the generalized monotonic limit theorem [23,
Theorem 3.1] (see Lemma 2.3 in Section 2 below), a comprehensive proof of which is
very long—in fact, it has to further employ very technical lemmas of Peng [22].
Uniqueness of the solution to RBSDE (1.4) is proved in Section 5 by linking it
either to the value process for our optimal switching of one-dimensional RBSDEs, or to
a stochastic game involving both switching and stopping control for one-dimensional
BSDEs.
The rest of the paper is organized as follows: In Section 2, we formulate our
problem, introduce the generalized monotonic theorem, and give some preliminary
results on RBSDEs, which will be used in subsequent arguments. In Section 3, we
prove existence of the solution by the method of Picard iteration. In Section 4,
existence of the solution is shown by the penalty method. Uniqueness of the solution
is shown in Section 5. We discuss economic interpretations in Section 6 with an
example.
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2. Preliminaries. Wemake the following assumption on the generator {ψ(·, ·, ·, i),
i ∈ Λ}.
Hypothesis 1. The generator ψ satisfies the following:
(i) The process ψ(·, y, z, i) ∈ M 2 for any (y, z, i) ∈ R×Rd × Λ.
(ii) There is a constant C > 0 such that for (y, y′, z, z′) ∈ R ×R × Rd × Rd and
(t, i) ∈ [0, T ]× Λ, we have
|ψ(t, y, z, i)− ψ(t, y′, z′, i)| ≤ C(|y − y′|+ |z − z′|).
We make the following two assumptions on the function {hi,j, i, j ∈ Λ}, which
are introduced in [15].
Hypothesis 2. For any (i, j) ∈ Λ × Λ, the function hi,j(t, y) is continuous in
(t, y), increasing in y, and hi,j(t, y) ≤ y.
Hypothesis 3. For any yn ∈ R and any loop {ik ∈ Λ, k = 1, · · · , n} such
that i1 = in and ik 6= ik+1 for k = 1, 2, . . . , n − 1, define yk , hik,ik+1(t, yk+1) for
k = 1, · · · , n− 1. Then y1 < yn.
In Section 4, we shall specialize the function hi,j to the form: hi,j(t, y) = y−k(i, j)
for some positively valued function k defined on Λ× Λ. We shall make the following
assumption on k, which is introduced in [17].
Hypothesis 3’. The function k : Λ× Λ→ R satisfies the following:
(i) ∀ (i, j) ∈ Λ× Λ, k(i, j) > 0 for i 6= j, and k(i, i) = 0.
(ii) ∀ (i, j, l) ∈ Λ× Λ× Λ such that i 6= j, j 6= l, k(i, j) + k(j, l) ≥ k(i, l).
Remark 2.1. Hypothesis 3 means that there is no free loop of instantaneous
switchings. Hypotheses 2 and 3 are satisfied when hi,j(t, y) = y − k(i, j) for (t, y) ∈
[0, T ]×R and (i, j) ∈ Λ× Λ with the function k satisfying Hypothesis 3’ (i).
Definition 2.2. An adapted solution of system (1.4) is a quadruple
(Y, Z,K+,K−) , {Y (t), Z(t),K+(t),K−(t); 0 ≤ t ≤ T }
∈ (S 2)m × (M 2)m×d × (N 2)m × (N 2)m,
taking values in Rm ×Rm×d ×Rm ×Rm and satisfying (1.4).
We recall here the generalized monotonic limit theorem [23, Theorem 3.1], which
will be used in our method of Picard iteration.
Lemma 2.3. (Generalized monotonic theorem) We assume the following
sequence of Itoˆ processes:
yn(t) = yn(0) +
∫ t
0
gn(s) ds−K+,n(t) +K−,n(t) +
∫ t
0
zn(s) dW (s), n = 1, 2, · · ·
satisfy
(i) for each n, gn ∈ M 2,K+,n ∈ N 2,K−,n ∈ N ′ 2;
(ii) K−,n2(t)−K−,n2(s) ≥ K−,n1(t)−K−,n1(s), ∀ 0 ≤ s ≤ t ≤ T, ∀n1 ≤ n2;
(iii) For each t ∈ [0, T ], {K−,n(t)}∞n=1 increasingly converges to K
−(t) with
E|K−(T )|2 <∞;
(iv) (gn, zn)∞n=1 converges to (g, z) weakly in M
2;
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(v) For each t ∈ [0, T ], {yn(t)}∞n=1 increasingly converges to y(t) with
E sup
0≤t≤T
|y(t)|2 <∞.
Then the limit y of {yn}∞n=1 has the following form
y(t) = y(0) +
∫ t
0
g(s) ds−K+(t) +K−(t) +
∫ t
0
z(s) dW (s),
where K+ (resp.K−) is the weak (resp. strong) limit of {K+,n}∞n=1 (resp.{K
−,n}∞n=1)
in M 2 and (K+,K−) ∈ N ′ 2 ×N ′ 2. Moreover, for any p ∈ [0, 2),
lim
n→∞
E
∫ T
0
|zn(t)− z(t)|p dt = 0.
If furthermore, K+ is continuous, then we have
lim
n→∞
E
∫ T
0
|zn(t)− z(t)|2dt = 0.
When applying the above generalized monotonic theorem, we need to compare
the increment of the increasing process K−i for i ∈ Λ. However, such a kind of
consideration does not seem to be available in the literature due to the appearance of
the lower barrier, which is implicit and thus varies with the first unknown variable.
The following lemma fills in such a gap, which will be used in Section 3.
Assume that ξ ∈ L2(Ω,FT , P ), and L and U are {Ft, 0 ≤ t ≤ T }-adapted
continuous processes satisfying
E[ sup
0≤t≤T
{|L(t)+|2 + |U(t)−|2}] <∞, L(t) ≤ U(t), t ∈ [0, T ].
Consider the following one-dimensional RBSDE with fixed double reflecting bar-
riers: 
Ŷ (t) = ξ +
∫ T
t
ψ(s, Ŷ (s), Ẑ(s))ds−
∫ T
t
dK̂−(s)
+
∫ T
t
dK̂+(s)−
∫ T
t
Ẑ(s)dW (s), t ∈ [0, T ];
L(t) ≤ Ŷ (t) ≤ U(t), t ∈ [0, T ];∫ T
0
(Ŷ (s) − L(s))dK̂+(s) = 0,
∫ T
0
(Ŷ (s)− U(s))dK̂−(s) = 0.
(2.1)
Definition 2.4. A barrier S is called super-regular if there exists a sequence of
processes {Sn}∞n=1 such that
(i) Sn(t) ≥ Sn+1(t) and lim
n→∞
Sn(t) = S(t) for t ∈ [0, T ];
(ii) For n ≥ 1 and t ∈ [0, T ], we have
dSn(t) = un(t) dt+ vn(t) dW (t)
where un is an {Ft, 0 ≤ t ≤ T }-adapted process such that
sup
n≥1
sup
0≤t≤T
|un(t)| <∞ and vn ∈ M
2.
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A barrier V is called sub-regular if the barrier −V is super-regular.
Note that the concept of our super-regular barrier is identical to the definition of
the regular upper barrier by Hamade`ne et al. [12].
Lemma 2.5. Assume that ψ1 and ψ2 satisfy Hypothesis 1 and that the barrier U
is super-regular. Assume that ξ1, ξ2 ∈ L2(Ω,FT , P ), and L1, L2 and U are {Ft, 0 ≤
t ≤ T }-adapted continuous processes satisfying
E[ sup
0≤t≤T
{|Lj(t)+|2 + |U(t)−|2}] <∞, Lj(t) ≤ U(t), t ∈ [0, T ], j = 1, 2.
For j = 1, 2, let (Ŷ j , Ẑj , K̂+,j, K̂−,j) be the unique adapted solution of RBSDE (2.1)
associated with data (ξj , ψj , Lj, U). Moreover, assume that
(i) ξ1 ≤ ξ2;
(ii) ψ1(t, y, z) ≤ ψ2(t, y, z), ∀ (y, z) ∈ R×Rd;
(iii) L1 ≤ L2.
Then we have
(1) Ŷ 1(t) ≤ Ŷ 2(t), 0 ≤ t ≤ T ;
(2) K̂−,1(r) − K̂−,1(s) ≤ K̂−,2(r) − K̂−,2(s), 0 ≤ s ≤ r ≤ T.
Proof. For j = 1, 2, and n ≥ 1, the following penalized RBSDEs with a single
reflecting barrier:
Ŷ j,n(t) = ξj +
∫ T
t
ψj(s, Ŷ j,n(s), Ẑj,n(s)) ds− n
∫ T
t
(Ŷ j,n(s)− U(s))+ ds
+
∫ T
t
dK̂j,n(s)−
∫ T
t
Ẑj,n(s) dW (s), t ∈ [0, T ];
Ŷ j,n(t) ≥ Lj(t), t ∈ [0, T ];∫ T
0
(Ŷ j,n(s) − Lj(s)) dK̂j,n(s) = 0
has a unique adapted solution, denoted by (Ŷ j,n, Ẑj,n, K̂j,n). In view of the compar-
ison theorem [6, Theorem 4.1], we have
Ŷ 1,n(t) ≤ Ŷ 2,n(t), 0 ≤ t ≤ T.
Noting that the barrier U is super-regular, by the proof of [12, Theorem 42.2 and
Remark 42.3], we have
Ŷ j(t) = lim
n→∞
Ŷ j,n(t), K̂−,j(t) = lim
n→∞
n
∫ t
0
(Ŷ j,n(s)− U(s))+ ds, t ∈ [0, T ].
The desired results then follow.
Remark 2.6. In a symmetric way, assuming that the lower barrier is sub-regular
and fixed, we can compare the increment of K̂+ when the upper barrier varies.
The following lemma gives the continuous dependence of RBSDE with a r.c.l.l.
(right continuous with left limit) reflecting barrier, which will be used to prove the
lower minimal boundary condition.
Lemma 2.7. Assume that ξj ∈ L2(Ω,FT , P ), ψj satisfies Hypothesis 1, and
Lj ∈ S ′2 for j = 1, 2. For j = 1, 2, denote by (Y j , Zj,Kj) ∈ S ′2 ×M 2 ×N ′ 2 the
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unique adapted solution of the following RBSDE:
Y j(t) = ξj +
∫ T
t
ψj(s, Y j(s), Zj(s))ds+
∫ T
t
dKj(s)
−
∫ T
t
Zj(s)dW (s), t ∈ [0, T ];
Y j(t) ≥ Lj(t), t ∈ [0, T ];∫ T
0
(Y j(s−) − Lj(s−))dKj(s) = 0.
Set
∆Y j(t) , Y j(t)− Y j(t−), t ∈ [0, T ]
for j = 1, 2. Then there is a constant c > 0 such that
E
(
sup
0≤t≤T
|Y 1(t)− Y 2(t)|2 +
∫ T
0
|Z1(s)− Z2(s)|2ds
)
+E
(
|K1(T )−K2(T )|2 +
∑
0≤t≤T
|∆Y 1(t)−∆Y 2(t)|2
)
≤ cE
(
|ξ1 − ξ2|2 +
∫ T
0
|ψ1(s, Y 1(s), Z1(s))− ψ2(s, Y 1(s), Z1(s))|2ds
)
+c(E[ sup
0≤t≤T
|L1(t)− L2(t)|2])
1
2Φ(T )
1
2 ,
where
Φ(T ) ,
2∑
j=1
E
[
|ξj |2 +
∫ T
0
|ψj(t, 0, 0)|2dt+ sup
0≤t≤T
|Lj(t)+|2
]
.
Proof. The proof is similar to [6, Proposition 3.6] and is omitted.
Remark 2.8. Lemma 2.7 can be extended to the multi-dimensional case where
for j = 1, 2, Y j , ξj , ψj ,Kj, Sj and Lj are all Rm-valued, Zj is Rm×d-valued, and
|z| ,
√
trace(zzT ) for z ∈ Rm×d.
3. Existence: the method of Picard iteration. We have the following exis-
tence result for RBSDE (1.4).
Theorem 3.1. Let Hypotheses 1, 2 and 3 be satisfied. Assume that the upper
barrier S is super-regular with S(t) ∈ Q(t) for t ∈ [0, T ], and that the terminal value
ξ ∈ L2(Ω,FT , P ;Rm) takes values in Q(T ). Then RBSDE (1.4) has an adapted
solution (Y, Z,K+,K−) ∈ (S 2)m × (M 2)m×d × (N 2)2m.
Proof. We use the method of Picard iteration. The whole proof is divided into
the following six steps.
Step 1. Construction of Picard sequence of solutions {Y ni , Z
n
i ,K
n
i ; i ∈
Λ}n≥0.
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For i ∈ Λ, the following RBSDE with a single reflecting barrier:
Y 0i (t) = ξi +
∫ T
t
ψ(s, Y 0i (s), Z
0
i (s), i) ds−
∫ T
t
dK0i (s)
−
∫ T
t
Z0i (s) dW (s), t ∈ [0, T ];
Y 0i (t) ≤ Si(t), t ∈ [0, T ];∫ T
0
(Y 0i (s) − Si(s)) dK
0
i (s) = 0
(3.1)
has a unique adapted solution, denoted by (Y 0i , Z
0
i ,K
0
i ).
For n ≥ 1 and i ∈ Λ, consider the following RBSDE with double barriers:
Y ni (t) = ξi +
∫ T
t
ψ(s, Y ni (s), Z
n
i (s), i) ds−
∫ T
t
dK
−,n
i (s)
+
∫ T
t
dK
+,n
i (s)−
∫ T
t
Zni (s) dW (s), t ∈ [0, T ];
Si(t) ≥ Y ni (t) ≥ max
j 6=i,j∈Λ
hi,j(t, Y
n−1
j (t)), t ∈ [0, T ];∫ T
0
(Y ni (s) − max
j 6=i,j∈Λ
hi,j(s, Y
n−1
j (s))) dK
+,n
i (s) = 0,∫ T
0
(Y ni (s) − Si(s)) dK
−,n
i (s) = 0.
(3.2)
Note that
max
j 6=i,j∈Λ
hi,j(t, Y
n−1
j (t)) ≤ max
j 6=i,j∈Λ
hi,j(t, Sj(t)) ≤ Si(t), t ∈ [0, T ],
due to Hypothesis 2 and the assumption that S(t) ∈ Q(t) for t ∈ [0, T ]. In view of [12,
Theorem 42.2 and Remark 42.3], RBSDE (3.2) has a unique solution
(Y ni , Z
n
i ,K
+,n
i ,K
−,n
i ) ∈ S
2 ×M 2 ×N 2 ×N 2.
Step 2. Convergence of {Y ni ,K
−,n
i ; i ∈ Λ}n≥1.
RBSDE (3.1) can be viewed as having the lower barrier −∞. Then from Lemma
2.5, we have
Y 0i (t) ≤ Y
1
i (t), 0 ≤ t ≤ T.
Since hi,j(t, y) is increasing in y, using Lemma 2.5 again, we know that the lower
barrier of RBSDE (3.2) is increasing with n by induction. Therefore, for n ≥ 1 and
i ∈ Λ,
Y ni (t) ≤ Y
n+1
i (t), K
−,n
i (t) ≤ K
−,n+1
i (t), 0 ≤ t ≤ T ;
K
−,n
i (r) −K
−,n
i (s) ≤ K
−,n+1
i (r) −K
−,n+1
i (s), 0 ≤ s ≤ r ≤ T.
Hence, the sequence {(Y ni (t),K
−,n
i (t))}
∞
n=1 has a limit, denoted by (Yi(t),K
−
i (t)).
From the last inequality, we have
K
−,n
i (r) −K
−,n
i (s) ≤ K
−
i (r) −K
−
i (s), 0 ≤ s ≤ r ≤ T,(3.3)
10 S. TANG, W. ZHONG AND H. K. KOO
which means that the process K−i (s)−K
−,n
i (s), s ∈ [0, T ] is increasing. Since
Y 0i (t) ≤ Y
n
i (t) ≤ Si(t), ∀ t ∈ [0, T ], i ∈ Λ,
in view of the dominated convergence theorem, we have
lim
n→∞
E
∫ T
0
|Y ni (t)− Yi(t)|
2dt = 0, i ∈ Λ,(3.4)
sup
n≥1
E[ sup
0≤t≤T
|Y ni (t)|
2] ≤ E sup
0≤t≤T
(|Y 0i (t)|
2 + |S(t)|2) <∞, i ∈ Λ,(3.5)
and
Y 0i (t) ≤ Yi(t) ≤ Si(t), ∀ t ∈ [0, T ], i ∈ Λ(3.6)
which implies
E[ sup
0≤t≤T
|Yi(t)|
2] ≤ E sup
0≤t≤T
(|Y 0i (t)|
2 + |S(t)|2) <∞, i ∈ Λ.(3.7)
For i ∈ Λ, the following RBSDE
Y˜i(t) = ξi +
∫ T
t
ψ(s, Y˜i(s), Z˜i(s), i) ds−
∫ T
t
dK˜−i (s)
+
∫ T
t
dK˜+i (s)−
∫ T
t
Z˜i(s) dW (s), t ∈ [0, T ];
Si(t) ≥ Y˜i(t) ≥ max
j 6=i,j∈Λ
hi,j(t, Sj(t)), t ∈ [0, T ];∫ T
0
(Y˜i(s) − max
j 6=i,j∈Λ
hi,j(s, S(s))) dK˜
+
i (s) = 0,∫ T
0
(Y˜i(s) − Si(s)) dK˜
−
i (s) = 0
(3.8)
has a unique adapted solution, denoted by (Y˜i, Z˜i, K˜
+
i , K˜
−
i ) ∈ S
2×M 2×N 2×N 2.
By Lemma 2.5, we know that for n ≥ 1 and i ∈ Λ,
K
−,n
i (t) ≤ K
−,n+1
i (t) ≤ K˜
−
i (t), 0 ≤ t ≤ T,
K
−,n
i (r) −K
−,n
i (s) ≤ K
−,n+1
i (r) −K
−,n+1
i (s) ≤ K˜
−
i (r) − K˜
−
i (s), 0 ≤ s ≤ r ≤ T.
Then, K−i is continuous for i ∈ Λ. Hence,
sup
n≥1
E[ sup
0≤t≤T
|K−,ni (t)|
2] ≤ E[ sup
0≤t≤T
|K−i (t)|
2] ≤ E[ sup
0≤t≤T
|K˜−i (t)|
2] <∞, i ∈ Λ.(3.9)
From Dini’s theorem, we have
lim
n→∞
sup
0≤t≤T
|K−,ni (t)−K
−
i (t)|
2 = 0, i ∈ Λ.
From the dominated convergence theorem, we have
lim
n→∞
E[ sup
0≤t≤T
|K−,ni (t)−K
−
i (t)|
2] = 0, i ∈ Λ.(3.10)
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Step 3. Uniform boundedness of {ψ(·, Y ni , Z
n
i , i), Z
n
i ,K
+,n
i ; i ∈ Λ}n≥1 in
M 2 ×M 2 ×N 2.
Applying Itoˆ’s lemma to |Y ni (t)|
2, we have for i ∈ Λ,
|Y ni (t)|
2 +
∫ T
t
|Zni (s)|
2ds
= ξ2i + 2
∫ T
t
Y ni (s)ψ(s, Y
n
i (s), Z
n
i (s), i)ds+ 2
∫ T
t
Y ni (s)dK
+,n
i (s)
−2
∫ T
t
Y ni (s)dK
−,n
i (s)− 2
∫ T
t
Y ni (s)Z
n
i (s)dW (s).
Using the Lipschitz property of ψ, the upper minimal boundary condition in (3.2)
and the elementary inequality: ab ≤
1
α
a2 + αb2, we have for any arbitrary positive
real number α,
E|Y ni (t)|
2 + E[
∫ T
t
|Zni (s)|
2ds]
≤ E
(
ξ2i + 2
∫ T
t
Y ni (s)(ψ(s, 0, 0, i) + C|Y
n
i (s)|+ C|Z
n
i (s)|)ds
)
+E
(
2
∫ T
t
Y ni (s)dK
+,n
i (s)− 2
∫ T
t
Si(s)dK
−,n
i (s)
)
≤ E
(
ξ2i +
∫ T
t
|ψ(s, 0, 0, i)|2ds+ c
∫ T
t
|Y ni (s)|
2ds+
1
3
∫ T
t
|Zni (s)|
2ds
)
+E
( 1
α
[ sup
0≤t≤T
|Y ni (t)|
2] + α|K+,ni (T )|
2 + sup
0≤t≤T
|Si(t)|
2 + |K−,ni (T )|
2
)
.
(3.11)
Here and in the sequel, c is a positive constant whose value only depends on the
Lipschitz coefficient C and may change from line to line.
From RBSDE (3.2), we know that for i ∈ Λ,
K
+,n
i (T ) = Y
n
i (0)− ξi −
∫ T
0
ψ(s, Y ni (s), Z
n
i (s), i)ds+K
−,n
i (T ) +
∫ T
0
Zni (s)dW (s).
Hence,
E|K+,ni (T )|
2 ≤ c
(
1+E
∫ T
0
(|Y ni (s)|
2+ |Zni (s)|
2)ds+E|K−,ni (T )|
2
)
, i ∈ Λ.(3.12)
Substituting (3.12) into (3.11) and letting α = 13c and t = 0, we have
E
∫ T
0
|Zni (s)|
2ds ≤ cE
(
1 + sup
0≤t≤T
|Y ni (t)|
2 +
∫ T
0
|Y ni (s)|
2ds+ |K−,ni (T )|
2
)
, i ∈ Λ.
From (3.5) and (3.9), we know
sup
n≥1
E
∫ T
0
|Zni (s)|
2ds <∞, i ∈ Λ.(3.13)
Then from (3.12), we know
sup
n≥1
E|K+,ni (T )|
2 <∞, i ∈ Λ.(3.14)
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From (3.5), (3.13) and the Lipschitz property of ψ, we know
sup
n≥1
E
∫ T
0
|ψ(s, Y ni (s), Z
n
i (s), i)|
2ds <∞, i ∈ Λ.
Therefore, without loss of generality, we can assume that for i ∈ Λ, {ψ(·, Y ni , Z
n
i , i)}n≥0, {Z
n
i }n≥0,
and {K+,ni }n≥0 converge weakly in M
2 to ψi, Zi, and K
+
i respectively.
Step 4. Verification of the first equation of RBSDE (1.4).
From the first equation of (3.2), we have
Y ni (t) = Y
n
i (0)−
∫ t
0
ψ(s, Y ni (s), Z
n
i (s), i) ds−K
+,n
i (t) +K
−,n
i (t) +
∫ t
0
Zni (s) dW (s).
All the assumptions of the generalized monotonic limit theorem (see Lemma 2.3) are
shown to be satisfied in previous steps. Therefore, for i ∈ Λ, the limit Yi is r.c.l.l. and
has the form:
Yi(t) = ξi +
∫ T
t
ψi(s) ds−
∫ T
t
dK−i (s) +
∫ T
t
dK+i (s)−
∫ T
t
Zi(s) dW (s),
and K+i ∈ N
′ 2. Moreover, for any p ∈ [0, 2),
lim
n→∞
E
∫ T
0
|Zni (s)− Zi(s)|
p ds = 0, i ∈ Λ.
Hence, we have for i ∈ Λ,
lim
n→∞
E
∫ T
0
|ψ(s, Y ni (s), Z
n
i (s), i)− ψ(s, Yi(s), Zi(s), i)|
p ds = 0;
ψi(s) = ψ(s, Yi(s), Zi(s), i), a.e., a.s.;
Yi(t) = ξi +
∫ T
t
ψ(s, Yi(s), Zi(s), i) ds−
∫ T
t
dK−i (s)
+
∫ T
t
dK+i (s)−
∫ T
t
Zi(s) dW (s).
(3.15)
Step 5. The upper and lower minimal boundary conditions.
In view of RBSDE (3.2), we have
max
j 6=i,j∈Λ
{hi,j(t, Y
n−1
j (t))} ≤ Y
n
i (t) ≤ Si(t), t ∈ [0, T ], i ∈ Λ.
Passing to the limit, we have
max
j 6=i,j∈Λ
{hi,j(t, Yj(t))} ≤ Yi(t) ≤ Si(t), t ∈ [0, T ], i ∈ Λ.(3.16)
Since∫ T
0
(Y ni (s)− Si(s)) dK
−,n
i (s) = 0 and Y
n
i (s) = Y
n
i (s−) ≤ Yi(s−) ≤ Si(s),
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we have
0 =
∫ T
0
(Y ni (s)− Si(s)) dK
−,n
i (s) ≤
∫ T
0
(Yi(s−)− Si(s)) dK
−,n
i (s) ≤ 0, i ∈ Λ.
Hence, ∫ T
0
(Yi(s−)− Si(s)) dK
−,n
i (s) = 0, i ∈ Λ.
On the other hand, in view of (3.3), we have for i ∈ Λ,
0 ≤
∫ T
0
(Si(s)−Yi(s−))d(K
−
i (s)−K
−,n
i (s)) ≤ sup
0≤s≤T
(Si(s)−Yi(s−))[K
−
i (T )−K
−,n
i (T )].
Since
lim
n→∞
K
−,n
i (T ) = K
−
i (T ), i ∈ Λ,
we have∫ T
0
(Yi(s−)− Si(s)) dK
−
i (s) = limn→∞
∫ T
0
(Yi(s−)− Si(s)) dK
−,n
i (s) = 0, i ∈ Λ.
We have just proved the upper minimal boundary condition. It remains to prove
the lower minimal boundary condition. The technique used in [15] is found difficult to
be directly applied to our case since the corresponding argument on the smallest ψ-
supermartingale is not true in the case of double barriers. We shall view the RBSDEs
with double barriers as RBSDEs with single lower barrier by taking the increasing
processes K−,n as given. For i ∈ Λ and n ≥ 1, the following RBSDE
Y¯ ni (t) = ξi +
∫ T
t
ψ(s, Y¯ ni (s), Z¯
n
i (s), i)ds−K
−,n
i (T )
+K−,ni (t) +
∫ T
t
dK¯
+,n
i (s)−
∫ T
t
Z¯ni (s)dW (s),
Y¯ ni (t) ≥ h˜i(t) , max
j 6=i,j∈Λ
hi,j(t, Yj(t)), t ∈ [0, T ],∫ T
0
(Y¯ ni (s−) − h˜i(s−)) dK¯
+,n
i (s) = 0
(3.17)
has a unique adapted solution, denoted by (Y¯ ni , Z¯
n
i , K¯
+,n
i ).
Define
X¯ni , Y¯
n
i −K
−,n
i , ψn(s, y, z, i) , ψ(s, y +K
−,n
i (s), z, i), i ∈ Λ.
Then (X¯ni , Z¯
n
i , K¯
+,n
i ) satisfies the following RBSDE:
X¯ni (t) = (ξi −K
−,n
i (T )) +
∫ T
t
ψn(s, X¯
n
i (s), Z¯
n
i (s), i) ds
+
∫ T
t
dK¯
+,n
i (s)−
∫ T
t
Z¯ni (s) dW (s),
X¯ni (t) ≥ h˜i(t)−K
−,n
i (t), t ∈ [0, T ],∫ T
0
(
X¯ni (s−) − h˜i(s−) +K
−,n
i (s)
)
dK¯
+,n
i (s) = 0.
(3.18)
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For i ∈ Λ, let (Y¯i, Z¯i, K¯
+
i ) be the solution of the following RBSDE:
Y¯i(t) = ξi +
∫ T
t
ψ(s, Y¯i(s), Z¯i(s), i)ds−K
−
i (T ) +K
−
i (t)
+
∫ T
t
dK¯+i (s)−
∫ T
t
Z¯i(s)dW (s), t ∈ [0, T ];
Y¯i(t) ≥ h˜i(t), t ∈ [0, T ];∫ T
0
(Y¯i(s−) − h˜i(s−)) dK¯
+
i (s) = 0.
(3.19)
Define
X¯i , Y¯i −K
−
i , ψ−(s, y, z, i) , ψ(s, y +K
−
i (s), z, i), i ∈ Λ.
Then (X¯i, Z¯i, K¯
+
i ) satisfies the following RBSDE:
X¯i(t) = (ξi −K
−
i (T )) +
∫ T
t
ψ−(s, X¯i(s), Z¯i(s), i) ds
+
∫ T
t
dK¯+i (s)−
∫ T
t
Z¯i(s) dW (s), t ∈ [0, T ];
X¯i(t) ≥ h˜i(t)−K
−
i (t), t ∈ [0, T ];∫ T
0
(
X¯i(s−) − h˜i(s−) +K
−
i (s)
)
dK¯+i (s) = 0.
(3.20)
Since
ψn(s, y, z, i)− ψ−(s, y, z, i)
= ψ(s, y +K−,ni (s), z, i)− ψ(s, y +K
−
i (s), z, i)
≤ C|K−,ni (s)−K
−
i (s)|,
in view of Lemma 2.7, we have
E[ sup
0≤t≤T
|X¯ni (t)− X¯i(t)|
2]
≤ cE[|K−i (T )−K
−,n
i (T )|
2 + C
∫ T
0
|K−i (t)−K
−,n
i (t)|
2dt]
+c{E[ sup
0≤t≤T
|K−i (t)−K
−,n
i (t)|
2]}
1
2 (Φn(T ))
1
2 ,
(3.21)
where
Φn(T ) , E[(ξi −K
−,n
i (T ))
2 +
∫ T
0
|ψn(s, 0, 0, i)|
2ds]
+E[ sup
0≤t≤T
((h˜i(t)−K
−,n
i (t))
+)2 + sup
0≤t≤T
((h˜i(t)−K
−
i (t))
+)2]
+E[(ξi −K
−
i (T ))
2 +
∫ T
0
|ψ−(s, 0, 0, i)|
2ds].
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Since
ψn(s, 0, 0, i) ≤ ψ(s, 0, 0, i) + CK
−,n
i (s),
ψ−(s, 0, 0, i) ≤ ψ(s, 0, 0, i) + CK
−
i (s),
sup
0≤t≤T
((h˜i(t)−K
−,n
i (t))
+)2 ≤ sup
0≤t≤T
((h˜i(t))
+)2
≤ sup
0≤t≤T
(( max
j 6=i,j∈Λ
Yj(t))
+)2
≤
∑
j∈Λ
sup
0≤t≤T
|Yj(t)|
2,
and
sup
0≤t≤T
((h˜i(t)−K
−
i (t))
+)2 ≤
∑
j∈Λ
sup
0≤t≤T
|Yj(t)|
2,
we have
Φn(T ) ≤ 4E(ξ2i +
∫ T
0
|ψ(s, 0, 0, i)|2ds) + 2
∑
j∈Λ
E[ sup
0≤t≤T
|Yj(t)|
2]
+2(C2T + 1)E(|K−,ni (T )|
2 + |K−i (T )|
2).
From (3.5) and (3.9), we see
sup
n≥1
Φn(T ) <∞.(3.22)
From (3.10), (3.21) and (3.22), we see
lim
n→∞
E[ sup
0≤t≤T
|X¯ni (t)− X¯i(t)|
2] = 0, i ∈ Λ.
So there is a subsequence of {X¯ni }n≥1 converging to X¯i, a.e., a.s. Without loss of
generality, assume that
lim
n→∞
X¯ni = X¯i, a.e., a.s., i ∈ Λ.(3.23)
Set
Xni , Y
n
i −K
−,n
i , i ∈ Λ.
Then from reflected BSDEs (3.2) we know that (Xni , Z
n
i ,K
+,n
i ) is the solution of the
following reflected BSDEs with single reflecting barrier:
Xni (t) = (ξi −K
−,n
i (T )) +
∫ T
t
ψn(s,X
n
i (s), Z
n
i (s), i)ds
+
∫ T
t
dK
+,n
i (s)−
∫ T
t
Zni (s)dW (s), t ∈ [0, T ];
Xni (t) ≥ max
j 6=i,j∈Λ
hi,j(t, Y
n−1
j (t))−K
−,n
i (t), t ∈ [0, T ];∫ T
0
(
Xni (s) − max
j 6=i,j∈Λ
hi,j(s, Y
n−1
j (s)) +K
−,n
i (s)
)
dK
+,n
i (s) = 0.
(3.24)
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Comparing it with reflected BSDEs (3.18) and using the comparison theorem for
r.c.l.l. reflecting barrier [13, Theorem 1.5], we know that
X¯ni (t) ≥ X
n
i (t) = Y
n
i (t)−K
−,n
i (t), (t, i) ∈ [0, T ]× Λ.
In view of (3.23), we have
X¯i(t) ≥ Yi(t)−K
−
i (t), (t, i) ∈ [0, T ]× Λ.(3.25)
Note that due to the appearance of the additional fixed upper barrier, it is not clear
whether the lower barrier of (3.20) is not less than that of (3.24). Such a difficulty is
got around by comparing (3.24) and (3.18).
On the other hand, from (3.20) and [18, Theorem 2.1], we know that X¯i(·) is
the smallest ψ−-supermartingale with the lower barrier {h˜i(t) −K
−
i (t), 0 ≤ t ≤ T }.
From (3.15) and (3.16), it can be easily obtained that {Yi(t) −K
−
i (t), 0 ≤ t ≤ T } is
a ψ−-supermartingale with the same lower barrier and terminal value. Hence,
X¯i(t) ≤ Yi(t)−K
−
i (t), ∀ t ≤ T, i ∈ Λ.
Together with (3.25), we have
X¯i(t) = Yi(t)−K
−
i (t), ∀ t ≤ T, i ∈ Λ.
Then
Y¯i(t) = Yi(t), ∀ t ≤ T, i ∈ Λ.
From the uniqueness of the Doob-Meyer Decomposition, it follows that
Z¯i(t) = Zi(t), K¯
+
i (t) = K
+
i (t), ∀ 0 ≤ t ≤ T, i ∈ Λ.
Then we have∫ T
0
(
Yi(s−)− max
j 6=i, j∈Λ
hi,j(s, Yj(s−))
)
dK+i (s) = 0, ∀ i ∈ Λ.(3.26)
Hence, for i ∈ Λ, (Yi, Zi,K
+
i ,K
−
i ) almost satisfies RBSDE (1.4) except that both
minimal boundary conditions are replaced by∫ T
0
(
Yi(s−)− max
j 6=i,j∈Λ
hi,j(s, Yj(s−))
)
dK+i (s) = 0,
∫ T
0
(Yi(s−)− S(s))dK
−
i (s) = 0.
If we further prove the continuity of Yi , then we know {(Yi, Zi,K
+
i ,K
−
i ), i ∈ Λ} is
an adapted solution of RBSDE (1.4).
Step 6. The time continuity of Y and K+.
Since K−i is continuous, we have ∆Yi(t) = −∆K
+
i (t) ≤ 0. Since the fact that
∆Yi1(t
∗) < 0 for some (i1, t
∗) ∈ Λ× [0, T ], contradicts Hypothesis 3, as shown in [15,
Theorem 2.4], we have
∆Yi(t) = 0, 0 ≤ t ≤ T, i ∈ Λ,(3.27)
that is, Y is time continuous. Hence K+i is time continuous.
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4. Existence: the penalty method. In Theorem 3.1, every component of the
upper barrier S is assumed to be super-regular. Let k(i, j) be the switching cost from
state i to state j in the optimal switching problem (see Hu and Tang [17]) satisfying
Hypothesis 3’, and let the function hi,j introduced in the preceding section take the
particular form hi,j(t, y) = y − k(i, j). Then we can prove by a penalty method
the existence of an adapted solution to RBSDE (1.4) without the super-regularity
assumption on the upper barrier S. Moreover, we shall avoid using Lemma 2.3 since
its proof itself is very lengthy and further invokes very technical lemmas of Peng [22].
4.1. Multi-dimensional RBSDEs with fixed single reflecting barrier. In
what follows, we consider the multi-dimensional RBSDEs with fixed single reflecting
barrier, show the existence and uniqueness by a penalty method, and give a compar-
ison theorem.
For two m-dimensional vectors x , (x1, · · · , xm)T and y , (y1, · · · , ym)T , by
x ≤ y we mean xi ≤ yi for i ∈ Λ. For a vector x , (x1, · · · , xm)T , x+ is defined as
the m-dimensional vector (x+1 , · · · , x
+
m)
T .
Consider the following multi-dimensional RBSDE with fixed single reflecting bar-
rier: 
Y (t) = ξ +
∫ T
t
φ(s, Y (s), Z(s)) ds −
∫ T
t
dK(s)
−
∫ T
t
Z(s) dW (s), t ∈ [0, T ];
Y (t) ≤ S(t), t ∈ [0, T ];∫ T
0
(Yi(s) − Si(s)) dKi(s) = 0, i ∈ Λ.
(4.1)
We make the following assumption on the generator φ, the terminal value ξ ,
(ξ1, · · · , ξm)
T , and the barrier S , (S1, · · · , Sm)
T .
Hypothesis 4. (i) The process φ(·, 0, 0) ∈ (M 2)m. For i ∈ Λ, ξi ∈ L
2(Ω,FT , P )
and Si ∈ S 2 with ξi ≤ Si(T ).
(ii) There is a constant C > 0 such that for any (t, y, y′, z, z′) ∈ [0, T ]× (Rm)2 ×
(Rm×d)2, we have
|φ(t, y, z)− φ(t, y′, z′)| ≤ C(|y − y′|+ |z − z′|),
−4〈y−, φ(t, y+ + y′, z)− φ(t, y′, z′)〉 ≤ 2
m∑
i=1
χ{yi<0}|zi − z
′
i|
2 + C|y−|2.
(4.2)
We have
Theorem 4.1. Let Hypothesis 4 be satisfied. Then RBSDE (4.1) has a unique
adapted solution (Y, Z,K) ∈ (S 2)m × (M 2)m×d × (N 2)m.
Proof. For any positive integer n, consider the following penalized BSDE:
Y n(t) = ξ +
∫ T
t
φ(s, Y n(s), Zn(s))ds − n
∫ T
t
(Y n(s)− S(s))+ ds
−
∫ T
t
Zn(s) dW (s), t ∈ [0, T ].
(4.3)
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Note that (Y n(s)−S(s))+ has been defined component-wisely in the second paragraph
of this subsection. From Pardoux and Peng [21], we know that BSDE (4.3) has a
unique adapted solution (Y n, Zn) ∈ (S 2)m × (M 2)m×d for each n.
Define for (t, y, z) ∈ [0, T ]×Rm ×Rm×d,
φn(t, y, z) , φ(t, y, z)− n(y − S(t))+
and
Kn(t) , n
∫ t
0
(Y n(s)− S(s))+ ds.
In view of Hypothesis 4 (ii), we have for all y ∈ Rm,
−4〈y−, φn(s, y+ + y′, z)− φn+1(s, y′, z′)〉
≤ −4〈y−, φ(s, y+ + y′, z)− φ(s, y′, z′) + (y′ − S(s))+〉
≤ −4〈y−, φ(s, y+ + y′, z)− φ(s, y′, z′)〉
≤ 2
m∑
i=1
χ{yi<0}|zi − z
′
i|
2 + C|y−|2.
Applying the comparison theorem of multi-dimensional BSDEs (see [16, Theorem
2.1]), we deduce that
Y n+1(t) ≤ Y n(t), 0 ≤ t ≤ T.
For t ∈ [0, T ], the sequence {Y n(t)}n≥1 almost surely admits a limit, which is denoted
by Y (t) below.
Applying Itoˆ’s lemma to compute |Y n(t)|2, in view of the following inequality∫ T
t
〈Y n(s), dKn(s)〉 ≥
∫ T
t
〈S(s), dKn(s)〉,
it is more or less standard to derive the following (see Gegout-Petit and Pardoux [7]):
E|Kn(T )|2 + sup
0≤t≤T
E|Y n(t)|2 + E
∫ T
0
|Zn(s)|2ds ≤ c, n = 1, 2, · · ·(4.4)
In view of (4.3), applying the Burkholder-Davis-Gundy (abbreviated as BDG below)
inequality, we have
E sup
0≤t≤T
|Y n(t)|2 + E
∫ T
0
|Zn(s)|2 ds+ E|Kn(T )|2 ≤ c, n = 1, 2, · · ·
Recalling that Y (t) = lim
n→∞
Y n(t), using Fatou’s lemma, we have
E sup
0≤t≤T
|Y (t)|2 ≤ E lim
n→∞
sup
0≤t≤T
|Y n(t)|2 ≤ lim
n→∞
E sup
0≤t≤T
|Y n(t)|2 ≤ c.
Since |Y n(s) − Y (s)|2 ≤ |Y 0(s) − Y (s)|2 for s ∈ [0, T ] (noting that Y n converges to
Y in a decreasing manner), we have from Lebesgue’s dominated convergence theorem
that
lim
n→∞
E
∫ T
0
|Y n(s)− Y (s)|2ds = 0.
OPTIMAL SWITCHING OF REFLECTED BSDES 19
For positive integers n1 and n2, applying Itoˆ’s lemma to compute |Y n1(t) −
Y n2(t)|2, it is standard to derive the following (see Gegout-Petit and Pardoux [7]):
E|Y n1(0)− Y n2(0)|2 + E
∫ T
0
|Zn1(s)− Zn2(s)|2ds
≤ 2C(C + 1)E
∫ T
0
|Y n1(s)− Y n2(s)|2ds+
1
2
E
∫ T
0
|Zn1(s)− Zn2(s)|2ds
+2E
∫ T
0
〈(Y n2(s)− S(s))+, dKn1(s)〉+ 2E
∫ T
0
〈(Y n1(s)− S(s))+, dKn2(s)〉.
As a consequence,
E
∫ T
0
|Zn1(s)− Zn2(s)|2ds ≤ 4C(C + 1)E
∫ T
0
|Y n1(s)− Y n2(s)|2ds
+4E
∫ T
0
〈(Y n2(s)− S(s))+, dKn1(s)〉
+4E
∫ T
0
〈(Y n1(s)− S(s))+, dKn2(s)〉.
(4.5)
Proceed identically as in the proof of [6, Lemma 6.1], we have
E sup
0≤t≤T
|(Y n(t)− S(t))+|2→ 0 as n→∞.(4.6)
Then from (4.4) and (4.6), we know that as n1, n2→∞,
E
∫ T
0
〈(Y n2(s)− S(s))+, dKn1(s)〉 + E
∫ T
0
〈(Y n1(s)− S(s))+, dKn2(s)〉→ 0.
Together with (4.5), we obtain
lim
n1,n2→∞
E
∫ T
0
|Zn1(s)− Zn2(s)|2ds = 0.
In view of (4.3), using the BDG inequality, we conclude
lim
n1,n2→∞
E sup
0≤t≤T
|Y n1(t)− Y n2(t)|2 = 0.
In view of (4.3) and the definition of Kn, we know
lim
n1,n2→∞
E sup
0≤t≤T
|Kn1(t)−Kn2(t)|2 = 0.
From the above convergence, we conclude that there exists (Z,K) ∈ (M 2)m×d ×
(N 2)m such that
lim
n→∞
E
∫ T
0
|Zn(s)− Z(s)|2 ds = 0 and lim
n→∞
E sup
0≤t≤T
|Kn(t)−K(t)|2 = 0.
Passing to limit in equation (4.3), we know that
(Y, Z,K) ∈ (S 2)m × (M 2)m×d × (N 2)m
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satisfies the following equation:
Y (t) = ξ +
∫ T
t
φ(s, Y (s), Z(s)) ds−
∫ T
t
dK(s)−
∫ T
t
Z(s) dW (s), t ∈ [0, T ].
Since Y (t) ≤ Y n(t), we have
E sup
0≤t≤T
|(Y (t)− S(t))+|2 ≤ E sup
0≤t≤T
|(Y n(t)− S(t))+|2, n = 1, 2, . . . ,
and further from (4.6),
E sup
0≤t≤T
|(Y (t)− S(t))+|2 ≤ lim
n→∞
E sup
0≤t≤T
|(Y n(t)− S(t))+|2 = 0,
which implies that
Y (t) ≤ S(t), 0 ≤ t ≤ T.(4.7)
Therefore, ∫ T
0
(Yi(t)− Si(t)) dKi(t) ≤ 0, i ∈ Λ.(4.8)
Since (Y n,Kn) tends to (Y,K) in (S 2)2m, we have for i ∈ Λ,∫ T
0
(Yi(t)− Si(t)) dKi(t) = lim
n→∞
∫ T
0
(Y ni (t)− Si(t)) dK
n
i (t)
= lim
n→∞
n
∫ T
0
(Y ni (t)− Si(t))(Y
n
i (t)− Si(t))
+dt
≥ 0.
(4.9)
Thus, ∫ T
0
(Yi(t)− Si(t)) dKi(t) = 0, i ∈ Λ.(4.10)
We conclude that (Y, Z,K) is an adapted solution to RBSDE (4.1).
Uniqueness of the solution follows from Lemma 2.7 and Remark 2.8.
Remark 4.2. For the existence and uniqueness for multi-dimensional RBSDEs,
we refer the reader to Gegout-Petit and Pardoux [7].
Remark 4.3. The comparison theorem of multi-dimensional BSDEs is first es-
tablished by Hu and Peng [16] under the stronger conditions on the generator φ that
φ(·, y, z) is continuous for any fixed (y, z) and φ(·, 0, 0) ∈ (S 2)m. By the method of
approximation, it can be shown that the comparison theorem still holds if Hypothesis
4 (i) is satisfied.
Thanks to the above existence and uniqueness result, we can prove the follow-
ing comparison theorem for multi-dimensional RBSDEs with fixed single reflecting
barrier.
Theorem 4.4. Assume that (φ1, ξ1), (φ2, ξ2), and S satisfy Hypothesis 4. Fur-
ther, assume that
(i) ξ1 ≥ ξ2;
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(ii) There is a positive constant C′ such that for (y, y′) ∈ (Rm)2, (z, z′) ∈ (Rm×d)2,
and t ∈ [0, T ],
−4〈y−, φ1(t, y+ + y′, z)− φ2(t, y′, z′)〉 ≤ 2
m∑
i=1
χ{yi<0}|zi − z
′
i|
2 + C′|y−|2.(4.11)
For j = 1, 2, denote by (Y j , Zj,Kj) the adapted solution of RBSDE (4.1) associate
with the data (ξj , φj , S). Then, we have
(1) Y 1(t) ≥ Y 2(t), 0 ≤ t ≤ T ;
(2) K1(r) −K1(s) ≥ K2(r) −K2(s), 0 ≤ s ≤ r ≤ T.
Proof. For j = 1, 2 and positive integer n, the following BSDE:
Y j,n(t) = ξj +
∫ T
t
φj(s, Y j,n(s), Zj,n(s))ds− n
∫ T
t
(Y j,n(s)− Sj(s))+ ds
−
∫ T
t
Zj,n(s) dW (s), t ∈ [0, T ]
(4.12)
has a unique adapted solution, denoted by (Y j,n, Zj,n,Kj,n). In view of (4.11), we
have
−4〈y−, (φ1(t, y+ + y′, z)− n(y+ + y′ − S(t))+)− (φ2(t, y′, z′)− n(y′ − S(t))+)〉
≤ −4〈y−, φ1(t, y+ + y′, z)− φ2(t, y′, z′)− ny+〉
≤ 2
m∑
i=1
χ{yi<0}|zi − z
′
i|
2 + C′|y−|2.
By the comparison theorem of multi-dimensional BSDEs (see [16, Theorem 2.1]), it
follows that
Y 1,n(t) ≥ Y 2,n(t), t ∈ [0, T ], n = 1, 2, · · · .(4.13)
Then from the proof of Theorem 4.1, we know that for t ∈ [0, T ] and j = 1, 2,
Y j(t) = lim
n→∞
Y j,n(t),
Kj(t) = lim
n→∞
n
∫ t
0
(Y j,n(s)− S(s))+ds.
(4.14)
The desired results then follow from (4.13) and (4.14).
Note added after the second round of review: We thank the reviewer in the second
round of review who reminds us of the recent work of Wu and Xiao [25]. On one
hand, Wu and Xiao [25, Theorem 2.2, page 1821] is a more general existence and
uniqueness result than our Theorem 4.1 since the second inequality in (4.2) of our
Hypothesis 4 (ii) is not required in their theorem. On the other hand, concerning the
comparison theorem for multidimensional RBSDEs, in addition to comparison of the
first component of the solution, our Theorem 4.4 further includes comparison on the
third component (the so-called increasing process) of the solution, which is missing in
Wu and Xiao [25, Theorem 3.1, page 1825].
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4.2. Multi-dimensional RBSDEs with an oblique reflection. Consider the
following RBSDE: for i ∈ Λ,
Yi(t) = ξi +
∫ T
t
ψ(s, Yi(s), Zi(s), i)ds−
∫ T
t
dK−i (s)
+
∫ T
t
dK+i (s)−
∫ T
t
Zi(s)dW (s), t ∈ [0, T ];
Si(t) ≥ Yi(t) ≥ max
j 6=i,j∈Λ
{Yj(t)− k(i, j)}, t ∈ [0, T ];∫ T
0
(
Yi(s)− max
j 6=i,j∈Λ
{Yj(s)− k(i, j)}
)
dK+i (s) = 0;∫ T
0
(Yi(s)− Si(s))dK
−
i (s) = 0.
(4.15)
The following theorem presents the existence of the solution without super-regularity
assumption on S.
Theorem 4.5. Let Hypotheses 1 and 3’ be satisfied. Assume that S ∈ (S 2)m
with S(t) ∈ Q˜(t) for t ∈ [0, T ] and ξ ∈ L2(Ω,FT , P ;Rm) with ξ(ω) ∈ Q˜(T ). Here we
have defined for t ∈ [0, T ],
Q˜(t) , {(y1, · · · , ym)
T ∈ Rm : yj − k(i, j) ≤ yi ≤ Si(t), ∀ i, j ∈ Λ, j 6= i}.
Then RBSDE (4.15) has an adapted solution (Y, Z,K+,K−) ∈ (S 2)m× (M 2)m×d×
(N 2)2m.
Proof. The proof is divided into four steps.
Step 1. The approximating sequence of penalized RBSDEs.
For any positive integer n, consider the following RBSDE: ∀ i ∈ Λ,
Y ni (t) = ξi +
∫ T
t
ψ(s, Y ni (s), Z
n
i (s), i) ds−
∫ T
t
dK
−,n
i (s)
+n
m∑
l=1
∫ T
t
(Y ni (s)− Y
n
l (s) + k(i, l))
− ds
−
∫ T
t
Zni (s) dW (s), t ∈ [0, T ];
Y ni (t) ≤ Si(t), t ∈ [0, T ];∫ T
0
(Y ni (s) − Si(s))dK
−,n
i (s) = 0.
(4.16)
These RBSDEs satisfy Hypothesis 4.
In fact, define for (t, y, z, i) ∈ [0, T ]×Rm ×Rm×d × Λ,
ψ¯n(t, y, z, i) , ψ(t, yi, zi, i) + n
m∑
l=1
(yi − yl + k(i, l))
−,
ψ¯n(t, y, z) , (ψ¯n(t, y, z, 1), · · · , ψ¯n(t, y, z,m))T .
Since
〈y−i , (y
+
i + y
′
i − y
+
l − y
′
l + k(i, l))
− − (y′i − y
′
l + k(i, l))
−〉
= 〈y−i , (y
′
i − y
+
l − y
′
l + k(i, l))
− − (y′i − y
′
l + k(i, l))
−〉 ≥ 0
(4.17)
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for y, y′ ∈ Rm and i, l ∈ Λ, and ψ¯n(t, y, z, i) does not depend on zj for j 6= i, we have
for (y, y′) ∈ (Rm)2, (z, z′) ∈ (Rm×d)2, and (i, l) ∈ (Λ)2,
−4〈y−, ψ¯n(t, y+ + y′, z)− ψ¯n(t, y′, z′)〉
= −4
m∑
i=1
〈y−i , ψ(t, y
+
i + y
′
i, zi, i)− ψ(t, y
′
i, z
′
i, i)〉
−4n
m∑
i, l=1
〈y−i , (y
+
i + y
′
i − y
+
l − y
′
l + k(i, l))
− − (y′i − y
′
l + k(i, l))
−〉
≤ −4
m∑
i=1
〈y−i , ψ(t, y
+
i + y
′
i, zi, i)− ψ(t, y
′
i, z
′
i, i)〉
≤ 2
m∑
i=1
χ{yi<0}|zi − z
′
i|
2 + 2C2|y−|2.
(4.18)
It is easy to check that ψ¯n(t, y, z) is also Lipschitz continuous in (y, z). From Theorem
4.1, we know that RBSDE (4.16) has a unique adapted solution (Y n, Zn,K−,n) with
Y n , (Y n1 , · · · , Y
n
m)
T ∈ (S 2)m, Zn , (Zn1 , · · · , Z
n
m)
T ∈ (M 2)m×d,
and
K−,n , (K−,n1 , · · · ,K
−,n
m )
T ∈ (N 2)m.
Moreover, we have from (4.18) that for (y, y′) ∈ (Rm)2, (z, z′) ∈ (Rm×d)2, and (i, l) ∈
(Λ)2,
−4〈y−, ψ¯n+1(t, y+ + y′, z)− ψ¯n(t, y′, z′)〉
= −4〈y−, ψ¯n(t, y+ + y′, z)− ψ¯n(t, y′, z′)〉 − 4
m∑
i, l=1
〈y−i , (y
+
i + y
′
i − y
+
l − y
′
l + k(i, l))
−〉
≤ −4〈y−, ψ¯n(t, y+ + y′, z)− ψ¯n(t, y′, z′)〉
≤ 2
m∑
i=1
χ{yi<0}|zi − z
′
i|
2 + 2C2|y−|2.
(4.19)
From Theorem 4.4, we know
Y n(t) ≤ Y n+1(t), K−,n(t) ≤ K−,n+1(t), 0 ≤ t ≤ T.(4.20)
For t ∈ [0, T ], the sequence {(Y n(t),K−,n(t))}n≥1 admits a limit, which is denoted by
(Y (t),K−(t)) below with Y (t) , (Y1(t), · · · , Ym(t))T andK−(t) , (K
−
1 (t), · · · ,K
−
m(t))
T .
Step 2. A priori estimate.
The following lemma is the key to our subsequent arguments.
Lemma 4.6. There is a positive constant c which is independent of n, such that
E sup
0≤t≤T
|Y n(t)|2 + E|K−,n(T )|2 + E
∫ T
0
|Zn(s)|2 ds ≤ c,
n2E
∫ T
0
|(Y ni (s)− Y
n
j (s) + k(i, j))
−|2 ds ≤ c, i ∈ Λ.
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The proof follows. Applying Itoˆ-Meyer’s formula [20] to compute |(Y ni (t)−Y
n
j (t)+
k(i, j))−|2, we see that the sum |(Y ni (t)− Y
n
j (t) + k(i, j))
−|2 +
∫ T
t
χL−
i,j,n
(s)|Zni (s)−
Znj (s)|
2 ds+ 2n
∫ T
t
|(Y ni (s)− Y
n
j (s) + k(i, j))
−|2 ds is equal to the following
2
∫ T
t
(Y ni (s)− Y
n
j (s) + k(i, j))
−[ψ(s, Y nj (s), Z
n
j (s), j)− ψ(s, Y
n
i (s), Z
n
i (s), i)] ds
+2
∫ T
t
(Y ni (s)− Y
n
j (s) + k(i, j))
−(Zni (s)− Z
n
j (s)) dW (s)
+2
∫ T
t
(Y ni (s)− Y
n
j (s) + k(i, j))
−d(K−,ni (s)−K
−,n
j (s))
+2n
∫ T
t
(Y ni (s)− Y
n
j (s) + k(i, j))
−(Y nj (s)− Y
n
i (s) + k(j, i))
−ds
+2n
∑
l 6=i, l 6=j
∫ T
t
(Y ni (s)− Y
n
j (s) + k(i, j))
−[(Y nj (s)− Y
n
l (s) + k(j, l))
−
−(Y ni (s)− Y
n
l (s) + k(i, l))
−] ds
(4.21)
where
L−i,j,n , {(t, ω) : Y
n
i (t)− Y
n
j (t) + k(i, j) < 0}.
We claim that the last three terms of (4.21) are all equal to or less than 0. In
fact, due to (4.16), we have
Y nj (s)− k(i, j) ≤ Sj(s)− k(i, j) ≤ Si(s) (noting S(s) ∈ Q˜(s))(4.22)
and
∫ T
t
(Y ni (s)− Y
n
j (s) + k(i, j))
−d(K−,ni (s)−K
−,n
j (s))
≤
∫ T
t
(Y ni (s)− Y
n
j (s) + k(i, j))
−dK
−,n
i (s)
≤
∫ T
t
(Y ni (s)− Si(s))
−dK
−,n
i (s)
=
∫ T
t
(Si(s)− Y
n
i (s))dK
−,n
i (s) = 0.
In view of Hypothesis 3’(i), we have
{(y1, · · · , ym)
T ∈ Rm : yi − yj + k(i, j) < 0, yj − yi + k(j, i) < 0} = ∅,
which immediately gives
(Y ni (t)− Y
n
j (t) + k(i, j))
−(Y nj (t)− Y
n
i (t) + k(j, i))
− = 0.
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From Hypothesis 3’(ii), using the property that x−1 − x
−
2 ≤ (x1 − x2)
−, we have
(Y ni (s)− Y
n
j (s) + k(i, j))
−[(Y nj (s)− Y
n
l (s) + k(j, l))
−
−(Y ni (s)− Y
n
l (s) + k(i, l))
−]
≤ (Y ni (s)− Y
n
j (s) + k(i, j))
−(Y nj (s)− Y
n
i (s) + k(j, l)− k(i, l))
−
≤ (Y ni (s)− Y
n
j (s) + k(i, j))
−(Y nj (s)− Y
n
i (s)− k(i, j))
−
= (Y ni (s)− Y
n
j (s) + k(i, j))
−(Y ni (s)− Y
n
j (s) + k(i, j))
+ = 0.
Taking expectation on both sides of (4.21), we have
E|(Y ni (t)− Y
n
j (t) + k(i, j))
−|2 + E
∫ T
t
χL−
i,j,n
(s)|Zni (s)− Z
n
j (s)|
2 ds
+2nE
∫ T
t
|(Y ni (s)− Y
n
j (s) + k(i, j))
−|2 ds
≤ 2E
∫ T
t
(Y ni (s)− Y
n
j (s) + k(i, j))
−|ψ(s, Y ni (s), Z
n
i (s), i)
−ψ(s, Y nj (s), Z
n
j (s), j)| ds.
(4.23)
Noting that
|ψ(s, Y ni (s), Z
n
i (s), i)− ψ(s, Y
n
j (s), Z
n
j (s), j)|
≤ |ψ(s, Y ni (s), Z
n
i (s), i)− ψ(s, Y
n
i (s), Z
n
i (s), j)|
+|ψ(s, Y ni (s), Z
n
i (s), j)− ψ(s, Y
n
j (s), Z
n
j (s), j)|
≤ c(|ψ(s, 0, 0)|+ |Y ni (s)|+ |Z
n
i (s)|+ |Y
n
i (s)− Y
n
j (s)|+ |Z
n
i (s)− Z
n
j (s)|)
≤ c
(
1 + |ψ(s, 0, 0)|+ |Y ni (s)|+ |Z
n
i (s)|+ |Y
n
i (s)− Y
n
j (s) + k(i, j)|
+|Zni (s)− Z
n
j (s)|
)
for a positive constant c (independent of n and possibly varying from line to line), in
view of (4.23), we have
E|(Y ni (t)− Y
n
j (t) + k(i, j))
−|2 + E
∫ T
t
χL−
i,j,n
(s)|Zni (s)− Z
n
j (s)|
2ds
+2nE
∫ T
t
|(Y ni (s)− Y
n
j (s) + k(i, j))
−|2ds
≤ (
n
2
+ 2c)E
∫ T
t
|(Y ni (s)− Y
n
j (s) + k(i, j))
−|2ds+
2c2
n
E
∫ T
t
χL−
i,j,n
(s)(
1 + |ψ(s, 0, 0)|2 + |Y ni (s)|
2 + |Zni (s)|
2 + |Zni (s)− Z
n
j (s)|
2
)
ds.
So for sufficiently large n,
n2E
∫ T
t
|(Y ni (s)−Y
n
j (s)+k(i, j))
−|2ds ≤ c
(
1+E
∫ T
t
(|Y ni (s)|
2+ |Zni (s)|
2)ds
)
.
(4.24)
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Applying Itoˆ’s lemma to compute |Y ni (t)|
2, we have
|Y ni (t)|
2 +
∫ T
t
|Zni (s)|
2ds
= 2
∫ T
t
Y ni (s)
(
ψ(s, Y ni (s), Z
n
i (s), i) + n
m∑
l=1
(Y ni (s)− Y
n
l (s) + k(i, l))
−
)
ds
+ξ2i − 2
∫ T
t
Y ni (s)dK
−,n
i (s)− 2
∫ T
t
Y ni (s)Z
n
i (s)dW (s).
(4.25)
Using the elementary inequality:
2ab ≤
1
α
a2 + αb2 for a, b, α > 0,
we obtain that
−2
∫ T
t
Y ni (s) dK
−,n
i (s) = −2
∫ T
t
Si(s) dK
−,n
i (s)
≤
1
α
sup
0≤t≤T
|S−i (t)|
2 + α|K−,ni (T )−K
−,n
i (t)|
2
(4.26)
for an arbitrary positive real number α. Then taking expectation on both sides of
(4.25), we have
E|Y ni (t)|
2 + E
∫ T
t
|Zni (s)|
2ds
≤ 2E
∫ T
t
|Y ni (s)|(|ψ(s, Y
n
i (s), Z
n
i (s), i)|+ n
m∑
l=1
(Y ni (s)− Y
n
j (s) + k(i, l))
−)ds
+E(ξ2i )− 2E
∫ T
t
Y ni (s)dK
−,n
i (s)
≤ cεE
∫ T
t
|Y ni (s)|
2ds+ ε
m∑
l=1
n2E
∫ T
t
|(Y ni (s)− Y
n
l (s) + k(i, l))
−|2ds+ E(ξi)
2
+εE
∫ T
t
|Zni (s)|
2ds+
1
α
E sup
0≤t≤T
|S−i (t)|
2 + αE|K−,ni (T )−K
−,n
i (t)|
2
(4.27)
for arbitrary positive real numbers ε, α, and a constant cε depending on ε. On the
other hand, from equation (4.16), we have
K
−,n
i (T )−K
−,n
i (t)
= ξi − Y
n
i (t) +
∫ T
t
ψ(s, Y ni (s), Z
n
i (s), i) ds
+n
m∑
l=1
∫ T
t
(Y ni (s)− Y
n
l (s) + k(i, l))
−ds−
∫ T
t
Zni (s) dW (s).
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In view of (4.24), we have
E|K−,ni (T )−K
−,n
i (t)|
2
≤ c
(
Eξ2i + E|Y
n
i (t)|
2 + E
∫ T
t
(|Y ni (s)|
2 + |Zni (s)|
2) ds
)
+c
m∑
l=1
n2E
∫ T
t
|Y ni (s)− Y
n
l (s) + k(i, l))
−|2ds
≤ c
[
1 + E|Y ni (t)|
2 + E
∫ T
t
(|Y ni (s)|
2 + |Zni (s)|
2) ds
]
.
(4.28)
Further, in view of (4.27), we have
E|Y ni (t)|
2 + E
∫ T
t
|Zni (s)|
2ds
≤ cε,α(1 + E
∫ T
t
|Y ni (s)|
2ds) + αcE|Y ni (t)|
2 +
1
α
E sup
0≤t≤T
|S−i (t)|
2
+(ε+ α)cE
∫ T
t
|Zni (s)|
2ds
for any positive real numbers ε, α and a constant cε,α depending on ε, α. Setting
α = ε = 13c , we have from Gronwall’s inequality that
E|Y ni (t)|
2 + E
∫ T
t
|Zni (s)|
2ds ≤ c.
From (4.24) and (4.28), we have
n2E
∫ T
0
|(Y ni (s)− Y
n
j (s) + k(i, j))
−|2ds ≤ c, E|K+,ni (T )|
2 ≤ c.(4.29)
Moreover, in view of (4.25), applying the BDG inequality, we have
E sup
0≤t≤T
|Y ni (t)|
2 ≤ c.
The proof of Lemma 4.6 is then complete.
Step 3. The convergence of penalized BSDEs.
In view of the component-wisely monotone convergence of {(Y n,K−,n), n =
1, 2, . . .} (see (4.20)), we have
E[ sup
0≤t≤T
(|Y (t)|2 + |K−(t)|2)] ≤ E[ lim
n→∞
sup
0≤t≤T
(|Y n(t)|2 + |K−,n(t)|2)].
In view of Lemma 4.6, using Fatou’s lemma, we have
E[ sup
0≤t≤T
(|Y (t)|2 + |K−(t)|2)] ≤ lim
n→∞
E[ sup
0≤t≤T
(|Y n(t)|2 + |K−,n(t)|2)] <∞.
Then applying Lebesgue’s dominated convergence theorem, we have
E
∫ T
0
|Y n(s)− Y (s)|2 ds+ E
∫ T
0
|K−,n(s)−K−(s)|2 ds→ 0 as n→∞.(4.30)
28 S. TANG, W. ZHONG AND H. K. KOO
For positive integers n1 and n2, applying Itoˆ’s lemma to |Y
n1
i (t)− Y
n2
i (t)|
2, we have
|Y n1i (t)− Y
n2
i (t)|
2 +
∫ T
t
|Zn1i (s)− Z
n2
i (s)|
2ds
= 2
∫ T
t
(ψ(s, Y n1i (s), Z
n1
i (s), i)− ψ(s, Y
n2
i (s), Z
n2
i (s), i))(Y
n1
i (s)− Y
n2
i (s))ds
+2n1
m∑
l=1
∫ T
t
(Y n1i (s)− Y
n1
l (s) + k(i, l))
−(Y n1i (s)− Y
n2
i (s))ds
−2n2
m∑
l=1
∫ T
t
(Y n2i (s)− Y
n2
l (s) + k(i, l))
−(Y n1i (s)− Y
n2
i (s))ds
−2
∫ T
t
(Y n1i (s)− Y
n2
i (s))d(K
−,n1
i (s)−K
−,n2
i (s))
−2
∫ T
t
(Y n1i (s)− Y
n2
i (s))(Z
n1
i (s)− Z
n2
i (s))dW (s), ∀ i ∈ Λ.
(4.31)
Since ∫ T
t
(Y n1i (s)− Y
n2
i (s))d(K
−,n1
i (s)−K
−,n2
i (s))
=
∫ T
t
(Si(s)− Y
n2
i (s))dK
−,n1
i (s) +
∫ T
t
(Si(s)− Y
n1
i (s))dK
−,n2
i (s) ≥ 0, i ∈ Λ,
(4.32)
in view of (4.31), we have for i ∈ Λ,
E|Y n1i (t)− Y
n2
i (t)|
2 + E
∫ T
t
|Zn1i (s)− Z
n2
i (s)|
2ds
= 2E
∫ T
t
(ψ(s, Y n1i (s), Z
n1
i (s), i)− ψ(s, Y
n2
i (s), Z
n2
i (s), i))(Y
n1
i (s)− Y
n2
i (s))ds
+2n1
m∑
l=1
E
∫ T
t
(Y n1i (s)− Y
n1
l (s) + k(i, l))
−(Y n1i (s)− Y
n2
i (s))ds
−2n2
m∑
l=1
E
∫ T
t
(Y n2i (s)− Y
n2
l (s) + k(i, l))
−(Y n1i (s)− Y
n2
i (s))ds
which implies the following
E|Y n1i (t)− Y
n2
i (t)|
2 + E
∫ T
t
|Zn1i (s)− Z
n2
i (s)|
2ds
≤ 2C(C + 1)E
∫ T
t
|Y n1i (s)− Y
n2
i (s)|
2ds+
1
2
E
∫ T
t
|Zn1i (s)− Z
n2
i (s)|
2ds
+2(E
∫ T
0
|Y n1i (s)− Y
n2
i (s)|
2ds)
1
2
×
[
m∑
l=1
2∑
h=1
nh(E
∫ T
0
|(Y nhi (s)− Y
nh
l (s) + k(i, l))
−|2ds)
1
2
]
.
(4.33)
Setting t = 0, in view of (4.30) and Lemma 4.6, we have
E
∫ T
0
|Zn1i (s)− Z
n2
i (s)|
2ds→ 0, ∀ i ∈ Λ, as n1, n2→∞.(4.34)
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So there exists Z , (Z1, · · · , Zm)T ∈ (M 2)m×d such that
lim
n→∞
E
∫ T
0
|Zni (s)− Zi(s)|
2ds = 0, ∀ i ∈ Λ.
In view of (4.31), applying the BDG inequality, we have
E( sup
0≤t≤T
|Y n1i (t)− Y
n2
i (t)|
2)→ 0, ∀ i ∈ Λ as n1, n2→∞.(4.35)
From (4.16), we have
d(K−,n1i (t)−K
−,n2
i (t))
= (ψ(t, Y n1i (t), Z
n1
i (t), i)− ψ(t, Y
n2
i (t), Z
n2
i (t), i))dt
+d(Y n1i (t)− Y
n2
i (t)) + n1
m∑
l=1
(Y n1i (t)− Y
n1
l (t) + k(i, l))
−dt
−n2
m∑
l=1
(Y n2i (t)− Y
n2
l (t) + k(i, l))
−dt− (Zn1i (t)− Z
n2
i (t))dW (t).
Since the process {(K−,n1i (t)−K
−,n2
i (t)), t ∈ [0, T ]} is of finite variation, its quadratic
variation is 0. By Itoˆ’s lemma it follows that
(K−,n1i (t)−K
−,n2
i (t))
2
= 2
∫ t
0
(K−,n1i (s)−K
−,n2
i (s))(ψ(s, Y
n1
i (s), Z
n1
i (s), i)− ψ(s, Y
n2
i (s), Z
n2
i (s), i))ds
+2
∫ t
0
(K−,n1i (s)−K
−,n2
i (s))(n1
m∑
l=1
(Y n1i (s)− Y
n1
l (s) + k(i, l))
−)ds
−2
∫ t
0
(K−,n1i (s)−K
−,n2
i (s))(n2
m∑
l=1
(Y n2i (s)− Y
n2
l (s) + k(i, l))
−)ds
+2
∫ t
0
(K−,n1i (s)−K
−,n2
i (s))d(Y
n1
i (s)− Y
n2
i (s))
−2
∫ t
0
(K−,n1i (s)−K
−,n2
i (s))(Z
−,n1
i (s)− Z
−,n2
i (s))dW (s).
Applying the BDG inequality, we have
E[ sup
0≤t≤T
|K−,n1i (t)−K
−,n2
i (t)|
2]
≤ c[E
∫ T
0
(|K−,n1i (s)−K
−,n2
i (s)|
2 + |Y n1i (s)− Y
n2
i (s)|
2 + |Zn1i (s)− Z
n2
i (s)|
2)ds]
+2(E
∫ T
0
|K−,n1i (s)−K
−,n2
i (s)|
2ds)
1
2
×
[
m∑
l=1
2∑
h=1
nh(E
∫ T
0
|(Y nhi (s)− Y
nh
l (s) + k(i, l))
−|2ds)
1
2
]
+E
[
sup
0≤t≤T
[2
∫ t
0
(K−,n1i (s)−K
−,n2
i (s))d(Y
n1
i (s)− Y
n2
i (s))]
]
+
1
3
E[ sup
0≤t≤T
|K−,n1i (t)−K
−,n2
i (t)|
2],
(4.36)
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for a positive constant c independent of n1 and n2. Identical to the proof of (4.32),
we have ∫ t
0
(Y n1i (s)− Y
n2
i (s)) d(K
−,n1
i (s)−K
−,n2
i (s)) ≥ 0.
Hence by Itoˆ’s lemma,
2
∫ t
0
(K−,n1i (s)−K
−,n2
i (s))d(Y
n1
i (s)− Y
n2
i (s))
= 2((K−,n1i (s)−K
−,n2
i (s))(Y
n1
i (s)− Y
n2
i (s)))
∣∣∣t
0
−2
∫ t
0
(Y n1i (s)− Y
n2
i (s))d(K
−,n1
i (s)−K
−,n2
i (s))
≤ 2|K−,n1i (t)−K
−,n2
i (t)||Y
n1
i (t)− Y
n2
i (t)|.
Then as a consequence,
E sup
0≤t≤T
{
2
∫ t
0
(K−,n1i (s)−K
−,n2
i (s))d(Y
n1
i (s)− Y
n2
i (s))
}
≤ 2E
(
sup
0≤t≤T
|K−,n1i (t)−K
−,n2
i (t)||Y
n1
i (t)− Y
n2
i (t)|
)
≤
1
3
E sup
0≤t≤T
|K−,n1i (t)−K
−,n2
i (t)|
2 + 3E sup
0≤t≤T
|Y n1i (t)− Y
n2
i (t)|
2.
(4.37)
Together with (4.30), (4.36) and Lemma 4.6, we have
E[ sup
0≤t≤T
|K−,n1i (t)−K
−,n2
i (t)|
2]
≤ cE[ sup
0≤t≤T
|Y n1i (t)− Y
n2
i (t)|
2 +
∫ T
0
(|Y n1i (s)− Y
n2
i (s)|
2 + |Zn1i (s)− Z
n2
i (s)|
2)ds].
From (4.34) and (4.35), we have
E sup
0≤t≤T
|K−,n1i (t)−K
−,n2
i (t)|
2→ 0, ∀i ∈ Λ, as n1, n2→∞.
Set
K
+,n
i (t) , n
m∑
l=1
∫ t
0
(Y ni (s)− Y
n
l (s) + k(i, l))
−ds
and
K+i (t) , Yi(0)− Yi(t)−
∫ t
0
ψ(s, Yi(s), Zi(s), i)ds+
∫ t
0
dK−i (s) +
∫ t
0
Zi(s)dW (s).
We have
K
+,n
i (t) = Y
n
i (0)− Y
n
i (t)−
∫ t
0
ψ(s, Y ni (s), Z
n
i (s), i)ds+
∫ t
0
dK
−,n
i (s) +
∫ t
0
Zni (s)dW (s
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and
lim
n→∞
E( sup
0≤t≤T
|K+,ni (t)−K
+
i (t)|
2)
≤ lim
n→∞
cE
(
sup
0≤t≤T
{|Y ni (t)− Yi(t)|
2 + |K−,ni (t)−K
−
i (t)|
2}
+
∫ T
0
|Zni (s)− Zi(s)|
2ds
)
= 0.
Hence, K+ , (K+1 , · · · ,K
+
m)
T ∈ (N 2)m, and (Y, Z,K+,K−) satisfies the first equa-
tion of (4.15). From Lemma 4.6, using Fatou’s lemma, we obtain that
E
∫ T
0
|(Yi(s)− Yl(s) + k(i, l))
−|2ds
≤ lim
n→∞
E
∫ T
0
|(Y ni (s)− Y
n
l (s) + k(i, l))
−|2ds
≤ lim
n→∞
c
n2
= 0,
which implies immediately that
Yi(t)− Yl(t) + k(i, l) ≥ 0, 0 ≤ t ≤ T.(4.38)
Since Y n(t) ≤ S(t) for any n and t ∈ [0, T ], we have
Y (t) ≤ S(t), 0 ≤ t ≤ T.
Hence,
Y (t) ∈ Q˜(t), 0 ≤ t ≤ T.
Step 4. The lower minimal boundary condition.
Consider (i, j, l) ∈ Λ× Λ× Λ such that i 6= j. When l = i, it is obvious that
(Y ni (s)− Y
n
j (s) + k(i, j))
+(Y ni (s)− Y
n
l (s) + k(i, l))
− = 0.
If l 6= i, we have
min
j 6=i
{(Y ni (s)− Y
n
j (s) + k(i, j))
+(Y ni (s)− Y
n
l (s) + k(i, l))
−}
≤ (Y ni (s)− Y
n
l (s) + k(i, l))
+(Y ni (s)− Y
n
l (s) + k(i, l))
− = 0.
Hence, ∫ T
0
(Y ni (s)−max
j 6=i
{Y nj (s)− k(i, j)})
+dK
+,n
i (s)
= n
m∑
l=1
∫ T
0
min
j 6=i
{(Y ni (s)− Y
n
j (s) + k(i, j))
+(Y ni (s)− Y
n
l (s) + k(i, j))
−}ds
≤ 0.
On the other hand, since K+,ni (·) is increasing, we have∫ T
0
(Y ni (s)−max
j 6=i
{Y nj (s)− k(i, j)})
+dK
+,n
i (s) ≥ 0.
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Therefore, ∫ T
0
(Y ni (s)−max
j 6=i
{Y nj (s)− k(i, j)})
+dK
+,n
i (s) = 0.
Following the same arguments to the proof of (4.9) and applying [7, Lemma 5.8], we
have ∫ T
0
(Yi(s)−max
j 6=i
{Yj(s)− k(i, j)})
+dK+i (s) = 0.
In view of (4.38), we have∫ T
0
(Yi(s)−max
j 6=i
{Yj(s)− k(i, j)})dK
+
i (s) = 0.
5. Uniqueness. Uniqueness of the solution of RBSDE (1.4) is defined in the
following sense:
If (Y ′, Z ′,K ′+,K ′−) is another solution, then
Y ′(t) ≡ Y (t), Z ′(t) ≡ Z(t), K ′+(t)−K ′−(t) ≡ K+(t)−K−(t), ∀ 0 ≤ t ≤ T, a.s.
The following stronger assumption on hi,j is needed in our proof of the uniqueness
result.
Hypothesis 5. For (i, j, l) ∈ Λ × Λ× Λ such that i 6= j, j 6= l,
hi,j(t, hj,l(t, y)) < hi,l(t, y), ∀ y ∈ R.
Remark 5.1. It is easy to check that Hypothesis 5 implies Hypothesis 3. If
hi,j(t, y) , y − k(i, j), then Hypothesis 5 reduces to the inequality: k(i, j) + k(j, l) >
k(i, l) for i 6= j, j 6= l.
Let {θj}∞j=0 be an increasing sequence of stopping times with values in [0, T ].
∀ j, αj is an Fθj -measurable random variable with values in Λ. Assume that a.s. ω,
there exists an integer N˜(ω) <∞ such that θ
N˜
= T . Define N(ω) to be the smallest
integer N˜(ω) < ∞ such that θ
N˜
= T . Then the set {N = j} is Fθj -measurable for
any integer j. Then we define an admissible switching control as:
a(s) = α0χ[θ0, θ1](s) +
N−1∑
j=1
αjχ(θj , θj+1](s), s ∈ [θ0, T ].
Denote by A it all the admissible switching controls with initial data (α0, θ0) = (i, t) ∈
Λ × [0, T ], and by Tt the totality of stopping times which take values in [t, T ]. For
given a ∈ A it , consider RBSDE (1.1). The generator ψ of RBSDE (1.1) depends
on the control a, and at each switching time θj before termination, the value of U
a
will jump by an amount of Ua(θj)− hαj−1, αj (θj , U
a(θj)), which can be regarded as a
penalty or cost for the switching. In each subinterval divided by the switching times,
RBSDE (1.1) evolves as a standard RBSDE with single barrier, which can be solved
in a backwardly inductive way.
The optimal control problem for RBSDE (1.1) is to maximize Ua(t) over a ∈ A it .
The solution of RBSDE (1.4) is closely connected with this control problem. Besides,
it is also connected to the stochastic game constructed below.
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For given a ∈ A it and stopping time τ ∈ Tt, consider the following BSDE:
Ua,τ (s) = Sa(τ)(τ)χ{τ<T} + ξa(τ)χ{τ=T} +
∫ τ
s
ψ(r, Ua,τ (r), V a,τ (r), a(r))dr
−
N−1∑
j=1
[Ua,τ (θj)− hαj−1, αj (θj , U
a,τ (θj))]χ(s,τ ](θj)
−
∫ τ
s
V a,τ (r)dW (r), s ∈ [t, τ ].
(5.1)
Since the terminal value Sa(τ)(τ)χ{τ<T} + ξa(τ)χ{τ=T} depends on the terminal time
τ , the first solution component Ua,τ (·) depends on both the switching strategy a
and terminal time τ . Like RBSDE (1.1), BSDE (5.1) can be shown in a backwardly
recursive way to have a unique solution. We construct a zero-sum stochastic game as
follows. Suppose that there are two players A and B whose benefits are antagonistic.
The payoff Ua,τ (t) which is defined by BSDE (5.1) is a reward for player A and a
cost for player B. Player A has the right to choose a switching strategy a ∈ A it so
as to maximize the reward Ua,τ (t). Player B has the right to choose the time τ to
terminate the game and tries to minimize the cost Ua,τ(t).
The following theorem reveals the connections among the solution of the system
(1.4), the above control problem and stochastic game.
Theorem 5.2. Let Hypotheses 1 and 5 be satisfied. Assume that (Ua, V a, La) is
the unique adapted solution of RBSDE (1.1) for a ∈ A it and (U
a,τ , V a,τ ) is the unique
solution of BSDE (5.1) for a ∈ A it and stopping time τ . Then if (Y, Z,K
+,K−) ∈
(S 2)m × (M 2)m×d × (N 2)2m is an adapted solution of RBSDE (1.4), we have
Yi(t) = esssup
a∈A it
Ua(t) = esssup
a∈A it
essinf
τ∈Tt
Ua,τ (t) = essinf
τ∈Tt
esssup
a∈A it
Ua,τ (t), t ∈ [0, T ].
Let θ̂0 = t and α̂0 = i. Define the sequence {θ̂j, α̂j}
∞
j=1 in an inductive way as
follows:
θ̂j = inf{s ≥ θ̂j−1 : Yα̂j−1 (s) = max
k 6=α̂j−1,k∈Λ
hα̂j−1,k(s, Yk(s))} ∧ T.
And if θ̂j < T , set α̂j be the smallest index in Λ such that
Yα̂j−1(θ̂j) = hα̂j−1,α̂j (θ̂j , Yα̂j (θ̂j)).(5.2)
Otherwise, set α̂j be an arbitrary index. Define
â(s) , α̂0χ[θ̂0, θ̂1](s) +
N̂−1∑
j=1
α̂jχ(θ̂j, θ̂j+1](s)
and
τ∗ , inf{s ∈ [t, T ) : U â(s) = Sâ(s)(s)} ∧ T,
with the convention that inf ∅ , +∞. Then, we have â ∈ A it and
Yi(t) = U
â(t) and Yi(t) = U
â,τ∗(t), t ∈ [0, T ].(5.3)
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Proof. For t ∈ [0, T ] and a ∈ A it , define
Y a(s) ,
N∑
j=1
Yαj−1(s)χ[θj−1, θj)(s) + ξαN−1χ{s=T}, s ∈ [t, T ];
Za(s) ,
N∑
j=1
Zαj−1(s)χ[θj−1, θj)(s), s ∈ [t, T ];
K+,a(s) ,
N∑
j=1
(K+αj−1(θj ∧ s)−K
+
αj−1
(θj−1 ∧ s)), s ∈ [t, T ];
K−,a(s) ,
N∑
j=1
(K−αj−1(θj ∧ s)−K
−
αj−1
(θj−1 ∧ s)), s ∈ [t, T ].
(5.4)
In view of the jump Yαj (θj) − Yαj−1 (θj) = Y
a(θj) − Y a(θj−) at each stopping time
θj , j = 1, · · · , N − 1, we know that (Y a, Za,K+,a,K−,a) satisfies the following RB-
SDE:
Y a(s) = ξa(T ) +
∫ T
s
ψ(r, Y a(r), Za(r), a(r))dr
−
N−1∑
j=1
(Y a(θj)− Y
a(θj−))χ(s,T ](θj) +K
+,a(T )−K+,a(s)
−(K−,a(T )−K−,a(s)) −
∫ T
s
Za(r)dW (r), s ∈ [0, T ];
Y a(s) ≤ Sa(s)(s), s ∈ [0, T ];∫ T
t
(Y a(s)− Sa(s)(s))dK
−,a(s) = 0, s ∈ [t, T ].
(5.5)
For any stopping time τ ∈ Tt, (Y a, Za,K+,a,K−,a) also satisfies the following BSDE:
Y a(s) = Y a(τ) +
∫ τ
s
ψ(r, Y a(r), Za(r), a(r))dr
−
N−1∑
j=1
(Y a(θj)− Y
a(θj−))χ(s,τ ](θj) +K
+,a(τ)−K+,a(s)
−(K−,a(τ)−K−,a(s))−
∫ τ
s
Za(r)dW (r), s ∈ [t, τ ].
(5.6)
Comparing RBSDE (1.1) with (5.5), in view of the facts that
Y a(θj−) = Yαj−1 (θj) ≥ hαj−1,αj (θj , Yαj (θj)) = hαj−1,αj (θj , Y
a(θj))
and
K+,a(T )−K+,a(t) ≥ 0,
we deduce from the comparison theorem [6, Theorem 4.1] that
Y a(s) ≥ Ua(s), t ≤ s ≤ T.
From the definition in (5.4),
Y a(t) = Yi(t).
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Hence,
Yi(t) ≥ U
a(t), ∀a ∈ A it .(5.7)
For the sequence {θ̂j}∞j=1, we claim that for a.s. ω, there exists an integer N̂(ω) <
∞ such that θ̂
N̂
= T . Otherwise, define B ,
⋂∞
j=1{ω : θ̂j(ω) < T } ∈ FT , then
P (B) > 0. For j = 1, 2, · · ·, we have
Yα̂j−1 (θ̂j) = hα̂j−1,α̂j (θ̂j , Yα̂j (θ̂j)),
Yα̂j (θ̂j+1) = hα̂j ,α̂j+1(θ̂j+1, Yα̂j+1 (θ̂j+1)), on B.
(5.8)
Since the sequence {(α̂j−1, α̂j , α̂j+1)}∞j=1 takes values in Λ
3, which is a finite set, there
are a triplet (i1, i2, i3) and a subsequence jk such that for k = 1, 2 · · ·,
(α̂jk−1, α̂jk , α̂jk+1) = (i1, i2, i3).
Since the sequence {θ̂j}
∞
j=1 is increasing and bounded by T, there is a limit θ̂∞.
Passing to the limit in (5.8) for the subsequence {jk}, we have
Yi1(θ̂∞) = hi1,i2(θ̂∞, Yi2(θ̂∞)),
Yi2(θ̂∞) = hi2,i3(θ̂∞, Yi3(θ̂∞)), on B.
(5.9)
From Hypothesis 5, we have
Yi1(θ̂∞) = hi1,i2(θ̂∞, hi2,i3(θ̂∞, Yi3(θ̂∞)))
< hi1,i3(θ̂∞, Yi3(θ̂∞)) on B.
This contradicts to the fact that
Yi1 (θ̂∞) ≥ max
j 6=i1,j∈Λ
hi1,j(θ̂∞, Yj(θ̂∞)).(5.10)
This shows â ∈ A it .
It is easy to see that
Y â(θ̂j−) = hα̂j−1,α̂j (θ̂j , Y
â(θ̂j)), K
+,â(T )−K+,â(t) = 0.(5.11)
Then (Y â, Z â,K−,â) satisfies RBSDE (1.1). By the uniqueness of the solution of
RBSDE (1.1), we have
Y â(s) = U â(s), t ≤ s ≤ T.(5.12)
Hence,
Yi(t) = U
â(t).
Noting (5.7), we know
Yi(t) = esssup
a∈A it
Ua(t), ∀t ∈ [0, T ].(5.13)
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Define
τ̂ , inf{s ∈ [t, T ) : Y â(s) = Sâ(s)(s)} ∧ T,
with the convention that inf ∅ , +∞. From the upper minimal boundary condition
in (1.4), we have
K−,â(τ̂ )−K−,â(s) = 0,
Y â(τ̂ ) = Sâ(τ̂)(τ̂ )χ{τ̂<T} + ξâ(τ̂)χ{τ̂=T}.
(5.14)
In view of (5.6) and (5.11), we have
Y â(s) = Sâ(τ̂)(τ̂ )χ{τ̂<T} + ξâ(τ̂)χ{τ̂=T} +
∫ τ̂
s
ψ(r, Y â(r), Z â(r), â(r))dr
−
N̂∑
j=1
(Y â(θ̂j)− hα̂j−1,α̂j (θ̂j , Y
â(θ̂j)))χ(s,τ̂ ](θ̂j)
−
∫ τ̂
s
Z â(r) dW (r), s ∈ [t, τ̂ ].
(5.15)
Comparing the last equation with BSDE (5.1), in view of the facts that
Y â(τ) ≤ Sâ(τ)(τ)χ{τ<T} + ξâ(τ)χ{τ=T}(5.16)
and K+,a and that K−,â are increasing processes, we have
Y â(t) ≤ U â,τ (t), Y â(t) = U â,τ̂ (t), t ∈ [0, T ].
Noting by definition that
Y â(t) = Yi(t), t ∈ [0, T ],
we have
Yi(t) = U
â,τ̂ (t), U â,τ̂ (t) ≤ U â,τ (t), t ∈ [0, T ].(5.17)
Similar to the proof of (5.13), we have
Yi(t) = esssup
a∈A it
Ua,τ̂(t), ∀t ∈ [0, τ̂ ](5.18)
which implies
Ua,τ̂ (t) ≤ U â,τ̂ (t), a ∈ A it .(5.19)
In view of (5.17), we conclude that (â, τ̂ ) is a saddle point for the functional Ua,τ (t),
(a, τ) ∈ A it ×Tt:
Yi(t) = U
â,τ̂ (t) = esssup
a∈A it
essinf
τ∈Tt
Ua,τ (t) = essinf
τ∈Tt
esssup
a∈A it
Ua,τ (t), ∀t ∈ [0, T ].(5.20)
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Theorem 5.2 gives the uniqueness of the first solution component Y . Uniqueness
of other components (Z,K+,K−) of the solution (Y, Z,K+,K−) is a consequence of
Doob-Meyer decomposition of Y . We conclude the following results.
Theorem 5.3. Let Hypotheses 1, 2 and 5 be satisfied. Assume that the upper
barrier S is super-regular with S(t) ∈ Q(t) for t ∈ [0, T ], and that the terminal value
ξ ∈ L2(Ω,FT , P ;Rm) takes values in Q(T ). Then RBSDE (1.4) has a unique adapted
solution (Y, Z,K+,K−) ∈ (S 2)m × (M 2)m×d × (N 2)2m.
Theorem 5.4. Let Hypotheses 1 and 3’(i) be satisfied. Assume that the upper
barrier S ∈ (S 2)m with S(t) ∈ Q˜(t) for t ∈ [0, T ], that the terminal value ξ ∈
L2(Ω,FT , P ;R
m) takes values in Q˜(T ), and that k(i, j) + k(j, l) > k(i, l) for i 6=
j, j 6= l, i, j, l ∈ Λ. Then RBSDE (4.15) has a unique adapted solution in (S 2)m ×
(M 2)m×d × (N 2)2m.
6. Economic interpretation as real options. Switched RBSDEs can be in-
terpreted as real options. Real options are real, fully or partially irreversible, invest-
ment opportunities which incur sunk costs. In this sense they are similar to sequences
of American-style financial options with the sunk costs being regarded as strike prices,
and investors not only have flexibility to choose the time of investment, but also have
the flexibility to choose the scale or mode of investment. Brennan and Schwartz [2]
and MacDonald and Siegel [19] made early contributions to real options analysis.
Brennan and Schwartz applied the idea of real options to valuation and exploration of
natural resources, and MacDonald and Siegel studied the value of waiting to invest.
Dixit and Pindyck [5] gives an excellent exposition on the topic.
The interpretation of switched RBSDEs as real options are as follows. An in-
vestment opportunity is given to an economic agent, with the value being equal to
Ua(S) which depends on the agent’s operation process a. The set Λ is the set of all
the modes of operations for the investment opportunity and a(s), with values in Λ,
is the mode of operation by the agent at time s. The investment can be viewed as
a complex option. The agent has the right to choose both the time to change the
mode of operation and a new mode for the next operation. Switching from αj−1
to αj can be viewed as exercising an American-type financial option with the strike
price being the sunk cost Ua(θj) − hαj−1, αj (θj , U
a(θj)). In traditional real option
models the number of modes of operation is either 2, invest or do not invest, or 3, do
not enter, enter, and exit. The models in this paper and Hu and Tang [17] are thus
far-reaching generalizations of traditional real option models to the case where there
are m-different modes of operations. An interesting example is the case of a staged
development of enterprise. Numbers in Λ correspond to stages of development in the
venture enterprise and Ua(s) is the value of the enterprise in this example. When
the enterprise is maturing at stage j − 1 (e.g., product development), it is optimal
for the enterprise to move into the next stage, stage j, (e.g., marketing) by paying a
sunk cost. The models are flexible enough to allow to skip an intermediate stages if
the enterprise is successful enough or to go back to previous stages if the economic
environment deteriorates.
One notable feature of the model in this paper which distinguishes itself from
that in Hu and Tang [17] is the existence of the upper barrier, Sa(s)(s), for the value
process, Ua(s). An economic interpretation is as follows. We may consider the model
as a game between two players. One is the economic agent who controls the mode of
operations, and the other has the right to terminate the project by paying an amount
money equal to S(τ)χτ<T + ξχτ=T . In the previous example of a staged development
of a venture enterprise, the second player may be a venture capitalist who is willing
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to take over the company by paying the designated amount at an optimal time to
minimize the value of the opponent in the real option. The second player’s problem
is mathematically an optimal stopping problem to minimize his opponent’s project
value, and the associated value process is known to be characterized by an RBSDE
(see El Karoui et. al. [6] for more details).
There is an extensive literature on games with real option features. Interested
readers are referred to Dixit and Pindyck [5, Chapter 9], Bensoussan, Diltz, and
Hoe [1], Grenadier [8, 9, 10, 11], and Smit and Trigeorgis [24].
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ments and suggestions.
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