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Considering the difference of energy bands in graphene and silicene, we put forward a new model of
the graphene-silicene-graphene (GSG) heterojunction. In the GSG, we study the valley polarization
properties in a zigzag nanoribbon in the presence of an external electric field. We find the energy
range associated with the bulk gap of silicene has a valley polarization more than 95%. Under
the protection of the topological edge states of the silicene, the valley polarization remains even
the small non-magnetic disorder is introduced. These results have certain practical significance in
applications for future valley valve.
PACS numbers:
I. INTRODUCTION
Graphene, the monolayer of carbon honeycomb lattice,
has special electron and thermal transport properties[1–
5]. At the corners of the first Brillouin zone there are two
degenerate and inequivalent valleys (K and K
′
). In mo-
mentum space two valleys have large interval, which leads
to the strong suppression of the intervalley scattering[6–
8]. Therefore the two valleys are proposed as inde-
pendent internal degrees of freedom of the conduction
electrons. The low-energy dynamics in the K and K
′
valleys is given by the Dirac theory. In graphene the
valley-dependent phenomena have attracted an increas-
ing amount of interest[9–13]. The spin-orbit interaction
in graphene is quite small, so the spin degeneracy can’t be
almost broken. Due to the smaller band gap in graphene,
the good valley polarization only appears in a small en-
ergy range[14, 15]. Therefore, it is hard to experimentally
realize valleytronics in graphene.
Silicene, the monolayer of silicon, is isostructural
to graphene[16, 17] and has been experimentally
synthesized[18, 19]. Silicene has a strong spin-orbit in-
teraction, and has a buckled sheet with two sublattices
in two parallel planes. These give rise to strong spin-
valley dependence and valley Hall effect in silicene[18,
20, 21, 23]. Applying an external electric field perpen-
dicular to silicene’s plane, the staggered potential be-
tween sublattices can be changed and the bulk gap can
be tuned. In the bulk gap, there exist robust edge states
connecting two valleys, giving rise to quantum spin Hall
effect[20, 21]. On the other hand, in the bulk band,
the spin-valley configuration is quite different from that
in graphene because of strong spin-orbital coupling[22].
It is therefore interesting to ask, what will the valley
transport be like if graphene and silicene are connected
together? Thereupon, we propose a graphene-silicene-
graphene (GSG) heterojunction structure investigate the
valley polarization through it.
In this paper, in the presence of an external perpen-
dicular electric field we systematically investigate the
properties of the valley polarization in graphene, silicene
and GSG with zigzag edges, respectively, and the re-
sults are compared and analyzed. Under the four-band
next-nearest-neighbor (NNN) tight-binding model, the
Hamiltonian contains nearest neighbor (NN) hopping,
the Rashba spin-orbit coupling term, the intrinsic spin-
orbit coupling term and the staggered sublattice poten-
tial term. The Rashba spin-orbit coupling and staggered
sublattice potential can both be tuned by the external
electric field, which leads to the changes of the bulk band
gaps and the spin split. Using the method of calculating
transmission coefficient from an incident channel to an
out-going channel and the recursion techniques[24, 26],
we obtain conductances in each valley. As we expect,
the ideal valley polarization can appear within a larger
energy range in the GSG. In addition, we find that in
the GSG the valley polarization robust against the small
non-magnetic disorder because of the protection of the
2topological edge states of the silicene.
This paper is organized as follows. The theoretical
framework is introduced in Sec. II. In Sec. III, we present
and discuss our results and then give a summary in Sec.
IV.
II. THEORETICAL MODEL
The Hamiltonian of the silicene system can be de-
scribed by the four-band NNN tight-binding model[21,
22, 27],
H = t
∑
〈ij〉,α
c†iαcjα − i
2λR
3
∑
〈〈ij〉〉,αβ
µic
†
iα(σ × dˆij)zαβcjβ
+i
λSO
3
√
3
∑
〈〈ij〉〉,αβ
νijc
†
iασ
z
αβcjβ + λν
∑
i,α
ξic
†
iαciα, (1)
where 〈ij〉 and 〈〈ij〉〉 denote all the NN and NNN hop-
ping sites, respectively, and the indexes α, β label spin
quantum numbers. The first term is the usual NN hop-
ping with transfer energy t = 1.6eV for silicene, where
c†iα creates an electron with spin polarization α at site
i. The second term describes the Rashba SOC be-
tween NNN sites, where µi = ±1 for the A(B) site and
σ = (σx, σy, σz) is the vector of the Pauli matrix of spin.
dˆij = dij/|dij| is the unit vector of dij which connects
NNN sites i and j. The third term represents the in-
trinsic SOC between NNN sites, where νij = +1 if the
NNN hopping is anticlockwise with respect to the posi-
tive z axis and νij = −1 if it is clockwise. The fourth
term describes the staggered sublattice potential term,
and the parameter λν = lzEz can be tuned by a perpen-
dicular electric field Ez because of the buckling distance
lz between two sublattices. For silicene, the NN Rashba
SOC can be ignored because it is very small and becomes
zero at the gapless state[21]. Thus, the main focus of this
work is the NNN SOC terms and the staggered potential,
which can be tuned by the external electric field. For un-
doped graphene, the Hamiltonian is the first term of the
Eq. (1) with t = 2.7eV, the very small intrinsic SOC and
staggered potential term. Hereafter, we adopt the sil-
icene’s t = 1.6eV and lattice constant a (NNN distance)
as the units of energy and length, respectively.
The GSG is divided into three regions as shown in Fig.
1, with left and right leads corresponding to graphene and
the middle scattering region the silicene. Honeycomb lat-
tices of carbon or silicon atoms in a strip are with zigzag
edges, as shown in Fig. 1. In our numerical calculations,
we fix the width of the conductor is 80 nanoribbons and
each nanoribbon contains 80 atoms.
In Fig. 1 (and also in our calculations), the geomet-
rical difference of lattice constants associated between
graphene and silicene is ignored. The reasons are as fol-
lows. Firstly, in the calculation, this difference only re-
flects itself on the bond connecting configurations on the
graphene-silicene interface. However, the well-accepted
configurations and values of connecting bond hoppings at
this interface from experiments or first principles calcula-
tions are lacking. On the other hand, even with the same
geometric ”lattice constant”, sudden changes of Hamilto-
nian parameters across this interface is enough to induce
strong scattering which we are interested in. Moreover,
our calculations also offer intuitive pictures for cold atom
systems where such structures with designed model pa-
rameters can be readily realized[28, 29].
At low temperature, the conductance G is given by the
multichannel version[30] of Landauer’s formula:
G =
2e2
h
∑
µν
|tµν |2, (2)
where tµν is the transmission coefficient from the incident
channel ν with velocity vν to the out-going channel µ
with velocity vµ, and can be calculated using the Greens
function method in quasi-one-dimensional lattice[24, 25].
The recursion techniques were employed in computing
the Green functions[24, 26].
The valley polarization of the transmitted current in
K valley and K
′
valley is defined by
PKK′ =
GK −GK′
GK +GK′
, (3)
and the polarization between difference valley is quanti-
fied by
Pintrainter =
Gintra −Ginter
Gintra +Ginter
, (4)
where GK(K′ ) and Gintra(inter) are the conductances
transmitted to K(K
′
) valley and between two same (dif-
ference) valleys, respectively.
In this paper, the parameters λR = 0t, λSO = 0.01t,
λν = 0.001t are adopted for garaphene, and λR = 0.5t,
λSO = 0.5t, λν = 0.05t for silicene. These spin-orbital
parameters for silicene are rather larger than those in
the realistic material, but this does not change the basic
physics we will discuss[22]. As a matter of fact, we adopt
them to manifest the physical consequences in our finite-
size simulations.
3N
x
. . . . . .321
N
y
-1
N
y
6
5
4 3
2
GrapheneSiliceneGraphene
1
...
...
FIG. 1: Schematic illustration of GSG. The middle scattering region is the silicene sheet with the length Nx and the width Ny ,
which is contacted by the graphene leads on the left and right. Honeycomb lattice of carbon or silicon atoms in a strip is with
zigzag edges.
III. RESULTS AND DISCUSSION
In Fig. 2 we show the energy bands obtained from di-
agonalizing the tight-binding Hamiltonian (1) with var-
ious parameters for a zigzag nanoribbon. When the
Hamiltonian (1) has only the NN hopping energy with
t = 2.7eV and vanishing Rashba SOC and staggered po-
tential, the electronic structure exhibits a semimetallic
behavior of the graphene, as shown in Fig. 2(a). In
zigzag edge graphene, there are edge states connecting
two valleys living in the lowest subband around Dirac
points, whose energy extension is inversely proportional
to the transverse width of the ribbon. Hence the trans-
mission channels exist only in theK
′
valley in the vicinity
of Ef = 0 if the current is set to be right-going in the
device. In silicene, with the finite Rashba SOC, intrin-
sic SOC and the staggered sublattice potential, gapless
edge states appear in the bulk gap (see Fig. 2(b)), whose
magnitude is determined by the staggered potential 2λν .
Experimentally, 2λν is tunable by a perpendicular elec-
tric field due to the buckled structure of two sublattices,
therefore the bulk gap can be much bigger in silicene than
the edge state region in graphene.
In Fig. 3, we show the normalized electrical conduc-
tance as a function of the incident electron energy for
zigzag edge geometries in graphene ((a)), silicene ((b))
and GSG ((c)), respectively. For graphene (see Figs.
3(a)), the total conductance shows perfect quantized
step-like plateaus and always increases by 4e2/h since
two bands start to transmit at the same time and the spin
is degenerate. Consequently there are only conductance
plateaus when G/(2e2/h) is even. Near zero energy, the
electron transmits completely through the K
′
valley with
Ef > 0 and through theK valley with Ef < 0, which can
be accounted for via the directions of the electronic veloc-
ity in the lowest energy subbands near E = 0 (see Figs.
2(a)). Thereby the valley polarization can be produced
in graphene[14]. For the silicene with λR = λSO = 0.5,
λν = 0.05, from the Fig. 3(b) we can see that the curves
of the conductance still have obvious plateaus as depicted
in graphene, with conductance plateau of (2e2/h) due to
the topological edge states.
In GSG heterojunctions, the property of charge con-
ductance changes much compared with those in graphene
and silicene (see Fig. 3(c)). The obvious conductance
plateaus disappear, which is caused by the mismatching
of the interface between the graphene and the silicene.
This lead to the oscillations of the total conductance
and sharp dips at the edge of the conductance plateaus
of the graphene that arise from the quantum interfer-
ence between different spin channels in the GSG. But the
most interesting phenomenon is the almost perfect valley
blockade in the bulk gap region (−0.45t < Ef < 0.45t)
of silicene: The electronic states in K (K
′
)) valley can-
not transport at negative (positive) Fermi energy. This
originates from the fact that at a definite Fermi energy
in the bulk gap of silicene, the edge states around each
valley possess identical velocity. Notice this blockade
is effective even in the bulk band of graphene. Practi-
cally the bulk gap of silicene is more tunable and can be
much larger than the level spacing of graphene from fi-
nite width, therefore this type of valley filter has a large
and tunable working energy range compared with that
from graphene itself[10].
For a more visualized view on the valley polarization,
we plot the valley polarization of the transmitted cur-
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FIG. 2: Energy bands in a zigzag nanoribbon for graphene ((a) and (c)) and for silicene ((b)).
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FIG. 3: The conductance as a function of the incident electron
energy for zigzag edge geometries in graphene ((a)), silicene
((b)) and GSG ((c)). The red lines and the blue lines represent
the conductance throughK valley and K
′
valley, respectively.
The total conductance is indicated in black.
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FIG. 4: The valley polarization of the transmitted current in
K valley and K′ valley as a function of the incident electron
energy for graphene (blue line), silicene (red line) and GSG
(black line).
rent in K valley and K
′
valley as a function of the in-
cident electron energy in Fig. 4. For a pure graphene
device, the plateaus of the full valley polarization is from
Ef = −0.1885t to 0.1885t, just within the lowest sub-
bands corresponding to the zigzag edge states. In other
energy area the valley polarization decreases significantly.
For contrast, the valleys of the edge states in silicene
is also defined as those around Dirac point K or K
′
.
Around Ef = 0 there was no valley polarization for the
pure silicene device (see the red line in Fig. 4). This
can be attributed to the crossing of edge states with
opposite velocities and spins, and the existence of spin-
flip processes arising from nonzero λR[31]. However, in
the GSG heterojunction, the valley polarization becomes
5more perfect than those in pure graphene or silicene de-
vices. Thus, this GSG heterojunction is a good candidate
for controlling the valley degree of freedom.
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FIG. 5: (a) The conductance as a function of the incident
electron energy between the same valley (red line), between
the difference valley (blue line) and for totality (black dot
line) in GSG. (b) The valley polarization of the transmitted
current between difference valley as a function of the incident
electron energy for graphene (blue dot line), silicene (red dot
line) and GSG (black line).
In order to further investigate the stability of the valley
polarization, in Fig. 5, the conductance and the valley
polarization between two valleys as a function of the in-
cident electron energy are plotted. Naturally, the inter-
valley scattering in pure and clean graphene or silicene is
vanishing. Nevertheless, in GSG, when the incident elec-
trons lie within the bulk states of the graphene, they may
be transmitted from one valley to another (see Fig. 5(a)),
due to the strong scattering at the mismatched interface.
But this kind of transmissive probability is very small,
which makes the valley polarization between two differ-
ence valleys exceed 90% from Ef = −0.459t to 0.4606t.
So the valley polarization in K valley and K ′ valley can
be better guaranteed.
Additionally there are always other disorder effects in
real material, e.g., impurities and defects. We investi-
gate the non-magnetic disorder effect on the valley po-
larization in K valley and K ′ valley. Disordered on-site
potential Wi is added to each site i in the central region,
where Wi is a random number uniformly distributed in
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FIG. 6: The valley polarization P
KK
′ in GSG as a function
of the incident electron energy for W=0.5t (black line), 1.0t
(red line) and 2.0t (blue line). The results are the average
over 100 disorder samples.
the range [−W/2,W/2] with the disorder strength W .
Fig. 6 shows the valley polarization PKK′ versus the in-
cident electron energy at various disorder strength for the
GSG. From the black curve (W = 0.5t) in Fig. (6), we
can see that the valley polarization remains more than
90% from Ef = −0.45t to 0.45t, which is due to the
topological origin of the edge states. With the increasing
of the disorder strength, the transmission of the carrier
gradually becomes more weak and more chaotic, so the
valley polarization becomes poor.
In summary, we proposed the GSG model, in which
the conductance and the valley polarization are calcu-
lated. Using the tight-binding Hamiltonian, the energy
bands for the graphene possess the spin degeneracy and a
smaller bulk gap. On the contrary, in the silicene the spin
degeneracy is lifted and the bulk gap increases. In the
GSG heterojunction the valley polarization is very strong
and corresponding to a wide energy range. In the GSG
the carriers transmit mainly in the same valley, which
ensures the stability of the valley polarization. The de-
pendence of valley polarization on non-magnetic disorder
is also discussed. These can make the GSG system be a
good valley filter.
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