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Resumen
Se propone un modelo autorregresivo de media móvil (ARIMA) basado en la metodología de Box-Jenkins para predecir los precios de 
4 productos de Pinus spp para el Noreste Argentino. Para ello se utilizan series temporales de precios correspondientes al período julio 
2002-setiembre 2013. Los modelos propuestos predicen precios futuros con errores de predicción entre 0,9% y 1,8%.  
Palabras claves: media móvil, modelos auTorregresivos, mulTiProducTo ForesTal, Predicción de Precios. 
AbstRAct
We estimate various autoregressive moving average models (ARIMA) based on Box-Jenkins methodology to predict future prices of 4 
products for Pinus spp manufactured in Northeast Argentina. Estimations were carried with time series of prices of 4 products covering 
the period July 2002-September 2013. The proposed models predict future prices with forecast errors between 0,9% and 1,8%.
Key words: moving average, auToregressive models, mulTi-ForesT, Price ForecasTs. 
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IntRoduccIón
En el Noreste Argentino se encuentra el polo forestal de 
mayor importancia del país; en las provincias de Misiones 
y Corrientes se concentra más de 60% de la producción 
forestal nacional. En particular, Misiones dedica más de 
360 mil hectáreas a la actividad forestal, siendo Pinus spp 
L. la de mayor proporción (82%, equivalente a 302 383 
ha.), las cuales abastecen a 640 actividades industriales de 
un total de 731 que se desarrollan en la provincia (SIFIP, 
2012). Lo mencionado evidencia la necesidad de aplicar 
herramientas de gestión forestal para tomar mejores deci-
siones de inversión y manejo de los montes.
Los modelos de gestión forestal suelen utilizar distin-
tas técnicas, entre ellas simulación, basadas en investiga-
ción operativa, y econométricas (Buongiorno y Gilless, 
1987; Buongiorno y Gilless, 2003). Generalmente, las téc-
nicas econométricas suelen ser utilizadas para proyeccio-
nes de precios y retornos (Arce, 1997). 
Una clase importante de modelos con datos longitu-
dinales es la familia de los modelos autorregresivos de 
media móvil, conocidos como ARIMA (AR: autorregre-
sivo; I: integrado, MA: media móvil), por sus siglas en 
inglés, generalmente aplicados para describir tendencias y 
generar predicciones a partir de valores pasados de las 
series (Brooks, 2008).
En particular, la variación de precios forestales es 
una de las principales fuentes de incertidumbre en la pla-
nificación forestal (Leskinen y Kangas, 1998). El mismo 
autor recalca la importancia de los precios de venta para 
lograr una gestión racional y el nivel de actividad de una 
región. La previsión acertada de precios interviene crítica-
mente en decisiones tácticas (talar o esperar) y a la vez 
sirve como herramienta de transacción. Con todo, es 
escasa aún la aplicación de técnicas y modelos de predic-
ción en el área forestal, especialmente a nivel sudameri-
cano. 
Las estimaciones de modelos ARIMA cuentan con 
algunos antecedentes en estudios de precios de productos 
forestales como Oliveira et al. (1977); Leskinen y Kangas 
(1998); Gong (1999) y Yin (1999), para madera aserrada y 
pulpa de madera; Koutroumanidis et al. (2009) para pre-
cios de leña en Grecia; Mei et al. (2010) en el caso de 
derechos de tala y especies aserradas en 12 regiones fores-
tales estadounidenses. Otros trabajos los utilizan para 
pronosticar la demanda de madera rolliza en Venezuela 
(Carrero et al., 2008) o evolución de la vegetación (Fer-
nández Manso et al., 2001). En América latina, el país con 
más aplicaciones (publicadas en revistas académicas) de 
esta clase de modelos es Brasil con grupos de investigación 
radicados en el Departamento de Ciencias Forestales de la 
Universidad Federal de Lavras y la Universidad de Viçosa 
(Coelho Junior et al., 2006; Silva-Soares et al., 2008; 
Silva-Soares et al., 2010; Araujo-Cordeiro et al., 2010 
entre otros). En contraste, no se registran en la literatura 
antecedentes de aplicación de esta metodología en la 
temática forestal para Argentina.
Es importante aclarar que los modelos ARIMA exhi-
ben buen desempeño predictivo en el corto plazo, aunque 
pierden capacidad de pronóstico en horizontes alejados. 
Además, presentan inconvenientes si las series involucra-
das han experimentado cambios estructurales en su tra-
yectoria. Por último, la mejor especificación surgida para 
una especie, período muestral y localización no puede ser 
extrapolada a otras circunstancias (Brooks, 2008; Enders, 
2009).
objetIvo
El objetivo del trabajo es evaluar la capacidad predictiva 
de los modelos ARIMA aplicados a los precios de multi-
productos forestales industrializables para la zona norte 
de Misiones (Argentina), siguiendo la metodología de 
Box-Jenkins. Como objetivos específicos se pretende 
difundir una herramienta para la toma de decisiones del 
sector e ilustrar que la metodología genera resultados 
satisfactorios en el corto plazo sin necesidad de recurrir a 
modelos estructurales.
mAteRIAles y método
Datos y fuentes
Las series de precios están conformadas por cuatro clases 
de productos clasificados por el diámetro en punta fina 
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(menor diámetro industrializable de un tronco o fuste, 
DPF) según criterio del COIFORM (Colegio de Ingenieros 
Forestales de Misiones, Argentina. http://www.coiform.
com.ar/), siendo la primer clase, C1, de características 
pulpables aceptando rollos de hasta 8 cm DPF; la C2 de 18 
cm a 24 cm DPF con características para aserrío fino; C3 
de 25 cm a 29 cm DPF para aserrío grueso y C4 de 30 cm 
a 35 cm DPF para laminable. La serie utilizada pertenece 
a los registros del COIFORM. En la figura 1 se aprecia la 
evolución de la serie de precios.
Método
Se aplica la metodología propuesta por Box y Jenkins 
(1976), que consiste en estimar modelos autorregresivos 
de media móvil (ARIMA) con el fin de encontrar el mejor 
ajuste para datos longitudinales. Los modelos ARIMA 
predicen los valores futuros de la serie a partir de su com-
portamiento pasado, sin necesidad de identificar los facto-
res subyacentes en los movimientos de la variable en el 
tiempo. Por este motivo, se los conoce como modelos no 
estructurales.
El caso más simple de modelos no estructurales para 
datos longitudinales es el proceso de media móvil. Sea ut 
(con t =1, 2, …, T) un proceso ruido blanco, con E(ut) = 0 
y var(ut) = σ
2, luego:
yt = μ + ut + θ1 ut-1 + θ2 ut-2 + … θq ut-q 
En este caso, t es el tiempo; E(ut) es la esperanza matemá-
tica de ut; var(ut) es la varianza constante; σ
2 es una 
varianza; yt es la media móvil; μ es un parámetro pertene-
ciente a la media móvil.
Un proceso de media móvil es una combinación 
lineal de procesos de ruido blanco, de modo que yt 
depende de valores presentes y pasados de un término de 
perturbación caracterizado como ruido blanco. De este 
modo, E(yt) = μ.
𝑦𝑦! = 𝜇𝜇 + 𝜃𝜃!𝑢𝑢!!! + 𝑢𝑢!
!
!!!
 
Figura 1. Evolución de precios ($AR) por clase de producto. Julio 2002 – Septiembre 2013.
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En un modelo autorregresivo, AR, el valor presente 
de y depende de valores pasados de y más un término de 
error. Un proceso autorregresivo de orden p se expresa:
yt = μ + ut + φ1 yt-1 + φ2 yt-2 + … φq yt-p
En este caso ϕ y φ son parámetros autorregresivos.
En el caso de modelos AR, una propiedad deseable es 
la estacionariedad de los coeficientes; de no cumplirse esta 
condición, el modelo provocaría que los valores previos 
del término de error tengan un efecto no decreciente sobre 
el valor de yt a medida que pasa el tiempo, lo cual resulta 
contraintuitivo y en muchos casos poco factibles. La esta-
cionariedad de un modelo AR de orden p se visualiza en 
raíces de la ecuación característica dentro del círculo uni-
tario (Viego y Broz, 2012; Brooks, 2008). 
De este modo, un modelo ARMA (p, q) (modelo 
mixto que incluye tanto términos autorregresivos, AR, 
como de medias móviles, MA) refiere a una serie que sigue 
un proceso que puede ser modelado con p términos 
autorregresivos y q términos de media móvil. Se debe acla-
rar, no obstante, que las series involucradas deben ser 
estacionarias; es decir, no presentar ningún tipo de ten-
dencia en la media o su varianza. Si las series objeto de 
pronóstico cumplen esta condición, se dice que son inte-
gradas de orden 0, I(0). Sin embargo, la mayor parte de las 
series económicas expresan algún tipo de tendencia que 
las vuelve no estacionarias. Con todo, aunque una serie 
pueda seguir un proceso no estacionario, es frecuente que 
sus diferencias sean estacionarias. Por ello, la identifica-
ción de modelos ARIMA requiere conocer el grado de 
integración de las series a predecir y, por ende, la cantidad 
de veces que debe ser diferenciada una serie hasta conse-
guir una progresión estacionaria. De este modo, se dice 
que una serie sigue un proceso ARIMA (p, r, q) donde p y 
q representan los términos autorregresivos y de media 
móvil respectivamente y r denota el grado de integración.
La metodología implica 5 grandes pasos:
a. Eliminación de tendencias en la media (conocida como 
tendencia determinística) y en la varianza (tendencia esto-
cástica), con el objetivo de conseguir estacionariedad en las 
series involucradas. En este paso corresponde asimismo 
determinar si hay algún tipo de estacionalidad que deba ser 
modelado. Este paso es fundamental para determinar el 
orden de integración de la serie y, por ende, la cantidad de 
veces que debe ser diferenciada para obtener una secuencia 
estacionaria. Operativamente, esto se evalúa con la prueba 
de Dickey Fuller, especificada como sigue:
  
Donde ρ es un coeficinete de autocorrelación; Yt-1 es el 
valor de la variable de interés en el período t-1 y ut es el 
error o ruido blanco. La prueba consiste en evaluar si ρ=1, 
en cuyo caso se concluye que la serie sigue un proceso de 
caminata aleatoria y, por ende, no estacionario. Restando 
Yt-1 a ambos lados de la expresión anterior, se obtiene que:
Donde D(Yt) representa al término Yt diferenciado. Si ρ=1 
es equivalente a probar si (ρ-1)=1 en la expresión anterior. 
Dickey y Fuller (1979) probaron que el coeficiente que 
acompaña a Yt-1 no sigue una distribución conocida. Por 
este motivo, calcularon sus valores críticos. Asimismo, la 
prueba puede admitir distintas especificaciones, por ejem-
plo incluir intercepto o tendencia de tipo determinística. 
Dado que los valores críticos se modifican según la especi-
ficación que adopte la prueba, es importante revisar si las 
conclusiones que se derivan de la prueba se mantienen de 
una especificación a otra. Por otro lado, en un trabajo 
posterior Dickey y Fuller (1981) incluyeron rezagos de la 
primera diferencia de Yt en la regresión de prueba para 
admitir la posible existencia de autocorrelación serial. 
Esta variante se conoce como Dickey Fuller aumentado. 
La prueba de Dickey Fuller debe ser aplicada a la 
serie original y, en el caso de no rechazarse la nula bajo 
𝑌𝑌! = 𝜌𝜌𝑌𝑌!!! + 𝑢𝑢!  
𝐷𝐷(𝑌𝑌!) = 𝜌𝜌 − 1 𝑌𝑌!!! + 𝑢𝑢!  
𝑦𝑦! = 𝜇𝜇 + 𝜑𝜑!𝑦𝑦!!! + 𝑢𝑢!
!
!!!
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ninguna especificación (lo cual equivale a admitir que la 
serie no es estacionaria), debe probarse con la serie en pri-
meras diferencias. El proceso secuencial sigue hasta recha-
zar la nula. Así, la prueba aplicada secuencialmente 
permite conocer el orden de integración de las series a pre-
decir.
b. Examen de los gráficos de las funciones de autocorre-
lación (en adelante FAC) y autocorrelación parcial (en 
adelante FACP) con el fin de identificar qué componentes 
autorregresivos o de media móvil utilizar en la estima-
ción del modelo. En particular, los procesos autorregre-
sivos de orden p suelen exhibir una FAC de aspecto 
decreciente en forma exponencial y eventualmente algu-
nos componentes sinusoidales. Esta función debe ser 
complementada con la FACP, que se vuelve cero a partir 
del rezago p+1 en adelante. Varios paquetes estadísticos 
ofrecen un intervalo de confianza de 95% del valor de la 
FACP (que es aproximadamente ± 2/T0,5, donde T es el 
tamaño muestral). 
Los valores de la FAC de un proceso MA(q) se vuel-
ven nulos a partir del retardo q+1 en adelante. En este 
caso, también es posible utilizar el intervalo de confianza 
para el valor de la FAC.
En la práctica, las FAC y de FACP no muestran pro-
cesos autorregresivos o de media móvil puros, sino que 
más bien corresponden a casos mixtos, difíciles de identi-
ficar. Por ello, este tipo de modelos implican bastante de 
prueba y error. Recientemente se han propuesto criterios 
de información (como el de Akaike, Schwartz, etc.) o el 
error de predicción como guía en la selección del modelo 
ARIMA más adecuado (Brockwell y Davis, 1987; Broc-
kwell y Davis 2002).
c. Aplicar los algoritmos de cálculo para estimar los coefi-
cientes que mejor ajustan al modelo ARIMA especificado. 
Los métodos más utilizados son máxima verosimilitud o 
mínimos cuadrados no lineales.
d. Validación del modelo estimado a fin de verificar que 
cumpla con las especificaciones de un proceso estaciona-
rio univariado. En particular, los residuos deben ser inde-
pendientes entre sí y tener media y varianza constantes en 
el tiempo (es decir, deben ser ruido blanco; esto se puede 
verificar con el contraste de Ljung-Box o mediante el 
correlograma de los residuos). Si la estimación no es ade-
cuada, se deberá retornar al paso a.
e. Evaluación de la capacidad predictiva del modelo esti-
mado. El error de predicción equivale a la diferencia 
entre el pronóstico y el valor observado en cada período. 
Dado que el error puede ser positivo o negativo, no es 
posible sumar los errores de predicción. Por ello, gene-
ralmente se toman sus cuadrados (error medio cuadrá-
Tabla 1. Prueba de Dickey Fuller aumentada
Especificación C1 C2 C3 C4
Con tendencia determinística
-0,4082
(0,9864)
-1,4745
(0,8336)
-0,4594
(0,9843)
-,4552
(0,9845)
Con intercepto
1,9071
(0,9998)
,9241
(0,9956)
2,2872
(0,9999)
2,4294
(0,9999)
Sin intercepto
3,6515
(0,9999)
3,7307
(0,9999)
3,6477
(0,9999)
3,9544
(0,9999)
En primeras diferencias
-11,363
(<0,01)
-11,0161
(<0,01)
-5,4307
(<0,01)
-5,3129
(<0,01)
Nota: Error tipo I entre paréntesis
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tico, EMC) o valores absolutos (error medio absoluto, 
EMA). Tomados individualmente, la magnitud de ambas 
medidas no resulta de utilidad, sino que deben ser com-
paradas con las que surgen de modelos alternativos para 
los mismos datos y período muestral. El modelo con 
menores EMC o EMA será el de mejor capacidad predic-
tiva (en presencia de datos atípicos es más conveniente 
utilizar el EMA que el EMC como criterio de evaluación 
de capacidad predictiva). 
Es posible, además, descomponer el error de predic-
ción, en proporción de sesgo, proporción de varianza y de 
covarianza. El componente de sesgo mide hasta qué punto 
la media de las predicciones es diferente de la media de los 
datos observados (es decir, si la predicción está sesgada). 
Análogamente, el componente de varianza mide la dife-
rencia entre la variación de la predicción y la de los valores 
observados. El componente de covarianza captura cual-
quier parte no sistemática del error de predicción (Gran-
ger y Newbold, 1986).
La secuencia descrita fue realizada con el paquete 
estadístico EViews 7.0.
ResultAdos
Los resultados de la aplicación de la secuencia anterior-
mente descrita a las series de precios de Pinus spp para el 
período jul-2002 a set-2013 pueden resumirse como�:
a. El método de eliminación de tendencias que genera 
series estacionarias (condición para estimar modelos 
ARIMA) es el de primeras diferencias. La tendencia deter-
minística en este caso no consigue producir series de pre-
cios estacionarias. Por otra parte, dado que la evolución 
de los precios no muestra, durante el período analizado, 
cambios abruptos en su trayectoria, la prueba de Dickey-
Fuller arroja resultados confiables como método de verifi-
cación de existencia de tendencia estocástica (de todos 
modos y con el fin de verificar la robustez de la prueba de 
Dickey Fuller, se aplicó el contraste de Phillips Perron arri-
bando a las mismas conclusiones sobre la caracterización 
del nivel de integración de las series). 
Se concluye, en principio, que las series de precios de 
las especies forestales bajo análisis son integradas de 
orden 1 (Tabla 1). En otros términos, los niveles originales 
exhiben tendencia estocástica que desaparece aplicando 
primeras diferencias.
El correlograma de las series en primeras diferencias 
(es decir, estacionarias) permite identificar algunas especi-
ficaciones posibles para la estimación de variantes 
ARIMA. En el caso de C1, las FAC y las FACP son signi-
ficativas en los rezagos 5, 11 y 15, por lo que se estimaron 
distintas combinaciones de ARIMA(5,11,15; 1; 5,11,15) 
de la serie diferenciada. Es decir que el modelo inicial esti-
mado para esta variable incluyó 3 términos autorregresivos 
Tabla 2. Especificaciones ARIMA
C1 C2 C3 C4
Modelo inicial
ARIMA(5,11,15; 1; 5, 11,15)
Sólo resulta significativo el 
término MA(15)
ARIMA (8,18; 1; 8,18)
Sólo resulta signi-
ficativo el término 
MA(8)
ARIMA(2;1;2)
Sólo resulta 
significativo el 
término MA(2)
ARIMA (2,6; 1; 2, 4)
Sólo resultan 
significativos los 
términos AR(2) y 
MA(4)
Mejor variante del modelo 
inicial*
ARIMA (5; 1; 11,15) ARIMA(0; 1; 8, 18) ARIMA (0;1;2) ARIMA (2;1;4)
Residuos son ruido blanco? sí sí sí sí
* la mejor variante se define como aquella que cumple con las condiciones de estacionariedad e invertibilidad (raíces dentro del círculo unitario), con todos los paráme-
tros del modelo significativos y con menor criterio de información.
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y 3 términos de media móvil en los rezagos 5, 11 y 15, 
respectivamente; evaluando posteriormente variantes de 
esta especificación. En el caso de C2 (tomada en primeras 
diferencias), el correlograma muestra rezagos significati-
vos de la FAC y la FACP en los rezagos 8 y 18, de modo 
que el proceso que sigue la serie se caracterizó inicial-
mente como un ARIMA(8,18;1;8,18). La serie C3 diferen-
ciada exhibe un correlograma con valores de la FAC 
significativos en el retardo 2 y FACP con valores significa-
tivamente distintos de cero en el retardo 2. Por ello se 
estimó inicialmente un modelo ARIMA(2; 1; 2). Por su 
parte, el correlograma de las primeras diferencias de C4 
muestra valores distintos de cero en los rezagos 2 y 4 y la 
FACP exhibe valores distintos de cero en los retardos 2 y 
6. Se estimó entonces un modelo inicial de tipo 
ARIMA(2,6;1; 2,4).
Como se mencionó anteriormente, el EMC y el EMA 
no expresan nada por sí solos; la tabla 3 los presenta sim-
plemente a los fines expositivos. En cualquiera de los 4 
modelos elegidos para predecir las series, la mayor parte 
del error se encuentra en la porción residual (covarianza), 
sin evidencias de proporciones significativas en las partes 
sistemáticas (sesgo y varianza). Además, los modelos pro-
puestos tienen una mejor capacidad predictiva que los 
Tabla 3. Capacidad predictiva de los modelos propuestos
C1 C2 C3 C4
Especificación escogida ARIMA(5;1; 11,15) ARIMA(0; 1; 8, 18) ARIMA(0; 1; 2) ARIMA(2; 1; 4)
Error medio cuadrático 2,8729 3,6183 4,6025 4,3522
Error medio absoluto 1,2871 2,1242 2,2613 2,3141
Error medio abs, % 2,2985 2,5067 1,9187 1,7154
Coefic de desigualdad de Theil 0,0230 0,0165 0,0167 0,0138
   Proporción de sesgo, % 0,0014 0,0024 0,0049 0,0045
   Proporción de varianza, % 0,0144 0,0197 0,0446 0,0330
   Proporción de covarianza, % 0,9842 0,9779 0,9505 0,9625
Tabla 4. Valores observados y predichos
Período
C1 C2 C3 C4
Obs Pred Dif, % Obs Pred Dif, % Obs Pred Dif, % Obs Pred Dif, %
ene 2013 114 113,9 0,13% 165 166,7 -1,0% 216 216,9 -0,43% 242 242,8 -0,35%
feb 2013 118 113,4 3,87% 172 166,4 3,3% 225 216,9 3,58% 252 242,9 3,61%
mar 2013 118 120,4 -1,99% 172 173,0 -0,6% 225 225,9 -0,42% 252 252,9 -0,34%
abr 2013 118 118,5 -0,41% 172 173,3 -0,7% 225 228,2 -1,43% 252 255,4 -1,35%
may 2013 118 117,7 0,28% 181 174,7 3,5% 236 225,9 4,26% 280 252,9 9,69%
jun 2013 130 117,7 9,47% 181 182,1 -0,6% 236 236,9 -0,40% 280 282,6 -0,94%
jul 2013 130 131,9 -1,44% 196 182,3 7,0% 272 239,7 11,86% 297 288,0 3,02%
ago 2013 130 130,2 -0,13% 196 198,2 -1,1% 272 272,9 -0,35% 297 297,4 -0,14%
set 2013 130 131,7 -1,28% 200 197,4 1,3% 281 282,1 -0,38% 308 307,2 0,25%
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pronósticos basados en tendencias determinísticas. A juz-
gar por la figura 1, las series podrían ser igualmente pro-
nosticadas ajustando modelos del tipo Yt = �0 + �1t + �2 t
2 + 
ut, donde t representa el factor temporal; �i son los pará-
metros autorregresivos y ut es el ruido blanco. El ajuste de 
este tipo de modelos comparado tiene peor desempeño 
predictivo que los modelos ARIMA aquí propuestos, con 
mayor EMC y EMA
La estimación de cada uno de los modelos ARIMA, 
excluyendo las últimas 9 observaciones de la muestra, 
permite observar que C1 es la serie con la menor brecha 
promedio entre valores predichos y observados. En tér-
minos de la magnitud de los errores de predicción le 
siguen los modelos ARIMA propuestos para C2 y C4 
respectivamente, aunque cada uno registra 1 observa-
ción con una subestimación del precio predicho de 7% y 
10%, respectivamente respecto del observado. Final-
mente, el proceso autorregresivo y de media móvil pro-
puesto para C3 exhibe un desempeño predictivo 
globalmente satisfactorio, incluso con errores de predic-
ción absolutos menores a los de los modelos propuestos 
para las otras series de precios; aunque en los períodos 
de saltos incrementales, evidencia cierto retraso subesti-
mando el alza en torno al 12%.
dIscusIón
El rol cada vez más preponderante que el sector forestal 
está tomando en Argentina, desde el punto económico, 
social y ambiental justifica el uso de herramientas cuanti-
tativas como soporte para la toma de decisiones. En este 
trabajo se propone una herramienta para la predicción de 
precios para multiproductos forestales (pulpable, aserra-
ble fino, grueso y laminable) de manera que el planificador 
de operaciones cuente con una herramienta predictiva 
robusta para la confección del plan cosecha, el cual tiene 
un horizonte de aproximadamente 12 a 24 meses.
Los modelos autorregresivos de media móvil supo-
nen un patrón aleatorio en los datos de la serie que se 
pronostica (Jarret, 1987). Este método identifica un 
posible modelo de una clase general de modelos a través 
de un proceso iterativo. Una vez que el modelo es ele-
gido, se compara con los datos históricos. El modelo es 
adecuado si los residuos siguen un proceso de ruido 
blanco (Hanke y Reitsch, 1995). Si el modelo elegido no 
es el adecuado, este proceso debe repetirse hasta encon-
trarse un modelo satisfactorio (Jarret, 1987). Si bien es 
deseable realizar el pronóstico utilizando series «lar-
gas», esta sugerencia no siempre es posible debido a 
limitaciones en el registro de los datos. Asimismo, tam-
poco existe un criterio para evaluar el mínimo de obser-
vaciones por encima de las cuales se producen 
estimaciones confiables. Las literatura sobre la temática 
evidencia una gran disparidad en tamaños muestrales. 
Oliveira et al. (1977) utiliza 144 observaciones semana-
les mientras que Coelho Junior et al. (2006) 335 obser-
vaciones, Silva-Soares et al. (2008) 73 observaciones, 
Araujo-Cordeiro et al., (2010) 163 observaciones, todas 
ellas mensuales. Por otro lado Koutroumanidis et al. 
(2009) utilizan 42 observaciones anuales. Con base en 
esta apreciación, es posible postular que la amplitud 
muestral aquí utilizada (135 observaciones mensuales) 
se encuentra dentro del intervalo habitual de los estu-
dios aplicados en la temática.
Por otro lado, la mayor parte de los modelos ARIMA 
propuestos para pronosticar precios (de cualquier clase 
de productos) suelen mostrar coeficientes significativos 
cercanos al período actual; es decir términos AR o MA 
no superiores en general al rezago 2 ó 3. En las series 
aquí analizadas, sin embargo, se observa que C1 y C2 
contienen coeficientes significativos en los rezagos de 
orden 8, 11 y 15. Habitualmente esto suele ser atribuido 
a factores estacionales. Por otro lado, los gráficos esta-
cionales tradicionales (que calculan la media temporal 
para cada mes) no muestran una marcada estacionalidad 
de ciclo mensual. Todo ello podría ser síntoma de la exis-
tencia de otro tipo de estacionalidad diferente a la de 
ciclo mensual en las series de precio de C1 y C2. La 
caracterización de ese tipo de estacionalidad excede el 
objetivo del presente trabajo y puede constituir una ruta 
de análisis de futuros trabajos enfocados en dinámicas 
de cotizaciones de variedades de madera pulpables y ase-
rrado fino.
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conclusIones
Los modelos ARIMA tienen, por un lado, la ventaja de 
pronóstico de series basadas en sus propios valores pasa-
dos, sin necesidad de recurrir a información adicional. Si 
la metodología aplicada sigue las recomendaciones de la 
literatura metodológica, suelen producir ajustes altamente 
satisfactorios con bajo costo de recolección de datos. En 
contrapartida, este tipo de modelos exhibe un desempeño 
pobre en predicciones de largo plazo y en anticipación de 
movimientos inusuales de las series (Chu, 1978). Esto se 
debe a que la estimación de modelos ARIMA requiere 
series estacionarias y sin grandes saltos. Las variaciones 
en la dinámica temporal de las series deben ser explicadas 
con los denominados “fundamentos” (es decir, determi-
nantes estructurales y de corto plazo diferentes de los 
valores previos de las series). 
Los modelos de pronóstico propuestos lucen satisfac-
toriamente en el corto plazo (por ejemplo, generando pre-
dicciones a 9 meses) reafirmando lo obtenido por otros 
autores referidos oportunamente. Las series de precios 
presentan predicciones con errores estables entre 1% y 
2%. Sin embargo, en algunos casos los errores de predic-
ción de los modelos propuestos registran valores de mag-
nitud considerable (entre 7% y 12%) en períodos en los 
que los precios observados experimentaron alzas incre-
mentales. Asimismo, es posible que las series mensuales de 
precios de C1 y C2 contengan algún ciclo estacional no 
habitual que merece ser estudiado con mayor detalle.
La disponibilidad de series temporales de larga dura-
ción permite perfeccionar los pronósticos al proporcionar 
más información para caracterizar los procesos que descri-
ben el comportamiento de los precios. A su vez, aportarían 
más información para identificar con mayor precisión la 
existencia de ciclos estacionales específicos a ciertos produc-
tos y actividades. Por ello, resulta de suma importancia esta-
blecer políticas de registro sistemático y oportuno de precios, 
por su valor potencial como herramienta predictiva.
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