The valuation of options on traded accounts: continuous and discrete time models by Malloch, Hamish Jr
The Valuation of Options on
Traded Accounts:
Continuous and Discrete
Time Models
Hamish Malloch
A thesis submitted in partial fulfilment of
the requirements for the degree of
Doctor of Philosophy
Discipline of Finance
Faculty of Economics and Business
August, 2010
Statement of Originality
This is to certify that to the best of my knowledge, the content of
this thesis is my own work. This thesis has not been submitted for any
degree or other purposes.
I certify that the intellectual content of this thesis is the product of
my own work and that the assistance received in preparing this thesis
and sources have been acknowledged.
..............................................
Hamish Malloch
i
Acknowledgements
First and foremost, I would like to thank my supervisor, Associate
Professor Peter Buchen. Peter has been an enormous help during my
Ph.D. and I am quite certain that I would not have been able to achieve
the things I have without his encouragement and support. Though he
was not my original supervisor, he was kind enough to take me under
his wing even prior to his joining the finance department. I have learnt
an enormous amount from Peter and feel honoured to have him be
an influence on my career. I would also like to make mention of my
original supervisor Doctor Oh Kang Kwon. Though we were unable
to complete this work together, Oh Kang provided support during the
early phase of my candidature and was perhaps the single greatest
influence in my becoming involved in financial mathematics research.
I would also like to thank the wonderful staff in the discipline of
Finance, with particular mention going to Dr. Maurice Peat, Ass.
Prof. Graham Partington, Prof. David Johnston and Prof. Michael
Mckenzie. I would also like to thank my fellow students who made
the undertaking of a Ph.D. all the more enjoyable. Particular men-
tion goes to Brad Wong who was very helpful in listening to my com-
plaints/thoughts involving all matters of finance and mathematics.
Though our fields of research are quite different, he nonetheless pro-
vided a very helpful sounding board and a great drinking buddy when
we had to take some time out.
Finally I would like to thank my wonderful friends and family, all
who have been very supportive of me during what has often been a
difficult time. In particular, I would like to thank my girlfriend Talia
who has been incredibly understanding and supportive of me during
my candidature.
ii
Abstract
In this thesis we are concerned with valuing options on traded ac-
counts using both continuous and discrete time models. An option on a
traded account is a zero strike call on the balance of a trading account
which consists of a position of size θ in a risky asset (which we refer to
as a stock) and the remaining wealth in a risk-free account. The choice
of trading positions throughout the life of the option are made by the
buyer, subject to constraints specified in the contract at the time of
purchase. The specification of these trading constraints gives rise to
some of the more well known examples including passport options and
vacation options. At maturity, the option buyer is entitled to any pos-
itive wealth accumulated in the trading account whilst any losses are
covered by the option seller.
First, we examine the problem of valuing these options in continu-
ous time. A review of some existing methods is presented, including a
complete derivation of the pricing formula for the passport option and
the option on a traded account following the methods proposed by Hyer
et al. (1997) and Shreve and Vecer (2000), though we often use different
techniques to those authors. We also present an alternative derivation
for the value of a passport option using our own methodology which
we believe is simpler than those currently available.
Secondly, we consider the valuation problem in a discrete time set-
ting by looking at one specific discrete time model, the binomial tree.
This is a new contribution to the literature as binomial models for these
options have not been previously examined. Using this approach, the
greatest difficulty is the determination of an optimal trading strategy
which is required to price this class of option. We show that in general,
binomial models and continuous time models do not have the same
trading strategy, and in fact that the analytic determination of the
trading strategy for an option on a traded account may in fact be im-
possible to obtain. We then turn to passport options, where we are able
to derive an analytic optimal strategy which in this case is identical to
that used in the continuous time models, thus the problem of valuing
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passport options is reduced to the same computational burdens as a
binomial valuation without recombining branches.
Lastly, we examine some numerical methods which could be used
to value options on traded accounts with binomial models. Our prob-
lem is shown to be an NP-hard convex maximisation which we convert
into both an l1-norm convex maximisation and an indefinite quadratic
program. Whilst we present algorithms which are guaranteed to ob-
tain the optimal solution, they are also known to be inefficient and
thus inappropriate for any likely application beyond a few time steps.
We conclude by summarising our results and give directions for future
research in this area.
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CHAPTER 1
Introduction
The theory of options pricing was pioneered in the seminal papers of
Black and Scholes (1973) and Merton (1973). In their work, the authors
considered what the fair, arbitrage free price for a call option should be
under a number of assumptions. The main assumption in this frame-
work, commonly referred to as the Black-Scholes model, is that the
underlying financial asset (commonly called a stock, though exchange
rates and other financial assets are also valid) follows a continuous time
geometric Brownian motion (g.B.m.). Coupling this assumption with
a cleverly chosen hedging arrangement, these authors showed that the
value of an option satisfies a certain second order partial differential
equation (PDE) which is today referred to as the Black-Scholes equa-
tion. Solving this equation subject to boundary conditions implied by
the options payoff yields the arbitrage free value of that option.
An alternative to this method was proposed by Cox et al. (1979)
(hereafter called the CRR model). As is clear by the title of their
paper, the aim was to make the process of option pricing simpler and
more intuitive. To this end, the g.B.m. assumption was replaced with
a discrete time binomial tree. Using a similar hedging argument to that
used in the Black-Scholes framework, the authors showed that a riskless
portfolio could be created with a cleverly chosen position in both the
underlying and its option which provided the risk-neutral framework
required to price options. A numerical method is then implemented
which computes the value of the option by progressing backwards from
maturity until the initial price is finally obtained.
Whilst the Black-Scholes model became extremely popular within
industry, and many extensions have been made to it such that it can
price a much wider class of options, the binomial model has also gained
1
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widespread popularity. This is not only due to its simplicity but also
due to the flexibility that the model provides. Well known examples
where the CRR model outperforms the Black-Scholes framework are
American options and the inclusion of discrete dividends. Whilst the
Black-Scholes model struggles to value options with these criteria, it is
a comparatively straightforward process to adjust the binomial model
to incorporate these features.
Traditionally, options have existed on an underlying financial asset
such as a stock price, interest rate or exchange rate, to name but a
few. In these standard cases the option holder has no control over
the evolution of the underlying. In principle however, an option may
be written on any financially measurable quantity. In this thesis, we
will examine how to value an option when the underlying is the value
of a trading account consisting of a risk-free position in cash and a
risky position in stock. Hence the option holder has some degree of
control over the underlying asset dynamics. Essentially, the option
holder makes trades on a selected stock subject to trading restrictions
agreed upon by the option seller, and determines the performance of
his trades via the value of this trading account. At maturity, any
nett gain on this trading account is kept by the option holder and any
nett loss is covered by the option seller. Special cases of this type of
option include the passport option where the allowed trading positions
in the stock are within the interval [−1, 1] and the vacation call and
put which have allowed trading position intervals given by [0, 1] and
[−1, 0] respectively.
The passport option was first introduced by Hyer et al. (1997) where
an analytical solution for a particular case (which the authors call the
symmetric case) was derived using results from stochastic control the-
ory, while solutions to other cases were obtained via numerical meth-
ods. Since that paper, work has been done by others who have used
a variety of numerical and analytical techniques to price the extended
class of options on traded accounts using both probabilistic and PDE
methods.
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What all of the current methods have in common is that they as-
sume that the underlying stock price dynamics are given by a con-
tinuous time process, usually a g.B.m. or some derivative of it, such
as the stochastic volatility model examined by Henderson and Hobson
(2001). What is missing from the literature is an examination of op-
tions on traded accounts assuming that the evolution of stock prices
follows a discrete time process such as the simple binomial model of
Cox et al. (1979). While Andersen et al. (1998) does mention the pos-
sibility of using a discrete time process to value these options, they
specifically state that they are unsuited to the problem and instead
focus on solving the associated PDE via finite difference techniques.
The reason binomial trees have been thought to be unsuited to the
problem of valuing options on traded accounts is due to the fact that
even though the binomial tree governing the stock price may recombine,
resulting in (N + 1) terminal nodes for an N -step tree, the tree which
describes the trading account evolution will in general not recombine
and thus potentially has 2N terminal nodes. As this is essentially a
restriction imposed only by computing power, we still believe that an
investigation into using these binomial models could prove useful.
1.1. Contributions
The purpose of this thesis is to determine the value of an option on
a traded account, and as such that is where our contributions to the
literature are made. Since the value obtained depends upon the model
used, we will present several different methods to obtain this valua-
tion. First, we consider a continuous time setting which has the same
assumptions as the Black-Scholes framework. Valuation within this
framework is the focus of chapter 3. Pricing the option in this manner
has already received a reasonably thorough treatment in the literature.
After briefly reviewing the current research pertaining to these options,
we provide a detailed analysis of two of the more prominent papers in
the literature. The first of these papers is the seminal paper by Hyer
et al. (1997) which was the first to value passport options (trading in-
terval given by [−1, 1]). The second paper to be examined is by Shreve
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and Vecer (2000) and is the first to consider the general option on a
traded account (trading interval given by [α, β] where α < β).
In both cases, closed form solutions for the option value is possible
only under specific conditions which are referred to as the symmet-
ric case. Since much focus in the literature has already been paid to
numerical methods for solving the PDE which the option value must
satisfy, we will not attempt to cover this aspect of the problem. Rather,
our focus in continuous time is to find an analytic solution. To this
end we follow the approach of Hyer et al. (1997) and Shreve and Vecer
(2000) though we adopt several variations to make solving the problem
simpler and more transparent.
In chapter 4, we tackle the problem of valuing options on traded
accounts under the assumption that the stock evolves according to a
discrete time binomial lattice. The specific form of this lattice is one
which closely resembles a g.B.m. in presentation. This process, devel-
oped by He (1990), was chosen as it is a special case of a generalised
multi-nomial tree which converges to a multi-variate g.B.m. and has
become somewhat of a standard in financial mathematics. Initially, it
might be thought that the use of a discrete time process may simplify
the task of pricing such options. Even if the computations involved
were to become impractical due to non-recombining branches, it might
be expected that this simpler model could provide some insight and in-
tuition which is difficult to obtain from the complicated mathematical
structure of the problem posed in continuous time. Unfortunately, the
opposite turns out to be true. In general the optimal trading strategy
for continuous time valuation and discrete time valuation are not the
same. In fact, whilst continuous time optimal trading strategies require
knowledge of only the current state variables and trading interval in
a rather simple way, the discrete time version requires the same infor-
mation as well as the drift and volatility in a highly non-linear and
extremely complicated way. This makes valuation in this framework
an enormously complicated task, which transforms to a global optimi-
sation problem in a very high dimensional space. As it turns out, the
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optimisation for this particular problem is known to be NP-hard.1 A
technique guaranteed to find the optimal solution is presented, though
due to the intractability of this approach, we spend some time dis-
cussing the problem structure which we try to exploit to find a more
efficient method of solving the optimisation problem, and hence value
the option. At the time of writing this thesis, the general problem
for finding the optimal trading strategy for options on traded accounts
using a binomial model remains unsolved and is still therefore an open
question.
Since valuing this class of options requires a reasonably high degree
of mathematical sophistication, chapter 2 presents some of the required
mathematical techniques and theorems which will be used throughout
this thesis. The content covered is not exhaustive and is aimed princi-
pally at the problem of valuing options on traded accounts. For exam-
ple, while we cover some techniques in solving PDE’s, we restrict our
attention to those used in valuing this class of options and not on gen-
eral solution methods. Finally, we conclude the thesis with a summary
of results and directions for future research.
1A problem is NP-hard (nondeterministic polynomial time hard) if an algorithm
for solving it can be translated into one which can solve any NP (nondeterministic
polynomial time) problem. Informally, an NP-hard problem is at least as hard as
any NP problem, though it may in fact be harder.
CHAPTER 2
Mathematical Preliminaries
In this chapter we will present some of the mathematical techniques
and theorems which will be utilised in this thesis. Whilst we cover quite
an extended range of topics from basic stochastic calculus to advanced
PDE solution techniques, we do not intend to cover these topics in any
great detail. Rather, these theorems are included to ensure that this
thesis is reasonably self contained. For greater detail, references are
provided in the relevant sections.
2.1. Gaussian Random Variables
Financial mathematics, and in particular Black-Scholes option val-
uation, makes extensive use of Gaussian random variables in the de-
scription of asset returns. For this reason we cover the notation and
theorems associated with Gaussian random variables in this section.
This discussion is not intended to be exhaustive but rather to out-
line the notation that will be used throughout the thesis and present
one of the less known, but more useful theorems on Gaussian random
variables, the Gaussian shift theorem.
Firstly, we say that Z is a standard Gaussian random variable and
write Z ∼ N(0, 1) if Z is normally distributed with zero mean and unit
variance. The probability density function (PDF) of Z is given by the
function φ(z) (z ∈ R)
φ(z) = 1√
2pi
e−
1
2
z2 , (2.1)
and the corresponding cumulative density function (CDF) is given by
N (z) = P{Z ≤ z} =
∫ z
−∞
φ(y)dy. (2.2)
6
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We now list some useful properties of Gaussian random variables
which will be used throughout the thesis. For complete proofs of these
properties we refer the reader to any good book on statistics such as
Jacod and Protter (2004)
(1) φ(z) is even symmetric, that is φ(z) = φ(−z). It also asymp-
totically approaches zero, i.e. φ(±∞) = 0.
(2) N (z) is monotonic increasing, with symmetry N (−z) = 1 −
N (z). We also note that the extreme values of this function
are N (−∞) = 0 and N (∞) = 1.
Whilst there are many other useful properties for Gaussian random
variables, we only emphasise those which have a direct use in compu-
tations within this thesis.
We now derive a very useful theorem involving Gaussian random
variables which simplifies many calculations encountered in Black-Scholes
type option valuation. This is known as the Gaussian shift theorem
(GST) which is presented below.
Theorem 2.1 (Gaussian shift theorem (GST)). Let Z ∼ N(0, 1), c
be any constant and F (Z) be any measurable function of Z with finite
expectation. Then the following relation holds:
E
{
ecZF (Z)
}
= e
1
2
c2E {F (Z + c)} (2.3)
Proof. First, consider the left hand side,
E
{
ecZF (Z)
}
=
∫ ∞
−∞
ecyF (y)φ(y)dy.
Now, consider the term ecyφ(y). This may be written as
ecyφ(y) = 1√
2pi
ecye−
1
2
y2
= 1√
2pi
e
1
2
(2cy−y2)
= 1√
2pi
e
1
2
[−(c−y)2+c2]
= e
1
2
c2φ(c− y). (2.4)
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Using equation (2.4), we can write∫ ∞
−∞
ecyF (y)φ(y)dy = e
1
2
c2
∫ ∞
−∞
F (y)φ(y − c)dy
= e
1
2
c2
∫ ∞
−∞
F (z + c)φ(z)dy (z = y − c)
= e
1
2
c2E {F (Z + c)} .
which is the required result. 
Theorem 2.1 is useful because these types of expectations frequently
occur in Black-Scholes options valuation. In fact this theorem often
allows one to calculate options prices without recourse to Girsanov’s
theorem and without the necessity of doing formal intergations.
2.2. The lp-norm
In this section we introduce the concept of the lp-norm. This is
an important concept in many optimisation problems as typically we
are interested in either maximising or minimising some sort of distance
metric. The lp-norm generalises this notion of distance. Consider an
(n × 1) vector x˜ with components xi. We define the lp-norm of this
vector, ||x˜||p as
||x˜||p =
[
n∑
i=1
|xi|p
]1
p
. (2.5)
Frequently used examples of this norm are the p = (1, 2 and∞) cases.1
A common application of the l2-norm is in least squares regression
where this norm is minimised in order to find the best statistical esti-
mators. The l1-norm has similarly been used in statistics in a method
referred to as robust estimation. In this thesis we will relate the valu-
ation of options on traded accounts to the problem of maximising an
l1-norm. Often the optimisation of such norms must be performed nu-
merically as the simple approach of finding stationary points may not
be applicable.
1p =∞ corresponds to ||x˜||∞ = max(xi).
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2.3. Stochastic Processes and Ito Calculus
We present here some results and theorems relating to stochastic
processes and the associated Ito calculus. While we assume the reader
has a familiarity with stochastic calculus, we briefly outline some results
which are utilised in this thesis. These results are mainly associated
with specific forms of Ito’s lemma. We begin with a recap of Ito’s
lemma.
Theorem 2.2 (Ito’s lemma). Let Xt satisfy the SDE given by
dXt = α(Xt, t)dt+ β(Xt, t)dWt
where α(Xt, t) and β(Xt, t) are arbitrary functions and Wt is a standard
Weiner process. If F (Xt, t) is a C2,1 function, then the process F (Xt, t)
is a random process and satisfies the following SDE
dF = (Ft + αFx +
1
2
β2Fxx)dt+ βFxdWt
where the subscripts on the function F denote partial derivatives.
Proof. First, using Taylor’s theorem for a function of two vari-
ables,
dF = F (Xt + dXt, t+ dt)− F (Xt, t)
= Ft(Xt, t)dt+ Fx(Xt, t)dXt +
1
2
Fxx(Xt, t)(dXt)
2 + h.o.t.
The expression h.o.t represents the higher order terms. Since E{(dXt)2} =
β2dt to order dt, if we make this substitution, expand the term dXt
and take the limit as dt→ 0 we obtain the desired result. 
We will now derive a special case of Ito’s lemma when we wish to
find the differential of the product of two given functions.
Corollary 2.3 (Ito’s product rule). Let Xt satisfy the SDE
dXt = α(Xt, t)dt+ β(Xt, t)dWt
and let F (Xt, t) and G(Xt, t) be two given functions, then we have that
d(FG) = FdG+GdF + β2(FxGx)dt
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where the subscripts on F and G denote partial derivatives.
Proof. By Ito’s lemma,
d(FG) = [(FG)t + α(FG)x +
1
2
β2(FG)xx]dt+ β(FG)xdWt
and since
(FG)t = FGt +GFt; (FG)x = FGx +GFx;
and
(FG)xx = FGxx +GFxx + 2FxGx,
substituting yields
d(FG) = F [(Gt + αGx +
1
2
β2Gxx)dt+ βGxdWt]
+G[(Ft + αFx +
1
2
β2Fxx)dt+ βFxdWt]
+ β2FxGxdt
= FdG+GdF + β2(FxGx)dt
as required. 
We now derive a similar result for the quotient of two functions
Corollary 2.4 (Ito’s quotient rule). Let Xt satisfy the SDE
dXt = α(Xt, t)dt+ β(Xt, t)dWt
and let F (Xt, t) and G(Xt, t) be two given functions, then we have that
d
(
F
G
)
=
GdF − FdG
G2
+
β2Gx
G3
(FGx −GFx)dt
where the subscripts on F and G denote partial derivatives.
Proof. Again, applying Ito’s lemma, we have
d
(
F
G
)
=
[(
F
G
)
t
+ α
(
F
G
)
x
+
1
2
β2
(
F
G
)
xx
]
dt+ β
(
F
G
)
x
dWt
and since (
F
G
)
t
=
FtG− FGt
G2
;
(
F
G
)
x
=
FxG− FGx
G2
;
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and (
F
G
)
xx
=
FxxG
3 − 2FxGxG2 − FGxxG2 + 2FG(Gx)2
G4
,
we may substitute to obtain
d
(
F
G
)
=
G[(Ft + αFx +
1
2
β2Fxx)dt+ βFxdWt]
G2
− F [(Gt + αGx +
1
2
β2Gxx)dt+ βGxdWt]
G2
+
1
2
β2
(−2FxGxG2 + 2FG(Gx)2
G4
)
=
GdF − FdG
G2
+
β2Gx
G3
(FGx −GFx)
as required. 
2.4. Dynamic Programming and the HJB Equation
The technique of dynamic programming (DP) was pioneered by
Richard Bellman as a general method for solving sequential decision
problems. In order to illustrate this technique, we will briefly introduce
the type of problem we are considering and then describe a general
procedure for solving that class of problems. We note that this section
is largely drawn from Bellman (1957) and Bertsekas (2005).
Assume that we have a discrete time system which evolves according
to the equation
xk+1 = fk(xk, uk, wk)
where xk is the current system state, uk is the control and wk is some
stochastic disturbance term. Often the control uk is a function of the
current state, that is uk = µk(xk) where µk is a strategy function. If
this is the case we say that the problem is a closed-loop problem. The
aim is to determine a policy pi = {µ0, µ1, . . . , µN−1} which is a set of
control functions, which optimises the function
J∗0 (x0) = min
uk∈Uk
E
{
gN(xN) +
N−1∑
k=0
gk(xk, µk(xk), wk)
}
. (2.6)
2.4. DYNAMIC PROGRAMMING AND THE HJB EQUATION 12
In this case gk is a cost function at each step, gN is a terminal cost
and Uk is the set of allowable strategies. Thus in this case we are
attempting to choose a policy which will minimise the expected cost
over a series of decisions.2 This type of problem may be solved by
using dynamic programming. Since dynamic programming rests on
the principle of optimality, we will first outline this principle so it may
be used to develop the DP method.
2.4.1. Principle of Optimality and the Bellman Equation.
In this section, we introduce the principle of optimality and from this
we develop the technique of dynamic programming. We begin with a
derivation of the famous Bellman equation.
Proposition 2.5 (Principle of optimality). An optimal policy has
the property that whatever the initial decision, the remaining decisions
must constitute an optimal policy with regard to the state resulting from
the original decision. Mathematically, this may be described as follows:
Let pi∗ = {µ0, µ1, . . . , µN−1} be an optimal policy (set of decisions)
for a particular discrete time problem. Now, imagine that at some time
i a state xi occurs with a positive probability. Then the truncated policy
{µi, µi+1, . . . , µN−1} is optimal for the problem which starts at state xi.
The principle of optimality provides a foundation upon which the
DP technique is built. Essentially the application of DP solves the
optimisation problem by recursively solving larger tail problems un-
til eventually the entire problem is solved. For example, initially the
problem at one-step from maturity is solved, then this solution is used
to solve the problem at two-steps from maturity and so on until a final
solution is reached. We now apply this DP algorithm to equation (2.6)
and show that it indeed does solve the required optimisation problem.
Proposition 2.6 (DP algorithm). The optimal cost J∗0 (x0) is equal
to J0(x0) which is given by the final step in the following algorithm:
JN(xN) = gN(xN),
2If the functions g and h represent a profit function then we would wish to maximise
rather than minimise the function J∗0 .
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Jk(xk) = min
uk∈Uk
Ek {gk(xk, uk, wk) + Jk+1(fk(xk, uk, wk))} , (2.7)
k = N − 1, N − 2, . . . , 1
where the expectation is taken with respect to the probability distribution
of wk. Equation (2.7) is also known as the Bellman equation.
Proof. For any admissable policy pi = {µ0, µ1, . . . , µN−1} and
each k = 0, 1, . . . , N − 1, denote pik = {µk, µk+1, . . . , µN−1}. For
k = 0, 1, . . . , N − 1, let J∗k (xk) be the optimal cost for the (N − k)-
stage problem that starts at state xk and time k and ends at time N ,
that is
J∗k (xk) = min
uk∈Uk
E[k,N−1]
{
gN(xN) +
N−1∑
i=k
gi(xi, µi(xi), wi)
}
,
where E[k,N−1] denotes the expectation taken with respect to the set
of random variables {wk, wk+1, . . . , wN−1}. The aim is to now show
via induction that the functions J∗k are equivalent to Jk generated by
the DP algorithm. By definition, for k = N , we have that J∗N(xN) =
gN(xN), and we assume that for some k and all xk+1, we have that
J∗k+1(xk+1) = Jk+1(xk+1). Then, since pi
k = {µk, pik+1}, we have for all
xk that
J∗k (xk) = min{µk,pik+1}
E[k,N−1]
{
gk(xk, µk(xk), wk) + gN(xN)
+
∑N−1
i=k+1 gi(xi, µi(xi), wi)
}
= min
µk
Ek
{
gk(xk, µk(xk), wk)
+ min
pik+1
[
E[k+1,N−1]
{
gN(xN) +
N−1∑
i=k+1
gi(xi, µi(xi), wi)
}]}
= min
µk
Ek
{
gk(xk, µk(xk), wk) + J
∗
k+1(fk(xk, µk(xk), wk))
}
= min
uk∈Uk(xk)
Ek {gk(xk, µk(xk), wk) + Jk+1(fk(xk, µk(xk), wk))}
= Jk(xk).
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Note that we have used the principle of optimality in the second step
to separate out the expectations, and the inductive assumption in the
fourth step completes the proof. 
The Bellman equation just derived has been the cornerstone of dy-
namic programming in discrete time. However, a continuous time coun-
terpart is required when the underlying dynamics of the system are
also continuous. Such a counterpart is given by the Hamilton-Jacobi-
Bellman (HJB) equation. We derive this equation in the following
section.
2.4.2. The Hamilton-Jacobi-Bellman Equation. The Bellman
equation derived in the previous section applies when the evolution of
the underlying follows a discrete time stochastic process. However, it is
often more convenient, and sometimes more mathematically tractable,
to define the state evolution in terms of a continuous time stochastic
process. This is particularly evident in the options pricing literature
where the Black-Scholes framework (a continuous time description) is
the de facto method of option valuation. For this reason it would be
useful to have a continuous time counterpart to the Bellman equation
given by (2.7). This continuous time counterpart is referred to as the
Hamilton-Jacobi-Bellman (HJB) equation as it was discovered to be an
extension of the already known Hamilton-Jacobi equation from classi-
cal physics. We will now derive the HJB equation.
Theorem 2.7. Consider the optimisation problem
J∗(xt, t) = min
ut∈Ut
E
{
h(xT , T ) +
∫ T
t
g(xs, µs(xs), ws)ds
∣∣Ft} ,
where Ft denotes the filtration over the interval [0, t] and the evolution
of xt is given by the controlled SDE
dxt = a(xt, µt(xt), t)dt+ b(xt, µt(xt), t)dWt.
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Then the function J∗(xt, t) satisfies the following PDE with boundary
condition given at T :{
0 = ∂J
∗
∂t
+ minut∈Ut
[
g(xt, ut, t) + a
∂J∗
∂xt
+ 1
2
b2 ∂
2J∗
∂x2t
]
J∗(xT , T ) = h(xT , T )
Proof. To prove this theorem, we will start with the discrete time
case and then use a convergence argument to obtain the continuous
time counterpart. To simplify the process, we will introduce a new
notation which will lend itself to the convergence more easily. Define
the problem on the time interval [0, T ], let t ∈ [0, T ] and divide this
interval into N equal parts of size dt. This imples that dt = T
N
.
Denote the current time t and the time one step in the future as
t+dt. This notation will replace k and k+ 1 used previously to denote
successive times. We also define a stochastic process for the evolution
of the state variable
dxt = a(xt, µt(xt), t)dt+ b(xt, µt(xt), t)dWt (2.8)
where Wt
d
=
√
dtZt, Zt ∼ N(0, 1). Let us now rewrite the objective
function (2.6) in a more suggestive maner. First, to avoid confusion
replace the terminal cost function gN with h. Thus gN(xN) = h(xT , T ).
We may now rewrite equation (2.7) as
J∗(xt, t) = min
ut∈Ut
E
{
h(xT , T ) +
N−1∑
i=0
g(xt+idt, ut+idt, t+ idt)dt
}
Now, applying the DP algorithm, we have that the following equation
must hold for J∗,
J∗(xt, t) = min
ut∈Ut
E{g(xt, ut, t)dt+ J∗(xt+dt, t+ dt)}
= min
ut∈Ut
E{g(xt, ut, t)dt+ J∗(xt + dxt, t+ dt)}. (2.9)
Applying Taylors theorem to the term J∗(xt+dxt, t+dt), we have that
J∗(xt + dxt, t+ dt) =

J∗(xt, t) + ∂J
∗
∂t
dt+ ∂J
∗
∂xt
dxt
+1
2
[
∂2J∗
∂t2
(dt)2 + ∂
2J∗
∂x2t
(dxt)
2 + ∂
2J∗
∂t∂xt
dtdxt
]
+h.o.t.

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Substituting the Taylor expanded expression for J∗(xt+dxt, t+dt) into
(2.9) and cancelling J∗(xt, t) gives
0 = min
ut∈Ut
E

g(xt, ut, t) +
∂J∗
∂t
dt+ ∂J
∗
∂xt
dxt
+1
2
[
∂2J∗
∂t2
(dt)2 + ∂
2J∗
∂x2t
(dxt)
2 + ∂
2J∗
∂t∂xt
dtdxt
]
+h.o.t.
 .
We now take the limit dt → 0 which means that any terms of order
higher than dt becomes negligible and may be set equal to 0. This gives
0 = min
ut∈Ut
E
{
g(xt, ut, t)dt+
∂J∗
∂t
dt+
∂J∗
∂xt
dxt +
1
2
∂2J∗
∂x2t
b2dt
∣∣∣∣Ft} ,
(2.10)
the objective function now becomes
J∗(xt, t) = min
ut∈Ut
E
{
h(xT , T ) +
∫ T
t
g(xs, us,Ws)ds
}
,
and the dynamics in equation (2.8) converge to a Brownian motion.
Equation (2.10) may then be simplified to
0 =
∂J∗
∂t
dt+ min
ut∈Ut
E
{
g(xt, ut, t)dt+
∂J∗
∂xt
(adt+ bdWt) +
1
2
∂2J∗
∂x2t
b2dt
∣∣∣∣Ft}
=
∂J∗
∂t
+ min
ut∈Ut
[
g(xt, ut, t) + a
∂J∗
∂xt
+
1
2
b2
∂2J∗
∂x2t
]
(2.11)
where we have used the fact that ∂J
∗
∂t
is non-stochastic at t and inde-
pendent of ut and E{dWt} = 0 to perform the simplifications. Equa-
tion (2.11) is the desired Hamilton-Jacobi-Bellman equation and has
the boundary condition J∗(xT , T ) = h(xT , T ). This completes the
proof. 
In this thesis we will use the HJB equation to ascertain the value
of an option on a traded account. Due to the discounting inherent in
option valuation, the HJB equation used for the pricing of options on
traded accounts will take a slightly different form than that presented
here. We will cover this difference when the equation is presented in
the following chapter.
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2.5. The Laplace Transform
The Laplace transform is an integral transform that is used exten-
sively in solving linear partial differential equations. The reason for
this is that the Laplace transform converts operations of calculus to
algebraic operations. Thus a difficult problem may often be simplified
by considering the Laplace transformed version, applying algebraic ma-
nipulations to simplify the problem, then converting back via an inverse
Laplace transform to obtain the solution to the original problem. We
now present the mathematical definition of a Laplace transform and
some properties which will prove useful later in the thesis. We will
present only results in this section. For full derivations, we refer the
reader to a reference such as Kreyszig (1999).
Definition 2.8. Let f(t) be a given function that is defined for all
t ≥ 0. Then the Laplace transform of this function denoted f¯(s) is
given by
f¯(s) = L(f) =
∫ ∞
0
e−stf(t)dt.
Furthermore, the original function f may be retrieved from the Laplace
transformed function f¯ via the inverse Laplace transform,
f(t) = L−1(f¯) = 1
2pii
lim
T→∞
∫ c+iT
c−iT
f¯(s)ds
The Laplace transform has the following properties:
(1) Linearity of L(f):
L{af(t) + bg(t)} = aL{f(t)}+ bL{g(t)}
(2) Shift theorem:
L{eatf(t)} = f¯(s− a)
(3) Laplace transform of a derivative:
L{(f ′(t))} = sf¯(s)− f(0)
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(4) Laplace transform of an integral:
L
{∫ t
0
f(τ)dτ
}
= 1
s
f¯(s); s > 0
(5) Laplace transform of a Dirac delta function:
L{δ(t− a)} = e−as; a > 0
(6) Convolution theorem: Consider Two functions f(t) and g(t).
Define their convolution (f ∗ g)(t) as
h(t) = (f ∗ g)(t) =
∫ t
0
f(τ)g(t− τ)dτ.
It can be shown that
L{h(t)} = L{(f ∗ g)(t)} = f¯(s)g¯(s).
We note that in practice the inverse Laplace transform very rarely
needs to be explicitly computed. Rather, it is usually sufficient to use
the relations we have just outlined in order to infer the inverse Laplace
transform from a table of base inverse transforms such as those found
in Abramowitz and Stegun (1965).
2.6. Green’s Function Solution to the Heat Equation
In this section we will introduce a method of solving linear PDE’s
through the use of Green’s functions. Specifically, we will derive the
Green’s function for the 1-dimensional heat equation and later the re-
sults will be used in the valuation of the option on a traded account.
Again, this section is somewhat brief in its development. For a full
treatment of Green’s functions we refer the reader to Haberman (2004).
First, let us define a Green’s function.
Theorem 2.9. Consider the linear differential equation in general
form
L(x)u(x) = f(x) (2.12)
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where L is a linear differential operator and f is a known non-homogeneous
term. Then the Green’s function G(x, x0) which satisfies
L(x)G(x, x0) = δ(x− x0) (2.13)
where δ is the Dirac delta function, can be used to solve (2.12) via
u(x) =
∫ ∞
−∞
G(x, x0)f(x0)dx0 (2.14)
Proof. Substitute (2.14) into (2.12) and show that we obtain the
appropriate solution.
L(x)u(x) = L
∫ ∞
−∞
G(x, x0)f(x0)dx0
=
∫ ∞
−∞
L(x)G(x, x0)f(x0)dx0
=
∫ ∞
−∞
δ(x− x0)f(x0)dx0
= f(x).
We note that in the second step the operator L may be brought inside
the integral as a result of Fubini’s theorem. 
Clearly the form of the Green’s function will depend on the operator
L. Thus in the following section we will derive the Green’s function
relevant to the heat equation in one dimension.
2.6.1. Green’s Function for the 1-D Heat Equation. We will
now derive the appropriate Green’s function for the heat equation.
Theorem 2.10. Consider the one dimensional heat equation{
ut − kuxx = f(x)
u(x, 0) = h(x).
(2.15)
The corresponding Green’s function is given by
G(x, x0, t) =
1√
4pikt
e−
|x−x0|2
4kt . (2.16)
Proof. It is known that if we consider a homogeneous heat equa-
tion with no source terms (f(x) = 0) and an initial condition given by
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the Dirac delta function (h(x) = δ(x−x0)), then the solution is in fact
the Green’s function itself. Thus the Green’s function G may be found
by solving {
Gt = kGxx
G(x, x0, 0) = δ(x− x0)
where x ∈ R, k > 0 and t > 0. To solve this equation, we take the
Laplace transform of (2.15) in t, denoting the resulting function by G¯.
The resulting ODE is given by
sG¯− δ(x− x0) = kG¯xx
and rearranging this equation into the standard form, we have
G¯xx − s
k
G¯ = −1
k
δ(x− x0) (2.17)
which is a second order, nonhomogeneous ODE with solution of the
form
G¯(x, x0, s) = Ae
−
√
s
k
|x−x0|
where A is a constant to be determined. To this end, we will compute
the first and second derivatives, substitute into equation (2.17) and
solve for A. We have that
G¯x = −A
√
s
k
sgn(x− x0)e−
√
s
k
|x−x0|
G¯xx = A
s
k
e−
√
s
k
|x−x0| − 2
√
s
k
Aδ(x− x0),
hence
G¯xx − s
k
G¯ = −2
√
s
k
Aδ(x− x0)
and from (2.17), we have that −2√ s
k
A = − 1
k
. This means A = 1
2
√
ks
and thus we have that
G¯(x, x0, s) =
1
2
√
ks
e−
√
s
k
|x−x0|.
Now, to obtain the desired function G, we must invert our Laplace
transform. Using a known transform from Abramowitz and Stegun
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(1965) and using the list of properties given earlier, we have that
L−1
{
1
2
√
ks
e−
√
s
k
|x−x0|
}
=
1√
4pikt
e−
|x−x0|2
4kt
and thus we have our desired result, equation (2.16). 
Equation (2.16) is often called the fundamental solution to the heat
equation. What needs to be determined now is how to use that solution
to represent the solution of an inhomogeneous heat equation with initial
condition given by (2.15). That is, how can we represent the solution of
(2.15) using (2.16)? The appropriate representation is given in theorem
2.11 below.
Theorem 2.11. Consider the inhomogeneous heat equation with
initial condition3 h(x) and k = 1,{
ut − uxx = f(x, t)
u(x, 0) = h(x)
. (2.18)
Define the Green’s function with k = 1 and x0 = 0 as
gˆ(x, t) =
1√
4pit
e−
|x|2
4t .
Then the function u which satisfies (2.18) is given by
u(x, t) = h(x) ∗ gˆ(x, t) +
∫ t
0
f(x, τ) ∗ gˆ(x, t− τ)dτ (2.19)
where ∗ denotes convolution, that is
h(x) ∗ gˆ(x, t) =
∫ ∞
−∞
h(ξ)gˆ(x− ξ, t)dξ.
Proof. Computing the first t derivative and second x derivative
of (2.19) and using the property that ∂
∂x
[f(x) ∗ g(x)] = f ′ ∗ g = f ∗ g′,
we have that
ut − uxx = h ∗ gˆt + f(x, t) ∗ gˆ(x, 0) +
∫ t
0
f(x, τ) ∗ gˆt(x, t− τ)dτ
− h ∗ gˆxx −
∫ t
0
f(x, τ) ∗ gˆxx(x, t− τ)dτ.
3We set k = 1 as this is the form we require for solving the HJB equation in the
following chapter.
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First, we can simplify the above expression to obtain
ut − uxx = h ∗ (gˆt − gˆxx) + f(x, t) ∗ δ(x)
+
∫ t
0
f(x, τ) ∗ [gˆt − gˆxx](x, t− τ)dτ
= f(x, t)
where we have used the fact that gˆt − gˆxx = 0 and gˆ(x, 0) = δ(x), and
secondly by examining (2.19) with t = 0, we have that
u(x, 0) = h(x) ∗ δ(x) + 0
= h(x).

We now have the results, related to using Green’s functions to solve
inhomogeneous heat equations with initial conditions, that will be re-
quired in the valuation of passport options.
2.7. Concluding Remarks
This chapter has covered a number of mathematical requirements
to undertake the task of valuing options on traded accounts. Essen-
tially most of the focus in this chapter was on the HJB equation,
Laplace transform and Green’s functions techniques for solving ODE’s
and PDE’s. The reasons for this will become clear in the following
chapter where we examine the problem of valuing options on traded
accounts in a continuous time setting. As we will show, the valuation
problem may be thought of as a problem of stochastic optimal con-
trol and as such the HJB equation may be used to describe the value
function. Solving this equation will require the techniques developed
in sections 2.5 and 2.6. Alternatively the problem may be set up in
a probabilistic manner. In this case, much of the theory covered in
section 2.3 will be also be required.
CHAPTER 3
Continuous Time Valuation of Options on Traded
Accounts
3.1. Introduction
In this chapter we examine the problem of valuing an option on a
traded account using continuous time models. This is a problem which
has already been addressed in the literature, and as such, this chapter
addresses current solutions to this problem, but also provides some
new contributions in the form of alternative techniques which enhance
clarity and transparency.
Specifically, this chapter will proceed in the following manner. First,
we construct what we call the basic problem. This section will serve
to define the valuation problem at hand, thus providing an overview
of the problem and the notation which will be used throughout the
remainder of this chapter. Once the problem is defined, we then pro-
ceed to provide a review of the literature pertaining to this problem.
Following this, we go into more depth by providing detailed deriva-
tions of the option’s value function for the special cases of the constant
strategy option, the passport option and the more general option on a
traded account. For the latter two, we will follow the general approach
of two of the reviewed papers. However, we do not identically follow
those authors’ methods. Instead we prefer to use our own techniques,
many of which have been described in chapter 2, as we believe that
these techniques serve to simplify the task. Finally, we make our most
significant contribution to the literature by providing a new derivation
for the value function for a passport option.
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3.2. The Basic Problem
Since all the valuation methods in this chapter rely on the same
methodology to derive the dynamics of the trading account, we will
first present some basic relations that will be generally applicable to
all the papers reviewed.
Let us assume that the dynamics of the stock1 under the risk neutral
measure P are given by the g.B.m.
dSt = St((r − δ)dt+ σdWt), (3.1)
where δ is the dividend yield and Wt is a standard one-dimensional
Brownian motion. Consider now a trading account which consists of a
position in the stock of size θ with the remaining wealth accruing at
the rate rX . We naturally require that θ is constrained to an interval
[α, β] as described earlier. Then, under P, the dynamics of the trading
account X are given by
dXt = rXXtdt+ θt(dSt − νStdt)
= [rXXt + θtSt(r − δ − ν)]dt+ θtStσdWt (3.2)
where ν is the cost-of-carry which is subtracted from the trading ac-
count when a long position is taken and added to the account when
taking a short position. This is simply a cost for maintaining a position
in the risky asset. In this case we assume that a long position requires
an expense of ν to hold, while a short position provides this rate as
income.
It should be noted that we will often refer to the “symmetric case”.
This essentially simplifies the problem by setting the parameters δ and
ν equal to 0 and the return on the account rX equal to the risk-free
rate r. If this is done, the equations (3.1) and (3.2) become
dSt = St(rdt+ σdWt) (3.3)
dXt = rXtdt+ θtStσdWt (3.4)
1Technically this could be any traded risky financial asset.
3.2. THE BASIC PROBLEM 25
respectively. It is important to note that equations (3.3) and (3.4) are
coupled SDE’s which are driven by a single Brownian motion. Consider
now a payoff function, Π, which is given by a zero strike call on the
value of the trading account at a fixed time T . This payoff is expressed
mathematically as
Π(XT ) = max(XT , 0) = (XT )
+. (3.5)
The problem is to use (3.3) and (3.4) to price an option with payoff
function given by (3.5) at any time t prior to the time of maturity, T .
Now, for some arbitrary trading strategy θ, we may derive a PDE
which is analagous to the Black-Scholes PDE via a continuous hedging
strategy. This equation is derived in theorem 3.1 below.
Theorem 3.1. The value of an option on a traded account, V (s, x, t)
where s = St and x = Xt, under some arbitrary trading strategy θ and
the assumptions of the symmetric case satisfies the following PDE:
−Vt = −rV + rsVs + rxVx + 12σ2s2(Vss + 2θVsx + θ2Vxx) (3.6)
where the subscripts on V denote partial derivatives.
Proof. Given that the option value is a function of the trading
account x, which itself is a function of the stock price s, it is clear that
the option value will be a function of these two state variables. Using
the two dimensional version of Ito’s lemma, we have to second order
that
dV = Vtdt+ Vsds+ Vxdx+
1
2
[
Vss(ds)
2 + 2Vsxdsdx+ Vxx(dx)
2
]
.
(3.7)
Using some simple rules of stochastic calculus, it is straightforward to
show that the following relations hold
(ds)2 = σ2s2dt
dsdx = θσ2s2dt
(dx)2 = θ2σ2s2dt.
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Substituting these into equation (3.7) gives
dV = Vtdt+ Vsds+ Vxdx+
1
2
σ2s2(Vss + 2θVsx + θ
2Vxx)dt.
Now, let us construct a portfolio, P , which consists of one long passport
option and h units short of the stock. Such a portfolio will have an
initial value given by P = V − hS and dynamics
dP = dV − hdS
=
[
Vt + rsVs + rxVx +
1
2
σ2s2(Vss + 2θVsx + θ
2Vxx)
]
dt
+ σs(Vs + θVx)dW − hs(rdt+ σdW ). (3.8)
Since there is only one stochastic term, it can be completely eliminated
by choosing h = Vs + θVx. Choosing h in this manner implies that the
portfolio has no risk and thus must earn the risk-free rate. This implies
that dP = rPdt = r(V − hs)dt. Substituting this into equation (3.8)
and rearranging yields equation (3.6). 
From the results of Harrison and Pliska (1981) the function which
satisfies (3.6) subject to the terminal condition V (s, x, T ) = (x)+ is
given by
V (s, x, t) = e−r(T−t)EP{(XT )+|Ft}, (3.9)
where Ft is a filtration induced by Wt satisfying the usual properties.
By inspection, we can see that the value of the option is dependent
on the trading strategy chosen by the option holder. This could give
rise to a potentially infinite number of option values for the infinite
number of trading strategies available. To overcome this problem, and
value the option unambiguously, it is assumed that the option holder
will attempt to maximise their terminal wealth. This is also consistent
with the option seller charging as much as possible for the option,
the value of which can be used to hedge the potential payout should
the option holder make a loss on their trading account. Under these
assumptions, the value of the option on a traded account is given by
3.3. LITERATURE REVIEW 27
the optimisation problem
V ∗(s, x, t) = max
θt∈[α,β]
e−r(T−t)EP{(XT )+|Ft}. (3.10)
Using the HJB equation, we will show later that the PDE which corre-
sponds to equation (3.10) is in fact almost identical to (3.6), differing
only by the inclusion of a max function.
Before presenting a derivation of the option value function, we will
briefly discuss some of the previous work which has been done on this
class of options. While we restrict ourselves to the symmetric case for
analytic tractability, the work we will examine has either analysed the
problem just presented, or some extension of it.
3.3. Literature Review
The solution methods for this problem can essentially be split into
two distinct groups. The first are those that use the theory of stochastic
control and thus consider the Hamilton-Jacobi-Bellman PDE and its
properties to ascertain the optimal trading strategy and solve for the
option value. The second class uses a variety of techniques, which can
be broadly described as probabilistic, starting with equation (3.10) and
then using a series of transformations to simplify the pricing problem to
obtain the optimal trading strategy and option value. We now examine
the existing literature for both these approaches in turn.
3.3.1. Partial Differential Equation Methods. The use of the
Hamilton-Jacobi-Bellman (HJB) equation has been the traditional way
to solve the basic problem given by equations (3.1), (3.2) and (3.10) as
it is a classic problem in the area of stochastic optimal control.
As stated earlier, the problem of pricing passport options was first
examined by Hyer et al. (1997). Later, we will give a detailed account
of the approach these authors used, however we will briefly present
their methodology here so as to place it in context with the rest of
the literature on this topic. The setup used by these authors is similar
to the basic problem presented in equations (3.1) and (3.2) in that
they allow for a rate other than the risk-free rate r for funds in the
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trading account, and the inclusion of a dividend yield and cost-of-
carry. The derivation of an analytic solution however, requires the
specific form of the symmetric case and thus account returns must be
set to equal to the risk-free rate and the dividend yield and cost of
carry are set equal to zero. Under this scenario the discounted trading
account is a martingale under the risk neutral measure for any given
trading strategy. Whilst numerical results are provided for the general
case, analytic solutions are available for the symmetric case only.
Considering the account dynamics, the authors then provide an ar-
gument that only the set of Markovian strategies need be examined
since the payout under an arbitrary strategy is also Makovian. They
then use Ito’s lemma to derive the dynamics of the option value un-
der an arbitrary trading strategy and then through the formation of
a risk-free portfolio derive a PDE for the value of a passport option
under some arbitrary trading strategy. This equation is equivalent to
our equation (3.6). The existence of this hedging strategy implies that
a unique risk neutral measure exists and thus the option may be val-
ued via equation (3.9). The assumption that option holders maximise
their expected wealth implies that the value of the passport option in
obtained by solving equation (3.10). To this end the authors introduce
the Hamilton-Jacobi-Bellman (HJB) equation for the trading account
but note that it is an equation in two state variables, the stock and
trading account value. This equation, applied to the symmetric case of
(3.3), (3.4) and which satisfies (3.10) is given by−rV
∗ + V ∗t + rsV
∗
s + rxV
∗
x + max|θ|≤1
1
2
σ2s2
(
V ∗ss + 2θV
∗
sx + θ
2V ∗xx
)
= 0
V ∗(s, x, T ) = (x)+,
(3.11)
where the subscripts denote partial derivatives, St = s and Xt = x for
t ∈ [0, T ]. By showing that the equation for the value of the passport
option value is homogenous of degree 1 in s and x, a transformation
is proposed which simplifies the analysis of the HJB equation. The
key is to rescale the problem via the transformation Zt =
Xt
St
and then
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express the HJB equation in terms of Zt. Using this transformation,
(3.11) reduces to
U∗t +
1
2
σ2U∗zz max|θ|≤1
{
(z − θ)2} = 0 (3.12)
where Zt = z and V
∗(s, x, t) = sU∗(z, t) due to the homogeneity of
(3.10). Given that the term U∗zz ≥ 0 everywhere due to convexity, it is
clear from (3.12) that the optimal strategy for this symmetric case is
given by2
θ∗ =
{
−1 if z ≥ 0
1 if z ≤ 0 . (3.13)
As the authors point out, this strategy is intuitively consistent with
a convex payout function since such functions achieve their maximum
at their extrema. We point out that optimal strategies which occur
only at the boundaries are called “bang-bang” strategies. Substituting
(3.13) into (3.12) yields
U∗t +
1
2
σ2(|z|+ 1)2U∗zz = 0 (3.14)
with boundary condition U∗(z, T ) = (z)+. Now, in order to solve
(3.14), the authors make some transformations to express the problem
in a manner that is as close as possible to the standard heat equation
and then derive the relevant Green’s function. As Hyer et al. (1997)
point out, this is the most difficult task, as once the Green’s function is
known, solving the problem is a simply a matter of integration. Whilst
some numerical results are presented by the authors, the algorithm
used to obtain them is not discussed.
Numerical methods to solve the HJB equation for the purpose
of pricing passport options were further analysed by Andersen et al.
(1998) who also presented a special case which could be solved ana-
lytically. Whilst the main points examined are essentially the same
as those covered by Hyer et al. (1997), the setup they use is slightly
different. Rather than considering the underlying as a trading account
2For the case z = 0, both θ = 1 and θ = −1 yield the same optimal result.
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which can accrue at some rate of interest (r in the symmetric case),
the authors instead opt to examine the gains process from a particular
sequence of trades. That is, the underlying in this case is given by
Xˆt =
∫ t
0
θudSu, Xˆ0 = 0 (3.15)
where we have used Xˆ for the gains process to keep it distinct from
the previously defined trading account X, and θt ∈ [−1, 1]. The payoff
for this passport option is given by Vˆ (s, x, T ) = (XˆT )
+ and since the
discounted value of the option is a martingale under P, we have that
Vˆ ∗(s, x, t) = max
|θt|≤1
e−r(T−t)EP{(XˆT )+|Ft}.
Noting that (3.15) may be written in the differential form
dXˆt = θtdSt
= θtStrdt+ θtStσdWt (3.16)
allows the authors to formulate a stochastic control problem which
may be solved by analysing the associated HJB equation. These au-
thors use the transformation provided by Hyer et al. to reduce the
dimensionality of the problem, though this is introduced as a mea-
sure change rather than being a result of homogeneity. Following this
trasformation, the authors use convexity properties of the payoff func-
tion together with the HJB equation to show that the optimal strategy
is of the “bang-bang” type. When dealing with the symmetric case, the
authors note that the optimal strategy for their problem is identical to
that derived by Hyer et al. (1997), namely to be long when behind and
short when ahead. Under the assumptions of the symmetric case, the
authors derive an analytic solution to the pricing problem and provide
some intuition as to why the optimal strategy is as derived. Consid-
ering the problem at the final trading date, the authors represent the
pricing problem as choosing between a standard European put or call
option with specially set strikes and then use the Black-Scholes for-
mula to show that switching gains some value. As the authors point
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out this is in fact directly related to the skew of the log-normal distribu-
tion. The authors then turn their attention to solving the more general
problem (without the simplifications required to achieve the symmet-
ric case) which they solve numerically. Their method of solution is
a mixed finite difference scheme for the pricing PDE. Essentially this
is a scheme which can switch between implicit, explicit and Crank-
Nicholson methods through the value of a mixing parameter. With
this numerical technique, some extensions are examined, these being
discrete switching times, alternative payoffs functions and American
exercise.
The generalisation of American exercise also formed the basis for
the work of Chan (1999). After rederiving many of the results obtained
in Andersen et al. (1998), and thus presenting the HJB equation, the
author then turns to the problem involved with exercising the passport
option at any time, that is the option holder decides at which time the
account value will be claimed. In this case we have an optimal stopping
problem and the relevant equation to solve is given by
V ∗Amer(s, x, t) = max
τ∈[t,T ]
V ∗(s, x, τ)
= max
τ∈[t,T ]
{
max
|θτ |≤1
e−r(T−t)EP{(Xˆτ )+|Ft}
}
.
Andersen et al. (1998) presented a method of solving such a problem
by formulating it as a free boundary problem. Chan (1999) however,
transforms the problem into a system of linear variational inequalities
which define the option value function. This system of equations is
then solved numerically using a finite difference scheme, specifically
with a solver called PATH, the details of which we will not expand
upon in this thesis. The reason for this effort is because the author
(Chan) believes that the PATH solver provides superior efficiency and
accuracy over traditional methods used to solve the HJB equation.
Other exotic features beyond American exercise have been included
in the analysis of passport options pricing. Exotic variants such as the
chooser, barrier, smooth trader, reset, double stake, magic potion and
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switch passport option were examined in Penaud et al. (1999) while
Ahn et al. (1999) examined multi-asset passport options with discrete
trading features. In both cases the authors derive the relevant HJB
equation and then use finite difference techniques to solve the pricing
PDE. The exotic features are accounted for by altering the boundary
conditions associated with the pricing equation.
3.3.2. Probabilistic Methods. Following the original research
by Hyer et al. (1997), presented in the previous section, much work has
been done to price the passport option and its extension, the option
on a traded account, using probabilistic methods rather than the PDE
methods that are a result of following the clear path of using stochastic
optimal control techniques. The main reasons for this departure is to
both gain a greater level of understanding about the value function and
to address limitations of the PDE methods.
The work of Henderson and Hobson (2000) deviated from the tra-
ditional PDE methods to provide a more concise way of pricing the
passport option. Working within the bounds of the symmetric case,
their technique involves using Tanaka’s formula to rewrite the expres-
sion for the option value by introducing a local time process, then use
Skorohod’s theorem to write the option pricing problem in a simpler
form than given in PDE methods. The simplicity of this form relies
upon knowledge of the optimal strategy, and to this end the authors
show that the standard optimal strategy, namely that it is optimal to
be long when behind and short when ahead, applies to a variety of
diffusion processes and not just for g.B.m. The proof of this is based
on stochastic coupling arguments. The authors also link the pricing
of passport options to that of lookback options and provide examples
under the assumption of a g.B.m. Additional results regarding the val-
uation of passport options under stochastic volatility were examined by
Henderson and Hobson (2001). They found that under a range of sto-
chastic volatility models, the usual optimal strategy derived for g.B.m.
with constant volatility in fact remains optimal. The Hull and White
(1987) and Stein and Stein (1991) models are specifically examined.
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The work of these authors imply that the optimal trading strategy
associated with passport options is in fact very robust to model mis-
specifications. Nagayama (1998) also uses similar ideas from stochastic
analysis to price a passport option in the symmetric case, and provides
a numerical approximation for the general case of a different funding
rate and a dividend paying stock. The author also derives the value of
the passport option as a limit of a discrete time process for the trading
account.
Further work on the valuation of passport options was undertaken
by Delbaen and Yor (2002) which provided a link between the valuation
of such options and the properties of certain martingales. Specifically,
the finiteness of the option value is shown to be related to the prop-
erties of H1 semi-martingales. The authors also examine a variety of
different possible contracts which include classes which vary whether
the option holder receives interest on the account, dividends from the
stock and what trading frequency is allowed. This essentially gathers
both the SDE for the account process and the gains process defined in
equations (3.2) and (3.16) respectively into a single framework. The
tools used to develop the pricing theory include Skorohod’s lemma and
concepts of local time. The authors also develop a proof that under the
assumption of g.B.m., the optimal strategy for a passport option with
discrete trading constraints is the same as that for continuous trading
constraints, namely to be long when the account value is negative and
short when positive. The proof of this is built around a dynamic pro-
gramming argument, though the actual proof is quite technical and re-
quires that the authors in fact derive many properties associated with
the option value functions. Previously, the inclusion of this discrete
trading feature had only been included in numerical solutions and the
optimal strategy had not been proved analytically. At this stage we
would like to emphasise that this result regarding the optimal trading
strategy under discrete trading restrictions has much in common with
our discrete time analysis of passport options which will be undertaken
in chapter 4.
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While these works added to the exposition of the valuation formulas
and have provided a depth of understanding regarding the optimal
trading strategy for passport options, they nontheless still valued a
contract with the same trading constraint, that is θ ∈ [−1, 1]. Shreve
and Vecer (2000) introduced an extension to the passport option which
they called an option on a traded account, and provided an analytic
solution, in the symmetric case, for the value of such an option as well
as the optimal trading strategy. We will provide a detailed analysis of
this paper in section 3.4.3, but for now we briefly outline its results.
This extension permitted a far wider class of trading possibilities
by allowing the positions in the stock to be within some arbitrary in-
terval. Mathematically speaking, the trading constraint is now written
as θ ∈ [α, β] where α < β. With this extension, two new options were
introduced, the vacation call and vacation put which have trading con-
straints θvc ∈ [0, 1] and θvp ∈ [−1, 0] respectively. The authors use a
transformation similar to that first used by Hyer et al. (1997) though
an additional term is included to account for the lack of symmetry in
the trading interval. A measure change allows them to express the
transformed account value as a martingale, then the mean compari-
son theorem of Hajek (1985) is used to provide a means of identifying
the optimal strategy by maximising the absolute value of the volatility
term. The optimal strategy for the option on a traded account is
θt = αI(Xt ≥ α+β2 St) + βI(Xt < α+β2 St) (3.17)
which reduces to the standard optimal strategy when α = −1 and
β = 1, that is to go long when behind and short when ahead. Substi-
tuting this strategy into the pricing equation and using probabilistic
methods, the authors derive a formula for the value of an option on
a traded account. They also derive a put-call parity relationship for
options on traded accounts and pay special attention to the value of
vacation options. They also show that if the option holder does not act
optimally, then the seller may benefit by taking the appropriate hedge.
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3.4. Derivation of the Option Pricing Formula
Having provided a brief overview of the literature pertaining to
the valuation of options on traded accounts, we will now provide a
detailed analysis of two of the more prominent methods outlined in the
previous section. The first will detail the PDE approach of solving the
HJB equation through the use of Green’s functions. This essentially
follows the work of Hyer et al. (1997) but provides more detail and
some innovations. The second approach will be probabilistic and is
based on the work of Shreve and Vecer (2000), again with more detail.
It should be noted that while we may apply the general methodology
used by the authors mentioned above, we often use different techniques
in solving the specific steps of the problem. These special methods that
we use simplify the overall approach of this highly non-trivial valuation
problem, and thus we consider it to be a important contribution to the
existing literature.
Before we begin with these two methods of valuing passport options
and options on traded accounts, we consider a simplified version of the
option on a traded account. In this case, we assume that the option
holder sets their position at the start of the contract and may not
change it for the duration of the option. This is referred to as constant
strategy option on a traded account, and as we will show, these options
are in fact directly related to vanilla put and call options. This result
was first presented by Shreve and Vecer (2000). In the following section
we re-derive this result by directly computing the value of such an
option.
3.4.1. Value of Constant Strategy Options on Traded Ac-
counts. Following from section 3.2, we wish to find the value of the
option V under the conditions
dSt = St(rdt+ σdWt)
dXt = rXtdt+ θσStdWt
V (s, x, t) = e−r(T−t)E{(XT )+|Ft}
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where s = St, x = Xt and θ is a constant. To simplify exposition, we
will also make the substitution τ = T−t and note that all expectations
are with respect to the filtration Ft induced by Wt, though we often
omit this from the expression to simplify notation. First, we notice
that the dynamics of Xt require two state variables, so we propose a
transformation which reduces the dimensionality of the problem. This
transformation was first used by Hyer et al. (1997). Define Zt =
Xt
St
.
Now, using Ito’s quotient rule (theorem 2.4), we have that the SDE for
Zt is given by
d
(
Xt
St
)
= dZt = (Zt − θ)[σ2dt− σdWt]
and since θ is a constant, this is equivalent to
d(Zt − θ) = (Zt − θ)[σ2dt− σdWt]
which has the form of a geometric Brownian motion. This SDE has a
well known solution given by
ZT = θ + (Zt − θ)e
1
2
σ2τ−σ√τz (3.18)
where3 z ∼ N(0, 1). Now, since ST > 0 always, we may write
V (s, x, t) = e−rτE{ST (ZT )+|Ft} (3.19)
and since St follows a geometric Brownian motion, the expression for
ST is known to be
ST = se
“
r−1
2
σ2
”
τ+σ
√
τz
where the random variable z is the same in ST as it is in ZT . Substi-
tuting this expression for ST and equation (3.18) into (3.19) gives
V (s, x, t) = sE
{(
(Zt + θ) + θe
−1
2
σ2τ+σ
√
τz
)+ ∣∣∣∣Ft
}
.
3We point out that ordinarily the symbol Z would be used in place of z, however
we have used this notation to keep the standard normal random variable distinct
from the ratio Zt.
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First consider the term e−
1
2
σ2τ+σ
√
τz. This is an exponential martin-
gale with initial value 1. Hence, E
{
e−
1
2
σ2τ+σ
√
τz
}
= 1 and obviously
e−
1
2
σ2τ+σ
√
τz > 0.
We now consider the option value for different values of θ. To
simplify the notation, we omit the filtration Ft from the expectations,
though it should be understood that all future expectations are taken
with respect to Ft unless otherwise specified.
Case 1a: θ > 0. First, let us assume that Zt − θ ≥ 0. Then the
option value is
V (s, x, t) = sE
{(
(ZT − θ) + θe−
1
2
σ2τ+σ
√
τz
)+}
= sE
{
(ZT − θ) + θe−
1
2
σ2τ+σ
√
τz
}
= s(Zt − θ + θ)
= Xt
Case 1b: Again let θ > 0, but Zt− θ < 0. To determine the option
value we now need to know when the argument of the plus function is
positive. This occurs when
(ZT − θ) + θe−
1
2
σ2τ+σ
√
τz > 0 ⇒ z > log(1−
Zt
θ
) + 1
2
σ2τ
σ
√
τ
Let us define the term
δ1 =
log(1− Zt
θ
) + 1
2
σ2τ
σ
√
τ
.
Then the value of the option can be written as
V (s, x, t) = sE
{[
(ZT − θ) + θe−
1
2
σ2τ+σ
√
τz
]
I(z > δ1)
}
= s(Zt − θ)E{I(z > δ1)}+ sθe−
1
2
σ2τE{eσ
√
τ I(z > δ1)}
= s(Zt − θ)E{I(z < −δ1)}+ sθE{I(z + σ
√
τ > δ1)}
= s(Zt − θ)N (−δ1) + sθN (−δ2) (3.20)
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where we have defined δ2 = δ1−σ
√
τ and have used the Gaussian shift
theorem and the symmetry property of Gaussian random variables to
arrive at the final solution. Thus the complete solution for θ > 0 is
V (s, x, t) =
{
x if x ≥ θs
(x− θs)N (−δ1) + sθN (−δ2) if x < θs
. (3.21)
We now examine the case where θ < 0.
Case 2a: θ < 0. For simplicity, let us set θ = −α where α > 0.
First, assume Zt + α ≤ 0. In this case all the arguments of the plus
function are negative and hence the value of the option is V (s, x, t) = 0.
Case 2b: Assume now that Zt +α > 0. We thus need to determine
when the argument of the plus function is positive. This occurs when
(ZT + α)− αe−
1
2
σ2τ+σ
√
τz > 0 ⇒ z < log(1 +
Zt
α
) + 1
2
σ2τ
σ
√
τ
or, z < δ1 with θ = −α. The value of the option in this case is given
by
V (s, x, t) = sE
{[
(ZT + α)− αe−
1
2
σ2τ+σ
√
τz
]
I(z < δ1)
}
= s(Zt + α)N (δ1)− sαN (δ2)
where a similar approach was taken as that for deriving equation (3.20).
Thus the general formula for when θ = −α, α > 0 is
V (s, x, t) =
{
0 if x ≤ −αs
(x+ αs)N (δ1)− sαN (δ2) if x > −αs
. (3.22)
We now consider two special cases of the constant strategy option
on a traded account.
3.4.1.1. V (s, x, t) when θ = 1. In this scenario, we will assume that
the option holder must hold a long position in the stock for the duration
of the contract. In this case the option value is
V (s, x, t) =
{
x if x ≥ s
(x− s)N (−δ1) + sN (−δ2) if x < s
.
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Recall the value for a European call option under the Black-Scholes
framework is given by
C(s, t) = sN (d1)− ke−rτN (d2)
where
d1 =
log( s
k
) + (r + 1
2
σ2)τ
σ
√
τ
, d2 = d1 − σ
√
τ .
Now, if we set the strike k of this call to k = erτ (s−x) with s−x > 0,
then d1 is written as
4
d1 =
log( s
s−xe
−rτ ) + rτ + 1
2
σ2τ
σ
√
τ
=
log( 1
1−Zt ) +
1
2
σ2τ
σ
√
τ
=
− log(1− Zt) + 12σ2τ
σ
√
τ
= −δ2
and a similar procedure may be used to show that with this particular
strike, d2 = −δ1. Thus we have that an option on a traded account
with constant strategy θ = 1 is equivalent to a European call option
with strike k = erτ (s− x).
3.4.1.2. V (s, x, t) when θ = −1. In this case the option value is
given by
V (s, x, t) =
{
0 if x+ s ≤ 0
(x+ s)N (δ1)− sN (δ2) if x+ s > 0
.
Consider now the value of a European put option. Under the Black-
Scholes framework this has a value P given by
P (s, t) = ke−rτN (−d2)− sN (−d1)
4If s > x is not satisfied, then we are considering a call option with negative strike
which is not economically reasonable.
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where d1 and d2 are as previously defined. Now, consider this option
with a strike k = erτ (x+ s). The term −d1 in this case is given by
−d1 =
− log( s
x+s
e−rτ )− rτ − 1
2
σ2τ
σ
√
τ
=
log(1 + Zt)− 12σ2τ
σ
√
τ
= δ2.
Similarly, it may be shown that −d2 = δ1. Thus the option on a traded
account with constant strategy θ = −1 is equivalent to a European put
option with strike k = erτ (x+ s).
What this analysis shows is just how flexible the option on a traded
account framework is. With no changes to the position allowed, the op-
tion is equivalent to a vanilla European option. With a single position
change allowed, we would be dealing with an option which is equiva-
lent to a standard American option. Obviously with other conditions
placed on how frequently position changes are made, other types of
exotic options may be replicated. While we will not detail these re-
quirements and their corresponding options here, we note that Vecer
(2001) showed that arithmetic average Asian options are in fact a spe-
cial case of options on traded accounts. It is well known that such
options have no closed form solutions.
In the following sections we will drop the restriction of θ being con-
stant and solve the problem of pricing an option on a traded account,
in which θ may have any value in [α, β]. We will begin with the special
case of passport options and then cover the extension of general options
on traded accounts.
3.4.2. Passport Option Value: Solving the HJB Equation.
In this section, we will derive the formula for pricing a passport option
by solving the HJB equation via a Green’s function. This essentially
follows the procedure used by Hyer et al. (1997). Since an analytic
solution is available only for the symmetric case, we will use that as
our starting point. The relevant equations were outlined in section 3.2,
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however we restate them here for clarity. Consider the problem
dSt = St(rdt+ σdWt); St = s (3.23)
dXt = Xtrdt+ θtStσdWt; Xt = x (3.24)
V ∗(s, x, t) = max
θt∈[−1,1]
e−r(T−t)EP{(XT )+|Ft} (3.25)
where St denotes the stock price andXt the account value at time t.
5 As
was outlined in section 2.4 of chapter 2, this is a problem of stochastic
optimal control and as such can be solved via the corresponding HJB
equation. Due to the slight differences in model specification between
this problem and the general problem described in section 2.4, we will
now derive the appropriate HJB equation for the function V ∗. Consider
the optimisation problem without discounting given by
v(s, x, t) = max
θ∈[−1,1]
E{(XT )+|Ft}
Since XT depends on both St and Xt, we require the two dimensional
version of the HJB equation given by
vt + αsvs + αxvx + max
θ∈[−1,1]
{
1
2
β2svss +
1
2
β2xvxx + βsβxvsx
}
= 0
where αs/x and βs/x are the drift and volatility terms for the stock
and account processes defined by equations (3.23) and (3.24) and the
subscripts on v denote partial differentiation. Now, the value of the
passport option is given by the function V ∗ = e−r(T−t)v. From this
definition, it is easy to compute
vt = e
r(T−t)V ∗ − rV ∗, vs/x = er(T−t)V ∗s/x,
and
vss/xx/sx = e
r(T−t)V ∗ss/xx/sx.
5Again, all future expectations will be with respect to the filtration Ft, though we
often omit this to simplify notation.
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Making the substitutions for the drift, volatility and new derivatives,
we have that the HJB equation satisfied by the function V ∗ isV
∗
t = rV
∗ − rsV ∗s − rxV ∗x −max|θ|≤1
{
1
2
σ2s2
(
V ∗ss + 2θV
∗
sx + θ
2V ∗xx
)}
V ∗(s, x, T ) = (XT )+
.
(3.26)
Now, to simplify equation (3.26), we note V ∗(s, x, t) is homogeneous
of degree 1 in x and s. This means that rescaling the initial stock
price and initial account value by the same value will simply rescale
the option value by that amount also. This implies the existence of a
function U such that V ∗(s, x, t) = sU(x
s
, t). By introducing the variable
z = x
s
, we may reduce (3.26) to the problem−Ut =
1
2
σ2 max
θ
(z − θ)2Uzz
U(z, T ) = (z)+
(3.27)
which is in fact the one factor HJB for this problem. The details of
this transformation are contained in section C.1 of appendix C.
Now since the payoff for this option is convex, the term Uzz > 0.
This implies that the term to be optimised is convex in θ and thus
its optimal value is at the boundary of its allowable range, that is the
optimal strategy is to be either long or short to the maximum extent
allowed, i.e. a “bang-bang” strategy. Since Uzz > 0, it is also clear
that the coefficient is maximised when
θ = θ∗ = −sgn(z)
where we define sgn(0) = 1. Substituting the optimal strategy θ∗ into
(3.27) yields the PDE{−Ut = 12σ2(|z|+ 1)2Uzz
U(z, T ) = (z)+
. (3.28)
Here we follow Hyer et al. (1997) and transform (3.28) into an equa-
tion which is as closely related to the heat equation as possible, then
use a Green’s function to solve the resulting equation. Consider the
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transformations
τ =
σ2
2
(T − t)
y = sgn(z) log(|z|+ 1)
f(y, τ) = e
τ
4
− |y|
2 U(y, τ).
With these substitutions, the problem of (3.28) transforms into
fτ − fyy = δ(y)f(y, τ)
f(y, 0) =
(
e
y
2 − e− y2
)+ . (3.29)
This is not a simple calculation and as such we provide details in section
C.2 of appendix C. At this stage we believe it important to point out
that these transformations are essentially the heart of the solution to
this problem. As will be shown later, all other methods we use to solve
the problem of valuing this class of options rely in some manner upon
these cleverly chosen transformations outlined above.
3.4.2.1. Derivation of the Green’s Function. To solve this problem,
we must first find the corresponding Green’s function. First, let us
define
gˆ(y, τ) =
1√
4piτ
e−
|y|2
4τ
which is the Green’s function for the classical heat equation. Denot-
ing the Green’s function for (3.29) by G(y, y0, τ), this function will be
governed by the problem{
Gτ −Gyy = δ(y)g(y0, τ)
G(y, y0, 0) = δ(y − y0)
where g(y0, τ) = G(0, y0, τ). By Theorem 2.11, we may represent
G(y, y0, τ) by
G(y, y0, τ) = δ(y − y0) ∗ gˆ(y, τ) +
∫ τ
0
δ(y)g(y0, τ
′) ∗ gˆ(y, τ − τ ′)dτ ′
= gˆ(y − y0, τ) +
∫ τ
0
g(y0, τ
′)gˆ(y, τ − τ ′)dτ ′. (3.30)
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Now, to find a solution to g(y0, τ), we set y = 0 and obtain from
(3.30)
g(y0, τ) = gˆ(y0, τ) +
∫ τ
0
g(y0, τ
′)gˆ(0, τ − τ ′)dτ ′
=
1√
4piτ
e−
y20
4τ +
∫ τ
0
g(y0, τ
′)√
4pi(τ − τ ′)dτ
′ (3.31)
and thus we have an integral equation for g(y0, τ). The solution of this
equation is given in Theorem 3.2.
Theorem 3.2. The integral equation (3.31) has solution given by
g(y0, τ) = gˆ(y0, τ) +
1
2
e−
1
2
y0+
1
4
τN
(√
τ
2
− y0√
2τ
)
(3.32)
Proof. To solve this equation, we first simplify by taking the
Laplace transform in τ . Using results from Abramowitz and Stegun
(1965) and our list of Laplace Transform properties, this gives
g¯(y0, s) =
1
2
√
s
e−|y0|
√
s +
g¯(y0, s)
2
√
s
and solving for g¯(y0, s), we obtain
g¯(y0, s) =
1
2
(
e−|y0|
√
s
√
s− 1
2
)
Now, we take the inverse Laplace transform, again using a known result
in Abramowitz and Stegun (1965)6 to obtain
L−1{g¯(y0, s)} = 1√
4piτ
e−
y20
4τ +
1
4
e−
1
2
y0+
1
4
τerfc
(
−1
2
√
τ +
y0
2
√
τ
)
(3.33)
where erfc is the complimentary error function and is related to the
normal cumulative density as follows:
erfc(z) = 1− erf(z)
= 1− [2N (
√
2z)− 1]
= 2[1−N (
√
2z)]
= 2N (−
√
2z).
6This inverse Laplace transform is presented in appendix B
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We can now replace the term containing erfc in equation (3.33) to
obtain (3.32). 
Now, since we have an expression for g(y0, τ) from theorem 3.2, and
equation (3.30) provides an expression for G(y, y0, τ) in terms g(y0, τ)
and gˆ(y, τ), we can substitute to obtain the following expression
G(y, y0, τ) = gˆ(y − y0, τ)
+
∫ τ
0
 gˆ(y0, τ ′)
+1
2
e−
1
2
y0+
1
4
τ ′N
(√
τ ′
2
− y0√
2τ ′
)  gˆ(y, τ − τ ′)dτ ′.
To evaluate the above equation, we first take a Laplace transform in τ .
The resulting expression for G¯(y, y0, s) is
G¯(y, y0, s) =
1
2
√
s
e−
√
s|y−y0| +
(
e−|y0|
√
s
2
√
s− 1
)
1
2
√
s
e−
√
s|y|
=
1
2
√
s
e−
√
s|y−y0| +
e−
√
s(|y|+|y0|)
4
√
s(
√
s− 1
2
)
. (3.34)
Taking the inverse Laplace transform of (3.34) through known trans-
formations in Abramowitz and Stegun (1965)7, and using the same
connection between the complimentary error function and the cumula-
tive Gaussian density used earlier, we may write the Green’s function
for problem (3.29) as
G(y, y0, τ) = gˆ(y − y0, τ) + 12e−
1
2
(|y|+|y0|)+ 14 τN
(√
τ
2
− |y|+|y0|√
2τ
)
.
(3.35)
3.4.2.2. Derivation of the Option Pricing Formula. Now that we
have derived the Green’s function for problem (3.29), we may write the
solution to the problem in terms of an integration of the product of
G(y, y0, τ) and f(y, 0). Thus we have
f(y, τ) =
∫ ∞
−∞
G(y, y0, τ)f(y0, 0)dy0
=
∫ ∞
−∞
G(y, y0, τ)
(
e
y0
2 − e−
y0
2
)+
dy0
7Again the reader is directed to appendix B for these inverse Laplace transforms.
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and since e
y0
2 −e−
y0
2 = 2 sinh(y0
2
), it is known that e
y0
2 −e−
y0
2 > 0 when
y0 > 0, and as a result we can simplify the solution by changing the
integration limits and removing the plus function. This gives
f(y, τ) =
∫ ∞
0
G(y, y0, τ)
(
e
y0
2 − e−
y0
2
)
dy0 (3.36)
which is the result obtained by Hyer et al. (1997). To solve this integral,
we use the fact that the integral is taken over the domain y0 ∈ R+ which
means that |y0| = y0, and thus we can expand (3.36) in the following
way,
f(y, τ) = I1 − I2 + I3 − I4 (3.37)
where
I1 =
1√
2τ
∫ ∞
0
e
1
2
y0φ
(
y − y0√
2τ
)
dy0
I2 =
1√
2τ
∫ ∞
0
e−
1
2
y0φ
(
y − y0√
2τ
)
dy0
I3 =
1
2
e−
1
2
|y|+ 1
4
τ
∫ ∞
0
N
(
τ − |y| − y0√
τ
)
dy0
I4 =
1
2
e−
1
2
|y|+ 1
4
τ
∫ ∞
0
e−y0N
(
τ − |y| − y0√
τ
)
dy0.
To solve these integrals we will use theorem 3.3 presented below.
Theorem 3.3. Consider the integrals,
Iˆ1 =
∫ ∞
k
e−cxN (a− bx)dx (3.38)
Iˆ2 =
∫ ∞
k
e−cxφ(a− bx)dx. (3.39)
Then
Iˆ1 =
1
c
e−ckN (a− bk)− 1
c
e−
ca
b
+
c2
2b2N (a− bk − c
b
) (3.40)
Iˆ2 =
1
b
e−
ca
b
+
c2
2b2N (a− bk − c
b
). (3.41)
Proof. To prove the above theorem, let us initially consider the
integral Iˆ1. First, we will write this integral in a form which makes the
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application of integration by parts straightforward. Notice that
Iˆ1 =
∫ ∞
k
N (a− bx) d
dx
(−1
c
e−cx)dx
and applying integration by parts,
Iˆ1 =
1
c
e−ckN (a− bk)− b
c
∫ ∞
k
e−cxφ(a− bx)dx. (3.42)
To complete the integtration we need an expression for the second term
in the above equation. This is our integral Iˆ2. Making the substitution
u = a− bx, we have that
Iˆ2 =
1
b
∫ a−bk
−∞
e−
c
b
(a−u)φ(u)du
= 1
b
e−
ca
b E
[
e
c
b
zI(z < a− bk)
]
= 1
b
e−
ca
b
+
1
2
c2
b2E[I(z + c
b
< a− bk)]
= 1
b
e−
ca
b
+
1
2
c2
b2N (a− bk − c
b
)
where the third line is obtained via the Gaussian shift theorem. This
gives us our final expression for Iˆ2 and when this is substituted into
(3.42), we obtain our expression for Iˆ1. 
Thus, we may rewrite the terms Ii where i = 1, 2, 3, 4 as
I1 =
1√
2τ
Iˆ2(a, b, c, k);
{
a = y√
2τ
, b = 1√
2τ
, c = −1
2
, k = 0
}
I2 =
1√
2τ
Iˆ2(a, b, c, k);
{
a = y√
2τ
, b = 1√
2τ
, c = 1
2
, k = 0
}
I3 =
1
2
e−
1
2
|y|+ 1
4
τ Iˆ1(a, b, c, k);
{
a = τ−|y|√
2τ
, b = 1√
2τ
, c = 0, k = 0
}
I4 =
1
2
e−
1
2
|y|+ 1
4
τ Iˆ1(a, b, c, k);
{
a = τ−|y|√
2τ
, b = 1√
2τ
, c = 1, k = 0
}
.
We note that for I3 we require an expression for limc→0 Iˆ1. Using
L’Hoˆpitals rule, this is given by
lim
c→0
Iˆ1 = (
a
b
− k)N (a− bk) + 1
b
φ(a− bk).
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Performing the required substitutions, we obtain the following results
for the integrals,
I1 = e
1
2
y+
1
4
τN
(
y + τ√
2τ
)
I2 = e
−1
2
y+
1
4
τN
(
y − τ√
2τ
)
I3 =
1
2
e−
1
2
|y|+ 1
4
τ
[
(τ − |y|)N
(
τ − |y|√
2τ
)
+
√
2τφ
(
τ − |y|√
2τ
)]
I4 =
1
2
e−
1
2
|y|+ 1
4
τ
[
N
(
τ − |y|√
2τ
)
− e|y|N
(−τ − |y|√
2τ
)]
.
Recovery of the function U(z, t) is obtained via
U(z, t) = e−
1
8
σ2(T−t)√1 + |z| × f (sgn(z) log(1 + |z|), 1
2
σ2(T − t))
where we have made use of the relation ea log(b) = ba. Due to the
presence of the absolute value function applied to the variable z, we
will have two separate cases to examine, these being z > 0 (case 1 )
and z < 0 (case 2 ).8
Case 1: z > 0. This implies that |z| = z and thus y = log(1+z) > 0
and thus |y| = y. Let us now define the variables
d± = 1σ√T−t log(1 + z)± 12σ
√
T − t
which will be used to simplify the expression for the solution to U(z, t).
Making the appropriate substitutions, we have that U(z, t) may be
written as
U(z, t) =
{
(1 + z)N (d+)−N (d−)− 12σ
√
T − td−N (−d−)
+1
2
σ
√
T − tφ(−d−)− 12N (−d−) + 12(1 + z)N (−d+)
}
which may be simplified using the relation N (−x) = 1−N (x) to give
U(z, t) = 1
2
{
z + (1 + z)N (d+)−N (d−)
−σ√T − td−N (−d−) + σ
√
T − tφ(−d−)]
}
and the final solution V ∗(s, x, t) is given by
V ∗(s, x, t) = sU(z, t)
8We point out that the case z = 0 can be placed in either case 1 or case 2.
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= 1
2
{
x+ (s+ x)N (d+) + sσ
√
T − tφ(−d−)]
−sN (d−)− sσ
√
T − td−N (−d−)
}
. (3.43)
This formula for the passport option price is identical to that derived
by Shreve and Vecer (2000). We now move to the second case.
Case 2: z < 0. In this case we have that y = − log(1 − z) and
|y| = log(1− z). We also define the variables
± = 1σ√T−t log(1− z)± 12σ
√
T − t.
Now, solving for U(z, t) via equation (3.37) and the integrals I1 through
I4, the function U(z, t) can be written as
U(z, t) =
{
N (−−)− (1− z)N (−+)− 12σ
√
T − t−N (−−)
+1
2
σ
√
T − tφ(−−)− 12N (−−) + 12(1− z)N (−+)
}
which may be simplified similarly to case 1, and using the property
φ(x) = φ(−x),
U(z, t) = 1
2
{
z −N (−) + (1− z)N (+)− σ
√
T − t−N (−−)
+σ
√
T − tφ(−)
}
.
Thus the final solution for the value of a passport option in this case
is given by
V ∗(s, x, t) = sU(z, t)
= 1
2
{
x− sN (−) + (s− x)N (+)
−sσ√T − t−N (−−) + sσ
√
T − tφ(−)
}
. (3.44)
We point out that this solution is not identical to that presented in
Shreve and Vecer (2000). The difference lies with the final term, namely
the argument of the function φ. In our case the argument is −, whilst
Shreve and Vecer have the argument as +. It is unknown if this is
simply a typographical error or a larger mistake, however since the
remainder of the formula is identical to ours we would suggest that
their error is most likely typographical.
Having derived the value of a passport option under the conditions
of the symmetric case, we now attempt to achieve the same outcome for
the more general option on a traded account. To recap, the extension
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here is in regards to the trading position interval. Whilst in the previous
case the position limit was restricted to the interval θ ∈ [−1, 1], that is a
maximum position of long one unit and minimum position of short one
unit was allowed. In the following case we allow the trading positions
to lie within an arbitrary interval, that is θ ∈ [α, β] where α < β.
3.4.3. The Value of an Option on a Traded Account: A
Probabilistic Approach. In this section, we will value an option
on a traded account utilising probabilistic techniques. This will differ
from the previous section in two distinct ways. First, in this case we
examine a more general class of derivative where the trading strategy θ
is restricted to some arbitrary interval [α, β], and secondly we will use
probabilistic techniques to solve for the expectation which corresponds
to the option value.
Recapping the problem outline for the symmetric case from section
3.2, we assume a g.B.m. for the evolution of the stock price St and this
implies the continuous time dynamics for our account Xt. The precise
form of the dynamics for these two assets is given by
dSt = St(rdt+ σdWt)
dXt = rXtdt+ θtσStdWt.
Now, as has been discussed earlier, it is known that the value of an
option on the traded account X is given by
V ∗(s, x, t) = max
θ∈[α,β]
EP{(XT )+|Ft} (3.45)
where β > α, t ∈ [0, T ], St = s, Xt = x and Ft is a filtration. As stated,
solving equation (3.45) is difficult due to it being a function of two
state variables. To simplify the problem, we introduce a transformation
which will reduce the dimensionality of the problem. Following Shreve
and Vecer (2000), let us define
Zt =
Xt
St
− 1
2
(α + β). (3.46)
This transformation corresponds to a change in numeraire from the risk
free asset to the risky asset St. In other words, rather than expressing
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the value of the trading account in terms of dollars invested in a risk free
bank account, we are now expressing the value of the trading account
in terms of the stock price, to within the constant 1
2
(α + β). Now,
since the new state variable Zt is given by the quotient of Xt and St
plus a constant, the dynamics of Zt will be given by the quotient of the
dynamics of Xt and St. Expressed mathematically, this implies that
dZt = d(
Xt
St
). Using corollary 2.4, Ito’s quotient rule, we have that the
dynamics of Zt are given by
dZt = σ
2
[
Zt +
1
2
(α + β)− θt
]
dt− σ [Zt + 12(α + β)− θt] dWt.
(3.47)
Now, clearly (3.47) is not a martingale under the measure P. Thus we
introduce the new measure
P˜(Ω) =
∫
Ω
e−
1
2
σ2(T−t)+σW(T−t)dP
or, expressed as a Radon-Nikodym derivative,
dP˜
dP
= e−
1
2
σ2(T−t)+σW(T−t) .
Then, according to Girsanov’s theorem, dW˜t = dWt−σdt is a Brownian
motion under the measure P˜ and under this measure, Zt is a martingale9
given by
dZt = −σ(Zt + 12(α + β)− θt)dW˜t. (3.48)
At this stage, it is important to note that
dP˜
dP
= e−
1
2
σ2(T−t)+σW(T−t) = e−r(T−t) ST
St
,
and thus we may write
V (s, x, t) = e−r(T−t)E{(XT )+|Ft}
= e−r(T−t)E˜
{
(XT )
+ dP
dP˜ |Ft
}
= sE˜{(XT
ST
)+|Ft}
= sE˜{(ZT + 12(α + β))+|Ft}.
9Technically, Zt is actually only a local martingale.
3.4. THE OPTION PRICING FORMULA 52
Thus the problem given by (3.45) is reduced to that of finding θ which
satisfies
u(Zt, t) = max
θ∈[α,β]
E˜{(ZT + 12(α + β))+|Ft} (3.49)
and then computing the option value as
V ∗(s, x, t) = su(Zt, t). (3.50)
3.4.3.1. Determination of the optimal strategy. First we tackle the
problem of finding the optimal strategy, and later we will compute ex-
pectations. It was shown by Shreve and Vecer (2000) that the optimal
strategy may be obtained by using the mean comparison theorem of
Hajek (1985). What is implied by this mean comparison theorem is
that (3.49) is in fact maximised if the absolute value of the volatility
term in (3.48) is maximised. Formally, we wish to find θt which satisfies
max
θ∈[α,β]
|Zt + α+β2 − θt|.
It is easy to verify that the optimal strategy θ∗t is given by
θ∗t = αI(Zt ≥ 0) + βI(Zt < 0). (3.51)
The strategy defined by equation (3.51) is not unexpected given the op-
timal strategy derived earlier for passport options. It is consistent with
convex payoff functions in that it only prescribes boundary (“bang-
bang”) positions and is similar to the long when behind, short when
ahead strategy, though this is altered slightly to now be β when the
account value is below the trading interval midpoint, and α when the
account is above that midpoint.
We now wish to apply this optimal strategy to equation (3.48) to
obtain the dynamics of Zt under the optimal trading strategy. Consider
the term
1
2
(α + β)− θ∗t =
{
1
2
(α + β)− α if Zt ≥ 0
1
2
(α + β)− β if Zt < 0
=
{
1
2
(β − α) if Zt ≥ 0
1
2
(α− β) if Zt < 0
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= 1
2
(β − α)sgn(Zt).
This implies that the dynamics of Zt under the optimal trading strategy
are given by
dZt = −σ[Zt + 12(β − α)sgn(Zt)]dW˜ . (3.52)
Since we have used the optimal strategy, we may remove the max
function from (3.49) and simply evaluate
u(Zt, t) = E˜
{(
ZT +
α+β
2
)+ |Ft} (3.53)
where the evolution of Zt is given by (3.52).
Computing the expectation in (3.53) in its present form is not a
simple task. To make the computation tractable, we will instead in-
troduce a new variable Yt = f(Zt) and compute its transition density
P˜(Yt+τ ∈ x|Yt = y), or more compactly P˜(x, y, τ), and use this transi-
tion density to compute the expectation and hence the option value.
We begin by defining the function Yt and derive its dynamics. This is
carried out in the following theorem.
Theorem 3.4. Define the function
Yt = f(Zt) =
1
σ
sgn(Zt) log(
1
γ
|Zt|+ 1) (3.54)
where γ = β−α
2
. Then this random process has dynamics given by
dYt = −sgn(Yt)(12σdt+ dW˜t). (3.55)
Proof. To apply Ito’s lemma, we must first compute the first
and second derivatives of f(Zt). We note that
d
dZt
|Zt| = sgn(Zt),
d
dZt
sgn(Zt) = 2δ(Zt) and sgn(Zt)
2 = 1. Using these relations, we have
that10
f ′(Zt) = log( 1γ |Zt|+ 1) · 1σ2δ(Zt) + 1σ sgn(Zt) ·
[
1
γ
sgn(Zt)
1
γ
|Zt|+ 1
]
=
1
σ
|Zt|+ γ
10Technically we require f to be C2. This is not the case in this instance, however
in the extension to “generalised functions” this doesn’t affect our result.
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f ′′(Zt) =
− 1
σ
sgn(Zt) + (|Zt|+ γ)(0)
(|Zt|+ γ)2
=
1
σ
sgn(Zt)
(|Zt|+ γ)2 .
A simple application of Ito’s lemma coupled with the relation Zt =
sgn(Zt)|Zt| yields
dYt =
1
2
[−σsgn(Zt)(|Zt|+ γ)]2
[− 1
σ
sgn(Zt)
(|Zt + γ|)2
]
dt
− σsgn(Zt)(|Zt|+ γ)
[ 1
σ
|Zt|+ γ
]
dW˜t
= −sgn(Zt)(12σdt+ dW˜t)
and since the sign of Yt is determined by the term
(
1
σ
sgn(Zt)
)
, we have
that sgn(Zt) = sgn(Yt). Making this substitution in the above equation
yields (3.55). 
3.4.3.2. Derivation of the transition density. We now wish to derive
the transition density P˜(x, y, τ) for the process (3.55). This is rather
invloved as it requires solving the forward Kolmogorov equation. The
result is detailed in the following theorem.
Theorem 3.5. The transition density P˜(x, y, τ) for the process (3.55)
where y ≥ 0 is given by
P˜(x, y, τ) =

1√
τ
φ
(
(y − x)− σ
2
τ√
τ
)
+ σ
2
e−σxN
( σ
2
τ − (x+ y)√
τ
)
(x ≥ 0)
eσy
[
1√
τ
φ
(
x− y − σ
2
τ)√
τ
)]
+ σ
2
eσx
[
N
( σ
2
τ − y + x)√
τ
)]
(x < 0)
(3.56)
Proof. In order to compute this transition density, we must solve
the forward Kolmogorov equation. To simplify notation, let us define
κ = 1
2
σ. The forward Kolmogorov equation applied to the SDE (3.55)
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yields
∂P˜
∂τ
= − ∂
∂x
(−κsgn(x)P˜) + 1
2
∂2
∂x2
((−sgn(x))2P˜)
= κ
[
∂
∂x
sgn(x)P˜
]
+
1
2
∂P˜
∂x2
(3.57)
and the initial condition for this PDE is
P˜(x, y, 0) = δ(x− y) (y ≥ 0). (3.58)
Depending on the sign of x, there are two possible resulting equations
for the transition density. These are given by
∂P˜
∂τ
=

κ
∂P˜
∂x
+
1
2
∂2P˜
∂x2
(x ≥ 0)
−κ∂P˜
∂x
+
1
2
∂2P˜
∂x2
(x < 0)
(3.59)
Now in order to solve (3.59), we take a Laplace transform in τ . This
will give us a pair of ODE’s, the solution to which will be the Laplace
transformed transition density p¯(x, y, s). Once these transformed den-
sities are known, it will simply be a matter of inverting the transforma-
tion and applying boundary conditions at x = 0 to recover the desired
transition density.
Denoting the Laplace transform operator11 by L, we have that
L(∂P˜
∂τ
) = sp¯− P˜(x, y, 0). Applying this to equation (3.59) gives
sp¯− δ(x− y) =
{
κp¯x +
1
2
p¯xx when x ≥ 0
−κp¯x + 12 p¯xx when x < 0
where the subscripts attached to p¯ denote partial derivatives. Rear-
ranging yields the two second order ODE’s
1
2
p¯xx + κp¯x − sp¯ = −δ(x− y) (x ≥ 0) (3.60)
1
2
p¯xx − κp¯x − sp¯ = 0 (x < 0). (3.61)
Let us consider equation (3.61) first, as it is the simpler of the two
equations. It is well known (see for example Kreyszig (1999)) that
11We direct the reader to section 2.5 of chapter 2 for results regarding Laplace
transforms.
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(3.61) has a solution of the form p¯ = ekx where k satisfies the quadratic
equation
1
2
k2 − κk − s = 0. (3.62)
Defining λ =
√
κ2 + 2s, we can represent the two solutions of (3.62),
k1 and k2 as
k1,2 = λ∓ κ
and thus the general solution to (3.61) is given by p¯ = A1e
−k1x+A2ek2x
where A1,2 are constants which are yet to be determined. Examining
this solution more closely, we see that the as x → −∞, the term con-
taining e−k1x grows without bound. Since p¯ must be bounded, require
that A1 = 0 and conclude that
p¯(x, s)x<0 = A2e
k2x. (3.63)
Now, turning our attention to (3.60), we must solve a second order
non-honogeneous ODE. We do this using the method of variation of
parameters which states that the general solution of (3.60) is of the
form p¯(x, y, s) = p¯h(x, y, s) + p¯p(x, y, s) where p¯h is the correspond-
ing homogeneous solution, and p¯p is a particular solution to the ODE.
Working in a similar fashion to that above, we have that general solu-
tion for p¯h is a sum of the two basis solutions p¯h1 and p¯h2. In this case,
p¯h = B1p¯h1 + B2p¯h2 = B1e
k1x + B2e
−k2x. Now, removing unbounded
solutions as x→∞ implies that the required homogeneous solution is
p¯h(x, s) = B2p¯h2(x, s) = B2e
−k2x. (3.64)
Now we must obtain the particular solution p¯p. This will require both
ek1x and e−k2x. If we are to use known results for the particular solution,
then we must have the equation in a standard form. The standard form
of equation (3.60) (leading coefficient of the highest derivative = 0) is
p¯xx + 2κp¯x − 2sp¯ = −2δ(x− y)
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and the particular solution to this equation is given by (see for example
Kreyszig (1999))
p¯p(x, y) = p¯h1(x)
∫ ∞
x
−2p¯h2(z)δ(z − y)
W(z) dz
+ p¯h2
∫ x
−∞
−2p¯h1(z)δ(z − y)
W(z) dz
where W(x) is the Wronskian, defined by
W(x) = det
[
p¯h1 p¯h2
p¯′h1 p¯
′
h2
]
= −2λe(k1−k2)x.
Substituting in the functions p¯h1 and p¯h2 yields
p¯p(x, y, s) = e
k1x
∫ ∞
x
−2e−k2zδ(z − y)
−2λe(k1−k2)z dz
+ e−k2x
∫ x
−∞
−2ek1zδ(z − y)
−2λe(k1−k2)z dz
=
1
λ
ek1x
∫ x
−∞
e−k1zδ(z − y)dz + 1
λ
e−k2x
∫ ∞
x
ek2zδ(z − y)dz
=
1
λ
ek1(x−y)I(x < y) +
1
λ
e−k2(x−y)I(x > y)
and combining this solution with the homogeneous solution p¯h gives
the desired general solution
p¯(x, y, s)x≥0 =
1
λ
ek1(x−y)I(x < y) +
1
λ
e−k2(x−y)I(x > y) +B2e−k2x.
(3.65)
Now, to complete our solutions for (3.60) and (3.61), we must find
expressions for the constants A2 and B2. To this end we require some
boundary conditions on the function p¯(x, y, s). The conditions we will
use are the facts that the total probability under any distribution is
equal to 1, and that the distribution must be continuous at the point
where the form of the function changes, at x = 0. The implications of
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the first condition on the function p¯ is that since∫ ∞
−∞
P˜(x, y, τ)dx = 1 ⇒
∫ ∞
−∞
p¯(x, y, s)dx =
1
s
.
This implies that ∫ 0
−∞
p¯x<0dx+
∫ ∞
0
p¯x≥0dx =
1
s
. (3.66)
Substituting equation (3.63) and (3.65) into the above equation and
changing the integration limits as dictated by the indicator functions,
we have that
1
s
=
[
1
λ
ek2y
∫∞
y
e−k2xdx+ 1
λ
e−k1y
∫ y
0
ek1xdx
+B2
∫∞
0
e−k2xdx+ A2
∫ 0
−∞ e
k2xdx
]
=
1
λ
(
1
k2
+
1
k1
)
(1− e−k1y) + B2
k2
+
A2
k2
. (3.67)
To simplify this expression, we note that 1
λ
( 1
k1
+ 1
k2
) = 1
s
and thus (3.67)
reduces to
A2 +B2 =
k2
λk1
e−k1y. (3.68)
Now, the requirement that p¯ is continuous at x = 0 implies that the
expression for p¯x≥0 and p¯x<0 are equal when x = 0, i.e. p¯(0−, y, s) =
p¯(0+, y, s). This means that
1
λ
e−k1y +B2 = A2.
Taking this equation together with equation (3.68) provides us with
two equations and two unknowns which may be solved simultaneously
to give
A2 =
e−k1y
k1
, B2 =
κe−k1y
λk1
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and thus we arrive at our final solution for the Laplace transformed
transition density
p¯(x, y, s) =

[
1
λ
e−k2(x−y)I(x > y) + 1
λ
ek1(x−y)I(x < y)
+ κ
λk1
e−k2x−k1y
]
(x ≥ 0)
1
k1
ek2x−k1y (x < 0)
.
(3.69)
Now, to compute the actual transition density, we must take the
inverse Laplace transform of (3.69). Rather than computing this in-
verse Laplace transform directly, we will present some known Laplace
transforms which will be used to invert (3.69). To keep notation as
simple as possible, we present the required transforms as a series of
lemmas. We note that these transforms may be found in Abramowitz
and Stegun (1965), though we have adjusted them slightly to better
suit the exposition.
Lemma 3.6.
L
{
1√
τ
φ
(
y − κτ√
τ
)}
=
1
λ
e−k1yI(y > 0) +
1
λ
ek2yI(y < 0) (3.70)
Proof. We have from Abramowitz and Stegun (1965) the standard
Laplace transform
L
{
1√
piτ
e
−k2
4τ
}
=
1√
s
e−k
√
s; k ≥ 0. (3.71)
Mulitplying through by 1√
2
and defining |y| = k√
2
, we may rewrite
(3.71) as
L
{
1√
τ
φ
(
y√
τ
)}
=
1√
2s
e−|y|
√
2s.
We also have that
φ
(
y − κτ√
τ
)
= e(−
1
2
κ2τ+κy)φ
(
y√
τ
)
and thus
L
{
1√
τ
φ
(
y − κτ√
τ
)}
= L
{
e(−
1
2
κ2τ+κy)φ
(
y√
τ
)}
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= eκy
1√
2s+ κ2
e−|y|
√
2s+κ2
=
1
λ
eκy−λ|y|
=
{
1
λ
eκy−λy (y > 0)
1
λ
eκy+λy (y < 0)
=
1
λ
e−k1yI(y > 0) +
1
λ
ek2yI(y < 0)
as required. 
Lemma 3.7.
L
{
N
(
κτ − α√
τ
)}
=
1
λk1
e−k1αI(α > 0) +
[
1
s
− 1
λk2
ek2α
]
I(α < 0)
(3.72)
Proof. Consider that
L
{
N
(
κτ − α√
τ
)}
= L
{∫ κτ−α√
t
−∞
φ(ν)dν
}
.
Now, applying the substitution ν = κτ−u√
τ
, we have
L
{∫ κτ−α√
τ
−∞
φ(ν)dν
}
= L
{∫ ∞
α
1√
τ
φ
(
κτ − u√
τ
)
du
}
=
∫ ∞
α
L
{
1√
τ
φ
(
κτ − u√
τ
)}
du
=
∫ ∞
α
[
1
λ
e−k1uI(u > 0) +
1
λ
ek2uI(u < 0)
]
du.
We now have two cases to consider:
Case 1: α > 0
L
{
N
(
κτ − α√
τ
)}
=
∫ ∞
α
1
λ
e−k1udu
=
1
λ
[
1
−k1 e
−k1u
]∞
α
=
1
λk1
e−k1α
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Case 2: α < 0
L
{
N
(
κτ − α√
τ
)}
=
∫ ∞
0
1
λ
e−k1udu+
∫ 0
α
1
λ
ek2udu
=
1
λk1
+
1
λ
[
1
k2
ek2u
]0
α
=
1
λ
(
1
k1
+
1
k2
)
− 1
λk2
ek2α
=
1
s
− 1
λk2
ek2α.
Combining the two cases into a single equation yields the desired result.

Using lemmas 3.6 and 3.7, we can now compute the transition
densities. Consider the case where x ≥ 0 first. Using the fact that
k2 = k1 + 2κ and lemma 3.7, we have that
L−1
{
κ
λk1
e−k2x−k1y
}
= L−1
{
κ
λk1
e−(k1+2κ)x−k1y
}
= κe−2κxL−1
{
1
λk1
e−k1(x+y)
}
= κe−2κxN
(
κτ − (x+ y)√
τ
)
,
and from lemma 3.6,
L−1 { 1
λ
ek2(y−x)I(y < x) + 1
λ
e−k1(y−x)I(y > x)
}
= 1√
τ
φ
(
(y − x)− κτ√
τ
)
.
Combining these results, we have that the transition density when x ≥
0 is given by
P˜(x≥0)(x, y, τ) =
1√
τ
φ
(
(y − x)− κτ√
τ
)
+ κe−2κxN
(
κτ − (x+ y)√
τ
)
as required.
Now, turning to the case where x < 0, we will employ some relations
to simplify the treatment. Via a little algebra, it can be shown that
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1
k1
= 1
λ
[1 + κ
k1
]. Substituting this into (3.69) gives
p¯(x<0) =
1
λ
[
1 +
κ
k1
]
ek2x−k1y
=
1
λ
ek2x−k1y +
κ
λk1
ek2x−k1y
and using k2 = k1 + 2κ and k1 = k2 − 2κ, this reduces further to
p¯(x<0) =
1
λ
ek2x−(k2−2κ)y +
κ
λk1
e(k1+2κ)x−k1y
=
e2κy
λ
ek2(x−y) +
κe2κx
λk1
ek1(x−y),
and since x < 0 and y > 0, it is clear that x− y < 0. Thus, employing
lemmas 3.6 and 3.7, the transition density can be obtained by
P˜(x<0) = L−1
{
e2κy
λ
ek2(x−y) +
κe2κx
λk1
ek1(x−y)
}
= e2κyL−1
{
1
λ
ek2(x−y)
}
+ κe2κxL−1
{
1
λk1
ek1(x−y)
}
= e2κy
[
1√
τ
φ
(
κτ − (x− y)√
τ
)]
+ κe2κx
[
N
(
κτ − (y − x)√
τ
)]
= e2κy
[
1√
τ
φ
(
x− y − κτ)√
τ
)]
+ κe2κx
[
N
(
κτ − y + x)√
τ
)]
.
This completes the proof of Theorem 3.5. 
3.4.3.3. Derivation of the Option Value. Now that we have the
transition density for this problem, computation of the expectation
which gives the option value requires knowledge of the possible out-
comes of ZT . To obtain these outcomes we will invert the function
f(ZT ) = YT . As stated previously, the function YT , which is mono-
tonic increasing in ZT , is defined as
YT =
1
σ
sgn(ZT ) log(
1
γ
|ZT |+ 1).
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The inversion of this function is somewhat cumbersome, so we will
proceed in a few steps. Notice that, with γ = 1
2
(β − α), log
(
1
γ
|ZT |+ 1
)
= σYT (ZT > 0)
log
(
1
γ
|ZT |+ 1
)
= −σYT (ZT < 0)
and rearranging to make ZT the subject yields{
ZT = γ[e
σYT − 1] (ZT > 0)
ZT = −γ[e−σYT − 1] (ZT < 0)
which we may write more succinctly as
ZT = γ[e
σ|YT | − 1]sgn(YT ).
Now, since the variable of interest is actually ZT +
1
2
(α+β), we compute
ZT +
1
2
(α + β) =
{
1
2
(β − α)eσYT + α (YT > 0)
β − 1
2
(β − α)e−σYT (YT < 0)
and the value of these functions will depend on the relative values of
the parameters α and β. Whilst we always assume that β > α, the
manner in which the magnitudes of α and β are related gives rise to
two cases which we detail below.
Case 1: Assume β > 0 and |α| < β. In this case the outcomes for
ZT +
1
2
(α + β) are given by
ZT +
1
2
(α + β) =

1
2
(β − α)eσYT + α if YT > 0
β − 1
2
(β − α)e−σYT if − 1
σ
log( 2β
β−α) < YT < 0
0 if YT < − 1σ log( 2ββ−α)
.
(3.73)
Case 2: Assume |α| > |β|. The outcomes for ZT in this case are
given by
ZT +
1
2
(α + β) =
{
1
2
(β − α)eσYT + α if YT > 1σ log(−2αβ−α)
0 if YT <
1
σ
log(−2α
β−α)
. (3.74)
Now, setting τ = T − t and using the transition density defined
by theorem 3.5, we can compute expectations by a simple integration.
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We note that in both case 1 and 2 there are only three possible out-
comes for (ZT +
1
2
(α+β)), and as such it is possible to incorporate the
expectation into two functions. Define the two functions g and h as
g(y, w, τ) =
∫ ∞
w
(1
2
(β − α)eσx + α)P˜(x, y, τ)dx (3.75)
h(y, w, τ) =
∫ 0
−w
(β − 1
2
(β − α)e−σx)P˜(x, y, τ)dx. (3.76)
Then we may write the expectation in case 1 as
E˜[ZT + 12(α + β)] = g(y, 0, T − t) + h(y, w1, T − t) (3.77)
where
w1 =
1
σ
log
(
2β
β − α
)
and the expectation in case 2 can be written as
E˜[ZT + 12(α + β)] = g(y, w2, T − t) (3.78)
where
w2 =
1
σ
log
( −2α
β − α
)
.
Expanding the functions g and h, we may write them as a weighted
sum of integrals,12
g(y, w, τ) =
β − α
2
I1 +
(β − α)σ
4
I2 + αI3 +
ασ
2
I4 (3.79)
h(y, w, τ) = βJ1 +
βσ
2
J2 − β − α
2
J3 − (β − α)σ
4
J4. (3.80)
Before we explicitly write and solve the integrals Ii, Ji for i = {1, 2, 3, 4},
we will present a theorem which will simplify the computation of the
integrations.
Theorem 3.8. Consider the integrals
Iˆ1(a, b, c, k) =
∫ ∞
k
e−cxN (a− bx)dx
12The form of the integrals was chosen to be identical to those used by Shreve and
Vecer (2000) so that we may directly compare our results.
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Iˆ2(a, b, c, k) =
∫ ∞
k
e−cxφ(a− bx)dx
Iˆ3(a, b, c, k) =
∫ 0
−k
e−cxN (a− bx)dx
Iˆ4(a, b, c, k) =
∫ 0
−k
e−cxφ(a− bx)dx
where a, b, c and k are constants with k > 0 and c ≥ 0. Then, the
value of these integrals is given by
Iˆ1 =
1
c
e−ckN (a− bk)− 1
c
e−
ca
b
+
c2
2b2N (a− bk − c
b
)
Iˆ2 =
1
b
e−
ca
b
+
c2
2b2N (a− bk − c
b
)
Iˆ3 =
1
c
[eckN (a+ bk)−N (a)]− 1
c
e−
ca
b
+
c2
2b2 [N (a+ bk − c
a
)−N (a− c
a
)]
Iˆ4 =
1
b
e−
ca
b
+
c2
2b2 [N (a+ bk − c
a
)−N (a− c
a
)]
Proof. We note that the integrals Iˆ1 and Iˆ2 have already been
derived in theorem 3.3, thus we begin from Iˆ3. In a similar manner to
how we treated Iˆ1 in theorem 3.3, we can write Iˆ3 as
Iˆ3 =
∫ 0
−k
N (a− bx) d
dx
(−1
c
e−cx)dx.
Integrating by parts, we obtain
Iˆ3 =
1
c
[eckN (a+ bk)−N (a)]− b
c
∫ 0
−k
e−cxφ(a− bx)dx. (3.81)
As before, we need an expression for the integral in the second term,
Iˆ4. Making the substitution u = a− bx, we have that
Iˆ4 =
1
b
∫ a+bk
a
e−
c
b
(a−u)φ(u)du
= 1
b
e
ca
b E
[
e
c
b
zI(a < z < a+ bk)
]
= 1
b
e−
ca
b
+
1
2
c2
b2E[I(a c
b
< z < a+ bk − c
b
)]
= 1
b
e−
ca
b
+
1
2
c2
b2 [N (a+ bk − c
b
)−N (a− c
b
)].
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Substituting the result for Iˆ4 into (3.81) gives the required expression
for Iˆ3. This completes the proof. 
Using the results of theorem 3.8, we will now compute the integrals
Ii and Ji for i = {1, 2, 3, 4}. consider I1,
I1 =
∫ ∞
w
1√
τ
eσxφ
(
y − x− 1
2
στ√
τ
)
dx
= 1√
τ
Iˆ2(a, b, c, k)
where a =
y−1
2
στ√
τ
, b = 1√
τ
, c = −σ and k = w. Making these substitu-
tions,
I1 = e
σyN
(
y − w + 1
2
στ√
τ
)
which is identical to the result derived by Shreve and Vecer (2000).
Turning to I2,
I2 =
∫ ∞
w
eσxe−σxN
(−y − x+ 1
2
στ√
τ
)
dx
= Iˆ1(a, b, c, k)
where a =
1
2
στ−y√
τ
, b = 1√
τ
, c = 0 and k = w. When c = 0, we require
an expression for limc→0 Iˆ1. By L’Hoˆpitals rule,
lim
c→0
Iˆ1 = (
a
b
− k)N (a− bk) + 1
b
φ(a− bk)
and thus
I2 = (−y − w + 12στ)N
(−y − w + 1
2
στ√
τ
)
+
√
τφ
(−y − w + 1
2
στ√
τ
)
.
For I3, we have
I3 =
∫ ∞
w
1√
τ
φ
(
y − x+ 1
2
στ√
τ
)
dx
= 1√
τ
Iˆ2(a, b, c, k)
= N
(
y − w − 1
2
στ√
τ
)
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where a =
y−1
2
στ√
τ
, b = 1√
τ
, c = 0 and k = w. For I4,
I4 =
∫ ∞
k
e−σxN
(−y − x+ 1
2
στ√
τ
)
dx
= Iˆ1(a, b, c, k)
= 1
σ
e−σwN
(−y − w + 1
2
στ√
τ
)
− 1
σ
eσyN
(−y − w − 1
2
στ√
τ
)
where a =
1
2
στ−y√
τ
, b = 1√
τ
, c = σ and k = w. It should be noted that
this result is not exactly the same as that presented by Shreve and
Vecer (2000). Rather, in the second term they have e−σy in place of
eσy. Their error appears to be simply typographical.
We now turn to the Ji integrals. Define
J1 =
∫ 0
−w
1√
τ
eσyφ
(−y + x− 1
2
στ√
τ
)
dx
= e
σy√
τ
Iˆ4(a, b, c, k)
= eσy
[
N
(
y + w + 1
2
στ√
τ
)
−N
(
y + 1
2
στ√
τ
)]
(3.82)
where a =
1
2
στ+y√
τ
, b = 1√
τ
, c = 0 and k = w. For J2, define
J2 =
∫ 0
−w
eσxN
(−y + x+ 1
2
στ√
τ
)
dx
= Iˆ3(a, b, c, k)
=
1
σ

[
N
(
−y+ 1
2
στ√
τ
)
− e−σwN
(
−y−w+ 1
2
στ√
τ
)]
+eσy
[
N
(
−y−w−1
2
στ√
τ
)
−N
(
−y−1
2
στ√
τ
)]
 (3.83)
where a =
1
2
στ−y√
τ
, b = − 1√
τ
, c = −σ and k = w. Again our result
differs slightly from that in Shreve and Vecer (2000) in that the second
term of the above result in their paper is missing the term 1
σ
. Again
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this error is most likely typographical. For J3, we have
J3 =
∫ 0
−w
e−σx
eσy√
τ
φ
(−y + x− 1
2
στ√
τ
)
dx
= e
σy√
τ
Iˆ4(a, b, c, k)
= N
(
y + w − 1
2
στ√
τ
)
−N
(
y − 1
2
στ√
τ
)
where a =
1
2
στ+y√
τ
, b = 1√
τ
, c = σ and k = w. Lastly, for J4,
J4 =
∫ 0
−w
e−σxeσxN
(−y + x+ 1
2
στ√
τ
)
dx
= Iˆ3(a, b, c, k)
where a =
1
2
στ−y√
τ
, b = − 1√
τ
, c = 0 and k = w. Since c = 0, we require
an expression for limc→0 Iˆ3. Using L’Hoˆpitals rule, this is given by
lim
c→0
Iˆ3 = (k +
a
b
)N (a+ bk)− a
b
N (a) + 1
b
[φ(a+ bk)− φ(a)]
and thus
J4 =

(y + w − 1
2
στ)N
(
−y−w+ 1
2
στ√
τ
)
+ (−y + 1
2
στ)N
(
−y+ 1
2
στ√
τ
)
−√τ
[
φ
(
−y−w+ 1
2
στ√
τ
)
− φ
(
−y+ 1
2
στ√
τ
)]

which completes the evaluation of the integrals required to compute the
expectation. Now what remains is to use these integrals to compute
the formula for the option value. We present this as theorem 3.9.
Theorem 3.9. The value of an option on a traded account is given
by the following functions, where s = St, x = Xt, z = Zt and τ = T−t:
If β > 0 and |α| ≤ β, then when x ≥ 1
2
(α + β)s
V ∗(s, x, t) =

(α+β)2s
4(β−α) − αx(β−α) − 14(β − α)σ
√
τsd−
+ β
(β−α) (x− αs)N (d+)
−1
4
(β − α)[1− σ√τd−]sN (d−)
+1
4
(β − α)σ√τsφ(d−)
 (3.84)
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where
d± = 1σ√τ log
(
2
β−α
(
x
s
− α))+ 1
σ
√
τ
log
(
2β
β−α
)
± 1
2
σ
√
τ .
and when x < 1
2
(α + β)s,
V ∗(s, x, t) =

x− (x− βs)N (e−+)− βsN (e−−)
− β
β−α(x− βs)N (−e++)
−1
4
(β − α)[1 + σ√τe+−]sN (−e+−)
+1
4
(β − α)σ√τsφ(e+−)
 (3.85)
where
e±± = 1σ√τ log
(
2
β−α
(
β − x
s
))± 1
σ
√
τ
log
(
2β
β−α
)
± 1
2
σ
√
τ .
When |α| > β and x ≥ 1
2
(α + β)s, then
V ∗(s, x, t) =

(x− αs)N (d−+) + αsN (d−−)
− α
β−α(x− αs)N (−d++)
−1
4
(β − α)[1 + σ√τd+−]sN (−d−+)
+1
4
(β − α)σ√τsφ(d+−)
 (3.86)
where
d±± = 1σ√τ log
(
2
β−α
(
x
s
− α))± 1
σ
√
τ
log
(
−2α
β−α
)
± 1
2
σ
√
τ ,
and when x < 1
2
(α + β)s,
V ∗(s, x, t) =

(α+β)2s
4(β−α) − αxβ−α − 14(β − α)σ
√
τse−
+ α
β−α(x− βs)N (e+)
−1
4
(β − α)[1− σ√τe−]sN (e−)
+1
4
(β − α)σ√τsφ(e−)
 (3.87)
where
e± = 1σ√τ log
(
2
β−α
(
β − x
s
))
+ 1
σ
√
τ
log
(
−2α
β−α
)
± 1
2
σ
√
τ .
We note that these results are the same as those obtained by Shreve
and Vecer (2000) with the exception of (3.85). In their paper, the fifth
term has the factor of 1
2
rather than the factor of 1
4
which we have. It
is believed that this is simply a typographical error, and not the result
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of carrying through the previously identified errors, as the remainder
of the formulas are identical to ours.
Proof. We will split this computation into two cases. These cases
were alluded to earlier in the thesis, though we complete the formula
derivation here.
Case 1: Assume that β > 0 and |α| < β. Also recall that z =
Zt − 12(α+ β) ≥ 0. This implies that x ≥ 12(α+ β)s. As we showed in
equation (3.77), the value of the function u(z, t) is given by
u(z, t) = E˜{ZT + 12(α + β)}
= g(y, 0, τ) + h(y, w, τ)
where
y = 1
σ
sgn(z) log
(
1
γ
|z|+ 1
)
= 1
σ
log
(
2
β−α
(
x
s
− α)) (3.88)
when z is defined as above. We also have that
w = 1
σ
log
(
2β
β−α
)
which of course comes from equation (3.73) where it is the point at
which the outcome function switches form. The functions g and h are
defined previously in equations (3.79) and (3.80) respectively. Now,
after some rather tedious algebra, the functions g and h can be written
as
g(y, 0, τ) =

1
2
α− 1
2
αeσy − 1
4
βσ
√
τδ− + 12βe
σyN (δ+)
+
[
1
4
(β − α)σ√τδ− + 12α
]N (δ−)
+1
4
(β − α)σ√τφ(δ−)
 ,
h(y, w, τ) =

1
2
β − 1
2
βe−σw + 1
4
(β − α)σ√τδ− − 14(β − α)σ
√
τd−
−1
2
βeσyN (δ+)− 14(β − α)σ
√
τδ−N (δ−)
−1
4
(β − α)σ√τφ(δ−) + 12βeσyN (d+)
+
[
1
2
βe−σw − 1
2
(β − α) + 1
4
(β − α)σ√τd−
]N (d−)
+1
4
(β − α)σ√τφ(d−)

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where
δ± = 1√τ (y ± 12στ)
= 1
σ
√
τ
log
(
2
β−α
(
x
s
− α))± 1
2
σ
√
τ
and
d± = 1√τ (y + w ± 12στ)
= 1
σ
√
τ
log
(
2
β−α
(
x
s
− α))+ 1
σ
√
τ
log
(
2β
β−α
)
± 1
2
σ
√
τ .
We point out that the terms in g and h which contain δ± cancel when
added together, thus the final solution doesn’t actually contain that
parameter. Thus, after more algebra, the function u can be written as
u
(
x
s
− 1
2
(α + β), t
)
=

(α+β)2
4(β−α) − αx(β−α)s − 14(β − α)σ
√
τd−
+ β
(β−α)
(
x
s
− α)N (d+)
−1
4
(β − α)[1− σ√τd−]N (d−)
+1
4
(β − α)σ√τφ(d−)
 .
Given the function u above, we can easily obtain equation (3.84) by
simply computing
V ∗(s, x, t) = su
(
x
s
− 1
2
(α + β), t
)
.
We now consider the second possibility for relative values of α and β.
Case 2: Assume that |α| > |β| and that z = x
s
− 1
2
(α + β) ≥ 0.
This implies that x ≥ 1
2
(α + β)s. It is important to note that while
x may be negative in this scenario, the value of y which is given by
equation (3.88) is still positive meaning the transition density given by
theorem 3.5 is still valid. In this case, we have that the expectation
which provides the option value may be written as
u(z, t) = E˜{ZT + 12(α + β)}
= g(y, w, τ)
where,
w = 1
σ
log(−2α
β−α).
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After a little algebra we have that
g(y, w, τ) =

(
x
s
− α)N (d−+) + αN (d−−)
− α
β−α
(
x
s
− α)N (−d++)
−1
4
(β − α)[1 + σ√τd+−]N (−d+−)
+1
4
(β − α)σ√τφ(d+−)

where
d±± = 1√τ (y ± w ± 12στ)
= 1
σ
√
τ
log
(
2
β−α(
x
s
− α)
)
± 1
σ
√
τ
log
(
−2α
β−α
)
± 1
2
σ
√
τ .
Again, using V ∗ = su(z, t), we arrive at our formula for the value of
an option on a traded account under this scenario which is given by
(3.86).
What we have computed so far are option values when z ≥ 0.
If we were to apply the strategy used above when z < 0, we would
require a form for the transition density which allows y < 0. As has
been seen, deriving the required transition density for one scenario was
rather complicated, so to avoid having to repeat that exercise, we will
use a generalised put-call parity relationship first presented by Shreve
and Vecer (2000). For completeness, we present Shreve and Vecer’s
generalised put-call parity in theorem 3.10 below.
Theorem 3.10. Options on traded accounts satisfy a certain parity
relationship which we refer to as a generalised put-call parity. Given
trading limits of [α, β], the option values satisfy the relationship
V ∗[α,β](s, x, t)− V ∗[−β,−α](s,−x, t) = x (3.89)
where s = St and x = Xt.
Proof. First, denote the variable Zt =
Xt
St
− 1
2
(α + β) with θt ∈
[α, β] as Z
[α,β]
t . We have then by definition that
Z
[α,β]
t =
Xt
St
− 1
2
(α + β)
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which has dynamics under the measure P given by equation (3.47)
and under P˜ by (3.48). Applying the optimal strategy to (3.48) yields
(3.52).
Consider the same variable but with trading limits given by θt ∈
[−β,−α]. Then this variable is given by
Z
[−β,−α]
t =
Xt
St
+ 1
2
(α + β). (3.90)
Using this equation and Ito’s quotient rule, we may derive the dynamics
for Z
[−β,−α]
t in a similar fashion to the process described above. Using
this procedure, it is straightforward to show that under its respective
optimal strategy, both Z
[α,β]
t and Z
[−β,−α]
t have the same equation under
the measure P˜ which is given by (3.52) and repeated below
dZt = −σ
(
Zt +
1
2
(β − α)sgn(Zt)
)
dW˜t.
From equation (3.50), we have that
V ∗[α,β](s, x, t) = sE˜
{(
Z
[α,β]
T +
α+β
2
)+ ∣∣∣Z [α,β]t = xs − α+β2 }
and
V ∗[−β,−α](s, x, t) = sE˜
{(
Z
[−β,−α]
T − α+β2
)+ ∣∣∣Z [−β,−α]t = xs + α+β2 } .
Now, for the problem with trading limits [α, β], set initial conditions
St = s, Xt = x and for the problem with trading interval [−β,−α] we
set St = s and Xt = −x. Then we have that
−Z [−α,−β]t = xs − 12(α + β) = Z [α,β]t
and thus
d
(
−Z [−α,−β]t
)
= −σ
((
−Z [−α,−β]t
)
+ 1
2
(β − α)sgn
(
−Z [−α,−β]t
))
dW˜t
= d
(
Z
[α,β]
t
)
which means that −Z [−α,−β]t and Z [α,β]t have the same distribution.
Thus we may write V ∗[−β,−α](s,−x, t) as
V ∗[−β,−α](s,−x, t) = sE˜
{(
Z
[−β,−α]
t − α+β2
)+
|Z [−β,−α]t = xs + α+β2
}
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= sE˜
{(
−Z [α,β]t − α+β2
)+
|Z [α,β]t = xs − α+β2
}
= sE˜
{(
Z
[α,β]
t +
α+β
2
)−
|Z [α,β]t = xs − α+β2
}
.
So, using the relation x+ − x− = x, we can write
V ∗[α,β](s, x, t)− V ∗[−β,−α](s,−x, t) = sE˜
{
Z
[α,β]
t +
α+β
2
|Z [α,β]t = xs − α+β2
}
= x,
which is a direct result of the martingale property of the account value
Xt. 
Using theorem 3.10 we may continue with the derivation. First
consider case 1, that is β > 0 and |α| < β, though this time we
assume that x < 1
2
(α + β)s. To utilise the put-call parity relationship
of theorem 3.10, we define the following parameters. Let β′ = −α,
α′ = −β and x′ = −x. We note that using these new parameters we
have that x′ > 1
2
(α′+β′), but also that |α′| > |β′| and thus the formula
for V ∗[α′,β′](s, x
′, t) is given by equation (3.86). Thus we can write the
value of the option under the conditions described above as
V ∗[α,β](s, x, t) = x+ V
∗
[α′,β′](s, x, t). (3.91)
Evaluation of the last term in the above equation essentially involves
using equation (3.86) and replacing α with −β, β with −α and x
with −x. Making these substitutions in (3.91) and simplifying yields
equation (3.85). We point out that the expression for e± is obtained
from d± where the same replacements, namely α′ = −β, β′ = −α and
x′ = −x, as above are used.
The expression for case 2, where |α| > β but with x < 1
2
(α+ β)s is
obtained from (3.84) using the put-call parity relationship in a similar
manner to that described above to derive equation (3.87). 
This completes our derivation of the value of an option on a traded
account. As we can see, this is a highly complicated valuation which re-
sults in four distinct formulas which describe this option’s value under
different initial conditions. Whilst we believe that our treatment of this
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valuation has simplified the task of obtaining the appropriate formulas,
we nonetheless have followed fairly closely the path set by Shreve and
Vecer (2000). Obviously the general formulas obtained could be used
to value passport options also, though in their present form they are
somewhat unweildly. To overcome this, in the following section, we
will provide a new approach to deriving the value function for passport
options. The advantages of our method are that the Green’s func-
tion doesn’t need to be explicitly derived and we require only a single
formula for the option’s value.
3.5. A New Approach to the Valuation of Passport Options
In this section we introduce a new method for deriving the value
of the passport option. As shown in section 3.4.2 of this chapter, Hyer
et al. (1997) solved this problem by specifically deriving the Green’s
function and used this to solve the relevant PDE. In the method we
present, we don’t actually need to specifically derive the Green’s func-
tion, but rather implicitly use it as a result of a series of Laplace trans-
forms. We believe this method is therefore a simplified version of that
used by Hyer et al. (1997).
Given that the problem we are considering is identical to that in
section 3.4.2 in this chapter, we begin our analysis from equation (3.29).
Rather than solving this equation via a Greens function as Hyer et al.
(1997) did, we instead proceed by using Laplace transforms to simplify
the problem which we then solve. Finally, we invert those transforms
to obtain the desired solution. Recall that the problem described by
equation (3.29) is given by
fτ = fyy + δ(y)f(0, τ)
f(y, 0) =
(
e
1
2
y − e−12y
)+
= g+(y)
. (3.92)
where we have transformed from the one factor HJB13. To solve this
equation, we first take a Laplace transform in τ and denote the Laplace
13For details regarding this transformation, see section C.2 of appendix C
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transform of this variable14 as s. As before, we denote the Laplace
transformed function with a bar, namely L{f(τ)} = f¯(s). The Laplace
transform of (3.92) is given by
sf¯ − g+(y) = f¯yy + h(s)δ(y)
where h(s) = f¯(0, s). Rearranging into the more standard form for a
linear ODE gives
f¯yy − sf¯ = −h(s)δ(y)− g+(y) (3.93)
which is a second order non-homogeneous ODE. This equation has the
solution15
f¯(y, s) =
h(s)
2
√
s
e−|y|
√
s +
∫ ∞
−∞
g+(ξ)
e−|y−ξ|
√
s
2
√
s
dξ. (3.94)
First, we determine the expression for h(s). This requires setting y = 0
in equation (3.94). Thus we have
h(s) =
h(s)
2
√
s
+
∫ ∞
−∞
g+(ξ)
e−|ξ|
√
s
2
√
s
dξ
⇒ h(s) = 1
2(
√
s− 1
2
)
∫ ∞
−∞
g+(ξ)
e−|ξ|
√
s
2
√
s
dξ. (3.95)
Substituting (3.95) into (3.94) gives
f¯(y, s) =
∫ ∞
−∞
g+(ξ)
[
e−(|y|+|ξ|)
√
s
4
√
s(
√
s− 1
2
)
+
e−|y−ξ|
√
s
2
√
s
]
dξ
=
∫ ∞
0
g(ξ)
2
√
s
[
e−(|y|+|ξ|)
√
s
2(
√
s− 1
2
)
+ e−|y−ξ|
√
s
]
dξ.
Noting that g(ξ) =
(
e
1
2
y − e−12y
)
, we may write
f¯(y, s) = (I1 − I2) + (I3 − I4)
14Note that this is not the stock price. We use this notation simply because it is
standard practice in the field.
15The derivation of this solution may be found in appendix D.
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where
I1 =
∫ ∞
0
e
1
2
ξ
2
√
s
× e
−(|y|+ξ)√s
2(
√
s− 1
2
)
dξ
=
e−|y|
√
s
4
√
s(
√
s− 1
2
)
∫ ∞
0
e−(
√
s−1
2
)ξdξ
=
e−|y|
√
s
4
√
s(
√
s− 1
2
)2
,
I2 =
∫ ∞
0
e−
1
2
ξ
2
√
s
× e
−(|y|+ξ)√s
2(
√
s− 1
2
)
dξ
=
e−|y|
√
s
4
√
s(
√
s− 1
2
)
∫ ∞
0
e−(
√
s+
1
2
)ξdξ
=
e−|y|
√
s
4
√
s(
√
s− 1
2
)(
√
s+ 1
2
)
,
I3 =
1
2
√
s
∫ ∞
0
e
1
2
ξ−|y−ξ|√sdξ,
I4 =
1
2
√
s
∫ ∞
0
e−
1
2
ξ−|y−ξ|√sdξ.
In order to determine the values of the integrals I3 and I4, we need
to consider different cases for the value of y. First, let us consider the
outcome when y > 0. For I3 we then have
I3 =
1
2
√
s
∫ y
0
e−|y−ξ|
√
s+
1
2
ξdξ +
1
2
√
s
∫ ∞
y
e−|y−ξ|
√
s+
1
2
ξdξ.
Noting that when ξ < y, e−|y−ξ|
√
s = e−y
√
seξ
√
s and when ξ > y,
e−|y−ξ|
√
s = ey
√
se−ξ
√
s,
I3 =
e−y
√
s
2
√
s
∫ y
0
e(
1
2
+
√
s)ξdξ +
ey
√
s
2
√
s
∫ ∞
y
e(
1
2
−√s)ξdξ
=
e
1
2
y − e−y√s
2
√
s(
√
s+ 1
2
)
+
e
1
2
y
2
√
s(
√
s− 1
2
)
.
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For I4, we take a similar approach to that used for I3 and find that for
y > 0,
I4 =
e−
1
2
y − e−y√s
2
√
s(
√
s− 1
2
)
+
e−
1
2
y
2
√
s(
√
s+ 1
2
)
.
Taking these results for I3 and I4 together, we have that when y > 0,
the term (I3 − I4) is given by
(I3 − I4) = e
1
2
y − e−12y − e−y√s
2
√
s(
√
s+ 1
2
)
+
e
1
2
y − e−12y + e−y√s
2
√
s(
√
s− 1
2
)
=
g(y)
s− 1
4
+
e−y
√
s
2
√
s
(
1√
s− 1
2
− 1√
s+ 1
2
)
. (3.96)
Now, let us consider the alternative case, y < 0. To treat this case
we define a new variable yˆ > 0 and let y = −yˆ. We note that since,
| − yˆ − ξ| = yˆ + ξ, we can write I3 as
I3 =
1
2
√
s
∫ ∞
0
e
1
2
ξ−yˆ√s−ξ√sdξ
=
e−yˆ
√
s
2
√
s(
√
s− 1
2
)
and similarly for I4,
I4 =
1
2
√
s
∫ ∞
0
e−
1
2
ξ−yˆ√s−ξ√sdξ
=
e−yˆ
√
s
2
√
s(
√
s+ 1
2
)
,
so in this case the term (I3 − I4) is given by
(I3 − I4) = e
−yˆ√s
2
√
s
(
1√
s− 1
2
− 1√
s+ 1
2
)
.
Comparing this expression with equation (3.96) which is the equivalent
term for the case y > 0, we see that they differ only by the term
g(y)/(s− 1
4
). Thus, we may write for all y,
f¯(y, s) = (I1 − I2) + (I3 − I4)
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=
e−|y|
√
s
4
√
s(
√
s− 1
2
)
[
1√
s− 1
2
− 1√
s+ 1
2
]
+
g(y)I(y > 0)
s− 1
4
+
e−|y|
√
s
2
√
s
[
1√
s− 1
2
− 1√
s+ 1
2
]
=
g+(y)
s− 1
4
+
e−|y|
√
s
4
√
s
[(
1√
s− 1
2
− 1√
s+ 1
2
)(
1√
s− 1
2
+ 2
)]
.
Considering the term in square brackets and labelling it A, a little
algebra can show that
A =
[(
1√
s− 1
2
− 1√
s+ 1
2
)(
1√
s− 1
2
+ 2
)]
=
2
√
s√
s− 1
2
(
1
(
√
s− 1
2
)(
√
s+ 1
2
)
)
and utilising the relation
1
(
√
s− 1
2
)(
√
s+ 1
2
)
=
1√
s− 1
2
− 1√
s+ 1
2
we arrive at our final expression for f¯(y, s),
f¯(y, s) =
g+(y)
s− 1
4
+
e−|y|
√
s
2(
√
s− 1
2
)2
− e
−|y|√s
2
(
1√
s− 1
2
− 1√
s+ 1
2
)
.
(3.97)
To simplify, let us write the above expression as
f¯(y, s) = f¯1(y, s) + f¯2(y, s)− f¯3(y, s) (3.98)
where it is obvious that
f¯1(y, s) =
g+(y)
s− 1
4
f¯2(y, s) =
e−|y|
√
s
2(
√
s− 1
2
)2
f¯3(y, s) =
e−|y|
√
s
2
(
1√
s− 1
2
− 1√
s+ 1
2
)
Inverting each of these functions via fi(y, τ) = L−1{f¯i(y, s)}, we can
write the desired function f(y, τ) = f1(y, τ) + f2(y, τ)− f3(y, τ). Using
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the results of appendix B to invert these functions, we have by applying
(B.1), (B.3) and (B.2) respectively that
f1(y, τ) = g
+(y)e
1
4
τ
f2(y, τ) = e
−1
2
|y|+ 1
4
τ
 (1− 12 |y|+ 12τ)N (12√2τ − |y|√2τ)
+1
2
√
2τφ
(
−1
2
√
2τ + |y|√
2τ
) 
f3(y, τ) =
e
1
4
τ
2
 e−12 |y|N (12√2τ − |y|√2τ )
+e
1
2
|y|N (−1
2
√
2τ − |y|√
2τ
)

and thus we have our final expression for f(y, τ) by substituting these
expressions back into (3.98). What remains is to back transform our
variables so that we may express our solution in terms of financial
variables. First we note that
√
2τ = σ
√
T − t. Also, since sgn(y) =
sgn(z), we have that |y| = log(1 + |z|) = log(1 + |x|
s
). We also point
out that U(y, τ) = f(y, τ)e
1
2
|y|−1
4
τ . This means that we will be able to
write the value of the option V ∗ in the following way,
V ∗(s, x, t) = V ∗1 (s, x, t) + V
∗
2 (s, x, t)− V ∗3 (s, x, t) (3.99)
where V ∗i (s, x, t) = sfi(y, τ)e
1
2
|y|−1
4
τ . Starting with V ∗1 ,
V ∗1 (s, x, t) = sf1(y, τ)e
1
2
|y|−1
4
τ
= sg+(y)e
1
2
|y|
= s
(
e
1
2
y − e−12y
)+
e
1
2
|y|
= s(ey − 1)I(y > 0)
= xI(x > 0).
Now, moving to V ∗2 we introduce some notation to simplify the expo-
sition. Let
d± =
|y|√
2τ
± 1
2
√
2τ
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=
log
(
1 + |x|
s
)
σ
√
T − t ±
1
2
σ
√
T − t
then
V ∗2 (s, x, t) = sf2(y, τ)e
1
2
|y|−1
4
τ
= s
(
1− 1
2
d−σ
√
T − t
)
N (−d−) + 12sσ
√
T − tφ(d−),
and for V ∗3 ,
V ∗3 (s, x, t) = sf3(y, τ)e
1
2
|y|−1
4
τ
= 1
2
[sN (−d−) + (s+ |x|)N (−d+)] .
Using the property that N (−x) = 1−N (x) to simplify, it is straight-
forward to show that
V ∗(s, x, t) =
{
−1
2
sd−σ
√
T − tN (−d−) + 12sσ
√
T − tφ(d−)
+xI(x > 0)− 1
2
[(s+ |x|)N (−d+)− sN (−d−)]
}
.
Now, using the identities
xI(x > 0)− 1
2
|x| = 1
2
x
(s+ |x|)N (−d+)− sN (−d−) = |x| − (s+ |x|)N (d+) + sN (d−),
we can reduce the above expression for V ∗ to
V ∗(s, x, t) = 1
2
{
x+ (s+ |x|)N (d+)− sN (d−)
−sd−σ
√
T − tN (−d−) + sσ
√
T − tφ(d−)
}
.
This expression is valid for all x ≥ 0 and x < 0. This formula is also
in agreement with equations (3.43) and (3.44) which were derived in
section 3.4.2 of this chapter and are also the same solutions as those
derived by Shreve and Vecer (2000), taking into account the typograph-
ical error indicated earlier.
3.6. Concluding Remarks
In this chapter we have closely examined the problem of valuing an
option on a traded account under the continuous time setting provided
by the Black-Scholes framework. This has involved deriving the option
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value formulas for the special cases of the constant strategy option,
which was shown to be identical to a vanilla European option, and the
passport option. The value of the passport option followed the path
of solving the associated HJB equation which was achieved by utilis-
ing a Green’s function in a manner very close to the seminal paper by
Hyer et al. (1997). We have then derived the value of the more general
option on a traded account using a framework based on the work of
Shreve and Vecer (2000), though we have provided significant detail in
the derivation of the transition density, and utilised some unique the-
orems to evaluate the integrals required to compute the expectations
necessary for the value function. Specifically, the Gaussian shift theo-
rem played an important role in this analysis and was seen to simplify
the computation of the integrals and thus the option value function
considerably.
In the following chapter we will remove ourselves from the contin-
uous time setting and analyse the option on a traded account in a
binomial framework. This will require a completely new set of mathe-
matical techniques. We will also require some sophisticated numerical
techniques which will be required to tackle the optimisation problem
inherent in the valuation of this class of options.
CHAPTER 4
Binomial Valuation of Options on Traded
Accounts
In this chapter we will examine the problem of valuing the option
on a traded account under the binomial framework. As far as the
author is aware, this is something that has yet to be attempted in the
literature. While there have previously been no results concerning the
use of binomial trees, or other lattice methods, to value this class of
options, they have been mentioned in the literature. Andersen et al.
(1998) stated that lattice techniques were unsuited to the valuation of
this class of options since the lattice describing the account value is
generally unlikely to possess the recombining property. This property
is essential if option prices are to be computed quickly as the number
of nodes to be examined increases dramatically when this property
cannot be exploited. For example, a non-recombining binomial tree
has potentially 2N terminal nodes to consider whereas the recombining
tree has only (N + 1) nodes present for a tree consisting of N steps.
Whilst the computational problems associated with a non recom-
bining tree are well understood1, in principle this is not the largest chal-
lenge in valuing options of this nature with a binomial tree. Rather,
the bigger challenge is determining the optimal trading strategy. As
we saw in the continuous time models, this was a relatively simple part
of the pricing problem and in fact the optimal strategy could be de-
termined simply by writing the appropriate HJB equation and using
convexity arguments. It was observed that the optimal strategy was a
function of only two state variables, the current stock price and trading
account value. As we will show, this is not the case for the binomial
counterpart. Instead, the general optimal strategy requires knowledge
1This is often referred to as the curse of dimensionality.
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of the drift and volatility values in a highly non-linear way. This may
make finding an analytic optimal strategy for the option on a traded
account an impossible task, and at present, ascertaining the optimal
strategy for an option on a traded account under a binomial model
remains an unsolved problem. For this reason we will examine the use
of numerical methods which may be applied to solve the problem.
This chapter will proceed in several stages. First we will introduce
the binomial lattice we will use to model the stock price evolution. We
will also provide some comparisons between our choice and other well
known choices for binomial trees. We also provide some convergence
results to show that our specification converges to the Black-Scholes
counterpart. Secondly, we will examine the one and two step models
analytically to show how in principle this option may be valued. This
will also serve to highlight the intractability of such a procedure for a
general specification with N steps. To tackle these more general specifi-
cations, we must turn to numerical methods, thus we will examine how
the problem of valuing these options may be transformed into a number
of different problem types including l1-norm maximisation, indefinite
quadratic programming and pseudo-Boolean maximisation. Each of
these problem classes will be examined and we will also consider some
algorithms specifically designed to handle them.
4.1. A Binomial Model for the Stock and Trading Account
The first use of a binomial model to value options was due to Cox
et al. (1979). This work followed from that of Black and Scholes and
was developed to provide a simpler method of valuing options which
did not require the complicated mathematics associated with contin-
uous time valuation. To this day this model has remained popular,
particularly among practitioners as it is easy to understand and com-
putational efficiency is almost on par with closed form solutions due to
the speed of modern computers. Other reasons for its popularity in-
clude its ability to handle features of exercise which the Black-Scholes
framework is not well suited to. The best known example of this is
the case of American options which can easily be valued by a binomial
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model, but which are extremely difficult to handle in a continuous time
setting.
The binomial model as set out by Cox et al. (1979) is as follows. Let
k be the current node, then we assume that the stock price one period
in the future, denoted Sk+1, may take on one of two possible values. It
may either go up in value such that Sk+1 = Sku where u represents an
up movement factor, or it may go down in value such that Sk+1 = Skd
where d represents a down factor. Each of these factors occurs with
probabilities p and q respectively and since they are the only possible
outcomes, we have that p + q = 1. The question remains, what are
appropriate values for u, d, p and q? Cox et al. showed that in order
for the market to be free of arbitrage, one such choice is to set the
parameters in the following manner:
u = eσ
√
∆t; d = e−σ
√
∆t
p = e
r∆t−d
u−d ; q = 1− p
where r is the risk-free rate, σ is the volatility and ∆t is the time
between nodes. This specification for the binomial tree is derived by
assuming the appropriate discount factor over the time ∆t is e−r∆t and
by using a hedging argument similar to that used by Black-Scholes to
determine the arbitrage free parameters. In fact the above specifica-
tion may be considered to be the stock dynamics under the martingale
measure.
However, this is not the only available form for a binomial lattice.
There are in fact many different variations of the binomial model. Some
examples include the Jarrow and Rudd (1983), Tian (1993) and the Tri-
georgis (1991) specifications. The reason for this variety is that bino-
mial models in general have three parameters (u, d, p) which are related
by two conditions, i) the martingale restriction and ii) the matching of
the volatility of the binomial jumps to the stock price volatility, thus
there may in fact be many specifications. In this thesis we derive a
binomial tree which is more suitable for our purpose of valuing options
on traded accounts. The method we use has in fact been extended
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by He (1990) who constructed an (n + 1)-nomial tree for an economy
consisting of n-risky and 1 risk-free asset. Our approach differs to He’s
however in that we allow for different probabilities of the up and down
states, whereas He maintained a probability of 1
2
for each state. We
also focus on the single risky asset case only.
First, we provide a brief description of the model proposed by He
(1990). This was developed by He to be a more natural way to discre-
tise a geometric Brownian motion. For example, consider an economy
with only two assets, a risky stock S and and a risk-free bond B. In
continuous time, the equations describing the evolution of two such
assets would be given by
dBt = rBtdt (4.1)
dSt = rStdt+ σStdWt (4.2)
where the usual notation applies. He suggested that we may model
the Weiner term W with a binomial random variable  which has the
properties P[ = 1] = P[ = −1] = 1
2
. We note that this implies that
E[] = 0 and Var[] = 1. Thus we could write a discretised version of
(4.1) and (4.2) in the following way. Consider the time interval [0, T ]
and let us break this interval into N equally sized intervals of size
∆t = T
N
. Let k denote an arbitrary node and let ∆ be the forward
difference operator. Then we may write
∆Bk = rBk∆t
∆Sk = rSk∆t+ σSk
√
∆tk
=
{
rSk∆t+ σSk
√
∆t with probability 1
2
rSk∆t− σSk
√
∆t with probability 1
2
.
Expanding the difference operator, we obtain
Sk+1 =
{
Sk(1 + r∆t+ σ
√
∆t) = Sku
Sk(1 + r∆t− σ
√
∆t) = Skd
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and since each outcome has equal probability, it is clear that E[Sk+1] =
Sk(1 + r∆t) and thus satisfies the martingale restriction implying that
we are working under the risk neutral measure.
He’s method is actually designed to handle multi-dimensional cases
in a manner which is both mathematically appropriate in that the
multinomial lognormal is achieved in the limit as ∆t → 0 while also
ensuring a complete market in the sense of Arrow-Debreau state price
processes. While we will not detail this model in general, as we will
be modelling only one risky asset, we note that the model employed
does indeed have this multi asset extension so that we may discuss a
generalised version of the standard option on a traded account without
altering the model setup to any great extent. To explain briefly, the
key to He’s method is to model the stochastic terms of n variates with
an (n + 1)-nomial process. In other words, each of the n assets is
modelled as an (n+ 1)-nomial tree. The question now arises as to how
does one choose the value of the stochastic factors and the probabilities
assigned to them? To answer this problem, He used entries from a real
orthogonal matrix which is restricted to have the last column equal
to (n + 1)−
1
2 . It can be shown that such a matrix always exists and
may be constructed via the Gram-Schmidt algorithm. For the case of
a single risky asset (n = 1) the matrix which satisfies this requirement
is
A =
[
1√
2
1√
2
− 1√
2
1√
2
]
. (4.3)
While the matrix A for the case n = 1 is unique, this is not the case in
general. Now, specify the matrix of disturbance terms, E , as √n+ 1A,
that is
E =
[
1 1
−1 1
]
. (4.4)
Applying equal probability to each of the matrix rows provides the
required stochastic terms for the binomial tree. He further showed that
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this scheme in general converges to a lognormal process in the limit and
that option prices converge to their Black-Scholes counterparts.
However, a more general version of this binomial tree is available.
The key difference is that in the method proposed by He, each state has
an equal and fixed probability. A more general solution would be one
which allows an arbitrary, though consistent, choice of probabilities.
We derive the appropriate dynamics in the following proposition.
Proposition 4.1. Assume that a stock price Sk+1 has the following
form
Sk+1 =
{
Sku
Skd
where the state u occurs with probability p, and d with probability q =
(1− p). Then an appropriate choice for u and d are
u = 1 + r∆t+ σ
√
q∆t
p
d = 1 + r∆t− σ
√
p∆t
q
.
Proof. The key to this result is to utilise the martingale restriction
and then match the volatility of a g.B.m over the period ∆t. Firstly,
the martingale restriction implies that under the risk neutral measure
E{Sk+1} = Sk(1 + r∆t)⇒ pSku+ qSkd = Sk(1 + r∆t)
⇒ pu+ qd = (1 + r∆t). (4.5)
Also, the fact that the volatility of our discrete time process must match
that of a g.B.m means that
Var(Sk+1) = S
2
kσ
2∆t⇒ E{(Sk+1 − E{Sk+1})2} = S2kσ2∆t.
Using the well known relation
E{(Sk+1 − E{Sk+1})2} = E{S2k+1} − (E{Sk+1})2,
we can write
S2kσ
2∆t = pSku
2 + qSkd
2 − (pSku+ dSkq)2
= pSku
2 + qSkd
2 − p2S2ku2 − q2S2kd2 − 2pqSkud
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= (1− p)pS2ku2 + (1− q)qS2kd2 − 2pqSkud
= pq[(Sku)
2 + (Skd)
2 − 2Skud]
= pq[Sku− Skd]2.
A simple rearrangement of the above equation yields
u− d = σ
√
∆t
pq
. (4.6)
Equations (4.5) and (4.6) provide two equations in two unknowns. Solv-
ing these simultaneously yields the desired solution. 
4.1.1. Convergence to the Balck-Scholes Model. A natural
question to ask when dealing with binomial models is whether the
proposed specifications will converge to the Black-Scholes model as the
time step is reduced to zero. In the following corollary, we show that
our proposed model not only converges to the Black-Scholes model
for a standard option, but also converges to the HJB equation which
describes the value of an option on a traded account. Before we do
this however, we first need the discrete time description for the trading
account X assuming the stock evolves according to theorem 4.1. Since
this trading account consists of a position of θk units at node k in the
risky asset, and the remaining wealth is invested at the risk free rate r
which grows by r∆t over the period ∆t, we have that
Xk+1 = (Xk − θkSk)(1 + r∆t) + θkSk+1
=
{
(Xk − θkSk)(1 + r∆t) + θkSku
(Xk − θkSk)(1 + r∆t) + θkSkd
=
 Xk(1 + r∆t) + θkSkσ
√
q
p
∆t
Xk(1 + r∆t)− θkSkσ
√
p
q
∆t
(4.7)
Corollary 4.2. The binomial model specified in proposition 4.1
converges in distribution to the Black-Scholes model.
Proof. First we show convergence in distribution to the Black-
Scholes model. We note that the stock dynamics may be expressed in
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an additive form in the following way
su = s+ ∆su ⇒ ∆su = sr∆t+ sσ
√
q
p
∆t
sd = s+ ∆sd ⇒ ∆sd = sr∆t− sσ
√
p
q
∆t
where s = Sk. We also know that if p and q represent the risk neutral
probabilities, then the following equation holds for V , the value of an
option2.
(1 + r∆t)V (s, t) = pV (su, t+ ∆t) + qV (sd, t+ ∆t)
= pV (s+ ∆su, t+ ∆t) + qV (s+ ∆sd, t+ ∆t).
Applying Taylor’s theorem to the right hand side, we may express the
option value in the up and down states as
V (s+ ∆su, t+ ∆t) =

V (s, t) + ∆suVs + ∆tVt
+1
2
[(∆su)
2Vss + ∆t
2Vtt + 2∆su∆tVst]
+h.o.t

V (s+ ∆sd, t+ ∆t) =

V (s, t) + ∆sdVs + ∆tVt
+1
2
[(∆sd)
2Vss + ∆t
2Vtt + 2∆sd∆tVst]
+h.o.t

where h.o.t represents the higher order terms and the subscripts on V
denote the partial derivatives. Also, all partial derivatives are evaluated
at (s, t). Taking the limit as ∆t→ 0, we may eliminate any terms which
contain ∆t to order greater than 1. This simplifies the expression for
V in the up and down states to
V (s+ ∆su, t+ ∆t) =
{
V (s, t) + s(r∆t+ σ
√
q
p
∆t)Vs
+∆tVt +
1
2
s2σ2 q
p
∆tVss
}
V (s+ ∆sd, t+ ∆t) =
{
V (s, t) + s(r∆t− σ
√
p
q
∆t)Vs
+∆tVt +
1
2
s2σ2 p
q
∆tVss
}
.
2This is a well known result of hedging a portfolio containing a long option and
short stock such that risk is eliminated.
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Using the property that p+ q = 1, we may simplify the above equation
to{
pV (s+ ∆su, t+ ∆t)
+qV (s+ ∆sd, t+ ∆t)
}
= V (s, t) + rsVs∆t+ Vt∆t+
1
2
s2σ2Vss∆t,
and by equating the right hand side of the above equation with (1 +
r∆t)V (s, t) and simplifying, we obtain
−Vt = −rV + rsVs + 12s2σ2Vss
which is the celebrated the Black-Scholes equation, thus proving our
convergence in distribution. 
We now consider the convergence argument for an option on a
traded account. In this case the option value is not governed by the
Black-Scholes equation, but rather by the HJB equation. This is out-
lined in the folowing corollary which proceeds in a similar manner to
corollary 4.2
Corollary 4.3. Using the binomial description of proposition 4.1
for the evolution of the stock and hence equation (4.7) for the evolution
of the trading account, the option value will converge to the Black-
Scholes counterpart, namely the HJB equation.
Proof. We proceed in a similar manner to that carried out in
corollary 4.2, however as we will be dealing with a second state vari-
able, namely the trading account, we extend our notation to include
movements in that variable. Let x = Xk and define
∆xu = xr∆t+ θsσ
√
q
p
∆t
∆xd = xr∆t− θsσ
√
p
q
∆t
which implies that Xuk+1 = x+∆xu and X
d
k+1 = x+∆xd in accordance
with equation (4.7). Again if p and q represent risk neutral probabilities
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we have that the option value V may be expressed as
(1 + r∆t)V (s, x, t) = max
θ∈[α,β]
{
pV (s+ ∆su, x+ ∆xu, t+ ∆t)
+qV (s+ ∆sd, x+ ∆xd, t+ ∆t)
}
.
(4.8)
Taking a Taylor expansion in three dimensions, we have that
V (s+ ∆su, x+ ∆xu, t+ ∆t) = max
θ∈[α,β]

V (s, x, t) + ∆suVs
+∆xuVx + ∆tVt
+1
2
(∆su)
2Vss
+1
2
(∆xu)
2Vxx +
1
2
(∆t)2Vtt
+∆su∆xuVsx + ∆su∆tVst
+∆xu∆tVxt + h.o.t

.
(4.9)
As before, we take the limit as ∆t→ 0 which means we may eliminate
terms containing ∆t of order greater than 1. So, to order ∆t, we have
the following expressions for the terms contained in the equation above
(∆su)
2 = s2σ2 q
p
∆t
(∆xu)
2 = θ2s2σ2 q
p
∆t
∆su∆xu = θs
2σ2 q
p
∆t
∆su∆t = 0
∆xu∆t = 0
so, substituting these expressions into equation (4.9), we obtain
V (s+ ∆su, x+ ∆xu, t+ ∆t) = max
θ∈[α,β]

V (s, x, t) + ∆tVt
+s(r∆t+ σ
√
q
p
∆t)Vs
+(xr∆t+ θtsσ
√
q
p
∆t)Vx
+1
2
s2σ2 q
p
∆tVss
+1
2
θ2t s
2σ2 q
p
∆tVxx
+θts
2σ2 q
p
∆tVsx

.
(4.10)
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Taking a similar approach for the option value in the down state, we
have that
V (s+ ∆sd, x+ ∆xd, t+ ∆t) = max
θ∈[α,β]

V (s, x, t) + ∆tVt
+s(r∆t− σ
√
p
q
∆t)Vs
+(xr∆t− θsσ
√
p
q
∆t)Vx
+1
2
s2σ2 p
q
∆tVss
+1
2
θ2s2σ2 p
q
∆tVxx
+θs2σ2 p
q
∆tVsx

.
(4.11)
Now, substituting (4.10) and (4.11) into (4.8) and applying some simple
algebra yields
Vt = rV − rsVs − rxVx − 12s2σ2 maxθ∈[α,β][Vss + θ
2Vxx + 2θVsx]
which is the required HJB equation given by equation (3.26) and pre-
sented by Shreve and Vecer (2000). Thus we have shown that under
our discrete time dynamics, as the time step becomes vanishingly small,
our option value converges in distribution to the HJB equation, and
hence to the model examined in the previous chapter which was derived
under the Black-Scholes assumptions. 
Now, in order to define a specific value for the factors u and d, we
must choose values for the probabilities p, and thus q. Any reasonable
choice of p and q will do, provided they are not too close to 0 or 1.
The simplest such choice is to select p = q = 1
2
. This is the choice that
will be used in the remainder of this thesis unless otherwise specified.
When the probabilities are set in this way, we may express the stock
and account lattice in the following way
Sk+1 = Sk(1 + r∆t+ σ
√
∆t) (4.12)
Xk+1 = (1 + r∆t)Xk + θkσSk
√
∆t (4.13)
where  is a binomial random variable with the property P[ = 1] =
P[ = −1] = 1
2
. It is important to realise that while the tree describing
S is recombining, the tree for X in general will not be.
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Whilst the notation we have used moves forward in time, for exam-
ple expressing Xk+1 in terms of its previous value Xk, this will often
not be the best notation to use for our purposes. The reason for this is
that we will employ the technique of dynamic programming frequently
in this thesis and as such a notation which goes backwards in time is
more appropriate for this purpose. A function which will prove useful
in this respect is one which expresses the value of the terminal account
value XN in terms of the account value some steps k prior. The ap-
propriate formula for this is given in the following theorem where we
define
ρ = 1 + r∆t (4.14)
σ¯ = σ
√
∆t (4.15)
to simplify the notation.
Theorem 4.4. The terminal account value along an arbitrary path,
XN , may be expressed as a function of the account value k steps earlier
via the formula
XN = ρ
kXN−k + σ¯
k−1∑
i=0
ρk−1−iθN−k+iSN−k+iN−k+i (4.16)
for all k = 1, . . . , N .
Proof. This formula is easily seen to hold by recursively substi-
tuting. However, to be more technical we will proceed by induction.
First, let k = 1. Then (4.16) reduces to (4.13), though we write it using
backward time notation as
XN = ρXN−1 + σ¯θN−1SN−1N−1.
Now, assume that
XN = ρ
kXN−k + σ¯
k−1∑
i=0
ρk−1−iθN−k+iSN−k+iN−k+i
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and note that we can write XN−k = ρXN−k−1 + σ¯θN−k−1SN−k−1N−k−1.
Substituting the inductive assumption into the above equation gives
(4.16). 
4.2. The Valuation Problem
Now that we have the discrete time dynamics for the stock and
trading account, we will outline the problem that needs to be solved
in order to price an option on a traded account. From the work of
Harrison and Pliska (1981), we have that the value of an option on a
traded account under some arbitrary trading strategy is given by
VN−k(SN−k, XN−k) = ρ−kEN−k
{
(XN)
+
}
. (4.17)
where XN is the terminal account value at node N , ρ
−k is the discount
factor applicable over k-steps and the expectation is taken with respect
to the risk neutral measure. We also use the notation that EN−k{x} =
E{x|FN−k} where FN−k is a filtration containing information up to
and including the node (N − k). As before, we assume that the option
holder will try to maximise their wealth, or from another perspective,
that the option seller will charge as much as possible for the option.
This means that the actual value of an option on a traded account is
given by
V ∗N−k(SN−k, XN−k) = max{θ}N−k
ρ−kEN−k
{
(XN)
+
}
(4.18)
where {θ}N−k represents the set of all trading positions during the life
of the option. The problem now consists of determining the optimal
value for each trading position.
We note that for the discrete time valuation we are performing,
working with the plus function is not always the most straightforward
way of proceeding. Thus, we will decompose V ∗ to make the mathe-
matics more tractable.
Theorem 4.5. The plus function can be expressed with the absolute
value function in the following way, for any x ∈ R:
(x)+ = 1
2
(x+ |x|) (4.19)
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Proof. The proof of this theorem is trivial. Consider the case
x ≥ 0. In this case (x)+ = x and 1
2
(x + |x|) = 1
2
(x + x) = x as
required. Now consider the case x < 0, we have that (x)+ = 0 and
1
2
(x+ |x|) = 1
2
(x− x) = 0. 
Using theorem 4.5, we have the following corollary:
Corollary 4.6. The value function for an option on a traded ac-
count can be expressed in terms of the absolute value function in the
following manner:
V ∗N−k(SN−k, XN−k) =
1
2ρk
[
XN−kρk + U(XN−k, SN−k)
]
(4.20)
where
U(SN−k, XN−k) = max{θ}N−k
EN−k {|XN |} (4.21)
Proof.
V ∗N−k(SN−k, XN−k) =
1
ρk
max
{θ}N−k
EN−k
{
(XN)
+
}
= 1
ρk
max
{θ}N−k
EN−k
{
1
2
(XN + |XN |)
}
.
Now, separating out the expectation, we have that by equation (4.16)
EN−k{XN} = ρkXN−k. Using this result, we then have
V ∗N−k(SN−k, XN−k) =
1
2ρk
[
XN−kρk + max{θ}N−k
EN−k{|XN |}
]
= 1
2ρk
[
XN−kρk + U(XN−k, SN−k)
]
.
where clearly U(SN−k, XN−k) = max{θ}N−k EN−k {|XN |}. 
What corollary 4.6 tells us is that if we can find the optimal strategy
for the function U , then this will also be the optimal strategy for the
value function V ∗. This allows us to focus on an optimisation of the
absolute value function instead of the plus function. This places our
problem in the realm of l1-norm optimisation which provides us a more
general setting for our problem allowing us to use results from convex
analysis and, more specifically, allows us to draw from the field of
convex maximisation.
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4.3. The Analytic Value of an Option on a Traded Account
As we have seen in section 2.4 of chapter 2 on dynamic program-
ming, the most general method to solve the optimisation problem that
is encountered in the valuation of options on traded accounts is to work
through the decisions backwards in time. This involves first determin-
ing the optimal strategy at one step from maturity, then using this
solution we determine the optimal strategy at two steps from maturity.
The solution to the two step problem is then used to solve the three step
problem and so on until the entire set of optimal strategies is known.
Sometimes the objective function has the property of time separability,
that is, if we have an objective function J , which is a function of many
variables at different times, it may be written in the form
J(x0, x1, . . . , xN−1) =
N−1∑
i=0
Ji(xi)
and thus the problem of optimising a multivariate objective function
reduces to the much simpler problem of optimising a sum of univari-
ate functions. Unfortunately, in practice not many functions satisfy
this property and thus dynamic programming cannot provide this sim-
plification. Our case is no exception and as such there is no simple
one-step representation for the entire problem. Nonetheless, dynamic
programming is still the most general method of solving this type of
problem and if the dimension is sufficiently low it can still be used to
perform optimisation. This section will focus on performing this task.
Due to the exponentially increasing complexity associated with bino-
mial trees, we will examine only the one and two-step cases. Whilst
problems of this size are of little practical value, they are of sufficient
size to highlight the problems associated with the valuation of these
contracts and demonstrate why, in general, an optimal strategy for an
N -step problem cannot be obtained analytically. In this section we will
specifically examine the option on a traded account which has limits
on the trading strategy θ given by the interval [α, β] where β > α.
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4.3.1. The One-Step Problem. To conform with the applica-
tion of dynamic programming to be used in the next section, we will
use notation that describes the problem at one step from maturity,
namely we start at node (N − 1) and the contract terminates at node
N . The mathematics involved and conclusions derived are identical to
a model which uses only one binomial step to describe the entire evo-
lution of the stock price. Mathematically, the evolution of the stock
price is given by
Sγ1N = SN−1(ρ+ σ¯N−1)
where γ1 represents a path of length one (in this case γ1 ∈ {u, d}). This
is represented diagrammatically in figure 4.1.
SN−1
SuN = SN−1(ρ+ σ¯)
SdN = SN−1(ρ− σ¯)
Figure 4.1: The one step binomial tree for the stock price.
Turning to the account value evolution which is derived from the stock
price dynamics, we have that
Xγ1N = ρXN−1 + σ¯θN−1SN−1N−1
which is also displayed diagrammatically in figure 4.2. The variables
XuN and X
d
N must be interpreted as the account values given that the
stock has proceeded to move up or down respectively.
The value of an option on a traded account in this framework is
given by the function
V ∗N−1(SN−1, XN−1) = max
θN−1∈[α,β]
ρ−1EN−1
{
(XN)
+
}
= 1
2
ρ−1[XN−1ρ+ UN−1(XN−1, SN−1)]
4.3. ANALYTIC VALUATION 99
XuN = XN−1ρ+ θN−1SN−1σ¯
XdN = XN−1ρ− θN−1SN−1σ¯
XN−1
Figure 4.2: The one step binomial tree for the trading account.
where
UN−1(SN−1, XN−1) = max
θN−1∈[α,β]
EN−1{|XN |}
by corollary 4.6.
We will now proceed to determine the strategy (choice of θN−1)
which satisfies UN−1. First, let us ascertain the regions over which we
will evaluate the objective function UN−1. To simplify the notation,
define the variable3
φ =
σ
√
∆t
1 + r∆t
=
σ¯
ρ
. (4.22)
It turns out that expressing the account values in terms of φ is quite
convenient as the requirement that d > 0 ensures that φ ∈ (0, 1). Using
this notation, we note that
XuN > 0⇒ ρXuN−1 > −θN−1SN−1σ¯
⇒ XN−1 > −θN−1SN−1φ
XdN > 0⇒ ρXN−1 > θN−1SN−1σ¯
⇒ XN−1 > θN−1SN−1φ
which allows us to split the analysis into certain regions of XN−1 as
shown in figure 4.3. However, the regions will be different depending
on which value of θN−1 is chosen. To simplify the task, we make use
3We point out that this variable is not the standard Normal PDF function used in
the previous chapter.
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Figure 4.3: Regions of XN−1 for which the account outcomes are
positive and negative.
of the fact that the maximum of a convex function is at one of its end
points, thus we know that the optimal value of θN−1 is α or β and so we
evaluate the objective function UN−1 at these two values, then choose
whichever is greater. This gives rise to two distinct cases depending on
the relative magnitudes of α and β. We will consider each case in turn.
4.3.1.1. Case 1: |α| < |β|. If |α| < |β|, then figure 4.3 may be can
be represented by figure 4.4 where we have evaluated the regions at
θN−1 = α and θN−1 = β. As we can see, the figure splits into more
Figure 4.4: Regions of XN−1 for which the account value is computed
when |β| > |α|. Note that we have assumed in this diagram that α < 0
and β > 0. Other examples may be studied under this framework by
simply switching the appropriate signs.
regions due to the different magnitudes of α and β. We have numbered
these regions 1 to 5 and we will now compute the function UN−1 and
ascertain the optimal strategy.4
4Note that throughout this analysis we assume, as in figure 4.4 that α < 0 and
β > 0. These conditions are not required (they are simply used for illustration)
and altering them will simply switch some of the signs without altering any of the
outcomes.
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Region 1: XN−1 > βφSN−1. First, we compute the value of UN−1
given that θN−1 = β.
(UN−1|θN−1 = β) = 12 [|ρXN−1 + βσ¯SN−1|+ |ρXN−1 − βσ¯SN−1|]
= 1
2
[ρXN−1 + βσ¯SN−1 + ρXN−1 − βσ¯SN−1]
= ρXN−1.
Comparing this with (UN−1|θN−1 = α),
(UN−1|θN−1 = α) = 12 [|ρXN−1 + ασ¯SN−1|+ |ρXN−1 − ασ¯SN−1|]
= 1
2
[ρXN−1 + ασ¯SN−1 + ρXN−1 − ασ¯SN−1]
= ρXN−1,
we see that both strategies yield the same outcome and thus in this
region we are indifferent about which strategy is chosen. This is a
direct result of the martingale property of the trading account which is
preserved when the initial account value is sufficiently large such that
the absolute value function (or equivalently the plus function) is not
invoked.
Region 2: −αφSN−1 < XN−1 < βφSN−1. In this region, we have
(UN−1|θN−1 = β) = 12 [|ρXN−1 + βσ¯SN−1|+ |ρXN−1 − βσ¯SN−1|]
= 1
2
[ρXN−1 + βσ¯SN−1 − ρXN−1 + βσ¯SN−1]
= βσ¯SN−1
and
(UN−1|θN−1 = α) = 12 [|ρXN−1 + ασ¯SN−1|+ |ρXN−1 − ασ¯SN−1|]
= 1
2
[ρXN−1 + ασ¯SN−1 + ρXN−1 − ασ¯SN−1]
= ρXN−1,
thus (UN−1|θN−1 = β) > (UN−1|θN−1 = α) and hence θN−1 = β is the
optimal strategy in this region.
Region 3: αφSN−1 < XN−1 < −αφSN−1. In this region, we have
(UN−1|θN−1 = β) = 12 [|ρXN−1 + βσ¯SN−1|+ |ρXN−1 − βσ¯SN−1|]
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= 1
2
[ρXN−1 + βσ¯SN−1 − ρXN−1 + βσ¯SN−1]
= βσ¯SN−1
and
(UN−1|θN−1 = α) = 12 [|ρXN−1 + ασ¯SN−1|+ |ρXN−1 − ασ¯SN−1|]
= 1
2
[−ρXN−1 − ασ¯SN−1 + ρXN−1 − ασ¯SN−1]
= −ασ¯SN−1,
thus (UN−1|θN−1 = β) > (UN−1|θN−1 = α) and hence θN−1 = β is the
optimal strategy in this region.
Region 4: −βφSN−1 < XN−1 < αφSN−1. In this region, we have
(UN−1|θN−1 = β) = 12 [|ρXN−1 + βσ¯SN−1|+ |ρXN−1 − βσ¯SN−1|]
= 1
2
[ρXN−1 + βσ¯SN−1 − ρXN−1 + βσ¯SN−1]
= βσ¯SN−1
and
(UN−1|θN−1 = α) = 12 [|ρXN−1 + ασ¯SN−1|+ |ρXN−1 − ασ¯SN−1|]
= 1
2
[−ρXN−1 − ασ¯SN−1 − ρXN−1 + ασ¯SN−1]
= −ρXN−1,
thus (UN−1|θN−1 = β) > (UN−1|θN−1 = α) and hence θN−1 = β is the
optimal strategy in this region.
Region 5: XN−1 < −βφSN−1. In this region, we have
(UN−1|θN−1 = β) = 12 [|ρXN−1 + βσ¯SN−1|+ |ρXN−1 − βσ¯SN−1|]
= 1
2
[−ρXN−1 − βσ¯SN−1 − ρXN−1 + βσ¯SN−1]
= −ρXN−1
and
(UN−1|θN−1 = α) = 12 [|ρXN−1 + ασ¯SN−1|+ |ρXN−1 − ασ¯SN−1|]
= 1
2
[−ρXN−1 − ασ¯SN−1 − ρXN−1 + ασ¯SN−1]
= −ρXN−1,
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thus (UN−1|θN−1 = β) = (UN−1|θN−1 = α) and hence we are indifferent
about the choice of θN−1 in this region.
Combining the optimal strategies derived from all these regions,
we have that for this case it is optimal to set θN−1 = β always. The
resulting outcomes for UN−1 are
UN−1 =
{
βσ¯SN−1 if |XN−1| < βφSN−1
|ρXN−1| if |XN−1| > βφSN−1
which provides option values, V ∗N−1, of
V ∗N−1 =
{
1
2
(XN−1 + βφSN−1) if |XN−1| < βφSN−1
(XN−1)+ if |XN−1| > βφSN−1
.
Given that we have solved the problem of valuing an option on a traded
account on a one step binomial tree when |β| > |α|, we now turn to
the second case when |α| > |β|.
4.3.1.2. Case 2: |α| > |β|. The analysis undertaken in the previous
section for case 1 is identical to what is to be undertaken for case 2.
Examining figure 4.4, it is clear that the only difference is that the α
and β’s will switch place.5 This means that in terms of the analysis
performed previously, the terms containing α will play the role that the
terms involving β did. For this reason we omit the complete analysis
and note that regions where we were indifferent remain so under this
new scenario, and regions where θN−1 = β was optimal will now have
θN−1 = α as the optimal strategy. Thus the function UN−1 is given by
UN−1 =
{
−ασ¯SN−1 if |XN−1| < −αφSN−1
|ρXN−1| if |XN−1| > −αφSN−1
which produces option values
V ∗N−1 =
{
1
2
(XN−1 − αφSN−1) if |XN−1| < −αφSN−1
(XN−1)+ if |XN−1| > −αφSN−1
.
Perhaps the most important aspect to take from this analysis of
the one step model is the optimal strategy as it will be utilised in the
5Note that in this case |α| > |β| naturally implies that α < 0 since we always have
the condition that β > α.
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two step model and, in principle, is required for the analytic solution
of a model consisting of an arbitrary number of steps. This optimal
strategy may be summarised by the statement that it is optimal to
take a position of the highest magnitude possible when one step from
maturity, or expressed mathematically
θ∗N−1 =
{
α if |α| > |β|
β if |α| < |β| . (4.23)
where θ∗N−1 is the optimal strategy at one step from maturity. Compar-
ing this strategy with that obtained for the continuous time model, we
notice that these strategies are already different from one another.6 We
point out that while this strategy is quite simple, the analysis required
to obtain it was somewhat complicated requiring the “brute-force” eval-
uation of the option value function over all possible regions of the initial
account value. We therefore expect that as we add complexity by in-
creasing the number of steps in the model, the effort required to obtain
the optimal strategy will also increase substantially. As we show in the
two step case in the following section, this is indeed the case.
4.3.2. The Two-Step Problem. In this section we will increase
the number of binomial steps used to model the evolution of the stock
price from one to two. As will be shown, this seemingly small increase
in complexity of the model will in fact have a significant impact on the
complexity of the optimal strategy function. The two-step model for
the stock evolution is depicted in figure 4.5 and the two-step model for
the account value is depicted in figure 4.6.
As stated previously, the value of the option on a traded account,
V ∗N−2, under this framework is given by
V ∗N−2(SN−2, XN−2) = max{θN−2,θuN−1,θdN−1}
ρ−2EN−2{(XN)+}
6Recall that the optimal strategy for this option in continuous time is θt = αI(x >
1
2 (α+ β)s) + βI(x ≤ 12 (α+ β)s) where s = St and x = Xt.
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Figure 4.5: The two-step binomial tree for the stock price.
Figure 4.6: The two-step binomial tree for the trading account. Note
that the tree is not recombining in this case.
and using corollary 4.6, we can find the optimal strategy by considering
the function
UN−2(SN−2, XN−2) = max
{θN−2,θuN−1,θdN−1}
EN−2{|XN |} (4.24)
To find the value of θN−2, θuN−1 and θ
d
N−1 which satisfies UN−2, we
will employ the pricinple of optimality by using the results derived
from the previous section for the one-step model. This will give rise
to two separate cases depending on the values of α and β. First, we
will consider the case when |β| > |α|. Using result (4.23), we have that
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regardless of the value of XN−1, the optimal strategy is to set θN−1 = β.
This implies that θuN−1 = θ
d
N−1 = β and hence problem 4.24 reduces to
UN−2 = max
θN−2
1
4

|ρ2XN−2 + θN−2ρσ¯SN−2 + β(ρ+ σ¯)σ¯SN−2|
+|ρ2XN−2 + θN−2ρσ¯SN−2 − β(ρ+ σ¯)σ¯SN−2|
+|ρ2XN−2 − θN−2ρσ¯SN−2 + β(ρ− σ¯)σ¯SN−2|
+|ρ2XN−2 − θN−2ρσ¯SN−2 − β(ρ− σ¯)σ¯SN−2|

=
ρ2SN−2
4
max
θN−2

|ZN−2 + θN−2φ+ β(φ+ φ2)|
+|ZN−2 + θN−2φ− β(φ+ φ2)|
+|ZN−2 − θN−2φ+ β(φ− φ2)|
+|ZN−2 − θN−2φ− β(φ− φ2)|

=
ρ2SN−2
4
max
θN−2

|ZuuN (ZN−2, θN−2)|
+|ZudN (ZN−2, θN−2)|
+|ZduN (ZN−2, θN−2)|
+|ZddN (ZN−2, θN−2)|

where ZN−2 =
XN−2
SN−2
and ZγN is the function describing the terminal
account value reduced by the factor ρ2SN−2. Splitting the variable
ZN−2 into regions which we can directly evaluate UN−2 at θN−2 = α
and β now involves the parameter φ in a quadratic manner. Figure 4.7
depicts the values of ZN−2 for which each path is equal to zero for the
special case of a vacation call option (α = 0, β = 1), and hence this
will define the regions over which we need to consider the evaluation
of the function UN−2 for this special case. As we can see, the rank of
the paths depends on the value of φ and thus the optimal strategy will
also depend on this parameter. We now present the general case of the
two-step option on a traded account to make the ideas presented via
the special case in figure 4.7 more concrete.
Firstly, given θuN−1 = θ
d
N−1 = β, we define each individual path for
θN−2 = α or β. When θN−2 = β, we have
ZuuN (ZN−2, β) = ZN−2 + 2βφ+ βφ2
ZudN (ZN−2, β) = ZN−2 − βφ2
ZduN (ZN−2, β) = ZN−2 − βφ2
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Figure 4.7: The values for ZN−2 for which the paths ZγN are equal to
zero. Note that in this case the values vary with the volatility parameter
φ which leads to paths crossing each other. In this case α = 0 and β = 1.
We also point out that ZudN (β) = ZduN (β).
ZddN (ZN−2, β) = ZN−2 − 2βφ+ βφ2
and when θN−2 = α,
ZuuN (ZN−2, α) = ZN−2 + αφ+ βφ+ βφ2
ZudN (ZN−2, α) = ZN−2 + αφ− βφ− βφ2
ZduN (ZN−2, α) = ZN−2 − αφ+ βφ− βφ2
ZddN (ZN−2, α) = ZN−2 − αφ− βφ+ βφ2.
Whilst it is rather simple to identify the rank of some of the paths (for
example it is clear that ZuuN (ZN−2, β) is always the largest) some of
the other paths are more difficult to rank. For example, consider the
comparison of the paths ZddN (ZN−2, β) and ZudN (ZN−2, α):
ZddN (ZN−2, β) > ZudN (ZN−2, α)⇒ −βφ+ βφ2 > αφ− βφ2
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⇒ φ(−α− β + 2βφ) > 0
⇒ φ > α+β
2β
since φ > 0. Thus the rank of these two paths is dependent on the
values of α and β and how they compare with the value of the param-
eter φ. Also consider the comparison of the paths ZuuN (ZN−2, α) and
ZduN (ZN−2, α). This results in the following criteria:
ZuuN (ZN−2, α) > ZduN (ZN−2, α)⇒ αφ+ βφ2 > −αφ− βφ2
⇒ 2φ(α + βφ) > 0
⇒ φ > −α
β
.
Now, the value of −α
β
is valid for the parameter φ only if α < 0 and |α| <
|β|, however it is invalid if α > 0 since φ ∈ (0, 1). Given these specific
examples of cases where the rank of the paths switches, we compute
the pair-wise comparisons between each of the paths for θN−2 = α and
β so that we may find all cases where the paths ranks switch. The
results are summarised in table 1. We note that in order to save space,
we have omitted ZN−2 from the arguments of these functions, though
it is to be understood that it is still included.
> ZuuN (β) ZudN (β) ZduN (β) ZddN (β) ZuuN (α) ZudN (α) ZduN (α) ZddN (α)
ZuuN (β) = T T T T T T T
ZudN (β) = = T F T F α+β2β > φ
ZduN (β) = T F T F α+β2β > φ
ZddN (β) = F α+β2β < φ F F
ZuuN (α) = T −αβ < φ T
ZudN (α) = F αβ > φ
ZduN (α) = T
ZddN (α) =
Table 1: Pairwise comparisons for the order of the paths for the two-
step model. The table is to be read by first choosing an entry from
the left column (LE) and then considering the inequality with an entry
from the top row (TE) of the form LE > TE. The labels T, F, = and
some inequality relating α, β and φ indicate that the inequality is true
always, false always, equality holds always and the inequality holds true
if the stated inequality is satisfied.
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Due to the added complexity provided by the fact that the paths
may change their rank depending on the value of φ, we need to consider
several different situations which we examine below.
4.3.2.1. Case 1a: α > 0, |β| > |α|. Using table 1, we can show that
when φ ∈ (0, α
β
) the paths have the ranking stated below:7
ZuuN (β) > ZuuN (α) > ZduN (α) > ZduN (β) = ZudN (β) > ZudN (α) > ZddN (α) > ZddN (β).
Thus, we may easily split the analysis into regions for ZN−2 and com-
pute the option values to obtain the optimal strategy.
Region 1: ZN−2 > 2βφ − βφ2. In this case, the outcome for the
account value over any path is positive, thus we have
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + βφ+ β(φ+ φ2)
+ZN−2 + βφ− β(φ+ φ2)
+ZN−2 − βφ+ β(φ− φ2)
+ZN−2 − βφ− β(φ− φ2)

= ρ2XN−2,
(UN−2|θN−2 = α) = ρ
2SN−2
4

ZN−2 + αφ+ β(φ+ φ2)
+ZN−2 + αφ− β(φ+ φ2)
+ZN−2 − αφ+ β(φ− φ2)
+ZN−2 − αφ− β(φ− φ2)

= ρ2XN−2
and thus we conclude that in this region, we are indifferent about the
choice of θN−2.
Region 2: (α + β)φ − βφ2 < ZN−2 < 2βφ − βφ2. In this case, we
have the following outcomes
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + βφ+ β(φ+ φ2)
+ZN−2 + βφ− β(φ+ φ2)
+ZN−2 − βφ+ β(φ− φ2)
−ZN−2 + βφ+ β(φ− φ2)

= 1
2
[ρ2XN−2 + βρσ¯SN−2 + β(ρ− σ¯)σ¯SN−2],
7Note that because α > 0, the condition φ < −αβ is invalid. Also note that
α
β <
α+β
2β .
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(UN−2|θN−2 = α) = ρ
2SN−2
4

ZN−2 + αφ+ β(φ+ φ2)
+ZN−2 + αφ− β(φ+ φ2)
+ZN−2 − αφ+ β(φ− φ2)
+ZN−2 − αφ− β(φ− φ2)

= ρ2XN−2.
Now, since 1
2
[ρ2XN−2 + βρσ¯SN−2 + β(ρ− σ¯)σ¯SN−2] > ρ2XN−2 implies
that ZN−2 < 2βφ−βφ2 which is known to be true, then it follows that
in this region, θN−2 = β is optimal.
Region 3: (−α + β)φ + βφ2 < ZN−2 < (α + β)φ − βφ2. In this
region, we have that
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + βφ+ β(φ+ φ2)
+ZN−2 + βφ− β(φ+ φ2)
+ZN−2 − βφ+ β(φ− φ2)
−ZN−2 + βφ+ β(φ− φ2)

= 1
2
[ρ2XN−2 + βρσ¯SN−2 + β(ρ− σ¯)σ¯SN−2],
(UN−2|θN−2 = α) = ρ
2SN−2
4

ZN−2 + αφ+ β(φ+ φ2)
+ZN−2 + αφ− β(φ+ φ2)
+ZN−2 − αφ+ β(φ− φ2)
−ZN−2 + αφ+ β(φ− φ2)

= 1
2
[ρ2XN−2 + αρσ¯SN−2 + β(ρ− σ¯)σ¯SN−2],
and thus again it is optimal to take θN−2 = β in this region.
Region 4: βφ2 < ZN−2 < (−α + β)φ+ βφ2.
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + βφ+ β(φ+ φ2)
+ZN−2 + βφ− β(φ+ φ2)
+ZN−2 − βφ+ β(φ− φ2)
−ZN−2 + βφ+ β(φ− φ2)

= 1
2
[ρ2XN−2 + βρσ¯SN−2 + β(ρ− σ¯)σ¯SN−2],
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(UN−2|θN−2 = α) = ρ
2SN−2
4

ZN−2 + αφ+ β(φ+ φ2)
−ZN−2 − αφ+ β(φ+ φ2)
+ZN−2 − αφ+ β(φ− φ2)
−ZN−2 + αφ+ β(φ− φ2)

= 1
2
[β(ρ+ σ¯)σ¯SN−2 + β(ρ− σ¯)σ¯SN−2],
and since 1
2
[ρ2XN−2 +βρσ¯SN−2 +β(ρ− σ¯)σ¯SN−2] > 12 [β(ρ+ σ¯)σ¯SN−2 +
β(ρ− σ¯)σ¯SN−2] implies that ZN−2 > βφ2 which is known to hold true,
then θN−2 = β is optimal in this region.
Region 5: (α− β)φ+ βφ2 < ZN−2 < βφ2.
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + βφ+ β(φ+ φ2)
−ZN−2 − βφ+ β(φ+ φ2)
−ZN−2 + βφ− β(φ− φ2)
−ZN−2 + βφ+ β(φ− φ2)

= 1
2
[−ρ2XN−2 + βρσ¯SN−2 + β(ρ+ σ¯)σ¯SN−2],
(UN−2|θN−2 = α) = ρ
2SN−2
4

ZN−2 + αφ+ β(φ+ φ2)
−ZN−2 − αφ+ β(φ+ φ2)
+ZN−2 − αφ+ β(φ− φ2)
−ZN−2 + αφ+ β(φ− φ2)

= 1
2
[β(ρ+ σ¯)σ¯SN−2 + β(ρ− σ¯)σ¯SN−2],
and 1
2
[−ρ2XN−2 + βρσ¯SN−2 + β(ρ + σ¯)σ¯SN−2] > 12 [β(ρ + σ¯)σ¯SN−2 +
β(ρ− σ¯)σ¯SN−2]⇒ ZN−2 < βφ2 which is true in this region and hence
θN−2 = β is optimal in this region also.
Region 6: −(α + β)φ− βφ2 < ZN−2 < (α− β)φ+ βφ2.
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + βφ+ β(φ+ φ2)
−ZN−2 − βφ+ β(φ+ φ2)
−ZN−2 + βφ− β(φ− φ2)
−ZN−2 + βφ+ β(φ− φ2)

= 1
2
[−ρ2XN−2 + βρσ¯SN−2 + β(ρ+ σ¯)σ¯SN−2],
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(UN−2|θN−2 = α) = ρ
2SN−2
4

ZN−2 + αφ+ β(φ+ φ2)
−ZN−2 − αφ+ β(φ+ φ2)
−ZN−2 + αφ− β(φ− φ2)
−ZN−2 + αφ+ β(φ− φ2)

= 1
2
[−ρ2XN−2 + αρσ¯SN−2 + β(ρ+ σ¯)σ¯SN−2],
and it this case it is clear that since β > α, it is optimal to set θN−2 = β.
Region 7: −2βφ− βφ2 < ZN−2 < −(α + β)φ− βφ2.
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + βφ+ β(φ+ φ2)
−ZN−2 − βφ+ β(φ+ φ2)
−ZN−2 + βφ− β(φ− φ2)
−ZN−2 + βφ+ β(φ− φ2)

= 1
2
[−ρ2XN−2 + βρσ¯SN−2 + β(ρ+ σ¯)σ¯SN−2],
(UN−2|θN−2 = α) = ρ
2SN−2
4

−ZN−2 − αφ− β(φ+ φ2)
−ZN−2 − αφ+ β(φ+ φ2)
−ZN−2 + αφ− β(φ− φ2)
−ZN−2 + αφ+ β(φ− φ2)

= −ρ2XN−2,
and 1
2
[−ρ2XN−2 + βρσ¯SN−2 + β(ρ+ σ¯)σ¯SN−2] > −ρ2XN−2 ⇒ −2βφ−
βφ2 < ZN−2 which is true and thus θN−2 = β is again optimal.
Region 8: ZN−2 < −2βφ− βφ2. In this case all paths are negative,
so we have
(UN−2|θN−2 = β) = ρ
2SN−2
4

−ZN−2 − βφ− β(φ+ φ2)
−ZN−2 − βφ+ β(φ+ φ2)
−ZN−2 + βφ− β(φ− φ2)
−ZN−2 + βφ+ β(φ− φ2)

= −ρ2XN−2,
(UN−2|θN−2 = α) = ρ
2SN−2
4

−ZN−2 − αφ− β(φ+ φ2)
−ZN−2 − αφ+ β(φ+ φ2)
−ZN−2 + αφ− β(φ− φ2)
−ZN−2 + αφ+ β(φ− φ2)

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= −ρ2XN−2,
and thus again we are indifferent about the choice of θN−2. Thus we
can say that when φ ∈ (0, α
β
), the optimal strategy is to take θN−2 = β
always.
Now we will consider the problem of determining the optimal strat-
egy for the domain φ ∈ (α
β
, α+β
2β
). Using table 1, we can again rank the
paths, and for this new range of φ the order is:
ZuuN (β) > ZuuN (α) > ZduN (α) > ZduN (β) = ZudN (β) > ZddN (α) > ZudN (α) > ZddN (β).
From this order, we may now define our regions for computing the
objective function.
Region 1: 2βφ− βφ2 < ZN−2. In this region all paths are positive
regardless of the choice of θN−2, thus
(UN−2|θN−2 = β) = ρ2XN−2
(UN−2|θN−2 = α) = ρ2XN−2
and thus we are indifferent about the choice of θN−2.
Region 2: (−α + β)φ + βφ2 < ZN−2 < 2βφ − βφ2. In this region,
the function UN−2 is given by
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + βφ+ β(φ+ φ2)
+ZN−2 + βφ− β(φ+ φ2)
+ZN−2 − βφ+ β(φ− φ2)
−ZN−2 + βφ+ β(φ− φ2)

= 1
2
[ρ2XN−2 + βρσ¯SN−2 + β(ρ− σ¯)σ¯SN−2],
(UN−2|θN−2 = α) = ρ2XN−2.
Since 1
2
[ρ2XN−2 + βρσ¯SN−2 + β(ρ − σ¯)σ¯SN−2] > ρ2XN−2 ⇒ ZN−2 <
2βφ− βφ2, we have that θN−2 = β is optimal in this region.
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Region 3: (α + β)φ − βφ2 < ZN−2 < (−α + β)φ + βφ2. In this
region we have
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + βφ+ β(φ+ φ2)
+ZN−2 + βφ− β(φ+ φ2)
+ZN−2 − βφ+ β(φ− φ2)
−ZN−2 + βφ+ β(φ− φ2)

= 1
2
[ρ2XN−2 + βρσ¯SN−2 + β(ρ− σ¯)σ¯SN−2],
(UN−2|θN−2 = α) = ρ
2SN−2
4

ZN−2 + αφ+ β(φ+ φ2)
−ZN−2 − αφ+ β(φ+ φ2)
+ZN−2 − αφ+ β(φ− φ2)
+ZN−2 − αφ− β(φ− φ2)

= 1
2
[ρ2XN−2 − αρσ¯SN−2 + β(ρ+ σ¯)σ¯SN−2],
and since 1
2
[ρ2XN−2+βρσ¯SN−2+β(ρ−σ¯)σ¯SN−2] > 12 [ρ2XN−2−αρσ¯SN−2+
β(ρ + σ¯)σ¯SN−2] implies that φ <
α+β
2β
, which is true in this case, we
have that θN−2 = β is again optimal.
Region 4: βφ2 < ZN−2 < (α + β)φ − βφ2. In this region, the
outcomes are
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + βφ+ β(φ+ φ2)
+ZN−2 + βφ− β(φ+ φ2)
+ZN−2 − βφ+ β(φ− φ2)
−ZN−2 + βφ+ β(φ− φ2)

= 1
2
[ρ2XN−2 + βρσ¯SN−2 + β(ρ− σ¯)σ¯SN−2],
(UN−2|θN−2 = α) = ρ
2SN−2
4

ZN−2 + αφ+ β(φ+ φ2)
−ZN−2 − αφ+ β(φ+ φ2)
+ZN−2 − αφ+ β(φ− φ2)
−ZN−2 + αφ+ β(φ− φ2)

= 1
2
[β(ρ+ σ¯)σ¯SN−2 + β(ρ− σ¯)σ¯SN−2],
and since 1
2
[ρ2XN−2 +βρσ¯SN−2 +β(ρ− σ¯)σ¯SN−2] > 12 [β(ρ+ σ¯)σ¯SN−2 +
β(ρ− σ¯)σ¯SN−2] implies that ZN−2 > βφ2 which is known to hold true,
then θN−2 = β is optimal in this region.
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Region 5: (α− β)φ+ βφ2 < ZN−2 < βφ2.
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + βφ+ β(φ+ φ2)
−ZN−2 − βφ+ β(φ+ φ2)
−ZN−2 + βφ− β(φ− φ2)
−ZN−2 + βφ+ β(φ− φ2)

= 1
2
[−ρ2XN−2 + βρσ¯SN−2 + β(ρ+ σ¯)σ¯SN−2],
(UN−2|θN−2 = α) = ρ
2SN−2
4

ZN−2 + αφ+ β(φ+ φ2)
−ZN−2 − αφ+ β(φ+ φ2)
+ZN−2 − αφ+ β(φ− φ2)
−ZN−2 + αφ+ β(φ− φ2)

= 1
2
[β(ρ+ σ¯)σ¯SN−2 + β(ρ− σ¯)σ¯SN−2],
and 1
2
[−ρ2XN−2 + βρσ¯SN−2 + β(ρ + σ¯)σ¯SN−2] > 12 [β(ρ + σ¯)σ¯SN−2 +
β(ρ− σ¯)σ¯SN−2]⇒ ZN−2 < βφ2 which is true in this region and hence
θN−2 = β is optimal in this region also.
Region 6: −(α + β)φ− βφ2 < ZN−2 < (α− β)φ+ βφ2.
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + βφ+ β(φ+ φ2)
−ZN−2 − βφ+ β(φ+ φ2)
−ZN−2 + βφ− β(φ− φ2)
−ZN−2 + βφ+ β(φ− φ2)

= 1
2
[−ρ2XN−2 + βρσ¯SN−2 + β(ρ+ σ¯)σ¯SN−2],
(UN−2|θN−2 = α) = ρ
2SN−2
4

ZN−2 + αφ+ β(φ+ φ2)
−ZN−2 − αφ+ β(φ+ φ2)
−ZN−2 + αφ− β(φ− φ2)
−ZN−2 + αφ+ β(φ− φ2)

= 1
2
[−ρ2XN−2 + αρσ¯SN−2 + β(ρ+ σ¯)σ¯SN−2],
and it this case it is clear that since β > α, it is optimal to set θN−2 = β.
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Region 7: −2βφ− βφ2 < ZN−2 < −(α + β)φ− βφ2.
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + βφ+ β(φ+ φ2)
−ZN−2 − βφ+ β(φ+ φ2)
−ZN−2 + βφ− β(φ− φ2)
−ZN−2 + βφ+ β(φ− φ2)

= 1
2
[−ρ2XN−2 + βρσ¯SN−2 + β(ρ+ σ¯)σ¯SN−2],
(UN−2|θN−2 = α) = ρ
2SN−2
4

−ZN−2 − αφ− β(φ+ φ2)
−ZN−2 − αφ+ β(φ+ φ2)
−ZN−2 + αφ− β(φ− φ2)
−ZN−2 + αφ+ β(φ− φ2)

= −ρ2XN−2,
and 1
2
[−ρ2XN−2 + βρσ¯SN−2 + β(ρ+ σ¯)σ¯SN−2] > −ρ2XN−2 ⇒ −2βφ−
βφ2 < ZN−2 which is true and thus θN−2 = β is again optimal.
Region 8: ZN−2 < −2βφ− βφ2. In this case all paths are negative,
so we have
(UN−2|θN−2 = β) = ρ
2SN−2
4

−ZN−2 − βφ− β(φ+ φ2)
−ZN−2 − βφ+ β(φ+ φ2)
−ZN−2 + βφ− β(φ− φ2)
−ZN−2 + βφ+ β(φ− φ2)

= −ρ2XN−2,
(UN−2|θN−2 = α) = ρ
2SN−2
4

−ZN−2 − αφ− β(φ+ φ2)
−ZN−2 − αφ+ β(φ+ φ2)
−ZN−2 + αφ− β(φ− φ2)
−ZN−2 + αφ+ β(φ− φ2)

= −ρ2XN−2,
and thus we are now indifferent about the choice of θN−2. Thus we can
say that when φ ∈ (α
β
, α+β
2β
), the optimal strategy is to take θN−2 = β
always, just the same as it was for φ ∈ (0, α
β
).
Now, to continue our derivation of the optimal strategy for the two-
step model when α > 0 and |α| < |β|, we now consider how the paths
are ranked when φ ∈ (α+β
2β
, 1). Using table 1, we have that the path
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order in this scenario is given by:
ZuuN (β) > ZuuN (α) > ZduN (α) > ZddN (α) > ZduN (β) = ZudN (β) > ZddN (β) > ZudN (α).
We are now able to break our analysis into regions as we have done
previously so as to determine the optimal strategy within that region.
Region 1: (−α + β)φ + βφ2 < ZN−2. In this case all outcomes are
positive and thus we simply have
(UN−2|θN−2 = β) = ρ2XN−2
(UN−2|θN−2 = α) = ρ2XN−2
and hence we are indifferent as to the choice of θN−2 in this region.
Region 2: 2βφ − βφ2 < ZN−2 < (−α + β)φ + βφ2. In this region,
we have
(UN−2|θN−2 = β) = ρ2XN−2,
(UN−2|θN−2 = α) = ρ
2SN−2
4

ZN−2 + αφ+ β(φ+ φ2)
−ZN−2 − αφ+ β(φ+ φ2)
+ZN−2 − αφ+ β(φ− φ2)
+ZN−2 − αφ− β(φ− φ2)

= 1
2
[ρ2XN−2 − αρσ¯SN−2 + β(ρ+ σ¯)σ¯SN−2],
and making the comparison ρ2XN−2 > 12 [ρ
2XN−2 − αρσ¯SN−2 + β(ρ +
σ¯)σ¯SN−2] ⇒ ZN−2 > (−α + β)φ + βφ2 which is false in this region.
This means that the optimal strategy in this region is θN−2 = α.
Region 3: βφ2 < ZN−2 < 2βφ− βφ2.
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + βφ+ β(φ+ φ2)
+ZN−2 + βφ− β(φ+ φ2)
+ZN−2 − βφ+ β(φ− φ2)
−ZN−2 + βφ+ β(φ− φ2)

= 1
2
[ρ2XN−2 + βρσ¯SN−2 + β(ρ− σ¯)σ¯SN−2],
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(UN−2|θN−2 = α) = ρ
2SN−2
4

ZN−2 + αφ+ β(φ+ φ2)
−ZN−2 − αφ+ β(φ+ φ2)
+ZN−2 − αφ+ β(φ− φ2)
+ZN−2 − αφ− β(φ− φ2)

= 1
2
[ρ2XN−2 − αρσ¯SN−2 + β(ρ+ σ¯)σ¯SN−2],
and since 1
2
[ρ2XN−2+βρσ¯SN−2+β(ρ−σ¯)σ¯SN−2] > 12 [ρ2XN−2−αρσ¯SN−2+
β(ρ+ σ¯)σ¯SN−2]⇒ α+β2β > φ which is false, we again have that the op-
timal strategy is to set θN−2 = α.
Region 4: (α + β)φ− βφ2 < ZN−2 < βφ2.
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + βφ+ β(φ+ φ2)
−ZN−2 − βφ+ β(φ+ φ2)
−ZN−2 + βφ− β(φ− φ2)
−ZN−2 + βφ+ β(φ− φ2)

= 1
2
[−ρ2XN−2 + βρσ¯SN−2 + β(ρ+ σ¯)σ¯SN−2],
(UN−2|θN−2 = α) = ρ
2SN−2
4

ZN−2 + αφ+ β(φ+ φ2)
−ZN−2 − αφ+ β(φ+ φ2)
+ZN−2 − αφ+ β(φ− φ2)
+ZN−2 − αφ− β(φ− φ2)

= 1
2
[ρ2XN−2 − αρσ¯SN−2 + β(ρ+ σ¯)σ¯SN−2].
Now, comparing these function outcomes, we have that 1
2
[−ρ2XN−2 +
βρσ¯SN−2+β(ρ+σ¯)σ¯SN−2] > 12 [ρ
2XN−2−αρσ¯SN−2+β(ρ+σ¯)σ¯SN−2]⇒
1
2
(α + β)φ > ZN−2. We need to ascertain where precisely 12(α + β)φ
lies relative to the boundaries of the region we are interested in. First
we compare with the upper bound:
1
2
(α + β)φ < βφ2 ⇒ α+β
2β
< φ
which is true and thus this position lies below the upper bound. Now,
comparing with the lower bound,
(α + β)φ− βφ2 < 1
2
(α + β)φ⇒ α+β
2β
< φ
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which is also true meaning that this position also lies above the lower
bound of our region. This means that within this interval the optimal
strategy changes. If ZN−2 > 12(α+ β)φ, then θN−2 = α is optimal, and
if ZN−2 < 12(α + β)φ, then θN−2 = β is optimal.
8
Region 5: (α− β)φ+ βφ2 < ZN−2 < (α + β)φ− βφ2.
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + βφ+ β(φ+ φ2)
−ZN−2 − βφ+ β(φ+ φ2)
−ZN−2 + βφ− β(φ− φ2)
−ZN−2 + βφ+ β(φ− φ2)

= 1
2
[−ρ2XN−2 + βρσ¯SN−2 + β(ρ+ σ¯)σ¯SN−2],
(UN−2|θN−2 = α) = ρ
2SN−2
4

ZN−2 + αφ+ β(φ+ φ2)
−ZN−2 − αφ+ β(φ+ φ2)
+ZN−2 − αφ+ β(φ− φ2)
−ZN−2 + αφ+ β(φ− φ2)

= 1
2
[β(ρ+ σ¯)σ¯SN−2 + β(ρ− σ¯)σ¯SN−2].
Since 1
2
[−ρ2XN−2 + βρσ¯SN−2 + β(ρ+ σ¯)σ¯SN−2] > 12 [β(ρ+ σ¯)σ¯SN−2 +
β(ρ− σ¯)σ¯SN−2]⇒ ZN−2 < βφ2, we have that θN−2 = β is optimal.
Region 6: −(α + β)φ− βφ2 < ZN−2 < (α− β)φ+ βφ2.
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + βφ+ β(φ+ φ2)
−ZN−2 − βφ+ β(φ+ φ2)
−ZN−2 + βφ− β(φ− φ2)
−ZN−2 + βφ+ β(φ− φ2)

= 1
2
[−ρ2XN−2 + βρσ¯SN−2 + β(ρ+ σ¯)σ¯SN−2],
(UN−2|θN−2 = α) = ρ
2SN−2
4

ZN−2 + αφ+ β(φ+ φ2)
−ZN−2 − αφ+ β(φ+ φ2)
−ZN−2 + αφ− β(φ− φ2)
−ZN−2 + αφ+ β(φ− φ2)

= 1
2
[−ρ2XN−2 + αρσ¯SN−2 + β(ρ+ σ¯)σ¯SN−2],
and in this case it is clear that θN−2 = β is optimal.
8If ZN−2 = 12 (α+ β)φ then we are indifferent between θN−2 = α and θN−2 = β.
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Region 7: −2βφ− βφ2 < ZN−2 < −(α + β)φ− βφ2.
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + βφ+ β(φ+ φ2)
−ZN−2 − βφ+ β(φ+ φ2)
−ZN−2 + βφ− β(φ− φ2)
−ZN−2 + βφ+ β(φ− φ2)

= 1
2
[−ρ2XN−2 + βρσ¯SN−2 + β(ρ+ σ¯)σ¯SN−2],
(UN−2|θN−2 = α) = ρ
2SN−2
4

−ZN−2 − αφ− β(φ+ φ2)
−ZN−2 − αφ+ β(φ+ φ2)
−ZN−2 + αφ− β(φ− φ2)
−ZN−2 + αφ+ β(φ− φ2)

= −ρ2XN−2.
Since 1
2
[−ρ2XN−2 +βρσ¯SN−2 +β(ρ+ σ¯)σ¯SN−2] > −ρ2XN−2 ⇒ −2βφ−
βφ2 < ZN−2, we again have that θN−2 = β is optimal.
Region 8: ZN−2 < −2βφ− βφ2. In this case all paths are negative
and thus
(UN−2|θN−2 = β) = −ρ2XN−2,
(UN−2|θN−2 = α) = −ρ2XN−2
and thus we are indifferent about the choice of θN−2 in this region.
We may summarise the findings of the above section to state that
the optimal strategy, θ∗N−2, for the case where α > 0 and |β| > |α| is
given by the function
θ∗N−2 =
{
α if φ > α+β
2β
and ZN−2 >
α+β
2
φ
β otherwise
. (4.25)
A graphical depiction of the function describe above for the vacation
call option is displayed in figure 4.8.
As has been mentioned, the analysis performed in this section to
obtain the optimal strategy at two-steps from maturity was considered
only for the case where α > 0 and |α| < |β|. Performing the analysis
for other situations is done in exactly the same manner, namely the
optimal value for θN−1 is chosen, then the paths are ordered and the
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Figure 4.8: An example of the optimal strategy at two steps from
maturity for the vacation call option (α = 0, β = 1).
function UN−2 is computed at θN−2 = α and β over all regions. We will
state the result for the situations α < 0, |β| > |α| and α < 0, |α| > |β|
and the details of these computations may be found in appendix A.
For the case where α < 0, |β| > |α|, the optimal strategy is identical
to equation (4.25) derived above, and in the case where α < 0, |α| > |β|,
then θ∗N−1 = α and the optimal strategy at two steps from maturity is
θ∗N−2 =
{
β if φ > α+β
2α
and ZN−2 <
α+β
2
φ
α otherwise
. (4.26)
It is clear that the optimal strategy for this two step model is not
simply a function of the state variables XN−2 and SN−2, but also of
the parameters ρ and σ¯. This is markedly different from the optimal
strategy which was derived for the continuous time versions in that
they depend only on α, β, Xt and St. The inclusion of φ, which is
essentially a volatility parameter, greatly increases the complexity of
determining the general optimal strategy.
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The option value function for this two step model can be easily vi-
sualised as the value of an option on a traded account may be expressed
as a function of only two variables, namely φ and ZN−2. To provide
scale we must also specify SN−2, r and ∆t. A plot of option values for
passport and vacation call options is presented in figure 4.9.
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(a) Two-step vacation put option
(α = −1, β = 0).
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(b) Two-step vacation call option
(α = 0, β = 1).
Figure 4.9: A plot of the value for the option on a traded account
using a two-step binomial model. Model parameters are SN−2 = $1,
r = 5% p.a. and ∆t = 1 month.
Given we have derived the optimal strategy at both one and two
steps from maturity, it would seem plausible, notwithstanding the te-
dious algebra, that this could be continued for larger models to obtain a
complete analytic optimal strategy at any number of steps from matu-
rity. However, due to the problems associated with analytically ranking
the paths, this becomes an intractable task. We discuss this further in
the next section.
4.4. Determination of a General Strategy
From the analysis carried out above, it is apparent that the optimal
strategy at a particular node is governed by the mathematical form of
the paths from that node to maturity. For example, in the case of our
one and two-step models, it can be said that the optimal strategy’s de-
pendency on φ is of order zero and one respectively. This property in
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fact holds in general and is a result of the fact that paths which consist
of k-steps are described by a kth order polynomial in φ. The order
of this polynomial may be reduced by one via a simple factorisation,
though we are always left with at least a (k−1) order polynomial. This
is the minimum amount of information required to describe the path
from a node that is k-steps from maturity. So, if we were to consider
a three step model, then the optimal strategy at three steps from ma-
turity will depend on XN−3, SN−3 and an order two polynomial in φ.
To obtain this order two polynomial requires the ability to rank the
paths as we did for the two step case in table 1. To obtain the rank of
these paths requires comparing the polynomials pairwise to determine
under what conditions one polynomial dominates the other, and this
necessarily requires finding the roots of a polynomial of equivalent or-
der. So, for the three step model we must find the roots for a quadratic
equation to determine this rank. A four step model would require roots
from a cubic equation and so on.
This is an enormous problem in finding optimal strategies in gen-
eral. Whilst it would be extremely tedious to repeat the procedure
of determining the optimal strategy over all possible variable values
and working backwards via dynamic programming for a k-step model,
it could still be done in principle if this problem of computing poly-
nomial roots were not encountered. However, Galois theory tells us
that polynomials of order greater than 4 have no analytic formula for
finding their roots which are expressible in radicals, thus we cannot
analytically determine the order of the paths for a model of 5 steps or
greater and hence could not determine the optimal strategies for these
models analytically. We point out that the continuous time version of
this problem does not suffer from this dependency on φ. The reason
for this is due to the fact that in the limit as ∆t → 0, φ → 0. Thus
this problem is not encountered in the continuous time models which
makes their treatment more tractable.
While we expect that as the number of steps increases (N → ∞,
∆t → 0) the optimal strategy for the binomial model would converge
to the continuous time case, we will show by way of an example that
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it is not an optimal strategy for our discrete time model. In other
words, we will now present a specific example which will serve to show
that the optimal strategy used for the continuous time models will
not necessarily produce the maximum option value. We consider a
3-step model where we first compute the option value assuming that
the optimal strategy is the same as that given by the continuous time
framework, namely that
θ∗i = αI(Xi > (α + β)Si) + βI(Xi ≤ (α + β)Si),
where i denotes a particular node and S and X are the stock price
and trading account value respectively. This is then compared to the
optimal option value obtained by examining all feasible optimal strate-
gies. A complete discussion of how we obtain these optimal strategies
is given later in section 4.6.2, for the time being however, we simply
state that the convexity of the problem allows us to determine a finite
number of strategies of which at least one must be optimal. For this
example involving three steps, there are 128 possible strategies which
may be optimal. The parameters involved in this example are given in
table 2 below.
Parameter Value
r 0.08
σ 0.35
S0 5
X0 1
T 90/365
∆t 30/365
α -1
β 1.5
Table 2: Parameter values for our three-step example.
Using these arguments, the value of an option on a traded account
using the continuous time strategy was found to be Vct = 1.1283 while
the true option value obtained by selecting the largest of the possible
values was V ∗ = 1.1326. This shows that the strategy given earlier will
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not always produce the appropriate option value and hence it cannot
be the optimal strategy.
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Figure 4.10: The option value for a give strategy. Parameter values
are given in table 2 and the red points highlight the optimal values.
We also make not of the fact that the optimal strategy is not neces-
sarily unique. In figure 4.10, we plot the option value against a partic-
ular strategy. What can be taken from this diagram is that there are
in fact many strategies which will produce the optimal option value.
This leads us to conclude that if we wish to use a binomial approach
for a practical number of steps, we will need to use numerical methods
to solve the optimisation problem which governs the value of an op-
tion on a traded account, as simply applying continuous time trading
strategies will not yield the correct value. Due to the structure of the
problem, this is also an extremely difficult task. Before we examine
these numerical methods, we first examine a special case of the op-
tion on a traded account, the passport option, for which the analytic
optimal strategy may be obtained.
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4.5. The Binomial Passport Option
In this section we examine a special case of an option on a traded
account, the passport option. This is simply an option on a traded
account where the trading position is restricted to the symmetric in-
terval9 [−1, 1]. In determining the optimal trading strategy, which we
can determine analytically, we first provide some evidence which leads
us to this conclusion. The reason for this is because our proof of the
optimal strategy will proceed by induction, which necessarily requires
knowledge of the optimal strategy beforehand, thus we wish to provide
the reader with some intuition as to where this strategy was obtained.
First, let us consider the optimal strategy at one and two-steps from
maturity for a passport option. Using the strategies given by (4.23),
(4.25) and (4.26) derived in the previous section, we have that one
such choice for the optimal strategy for both one and two-steps from
maturity is
θ∗N−1 = −sgn(XN−1) (4.27)
θ∗N−2 = −sgn(XN−2). (4.28)
It is immediately clear that these strategies are identical to that ob-
tained for the continuous time counterpart. This leads us to the con-
jecture that the optimal strategy for the passport option under the
binomial model and continuous time model are identical.
It can however be dangerous to generalise based on just two cases,
so we develop a combined visualisation-inductive argument to make our
conjecture a little more concrete. We note that in the previous section
on the one and two-step models that the option value can essentially be
described in terms of two variables only, namely ZN−k which accounts
for the state variables and φ which accounts for the model parameters.
This means that for a k-step model, we can construct a surface plot
of the function value for an initial choice of trading position, assuming
we know what the remaining optimal strategy is. Since we know that
9Technically, the analysis would work just as well for any symmetric trading interval
[−β, β] as the option values scales linearly with β.
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the initial position choice must be either α or β, we can simply take
the difference of the two value functions to determine which strategy
is optimal. Since this requires knowledge of the remaining optimal
strategies, we use a dynamic programming argument to make our case.
First, to define the function which we are plotting, we note that
UN−k = max{θ}N−k
EN−k {|XN |}
can be reduced into a function of the variables ZN−k and φ by factoring
out SN−kρk. Thus the function, f that we are considering is given by
f(ZN−k, φ|θ) = (UN−k|θN−k = θ)
SN−kρk
.
In order to determine the optimal strategy, we define the quantity
∆f = f(ZN−k, φ|θN−k = 1)− f(ZN−k, φ|θN−k = −1).
Essentially, all we are doing is computing the option value with the
initial trading position set to θN−k = 1, repeat for θN−k = −1 and
then take the difference between the outcomes. It is clear from this
that if ∆f > 0, then θN−k = 1 is optimal, and if ∆f < 0 the θN−k =
−1 is optimal. In order to determine the optimal strategy for the
remaining (k−1)-steps, we use a dynamic programming approach where
the optimal strategy for the immediate sub-problem determines the
remaining trading positions.
For example, in figure 4.11a, we have a model at one step from
maturity. In this case the surface for ∆f is always 0, thus both θN−1 = 1
and θN−1 = −1 are equally optimal strategies, and (4.27) represents
an optimal strategy for this model. Moving to the two-step model
depicted in figure 4.11b, we now use the optimal strategy obtained
from the previous one-step model to compute ∆f . From this plot it
is clear that when ZN−2 > 0, ∆f < 0 and when ZN−2 < 0, ∆f > 0,
which agrees with the strategy stated in (4.28). We hence continue in
this manner to determine the optimal strategy for a particular number
of steps from maturity. In all cases that we have examined it is found
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that the optimal strategy can be given by
θ∗N−k = −sgn(ZN−k) = −sgn(XN−k). (4.29)
Figure 4.11 continues this procedure for k = 1, 2, . . . , 6 and also shows
that there are many cases where we are indifferent to θ = 1 or θ = −1.
We thus have some strong evidence that the strategy given by (4.29)
is in fact optimal for k = 1, 2, . . . , N − 1. In the following theorem, we
offer a proof of this statement.
Theorem 4.7. The optimal strategy function, θ∗N−k for a passport
option under the assumption of a binomial model is given by
θ∗N−k = −sgn(XN−k)
for k = 1, 2, . . . , N where the strategy and account value occur at the
same node having followed the same path.
Proof. In order to make the proof as transparent as possible, we
introduce some new notation. We also note that the proof will proceed
forward in time, which is somewhat ironic given that we have been
approaching this problem from a backward time DP perspective. First,
we define the set of all binomial paths of length10 n by Pn. Secondly,
we define the collection of all subpaths of Pn as pin. For example,{
P2 = {uu, ud, du, dd}
pi2 = {0, u, d, uu, ud, du, dd}
where u and d are “symbolic” in the above presentation. Numerically,
u and d are given in theorem 4.1 with p = q = 1
2
, or equivalently,
u = ρ+ σ¯ = ρ(1 + φ)
d = ρ− σ¯ = ρ(1− φ)
with ρ, σ¯ and φ defined by equations (4.14), (4.15) and (4.22) respec-
tively. We now define a stock and trading account value at some node
as S(Pn) and X(Pn) respectively. We also define the notation that
10We point out that the path Pn also uniquely defines a node since the binomial
tree is non-recombining.
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Figure 4.11: Visual determination of the optimal strategy for a pass-
port option. We note that the red dots simply highlight ZN−k = 0.
Pnu is the set of binomial paths of length (n + 1) which end in an up
movement, and similarly for Pnd. Using this notation, the recursion
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which describes our stock price is{
S(Pnu) = ρ(1 + φ)S(Pn)
S(Pnd) = ρ(1− φ)S(Pn)
and for the account value,{
X(Pnu) = ρ[X(Pn) + φS(Pn)θ(Pn)]
X(Pnd) = ρ[X(Pn)− φS(Pn)θ(Pn)]
.
We now begin our proof by induction on n. First, set n = 1 and show
that the prescribed strategy does in fact hold. Note that the objective
function we are using is given by U , the sum of absolute values. Thus
we have,
U(P1) = max
θ(pi0)
∑
P1
|X(P1)|
= ρmax
θ(P0)
{|X(P0u)|+ |X(P0d)|}
= ρmax
θ(P0)
{|X(P0) + φS(P0)θ(P0)|+ |X(P0)− φS(P0)θ(P0)|}
= 2ρmax
θ(P0)
{max {|X(P0)|, |φS(P0)θ(P0)|}}
where we have used the identity |a+ b|+ |a− b| = 2 max{|a|, |b|}. Now,
since θ(P0) = ±1, φ > 0 and S(Pn) > 0 for all n ≥ 0, we have that11
U(P1) = 2ρmax
θ(P0)
{max {|X(P0)|, φS(P0)}}
= 2ρmax{|X(P0)|, |φS(P0)|}.
Clearly the function U(P1) is independent of θ0, thus we may choose
either θ(P0) = ±1. Thus the strategy θ(P0) = −sgn(X(P0)) will satisfy
U(P1).
We now assume that the strategy θ(Pj) = −sgn(X(Pj)) for j =
{1, 2, . . . , n− 2}, and analyse the problem of determining the strategy
which satisfies U(Pn+1). The reason we only need assume an optimal
choice up to node (n − 2) is that the optimal strategy at node n,
11We only need to consider boundary solutions due the convexity of the payoff
function.
4.5. THE BINOMIAL PASSPORT OPTION 131
within the (n + 1)-step model, is already known to be any “bang-
bang” strategy by the principle of optimality. Therefore, we make
the inductive assumption up to node (n − 2) then proceed to prove
the optimal strategy for node (n − 1) within the (n + 1)-step model.
Consider
U(Pn+1) = max
θ(pin)
∑
Pn+1
|X(Pn+1)|
= max
θ(pin)
∑
Pn
{|X(Pnu)|+ |X(Pnd)|}
= ρmax
θ(pin)
∑
Pn
{
|X(Pn) + φS(Pn)θ(Pn)|
+|X(Pn)− φS(Pn)θ(Pn)|
}
where we have used the fact that the paths emanating from node Pn
are independent of each others trading strategies from future nodes
to separate the value function into a sum over Pnu and Pnd. Now,
the problem we have here when taken from Pn is identical to a one-
step problem that we have already examined, and by the principle of
optimality we know that the optimal one-step strategy is still optimal
in this scenario. Thus we may choose any value for θ(Pn) as long as
it is chosen to be on the boundary, that is ±1. In this case, we will
choose θ(Pn) to be equal to θ(Pn−1), that is
θ(Pn) =
{
θ(Pn−1u) = θ(Pn−1)
θ(Pn−1d) = θ(Pn−1)
.
This is just an artificial device which is used to simplify the algebra.
Thus, we have that
U(Pn+1) = ρ max
θ(pin−1)
∑
Pn
{
|X(Pn) + φS(Pn)θ(Pn−1)|
+|X(Pn)− φS(Pn)θ(Pn−1)|
}
= ρ max
θ(pin−1)
∑
Pn−1

|X(Pn−1u) + φS(Pn−1u)θ(Pn−1)|
+|X(Pn−1d) + φS(Pn−1d)θ(Pn−1)|
+|X(Pn−1u)− φS(Pn−1u)θ(Pn−1)|
+|X(Pn−1d)− φS(Pn−1u)θ(Pn−1)|

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= ρ2 max
θ(Pn−1)
∑
Pn−1

|X(Pn−1) + φ(2 + φ)S(Pn−1)θ(Pn−1)|
+2|X(Pn−1)− φ2S(Pn−1)θ(Pn−1)|
|X(Pn−1)− φ(2− φ)S(Pn−1)θ(Pn−1)|
 .
Now, we need only show that the strategy θ(Pn−1) = −sgn(X(Pn−1))
maximises the function U(Pn+1) to prove our assertion. To this end,
define
α± = 2φ± φ2,
U± = U(Pn+1|θ(Pn−1) = ±1).
We wish to determine the value of ∆U = U+ − U− over the entire
domain of X(Pn−1). Clearly if ∆U > 0, then θ(Pn−1) = 1, and if
∆U < 0, then θ(Pn−1) = −1. Similar to the previous section on the
two-step option on a traded account, we must consider ∆U over several
regions. These regions are depicted in figure 4.12 below.
φ2S−φ2S 0 α−S−α−S α+S−α+S
X
12345678
Figure 4.12: Regions of X(Pn−1) for which we need to compute the
function ∆U . Note that we have omitted the path argument Pn−1 from
S and X to save space.
We now consider each region in turn. Again, to save space we omit
the path argument Pn−1 in all cases.
Region 1: α+S < X. In this case,
U+ = (X + α+S) + 2(X − φ2S) + (X − α−S) = 4X
U− = (X − α+S) + 2(X + φ2S) + (X + α−S) = 4X
∆U = 0.
We are thus indifferent about the choice of θ(Pn−1) in this region.
Region 2: α−S < X < α+S. In this case,
U+ = (X + α+S) + 2(X − φ2S) + (X − α−S) = 4X
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U− = −(X − α+S) + 2(X + φ2S) + (X + α−S) = 2(X + α+S)
∆U = 2(X − α+S) < 0,
hence θ(Pn−1) = −1 is optimal in this region.
Region 3: φ2S < X < α−S. In this case,
U+ = (X + α+S) + 2(X − φ2S)− (X − α−S) = 2(X + α−S)
U− = −(X − α+S) + 2(X + φ2S) + (X + α−S) = 2(X + α+S)
∆U = −2φ2S < 0,
hence θ(Pn−1) = −1 is optimal in this region.
Region 4: 0 < X < φ2S. In this case,
U+ = (X + α+S)− 2(X − φ2S)− (X − α−S) = 2(−X + α+S)
U− = −(X − α+S) + 2(X + φ2S) + (X + α−S) = 2(X + α+S)
∆U = −4X < 0,
hence θ(Pn−1) = −1 is optimal in this region.
Region 5: −φ2S < X < 0. In this case,
U+ = (X + α+S)− 2(X − φ2S)− (X − α−S) = 2(−X + α+S)
U− = −(X − α+S) + 2(X + φ2S) + (X + α−S) = 2(X + α+S)
∆U = −4X > 0,
hence θ(Pn−1) = 1 is optimal in this region.
Region 6: −α−S < X < −φ2S
U+ = (X + α+S)− 2(X − φ2S)− (X − α−S) = 2(−X + α+S)
U− = −(X − α+S)− 2(X + φ2S) + (X + α−S) = −2(X + α−S)
∆U = 4φ2S > 0,
hence θ(Pn−1) = 1 is optimal in this region.
Region 7: −α+S < X < −α−S
U+ = (X + α+S)− 2(X − φ2S)− (X − α−S) = 2(−X + α+S)
U− = −(X − α+S)− 2(X + φ2S)− (X + α−S) = −4X
4.6. NUMERICAL VALUATION 134
∆U = 2X + α+S > 0,
hence θ(Pn−1) = 1 is optimal in this region.
Region 8: X < −α+S
U+ = −(X + α+S)− 2(X − φ2S)− (X − α−S) = −4X
U− = −(X − α+S)− 2(X + φ2S)− (X + α−S) = −4X
∆U = 0,
hence we are indifferent about the choice of θ(Pn−1) in this region.
Reverting back to our original notation, the optimal strategy θ∗N−k
for k = {0, 1, . . . , N − 1} for an arbitrary N is given by
θ∗N−k = −sgn(XN−k).
This completes the proof. 
Whilst we have been able to derive the optimal strategy analyti-
cally for the passport option, if we consider a trading interval which
is not symmetric, then as we showed in the previous section, such an
analytic strategy does not exist at present. Thus to solve these types of
problems, we must revert to numerical methods. This forms the topic
of the following sections where we discuss some numerical methods ap-
propriate to solving the optimisation problem associated with options
on traded accounts.
4.6. Numerical Valuation
In this section we will present several numerical approaches which
may be used to solve the optimisation problem associated with the
valuation of options on traded accounts. In this section, we will deal
with the function U which is defined as
UN−k = max{θ}N−k
EN−k{|XN |}, (4.30)
where {θ}N−k is the set of all θ’s from node (N − k) to maturity (node
N). This means that rather than looking directly at the option value
function V ∗, we will attempt to solve U from which the solution to
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V ∗ may be obtained. In solving this problem analytically, dynamic
programming was used to determine the optimal strategy functions.
Unfortunately this same technique is not possible when applying it
numerically. The reason for this is that the optimal strategy at some
node (N − k) is dependent on the state variables at that node which
is in turn dependent on the strategies used at earlier nodes. Thus
we cannot proceed backwards as dynamic programming would suggest
as the values of those required state variables will be unknown. The
alternative is then to treat the problem as a static optimisation problem
and attempt to optimise over all strategies at the same time, or in other
words we will treat the problem as one of mathematical programming.
Before we outline the class of algorithms that we will use to solve this
problem, we will first place the problem in a more general setting by
expressing it via matrix algebra.
4.6.1. Vectorisation of the Pricing Problem. We start with
a simple example to show how this may be achieved. Consider the
one-step problem. The function UN−1 may be written as
UN−1 = max
θN−1
ρSN−1
2
[
|ZN−1 + θN−1φ|
+|ZN−1 − θN−1φ|
]
.
Now, to rewrite this problem using matrix algebra, we define the fol-
lowing variables:
ΦN−1 =
[
φ
−φ
]
; Z˜1N = ZN−1 + ΦN−1θN−1
where Z˜1N is the (2 × 1) vector12 of account outcomes reduced by the
stock price at one step from maturity. Using these variables, we can
now write UN−1 as
UN−1 =
ρSN−1
2
max
θN−1
2∑
i=1
{|Z˜1N |}
12Tilde’s will be used to denote vectors whilst bold faced variables wil denote ma-
trices.
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= ρSN−1
2
max
θN−1
2∑
i=1
|{ZN−1 + ΦN−1θN−1}i|
where i refers to an element within the vector Z˜1N .
Now consider the two-step problem,
UN−2 = max{θ}N−2
ρ2SN−2
4

|ZN−2 + θN−2φ+ θuN−1(φ+ φ2)|
+|ZN−2 + θN−2φ− θuN−1(φ+ φ2)|
+|ZN−2 − θN−2φ+ θdN−1(φ− φ2)|
+|ZN−2 − θN−2φ− θdN−1(φ− φ2)|

where {θ}N−2 = {θN−2, θuN−1, θdN−1}. Again we may collect some of
these terms into vectors and matrices to simplify the expression of the
problem. Define the variables
ΦN−2 =

φ (φ+ φ2) 0
φ −(φ+ φ2) 0
−φ 0 (φ− φ2)
−φ 0 −(φ− φ2)
 ; θ˜N−2 =
 θN−2θuN−1
θdN−1
 ;
Z˜2N = ZN−2 + ΦN−2θ˜N−2
then UN−2 may be written as
UN−2 =
ρ2SN−2
4
4∑
i=1
|{Z˜2N}i|
=
ρ2SN−2
4
4∑
i=1
|{ZN−2 + ΦN−2θ˜N−2}i|.
What we have shown in these simple examples is that the statement
of the problem can be written using matrix notation rather than the
stochastic notation previously used. This makes numerical implemen-
tation far simpler than if it were left expressed in terms of random
variables. Essentially the matrix representation is simply an evalua-
tion over all possible outcomes for the binomial random variable k.
What remains however is a method to produce the appropriate ΦN−k
for some arbitrary k.
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To define the matrix ΦN−k we will use a recursive technique which
consists of two parts. Firstly a new path is created, then the existing
paths are progressed forwards in time by multiplying by up and down
factors. We develop an algorithm for this purpose in proposition 4.8
below.
Proposition 4.8. The path matrix which is used to compute trad-
ing account value outcomes may be generated for any number of steps
from maturity in the following manner. Define:
A˜1 =
[
φ
−φ
]
, B1 = [ ].
Then the path matrix ΦN−k may be constructed by the following recur-
sive algorithm
A˜i+1 = A˜i ⊗
[
1
1
]
, Bi+1 =
[
1 + φ 0
0 1− φ
]
⊗ΦN−i,
ΦN−(i+1) =
[
A˜i+1 Bi+1
]
,
where [ ] denotes the empty matrix and ⊗ is the Kronecker product.
Before proceeding with the intuition of the above algorithm, we
briefly define the Kronecker product of two matrices. If X is a (n×m)
matrix and Y is a (p× q) matrix, then the Kronecker product X⊗Y
is the (mp× nq) block matrix
X⊗Y =
 x1,1Y · · · x1,nY... . . . ...
xm,1Y · · · xm,nY

where xi,j is the (i, j)th element of X. A useful property of Kronecker
products is that the transpose is distributive, that is (X⊗Y)′ = X′⊗Y′.
Intuitively, the algorithm presented in proposition 4.8 consists of
two parts. First the existing paths are advanced one-step by a mul-
tiplication with an up or down term creating the matrix Bi, then the
new component of the path is inserted, this aspect of the algorithm
being performed by the vector A˜i. We make note of the fact that the
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matrix ΦN−k has some very interesting properties, namely that
1˜′nΦN−k = 0˜m
Φ′N−kΦN−k = Dm,m
where n = 2k, m = n− 1, 1˜i is a column vector of ones of length i, 0˜i
is a column vector of zeros of length i and Di,i is an (i × i) diagonal
matrix with only positive elements on the diagonal. A proof of these
properties will be provided in lemmas 4.14 and 4.15 in section 4.6.6.
Using this matrix notation, the problem of pricing an option on a
traded account starting at k-steps from maturity may be expressed as
UN−k = max
θ˜N−k
∑2k
i=1 |{ZN−k + ΦN−kθ˜N−k}i|
subject to: α ≤ θ˜N−k,i ≤ β
(4.31)
where θN−k,i is the ith element of θ˜N−k. In this guise, it is straight-
forward to show that the problem is a convex maximisation by simply
proving that UN−k is convex. This is carried out in theorem 4.9 below.
Theorem 4.9. The function UN−k is convex for k = 1, 2, . . . , N .
Proof. Define the constants λ1 > 0 and λ2 > 0 where λ1 +λ2 = 1.
Consider a linear combination of UN−k with λ1 and λ2 as the weights
at two distinct points θ˜1N−k and θ˜
2
N−k. This may be reduced to
λ1U(θ˜
1
N−k) + λ2U(θ˜
2
N−k) =
{
λ1
∑n
i=1{|ZN−k + ΦN−kθ˜1N−k|}i
+λ2
∑n
i=1{|ZN−k + ΦN−kθ˜2N−k|}i
}
=
n∑
i=1
{
|λ1ZN−k + λ1ΦN−kθ˜1N−k|
+|λ2ZN−k + λ2ΦN−kθ˜2N−k|
}
i
.
Now, consider the same linear combination applied to the functions
arguments, namely
UN−k(λ1θ˜1N−k + λ2θ˜
2
N−k) =
n∑
i=1
{|ZN−k + ΦN−k(λ1θ˜1N−k + λ2θ˜2N−k)|}i
=
n∑
i=1
{∣∣∣∣∣ ZN−k + λ1ΦN−kθ˜1N−k+λ2ΦN−kθ˜2N−k
∣∣∣∣∣
}
i
.
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Since λ1 + λ2 = 1, we have that{
λ1ZN−k + λ1ΦN−kθ˜1N−k
+λ2ZN−k + λ2ΦN−kθ˜2N−k
}
i
=
{
ZN−k + λ1ΦN−kθ˜1N−k
+λ2ΦN−kθ˜2N−k
}
i
and using the property |a|+ |b| ≥ |a+ b| we have that
λ1U(θ˜
1
N−k) + λ2U(θ˜
2
N−k) ≥ UN−k(λ1θ˜1N−k + λ2θ˜2N−k)
which is the definition of a convex function, thus the function UN−k is
convex. 
We may further specify our problem as one of maximising an l1-
norm which is a subset of the more general convex maximisation prob-
lem. This connection with l1-norm maximisation is important to make
as norm optimisation has been a long studied area of applied mathemat-
ics. Unfortunately, minimisation of the norm is typically the process
examined and this is where the vast majority of the work on optimi-
sation of the l1-norm lies. An even greater difficulty, which may in
fact render our problem impossible to solve in an efficient manner, is
that Bodlaender et al. (1990) showed that the l1-norm maximisation
is in fact NP-hard. It is for this reason that we have been unable to
determine an efficient numerical algorithm which can perform the op-
timisation required to price options on traded accounts on binomial
trees. Nonetheless, we present some algorithms which may be used to
solve this type of problem, though any claims of an efficient solution
using these algorithms would be grossly overstated. Whilst at present
none of the algorithms are particularly efficient, and thus not practical,
they do provide insight into the numerical treatment of such a problem.
We thus present our work on the numerical approach in the hope that
this may lead to either a new class of algorithms which may overcome
efficiency problems, or that perhaps an appropriate combination of the
presented techniques could yield a more efficient solution.
In the following sections, we present some of the more common
methods of solving convex global maximisation problems. Much of the
theory for the following sections is derived from Horst et al. (2000) and
Horst and Tuy (1996), and though we may provide a brief description of
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the general theory as it applies to convex maximisation, our focus is on
the application to the problem of valuing options on traded accounts.
For more detail, the reader is directed to the aforementioned texts.
4.6.2. Vertex Enumeration. Convex functions have certain prop-
erties that makes optimisation a much simpler task than for many other
non-linear functions. For example, it is well known that a local min-
imum of a convex function is also its global minimum. Another such
property that will prove useful is that the maximum of a convex func-
tion lies at the boundary of that functions arguments, or in other words,
the global maximum must lie at one of the functions vertices. For this
reason, we will call these solutions that occur at the argument bound-
aries vertex solutions. To place this property in context with respect
to our valuation problem, it is known in attempting to maximise the
expected value of the positive trading account value, that it is always
optimal to have a trading position that is equal to α or β. At no point
is an intermediate trading position between these two boundaries bet-
ter than a solution that is at the end points of the variable θ’s range.
Another property of convex functions is that a local maximum may ex-
ist at each vertex solution. This means that we have potentially many
local maxima and we must select from these to determine the global
maximum, which is not necessarily unique. This task defines the field
of convex maximisation.13
Since convex functions grow without bound, the act of maximising
them only makes sense if the variable over which one is maximising
are themselves bounded. These bounds are expressed by a series of
(typically linear) inequalities which define a feasible space over which
the optimisation is performed. This feasible space is often referred to
as a polytope as it takes on some geometric shape in n-dimensional
space. If the number of variables involved is sufficiently small, then
this feasible space can often be visualised. For example, if we consider
our two-step model, we have three variables over which to optimise,
namely θN−2, θuN−1 and θ
d
N−1. Each of these has the constraint that
13Or equivalently, concave minimisation.
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α ≤ θ˜N−2,i ≤ β where, as stated previously, θ˜N−2 is the vector of
changing variables and i denotes its ith element. Given that we are
considering only three changing variables, this is a scenario which can
be visualised. We present such a depiction in figure 4.13. Whilst any
of the infinite number of points within the polytope is a feasible point
and will produce a suitable value for the function UN−k, what we are
most interested in are those points which will yield the largest value for
UN−k. Using the properties describe above, we know that such a point
must lie at one of the polytopes vertices. So for our two-step example
presented in figure 4.13, rather than having to examine the complete
feasible space, we may simply consider the vertices of it, namely the 8
vertices of the 3-dimensional polytope, by computing the option value
at those vertices and then choosing the largest one. Algorithms that
work in this manner are called vertex enumeration methods.
Figure 4.13: A representation of the polytope defined by the decision
variables in a two-step model. Vertices are labelled (θN−2, θuN−1, θ
d
N−1).
Unfortunately, due to the exponential scaling of the binomial pro-
cess, such a task is intractable for all but a small number of steps. To
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illustrate this point, we now show just how many comparisons would
be required for this type of computation in general.
Proposition 4.10. The k-step binomial model for an option on
a traded account has 2k − 1 distinct trading variables and thus will
require 2(2
k−1) comparisons to find the global optimum using a vertex
enumeration technique.
Proof. First, we have that at some number of steps j into the tree,
there will be 2j distinct nodes as the tree is not generally recombining,
and each of these nodes will have a trading strategy attached. Since
we do not have a trading opportunity at maturity, this leaves us with a
total of (k− 1) steps to consider for a k-step model. The total number
of trading variables M(k) will thus be the sum of all trading strategies
over all nodes starting at node 0, that is
M(k) =
k−1∑
i=0
2i = 2k − 1
which is easily obtained by recognising that we have a simple geometric
progression.14 Now, since each of these variables can take two possible
values (α or β), we need to consider all possible permutations. It is
obvious that if n-variables each have two possible outcomes, then there
are a total of 2n possible states for all n-variables, thus for our problem,
the total number of possible outcomes will be equal to 2(2
k−1). 
To give an indication of just how quickly these numbers grow, table
3 lists the number of vertex enumerations required for a particular
sized model. We have denoted the vertex counting function for a model
consisting of k-steps by V(k). It is clear from even the small number of
evaluations of the function V(k) in table 3 that this strategy will not be
feasible for any reasonable number of steps that a practitioner may wish
to use to value an option on a traded account. This is a direct result
of the curse of dimensionality in that the non-recombining property of
14The standard form of a finite geometric progression is given by
∑N
i=1 ar
N =
a
(
rN−1
r−1
)
. Setting a = 1, r = 2 and N = k we obtain our result.
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k V(k) = 2(2k−1)
1 2
2 8
3 128
4 32768
5 2147483648
6 9.2234 ×1018
Table 3: The required number of vertices to be computed for a k-step
model.
the trading account tree leads to the exponentially increasing number
of possible outcomes and trading strategies, all of which need to be
computed and compared to ascertain the global maximum.
In order to value these types of options in a more efficient manner,
we wish to find methods of determining the global maximum without
having to compute all the vertex solutions. Two such methods that we
will examine are the cutting plane and branch and bound algorithms.
These are methods which at any iteration use special rules to discard
that part of the feasible space which is guaranteed to contain solutions
that are less optimal than those we are currently examining. Before
we do this though, we examine how we may reduce our problem, which
is described over a somewhat arbitrary polytope, into one which is
defined on a standard unit cube as this will prove useful in applying
the algorithms just mentioned.
4.6.3. Reduction to a pseudo-Boolean Problem. As discussed
above, the problem of finding the global maximum of UN−k is given by
an optimisation on a (2k−1)-dimensional polytope. In its present form,
the vertices of the polytope are given by a (2k−1)×1 vector populated
with α and β only. This polytope is unfortunately somewhat arbitrary.
Since we know that the global maximum must lie at one of the poly-
tope vertices, we may re-express the problem in terms of binary integer
variables bi which may take the values 0 and 1 only. This is done by
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specifying the ith element of the vector θ˜N−k in the following way,
θ˜N−k,i = α + (β − α)bi. (4.32)
Intuitively we are simply forcing the vector θ˜N−k to consist of only α
and β. Thus our function above is simply a remapping of the interval
[α, β] to the unit interval [0, 1]. The advantage of such a transformation
is that we now have a problem defined on the (2k−1)-dimensional unit
hypercube which is a more standard polytope. Inserting expression
(4.32) into the pricing expression (4.31) yields
UN−k = max
b˜
n∑
i=1
|{ZN−k + ΦN−k(α1˜m + (β − α)b˜)}i|
= max
b˜
n∑
i=1
|{ZN−k + αΦN−k1˜m + (β − α)ΦN−kb˜)}i|
=

max
b˜
n∑
i=1
|Gb˜+ H|
subject to: bi = {0, 1}
(4.33)
where we have defined n = 2k, m = n − 1, G = (β − α)ΦN−k and
H = ZN−k + αΦN−k1˜m.
There is a large amount of research that has been conducted on
pseudo-Bolean optmisation problems. An example of a thorough survey
is Boros and Hammer (2002). Unfortunately, we have been unable to
find a method of pseudo-Boolean optimisation (as distinct from convex
maximisation) which can handle the absolute value function. Whilst
it appears that quadratic functions may be handled in this framework,
absolute value functions appear less amenable to efficient maximisa-
tion. Later we will demonstrate how to transform our optimisation of
a sum of absolute values into a quadratic programming (QP) problem,
however this itself has issues which appear to be insurmountable, and
in fact may be more complex than the original problem. First, we
consider how we may apply the two most common global optimisation
methods to our valuation problem where we apply the relaxation that
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bi ∈ [0, 1] rather than bi = 0 or 1. We begin with a discussion of cutting
planes, then examine branch and bound algorithms.
4.6.4. Optimisation by Cutting Planes. Cutting planes pro-
vide a method of computing a global optimum without having to enu-
merate all vertex solutions. Instead, cutting plane methods use in-
formation derived from a known local optima and its neighbouring
vertices to construct a hyperplane which cuts through the feasible set
of all vertices. If this plane is constructed appropriately, then it can
be guaranteed that all points in the set which lie on one side of the
plane cannot produce a function value which is better than that cur-
rently obtained. Intuitively, one cuts part of the feasible set from the
original, and then considers the problem defined by the new, smaller
feasible set. Further cuts may then be used in the same manner until
a single feasible point is obtained, which must be the global maximum
since all points cut from the feasible set were guaranteed to be inferior.
This method relies on being able to find a vertex of the polytope
defining our feasible set, which will of course be a local maximum. For
any non-empty, closed polytope defined by the intersection of a finite
number of halfspaces, this is possible by employing a little computa-
tional effort. For example, as Horst et al. (2000) point out, Phase 1 of
a linear programming algorithm, such as the Simplex method, can be
used to achieve such a task. In the problem we are examining however,
this is not necessary as we can always find a local maximum by simply
specifying an arbitrary vertex. Such a vertex may be found by simply
specifying a vector which is populated with 0 and 1 only, considering
we have the problem set up as in equation (4.33). First we will outline
the algorithm and then apply it to a simple two-step problem. This will
serve to both provide some intuition, as each cut may be visualised,
and also outline some drawbacks which are encountered in practice,
namely the fact that a very large number of cuts are typically required
to ensure that one has a global maximum. For additional detail, the
reader is directed to Horst et al. (2000) and Horst and Tuy (1996) as
this section draws heavily from these two references.
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We will specifically be using a method known as a concavity cut
which was introduced by Tuy (1964). This method gets its name as
it was first employed to minimise concave functions, though convex
maximisation is a mathematically identical problem. Whilst there are
other types of cutting plane algorithms available, we choose this as it
is applicable to any convex function. Other types of cuts usually re-
quire that the objective function satisfy additional criteria (for example
the φ-cut found in Horst et al. (2000) requires a quadratic objective
function).
We will now provide some insight into concavity cuts. To keep this
section general, we assume that the problem at hand is to maximise
some convex function f(x˜) where x˜ ∈ Rn, subject to constraint that x˜
must lie within some polytope D, or formally{
max f(x˜)
subject to: x˜ ∈ D
where D satisfies the requirements for the problem to be well posed.
We begin by defining an initial vertex of the polytope which represents
the feasible space. As we mentioned earlier, we always have knowledge
of such a vertex, for example, in our option pricing problem, one could
start with b˜ = 1˜m. Often a better initial vertex may be found by ex-
amining the neighbouring vertices and moving to those which produce
a better function value (pivoting), though this is not entirely necessary
and can be computationally expensive. Once an initial vertex has been
defined and its neighbours located, then we may construct what are
known as γ-extensions. Before we define γ-extensions, we point out
that it is trivial to find a neighbour to some initial vertex v˜ as simply
changing one entry in the initial vertex v˜ will produce a neighbouring
vertex. For example, a vertex defined by a (n × 1) vector will have n
neighbours which differ to the original vertex v˜ by only one entry.
Firstly, define the function value at the current vertex v˜ by γ, that
is f(v˜) = γ. For the time being, assume that v˜ is chosen such that it
is optimal among its neighbours, thus γ is the best current solution to
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the problem.15 While perhaps not technically precise, we will refer to a
vertex which is known to be the best solution among its neighbours as
locally optimal. Intuitively, a γ-extension, y˜i, is the largest line segment
which extends from the chosen vertex v˜ in the direction of that vertex’s
neighbours, to another point (which need not necessarily lie within the
feasible space) such that f(y˜i) ≤ γ. Formally, if we define the direction
d˜i = v˜i− v˜ where v˜i is a neighbouring vertex of v˜ for i = 1, . . . , n, then
a γ-extension is defined by the problemmaxψi y˜i = v˜ + ψid˜isubject to: f(y˜i) ≤ γ.
We point out that if we ensure that f(v˜) = γ, then by the convexity of
f , ψ ≥ 1. There are many ways to solve this class of problem, though
perhaps the simplest is the bracket and bisect algorithm outlined in
Horst et al. (2000).
Now, since the vectors [y˜i − v˜] are linearly independent for i =
1, 2, . . . , n, there exists a unique hyperplane H(y1, . . . , yn) which con-
tains y1, . . . , yn. This hyperplane is defined by
H = {x˜ : x = Yλ+ v, 1˜′λ˜ = 1}
= {x˜ : 1˜′Y−1(x˜− v˜) = 1} (4.34)
where Y = [(y˜1 − v˜) . . . (y˜2 − v˜)] which is an (n × n) matrix, λ˜ is an
(n× 1) vector which ensures a convex combination of the γ-extensions
and 1˜n is a (n × 1) vector of ones. The hyperplane H generates two
halfspaces defined as
H− = {x˜ : 1˜′Y−1(x˜− v˜) < 1}
H+ = {x˜ : 1˜′Y−1(x˜− v˜) > 1}.
Examining these two halfspaces, we have that v˜ is contained in the
halfspace H− and more importantly that f(x˜) ≤ γ for all x˜ ∈ D∩H−.
For a proof of this statement we refer the reader to Horst et al. (2000).
15While this is not necessarily required, it does simplify exposition and a vertex
that satisfies this property can always be found by pivoting techniques.
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This allows us to remove the part D∩H− from the feasible set without
eliminating any points which will yield a function value lower than the
current best solution. This also provides a method of determining if
we are in fact at a global maximum, for if the entire polytope D is a
subset of D ∩ H−, then there is no point in the feasible space which
produces a better function value than that currently obtained at v˜,
and thus v˜ must be the global maximum. In geometric terms, checking
whether D ⊂ D ∩ H− may be done by translating H into a parallel
hyperplane H∗ which supports D ∩ H−. If this translation occurs as
a result of a movement of H towards v˜, then D ∩ H− ⊂ H− and v˜ is
the global maximum. As is shown in Horst and Tuy (1996), such a
translation may be expressed numerically as a linear program. Let c∗
be the solution to c
∗ = max
x˜
1˜′Y−1x˜
subject to: Ax˜ ≤ d˜
(4.35)
where A and d˜ represent the constraints, namely those given in the
original problem which defines our feasible space, and those established
by any concavity cuts previously performed. If c∗ ≤ 1 + 1˜′Y−1v˜, then
D ∩ H− ⊂ H− and we have established that v˜ is a global maximum.
If c∗ > 1 + 1˜′Y−1v˜, then we cannot guarantee that we have a global
maximum. Continuing the procedure is simply a matter of moving to
another vertex in the remaining feasible space D ∩ H+ and repeating
the cutting procedure. A good candidate for the next vertex is in
fact that which was obtained when computing c∗, though we need not
necessarily choose this vertex. It is important to note that we may
in fact be at a global maximum, but the procedure described above
cannot guarantee it without further reducing the feasible space. This
is in fact one of the main drawbacks of the cutting plane methods in
that whilst one may actually already have the global maximum, many
other operations which involve moving from away from it are required
to ascertain this fact.
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We now demonstrate how such a cutting plane algorithm may be ap-
plied to a simple two-step case of our option on a traded account. In this
example we will consider the problem in the form of a pseudo-Boolean
function as described previously, though we consider the slightly re-
laxed problem where bi ∈ [0, 1] rather than the true pseudo-Boolean
form where bi = 0 or 1. The reason for this is that the concavity cut
we are considering cannot easily handle such constraints as we would
not be optimising over a closed polytope, but rather a set of points
in Rn. Whilst we are technically omitting useful information, this is
often required to simplify the problem structure. Formally, we wish to
determine the function UN−2 given by
UN−2 = max
b˜
4∑
i=1
{|GN−2b˜+ HN−2|}i
subject to: 0 ≤ bi ≤ 1
where GN−2 = (β − α)ΦN−2 and HN−2 = ZN−2 + αΦN−21˜3 and
ΦN−2 =

φ φ(1 + φ) 0
φ −φ(1 + φ) 0
−φ 0 φ(1− φ)
−φ 0 −φ(1− φ)
 .
First, we note that our problem is defined on the unit cube in R3,
similar to that presented in figure 4.13. To make our example con-
crete, we will define some parameter values which we list in table 4
below. A simple way to determine the optimal strategy in this case
is to simply enumerate the function value at all eight vertices. Doing
so, we have that there are two optimal strategies b˜∗ = [1, 1, 0]′ and
[1, 1, 1]′, which gives a function value of UN−2 = 0.4439. We begin our
optimisation via cutting planes by selecting an initial vertex, in this
case we choose b˜init = [0, 0, 0]
′. To ensure that we are dealing with
a vertex which is optimal with respect to its neighbours, we simply
search among this vertices neighbours to ascertain if a better function
value can be achieved at one of those neighbours. This is repeated
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Parameter Value
r 0.05
σ 0.3
SN−2 1
XN−2 0
T 0.25
∆t 0.125
α 0
β 1
Table 4: Parameter values for our two-step concavity cut example.
until a locally optimal solution is found. In this case this locally opti-
mal solution is found to be [1, 1, 0]′. We set this as the initial vertex
for our concavity cut to proceed from, that is b˜0 = [1, 1, 0]
′. Next, we
construct our γ-extensions in the directions of b˜0’s neighbours where
we use a bracket and bisection technique to determine the appropriate
values of ψi for i = 1, 2, 3. We have that ψ1 = 2, ψ2 = 2 and ψ3 = 1,
thus our γ-extensions with respect to b˜0 are given by
y˜1 = [1, 1, 0]
′ + 2× ([0, 1, 0]′ − [1, 1, 0]′) = [−1, 1, 0]′
y˜2 = [1, 1, 0]
′ + 2× ([1, 0, 0]′ − [1, 1, 0]′) = [1,−1, 0]′
y˜3 = [1, 1, 0]
′ + 1× ([1, 1, 1]′ − [1, 1, 0]′) = [1, 1, 1]′.
We may now define and compute our first concavity cut. First, we note
that the matrix Y1 is given by
Y1 =
 −2 0 00 −2 0
0 0 1

and thus using equation (4.34), we may now compute our cutting plane.
This is presented in figure 4.14 together with the feasible space polytope
and γ-extensions.
We now wish to test this point to determine if it is indeed a global
maximum. Whilst we already know that the current vertex [1, 1, 0]′
is a global maximum via vertex enumeration, in a larger problem we
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Figure 4.14: The polytope and first concavity cut hyperplane for the
two-step problem. The feasible space bounds are drawn in blue while
the γ-extensions from b˜0 are drawn in red.
would be unable to state this. Thus we construct our linear program
to ascertain if we have a global maximum in accordance with equation
(4.35). In this case we have that 1˜′3Y
−1
1 = [−0.5,−0.5, 1] and the
constraints are I3b˜ ≤ 1˜3 and b˜ ≥ 0, where In is an (n × n) identity
matrix. Performing the required linear maximisation, we have that
c∗ = 1 and 1 + 1˜′3Y
−1
1 b˜0 = 0, and thus c
∗ > 1 + 1˜′3Y
−1b˜0 so we cannot
guarantee that the current vertex b˜0 is a global maximum. In terms of
the hyperplane H translating to a supporting hyperplane H∗, we have
actually moved away from b˜0 to the vertex [0, 0, 1]
′.
We now perform the second iteration of the algorithm. We begin
at the vertex b˜1 = [0, 0, 1]
′ as this is the vertex at which our linear
program, used to ascertain global optimality, was maximised. Horst
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et al. (2000) state that the vertex generated by the linear program is
a good starting point for the next iteration, so we stay true to their
algorithm. Computing the function value at b˜1 and its neighbouring
vertices, we have that
UN−2([0, 0, 1]′) = 0.18886
UN−2([0, 0, 0]′) = 0
UN−2([1, 0, 1]′) = 0.4216
UN−2([0, 1, 1]′) = 0.4216.
None of these vertices provides a better function value than the current
lower bound, so we leave γ=0.4439 and use this value to compute our
γ-extensions in the directions
d˜1 = [0, 0, 0]
′ − b˜1 = [0, 0,−1]′
d˜2 = [1, 0, 1]
′ − b˜1 = [1, 0, 0]′
d˜3 = [0, 1, 1]
′ − b˜1 = [0, 1, 0]′.
The appropriate values for ψi for i = 1, 2, 3, and thus the vectors given
by the γ-extensions are
ψ1 = 3.3537 ⇒ y˜1 = [0, 0,−2.3537]
ψ2 = 1.0528 ⇒ y˜2 = [1.0528, 0, 1]
ψ3 = 1.0956 ⇒ y˜3 = [0, 1.0956, 1].
Using the above γ-extensions, we can compute the matrix Y2 for this
iteration which is given by
Y2 =
 0 1.0528 00 0 1.0956
−3.3537 0 0

and using this we can again construct our cutting hyperplane. The
updated polytope, γ-extensions and cutting plane for this second it-
eration are plotted in figure 4.15 We now wish to test this vertex for
global optimality. To set up our linear program for this purpose. The
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Figure 4.15: The polytope and second concavity cut hyperplane for
the two-step problem. The feasible space bounds are drawn in blue
while the γ-extensions from b˜1 are drawn in red.
constraints for this program are that 0 ≤ b˜ ≤ 1 and
1˜′3Y
−1
1 (b˜− b˜0) ≥ 1 ⇒ [0.5, 0.5,−1]b˜ ≤ 0
where this additional constraint accounts for the first concavity cut.
This additional constraint is easily incorporated into the constraints A
and d˜. Performing the required maximisation, we obtain c∗ = 1.5644
and 1+1˜′3Y
−1
2 b˜1 = 0.7018, thus we cannot say that we currently have a
global maximum. The new vertex at which this linear program obtains
its maximum is b˜2 = [1, 1, 1]
′.
At this stage we could say that the vertex b˜2 is the only feasible
vertex left after cutting all the other corner points from feasible space,
and thus it must be the global optimum with function value UN−2(b˜2) =
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0.4439. However, we will continue with our method of cutting and
testing for global optimality via a linear program as this identification
would be more difficult in a larger scale problem. Our polytope for this
iteration is now defined by the constraints
0 ≤ b˜ ≤ 0
[0.5, 0.5,−1]b˜ ≤ 0
[−0.9498,−0.9127, 0.2979]b˜ ≤ −0.7021
(4.36)
where the final constraint is derived from computing 1˜′3Y
−1
2 and sub-
stituting into equation (4.34) to compute the cutting plane equation.
From these constraints our feasible polytope is defined. What we re-
quire in this case are the neighbouring vertices of the current vertex
b˜2 = [1, 1, 1]
′. In this case, b˜2 has four neighbouring vertices. These
neighbours and their associated function values are
UN−2([1, 0, 0.5]′) = 0.4216
UN−2([0, 1, 0.5]′) = 0.3273
UN−2([1, 0.0550, 1]′) = 0.4216
UN−2([0.0919, 1, 1]′) = 0.4216,
which are all less than the current best solution, so we keep γ = 0.4439.
Constructing our γ-extensions, we note that with four neighbours, if we
include all of them, then Y3 will be a (3× 4) matrix and thus not have
an inverse. This issue is easily handled by understanding that we need
only include linearly independent vertices to define our cutting plane.
In this case it is easy to see that the implies we need only include one
of [1, 0, 0.5]′ or [0, 1, 0.5]′. In this case we choose to include [1, 0, 0.5]′,
though this choice is arbitrary and makes no difference to our cutting
plane. We now define our directions and associated γ-extensions
d˜1 = [0, 1, 0.5]
′ − b˜2 ⇒ ψ1 = 2 ⇒ y˜1 = [1,−1, 0]′
d˜2 = [1, 0.0550, 1]
′ − b˜2 ⇒ ψ2 = 2.1166 ⇒ y˜2 = [1,−1, 1]′
d˜3 = [0.0919, 1, 1]
′ − b˜2 ⇒ ψ3 = 2.2027 ⇒ y˜3 = [−1, 1, 1]′,
and using the vectors y˜i for i = {1, 2, 3}, we can compute the matrix
Y3 and hence derive our cutting plane via equation (4.34). In this case
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the cutting plane is given by [−0.5,−0.5, 0]b˜ = 0. Figure 4.16 shows
these features graphically. We now wish to show that the vertex b˜2
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Figure 4.16: The polytope and third concavity cut hyperplane for the
two-step problem. The feasible space bounds are drawn in blue while
the γ-extensions from b˜2 are drawn in red.
is indeed the global optimum. This requires us to perform the linear
program outlined in (4.35) where the constraints are given by (4.36).
This gives c∗ = −0.4382 and 1 + 1˜′3Y−13 b˜2 = 2.1213 × 10−5, so clearly
c∗ < 1 + 1˜′3Y
−1
3 b˜2 and we thus conclude that the current vertex b˜2 is
the global maximum we desire. This completes the optimisation by
cutting planes for this two-step problem.
Whilst the cutting plane method outlined above is more efficient
than exhaustive approaches such as vertex enumeration, there are still
some issues which prevent the general adoption of these types of algo-
rithms for efficient valuation of options on traded accounts. Firstly, the
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algorithm requires that at each iteration we can compute the vertices
of the feasible polytope determined by the constraints. In general this
is a very difficult and computationally expensive problem. Matheiss
and Rubin (1980) present a good survey of the algorithms which may
be used to determine these vertices. Efficiency may be gained by using
the fact that we need actually only compute the current vertex, which
is always known in this problem, and its neighbours. Whilst this is
far less computationally intensive than finding all vertices, it is still a
difficult task to perform, especially as constraints are added at each it-
eration, thus potentially changing the neighbours. Also, in the example
above, even though we started the algorithm from what was a globally
optimal solution, we still required several cuts in order to confirm this.
Our experience leads us to believe that this problem would persist in
cases where more steps are included thus requiring many cuts leading
to an algorithm which is not particularly efficient. This appears to be
a general problem when using cutting planes and its variants for global
convex maximisation. In fact, Pardalos and Rosen (1987) make the
point that cutting plane algorithms are suitable for only moderately
sized problems. We next consider another class of algorithm which is
commonly used in global optimisation problems, the branch and bound
technique.
4.6.5. Optimisation by Branch and Bound. The branch and
bound algorithm is a common method of solving complex optimisa-
tion problems. Again the idea behind this algorithm is to determine
the global optimum without having to compute and compare the func-
tion value at all vertices. Rather than using additional inequalities to
remove part of the feasible space, branch and bound algorithms use
a branching procedure to partition the feasible space into smaller sets
over which bounds on the objective function can be computed via a spe-
cially chosen bounding functions. If it can be determined from these
bounds that a solution in one partition is always inferior to those in
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another partition, then those inferior parts are eliminated from con-
sideration. Elimination of certain parts of the feasible space in this
manner is often referred to as pruning.
To place this procedure in the context of our valuation problem,
branching would be performed over the trading strategies by, for ex-
ample, setting the first element of b˜ to 0 and 1, thus splitting our
feasible space into two separate partitions. We then compute upper
and lower bounds of the objective function, U , over each of these par-
titions and if we can show that the upper bound in one partition is less
than the lower bound in the other partition, then we can eliminate the
inferior partition from further consideration. In figure 4.17, we provide
a visualisation of such a procedure. In this figure, the feasible space
is partitioned by considering two cases, the first case being where the
first element of b˜, b1 is equal to 1 and the second case where this el-
ement is equal to 0. Upper and lower bounds are then computed for
the objective function in each of these partitions. In this case we as-
sume that the upper bound in the partition defined by b1 = 0 is less
than lower bound in the partition set by b1 = 1, or in the notation of
the diagram, UB0 < LB1. This means that we know that it is always
optimal to have b1 = 1, thus we need not consider any solutions which
have b1 = 0. The procedure is then repeated for other elements of b˜
until we are either left with only one solution, which must be optimal,
or alternatively a stopping criterion may be chosen. For further details
on the branch and bound algoithm we refer the reader to Horst et al.
(2000), Horst and Tuy (1996) and Pardalos and Rosen (1987).
While the branch and bound technique has been successfully ap-
plied to many complex optimisation problems, integer quadratic pro-
gramming being a prominent example, this success relies quite strongly
on the choice of the bounding functions. There is obviously no universal
bounding function, with the choice of such a function being dependent
on the problem structure. Choosing an appropriate bounding function
is thus the crux of the algorithm. This is where the application of
branch and bound to our option valuation problem becomes difficult.
At present we have been unable to determine an appropriate bounding
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Figure 4.17: A graphical representation of the branch and bound
procedure. In this diagram, we assume that LB1 > UB0.
function for U which allows the application of the branch and bound
algorithm. The difficulty is due to the fact that the present value of
the trading account X is a martingale. Thus the expected value of the
trading account at maturity is independent of the strategy chosen dur-
ing its lifetime. The strategy only becomes important when a convex
payoff function, in this case the plus function which we approach via
the absolute value function, is applied to the account value at maturity.
This means that many functions which could have been considered ap-
propriate will actually yield the same bound regardless of the strategy
chosen. For example, one choice for the lower bound of our value func-
tion would use the property that |x+ y| ≤ |x|+ |y|, or in terms of our
function U ,
max
b˜
∣∣∣∣∣
n∑
i=1
{ZN−k + ΦN−k(α1˜m + (β − α)b˜)}i
∣∣∣∣∣ ≤ UN−k.
However, due to the martingale property, the term on the left in the
above equation is always equal to |ZN−k| and is hence independent
of the trading strategy. This means that employing this as a lower
bounding function in a branch and bound algorithm will not eliminate
any branches and thus the algorithm will essentially become a vertex
enumeration. This problem has been encountered when using several
other linear bounding functions.
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One possible choice for the upper bound could be the log-sum-
exponential function. This is described by Boyd and Vandenberghe
(2009) as a smooth analogue of the max function, thus we can relate
it to the absolute value function in the following way,
|x| = max(x,−x) ≈ log(ex + e−x).
We can make this statement more precise by showing that the log-sum-
exponential function is in fact an upper bound to the absolute value
function.
Theorem 4.11. The following relation holds
|x| ≤ log(ex + e−x)
Proof. First consider x > 0. We wish to show that
x ≤ log(ex + e−x)⇐⇒ ex ≤ ex + e−x ⇐⇒ e−x ≥ 0
which is true. A similar argument holds for x < 0. 
Thus, using theorem 4.11, we have that
UN−k ≤ max
b˜
n∑
i=1
log
 exp({ZN−k + ΦN−k(α1˜m + (β − α)b˜)}i)
+ exp
(
{−ZN−k −ΦN−k(α1˜m − (β − α)b˜)}i
)  .
Determining the maximum in the above function is itself a convex
maximisation problem and thus difficult to solve, so whilst we have
been able to to determine bounds for our value function, they appear
to be ill suited to the branch and bound algorithm.
Given that we have not been particularly successful in solving the
l1-norm maximisation problem associated with the option valuation
directly, we now consider how the problem may be transformed such
that it may lend itself to other techniques. To this end, we show how we
may convert our l1-norm maximisation into a quadratic programming
problem which opens it up to other algorithms specifically designed to
handle quadratic programs.
4.6.6. Transformation to an Indefinite QP Problem. Before
we show how this transformation takes place, we first provide some
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intuition for it by considering the task of minimising the l1-norm. This
is a well known problem, being discussed for example in Boyd and
Vandenberghe (2009), which can be transformed into a linear program.
We demonstrate this with respect to our valuation problem. To keep
the notation a little more concise, we express this problem in terms of
the original strategy variable θ˜ rather that the re-scaled variable b˜.
Proposition 4.12. The minimisation of the l1-norm specified by
min
θ˜N−k
n∑
i=1
|{ZN−k + ΦN−kθ˜N−k}i|
subject to: α ≤ θ˜N−k,j ≤ β
may be converted into a linear program by introducing a new variable
g˜ in the following manner,
min
g˜,θ˜k
1˜′g˜
subject to: −gi ≤ {ZN−k + ΦN−kθ˜N−k}i ≤ gi
α ≤ θ˜N−k,j ≤ β
.
The intuition behind the above proposition is that we essentially try
to shrink an interval around the objective function. The only way to
make the interval as small as possible is to make the objective function
as small as possible, thus achieving the desired minimisation.
We wish to use a similar idea to maxmise the l1-norm, however as
we will show this is not as straightforward as minimisation. Again, we
construct an interval [−gi, gi] which will contain our objective function,
and we will attempt to maximise the width of this interval. However,
in order to do this, we require a mechanism which ensures that the only
way the interval can increase is through an increase in the objective
function. This could be achieved by including additional constraints
(typically non-linear) or by augmenting the objective function. We
choose the latter.
In order to force the growth of the sum of g˜ through the growth
of the absolute value of the account value, we will impose a quadratic
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penalty function on the linear objective function so that the new ob-
jective function will be maximised only when |{ZN−k +ΦN−kθ˜N−k}i| =
|gi|. The following proposition outlines how we may achieve this.
Proposition 4.13. The maximisation of the l1-norm, expressed as
max
θ˜N−k
∑n
i=1 |{ZN−k + ΦN−kθ˜N−k}i|
subject to: α ≤ θ˜N−k,j ≤ β
may be converted into a quadratic programming problem by introducing
the variable g˜ and the parameter B in the following way
max
{g˜,θ˜N−k}
1˜′g˜ −B
[∑n
i=1(g
2
i − {ZN−k + Φkθ˜k}2i )
]
subject to: −gi ≤ {ZN−k + ΦN−kθ˜N−k}i ≤ gi
α ≤ θ˜N−k,j ≤ β
where B is an arbitrarily large scalar. This is a quadratic penalty func-
tion approach whereby the objective function will be heavily reduced if
|{ZN−k + ΦN−kθ˜N−k}i| 6= |gi|, as desired. By replacing the sum with
its vector counterpart, we may express the above problem in matrix
notation
max
{g˜,θ˜}
1˜′g˜ −B[g˜′g˜ − (ZN−k + ΦN−kθ˜N−k)′(ZN−k + ΦN−kθ˜N−k)]
subject to: −gi ≤ {ZN−k + ΦN−kθ˜N−k}i ≤ gi
α ≤ θ˜N−k,j ≤ β
(4.37)
To provide a complete analysis of (4.37), let us express it in a more
standard manner where the optimisation is performed over a single
variable. This will require that we combine some of the terms in (4.37)
together. We thus define
x˜ =
[
θ˜m
g˜n
]
; R˜ =
[
0˜m
1˜n
]
; R1 = [ Im 0m,n ]; R2 = [ 0n,m In ]
where 0˜j is a (j × 1) vector of zeros, Ij is a (j × j) identity matrix and
0j,l is a (j × l) matrix of zeros. We again use the notation that for a
k-step model, n = 2k and m = n − 1. Using this notation, we have
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that θ˜m = R1x˜, g˜n = R2x˜ and R˜
′x˜ = 1˜′g˜. We may thus rewrite the
problem given by (4.37) as
min
x˜
x˜′B(R′2R2 −R′1Φ′N−kΦN−kR1)x˜− (R˜ + 2BZ˜ ′N−kΦN−kR1)x˜
subject to: Mx˜ ≤ ζ˜N−k
λ˜ ≤ x˜ ≤ µ˜
where16
M =
[
ΦN−kR1 −R2
−ΦN−kR1 −R2
]
; ζ˜N−k =
[
−Z˜N−k
Z˜N−k
]
;
λ˜ =
[
α1˜m
0˜n
]
; µ˜ =
[
β1˜m
∞1˜n
]
.
This is now the standard form for a quadratic program. Solution of
such a problem is highly dependent on the properties of the matrix
Q = R′2R2 −R′1Φ′N−kΦN−kR1. (4.38)
For example, if Q is negative definite, then the local maximum is also
the global maximum and standard gradient based methods may be
applied which could efficiently solve the problem. We will show that
Q is in fact an indefinite, diagonal matrix. In order to do this, we first
require two results which we present as lemmas 4.14 and 4.15 below.
Lemma 4.14. The product 1˜′nΦN−k is given by
1˜′nΦN−k = 0˜
′
m
where n = 2k, m = n− 1 and 0˜m is a (m× 1) vector of zeros.
Proof. We proceed by induction on k. For k = 1, we have that
n = 2, m = 1 and thus [
1 1
] [ φ
−φ
]
= 0
16We point out that the ∞ which appears in the vector µ˜ is simply a notational
device used to indicate that there is no upper bound for some elements in the vector
x˜.
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as required. We assume the statement holds for a k-step model, so
we now wish to show it holds for a (k + 1)-step model. First, using
proposition 4.8 and defining n1 = 2
(k+1) and m1 = n1−1, we have that
1˜′n1ΦN−(k+1) = 1˜
′
n1
[
A˜k+1 Bk+1
]
.
Now, to save space, define P = 1˜′n1ΦN−(k+1). Then we have that
P = 1˜′n1
[
A˜k+1
[
1 + φ 0
0 1− φ
]
⊗ΦN−k
]
=
[ [
1˜′n1A˜k+1
] [[
1˜′n 1˜
′
n
] [ (1 + φ)ΦN−k 0n,m
0n,m (1− φ)ΦN−k
]] ]
=
[
0
[
(1 + φ)1˜′nΦN−k + 1˜
′
n0n,m 1˜
′
n0n,m + (1− φ)1˜′nΦN−k
] ]
=
[
0 0˜′m 0˜
′
m
]
= 0˜′2m+1,
where we have used the fact that 1˜′n1A˜k+1 = 0 as it is simply a vector
where the top half is the constant φ, and the bottom half −φ. Now,
2m + 1 = 2(2k − 1) + 1 = 2(k+1) − 1 = m1. Thus for k = 1, . . . , N , we
have that 1˜nΦN−k = 0˜′m as required. 
Lemma 4.15. The matrix given by Φ′N−kΦN−k is a (m×m) diagonal
matrix with only positive elements on the diagonal.
Proof. We again proceed by induction on k. For k = 1, we can
easily compute Φ′N−1ΦN−1. This is given by
Φ′N−1ΦN−1 =
[
φ −φ
] [ φ
−φ
]
= 2φ2
which, being a scalar, is technically a diagonal matrix with a positive
entry. We now assume that this holds for a k-step model, that is
Φ′N−kΦN−k = Dm,m
where Dm,m is an (m×m), diagonal matrix with only positive elements
on the diagonal. We now move to a (k+ 1)-step model. We have from
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proposition 4.8 that
Φ′N−(k+1)ΦN−(k+1) =
[
A˜k+1 Bk+1
]′ [
A˜k+1 Bk+1
]
=
[
A˜′k+1
B′k+1
] [
A˜k+1 Bk+1
]
=
[
A˜′k+1A˜k+1 A˜
′
k+1Bk+1
B′k+1A˜k+1 B
′
k+1Bk+1
]
. (4.39)
We now compute the sub-matrices to prove our assertion. First, con-
sider the matrix A˜′k+1A˜k+1. Since we are taking the inner product of
two vectors, this is simply the sum of the square of the elements of
A˜k+1 which is a positive scalar. Next, consider the matrix given by
A˜′k+1Bk+1. We will show that this is equal to the vector 0˜2m. To save
space, let us define Z˜ = A˜′k+1Bk+1, then we may write
Z˜ =
[
φ1˜′n −φ1˜′n
] [ (1 + φ)ΦN−k 0n,m
0n,m (1− φ)ΦN−k
]
=
[
φ(1 + φ)1˜′nΦN−k − φ1˜′n0n,m φ1˜′n0n,m − φ(1− φ)1˜′nΦN−k
]
=
[
0˜′m 0˜
′
m
]
= [0˜′2m]
where we have used lemma 4.14 in the third line. Finally, we turn to
the matrix B′k+1Bk+1. To save space, let us define Bˆ = B
′
k+1Bk+1 We
have that
Bˆ =
[
(1 + φ)Φ′N−k 0m,n
0m,n (1− φ)Φ′N−k
][
(1 + φ)ΦN−k 0n,m
0n,m (1− φ)ΦN−k
]
=
[
(1 + φ)2Φ′N−kΦN−k 0m,m
0m,m (1− φ)2Φ′N−kΦN−k
]
=
[
(1 + φ)2Dm,m 0m,m
0m,m (1− φ)2Dm,m
]
.
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Substituting these matrices into (4.39) gives
Φ′N−(k+1)ΦN−(k+1) =
[
2nφ2 0˜′2m
0˜2m D2m,2m
]
.
This is a square matrix with positive entries only on the diagonal as
required. To confirm that we have the appropriate dimensions, we note
that the matrix Φ′N−(k+1)ΦN−(k+1) has dimensions (2m+ 1× 2m+ 1).
Notice that 2m+ 1 = 2(2k − 1) + 1 = 2k+1 − 1 = m1 as required. 
We now proceed to show that the matrix Q is indefinite by use of
lemmas 4.14 and 4.15. This is presented in the following theorem.
Theorem 4.16. The matrix Q given by equation (4.38) is an in-
definte, diagonal matrix.
Proof. First, consider the matrix R′2R2. It is clear that
R′2R2 =
[
0m,n
In
] [
0n,m In
]
=
[
0m,m 0m,n
0n,m In
]
.
Second, we have that R′1Φ
′
N−kΦN−kR1 is given by
R′1Φ
′
N−kΦN−kR1 =
[
Im
0n,m
]
Dm,m
[
Im 0m,n
]
=
[
Dm,m 0m,n
0n,m 0n,n
]
and thus Q can be written
Q =
[
0m,m 0m,n
0n,m In
]
−
[
Dm,m 0m,n
0n,m 0n,n
]
=
[
−Dm,m 0m,n
0n,m In
]
.
Hence Q is a diagonal matrix of dimension (m + n × m + n). More
importantly, it is clear that the top left (m×m) entries will always be
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negative, and the bottom right (n× n) entries will be positive always.
Since the eigenvalues of a diagonal matrix are simply those entries
themselves, this means that Q will have both positive and negative
eigenvalues, thus it is an indefinite matrix. 
Global optimisation of indefinite quadratic functions is a highly
non-trivial task. The reason for this is that the stationary points in
such problems are guaranteed to not be a maximum or a minimum,
rather they correspond to internal saddle points. This property also
implies that the optimal solution must lie along an edge of the con-
straint boundaries, rather than at a vertex. Despite these difficulties,
there exist several algorithms which may be used to handle this class
of problem. These algorithms can be split into two general classes.
The first class is a special application of the branch and bound method
described previously. This was developed by Pardalos et al. (1987) and
is also discussed in Pardalos and Rosen (1987). The intuition behind
this type of algorithm is to separate the indefinite objective function
into a concave part, a convex part and a linear part. Approximate
solutions are then obtained by using linear bounding functions and ap-
plying branch and bound techniques. The second class of algorithm
developed by Kough (1979) uses a cutting plane technique based on
a generalised Benders cut developed by Geoffrion (1972). Again the
separability of the objective function into a concave and convex com-
ponent is exploited, though rather than proceeding with a branch and
bound technique, a set of inequalities which are specific to quadratic
functions are added at each iteration to reduce the feasible space in
the same way as our concavity cuts did for our cutting plane algorithm
discussed earlier. This method is known to converge to the optimal
solution, though it is computationally expensive.
Unfortunately the algorithms we have discussed above for the indef-
inite quadratic program suffer similar problems as the general branch
and bound or cutting plane algorithms for the maximisation of general
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convex functions. Whilst some efficiency17 may be gained by the qua-
dratic structure of the problem, in order to obtain this form we have
also more than doubled its size.18 Since we already suffer from the
curse of dimensionality, we have decided against following this path as
the increase in the number of changing variables is likely to inhibit any
efficiency gains from the more desirable problem structure.
4.7. Concluding Remarks
In this section we have examined the problem of computing the
value of an option on a traded account under the assumption of a
binomial model. Perhaps the most challenging aspect of this valuation
is determining the optimal trading strategy which we tackle in several
different ways. First, analytic optimal strategies were derived for one
and two step models by an application of dynamic programming. A
general analytic strategy for the special case of the passport option was
derived, however obtaining the equivalent strategy for the option on a
traded account was shown to be an extremely difficult, and perhaps
impossible task due to the polynomial structure of the account paths.
For this reason we turned to numerical methods where it was shown
that the optimisation problem associated with this valuation is a global
convex maximisation problem which is known to be NP-hard. Given
this result, we do not expect to have an efficient numerical solution
available to us. Nonetheless, we examine several different algorithms
including the cutting plane, branch and bound and indefinite QP which,
given sufficient time, would solve the optimisation problem. Unfortu-
nately we have been unable to determine an efficient algorithm which
would be of practical use for pricing options on traded accounts.
Though we have been ultimately unsuccessful in valuing options on
traded accounts in discrete time, we have gained significant insight into
the problem at hand and have managed to value the passport option.
17Often a specific problem structure, e.g. quadratic, may allow one to perform
deeper cuts, thus requiring fewer iterations.
18The original k-step option valuation problem had 2k− 1 changing variables while
the quadratic transformation of this problem now has 2k+1 − 1 changing variables.
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Whilst it was understood that the problem would grow exponentially
quickly, it was not expected that determining the optimal strategy
would pose as significant a challenge as it inevitably has. It was also
not expected that the analytic strategy would be so complicated as
to make it impossible to express in terms of simple functions. In the
following sections we consider some of the implications of the results
we have obtained and outline some paths for future research.
CHAPTER 5
Conclusion and Future Research
In this thesis we have thoroughly examined the problem of valuing
options on traded accounts using both continuous and discrete time
models. Whilst a closed form solution for the continuous time model
was previously known, we have applied our own techniques to derive
the same formulas. In the process, we have provided extended detail
regarding these derivations and also discovered some small errors in
the formulas published which appear to have have gone unnoticed in
the field. We have also presented our own, alternative derivation for
the special case of passport options. We believe this approach to be a
simpler method than those previously discussed as it doesn’t require a
specific derivation of the Green’s function or the solution of the Kol-
mogorov forward equation to determine the transition density.
While continuous time models for options on traded accounts have
been covered in some detail in the existing literature, there are still
extensions left which we believe could provide a fruitful area for future
research. For example, much of the present literature has only consid-
ered options on a single asset. Since this type of option is a perfect
hedge for an actively managed fund, a formula for valuing options on
traded accounts for several correlated assets would be a new and useful
result from both a theoretical and practical standpoint. There has been
some work performed on numerical methods to solve the HJB equation
which governs the value function of options on traded accounts for two
assets, for example Ahn et al. (1999) provides the relevant multivariate
HJB equation and plots solutions for options on two assets, but little
detail is provided on the actual algorithm used. Closed form solutions
to such problems are however still very much an open problem. The
problem is not left untouched however. Kampen (2007) has derived the
169
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optimal strategies for such options under the assumptions of correlated
geometric Brownian motions, though the derivation of the pricing for-
mula is yet to be obtained. The approach taken by Kampen (2007)
is not dissimilar to Shreve and Vecer (2000) in that a generalised ver-
sion of the mean comparison theorem of Hajek (1985) is used for this
purpose, though the implementation is far more involved than for the
univariate case and is found to depend upon the asset correlations. A
derivation of this pricing formula is by no means a trivial exercise, and
thus we believe that such a challenging problem would provide fertile
ground for future research.
For the binomial model of the option on a traded account, there
is still much work to be done. This is because, as far as the author
is aware, this thesis represents the first time that the binomial model
has been thoroughly examined and applied to the problem of valuing
these types of options. Whilst we have ultimately been unsuccessful
in finding an efficient and practical method to value options on traded
accounts using this model, we have still gained considerable insight
and discovered some results which we believe add significantly to the
existing literature.
Firstly, we showed that in the general k-step model, the analytic
optimal strategy requires determining the roots of a (k−1) order poly-
nomial. It is well known that the formulas for such roots do not exist,
and as such the optimal strategy for such a model may not yield an
analytic solution. Luckily, for the special case of the passport option,
we were able to use the additional symmetry and a clever induction
argument to determine that the optimal strategy is in fact the same as
that found in the continuous time case, that being
θ∗t = −sgn(Xt).
Whilst it may be expected that such a property would hold in general,
we showed via the analytic solution to the one and two-step models
that this property doesn’t hold for the more general option on a traded
account. To be more precise, while the optimal trading strategy in
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continuous time is given by the rather simple formula
θ∗t = αI(Xt > 12(α + β)St) + βI(Xt ≤ 12(α + β)St),
this function doesn’t provide the the maximum option value when a
binomial model is employed. Rather, the optimal strategy function for
the binomial model is dependent not only on the current state variables,
but also on the values of the parameters which define our binomial
tree in a very complicated manner. Thus, to solve the optimisation
problem associated with the option on a traded account, we must turn
to numerical methods.
Unfortunately, due to the problem structure, we found that the
standard approach of dynamic programming was not numerically ap-
plicable and thus we were forced to treat the problem as one of mathe-
matical programming. Unfortunately it was found by transforming the
problem into an l1-norm maximisation that the problem at hand is in
fact NP-hard. This was an unexpected result given that the continuous
time models had reasonably simple optimal trading strategy functions.
We thus explored several algorithms and transformations designed to
solve such large-scale global convex maximisation problems. Unfortu-
nately, while these algorithms will determine the optimal strategy, they
are not efficient enough to be considered practical for the current prob-
lem. We do however believe that this area of numerical optimisation
could be a good candidate for future research. The algorithms we pre-
sented would be considered somewhat standard, however in these types
of problems a specifically written algorithm is usually required. Often,
better results are obtained by combining several of the discussed algo-
rithms into a hybrid method. For example, cutting planes and branch
and bound algorithms have been successfully combined to form a so
called branch-and-cut method which shows promise in solving some
quadratic optimisations which are similar to the problems we have en-
countered.
As in the continuous time case, multivariate models could also be
examined. At present however, we believe that this area of research
may be intractable with present algorithms and computing power. The
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curse of dimensionality has proven to be a very difficult problem to
overcome for our model consisting of a single asset, and this will only
be exacerbated when several assets are considered. Nonetheless, our
model could be extended to account for several assets without too much
trouble as the dynamics we have chosen are in fact a special case of the
He (1990) model which describes several correlated assets via multiple,
multi-nomial trees.
Options on traded accounts, being able to describe almost any other
type of option, are necessarily very difficult to value, thus any exten-
sions to the models already presented represent a huge challenge to
any potential researchers. These challenges however, also provide fer-
tile ground for future research as they require advanced, and most likely
new methods in stochastic analysis and large-scale global optimisation.
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APPENDIX A
Derivation of the Two-Step Optimal Strategy
In this appendix we will provide detailed calculations involved in the
derivation of the optimal strategy for the option on a traded account,
using a binomial model, at two steps from maturity. In chapter 4 the
optimal strategy at two steps from maturity was derived for the case
where α > 0 and |β| > |α|. In this section, we will apply the same
analysis to the remaining cases.
A.1. Derivation of θ∗N−2 when α < 0 and |β| > |α|
The first step to obtaining the optimal strategy is to order the
paths. Since this order depends on the value of φ, we will break the
analysis into sections. First, we need to identify where −α
β
and α+β
2β
lie
relative to one another.
α+β
2β
> −α
β
⇒ β > −3α.
Thus means that the relative positions of these two terms may switch
depending on the values of α and β. First we will consider −α
β
> α+β
2β
and later we will consider the alternative case. We also point out that
since |β| > |α|, this implies that θ∗N−1 = β.
A.1.1. φ ∈ (0, α+β
2β
), β < −3α. We may use table 1 in chapter 4
to determine the order for this range of φ. The order of the paths in
this case is:
ZuuN (β) > ZduN (α) > ZuuN (α) > ZduN (β) = ZudN (β) > ZddN (α) > ZudN (α) > ZddN (β)
Region 1: ZN−2 > 2βφ−βφ2. In this case all outcomes are positive,
and thus
(UN−2|θN−2 = β) = ρ
2SN−2
4
[4ZN−2]
= ρ2XN−2,
(UN−2|θN−2 = α) = ρ
2SN−2
4
[4ZN−2]
= ρ2XN−2,
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thus we are indifferent about which strategy is chosen in this region.
Region 2: −αφ + βφ + βφ2 < ZN−2 < 2βφ − βφ2. In this case we
have that
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + 2βφ+ βφ2
+ZN−2 − βφ2
+ZN−2 − βφ2
−ZN−2 + 2βφ− βφ2

=
ρ2SN−2
4
[2ZN−2 + 4βφ− 2βφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[4ZN−2].
Now, since 2ZN−2 + 4βφ − 2βφ2 > 4ZN−2 ⇒ ZN−2 < 2βφ − βφ2, we
have that θN−2 = β is optimal in this region.
Region 3: αφ+βφ−βφ2 < ZN−2 < −αφ+βφ+βφ2. The outcomes
are now
(UN−2|θN−2 = β) = ρ
2SN−2
4
[2ZN−2 + 4βφ− 2βφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4

ZN−2 + αφ+ βφ+ βφ2
−ZN−2 − αφ+ βφ+ βφ2
+ZN−2 − αφ+ βφ− βφ2
+ZN−2 − αφ− βφ+ βφ2

=
ρ2SN−2
4
[2ZN−2 + 2βφ− 2αφ+ 2βφ2].
Now, since 2ZN−2 + 4βφ− 2βφ2 > 2ZN−2 + 2βφ− 2αφ+ 2βφ2 ⇒ φ <
(α+β)
2β
we again have that θN−2 = β is optimal.
Region 4: βφ2 < ZN−2 < αφ+βφ−βφ2. In this case, we have that
(UN−2|θN−2 = β) = ρ
2SN−2
4
[2ZN−2 + 4βφ− 2βφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4

ZN−2 + αφ+ βφ+ βφ2
−ZN−2 − αφ+ βφ+ βφ2
+ZN−2 − αφ+ βφ− βφ2
−ZN−2 + αφ+ βφ− βφ2

=
ρ2SN−2
4
[4βφ].
Since 2ZN−2 + 4βφ − 2βφ2 > 4βφ ⇒ ZN−2 > βφ2, this implies that
θN−2 = β is optimal.
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Region 5: −αφ− βφ− βφ2 < ZN−2 < βφ2. In this region we have
that
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + 2βφ+ βφ2
−ZN−2 + βφ2
−ZN−2 + βφ2
−ZN−2 + 2βφ− βφ2

=
ρ2SN−2
4
[−2ZN−2 + 4βφ+ 2βφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[4βφ].
Since −2ZN−2 + 4βφ+ 2βφ2 > 4βφ⇒ ZN−2 < βφ2, again it is optimal
to take θN−2 = β.
Region 6: αφ−βφ+βφ2 < ZN−2 < −αφ−βφ−βφ2. We now have
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−2ZN−2 + 4βφ+ 2βφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4

−ZN−2 − αφ− βφ− βφ2
−ZN−2 − αφ+ βφ+ βφ2
+ZN−2 − αφ+ βφ− βφ2
−ZN−2 + αφ+ βφ− βφ2

=
ρ2SN−2
4
[−2ZN−2 − 2αφ+ 2βφ− 2βφ2].
Since−2ZN−2+4βφ+2βφ2 > −2ZN−2−2αφ+2βφ−2βφ2 ⇒ φ < (α+β)2β ,
θN−2 = β is again optimal.
Region 7: −2βφ − βφ2 < ZN−2 < αφ − βφ + βφ2. In this case we
have
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−2ZN−2 + 4βφ+ 2βφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[−4ZN−2].
Since −2ZN−2 + 4βφ + 2βφ2 > −4ZN−2 ⇒ −2βφ − βφ2 < ZN−2, we
have that θN−2 = β is optimal.
Region 8: ZN−2 < −2βφ − βφ2. In this case, we have that all
account outcomes are negative, thus
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−4ZN−2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[−4ZN−2],
and so we are again indifferent about the choice of θN−2.
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A.1.2. φ ∈ (α+β
2β
, −α
β
), β < −3α. In this case the order of the
paths is:
ZuuN (β) > ZduN (α) > ZuuN (α) > ZddN (α) > ZudN (β) = ZduN (β) > ZddN (β) > ZudN (α)
Region 1: −αφ+ βφ+ βφ2 < ZN−2. In this region, we have
(UN−2|θN−2 = β) = ρ
2SN−2
4
[4ZN−2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[4ZN−2]
as all paths are positive. Thus we are indifferent about our choice of
θN−2 in this region.
Region 2: 2βφ − βφ2 < ZN−2 < −αφ + βφ + βφ2. We now have
that
(UN−2|θN−2 = β) = ρ
2SN−2
4
[4ZN−2],
(UN−2|θN−2 = α) = ρ
2SN−2
4

ZN−2 + αφ+ βφ+ βφ2
−ZN−2 − αφ+ βφ+ βφ2
+ZN−2 − αφ+ βφ− βφ2
+ZN−2 − αφ− βφ+ βφ2

=
ρ2SN−2
4
[2ZN−2 − 2αφ+ 2βφ+ 2βφ2]
Now, since 4ZN−2 > 2ZN−2 − 2αφ + 2βφ + 2βφ2 ⇒ ZN−2 > −αφ +
βφ+ βφ2 which is false, we thus have that θN−2 = α is optimal in this
region.
Region 3: βφ2 < ZN−2 < 2βφ− βφ2. We have
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + 2βφ+ βφ2
+ZN−2 − βφ2
+ZN−2 − βφ2
−ZN−2 + 2βφ− βφ2

=
ρ2SN−2
4
[2ZN−2 + 4βφ− 2βφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[2ZN−2 − 2αφ+ 2βφ+ 2βφ2].
Now, 2ZN−2 + 4βφ − 2βφ2 > 2ZN−2 − 2αφ + 2βφ + 2βφ2 ⇒ φ < α+β2β
which is false in this region and thus θN−2 = α is optimal.
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Region 4: αφ+ βφ− βφ2 < ZN−2 < βφ2. We now have
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + 2βφ+ βφ2
−ZN−2 + βφ2
−ZN−2 + βφ2
−ZN−2 + 2βφ− βφ2

=
ρ2SN−2
4
[−2ZN−2 + 4βφ+ 2βφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[2ZN−2 − 2αφ+ 2βφ+ 2βφ2].
Now, since −2ZN−2 +4βφ+2βφ2 > 2ZN−2−2αφ+2βφ+2βφ2 implies
that 1
2
(α + β)φ > ZN−2, we have to ascertain if 12(α + β)φ is within
the bounds of the interval. It is easy to show that it is and thus if
1
2
(α + β)φ > ZN−2, then it is optimal to take θN−2 = β, while if
1
2
(α + β)φ < ZN−2 the θN−2 = α is optimal.
Region 5: αφ− βφ+ βφ2 < ZN−2 < αφ+ βφ− βφ2. We now have
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−2ZN−2 + 4βφ+ 2βφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4

ZN−2 + αφ+ βφ+ βφ2
−ZN−2 − αφ+ βφ+ βφ2
+ZN−2 − αφ+ βφ− βφ2
−ZN−2 + αφ+ βφ− βφ2

=
ρ2SN−2
4
[4βφ].
Comparing, we get −2ZN−2 +4βφ+2βφ2 > 4βφ⇒ ZN−2 < βφ2 which
is true and thus θN−2 = β is optimal.
Region 6: −αφ−βφ−βφ2 < ZN−2 < αφ−βφ+βφ2. In this region,
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−2ZN−2 + 4βφ+ 2βφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4

ZN−2 + αφ+ βφ+ βφ2
−ZN−2 − αφ+ βφ+ βφ2
−ZN−2 + αφ− βφ+ βφ2
−ZN−2 + αφ+ βφ− βφ2

=
ρ2SN−2
4
[−2ZN−2 + 2αφ+ 2βφ+ 2βφ2].
Since β > α, we have that θN−2 = β is again optimal.
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Region 7: −2βφ−βφ2 < ZN−2 < −αφ−βφ−βφ2. We have in this
region that
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−2ZN−2 + 4βφ+ 2βφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[−4ZN−2],
thus since −2ZN−2 + 4βφ + 2βφ2 > −4ZN−2 ⇒ −2βφ − βφ2 < ZN−2,
this means that θN−2 = β is optimal.
Region 8: ZN−2 < −2βφ−βφ2. In this region all paths are negative,
thus
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−4ZN−2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[−4ZN−2],
so we are indifferent about the choice of θN−2 in this region.
A.1.3. φ ∈ (−α
β
, 1), β < −3α. In this case the order of the paths
is:
ZuuN (β) > ZuuN (α) > ZduN (α) > ZddN (α) > ZudN (β) = ZduN (β) > ZddN (β) > ZudN (α)
Region 1: −αφ + βφ + βφ2 < ZN−2. In this region all account
outcomes are positive, and so
(UN−2|θN−2 = β) = ρ
2SN−2
4
[4ZN−2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[4ZN−2],
therefore we are indifferent about the choice of θN−2.
Region 2: 2βφ− βφ2 < ZN−2 < −αφ+ βφ+ βφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4
[4ZN−2],
(UN−2|θN−2 = α) = ρ
2SN−2
4

ZN−2 + αφ+ βφ+ βφ2
−ZN−2 − αφ+ βφ+ βφ2
+ZN−2 − αφ+ βφ− βφ2
+ZN−2 − αφ− βφ+ βφ2

=
ρ2SN−2
4
[2ZN−2 − 2αφ+ 2βφ+ 2βφ2].
Since 4ZN−2 > 2ZN−2− 2αφ+ 2βφ+ 2βφ2 ⇒ ZN−2 > −αφ+βφ+βφ2
which is false, it is clear that θN−2 = α in this region.
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Region 3: βφ2 < ZN−2 < 2βφ− βφ2. We now have that
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + 2βφ+ βφ2
+ZN−2 − βφ2
+ZN−2 − βφ2
−ZN−2 + 2βφ− βφ2

=
ρ2SN−2
4
[2ZN−2 + 4βφ− 2βφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[2ZN−2 − 2αφ+ 2βφ+ 2βφ2].
Since 2ZN−2 + 4βφ − 2βφ2 > 2ZN−2 − 2αφ + 2βφ + 2βφ2 ⇒ φ < α+β2β
which is false, θN−2 = α is optimal.
Region 4: αφ+ βφ− βφ2 < ZN−2 < βφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + 2βφ+ βφ2
−ZN−2 + βφ2
−ZN−2 + βφ2
−ZN−2 + 2βφ− βφ2

=
ρ2SN−2
4
[−2ZN−2 + 4βφ+ 2βφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[2ZN−2 − 2αφ+ 2βφ+ 2βφ2].
Since −2ZN−2 + 4βφ + 2βφ2 > 2ZN−2 − 2αφ + 2βφ + 2βφ2 ⇒ 12(α +
β)φ > ZN−2, we have that if 12(α + β)φ > ZN−2 then θN−2 = β and if
1
2
(α + β)φ < ZN−2, then θN−2 = α.
Region 5: αφ− βφ+ βφ2 < ZN−2 < αφ+ βφ− βφ2. We have that
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−2ZN−2 + 4βφ+ 2βφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4

ZN−2 + αφ+ βφ+ βφ2
−ZN−2 − αφ+ βφ+ βφ2
+ZN−2 − αφ+ βφ− βφ2
−ZN−2 + αφ+ βφ− βφ2

=
ρ2SN−2
4
[4βφ].
Since −2ZN−2 + 4βφ + 2βφ2 > 4βφ ⇒ ZN−2 < βφ2 which is true, we
have that θN−2 = β is optimal in this region.
Region 6: −αφ−βφ−βφ2 < ZN−2 < αφ−βφ+βφ2. We have that
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−2ZN−2 + 4βφ+ 2βφ2],
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(UN−2|θN−2 = α) = ρ
2SN−2
4

ZN−2 + αφ+ βφ+ βφ2
−ZN−2 − αφ+ βφ+ βφ2
−ZN−2 + αφ− βφ+ βφ2
−ZN−2 + αφ+ βφ− βφ2

=
ρ2SN−2
4
[−2ZN−2 + 2αφ+ 2βφ+ 2βφ2].
Since −2ZN−2 + 4βφ+ 2βφ2 > −2ZN−2 + 2αφ+ 2βφ+ 2βφ2 ⇒ β > α,
θN−2 = β is optimal.
Region 7: −2βφ − βφ2 < ZN−2 < −αφ − βφ − βφ2. In this case,
since all outcomes are negative when θN−2 = α,
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−2ZN−2 + 4βφ+ 2βφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[−4ZN−2].
Since −2ZN−2 + 4βφ + 2βφ2 > −4ZN−2 ⇒ −2βφ − βφ2 < ZN−2, we
again have that θN−2 = β.
Region 8: ZN−2 < −2βφ − βφ2. In this case all account outcomes
are negative regardless of the choice of θN−2, thus
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−4ZN−2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[−4ZN−2],
and we are hence indifferent as to the choice of θN−2.
Having obtained the optimal strategy for θN−2 in all regions when
β < −3α, we now repeat the procedure for the case where β > −3α.
A.1.4. φ ∈ (0, −α
β
), β > −3α. The order of the paths in this case
is:
ZuuN (β) > ZduN (α) > ZuuN (α) > ZduN (β) = ZudN (β) > ZddN (α) > ZudN (α) > ZddN (β)
Region 1: 2βφ−βφ2 < ZN−2. In this case all outcomes are positive
and thus we have that
(UN−2|θN−2 = β) = ρ
2SN−2
4
[4ZN−2]
(UN−2|θN−2 = α) = ρ
2SN−2
4
[4ZN−2]
and thus we are indifferent in this region.
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Region 2: −αφ + βφ + βφ2 < ZN−2 < 2βφ − βφ2. In this case we
have that
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + 2βφ+ βφ2
+ZN−2 − βφ2
+ZN−2 − βφ2
−ZN−2 + 2βφ− βφ2

=
ρ2SN−2
4
[2ZN−2 + 4βφ− 2βφ2]
(UN−2|θN−2 = α) = ρ
2SN−2
4
[4ZN−2].
Since 2ZN−2 + 4βφ − 2βφ2 > 4ZN−2 ⇒ ZN−2 < 2βφ − βφ2 which is
true, we have that θN−2 = β is optimal.
Region 3: αφ+βφ−βφ2 < ZN−2 < −αφ+βφ+βφ2. We now have
that
(UN−2|θN−2 = β) = ρ
2SN−2
4
[2ZN−2 + 4βφ− 2βφ2]
(UN−2|θN−2 = α) = ρ
2SN−2
4

ZN−2 + αφ+ βφ+ βφ2
−ZN−2 − αφ+ βφ+ βφ2
+ZN−2 − αφ+ βφ− βφ2
+ZN−2 − αφ− βφ+ βφ2

=
ρ2SN−2
4
[2ZN−2 − 2αφ+ 2βφ+ 2βφ2].
Since 2ZN−2 + 4βφ − 2βφ2 > 2ZN−2 − 2αφ + 2βφ + 2βφ2 ⇒ α+β2β > φ
which is true, again θN−2 = β is optimal.
Region 4: βφ2 < ZN−2 < αφ+ βφ− βφ2. We now have that
(UN−2|θN−2 = β) = ρ
2SN−2
4
[2ZN−2 + 4βφ− 2βφ2]
(UN−2|θN−2 = α) = ρ
2SN−2
4

ZN−2 + αφ+ βφ+ βφ2
−ZN−2 − αφ+ βφ+ βφ2
+ZN−2 − αφ+ βφ− βφ2
−ZN−2 + αφ+ βφ− βφ2

=
ρ2SN−2
4
[4βφ].
Since 2ZN−2 + 4βφ − 2βφ2 > 4βφ ⇒ βφ2 < ZN−2 which is true,
θN−2 = β is optimal.
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Region 5: −αφ− βφ− βφ2 < ZN−2 < βφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + 2βφ+ βφ2
−ZN−2 + βφ2
−ZN−2 + βφ2
−ZN−2 + 2βφ− βφ2

=
ρ2SN−2
4
[−2ZN−2 + 4βφ+ 2βφ2]
(UN−2|θN−2 = α) = ρ
2SN−2
4
[4βφ].
Since −2ZN−2 + 4βφ + 2βφ2 > 4βφ ⇒ ZN−2 < βφ2 which is true,
θN−2 = β is optimal.
Region 6: αφ− βφ+ βφ2 < ZN−2 < −αφ− βφ− βφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−2ZN−2 + 4βφ+ 2βφ2]
(UN−2|θN−2 = α) = ρ
2SN−2
4

−ZN−2 − αφ− βφ− βφ2
−ZN−2 − αφ+ βφ+ βφ2
+ZN−2 − αφ+ βφ− βφ2
−ZN−2 + αφ+ βφ− βφ2

=
ρ2SN−2
4
[−2ZN−2 − 2αφ+ 2βφ− 2βφ2].
Since −2ZN−2 +4βφ+2βφ2 > −2ZN−2−2αφ+2βφ−2βφ2 ⇒ α+β−2β < φ,
which is true always since φ > 0, thus θN−2 = β is again optimal.
Region 7: −2βφ − βφ2 < ZN−2 < αφ − βφ + βφ2. Now we have
that
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−2ZN−2 + 4βφ+ 2βφ2]
(UN−2|θN−2 = α) = ρ
2SN−2
4
[−4ZN−2].
Since −2ZN−2 + 4βφ+ 2βφ2 > −4ZN−2 ⇒ −2βφ− βφ2 < ZN−2 which
is true, θN−2 = β is optimal.
Region 8: ZN−2 < −2βφ − βφ2. In this case all outcomes are
negative, so
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−4ZN−2]
(UN−2|θN−2 = α) = ρ
2SN−2
4
[−4ZN−2].
and thus we are indifferent in this region.
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A.1.5. φ ∈ (−α
β
, α+β
2β
), β > −3α. In this case the order of the
paths is:
ZuuN (β) > ZuuN (α) > ZduN (α) > ZduN (β) = ZudN (β) > ZddN (α) > ZudN (α) > ZddN (β)
Region 1: 2βφ− βφ2 < ZN−2. In this region all account outcomes
are positive and thus
(UN−2|θN−2 = β) = ρ
2SN−2
4
[4ZN−2]
(UN−2|θN−2 = α) = ρ
2SN−2
4
[4ZN−2],
thus we are indifferent about the choice of θN−2 in this case.
Region 2: −αφ+ βφ+ βφ2 < ZN−2 < 2βφ− βφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + 2βφ+ βφ2
+ZN−2 − βφ2
+ZN−2 − βφ2
−ZN−2 + 2βφ− βφ2

=
ρ2SN−2
4
[2ZN−2 + 4βφ− 2βφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[4ZN−2].
Since 2ZN−2 + 4βφ− 2βφ2 > 4ZN−2 ⇒ −αφ+βφ+βφ2 < ZN−2 which
is true, θN−2 = β is optimal.
Region 3: αφ + βφ − βφ2 < ZN−2 < −αφ + βφ + βφ2. We have
that,
(UN−2|θN−2 = β) = ρ
2SN−2
4
[2ZN−2 + 4βφ− 2βφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4

ZN−2 + αφ+ βφ+ βφ2
−ZN−2 − αφ+ βφ+ βφ2
+ZN−2 − αφ+ βφ− βφ2
+ZN−2 − αφ− βφ+ βφ2

=
ρ2SN−2
4
[2ZN−2 − 2αφ+ 2βφ+ 2βφ2].
Since 2ZN−2 + 4βφ − 2βφ2 > 2ZN−2 − 2αφ + 2βφ + 2βφ2 ⇒ α+β2β > φ
which is true, θN−2 = β.
Region 4: βφ2 < ZN−2 < αφ+ βφ− βφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4
[2ZN−2 + 4βφ− 2βφ2],
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(UN−2|θN−2 = α) = ρ
2SN−2
4

ZN−2 + αφ+ βφ+ βφ2
−ZN−2 − αφ+ βφ+ βφ2
+ZN−2 − αφ+ βφ− βφ2
−ZN−2 + αφ+ βφ− βφ2

=
ρ2SN−2
4
[4βφ].
Since 2ZN−2 + 4βφ − 2βφ2 > 4βφ ⇒ βφ2 < ZN−2 which is true,
θN−2 = β is optimal.
Region 5: αφ− βφ+ βφ2 < ZN−2 < βφ2. We have in this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + 2βφ+ βφ2
−ZN−2 + βφ2
−ZN−2 + βφ2
−ZN−2 + 2βφ− βφ2

=
ρ2SN−2
4
[−2ZN−2 + 4βφ+ 2βφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[4βφ].
Since −2ZN−2 + 4βφ + 2βφ2 > 4βφ >⇒ βφ2 > ZN−2 which is true,
θN−2 = β.
Region 6: −αφ− βφ− βφ2 < ZN−2 < αφ− βφ+ βφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−2ZN−2 + 4βφ+ 2βφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4

ZN−2 + αφ+ βφ+ βφ2
−ZN−2 − αφ+ βφ+ βφ2
−ZN−2 + αφ− βφ+ βφ2
−ZN−2 + αφ+ βφ− βφ2

=
ρ2SN−2
4
[−2ZN−2 + 2αφ+ 2βφ+ 2βφ2].
Since −2ZN−2 + 4βφ+ 2βφ2 > −2ZN−2 + 2αφ+ 2βφ+ 2βφ2 ⇒ β > α
which is true always, θN−2 = β.
Region 7: −2βφ − βφ2 < ZN−2 < −αφ − βφ − βφ2. Now, in this
case,
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−2ZN−2 + 4βφ+ 2βφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[−4ZN−2].
Since −2ZN−2 + 4βφ+ 2βφ2 > −4ZN−2 ⇒ −2βφ− βφ2 < ZN−2 which
is true, we have that θN−2 = β is optimal.
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Region 8: ZN−2 < −2βφ− βφ2. In this case, all account paths are
negative valued and thus
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−4ZN−2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[−4ZN−2],
hence we are indifferent about the choice for θN−2 = β.
A.1.6. φ ∈ (α+β
2β
, 1), β > −3α. In this case the order of the paths
is:
ZuuN (β) > ZuuN (α) > ZduN (α) > ZddN (α) > ZudN (β) = ZduN (β) > ZddN (β) > ZudN (α)
(A.1)
Region 1: −αφ+βφ+βφ2 < ZN−2. In this case all account outcomes
are positive, thus
(UN−2|θN−2 = β) = ρ
2SN−2
4
[4ZN−2]
(UN−2|θN−2 = α) = ρ
2SN−2
4
[4ZN−2],
and thus we are indifferent about the choice of θN−2 in this region.
Region 2: 2βφ− βφ2 < ZN−2 < −αφ+ βφ+ βφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4
[4ZN−2]
(UN−2|θN−2 = α) = ρ
2SN−2
4

ZN−2 + αφ+ βφ+ βφ2
−ZN−2 − αφ+ βφ+ βφ2
+ZN−2 − αφ+ βφ− βφ2
+ZN−2 − αφ− βφ+ βφ2

=
ρ2SN−2
4
[2ZN−2 − 2αφ+ 2βφ+ 2βφ2].
Since 4ZN−2 > 2ZN−2− 2αφ+ 2βφ+ 2βφ2 ⇒ ZN−2 > −αφ+βφ+βφ2
which is false, we have that θN−2 = α in this region.
Region 3: βφ2 < ZN−2 < 2βφ− βφ2. In this case we have that,
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + 2βφ+ βφ2
+ZN−2 − βφ2
+ZN−2 − βφ2
−ZN−2 + 2βφ− βφ2

=
ρ2SN−2
4
[2ZN−2 + 4βφ− 2βφ2]
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(UN−2|θN−2 = α) = ρ
2SN−2
4
[2ZN−2 − 2αφ+ 2βφ+ 2βφ2].
Since 2ZN−2 + 4βφ − 2βφ2 > 2ZN−2 − 2αφ + 2βφ + 2βφ2 ⇒ α+β2β > φ
which is false, we have that θN−2 = α in this region.
Region 4: αφ+ βφ− βφ2 < ZN−2 < βφ2. We have that
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + 2βφ+ βφ2
−ZN−2 + βφ2
−ZN−2 + βφ2
−ZN−2 + 2βφ− βφ2

=
ρ2SN−2
4
[−2ZN−2 + 4βφ+ 2βφ2]
(UN−2|θN−2 = α) = ρ
2SN−2
4
[2ZN−2 − 2αφ+ 2βφ+ 2βφ2].
Since −2ZN−2+4βφ+2βφ2 > 2ZN−2−2αφ+2βφ+2βφ2 ⇒ 12(α+β)φ >
ZN−2, if this condition holds then θN−2 = β, however if 12(α + β)φ <
ZN−2 then θN−2 = α is optimal.
Region 5: αφ− βφ+ βφ2 < ZN−2 < αφ+ βφ− βφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−2ZN−2 + 4βφ+ 2βφ2]
(UN−2|θN−2 = α) = ρ
2SN−2
4

ZN−2 + αφ+ βφ+ βφ2
−ZN−2 − αφ+ βφ+ βφ2
+ZN−2 − αφ+ βφ− βφ2
−ZN−2 + αφ+ βφ− βφ2

=
ρ2SN−2
4
[4βφ].
Since −2ZN−2 + 4βφ + 2βφ2 > 4βφ ⇒ βφ2 > ZN−2 which is true,
θN−2 = β is optimal.
Region 6: −αφ− βφ− βφ2 < ZN−2 < αφ− βφ+ βφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−2ZN−2 + 4βφ+ 2βφ2]
(UN−2|θN−2 = α) = ρ
2SN−2
4

ZN−2 + αφ+ βφ+ βφ2
−ZN−2 − αφ+ βφ+ βφ2
−ZN−2 + αφ− βφ+ βφ2
−ZN−2 + αφ+ βφ− βφ2

=
ρ2SN−2
4
[−2ZN−2 + 2αφ+ 2βφ+ 2βφ2].
Since −2ZN−2 + 4βφ+ 2βφ2 > −2ZN−2 + 2αφ+ 2βφ+ 2βφ2 ⇒ β > α
which is true always, θN−2 = β is optimal.
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Region 7: −2βφ− βφ2 < ZN−2 < −αφ− βφ− βφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−2ZN−2 + 4βφ+ 2βφ2]
(UN−2|θN−2 = α) = ρ
2SN−2
4
[−4ZN−2].
Since −2ZN−2 + 4βφ+ 2βφ2 > −4ZN−2 ⇒ −2βφ− βφ2 < ZN−2 which
is true, we have that θN−2 = β in this region.
Region 8: ZN−2 < −2βφ − βφ2. In this case all outcomes are
negative, thus
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−4ZN−2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[−4ZN−2],
hence we are indifferent about the choice of θN−2.
This completes the analysis for |α| < |β| when α < 0 and β > 0.
The following section will examine the alternative scenarios.
A.2. Derivation of θ∗N−2 when α < 0 and |α| > |β|
We now consider the optimal strategy for θN−2 when α < 0 and
|α| > |β|. In this scenario, it is known that the optimal choice for
θuN−1 = θ
d
N−1 = α and thus UN−2 will have the following form,
UN−2 =
SN−2ρ2
4

|ZN−2 + θN−2φ+ α(φ+ φ2)|
+|ZN−2 + θN−2φ− α(φ+ φ2)|
+|ZN−2 − θN−2φ+ α(φ− φ2)|
+|ZN−2 − θN−2φ− α(φ− φ2)|

=
SN−2ρ2
4

|ZuuN−2(θN−2)|
+|ZudN−2(θN−2)|
+|ZduN−2(θN−2)|
+|ZddN−2(θN−2)|

which when evaluated at α and β gives,
(UN−2|θN−2 = β) = SN−2ρ
2
4

|ZN−2 + βφ+ α(φ+ φ2)|
+|ZN−2 + βφ− α(φ+ φ2)|
+|ZN−2 − βφ+ α(φ− φ2)|
+|ZN−2 − βφ− α(φ− φ2)|
 ,
(UN−2|θN−2 = α) = SN−2ρ
2
4

|ZN−2 + αφ+ α(φ+ φ2)|
+|ZN−2 + αφ− α(φ+ φ2)|
+|ZN−2 − αφ+ α(φ− φ2)|
+|ZN−2 − αφ− α(φ− φ2)|
 .
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What remains is to order these paths so that the precise values for
(UN−2|θN−2 = β) and (UN−2|θN−2 = α) may be computed. To this
end, we take pair-wise comparisons between all paths, the results of
which are summarised in table 1 below. Given some of the results
pertaining to the order of the paths, we must consider separate cases
where β > 0 and β < 0.
> ZuuN (β) ZudN (β) ZduN (β) ZddN (β) ZuuN (α) ZudN (α) ZduN (α) ZddN (α)
ZuuN (β) = F β−α < φ F T F F F
ZudN (β) = T βα < φ F T T α+β2α < φ
ZduN (β) = F F F F F
ZddN (β) = F α+β2α > φ α+β2α > φ F
ZuuN (α) = F F F
ZudN (α) = = F
ZduN (α) = F
ZddN (α) =
Table 1: Pairwise comparisons for binomial account values when α < 0
and |α| > |β|. As before, the table is to be read by taking an entry from
the left column (LE) and comparing it with an entry from the top row
(TE) via LE > TE. T, F, = and a stated inequality indicate that the
statement is true always, false always, equal or requires that inequality
to be true respectively.
Using the results of table 1 above, we may determine the path order
for a given scenario and hence determine which is the optimal choice
for θN−2. As before there are many scenarios we must consider, each
of which will be covered in the following subsections. First, we note
that we need to determine which is larger between α+β
2α
and β−α to
ascertain the correct path ranking. It is straightforward to show that
α+β
2α
> β−α ⇒ α < −3β, thus this will be one of the conditions we use
to separate our cases.
A.2.1. φ ∈ (0, β−α), β > 0, α < −3β. The order for the paths in
under this scenario are
ZddN (α) > ZudN (β) > ZddN (β) > ZduN (α) = ZudN (α) > ZuuN (β) > ZduN (β) > ZuuN (α)
Region 1: −2α−αφ2 < ZN−2. In this case we have that all account
outcomes are positive and thus we are indifferent about the choice of
θN−2 under this scenario.
Region 2: βφ− αφ+ αφ2 < ZN−2 < −2α− αφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4
[4ZN−2],
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(UN−2|θN−2 = α) = ρ
2SN−2
4

−ZN−2 − 2αφ− αφ2
+ZN−2 − αφ2
+ZN−2 − αφ2
+ZN−2 − 2αφ+ αφ2
 .
=
ρ2SN−2
4
[2ZN−2 − 4αφ− 2αφ2]
Since 4ZN−2 > 2ZN−2 − 4αφ − 2αφ2 ⇒ ZN−2 > −2α − αφ2 which is
false, we thus have that θN−2 = α is optimal in this case.
Region 3: −βφ−αφ−αφ2 < ZN−2 < βφ−αφ+αφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + βφ+ αφ+ αφ2
+ZN−2 + βφ− αφ− αφ2
−ZN−2 + βφ− αφ+ αφ2
+ZN−2 − βφ− αφ+ αφ2
 ,
=
ρ2SN−2
4
[2ZN−2 + 2βφ− 2αφ+ 2αφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[2ZN−2 − 4αφ− 2αφ2].
Since 2ZN−2 + 2βφ− 2αφ + 2αφ2 > 2ZN−2 − 4αφ− 2αφ2 ⇒ α+β−2α > φ
which is false always, thus θN−2 = α is optimal.
Region 4: αφ2 < ZN−2 < −βφ − αφ − αφ2. We have that in this
region,
(UN−2|θN−2 = β) = ρ
2SN−2
4

−ZN−2 − βφ− αφ− αφ2
+ZN−2 + βφ− αφ− αφ2
−ZN−2 + βφ− αφ+ αφ2
+ZN−2 − βφ− αφ+ αφ2

=
ρ2SN−2
4
[−4αφ],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[2ZN−2 − 4αφ− 2αφ2].
Since −4αφ > 2ZN−2 − 4αφ − 2αφ2 ⇒ αφ2 > ZN−2 which is false,
θN−2 = α is optimal in this case.
Region 5: βφ+ αφ− αφ2 < ZN−2 < αφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−4αφ],
(UN−2|θN−2 = α) = ρ
2SN−2
4

−ZN−2 − 2αφ− αφ2
−ZN−2 + αφ2
−ZN−2 + αφ2
+ZN−2 − 2αφ+ αφ2

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=
ρ2SN−2
4
[−2ZN−2 − 4αφ+ 2αφ2].
Since −4αφ > −2ZN−2 − 4αφ + 2αφ2 ⇒ ZN−2 > αφ2 which is false,
θN−2 = α.
Region 6: −βφ+αφ+αφ2 < ZN−2 < βφ+αφ−αφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4

−ZN−2 − βφ− αφ− αφ2
+ZN−2 + βφ− αφ− αφ2
−ZN−2 + βφ− αφ+ αφ2
−ZN−2 + βφ+ αφ− αφ2

=
ρ2SN−2
4
[−2ZN−2 + 2βφ− 2αφ− 2αφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[−2ZN−2 − 4αφ+ 2αφ2].
Since −2ZN−2 +2βφ−2αφ−2αφ2 > −2ZN−2−4αφ+2αφ2 ⇒ φ > α+β2α
which is false, so θN−2 = α in this region.
Region 7: 2αφ− αφ2 < ZN−2 < −βφ+ αφ+ αφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−4ZN−2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[−2ZN−2 − 4αφ+ 2αφ2].
Since −4ZN−2 > −2ZN−2 − 4αφ + 2αφ2 ⇒ 2αφ − αφ2 > ZN−2 which
is false, θN−2 = α is optimal.
Region 8: ZN−2 < 2αφ − αφ2. In this case all paths are negative,
thus we are indifferent about the choice of θN−2.
A.2.2. φ ∈ ( β−α , α+β2α ), β > 0, α < −3β. The ranking of the paths
under this scenario are:
ZddN (α) > ZudN (β) > ZddN (β) > ZudN (α) = ZduN (α) > ZduN (β) > ZuuN (β) > ZuuN (α)
Region 1: −2αφ − αφ2 < ZN−2. In this case all account outcomes
are positive, thus we are indifferent about the choice of θN−2.
Region 2: −βφ+ αφ+ αφ2 < ZN−2 < −2αφ− αφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4
[4ZN−2],
(UN−2|θN−2 = α) = ρ
2SN−2
4

−ZN−2 − 2αφ− αφ2
+ZN−2 − αφ2
+ZN−2 − αφ2
+ZN−2 − 2αφ+ αφ2

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=
ρ2SN−2
4
[2ZN−2 − 4αφ− 2αφ2].
Since 4ZN−2 > 2ZN−2 − 4αφ− 2αφ2 ⇒ ZN−2 > −2αφ− αφ2 which is
false, θN−2 = α is optimal.
Region 3: βφ−αφ+αφ2 < ZN−2 < −βφ+αφ+αφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4

−ZN−2 − βφ− αφ− αφ2
+ZN−2 + βφ− αφ− αφ2
+ZN−2 − βφ+ αφ− αφ2
+ZN−2 − βφ− αφ+ αφ2

=
ρ2SN−2
4
[2ZN−2 − 2βφ− 2αφ− 2αφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[2ZN−2 − 4αφ− 2αφ2].
Since 2ZN−2 − 2βφ − 2αφ − 2αφ2 > 2ZN−2 − 4αφ − 2αφ2 ⇒ β < α
which is false, we have that θN−2 = α.
Region 4: αφ2 < ZN−2 < βφ− αφ+ αφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4

−ZN−2 − βφ− αφ− αφ2
+ZN−2 + βφ− αφ− αφ2
−ZN−2 + βφ− αφ+ αφ2
+ZN−2 − βφ− αφ+ αφ2

=
ρ2SN−2
4
[−4αφ],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[2ZN−2 − 4αφ− 2αφ2].
Since −4αφ > 2ZN−2 − 4αφ − 2αφ2 ⇒ ZN−2 < αφ2 which is false,
θN−2 = α.
Region 5: βφ+ αφ− αφ2 < ZN−2 < αφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−4αφ],
(UN−2|θN−2 = α) = ρ
2SN−2
4

−ZN−2 − 2αφ− αφ2
−ZN−2 + αφ2
−ZN−2 + αφ2
+ZN−2 − 2αφ+ αφ2

=
ρ2SN−2
4
[−2ZN−2 − 4αφ+ 2αφ2].
Since −4αφ > −2ZN−2 − 4αφ + 2αφ2 ⇒ ZN−2 > αφ2 which is false,
θN−2 = α.
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Region 6: −βφ+αφ+αφ2 < ZN−2 < βφ+αφ−αφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4

−ZN−2 − βφ− αφ− αφ2
+ZN−2 + βφ− αφ− αφ2
−ZN−2 + βφ− αφ+ αφ2
−ZN−2 + βφ+ αφ− αφ2

=
ρ2SN−2
4
[−2ZN−2 + 2βφ− 2αφ− 2αφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[−2ZN−2 − 4αφ+ 2αφ2].
Since −2ZN−2 +2βφ−2αφ−2αφ2 > −2ZN−2−4αφ+2αφ2 ⇒ α+β−2α > φ
which is false, θN−2 = α.
Region 7: 2αφ − αφ2 < ZN−2 < −βφ + αφ + αφ2. Now we have
that
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−4ZN−2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[−2ZN−2 − 4αφ+ 2αφ2].
Since −4ZN−2 > −2ZN−2 − 4αφ + 2αφ2 ⇒ ZN−2 < 2αφ − αφ2 which
is false, we have that θN−2 = α.
Region 8: ZN−2 < 2αφ − αφ2. In this case all outcomes for the
account value are negative and thus we are indifferent about the choice
of θN−2 in this region.
A.2.3. φ ∈ (α+β
2α
, 1), β > 0, α < −3β. The order for the paths
under this scenario is:
ZudN (β) > ZddN (α) > ZduN (α) = ZudN (α) > ZddN (β) > ZduN (β) > ZuuN (β) > ZuuN (α)
Region 1: −2αφ − αφ2 < ZN−2. In this case all outcomes for the
account are positive and thus we are indifferent about the choice of
θN−2.
Region 2: −βφ− αφ− αφ2 < ZN−2 < −2αφ− αφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4
[4ZN − 2],
(UN−2|θN−2 = α) = ρ
2SN−2
4

−ZN−2 − 2αφ− αφ2
+ZN−2 − αφ2
+ZN−2 − αφ2
+ZN−2 − 2αφ+ αφ2

=
ρ2SN−2
4
[2ZN−2 − 4αφ− 2αφ2].
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Since 4ZN − 2 > 2ZN−2 − 4αφ− 2αφ2 ⇒ ZN−2 > −2αφ− αφ2 which
is false, θN−2 = α.
Region 3: βφ−αφ+αφ2 < ZN−2 < −βφ−αφ−αφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4

−ZN−2 − βφ− αφ− αφ2
+ZN−2 + βφ− αφ− αφ2
+ZN−2 − βφ+ αφ− αφ2
+ZN−2 − βφ− αφ+ αφ2

=
ρ2SN−2
4
[2ZN−2 − 2βφ− 2αφ− 2αφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[2ZN−2 − 4αφ− 2αφ2].
Since 2ZN−2 − 2βφ − 2αφ − 2αφ2 > 2ZN−2 − 4αφ − 2αφ2 ⇒ β < α
which is false always, we have that θN−2 = α.
Region 4: βφ+ αφ− αφ2 < ZN−2 < βφ− αφ+ αφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4

−ZN−2 − βφ− αφ− αφ2
+ZN−2 + βφ− αφ− αφ2
−ZN−2 + βφ− αφ+ αφ2
+ZN−2 − βφ− αφ+ αφ2

=
ρ2SN−2
4
[−4αφ],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[2ZN−2 − 4αφ− 2αφ2].
Since −4αφ > 2ZN−2 − 4αφ − 2αφ2 ⇒ ZN−2 < αφ2 which is false, so
θN−2 = α.
Region 5: αφ2 < ZN−2 < βφ+ αφ− αφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4

−ZN−2 − βφ− αφ− αφ2
+ZN−2 + βφ− αφ− αφ2
−ZN−2 + βφ− αφ+ αφ2
−ZN−2 + βφ+ αφ− αφ2

=
ρ2SN−2
4
[−2ZN−2 + 2βφ− 2αφ− 2αφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[2ZN−2 − 4αφ− 2αφ2].
Since−2ZN−2+2βφ−2αφ−2αφ2 > 2ZN−2−4αφ−2αφ2 ⇒ 12(α+β)φ >
ZN−2. If this condition holds true, then θN−2 = β and if 12(α + β)φ <
ZN−2 then θN−2 = α.
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Region 6: 2αφ− αφ2 < ZN−2 < αφ2. In this case we have that
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−2ZN−2 + 2βφ− 2αφ− 2αφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4

−ZN−2 − 2αφ− αφ2
−ZN−2 + αφ2
−ZN−2 + αφ2
+ZN−2 − 2αφ+ αφ2

=
ρ2SN−2
4
[−2ZN−2 − 4αφ+ 2αφ2].
Since −2ZN−2 +2βφ−2αφ−2αφ2 > −2ZN−2−4αφ+2αφ2 ⇒ φ > α+β2α
which is true, we have that θN−2 = β is optimal now.
Region 7: −βφ + αφ + αφ2 < ZN−2 < 2αφ − αφ2. In this case we
have that
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−2ZN−2 + 2βφ− 2αφ− 2αφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[−4ZN−2].
Since −2ZN−2 + 2βφ− 2αφ− 2αφ2 > −4ZN−2 ⇒ ZN−2 > −βφ+αφ+
αφ2 which is true, θN−2 = β.
Region 8: ZN−2 < −βφ + αφ + αφ2. In this region all account
outcomes are negative and thus we are indifferent about the choice of
θN−2 in this region.
A.2.4. φ ∈ (0, α+β
2α
), β > 0, α > −3β. The ranking of the paths
in under this scenario is:
ZddN (α) > ZudN (β) > ZddN (β) > ZduN (α) = ZudN (α) > ZuuN (β) > ZduN (β) > ZuuN (α)
Region 1: −2αφ − αφ2 < ZN−2. In this case all outcomes are
positive and thus we are indifferent about the choice of θN−2.
Region 2: βφ − αφ + αφ2 < ZN−2 < −2αφ − αφ2. In this case we
have that
(UN−2|θN−2 = β) = ρ
2SN−2
4
[4ZN−2],
(UN−2|θN−2 = α) = ρ
2SN−2
4

−ZN−2 − 2αφ− αφ2
+ZN−2 − αφ2
+ZN−2 − αφ2
+ZN−2 − 2αφ+ αφ2

=
ρ2SN−2
4
[2ZN−2 − 4αφ− 2αφ2].
A.2. DERIVATION OF θ∗N−2 198
Since 4ZN−2 > 2ZN−2 − 4αφ− 2αφ2 ⇒ ZN−2 > −2αφ− αφ2 which is
false, θN−2 = α.
Region 3: −βφ−αφ−αφ2 < ZN−2 < βφ−αφ+αφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + βφ+ αφ+ αφ2
+ZN−2 + βφ− αφ− αφ2
−ZN−2 + βφ− αφ+ αφ2
+ZN−2 − βφ− αφ+ αφ2

=
ρ2SN−2
4
[2ZN−2 + 2βφ− 2αφ+ 2αφ2],
(UN−2|θN−2 = α) = [2ZN−2 − 4αφ− 2αφ2].
Since 2ZN−2 + 2βφ− 2αφ + 2αφ2 > 2ZN−2 − 4αφ− 2αφ2 ⇒ φ < α+β−2α
which is false, θN−2 = α.
Region 4: αφ2 < ZN−2 < −βφ− αφ− αφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4

−ZN−2 − βφ− αφ− αφ2
+ZN−2 + βφ− αφ− αφ2
−ZN−2 + βφ− αφ+ αφ2
+ZN−2 − βφ− αφ+ αφ2

=
ρ2SN−2
4
[−4αφ],
(UN−2|θN−2 = α) = [2ZN−2 − 4αφ− 2αφ2].
Since −4αφ > 2ZN−2 − 4αφ − 2αφ2 ⇒ ZN−2 < αφ2 which is false,
θN−2 = α.
Region 5: βφ+ αφ− αφ2 < ZN−2 < αφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−4αφ],
(UN−2|θN−2 = α) = ρ
2SN−2
4

−ZN−2 − 2αφ− αφ2
−ZN−2 + αφ2
−ZN−2 + αφ2
+ZN−2 − 2αφ+ αφ2

=
ρ2SN−2
4
[−2ZN−2 − 4αφ+ 2αφ2].
Since −4αφ > −2ZN−2 − 4αφ + 2αφ2 ⇒ ZN−2 > αφ2 which is false,
we have that θN−2 = α.
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Region 6: −βφ+ αφ+ αφ2 < ZN−2 < βφ+ αφ− αφ2. In this case
we have that
(UN−2|θN−2 = β) = ρ
2SN−2
4

−ZN−2 − βφ− αφ− αφ2
+ZN−2 + βφ− αφ− αφ2
−ZN−2 + βφ− αφ+ αφ2
−ZN−2 + βφ+ αφ− αφ2

=
ρ2SN−2
4
[−2ZN−2 + 2βφ− 2αφ− 2αφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[−2ZN−2 − 4αφ+ 2αφ2].
Since −2ZN−2 +2βφ−2αφ−2αφ2 > −2ZN−2−4αφ+2αφ2 ⇒ φ > α+β2α
which is false, θN−2 = α.
Region 7: 2αφ − αφ2 < ZN−2 < −βφ + αφ + αφ2. In this case we
have that
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−4ZN−2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[−2ZN−2 − 4αφ+ 2αφ2].
Since −4ZN−2 > −2ZN−2 − 4αφ + 2αφ2 ⇒ ZN−2 < 2αφ − αφ2 which
is false, so θN−2 = α.
Region 8: ZN−2 < 2αφ − αφ2. In this case, all account outcomes
are negative and thus we are indifferent about the choice of θN−2 in
this region.
A.2.5. φ ∈ (α+β
2α
, β−α), β > 0, α > −3β. The ranking of the paths
under this scenario is:
ZudN (β) > ZddN (α) > ZduN (α) = ZudN (α) > ZddN (β) > ZuuN (β) > ZduN (β) > ZuuN (α)
Region 1: −2αφ− αφ2 < ZN−2. In this case all account paths are
positive and thus we are indifferent about the choice of θN−2 in this
region.
Region 2: βφ − αφ + αφ2 < ZN−2 < −2αφ − αφ2. In this case we
have that
(UN−2|θN−2 = β) = ρ
2SN−2
4
[4ZN−2],
(UN−2|θN−2 = α) = ρ
2SN−2
4

−ZN−2 − 2αφ− αφ2
+ZN−2 − αφ2
+ZN−2 − αφ2
+ZN−2 − 2αφ+ αφ2

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=
ρ2SN−2
4
[2ZN−2 − 4αφ− 2αφ2].
Since 4ZN−2 > 2ZN−2 − 4αφ− 2αφ2 ⇒ ZN−2 > −2αφ− αφ2 which is
false, θN−2 = α.
Region 3: −βφ− αφ− αφ2 < ZN−2 < βφ− αφ+ αφ2. In this case
we have that
(UN−2|θN−2 = β) = ρ
2SN−2
4

ZN−2 + βφ+ αφ+ αφ2
+ZN−2 + βφ− αφ− αφ2
−ZN−2 + βφ− αφ+ αφ2
+ZN−2 − βφ− αφ+ αφ2

=
ρ2SN−2
4
[2ZN−2 + 2βφ− 2αφ+ 2αφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[2ZN−2 − 4αφ− 2αφ2].
Since 2ZN−2 + 2βφ− 2αφ + 2αφ2 > 2ZN−2 − 4αφ− 2αφ2 ⇒ φ < α+β−2α
which is false, θN−2 = α.
Region 4: βφ+ αφ− αφ2 < ZN−2 < −βφ− αφ− αφ2. In this case
(UN−2|θN−2 = β) = ρ
2SN−2
4

−ZN−2 − βφ− αφ− αφ2
+ZN−2 + βφ− αφ− αφ2
−ZN−2 + βφ− αφ+ αφ2
+ZN−2 − βφ− αφ+ αφ2

=
ρ2SN−2
4
[−4αφ],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[2ZN−2 − 4αφ− 2αφ2].
Since −4αφ > 2ZN−2− 4αφ− 2αφ2 ⇒ ZN−2 < αφ2 which is false, thus
θN−2 = α is optimal.
Region 5: αφ2 < ZN−2 < βφ+ αφ− αφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4

−ZN−2 − βφ− αφ− αφ2
+ZN−2 + βφ− αφ− αφ2
−ZN−2 + βφ− αφ+ αφ2
−ZN−2 + βφ+ αφ− αφ2

=
ρ2SN−2
4
[−2ZN−2 + 2βφ− 2αφ− 2αφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[2ZN−2 − 4αφ− 2αφ2].
A.2. DERIVATION OF θ∗N−2 201
Since−2ZN−2+2βφ−2αφ−2αφ2 > 2ZN−2−4αφ−2αφ2 ⇒ 12(α+β)φ >
ZN−2. If this condition holds true, then θN−2 = β and if 12(α + β)φ <
ZN−2, then θN−2 = α.
Region 6: 2αφ− αφ2 < ZN−2 < αφ2. In this case
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−2ZN−2 + 2βφ− 2αφ− 2αφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4

−ZN−2 − 2αφ− αφ2
−ZN−2 + αφ2
−ZN−2 + αφ2
+ZN−2 − 2αφ+ αφ2

=
ρ2SN−2
4
[−2ZN−2 − 4αφ+ 2αφ2].
Since −2ZN−2 +2βφ−2αφ−2αφ2 > −2ZN−2−4αφ+2αφ2 ⇒ φ > α+β2α
which is true, we have that θN−2 = β.
Region 7: −βφ+ αφ+ αφ2 < ZN−2 < 2αφ− αφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−2ZN−2 + 2βφ− 2αφ− 2αφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[−4ZN−2].
Since −2ZN−2 + 2βφ− 2αφ− 2αφ2 > −4ZN−2 ⇒ ZN−2 > −βφ+αφ+
αφ2 which is true, θN−2 = β.
Region 8: ZN−2 < −βφ + αφ + αφ2. In this case all account out-
comes are negative valued and thus we are indifferent about the choice
of θN−2.
A.2.6. φ ∈ ( β−α , 1), β > 0, α > −3β. The ranking for the paths is
now given by:
ZudN (β) > ZddN (α) > ZduN (α) = ZudN (α) > ZddN (β) > ZduN (β) > ZuuN (β) > ZuuN (α)
Region 1: −2αφ − αφ2 < ZN−2. In this case all outcomes are
negative and thus we are indifferent about the choice of θN−2.
Region 2: −βφ− αφ− αφ2 < ZN−2 < −2αφ− αφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4
[4ZN−2],
(UN−2|θN−2 = α) = ρ
2SN−2
4

−ZN−2 − 2αφ− αφ2
+ZN−2 − αφ2
+ZN−2 − αφ2
+ZN−2 − 2αφ+ αφ2

A.2. DERIVATION OF θ∗N−2 202
=
ρ2SN−2
4
[2ZN−2 − 4αφ− 2αφ2].
Since 4ZN−2 > 2ZN−2 − 4αφ− 2αφ2 ⇒ ZN−2 > −2αφ− αφ2 which is
false, thus θN−2 = α.
Region 3: βφ−αφ+αφ2 < ZN−2 < −βφ−αφ−αφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4

−ZN−2 − βφ− αφ− αφ2
+ZN−2 + βφ− αφ− αφ2
+ZN−2 − βφ+ αφ− αφ2
+ZN−2 − βφ− αφ+ αφ2

=
ρ2SN−2
4
[2ZN−2 − 2βφ− 2αφ− 2αφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[2ZN−2 − 4αφ− 2αφ2].
Since 2ZN−2 − 2βφ − 2αφ − 2αφ2 > 2ZN−2 − 4αφ − 2αφ2 ⇒ β < α
which is false always, θN−2 = α.
Region 4: βφ + αφ − αφ2 < ZN−2 < βφ − αφ + αφ2. In this case
we have that
(UN−2|θN−2 = β) = ρ
2SN−2
4

−ZN−2 − βφ− αφ− αφ2
+ZN−2 + βφ− αφ− αφ2
−ZN−2 + βφ− αφ+ αφ2
+ZN−2 − βφ− αφ+ αφ2

=
ρ2SN−2
4
[−4αφ],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[2ZN−2 − 4αφ− 2αφ2].
Since −4αφ > 2ZN−2 − 4αφ − 2αφ2 ⇒ ZN−2 < αφ2 which is false,
θN−2 = α.
Region 5: αφ2 < ZN−2 < βφ+ αφ− αφ2. In this case
(UN−2|θN−2 = β) = ρ
2SN−2
4

−ZN−2 − βφ− αφ− αφ2
+ZN−2 + βφ− αφ− αφ2
−ZN−2 + βφ− αφ+ αφ2
−ZN−2 + βφ+ αφ− αφ2

=
ρ2SN−2
4
[−2ZN−2 + 2βφ− 2αφ− 2αφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[2ZN−2 − 4αφ− 2αφ2].
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Since−2ZN−2+2βφ−2αφ−2αφ2 > 2ZN−2−4αφ−2αφ2 ⇒ 12(α+β)φ >
ZN−2, if this condition holds then θN−2 = β, while if 12(α+β)φ < ZN−2,
θN−2 = α.
Region 6: 2αφ− αφ2 < ZN−2 < αφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−2ZN−2 + 2βφ− 2αφ− 2αφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4

−ZN−2 − 2αφ− αφ2
−ZN−2 + αφ2
−ZN−2 + αφ2
+ZN−2 − 2αφ+ αφ2

=
ρ2SN−2
4
[−2ZN−2 − 4αφ+ 2αφ2].
Since −2ZN−2 +2βφ−2αφ−2αφ2 > −2ZN−2−4αφ+2αφ2 ⇒ φ > α+β2α
which is true, θN−2 = β.
Region 7: −βφ + αφ + αφ2 < ZN−2 < 2αφ − αφ2. In this case we
have that
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−2ZN−2 + 2βφ− 2αφ− 2αφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[−4ZN−2].
Since −2ZN−2 + 2βφ− 2αφ− 2αφ2 > −4ZN−2 ⇒ ZN−2 > −βφ+αφ+
αφ2 which is true, thus θN−2 = β.
Region 8: ZN−2 < −βφ + αφ + αφ2. In this case all the account
paths are negative and thus we are indifferent about the choice of θN−2.
A.2.7. φ ∈ (0, β
α
)
, β < 0. In this case, the path rankings are given
by:
ZddN (α) > ZddN (β) > ZudN (β) > ZduN (α) = ZudN (α) > ZduN (β) > ZuuN (β) > ZuuN (α)
Region 1: −2αφ − αφ2 < ZN−2. In this case all outcomes for the
account paths are positive and thus we are indifferent about the choice
of θN−2.
Region 2: −βφ− αφ− αφ2 < ZN−2 < −2αφ− αφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4
[4ZN−2],
(UN−2|θN−2 = α) = ρ
2SN−2
4

−ZN−2 − 2αφ− αφ2
+ZN−2 − αφ2
+ZN−2 − αφ2
+ZN−2 − 2αφ+ αφ2

A.2. DERIVATION OF θ∗N−2 204
=
ρ2SN−2
4
[2ZN−2 − 4αφ− 2αφ2].
Since 4ZN−2 > 2ZN−2 − 4αφ− 2αφ2 ⇒ ZN−2 > −2αφ− αφ2 which is
false, so θN−2 = α.
Region 3: βφ− αφ+ αφ2 < ZN−2 < −βφ− αφ− αφ2. In this case
we have
(UN−2|θN−2 = β) = ρ
2SN−2
4

−ZN−2 − βφ− αφ− αφ2
+ZN−2 + βφ− αφ− αφ2
+ZN−2 − βφ+ αφ− αφ2
+ZN−2 − βφ− αφ+ αφ2

=
ρ2SN−2
4
[2ZN−2 − 2βφ− 2αφ− 2αφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[2ZN−2 − 4αφ− 2αφ2].
Since 2ZN−2 − 2βφ − 2αφ − 2αφ2 > 2ZN−2 − 4αφ − 2αφ2 ⇒ β < α
which is false always, θN−2 = α.
Region 4: αφ2 < ZN−2 < βφ− αφ+ αφ2. In this case
(UN−2|θN−2 = β) = ρ
2SN−2
4

−ZN−2 − βφ− αφ− αφ2
+ZN−2 + βφ− αφ− αφ2
−ZN−2 + βφ− αφ+ αφ2
+ZN−2 − βφ− αφ+ αφ2

=
ρ2SN−2
4
[−4αφ],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[2ZN−2 − 4αφ− 2αφ2].
Since −4αφ > 2ZN−2 − 4αφ − 2αφ2 ⇒ ZN−2 < αφ2 which is false,
θN−2 = α.
Region 5: −βφ+ αφ+ αφ2 < ZN−2 < αφ2. Here we have that
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−4αφ]
(UN−2|θN−2 = α) = ρ
2SN−2
4

−ZN−2 − 2αφ− αφ2
−ZN−2 + αφ2
−ZN−2 + αφ2
+ZN−2 − 2αφ+ αφ2
 ,
=
ρ2SN−2
4
[−2ZN−2 − 4αφ+ 2αφ2].
Since −4αφ > −2ZN−2 − 4αφ + 2αφ2 ⇒ ZN−2 > αφ2 which is false,
θN−2 = α.
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Region 6: βφ+ αφ− αφ2 < ZN−2 < −βφ+ αφ+ αφ2. In this case
(UN−2|θN−2 = β) = ρ
2SN−2
4

−ZN−2 − βφ− αφ− αφ2
−ZN−2 − βφ+ αφ+ αφ2
−ZN−2 + βφ− αφ+ αφ2
+ZN−2 − βφ− αφ+ αφ2

=
ρ2SN−2
4
[−2ZN−2 − 2βφ− 2αφ+ 2αφ2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[−2ZN−2 − 4αφ+ 2αφ2].
Since −2ZN−2− 2βφ− 2αφ+ 2αφ2 > −2ZN−2− 4αφ+ 2αφ2 ⇒ β < α
which is false always, θN−2 = α.
Region 7: 2αφ − αφ2 < ZN−2 < βφ + αφ − αφ2. In this case we
have that
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−4ZN−2],
(UN−2|θN−2 = α) = ρ
2SN−2
4
[−2ZN−2 − 4αφ+ 2αφ2].
Since −4ZN−2 > −2ZN−2 − 4αφ + 2αφ2 ⇒ ZN−2 < 2αφ − αφ2 which
is false, we have that θN−2 = α.
Region 8: ZN−2 < 2αφ− αφ2. In this region all account outcomes
are negative and thus we are indifferent about the choice of θN−2.
A.2.8. φ ∈ (β
α
, α+β
2α
)
, β < 0. The ranking for the paths in this
region is given by:
ZddN (α) > ZudN (β) > ZddN (β) > ZduN (α) = ZudN (α) > ZduN (β) > ZuuN (β) > ZuuN (α)
Region 1: −2αφ − αφ2 < ZN−2. In this case all outcomes are
positive and thus we are indifferent about the choice of θN−2.
Region 2: −βφ− αφ− αφ2 < ZN−2 < −2αφ− αφ2. We have that
in this region
(UN−2|θN−2 = β) = ρ
2SN−2
4
[4ZN−2]
(UN−2|θN−2 = α) = ρ
2SN−2
4

−ZN−2 − 2αφ− αφ2
+ZN−2 − αφ2
+ZN−2 − αφ2
+ZN−2 − 2αφ+ αφ2

=
ρ2SN−2
4
[2ZN−2 − 4αφ− 2αφ2].
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Since 4ZN−2 > 2ZN−2 − 4αφ− 2αφ2 ⇒ ZN−2 > −2αφ− αφ2 which is
false, θN−2 = α.
Region 3: βφ−αφ+αφ2 < ZN−2 < −βφ−αφ−αφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4

−ZN−2 − βφ− αφ− αφ2
+ZN−2 + βφ− αφ− αφ2
+ZN−2 − βφ+ αφ− αφ2
+ZN−2 − βφ− αφ+ αφ2

=
ρ2SN−2
4
[2ZN−2 − 2βφ− 2αφ− 2αφ2]
(UN−2|θN−2 = α) = ρ
2SN−2
4
[2ZN−2 − 4αφ− 2αφ2].
Since 2ZN−2 − 2βφ − 2αφ − 2αφ2 > 2ZN−2 − 4αφ − 2αφ2 ⇒ β < α
which is false always, θN−2 = α.
Region 4: αφ2 < ZN−2 < βφ− αφ+ αφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4

−ZN−2 − βφ− αφ− αφ2
+ZN−2 + βφ− αφ− αφ2
−ZN−2 + βφ− αφ+ αφ2
+ZN−2 − βφ− αφ+ αφ2

=
ρ2SN−2
4
[−4αφ]
(UN−2|θN−2 = α) = ρ
2SN−2
4
[2ZN−2 − 4αφ− 2αφ2].
Since −4αφ > 2ZN−2 − 4αφ − 2αφ2 ⇒ ZN−2 < αφ2 which is false,
θN−2 = α.
Region 5: βφ+ αφ− αφ2 < ZN−2 < αφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−4αφ]
(UN−2|θN−2 = α) = ρ
2SN−2
4

−ZN−2 − 2αφ− αφ2
−ZN−2 + αφ2
−ZN−2 + αφ2
+ZN−2 − 2αφ+ αφ2

=
ρ2SN−2
4
[−2ZN−2 − 4αφ+ 2αφ2].
Since −4αφ > −2ZN−2 − 4αφ + 2αφ2 ⇒ ZN−2 > αφ2 which is false,
θN−2 = α.
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Region 6: −βφ+αφ+αφ2 < ZN−2 < βφ+αφ−αφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4

−ZN−2 − βφ− αφ− αφ2
+ZN−2 + βφ− αφ− αφ2
−ZN−2 + βφ− αφ+ αφ2
−ZN−2 + βφ+ αφ− αφ2

=
ρ2SN−2
4
[−2ZN−2 + 2βφ− 2αφ− 2αφ2]
(UN−2|θN−2 = α) = ρ
2SN−2
4
[−2ZN−2 − 4αφ+ 2αφ2].
Since −2ZN−2 +2βφ−2αφ−2αφ2 > −2ZN−2−4αφ+2αφ2 ⇒ φ > α+β2α
which is false, θN−2 = α.
Region 7: 2αφ− αφ2 < ZN−2 < −βφ+ αφ+ αφ2. We have that in
this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−4ZN−2]
(UN−2|θN−2 = α) = ρ
2SN−2
4
[−2ZN−2 − 4αφ+ 2αφ2].
Since −4ZN−2 > −2ZN−2 − 4αφ + 2αφ2 ⇒ ZN−2 < 2αφ − αφ2 which
is false, so θN−2 = α.
Region 8: ZN−2 < 2αφ − αφ2. In this case all account outcomes
are negative and thus we are indifferent about the choice of θN−2.
A.2.9. φ ∈ (α+β
2α
, 1
)
, β < 0. In this case, the path ranks are given
by:
ZudN (β) > ZddN (α) > ZduN (α) = ZudN (α) > ZddN (β) > ZduN (β) > ZuuN (β) > ZuuN (α)
Region 1: −2αφ− αφ2 < ZN−2. In this case all account paths are
negative and thus we are indifferent about the choice of θN−2.
Region 2: −βφ− αφ− αφ2 < ZN−2 < −2αφ− αφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4
[4ZN−2]
(UN−2|θN−2 = α) = ρ
2SN−2
4

−ZN−2 − 2αφ− αφ2
+ZN−2 − αφ2
+ZN−2 − αφ2
+ZN−2 − 2αφ+ αφ2

=
ρ2SN−2
4
[2ZN−2 − 4αφ− 2αφ2].
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Since 4ZN−2 > 2ZN−2 − 4αφ− 2αφ2 ⇒ ZN−2 > −2αφ− αφ2 which is
false, θN−2 = α.
Region 3: βφ− αφ+ αφ2 < ZN−2 < −βφ− αφ− αφ2. In this case
we have
(UN−2|θN−2 = β) = ρ
2SN−2
4

−ZN−2 − βφ− αφ− αφ2
+ZN−2 + βφ− αφ− αφ2
+ZN−2 − βφ+ αφ− αφ2
+ZN−2 − βφ− αφ+ αφ2

=
ρ2SN−2
4
[2ZN−2 − 2βφ− 2αφ− 2αφ2]
(UN−2|θN−2 = α) = ρ
2SN−2
4
[2ZN−2 − 4αφ− 2αφ2].
Since 2ZN−2 − 2βφ − 2αφ − 2αφ2 > 2ZN−2 − 4αφ − 2αφ2 ⇒ β < α
which is false, θN−2 = α.
Region 4: βφ+ αφ− αφ2 < ZN−2 < βφ− αφ+ αφ2. We have that
in this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4

−ZN−2 − βφ− αφ− αφ2
+ZN−2 + βφ− αφ− αφ2
−ZN−2 + βφ− αφ+ αφ2
+ZN−2 − βφ− αφ+ αφ2

=
ρ2SN−2
4
[−4αφ]
(UN−2|θN−2 = α) = ρ
2SN−2
4
[2ZN−2 − 4αφ− 2αφ2].
Since −4αφ > 2ZN−2 − 4αφ − 2αφ2 ⇒ ZN−2 < αφ2 which is false, so
θN−2 = α.
Region 5: αφ2 < ZN−2 < βφ+ αφ− αφ2. In this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4

−ZN−2 − βφ− αφ− αφ2
+ZN−2 + βφ− αφ− αφ2
−ZN−2 + βφ− αφ+ αφ2
−ZN−2 + βφ+ αφ− αφ2

=
ρ2SN−2
4
[−2ZN−2 + 2βφ− 2αφ− 2αφ2]
(UN−2|θN−2 = α) = ρ
2SN−2
4
[2ZN−2 − 4αφ− 2αφ2].
Since−2ZN−2+2βφ−2αφ−2αφ2 > 2ZN−2−4αφ−2αφ2 ⇒ 12(α+β)φ >
ZN−2, if this holds true then θN−2 = β and if 12(α + β)φ < ZN−2 then
θN−2 = α.
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Region 6: 2αφ− αφ2 < ZN−2 < αφ2. in this case,
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−2ZN−2 + 2βφ− 2αφ− 2αφ2]
(UN−2|θN−2 = α) = ρ
2SN−2
4

−ZN−2 − 2αφ− αφ2
−ZN−2 + αφ2
−ZN−2 + αφ2
+ZN−2 − 2αφ+ αφ2

=
ρ2SN−2
4
[−2ZN−2 − 4αφ+ 2αφ2].
Since −2ZN−2 +2βφ−2αφ−2αφ2 > −2ZN−2−4αφ+2αφ2 ⇒ φ > α+β2α
which is true, then θN−2 = β.
region 7: −βφ + αφ + αφ2 < ZN−2 < 2αφ − αφ2. in this case we
have
(UN−2|θN−2 = β) = ρ
2SN−2
4
[−2ZN−2 + 2βφ− 2αφ− 2αφ2]
(UN−2|θN−2 = α) = ρ
2SN−2
4
[−4ZN−2].
Since −2ZN−2 + 2βφ− 2αφ− 2αφ2 > −4ZN−2 ⇒ ZN−2 > −βφ+αφ+
αφ2 which is true, θN−2 = β in this region.
Region 8: ZN−2 < −βφ+ αφ+ αφ2. In this case all account paths
are negative and thus we are indifferent about the choice of θN−2 in
this region.
This completes the analysis of the two-step option on a traded ac-
count over all possible regions. Whilst we have examined a large num-
ber of regions, the optimal strategy may be summed up by two strategy
functions which apply in differing scenarios.
First, assuming |β| > |α|,
θ∗N−2 =
{
α if ZN−2 > 12(α + β)φ and φ >
α+β
2β
β otherwise
,
and if |β| < |α|,
θ∗N−2 =
{
β if ZN−2 < 12(α + β)φ and φ >
α+β
2α
α otherwise
.
APPENDIX B
Inverse Laplace Transforms
In this appendix we provide some inverse Laplace transforms used
in this thesis. We note that these transforms are largely adapted from
Abramowitz and Stegun (1965). We reproduce them here to keep the
thesis self contained. Note that not all of the inverse Laplace trans-
forms used are contained in this appendix. Those which were deemed
important to the relevant section have been presented in that sec-
tion. Note that we make use of the identities φ(z) = 1√
2pi
e−
1
2
z2 and
erfc(z) = 2N (−√2z).
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− aeak+a2tN
(
−a
√
2t− k√
2t
)
(B.2)
L
{
e−k
√
s
2(
√
s+ a)2
}−1
= L
{
− ∂
∂a
(
e−k
√
s
2(
√
s+ a)
)}−1
= − ∂
∂a
L
{
e−k
√
s
2(
√
s+ a)
}−1
= eak+a
2t
 (1 + ak + a2t)N (12√2t− k√2t)
−a√2tφ
(
a
√
2t+ k√
2t
) 
(B.3)
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APPENDIX C
Derivation of Required Problem Transformations
In this appendix we provide detailed calculations required to trans-
form the problems outlined into simpler forms. Specifically, we will
show how in chapter 3, section 3.4.2 we move from equation (3.26) to
(3.27) and (3.28) to (3.29) respectively.
C.1. Factor Reduction for the HJB Equation
In this section we demonstrate how to transform the two factor
problem{
V ∗t = rV
∗ − rsV ∗s − rxV ∗x −max|θ|≤1
{
1
2
σ2s2 (V ∗ss + 2θV
∗
sx + θ
2V ∗xx)
}
V ∗(s, x, T ) = (XT )+
into the one factor equivalent{ −Ut = 12σ2 maxθ(z − θ)2Uzz
U(z, T ) = (z)+
via the transformation z = x
s
. Given that V ∗ is homogeneous of degree
1 in s and x, we know that Eulers theorem for homogeneous functions
will hold, that is
V ∗ = xV ∗x + sV
∗
s (C.1)
and thus −rV ∗ + rxV ∗x + rsV ∗s = 0. Thus we have that
V ∗t + max
θ∈[−1,1]
1
2
σ2s2
(
V ∗ss + 2θV
∗
sx + θ
2V ∗xx
)
= 0 (C.2)
V ∗x = V
∗
x + xV
∗
xx + sV
∗
sx ⇒ sV ∗sx = −xV ∗xx (C.3)
V ∗s = xV
∗
xs + V
∗
s + sV
∗
ss ⇒ xV ∗xs = −sV ∗ss (C.4)
Now, using the relation V ∗ = sU(z, t), we find that V ∗s can be written
as
V ∗s = U + sUs
= U + sUz
∂z
∂s
= U − zUz
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since ∂z
∂s
= −x
s2
. We also have that V ∗sx has the form
V ∗sx = Ux − (zUz)x
= Uz
∂z
∂x
− ( ∂z
∂x
Uz + zUzz
∂z
∂x
)
= −1
s
zUzz (C.5)
since ∂z
∂x
= 1
s
. So, using (C.3) and (C.4), we may rewrite (C.2) as
sUt + max
θ∈[−1,1]
1
2
σ2s2(−x
s
V ∗sx + 2θs
2V ∗sx − θ2 sxV ∗sx) = 0,
and using (C.5), we can further reduce this equation to{ −Ut = 12σ2 maxθ(z − θ)2Uzz
U(z, T ) = (z)+
.

C.2. One Factor HJB to the Heat Equation
We wish to transform the problem{ −Ut = 12σ2(|z|+ 1)2Uzz
U(z, T ) = (z)+
(C.6)
into the alternative problem{
fτ − fyy = δ(y)f(y, τ)
f(y, 0) =
(
e
y
2 − e− y2 )+ (C.7)
via the transformed variables
τ =
σ2
2
(T − t)
y = sgn(z) log(|z|+ 1)
f(y, τ) = e
τ
4
− |y|
2 U(y, τ).
where as usual the subscripts on the functions denote partial deriva-
tives. We begin by considering the derivatives Ut and Uz,
Ut =
∂U
∂τ
∂τ
∂t
= −1
2
σ2Uτ (C.8)
Uz =
∂U
∂y
∂y
∂z
. (C.9)
Now, we note that ∂y
∂z
is given by
∂y
∂z
= 2δ(z) log(1 + |z|) + sgn(z)× sgn(z)
1 + |z|
=
1
1 + |z| . (C.10)
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Substituting (C.10) into (C.9) gives
Uz =
Uy
1 + |z| (C.11)
Uzz =
Uyz
1 + |z| + Uy ×
−1
(1 + |z|)2 sgn(z)
=
Uyy
∂y
∂z
1 + |z| + Uy ×
−sgn(z)
(1 + |z|)2
so substituting (C.10) into the above equation gives
Uzz =
Uyy − Uysgn(z)
(1 + |z|)2 . (C.12)
Now, substituting (C.8) and (C.12) into (C.6) gives the new PDE
Uτ = Uyy − sgn(z)Uy. (C.13)
Since we may write U(y, τ) = e−
1
2
τ+
1
2
|y|f(y, τ), we can directly compute
the derivatives in (C.13) to simplify. Doing so yields
Uτ = −14e−
1
2
τ+
1
2
|y|f + e−
1
4
τ+
1
2
|y|fτ
=
(−1
4
f + fτ
)
e−
1
4
τ+
1
2
|y| (C.14)
Uy =
1
2
sgn(y)e−
1
4
τ+
1
2
|y|f + e−
1
2
τ+
1
2
|y|fy
=
(
fy +
1
2
sgn(y)f
)
e−
1
4
τ+
1
2
|y| (C.15)
Uyy =
[(
fyy + δ(y)f +
1
2
sgn(y)fy
)
+
(
fy +
1
2
sgn(y)f
)
1
2
sgn(y)
]
e−
1
4
τ+
1
2
|y|
=
[
fyy + sgn(y)fy + (
1
4
+ δ(y))f
]
e−
1
4
τ+
1
2
|y|. (C.16)
Now, substituting these expressions into equation (C.13) gives
fτ − fyy = δ(y)f(y, τ)
which may also be written as
fτ − fyy = δ(y)f(0, τ)
where we use the property that δ(x)g(x) = δ(x)g(0) for any function
g. Whilst this is the required form for our problem, what remains is
to derive the appropriate boundary condition. Our original boundary
condition was U(z, T ) = (z)+, and we wish to find the equivalent form
in terms of f . To this end we note that when t = T , τ = 0, thus
substituting this into our expression for f ,
f(y, 0) = U(y, 0)e−
1
2
|y|. (C.17)
C.2. ONE FACTOR HJB TO THE HEAT EQUATION 214
Since y = sgn(z) log(1 + |z|), it is clear that the sign of y will always
be the same as the sign of z, that is sgn(y) = sgn(z). This means that{
y = log(1 + z) if z > 0 ⇒ z = ey − 1
y = − log(1− z) if z < 0 ⇒ z = 1− e−y (C.18)
and thus that U(z, T ) = z+ = (ey − 1)+ = U(y, 0), so f(y, 0) is given
by
f(y, 0) = e−
1
2
|y|U(y, 0)
= e−
1
2
|y|(ey − 1)+
= e−
1
2
y(ey − 1)+
=
(
e
1
2
y − e−12y
)+
,
thus our problem becomes
fτ − fyy = δ(y)f(0, τ)
f(y, 0) =
(
e
1
2
y − e− 12y
)+
as required. 
APPENDIX D
Derivation of ODE Solution
In this appendix we derive the solution to the ODE presented in
section 3.5 of chapter 3. To do this, we will use a Green’s function
technique. First, let us write the equation at hand. We wish to solve
f¯yy − sf¯ = −h(s)δ(y)− g+(y). (D.1)
We simplify by defining
H(y) = −h(s)δ(y)− g+(y).
It can be shown that the Green’s function, g(y, ξ; s), for this equation
is given by
g(y, ξ; s) = −e
−|y−ξ|√s
2
√
s
and thus the solution to (D.1) can be written as
f(y, s) =
∫ ∞
−∞
g(y, ξ; s)H(ξ)dξ
=
∫ ∞
−∞
e−|y−ξ|
√
s
2
√
s
[h(s)δ(ξ) + g+(ξ)]
=
h(s)e−|y|
√
s
2
√
s
+
∫ ∞
−∞
g+(ξ)e−|y−ξ|
√
s
2
√
s
.

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