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Abstract
Keir Harvey Groves - Doctor of Philosophy (PhD)
The University of Manchester - 13th April 2011
Identification of Squeeze-film Damper Bearings for Aeroengine Vibration
Analysis
The accuracy of rotordynamic analysis of aeroengine structures is typically limited
by a trade-off between the capabilities and the computational cost of the squeeze-
film damper (SFD) bearing model used. Identification techniques provide a means of
efficiently implementing complex nonlinear bearing models in practical rotordynamic
analysis; thus facilitating design optimisation of the SFD and the engine structure. This
thesis considers both identification from advanced numerical models and identification
from experimental tests. Identification from numerical models is essential at the design
stage, where rapid simulation of the dynamic performance of a variety of designs is
required. Experimental identification is useful to capture effects that are difficult to
model (e.g. geometric imperfections). The main contributions of this thesis are:
• The development of an identification technique using Chebyshev polynomial fits
to identify the numerical solution of the incompressible Reynolds equation. The
proposed method manipulates the Reynolds equation to allow efficient and ac-
curate identification in the presence of cavitation, the feed-groove, feed-ports,
end-plate seals and supply pressure.
• The first-ever nonlinear dynamic analysis on a realistically sized twin-spool aero-
engine model that fulfills the aim of taking into account the complexities of both
structure and bearing model while allowing the analysis to be performed, in
reasonable time frames, on a standard desktop computer.
• The introduction and validation of a nonlinear SFD identification technique that
uses neural networks trained from experimental data to reproduce the input-
output function governing a real SFD.
Numerical solution of the Reynolds equation, using a finite difference (FD) formula-
tion with appropriate boundary conditions, is presented. This provides the base data
for the identification of the SFD via Chebyshev interpolation. The identified ‘FD-
Chebyshev’ model is initially validated against the base (FD) model by application
to a simple rotor-bearing system. The superiority of vibration prediction using the
FD-Chebyshev model over simplified analytical SFD models is demonstrated by com-
parison with published experimental results. An enhanced FD-Chebyshev scheme is
then implemented within the whole-engine analysis of a realistically sized representa-
tive twin-spool aeroengine model provided by a leading manufacturer. Use of the novel
Chebyshev polynomial technique is repeatedly demonstrated to reduce computation
times by a factor of 10 or more when compared to the basis (FD) model, with virtually
no effect on the accuracy. Focus is then shifted to an empirical identification tech-
nique. Details of the commissioning of an identification test rig and its associated data
acquisition system are presented. Finally, the empirical neural networks identification
process for the force function of an SFD is presented and thoroughly validated. When
used within the rotordynamic analysis of the test rig, the trained neural networks is
shown to be capable of predicting complex nonlinear phenomena with remarkable ac-
curacy. The results show that the neural networks are able to capture the effects of
features that are difficult to model or peculiar to a given SFD.
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Glossary of terms
Accelerance Frequency response function that, for a given frequency, re-
lates the force applied in the direction of one degree of free-
dom with the consequent acceleration of another degree of
freedom.
Activation function The function used to transform the activation level of a neu-
ron into an output signal.
Backpropagation A neural network training method whereby the neural net-
work is adjusted until the difference between actual output
and desired output is minimal.
Circular excitation Orthogonal harmonic excitation designed to mimic rotating
unbalance.
Epoch One sweep through all data in the neural network training
set.
FD-Chebyshev Chebyshev fitting of the FD-computed p (z, θ).
Land Effective area of the damper.
Linear subsystem Linear part of system, specifically, the system minus the
squeeze film dampers.
Sprung SFD SFD with parallel retainer spring.
Squeeze film damper Annulus of oil filling the clearance between the journal and
the inner surface of the bearing housing.
Unsupported SFD An unsprung SFD in which the journal is fully eccentric
within the radial clearance under the static load in the static
condition.
Whole-engine model A mathematical model of the structure of an aeroengine in-
cluding rotors and casing.
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Commonly used abbreviations
CFD computational fluid dynamics
FD, FE finite difference, finite element
FFT fast Fourier transform
IFFT inverse fast Fourier transform
IRM impulsive response method
MFU multi-frequency unbalance
MSE mean square error
NARX nonlinear autoregressive exogenous model
RHBM receptance harmonic balance method
RMS root mean squared
SFD squeeze-film damper
SFU single frequency unbalance
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Nomenclature
In the following list vectors and matrices are in bold typeface, vectors in lower case
and matrices in upper case.
aj, bj, cj, dj grouped variables, Eq. (3.6)
a vector of neural network layer outputs, Chap. 7
A amplitude of voltage signal (V), Chap. 7
Ah area of the feed-port hole (m2)
Aii, Aij modal constants (kg−1), Sec. 6.3
Aj, Bj, Fj, Sj FD solution matrices, Sec. 3.3
Axselx (ω), Axselw (ω) accelerance matrices, Eq. (5.9b)
b neural network bias vector, Chap. 7
c radial clearance of centred SFD (m)
(Cr,s)i,j Chebyshev polynomial coefficients associated with grid loca-
tion i, j
C 3D polynomial coefficient matrix, sizeNiNj×(m+ 1)×(n+ 1),
Chap. 5
C2D 2D version of C, Fig. 5.2 on page 113
Cˆ(1)2D, Cˆ
(2)
2D, Cˆ
(3)
2D submatrices of C2D, Fig. 5.3 on page 114
Cj, Ej, Dj, Rj FD formulation matrices, Chap. 3
Cxx (ω) , Cxu (ω) receptance matrices, Eq. (5.8)
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d gap between sealing plate and journal (m), Fig. 4.1 on page 78
d̂ non-dimensional seal gap d̂ = z/L
D SFD bearing housing bore diameter (m)
e journal eccentricity (m), Fig. 2.2 on page 44
e0x, e0y respective static journal eccentricities in the x and y direc-
tions (m), Chap. 7
e˜ e normalised over the range ±1
E = ε′ cos θ + εψ′ sin θ, Chap. 4
fn () neural network activation function of layer n, Chap. 7
fs shaker excitation frequency (Hz), Chap. 7
f vector of squeeze-film forces, unbalance forces, static loading,
Chap. 5
fn vector of layer n neural network activation functions, Chap. 7
fk f (tk)
Fx, Fy excitation forces in the x and y directions respectively (N)
g vector of gyroscopic moments , Chap. 5
h squeeze-film thickness (m)
ĥ non-dimensional squeeze-film thickness h/c
Hf , Hg, Hx modal matrices with columns φ(r)f , φ(r)g and φ(r)x
i z direction node counter
i impact location, Sec. 6.3
I moment of inertia about pivot (kg m2)
j θ direction node counter
j transfer location, Sec. 6.3
j counter for rotors, Sec. 5.2.1
J total number of rotors, Chap. 5
k spring stiffness (N/m)
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k time step counter, Sec. 5.2.1.2
k harmonic counter RHBM, Sec. 5.2.1.3
K order of highest harmonic in RHBM, Chap. 5
lc = 32pi
A2h
∆θ∆zRlp , Sec. 3.5
lp feed-port length (m)
ls effective length of end-plate seal (m), Fig. 3.6 on page 74
L land length (m), Fig. 4.1 on page 78
Lg groove length (m), Fig. 4.1 on page 78
m, n highest degrees of Chebyshev polynomials, Eqs. (4.9), (4.12)
mJx, mJy effective masses of the first mode of the sprung rotor system
in the x and y directions respectively (kg), Sec. 6.3
MSx, MSy effective masses of the support structure in the x and y direc-
tions respectively (kg), Sec. 6.3
N total number of SFDs, Chap. 5
Ni, Nj total number of SFD mesh nodes in the z and θ directions
respectively
p gauge pressure (Pa)
pcav cavitation pressure (Pa)
pdyn, pstat dynamic and static components of the pressure function re-
spectively (Pa)
pi,j p (zi, θj) (Pa)
pout outlet pressure (Pa)
ps supply pressure (Pa)
pSH (z, θ), pL (z, θ) respectively the pressure distributions obtained by the un-
sealed SBA and the LBA (Pa), Eq. (2.6)
pt truncated pressure distribution (Pa)
p̂ non-dimensional pressure p̂ = p
µω(R/c)2
p̂0 non-dimensional pressure at the position of maximum film
thickness
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p˘1i,j , p˘2i,j pi,j/e˙ and pi,j/
(
eψ˙
)
respectively
p˘
(fit)
1/2i,j
(
e, q1/2
)
. Chebyshev polynomial fit of the function p˘1/2i,j , Eq. (4.9)
pj column j of the pressure mesh pi,j, Sec. 3.3
p˘1/2 vector of grid-point modified dynamic pressures p˘1/2i,j
P total number of rigid body modes, Chap. 5
q1/2 reduced form of and e˙ and ψ˙, Eqs. (4.6)
q vector of modal coordinates
qk q (tk), Sec. 5.2
QHx/y x/y direction SFD forces obtained using the dynamic model
of the bearing housing (N), Chaps. 6, 7
QJx/y x/y direction SFD forces obtained using the sprung rotor model
(N), Chaps. 6, 7
QR/T radial/tangential squeeze-film force (N), Fig. 2.2 on page 44
Qx/y squeeze-film force in the x/y direction (N)
r mode counter
r correlation coefficient, Sec. 7.3
r, s Chebyshev polynomials coefficient counters, Chap. 4 and 5
R SFD bearing housing bore radius (m)
R total number of modes considered, Chap. 5
Re∗ gap Reynolds number Re∗ = ρc2 ω
µ
Rxf (∆tk) =
∑R
r=1
{
φ(r)x φ
(r)T
f
(
ωr − 1∆tk sin (ωr∆tk)
)
/ω3r
}
, Eqs. (5.5)
Sx/y refers to dynamic characteristics of the support structure in
the x/y direction, Chaps. 6, 7
Sxf (∆tk) =
∑R
r=1
{
φ(r)x φ
(r)T
f (1− cos (ωr∆tk)) / (∆tkω2r)
}
, Eqs. (5.5)
t time (s)
tk discrete time tk = tk − 1 + ∆tk
t vector of Chebyshev polynomials, Fig. 5.2 on page 113
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tˆ(1), tˆ(2) tˆ(3) subvectors of t suitably reordered to align with Cˆ(1)2D, Cˆ
(2)
2D, Cˆ
(3)
2D,
Sec. 5.2.2.2
Tr, Ts Chebyshev polynomials of degree r and s respectively
Tj = [Cj + EjAj]−1, Sec. 3.3
u, w fluid velocity in the x, z directions respectively (m/s), Sec. 3.5
u vector comprising the dynamic displacements of the collar F ,
journal J and bearing housing H, Chap. 7
u(j) vector of unbalance distribution of rotor number j, Chap. 5
U unbalance (kg m)
Û non-dimensional unbalance parameter Û = U l1l3
Ic
, Sec. 4.3
vf average flow velocity in a feed-port (m/s), Sec. 3.5
vx (t), vy (t) respective horizontal and vertical shaker excitation signals (V)
v vector of instantaneous x and y displacements of the SFD jour-
nal centres relative to their bearing housing centres, Chap. 5
vs vector of static x and y offsets of the SFD journals relative to
their housing, Chap. 5
v vector of zero frequency harmonic x and y displacements
w vector of static loading on all rotors, Chap. 5
W matrix of network weights, Chap. 7
x, y, z Cartesian coordinate system
xH , yH absolute Cartesian x, y displacements of the bearing housing
centre measured from it static position (m)
xJ , yJ absolute Cartesian x, y displacements of the journal centre
measured from the static position of the bearing housing cen-
tre (m)
xR, yR x, y displacements of the SFD journal centre relative to the
bearing housing centre (m)
x = v− vs, Chap. 5
x neural network input vector, Chap. 7
xk x (tk)
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y neural network output vector, Chap. 7
z axial coordinate of SFD or global Cartesian axis (m)
zi discrete z direction pressure mesh location (m)
ẑ non-dimensional axial coordinate of SFD z/L
z vector of RHBM unknowns, Eq. (5.10)
α
(r)
ij (ω), receptance function between positions i and j in mode r (m/N)
α˘
(r)
ij (ω), accelerance function between positions i and j in mode r (kg−1)
δk$,Ω(j) 1 if k$ = Ω(j) or 0 if k$ 6= Ω(j)
ε non-dimensional journal eccentricity ε = e/c
ζ non-dimensional time ωt
ηˆ modal loss factor, Sec. 6.3
θ angular distance from location of maximum film thickness
(rad), Fig. 2.2 on page 44
θi discrete pressure mesh location in the θ direction (rad)
θ vector of flexural rotations in the xz and yz planes
λ end-leakage factor [3]
λ diagonal matrix of ω1 . . . ωR
µ dynamic viscosity (Pa s)
$ fundamental circular frequency of RHBM (rad/s), Chap. 5
ρ density (kg/m3)
ρ vector of x and y SFD forces on all journals, Chap. 5
ρ vector of mean component SFD forces, Chap. 5
σy standard deviation of the elements of the vector y, Sec. 7.3
φ
(r)
i mass normalised mode shape at location i in mode r (kg−0.5)
φ
(r)
f , φ(r)g mass-normalised eigenvectors at degrees of freedom correspond-
ing to directions and locations of elements in f and g, Chap. 5
φ(r)x value of x in rth mass-normalised mode, Chap. 5
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ψ attitude angle (rad), Fig. 2.2 on page 44
Ω(j) rotational speed of rotor j (rad/s)
ω generic circular frequency (rad/s)
ωr circular frequency of rth undamped mode (rad/s)
(˙) d () /dt
()′ d () /dζ
(˜) represents the normalised value of () between ±1
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Chapter 1
Introduction
Economic and environmental considerations require aeroengine assemblies to be
lightweight and flexible structures resulting in very little inherent damping. Such
characteristics, combined with the necessity for high shaft speeds, render the en-
gine more susceptible to excitation from the rotor unbalance. Squeeze-film dampers
(SFDs) have proven to be a cost-effective means of counteracting such an effect. Their
compact size and robustness combined with their damping capabilities, especially
while traversing critical speeds, makes them commonplace in modern high-speed
turbomachinery. Figure 1.1 depicts a typical SFD arrangement within a twin-spool
engine, wherein the two nested rotors are mounted within a flexible casing via SFD
bearings. The SFD is a thin pressurised oil film within the annular clearance between
the non-rotating outer race of a rolling-element bearing (the SFD ‘journal’) and its
housing. As can be seen in Figure 1.1, an SFD may be supported by a parallel
retainer spring: there is one spring-supported SFD at the end of each rotor while
the remaining SFDs are unsupported. An SFD is a nonlinear element i.e. its forces
are nonlinear functions of the displacement and velocity components of the journal
relative to the bearing housing (journal centres are marked ‘J’ and bearing housing
centres are marked ‘H’ in Figure 1.1). This is especially so for unsupported SFDs.
Undesirable nonlinear phenomena become pronounced when an SFD is overloaded,
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Figure 1.1: Schematic of a typical twin spool engine
either statically or dynamically. Examples of nonlinear phenomena associated with
squeeze-film damped machinery are amplitude ‘jumps’ on run-up and run-down of
the rotational speed, and vibration that is not synchronous with the rotors’ rotational
speeds. Non-synchronous vibration affects the structural integrity if not accounted
for in the design. Hence, the optimisation of the design and deployment of SFD bear-
ings in an aeroengine necessitates the ability to perform unbalance response analysis
that takes account of the bearing nonlinearity.
1.1 SFD assembly and operation
An SFD bearing combines a rolling-element bearing and a damping element. Fig-
ure 1.2 shows a typical layout. The SFD journal is a sleeve fixed onto the outer
race of the rolling-element bearing. The journal is prevented from spinning with the
shaft but is free to orbit in the xy plane relative to the bearing housing within the
oil-filled clearance. Oil is supplied through pressure tappings in the bearing housing.
The oil flows across the effective areas of the damper (known as ‘lands’) and exits,
usually to a cooling circuit, to be re-circulated. A seal is commonly implemented
at the outlet of the squeeze-film to increase damping by restricting the outlet flow
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(or ‘leakage’). Anti-rotation pins (or dogs) are used to prevent the rotation of the
journal in SFDs that are unsupported by a parallel retainer spring (like that shown
in Figure 1.2). The dogs project axially from the journal and engage with clear-
ance holes in an end-plate. The clearance of the holes must be enough to allow free
movement of the journal within the annulus. It is this prevention of transmission
of shaft rotation to the oil film that is the key difference between an SFD bearing
and a journal bearing. The damping forces created in an SFD are the result of the
oil pressure on the journal caused by the squeezing action of the relative movement
between the journal and the housing. Hence, unless supported by a parallel retainer
spring, an SFD bearing cannot support a static load in the absence of relative vi-
bration between the journal and housing. On the other hand, in journal bearings,
apart from the squeeze-film effect, there is the principal effect of the transmission
of the shaft rotation to the oil film, which causes circumferential pressure gradients
that are a function of rotational speed. Hence, a journal bearing can support a static
load in the absence of relative vibration but suffers from the problem of instability
over certain speed regimes (self-excited vibration), making it unsuitable for use in
aeroengines.
The static load on a SFD bearing may be taken up by a retainer spring that is in
parallel with the SFD (i.e. supports the journal on the bearing housing). This spring
is usually in the form of a squirrel cage, as shown in Figure 1.3. The spring also
serves to prevent journal rotation (instead of anti-rotation pins) and to tune resonant
frequencies of the system. Preloading of the retainer spring makes it possible to centre
the journal within the annulus, reducing nonlinear effects. However, true centreing is
difficult to achieve in practice and preloading mechanisms are typically avoided since
they introduce complexity in the design. Moreover, the retainer spring itself takes up
axial space and requires regular maintenance. For these reasons, most SFD bearings
in the engines of the leading European aeroengine manufacturer are unsupported, as
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Figure 1.2: Typical unsprung SFD arrangement
can be seen in Figure 1.1, where the retainer springs are used primarily to provide
axial location of the shafts. As seen in Figure 1.1, the journals of bearings nos. 4
and 5 will be fully eccentric in their housings under the weight of their respective
rotors in the absence of any relative vibration. Such bearings therefore rely on the
vibrations produced by the ever-present residual unbalance in the rotors to generate
a pressure that supports the rotor weight, in addition to absorbing vibration energy.
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retainer springrolling-element
bearing
damper journal
bearing housing
Figure 1.3: Sprung SFD arrangement [2]
1.2 Outline of the research
The challenges faced by the analyst attempting to predict the nonlinear vibration
response to unbalance excitation in an aeroengine are twofold: (a) the complexity of
the structural dynamics of two/three-spool aeroengines; (b) the complexity required
to reliably model the SFD element. The challenge (a) has been recently addressed
in a previous PhD thesis [4], which significantly advanced the computational speed
of nonlinear whole-engine analysis through the development of novel time/frequency
domain solvers that can deal with the large number of modes, among other structural
complexities. The present thesis is concerned with challenge (b).
Practical SFD modelling techniques have been hitherto limited by a trade off between
the capability of the SFD model and its computational cost. A reliable SFD model
generally requires the solution of fluid flow equations, with appropriate boundary
conditions, to obtain the two-dimensional pressure field in the oil annulus. Quadra-
ture of the pressure field is then performed to obtain the SFD forces. However, the
inclusion of SFDs in rotordynamic simulations has necessitated significant simplifica-
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tions to be made to the SFD model, to avoid prohibitive computational costs. Most
proposed techniques have used simplified analytical expressions for the SFD forces or
pressures, based on idealised boundary conditions and/or assumed corrective factors
(as used in the previous thesis [4]). Other techniques have relied on the linearisation
of the input-output relationship.
The overall aim of this thesis concerns the extraction of the input (displacement,
velocity of journal relative to housing) - output (oil film pressure distribution or force)
relationship of a nonlinear SFD bearing using system identification techniques. The
identified model of a given bearing is intended for efficient use within a rotordynamic
solution algorithm for the calculation of the unbalance response of any system that
hosts the bearings. An example of such a system is the whole-engine schematic of
the twin-spool engine in Figure 1.1. The identified model of a given SFD should be
applicable regardless of whether or not the SFD is supported by a parallel retainer
spring.
Two alternative approaches for the identification of the SFD are considered:
• Identification from an advanced numerical model
• Identification from experimental tests
These two approaches are complementary ways towards efficiently deploying highly
accurate SFD dynamic relationships within full size rotordynamic simulations. Iden-
tification from numerical models is essential at the SFD design stage, where rapid
simulation of the dynamic performance of a variety of designs is required. Experi-
mental identification can capture effects that are difficult to model and/or that are
peculiar to a given SFD (e.g. the non-circular profile of the journal or housing bore
due to manufacturing tolerances).
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The data for the identification from numerical bearing models is generated by any
convenient means of solving the Reynolds lubrication equation (in this thesis the
Finite Difference (FD) method is used). The preferred method for identification from
numerical models has been the application of Chebyshev orthogonal polynomials. For
a fixed input space and using input-output data at prescribed input locations, the
determination of the required polynomial coefficients is a simple explicit procedure.
The limitations of the technique, as hitherto applied to SFDs, were the need for
judicious prescription of the input range and the necessary inclusion of unrealistic
combinations of input variables, which degrade the quality and range of applicability
of the fit. One of the novel contributions of this thesis is the removal of these
limitations through the implementation of a variable reduction scheme to identify
the discretised oil film pressure distribution.
Validation of the aforementioned Chebyshev identification method is achieved by as-
sessing its ability to rapidly and accurately reproduce results obtained using the
full numerical FD model of the SFD. The effects of various sophisticated non-
axisymmetric boundary conditions are included. For a simple rotor-bearing system,
the Chebyshev identification technique is shown to be capable of excellent time sav-
ings, while producing results that are indistinguishable from equivalent FD based
simulations. Moreover, the advanced bearing models developed are proven to give
more accurate results than alternative simplified analytical bearing models when
compared to published experimental results of the aforementioned rotor-bearing sys-
tem.
The Chebyshev identification method is then applied to a realistically sized multi-
SFD twin-spool aeroengine model, provided by a leading manufacturer. Time and
frequency domain analysis of the nonlinear unbalance response of the whole-engine is
performed. Despite the considerable added complexity, Chebyshev identified bearing
models are shown to accurately mimic simulations obtained from FD in under 10%
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of the computational time. This study is the first-ever whole-engine analysis that
considers SFD forces based on advanced numerical models.
The final part of the research delivers the first-ever empirically identified nonlin-
ear SFD model. An original design test rig is used to generate the data required
for identification. The test rig could also be used for the subsequent validation.
The identification is performed using a static feed-forward neural network, trained
by Backpropagation. Although network construction and training is a much more
complex and time consuming process than Chebyshev fitting, the neural network
technique is highly suited to empirical identification for the following reasons: (a) in
contrast to Chebyshev polynomials, input-output data locations are not prescribed,
rather the network adapts to the data that it is fed; (b) the nature of Backpropa-
gation training means that a certain degree of noise can be tolerated; (c) unlike the
Chebyshev technique, the neural network can readily accommodate 4 input variables
as recorded by the acquisition system.
The empirical identification is progressively validated, culminating in remarkably
accurate nonlinear vibration response prediction of an SFD test rig subjected to
external dual-frequency orthogonal excitation, as present in twin-spool engines like
that in Figure 1.1 (where the nonlinear vibrations are driven by unbalance on the
two rotors turning at different speeds).
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1.3 Summary of thesis aims, objectives and con-
tributions
1.3.1 Thesis aims and objectives
• To devise and validate an identification scheme that is capable of rapid and
accurate deployment of advanced numerical SFD models within rotordynamic
solution algorithms. This aim has five objectives:
– To develop a high accuracy numerical SFD model, that can incorporate
various sealing and feeding arrangements, to be used as the basis for the
identification.
– To devise a novel identification method that overcomes the limitations of
current methods.
– To validate the identified SFD model against the basis numerical model
by application to a simple rotor-bearing system.
– To assess the relative abilities of the identified numerical model and sim-
plified analytical models in predicting published experimental results of
the aforementioned rotor-bearing system.
– To validate the identified SFD model against the basis numerical model
by integrating these models with the whole-engine rotordynamic routines
developed in [5, 6] and performing a first-ever nonlinear rotordynamic
analysis of a realistically sized representative aeroengine model incorpo-
rating such advanced SFD models.
• To devise and validate a nonlinear identification scheme for an SFD based on
experimental data. This aim has three objectives:
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– To design and commission an original-design test rig, primarily for the
generation of the basis data for the identification, but that could also be
used for subsequent validation.
– To perform nonlinear identification of an SFD from such data.
– To validate the identified model by applying it to the prediction of ex-
perimental results from the test rig for various conditions (different from
those in the identification process).
1.3.2 Thesis contributions
The thesis contributions to both academia and industry are:
• A procedure for the identification of complex numerical SFD models that sig-
nificantly extends the capabilities of current techniques by making no prior
assumptions concerning the range of the input variables, the cavitation pres-
sure or the axial symmetry of the boundary conditions.
• The integration of advanced numerical SFD models, in their identified form,
with recently-developed whole-engine nonlinear rotordynamic routines, enabling
a first-ever whole-engine analysis that incorporates advanced SFD models in-
cluding the effects of end-seals, grooves and feed-ports. The integrated suite
of routines fulfills the ultimate aim of taking into account the complexities of
both structure and bearing model while allowing the nonlinear analysis to be
performed, in reasonable time frames, on a standard desktop computer.
• The first identification of an SFD’s nonlinear dynamic behaviour that is derived
directly from experimental data. The empirically obtained SFD model is shown
to be capable of remarkable reproduction of the SFD input-output relationship
under rigorous testing.
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The salient novel contributions to knowledge arising from the above can be sum-
marised as follows:
• Reliable identification of advanced numerical SFD models has hitherto been
severely restricted by assumptions regarding the range of the unbounded input
variables (namely the polar velocities), the cavitation pressure, and the pressure
boundary conditions. These limitations can be overcome, for the identification
of a generic SFD model based on the incompressible Reynolds equation, by
decomposing the discretised film pressure distribution into its ‘static’ and ‘dy-
namic’ parts and identifying each of these in a reduced variable space that
exchanges two of the unbounded input variables by a single, unambiguously
bounded, variable.
• For a simple rotor-bearing system, the aforementioned identification scheme
can reproduce the predictions of the basis numerical model highly accurately
in under 4% of the time taken by the basis model.
• The use of such an identification enables a detailed study of the effects of seal-
ing, feed-grooves or feed-ports in SFD models, revealing the following original
findings for a rudimentary rotor-bearing system:
– The effect of omitting the circumferential pressure gradient to solve the
Reynolds equation is negligible for a short SFD, even if it has substantial
sealing. This has implications for the commonly used ‘end-leakage fac-
tor (λ)’ model for sealed SFDs, wherein a factor λ is used to quantify the
sealing, since it proves that it is not possible to theoretically relate λ to
the SFD parameters.
– The common usage of a fixed pressure condition at a groove or feed-port
of a sealed SFD results in artificial shifting of the predicted critical speed
of a simple rotor-bearing system as the sealing is tightened. The use of an
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improved feed-port boundary condition, formulated via FD and efficiently
implemented through an identification scheme, virtually eliminates this
problem, giving superior agreement with the experimental observations.
• The analysis of realistically sized engines, including the complexities of both
the SFD and the structure, can be performed efficiently through an approach
that exploits the outcomes of a previous thesis [4] and the present research.
– For a realistically-sized representative twin-spool engine model with 5 SFDs,
the aforementioned identification scheme can reproduce the predictions of
the basis numerical SFD model highly accurately in under 10% of the
time taken by the basis SFD model.
• Highly accurate nonlinear identification of the empirical input-output relation-
ship of an SFD may be achieved using a static multi-layer feed-forward neural
network trained by Backpropagation. The outputs of this neural network are
the Cartesian (x, y) components of the instantaneous SFD force and the in-
puts are the Cartesian (x, y) components of the instantaneous displacement
and velocity of the journal relative to the bearing housing.
• Empirical nonlinear identification of an SFD can capture effects that are par-
ticularly hard to model and may be individual to a given SFD. One important
example of such an effect is the influence of the distorted clearance boundary
of the SFD. It is shown that an empirical neural network model of an SFD
with such a feature will produce dynamic response predictions of significantly
higher quality than a computational SFD model that assumes a circular clear-
ance boundary.
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1.4 Summary of thesis structure
This chapter is followed by a critical review of previous research (Chapter 2). Chap-
ters 3-5 are aimed at identification from advanced numerical models. Chapter 3
develops a high accuracy numerical SFD model, that can incorporate various seal-
ing and feeding arrangements, to be used as the basis for the identification work in
Chapters 4 and 5. Chapter 4 devises a novel identification method and validates it
against the basis numerical model by application to a simple rotor-bearing system.
This chapter also assesses the relative abilities of the identified numerical model
and simplified analytical models in predicting published experimental results of the
simple rotor-bearing system. Chapter 5 integrates the identified SFD model and
the basis numerical model with the whole-engine rotordynamic routines developed
in [4]. It then validates the identified SFD model against the basis numerical model
by performing a first-ever nonlinear rotordynamic analysis of a realistically-sized rep-
resentative aeroengine model incorporating such advanced SFD models. Chapters 6
and 7 are aimed at nonlinear identification of an SFD based on experimental data.
Chapter 6 presents the design and commissioning of an original-design test rig for
the generation of the data for the identification and validation processes. Chapter 7
deals with the identification process and its validation. The general conclusions are
drawn in Chapter 8, along with recommendations for future research.
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Chapter 2
Literature Review
2.1 Introduction
Cooper [7] made the first preliminary investigation into the use of the SFD in rotordy-
namics, with the aim of reducing vibrations due to rotor unbalance. Since Cooper’s
work, there has been a vast amount of research concerning methods of modelling
the dynamic behaviour of SFDs. The present chapter provides a critical review of
previous research concerning the modelling of SFD bearings within rotordynamic
systems.
Section 2.2 highlights the need for efficient and accurate SFD force computation
by providing an overview of the nonlinear solvers used to calculate the unbalance
response of dynamic systems that incorporate SFDs. From Section 2.3 the focus
is moved to SFD modelling. Section 2.3 deals with techniques based upon direct
solution of the Reynolds lubrication equation, while Section 2.4 deals with linearised
solutions of the SFD force function. Sections 2.5, 2.6 and 2.7 are concerned with
physical considerations related to SFD operation. Section 2.8 is primarily concerned
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Figure 2.1: Generic representation of the computational procedure
with the use of nonlinear identification techniques in the modelling of SFD force
functions.
2.2 Nonlinear engine solvers
The nonlinear solvers, used to calculate the unbalance response of a dynamic system
that includes at least one SFD, work either in the time domain or in the frequency
domain. Figure 2.1 shows a generic representation of the overall computational proce-
dure where the rotordynamic equations of motion are formulated in modal space [8].
Time domain solvers progress forward in time until a steady-state response is ob-
tained that may not necessarily be periodic. Frequency domain solvers are inherently
much faster since they extract steady-state solutions that are assumed to be peri-
odic of given fundamental frequency. Previous studies e.g. [5, 6] have illustrated the
benefit of a computational facility that takes advantage of the relative merits of both
time and frequency domain methods through an integrated approach that makes
effective use of both. Prior to the research in [5, 6], such time/frequency domain
calculations on realistic aeroengine models were prohibitive due to the large number
of assembly modes that need to be considered. This problem has been overcome by
the novel impulsive receptance method (IRM) and the receptance harmonic balance
method (RHBM), which efficiently solve the nonlinear problem in the time and fre-
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quency domains respectively [5, 6]. The IRM is an implicit integration algorithm.
Its equations relate the instantaneous relative displacements and velocities at the
nonlinear elements (SFDs) to the motion-dependent excitations (SFD forces, gyro-
scopic moments) and other excitations (unbalance, distributed rotor weight) acting
on the linear part of the system. The unknowns to be solved for are the instanta-
neous relative displacements and velocities at the SFDs. Hence, unlike conventional
implicit integrators, the IRM’s computational efficiency is largely immune to the
number of modes since the number of equations to be solved at each time step is
dependent only on the number of SFDs [6]. The RHBM is the frequency-domain
counterpart of the IRM. It is similarly immune to the number of modes since it
makes use of frequency response functions (‘receptances’) to relate the harmonics of
the relative displacements at the SFDs with the corresponding harmonics of the exci-
tations (motion-dependent and otherwise) acting on the linear part of the system [5].
The unknowns to be solved for are the harmonics of the relative displacements at
the SFDs. Since the SFD forces are known nonlinear functions of the relative dis-
placements and velocities, the harmonics of the SFD forces are determined through a
Fourier analysis of their time histories for an assumed solution. This allows solution
by iteration [5].
The reliability of the response prediction clearly hinges on the reliability of the model
used for the SFDs. Moreover, like conventional methods, these new methods still
require a number of SFD force computations for their iterative solution process at
each time step (time domain) or rotation speed step (frequency domain). In the
case of RHBM, one iteration requires the calculation of the SFD forces at each of
an adequate number of time points over the period of vibration in order to obtain
their Fourier coefficients. The RHBM iterative process also requires a Jacobian
matrix that is obtained through repeated calculation of these Fourier coefficients.
The IRM solution process also requires the calculation of a Jacobian matrix at each
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Figure 2.2: Polar coordinate system
time step from the numerical partial derivatives of the SFD forces with respect to
the unknowns. The SFD model can cripple a time/frequency domain solver unless
the SFD forces can be rapidly computed. In summary, the speed/reliability of the
unbalance response solution is wholly dependent on the speed/reliability of the SFD
model. As discussed in the following sections, the ability to rapidly compute the
SFD forces has often come at the expense of the accuracy (reliability) of the SFD
model. The following sections deal with the various bearing models that have been
used to calculate the SFD forces for the generic computational process illustrated in
Figure 2.1.
2.3 Solutions to the Reynolds lubrication equa-
tion
To obtain the SFD forces from the instantaneous relative displacement and velocity
across the fluid film, the pressure distribution across the SFD land must be integrated
over the annulus in the axial and circumferential directions. The instantaneous
pressure distribution p (z, θ) within an SFD is commonly achieved by solution of
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the incompressible Reynolds lubrication equation. With reference to Figure 2.2, the
incompressible Reynolds equation may be expressed as [9]:
1
R2
∂
∂θ
{
h3
(
∂p
∂θ
)}
+ h3∂
2p
∂z2
= 12µ
(
eψ˙ sin θ + e˙ cos θ
)
(2.1)
or in non-dimensional form:
∂
∂θ
(
ĥ3
∂p̂
∂θ
)
+
(
R
L
)2 ( ∂
∂ẑ
)(
ĥ3
∂p̂
∂ẑ
)
= 12 (ψ′ sin θ + ε′ cos θ) (2.2)
where, ĥ = h/c = 1 + ε cos θ is the non-dimensional oil film thickness, p̂ = p
µω(R/c)2 is
the dimensionless pressure, µ is the dynamic viscosity of the fluid, ω is a reference
angular speed, c is the radial clearance of the SFD (i.e. the difference in the radii of
the journal and housing bore), R is the radius of the bearing housing bore (‘bearing
radius’), ε = e/c is the non-dimensional eccentricity of the journal centre, ẑ = z/L
(where z = 0 is the middle of the land), ()′ = d
dζ
represents differentiation with
respect to dimensionless time ζ = ωt. The derivation of the incompressible Reynolds
lubrication equation is based upon the following principal assumptions [9]:
1. The curvature of the film is negligible compared to its thickness (i.e. c negligible
relative to R)
2. The ‘no slip’ condition applies at the bearing surfaces (i.e. the fluid adheres to
solid boundaries)
3. Pressure is uniform in the radial direction
4. The lubricant is a Newtonian fluid
5. Lubricant flow is laminar
6. The lubricant is massless, incompressible and isoviscous
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It is noted that assumptions 1-4 were common to all of the consulted papers. The
laminar flow hypothesis (5) was shared by the overwhelming majority; Tichy [10]
provides a physical investigation. The assumptions of item 6 have been the subject
of much investigation and are duly discussed in following sections.
No closed-form solution to the Reynolds equation is available; therefore, it must
either be simplified or solved numerically. In Sections 2.3.1 and 2.3.2 simplifying
assumptions that allow analytical solution of the Reynolds equation are reviewed;
the benefits and drawbacks of numerical solutions to the Reynolds equation are also
presented.
2.3.1 The short bearing approximation (SBA)
If circumferential pressure gradients are considered negligible in comparison to those
in the axial direction, the first term of the Reynolds equation (2.2) ∂
∂θ
{
ĥ3 ∂p̂
∂θ
}
may
be dropped. This simplification is known as the short bearing approximation (SBA)
and is applicable to an axially short bearing with no end-seals [11]. It makes ana-
lytical solution of equation (2.2) possible when axisymmetric boundary conditions
are present at either end of the bearing land, by double integration of the simplified
equation:
p̂ (ẑ, θ) = 6
(
L
R
) sin θ + ε′ cos θ
(1 + ε cos θ)3
(
ẑ2 − 14
)
+ p̂s
(1
2 − ẑ
)
+ p̂out
(1
2 + ẑ
)
(2.3)
where p̂s is the non-dimensional pressure within the supply groove and p̂o is the
non-dimensional pressure at the bearing outlet. The above expression is referred to
here as the unsealed SBA.
Rezvani and Hahn [12] showed that, when applied to hydrodynamic journal bear-
ings, the unsealed SBA maintains accuracy for aspect ratios (L/D) below 0.25 and
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eccentricity below 0.9. The authors extend the ambit of their paper to include SFDs,
on the basis that an SFD is in effect a hydrodynamic journal bearing wherein the
journal is prevented from rotating. Feng and Hahn [13], using a compressible model,
justify the use of the unsealed SBA for bearings with aspect ratios lower than 0.25
and eccentricity below 0.8, by comparison to the numerical solutions of [14].
The applicability of the SBA to bearings of finite length and/or bearings with
end-seals requires confirmation by numerical solution. Over and above the limi-
tations of the short bearing assumption itself is the restrictive nature of the bound-
ary conditions necessary to allow its analytical solution. To analytically solve the
Reynolds equation using the SBA requires axisymmetric boundary conditions at both
the feeding and outlet end of the land. Moreover, interactions between the lands and
feed-groove can not be included and many works confirm the importance of such
effects (see Section 2.5). These factors significantly limit the practical applicability
of the SBA.
2.3.2 The long bearing approximation
The long bearing approximation (LBA) assumes that pressure gradients in the cir-
cumferential direction dominate [15]. The model corresponds to the limit condition
where the ratio of axial length to bore diameter tends to infinity. In this condition
the term
(
∂
∂ẑ
) (
ĥ3 ∂p̂
∂ẑ
)
tends to zero resulting in the LBA [15]:
∂
∂θ
(
ĥ3
∂p̂
∂θ
)
= 12 (ψ′ sin θ + ε′ cos θ) (2.4)
By applying the boundary conditions p̂ = p̂0 at θ = 0, where p̂0 is the non-
dimensional pressure at the position of maximum film thickness, equation (2.4) may
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be solved analytically [16]:
p̂ (θ) = 12ψ′
(
ε
2 + ε2
) (2 + ε cos θ) sin θ
(1 + ε cos θ)2
+ 6ε
′
ε
[
1
(1 + ε cos θ)2
− 1
(1 + ε)2
]
+ p̂0 (2.5)
A method of calculating p̂0 is given in [15]. Vance and Kirton [17] suggest that the
LBA is suited to tightly sealed bearings with very little leakage, thus reducing axial
pressure gradients.
The work of Holmes and Dogan [3] as well as the review of Pietra and Adiletta [16]
considers difficulties associated with modelling the oil supply under the LBA. If oil-
feed is supplied by a circumferential feed-groove, this represents a pressure boundary
condition at a given axial position, which is incompatible with the LBA hypothesis.
Pietra and Adiletta [16] suggest that a series of circumferentially arranged feed holes
is more congruent with the long bearing model, although such an arrangement may
induce reverse flow into the feed holes causing a dynamic response that differs from
the predicted one.
As with the SBA, the LBA is limited in its practical applicability, the assumptions
made in its formulation severely restrict the range of bearing designs that it may
reasonably be used to model.
2.3.3 Direct numerical solution of the Reynolds lubrication
equation
To solve the Reynolds equation in its full two-dimensional form with arbitrary bound-
ary conditions a numerical scheme is necessary. The most common numerical solution
schemes used are finite difference (FD) [18–20] or finite element (FE) and its vari-
ants [21, 22]. The direct use of such a numerical scheme within a time/frequency
domain solver is computationally prohibitive for practical applications. Hence, the
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recently added SFD routine in Nastran® [23] is based on a one-dimensional approx-
imation of the FD model that is restricted to long and short unsealed SFDs.
2.4 Linear approximations of the SFD force func-
tion
Cross-coupled coefficients may be used to represent the dynamic SFD force compo-
nents in the x and y directions. Such methods use linearised stiffness and damping
coefficients to express the forces as linear functions of the displacements and veloci-
ties relative to a mean position within the clearance [24–31]. This linearisation is only
applicable in the neighborhood of the mean position. The determination of the force
coefficients must generally be carried out through numerical procedures, although
analytical expressions may be given once the SBA or LBA have been assumed [16].
Lund, in his review of the concept of force coefficients [32], demonstrates linearised
solutions to the Reynolds equation holding solution accuracy when orbit amplitude
remains within approximately 40% of the clearance.
It is important to note that a local linearisation of the fluid film force may only be
performed about a mean position which may be represented by the centre of the
steady-state orbital motion of the journal centre relative to the housing centre. In
the case of an SFD with a parallel retainer spring, the mean position would approx-
imately correspond to the static position of the journal. If the SFD is unsupported
(no retainer spring), there is no discernible mean position since this arises as a result
of the dynamics. In the static condition the static load (rotor weight) will cause the
journal of an unsupported SFD to sit at the base of the clearance. In the presence
of relative vibration between the journal and the housing, the mean component of
the pressure generated may overcome the static load and lift the journal to a mean
position, which would then be the centre of the steady-state orbit.
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SFD forces have been shown to be highly nonlinear functions (of the relative motion
between journal and housing) under realistic operating conditions, especially in the
case of unsupported SFDs and/or high dynamic loading. It has been demonstrated
e.g. [8, 33, 34] that when subjected to harmonic excitation, a rotating system with
SFDs may respond with complex dynamic behaviour that commonly has sub/super-
synchronous frequency components. Furthermore, quasi-periodic and chaotic motion
has been observed in SFD rotating systems under certain operating conditions, as
reviewed and illustrated in [35]. All these regimes characterise nonlinear behaviour
and show that linear systems, although attractively simple and fast to compute, do
not model SFD rotor systems effectively over a realistic parameter range.
2.5 Sealing and lubricant supply boundary condi-
tions
In many practical circumstances SFDs use a lubricant supply groove to ensure a con-
tinuous flow of lubricant across SFD lands. The feed-groove is typically assumed to
provide a reservoir of constant uniform pressure around the SFD annulus and effec-
tively divide centre-fed SFDs into two separate dampers e.g. [1, 3, 15, 33]. However,
large dynamic pressures have been measured at the groove [21, 36], which suggests
that grooves in dampers do not isolate adjacent lands, rather the groove interacts
with the lands and therefore produces appreciable dynamic pressures. In the works
of [27, 29, 37] the normal constant pressure boundary condition is replaced with con-
tinuity conditions to establish dynamic flow equations for both the land and groove.
The work of Zhang and Roberts [29] also considers the effect of flow resistance in the
inlet tubes; it is demonstrated that when the inlet tube resistance is included, better
agreement with experiment is achieved. The conclusion of the research in [27, 29, 37]
is that neglecting flow in the central groove can result in significant underestimation
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of SFD forces. The limitation of these works is the use of linear approximations of
the computed forces to provide comparison with experimental results. As discussed
in Section 2.4, this restricts their application to idealised low amplitude spring sup-
ported SFD operation.
Most SFDs have some degree of sealing at their outlet, usually in the form of end-
plates, as shown in Figure 1.2. To establish a theoretical model to represent an
end-plate sealed SFD, Holmes and Dogan [3] suggest using a combination of the
short and long bearing solutions through an “end-leakage factor” λ that accounts for
the degree of end-sealing:
p̂ (z, θ) = p̂SH (z, θ) + λp̂L (θ) (0.5− ẑ) (2.6)
where pSH (z, θ) and pL (z, θ) are respectively the pressure distributions obtained by
the unsealed SBA and the LBA (Sections 2.3.1 and 2.3.2). The greater the value
of λ, the lower the amount of leakage at the outlet (i.e. the tighter the seal). This
model is popular with industry and was used recently for whole-engine analysis with
five SFDs [5, 6]. The λ factor can be described as an empirical ‘fudge factor’ that in
reality can only be related to the parameters of a given bearing when it is hosted in a
given experimental setup. Attempts to theoretically relate it to the SFD parameters
have proved unsuccessful [15].
2.6 Cavitation phenomena
Under dynamic loading the oil film of an SFD may rupture in regions of localised
suction due to the formation of a vapour filled cavity interrupting the the continuity
of the fluid film. Cavitation can be ‘vapourous’ or ‘gaseous’. Gaseous cavitation
is defined as arising from the ingestion of ambient gas (air) into the low pressure
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regions of the SFD [38], the onset of air ingestion being usually associated with a
jump up in amplitude on run-up in rotational speed [39]. Vapourous cavitation is
due to lubricant vapourisation occurring when fluid film pressures fall below the
lubricant vapour pressure. As well as gaseous and vapourous cavitation, bubbles
in the fluid film may be formed by dissolved gases in the lubricant coming out of
solution, when subject to pressures below the saturation value for the noncondensable
gas [38, 40]. However, this mechanism is often included under the term ‘vapourous’
cavitation [39]. The remaining part of this section reviews significant cavitation
models that are developed and used within the literature.
Two alternative extreme simplifications regarding the extent of cavitation are the full
film (Sommerfeld condition) and the half film (Gumbel condition), which were origi-
nally used for journal bearings and later applied to SFDs. The full film (or ‘2pi’ film)
model assumes that no cavitation occurs and the fluid film is maintained over the
entire circumference. Integration of the unsealed short bearing pressure distribution
(equation (2.3)) then yields closed-form expressions for the radial and tangential
forces QR and QT of the full film model [11]. For a journal executing circular cen-
tred orbits relative to the housing centre, the radial component QR of the full-film
SFD reduces to zero [21]. The half film (or ‘pi’ film) model accounts for cavitation
by making the assumption that the SFD cannot support subatmospheric pressures,
i.e. p ≤ 0. Assuming ps = pout = 0 in equation (2.3), it is found that p ≥ 0 over the
region θ = θ1 to θ = θ1 + pi, where θ1 is dependent on e, e˙, ψ˙ [11] (see Figure 2.2).
Integration of the unsealed short bearing pressure distribution (equation (2.3)) over
this half of the oil film only then yields closed-form expressions for the radial and
tangential forces QR and QT of the half film model [11].
Although attractively simple the pi or 2pi film models have been shown to be inad-
equate, particularly for unsupported SFDs. In fact Humes and Holmes [11] showed
that, for an unsupported SFD, the full film model cannot generate a mean pressure to
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support the static load on the journal, while the half film model overestimates both
the orbit size and the degree of lift (mean position). Humes and Holmes concluded
that, for an unsupported SFD especially, the oil film ruptures at some subatmo-
spheric pressure pcav. A modification of the Gumbel boundary condition that allows
prescription of a rupture pressure pcav is commonly adopted [1, 3, 6, 8, 13, 15, 41–44].
The pressure mesh is truncated where pressure falls below a prescribed value:
pt (z, θ) =

p (z, θ)
pcav
if
if
p (z, θ) > pcav
p (z, θ) ≤ pcav
(2.7)
Using the pressure truncation model means that the SFD force can no longer be ex-
pressed in closed form and numerical integration of the pressure mesh is required. In
references [1, 3, 15, 41, 45] the cavitation pressure pcav was set according to operating
conditions; pressure probe recordings were used to determine the optimum value. In
the absence of experimental values, Feng and Hahn [13, 42] recommend that pcav be
set to absolute zero (≈ −101.325 kPa (gauge)) since this corresponds very closely to
the vapour pressure of the oil, in line with the assumption of vapourous cavitation.
This value was used in a series of works by Bonello [8, 39, 46] and gave good agree-
ment between predictions and measurements for various test rig configurations using
both unsupported and sprung SFDs. Levesley and Holmes [1] report that for a par-
tially sealed SFDs operating at high supply pressure (239.2 kPa), using the absolute
zero pressure −101.325 kPa gave the best agreement with experiment. The same ap-
plied for lower supply pressure (115.1 kPa) and loose sealing under low dynamic load.
However, for high dynamic loading, at this supply pressure and degree of sealing,
gaseous cavitation was observed in the experimental pressure readings (i.e. ingestion
of ambient air). Under these conditions, a pcav value equal to atmospheric pressure
(0 gauge) was found to give the best agreement with experiment.
The Reynolds boundary condition, by Swift (1931) and Siteber (1933), accounts
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for flow continuity of a cavitated SFD by enforcing a zero pressure gradient at the
cavitation inception [47]. The determination of the pressure distribution then be-
comes a free boundary problem and computationally intensive iterative techniques
are required to handle it [19]. However, it is stated in [48] that this computational ex-
pense does not justify the slight gain in accuracy from using this boundary condition
relative to aforementioned pressure truncation model.
Feng and Hahn [38], among others (e.g. [21]) report experimental observations show-
ing that bubbles, once formed do not redissolve upon the appearance of high pressure.
The bubbles may be caused by either air entrainment or the release of dissolved gases
within the oil [47]. This observation has led to a range of techniques that consider
the gas-liquid mix as a homogeneous two-phase pseudo-fluid [13, 21, 38, 42, 47]. By
developing density and viscosity relationships for the two-phase fluid, the compress-
ible form of the Reynolds equation may be solved. Since density and viscosity are a
function of pressure, the solution requires iteration, and becomes too complex to in-
corporate in realistically sized rotordynamic systems. However, in [13, 42] theoretical
studies showed good agreement between the two-phase model and the incompressible
oil film model when the latter model was truncated below pcav= -101.325 kPa (gauge),
as described above.
2.7 Inertia effects
If the inertia effects of the oil film are to be considered, then the Reynolds equation
is replaced by the Navier-Stokes equations, or simplification there of e.g. [10, 26, 31].
In references [10, 26, 28, 31, 37, 49–51], the gap Reynolds number Re∗ (sometimes
called the modified Reynolds number or SFD Reynolds number) is used to gauge
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inertia effects within SFDs [49]:
Re∗ = ρc2ω
µ
(2.8)
where ω is the circular frequency of the vibration of the journal (whirl frequency),
µ is the dynamic viscosity of the fluid, c is the radial clearance of the journal and ρ is
the fluid density. Sezri et al. [26] state that fluid inertia effects are significant for
low eccentricity ratios where Re∗ ≥ 1. They conclude that, for an SFD, where
eccentricity ratios ε are above 0.5, inertia loses its significance when compared to
viscous effects.
In reference [31] San Andres and Vance provide a theoretical investigation into fluid
inertia for the case of an SFD with its journal exhibiting circular centred orbits
within the clearance. The work showed that fluid inertia only affects radial SFD
forces and the effect may be treated as an “added mass” by the use of a direct
inertia coefficient in the radial direction Drr. The value taken by Drr is presented
in [31] for a variety of SFD arrangements. In a later paper San Andres et al. [28]
used a test rig with large clearance c to experimentally investigate inertia effects
by varying the lubricant viscosity. It was demonstrated that inertia effects on the
tangential forceQT were negligible forRe∗ < 10. The full film “added mass” unsealed
SBA model of [31] was used to predict the measured radial force QR. It was shown
that the theoretical predictions consistently underpredicted the measured values by
a factor ≈ pi. Qingchang et al. [50] reproduced this underprediction using a two-
dimensional Navier-Stokes equation.
Due to the computational burden introduced by the Navier-Stokes equations, solu-
tions including the fluid inertia effects have so far been highly idealised, rendering
them unsuitable for realistic engine analysis. In fact, in order to enable efficient solu-
tion for just one SFD, system dynamics have had to be restricted to circular centred
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journal orbits or small-amplitude orbits about the bearing centre e.g. [26, 31, 37, 49].
2.8 System identification
System identification techniques may be applied to identify the input-output rela-
tionship governing a component of a dynamic system. In the case of an SFD the
output is typically the force and the inputs are the relative displacement and ve-
locity across the oil film. The identification is done on the component in isolation
and the extracted relationship is intended for use in the analysis of any dynamic
system that hosts that particular component [19]. These techniques can be used
to identify an SFD either from a mathematical model, or from experimental data.
Both these approaches are investigated in the present thesis, and their relative merits
were outlined in Section 1.2. For either approach, the identification model could be
either parametric or non-parametric. A parametric model is highly restrictive since
it makes assumptions regarding the underlying relationship between the input and
the output. The linearisation techniques described in Section (2.4) are examples of
parametric identification. A non-parametric model does not make any assumptions
regarding the underlying relationship between the output and the chosen inputs. It
is therefore more suited to the identification of complex nonlinear components like
SFDs. The following two subsections deal with non-parametric identification from
numerical models and experimental data respectively.
2.8.1 Nonlinear identification from numerical models
Instead of using linear approximations to SFD force functions, complex numerical
SFD models can be rapidly deployed within a rotordynamic solver via a nonlinear
identification scheme, which usually involves an interpolation procedure [19, 20].
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Rodrigues et al. [19] use Chebyshev polynomial fits of a numerical bearing model
to relate the three variables e, e˙ and ψ˙ to the two orthogonal output force vectors
QR and QT (Figure 2.2).
The assumption of axisymmetric boundary conditions in [19] meant that, in the
absence of fluid inertia effects, QR and QT were only functions of the aforemen-
tioned three variables. The inclusion of non-axisymmetric boundary conditions (e.g.
feed-ports) into a bearing model necessitates the inclusion of ψ in the input space.
Chebyshev polynomial identification of functions with more than three variables is
possible, yet the computation becomes numerically cumbersome [19]. It follows that
the inclusion of non-axisymmetric boundary conditions would not be practical using
the technique of Rodrigues et al.
Before the identification procedure may take place, the range of each of the input
variables must be prescribed. This is simple in the case of e (bounded by radial
clearance c) and ψ (if the feed-ports are equispaced by an angle α around the cir-
cumference then QR and QT are periodic in ψ, with period α). However, selecting
a suitable range for e˙ and ψ˙ is more difficult, since these variables have no natural
bounds. For example in [19] the upper limits of the magnitudes of these two variables
were set arbitrarily to 0.7m/s and 20,000 rad/s respectively. The judicious prescrip-
tion of the range of these two input variables is critical to maintaining accuracy of
the fit. Widening their range lowers the quality of fit, all other things kept equal. A
further consideration is that part of the ‘training’ data required for the calculation of
the Chebyshev coefficients involves unrealistic combinations of the input variables,
namely high e and high e˙, for which QR →∞. This condition is unrealistic since QR
increasingly acts to reduce e as e˙ grows. The inclusion of such unrealistic input
combinations will skew the identification.
The work of Chen et al. [20], although using a crude identification technique based
on linear interpolation, surmounts the problems associated with defining the input
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range by applying a reduction technique that exchanges e˙ and ψ˙ for a single variable
with limits of ±1. The major shortcoming of the reduction technique, as applied
by Chen et al. [20], is that it cannot accommodate fluid film rupture at a non-
atmospheric pressure (e.g. absolute zero) and cannot handle nonzero lubricant supply
and outlet boundary conditions (e.g. oil supply pressure).
In both the works of Rodrigues et al. [19] and Chen et al. [20], focus is placed upon the
time savings that may be achieved using the techniques introduced. However, testing
of the techniques was only performed using simple rotordynamic systems. Without
implementation within realistically sized multi-SFD systems the true benefits of the
techniques may not be realised.
It is noted that, although the techniques of [19] and Chen et al. [20] do not make any
assumptions on the nature of the underlying relationship between the output and
the chosen inputs, the choice of the inputs in itself makes the following assumptions
regarding the physics of the system identified:
(a) exclusion of acceleration terms from the input implies that fluid inertia
effects are negligible;
(b) the instantaneous output is a function of the instantaneous inputs (rela-
tive displacements, velocities), not on their history or the history of the
output.
Assumption (b) essentially implies that the system to be identified is ‘memoryless’.
This is justified by the fact that, for given instantaneous values of the chosen in-
puts, the incompressible Reynolds equation (2.1) can be solved and the resulting
pressure distribution integrated across the oil film to give the instantaneous forces.
It is noted that, for an air bearing, the compressible Reynolds equation contains a
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term ∂ (ph) /∂t [52], which means that the pressure distribution (and hence the bear-
ing force) is a function of the time histories of the inputs and the output. However,
when compressible models for an SFD with bubbly oil were devised e.g. [21, 38, 42],
there was no term in ∂ (ph) /∂t in the equations. Hence, the ‘memoryless’ assumption
appears to be valid even in the case of the compressible two-phase SFD models.
2.8.2 Empirical identification
Previous works e.g. [30, 53, 54] have performed empirical identification on rotordy-
namic systems. However, works involving SFDs (e.g. [30, 54]) are limited in their
practical applicability by the use of linearised force coefficients to compute SFD
forces. Since there is no available research concerning empirical nonlinear identifica-
tion of SFD force functions, a brief review of nonlinear identification of comparable
dynamic systems follows.
Medina and Parada [53] use a neural network based scheme to identify the open loop
response of an active magnetic bearing. A NARX (neural network autoregressive
external input model) neural network with multi-layer perceptron topology was used
to relate amplifier current demand to shaft position information, while operating in
closed loop with a plant controller. The system was trained using data generated by
adding a chirp signal to the output of the plant controller. Identification was suc-
cessfully validated using unbalance applied to the rotating shaft. Despite successful
identification, applications of the technique are somewhat limited to use in controller
design.
In reference [55] Metered and Bonello experimentally identify the nonlinear dynamic
behaviour of a semi-active magnetorheological damper. Both the direct and inverse
damper dynamics are successfully identified. Feed-forward and recurrent neural net-
works were used to relate damper motion and control voltage to output force.
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The neural networks used by [53] and [55] were dynamic networks (where the inputs
included not just the instantaneous values, but various time-delayed versions of the
input and also, in the case of recurrent neural networks, time-delayed versions of
the output fed back into the network). The reason for this was that the systems
identified had ‘memory’ (as discussed at the end of the previous section). For an
SFD, it would be expected that a static neural network be a suitable means for
identification.
2.9 Conclusions
This chapter has outlined all aspects relevant to the modelling of SFD damper bear-
ings within rotordynamic systems. The literature survey has highlighted the necessity
and novelty of the research presented within this thesis.
It is clear that linear approximations of SFD force functions, despite their attractive
simplicity are unsuitable for use in practical SFD applications. However, it is appar-
ent that within the literature, where a particular physical complexity is addressed
and modelled, recourse to a linearisation is typically necessary for the model to be
used within rotordynamic system analysis. This problem can be overcome by system
identification, either from an advanced mathematical model, or experimental data.
System identification from an advanced mathematical model of an SFD enables its
rapid deployment in a dynamic problem. The relevant literature in this area was
found to be limited, with only two research works being identified. The review of
these two works demonstrated that they had significant areas needing improvement
before such an approach could be applied to realistic aeroengine analysis.
System identification from experimental data can capture features that are difficult
to model and peculiar to a given SFD. No previous research in this area has been
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performed, but a review of research work on empirical identification of other nonlinear
components indicated that neural networks should be a suitable means for nonlinear
empirical identification of an SFD.
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Chapter 3
Finite Difference
3.1 Introduction
The data required for the novel identification/validation work in Chapters 4 and 7 can
be acquired using any numerical means of obtaining the full two-dimensional solution
to the incompressible Reynolds lubrication equation (2.1) with arbitrary boundary
conditions. Both the finite difference (FD) and the finite element (FE) formulations,
along with the associated numerical solution algorithms, are equally applicable. The
previous papers concerning identification from numerical bearing models have used
the FD formulation along with Castelli’s column method to obtain the solution [18–
20]. This method takes advantage of the form of the boundary conditions to solve the
equations without iteration, and therefore provides a relatively fast solution. Hence,
FD formulation combined with Castelli’s method will be used throughout this thesis
as the reference method for the full numerical solution of the Reynolds equation. This
chapter presents the details of this reference method. The FD formulation presented
for the Reynolds equation allows the application of an arbitrary number of non-
axisymmetric boundary conditions. Several boundary conditions, suited to typical
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Figure 3.1: Pressure grid pi,j indexing notation
SFD arrangements, are developed and manipulated into the FD formulation. The
suite of boundary conditions presented accounts for the hydrodynamics of end-plate
seals, feed-grooves and oil supply arrangements.
3.2 Problem formulation
The finite difference method replaces partial differential equations with changes over
finite differences in the independent variables. By representing p (z, θ) by its values
at the nodes of a rectangular grid pi,j = p (zi, θj) (see Figure 2.2 and Figure 3.1), the
Reynolds equation may be approximated using central difference formulas. Beginning
with the incompressible Reynolds lubrication equation in polar form [9]:
1
R2
∂
∂θ
{
h3
(
∂p
∂θ
)}
+ h3∂
2p
∂z2
= 12µ
(
eψ˙ sin θ + e˙ cos θ
)
(3.1)
where
h = c+ e cos θ (3.2)
It will be assumed that the radial clearance c is uniform, as in all previous SFD
computational work e.g. [13, 15, 21].
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Expanding equation (3.1):
3
R2
h2
∂h
∂θ
∂p
∂θ
+ 1
R2
h3
∂2p
∂θ2
+ h3∂
2p
∂z2
= 12µ
(
eψ˙ sin θ + e˙ cos θ
)
(3.3)
Converting partial derivatives into three point central difference formulas:
(
∂p
∂θ
)
i,j
≈ pi,j+1 − pi,j−12∆θ (3.4a)(
∂2p
∂θ2
)
i,j
≈ pi,j+1 − 2pi,j + pi,j−1
(∆θ)2
(3.4b)(
∂2p
∂θ2
)
i,j
≈ pi,j+1 − 2pi,j + pi,j−1
(∆θ)2
(3.4c)
and substituting equations (3.4a), (3.4b) and (3.4c) into equation (3.3) gives:
(aj + bj) pi,j+1 + cjpi−1,j − 2 (bj + cj) pi,j + cjpi+1,j + (bj − aj) pi,j−1 = dj (3.5)
where:
aj =
3
R2
h2i,j
(
∂h
∂θ
)
i,j
1
2∆θ
bj =
1
R2
h3i,j
1
(∆θ)2
cj = h3i,j
1
(∆θ)2
dj = 12µ
(
eψ˙ sin θ + e˙ cos θ
)
(3.6)
To solve equation (3.5) using Castelli’s method [18] it must be presented in the
following format with appropriate boundary conditions applied:
Cjpj + Ejpj−1 + Djpj+1 = Rj (3.7)
where j = 1, 2 . . . Nj.
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The matrices Cj, Ej, Dj and Rj must be formed so that all boundary conditions are
included. The matrices must express the fact that pi,j may be known at some points
or symmetric about some lines. Cyclic joints must be represented in such a way that
no unknown point appears more than once and no point exterior to the grid should
be multiplied by nonzero terms.
Equation (3.8) presents the construction of the matrices Cj, Ej, Dj and Rj within
equation (3.7) for simplified boundary conditions. By assuming that pressure is con-
stant and axisymmetric at both inlet (ps) and outlet (pout) of the SFD, equation (3.5)
may be written in the form of equation (3.7):

0 0 0 · · · 0
0 aj + bj 0 · · · 0
0 0 aj + bj · · · 0
... ... ... . . . 0
0 0 0 0 0


p1,j+1
p2,j+1
p3,j+1
...
pNi,j+1

+

1 0 0 · · · 0
cj −2 (bj + cj) cj · · · 0
0 cj −2 (bj + cj) · · · 0
... ... ... . . . cj
0 0 0 0 1


p1,j
p2,j
p3,j
...
pNi,j

+

0 0 0 · · · 0
0 bj − aj 0 · · · 0
0 0 bj − aj · · · 0
... ... ... . . . 0
0 0 0 0 0


p1,j−1
p2,j−1
p3,j−1
...
pNi,j−1

=

pout
dj
dj
...
ps

(3.8)
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It follows that, for the case of simplified constant pressure boundary conditions:
Cj =

1 0 0 · · · 0
cj −2 (bj + cj) cj · · · 0
0 cj −2 (bj + cj) · · · 0
... ... ... . . . cj
0 0 0 0 1

(3.9a)
Dj =

0 0 0 · · · 0
0 aj + bj 0 · · · 0
0 0 aj + bj · · · 0
... ... ... . . . 0
0 0 0 0 0

(3.9b)
Ej =

0 0 0 · · · 0
0 bj − aj 0 · · · 0
0 0 bj − aj · · · 0
... ... ... . . . 0
0 0 0 0 0

(3.9c)
Rj =

po
dj
dj
...
ps

(3.9d)
3.3 Solution technique
This section presents the technique of Castelli [18] which is used to solve equa-
tion (3.7) throughout this thesis.
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It is assumed that the solution is of the form:
pj = Aj+1pj+1 + Bj+1 + Fj+1pNj (3.10)
where pj is column j of the pressure mesh pi,j (Figure 3.1). Substituting equa-
tion (3.10) into equation (3.7) and rearranging:
pj = −TjDjpj+1 + Tj [Rj − EjBj]−TjEjFjpNj (3.11)
where Tj = [Cj + EjAj]−1 Comparing equation (3.11) to equation (3.10) the follow-
ing recursive relations may be written:
Aj+1 = −TjDj
Bj+1 = Tj [Rj − EjBj]
Fj+1 = −TjEjFj (3.12)
To start the solution process, consider equation (3.10) at j = 0:
p0 = A1p1 + B1 + F1pNj (3.13)
Since the system is cyclic in j, p0 = pNj , therefore:
A1 = 0
B1 = 0
F1 = I (3.14)
Using equations (3.14) as the starting point, it is now possible to define all Aj, Bj and Fj
from j = 1 to j = Nj. To solve the problem, another recursive relationship must
be developed that allows a reverse sweep back through the indexing. Using equa-
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tion (3.10) and beginning at column j = Nj the recursive relationship may be devel-
oped as follows:
pNj = A1p1 + B1 + F1pNj (3.15)
rearranging gives:
pNj = RNjp1 + SNj (3.16)
where:
RNj = [I− F1]−1 A1
SNj = [I− F1]−1 B1 (3.17)
For j = Nj−1:
pNj−1 = RNj−1p1 + SNj−1 (3.18)
where
RNj−1 = ANjRNj + FNjRNj
SNj−1 = ANjSNj + BNj + FNjSNj
For j = Nj−2:
pNj−2 = RNj−2p1 + SNj−2 (3.19)
where
RNj−2 = ANj−1RNj−1 + FNj−1RNj
SNj−2 = ANj−1SNj−1 + BNj−1 + FNj−1SNj
For j = Nj−3:
pNj−3 = RNj−3p1 + SNj−3 (3.20)
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where
RNj−3 = ANj−2RNj−2 + FNj−2RNj
SNj−1 = ANj−2SNj−2 + BNj−2 + FNj−2SNj
The recurrence relation for Rj and Sj is now apparent:
Rj−1 = AjRj + FjRNj
Sj−1 = AjSj + Bj + FjSNj (3.21)
and
pj = Rjp1 + Sj (3.22)
Equations (3.21) may be used to determine all Rj and Sj. Following the computation
of R1 and S1, the first column of the pressure mesh p1 may be determined using
equation (3.22):
p1 = R1p1 + S1 (3.23)
rearranging:
p1 = [I−R1]−1 S1 (3.24)
Equation (3.22) may now be used to determine the entire pressure mesh.
3.4 Solution procedure
Figure (3.2) presents a flow chart of the FD solution procedure for the calculation of
the pressure distribution within the oil film for given instantaneous relative displace-
ments and velocities of the journal relative to the housing. If this bearing model is
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Figure 3.2: FD solution procedure
used in conjunction with a rotordynamic solver (as depicted in Figure 2.1) then the
pressure distribution is truncated to allow for cavitation as per equation (2.7) and
integrated over the extent of the oil annulus to produce the SFD forces.
3.5 Geometric boundary conditions
In this section boundary conditions are developed that account for common features
of an SFD. The Reynolds equation formulation of equation (3.7) allows the modular
combination of the presented boundary conditions.
3.5.1 Feed-port
To establish a feed-port boundary condition, a bearing with no feed-groove but a
number of feed-ports is considered. Figure 3.3 shows an axial cross-section, while
Figure 3.4 shows a pressure mesh of such an arrangement, for a mirrored bearing,
with three feed-ports. It is reasonable to assume that dP
dz
∣∣∣
Ni,j
= 0 at nodes that
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Figure 3.3: Axial cross-section of a two-land bearing with no feed-groove
Figure 3.4: Centreline boundary conditions
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are not feed-ports for the following cases; (a) centre-fed bearings mirrored along the
centreline (Figure 3.3), (b) end-fed bearings that are fully sealed at the feed end. The
pressure gradient in the z direction at i = Ni is obtained by assuming a quadratic
relationship between the three pressures in the z direction that are closest to the
centreline:
dP
dz
∣∣∣∣∣
Ni,j
= 3pNi,j − 4pNi−1,j + pNi−2,j2 (∆z) (3.25)
Hence, for j not coinciding with a feed-port, i.e. dP
dz
∣∣∣
Ni,j
= 0:
3pNi,j − 4pNi−1,j + pNi−2,j = 0 (3.26)
To implement the boundary condition, equation (3.26) is placed in the correct loca-
tion within the matrices of equation (3.7).
The simplest feed-port boundary condition states that, for the grid-point coinciding
with (or closest to) the feed-port, the pressure is fixed and equal to the supply
pressure:
pNi,j = ps (3.27)
This will be referred to as a ‘fixed pressure’ feed-port.
A more accurate model that allows for a variable feed-port pressure can be derived
by considering the following flow balance (Figure 3.5):
vfAh = −2wδy∆x− u1 δy∆z − u2δy4z + dh
dt
∆xδ∆z (3.28)
where vf is average flow velocity in the feed-port of cross-sectional area Ah. Apply-
ing Newtons second law to a fluid element within the land, that is assumed to be
Newtonian, massless, have uniform viscosity and adhere to the bearing surfaces it
may be shown that [9]:
u = 12µ
(
dp
dx
)(
y2 − hy
)
(3.29a)
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Figure 3.5: Feed-port flow balance boundary condition
w = 12µ
(
∂p
∂z
)(
y2 − hy
)
(3.29b)
Using a pipe flow relationship [56], it is possible to express vf as a function of the
variable pressure at the feed-port outlet and the constant supply pressure in the pipe
leading to the feed-port ps:
vf =
1
8
Ah {ps − (pNi,j)}
piµlp
(3.30)
. . . where lp is the feed-port length. Substituting equations (3.29a), (3.29b) and (3.30)
into equation (3.28), integrating the velocity profiles of u1, u2 and w and convert-
ing derivatives into numerical format gives the pipe flow boundary condition when
index j coincides with a feed-port:
(2bj + 2cj + lc)PNi,j − 2cjPNi−1,j − bjPNi,j+1 − bjPNi,j−1 = lcPs − dj (3.31)
. . . where lc = 32pi
A2h
∆θ∆zRlp .
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Figure 3.6: axial cross-section of an end-plate seal
3.5.2 End-plate seal
With reference to Figure 3.6, The end-plate seal boundary condition is achieved by
assuming a constant pressure gradient within the seal and constant outlet pressure
as per [15]. Integrating (3.29b) over y from 0 to h gives:
hˆ
0
w ∂y = − 112µ
(
∂p
∂z
)
h3 (3.32)
Performing a volume flow balance at the seal entrance it may be shown that:
1
12µ
 ∂p
∂z
∣∣∣∣∣
1,j
h3j = 112µ
(
pout − (p1,j)
ls
)
d3 (3.33)
Equation (3.33) is then converted to FD form by substituting a three-point approx-
imation of the type of equation (3.25) for the boundary pressure gradient on its left
hand side.
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3.5.3 Feed-groove
To model the feed-groove, a land with radial clearance equal to the groove depth
is added to the existing model. For clarity FD quantities within the feed-groove
have subscript b, while their equivalents within the main land have subscript a.
The pressure mesh becomes {((Ni)a + (Ni)b)− 1} × Nj, where (Ni)b is the number
of axial nodes used to model the groove and (Ni)a is the number of axial nodes
spanning the land. The relationship between the land and groove is established by
continuity of flow in the z direction at the boundary between them. Equating flow
rates (equation (3.32)) gives:
1
12µ
 ∂p
∂z
∣∣∣∣∣
Ni,j

a
(hj)3a =
1
12µ
 ∂p
∂z
∣∣∣∣∣
1,j

b
(hj)3b (3.34)
Equation (3.34) is then converted to FD form by substituting three-point approxi-
mations of the type of equation (3.25) for the two boundary pressure gradients in
equation (3.34) and noting that (pNi,j)a = (p1,j)b.
3.6 Conclusions
This chapter has presented the two-dimensional FD SFD model developed to gener-
ate the data required for the identification techniques of Chapters 4 and 5 and their
validation. The FD formulation of the Reynolds equation was derived and Castelli’s
column method [18] for solving the system of equations was presented. A number of
boundary conditions, designed to best represent the hydrodynamics of the oil film,
were developed. The result of this chapter is a highly adaptable, full two-dimensional
SFD model that can account for feeding and sealing features, as well as the effect of
the feed-groove.
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Chapter 4
Improved Identification of SFD
Models
Numerical solution of the Reynolds equation imposes a prohibitive computational
cost on the dynamic analysis of practical squeeze-film damped turbomachinery. To
surmount this problem, the present chapter develops the use of Chebyshev polyno-
mial fits to identify the finite difference (FD) solution of the incompressible Reynolds
equation. The proposed method manipulates the Reynolds equation to allow efficient
and accurate identification in the presence of cavitation, the feed-groove, feed-ports,
end-plate seals and supply pressure. The ability of Chebyshev polynomials to rapidly
reproduce FD routines is demonstrated. The bearing models developed are exper-
imentally proven to give more accurate results than alternative analytical bearing
models.
The content of this chapter is published in Tribology International [57].
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4.1 Introduction
As stated in Section 2.8.1, Rodrigues et al. [19] used Chebyshev polynomial fits of
a numerical bearing model to relate the three variables e, e˙ and ψ˙ to the output
forces QR and QT (Figure 2.2). The technique of Rodrigues shows great time sav-
ings but is limited by two key factors. First, the technique is only practical when
axisymmetric boundary conditions are used i.e. boundary conditions such as feed-
ports or non-uniform clearances may not be accounted for. Second, while the range
of e is unambiguously bounded, the range of the input variables e˙ and ψ˙ must be
prescribed. Judicious prescription of their range is critical; over-prescription will
slow the polynomial computation, as higher degree polynomials will be required,
while under-prescription will narrow the range over which the identification is valid.
A further consideration is that an input space where all combinations of e, e˙ and ψ˙
are present will contain unrealistic combinations, namely high e and high e˙, for
which QR → ∞. The work of Chen et al. [20] surmounts the problems associated
with prescription of the input range by using a reduction technique that exchanges
the variables e˙ and ψ˙ for a single variable q with limits of ±1. The shortcoming
of the reduction technique, as applied in [20], is that it cannot account for nonzero
boundary conditions or realistic conditions for fluid film rupture.
The Chebyshev polynomial techniques developed in the present chapter combine the
relative strengths of the work in [19, 20] and uses two novel techniques to overcome
their limitations. Firstly, Chebyshev interpolation, while using the reduction tech-
nique of [20], is performed on the pressure. This allows post-interpolation truncation
of the pressure to account for cavitation. Secondly, the static and dynamic compo-
nents of the pressure function are separated. This treatment allows the identification
of bearing models that have non-axisymmetric and nonzero boundary conditions.
This enables their implementation in a full engine analysis, with no question of op-
eration outside the range of identification. The FD method is used to generate the
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Figure 4.1: Axial cross-section of sealed SFD
data for the identification for the reasons given in Section 3.1. The FD solution is
obtained using boundary conditions that were developed to model end-plate seals,
feed-grooves and feed-ports in Chapter 3. To show the accuracy and speed of the
identification, time/frequency domain analysis is performed on a simple rotor sys-
tem and FD solutions are compared to their equivalent Chebyshev fitted solutions.
Comparisons are also made with experimental results and predictions using simple
analytical models.
4.2 Theory
The theory will refer to the end-plate-sealed SFD bearing with a central feed-groove,
shown schematically in Figure 4.1, which is typical of aeroengine applications. Fluid
inertia effects are neglected, as in [3, 15, 18–20, 23, 58].
The instantaneous pressure distribution is given by the solution to the incompressible
Reynolds equation given by equation (3.1) of Chapter 3:
1
R2
∂
∂θ
{
h3
(
∂p
∂θ
)}
+ h3∂
2p
∂z2
= 12µ
(
eψ˙ sin θ + e˙ cos θ
)
(4.1)
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where h = c+ e cos θ. The forces QR and QT in Figure 2.2 are then given by:
 QR
QT
 = −2R
L+Lgˆ
0
2piˆ
0
pt (z, θ)
 cos θ
sin θ
 dθdz (4.2)
where pt (z, θ) is a truncated pressure distribution that accounts for oil film rupture
due to cavitation:
pt (z, θ) =

p (z, θ)
pcav
if
if
p (z, θ) > pcav
p (z, θ) ≤ pcav
(4.3)
The cavitation pressure pcav in the present research is set to -101.325 kPa gauge
(absolute zero) as recommended in [13, 42] and used in [1, 5, 6, 8, 33, 58].
In this chapter, the un-truncated pressure distribution p (z, θ) is obtained by three
different approaches:
1. FD as per Chapter 3;
2. Chebyshev fitting of the FD-computed p (z, θ) - this will be referred to as the
‘FD-Chebyshev’ approach;
3. Approximate analytical solution of equation (4.1).
4.2.1 Input variable reduction
In general, pressure at a given point pi,j is a function of e, e˙, ψ and ψ˙ (if boundary
conditions are axisymmetric the ψ dependence is removed). The variables e˙ and ψ˙
have no clear bounds, which causes problems in the prescription of the range of iden-
tification. A technique is described that reduces the input space from four variables
79
to three (three to two where there is no ψ dependence) and allocates these variables
finite bounds.
Following the work of Chen et al. [20], The incompressible Reynolds equation (4.1)
is rewritten in two alternative forms. If |e˙| is greater than
∣∣∣eψ˙∣∣∣:
1
R2
∂
∂θ
{
h3
(
∂p˘1
∂θ
)}
+ h3∂
2p˘1
∂z2
= 12µ (q1 sin θ + cos θ) (4.4)
where, p˘1 = p/e˙, and q1 = eψ˙/e˙. If
∣∣∣eψ˙∣∣∣ is greater than |e˙|:
1
R2
∂
∂θ
{
h3
(
∂p˘2
∂θ
)}
+ h3∂
2p˘2
∂z2
= 12µ (sin θ + q2 cos θ) (4.5)
where, p˘2 = p/eψ˙, and q2 = e˙/eψ˙.
Given instantaneous values e, q1/2 and ψ, either of equations (4.4) and (4.5) can be
solved for the instantaneous distribution of p˘1/2i; the influence of ψ is felt through the
application of a feed-port boundary condition. Hence, p˘1/2 is a function of only three
variables e, ψ and q1 or q2. Moreover, q1/2ii is, by definition, bounded between ±1.
In this research, unlike [19], it is the (pre-truncated) grid-point pressures pi,j that
are identified, rather than the forces QR and QT . This allows truncation of the
grid of interpolated pressures at any arbitrary rupture (cavitation) pressure and its
subsequent quadrature to obtain the forces QR and QT . Moreover, the exclusion of
cavitation from the polynomial approximation process reduces the complexity of the
identified relationship, thereby reducing the number of coefficients required to model
it.
ip˘1/2 denotes either p˘1 or p˘2
iiq˘1/2 denotes either q˘1 or q˘2
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The identified grid point pressures are given by:
pdyni,j
(
e, e˙, ψ ˙, ψ
)
=

e˙p˘1i,j (e, q1, ψ)
eψ˙p˘2i,j (e, q2, ψ)
if
if
|e˙| ≥
∣∣∣eψ˙∣∣∣
|e˙| <
∣∣∣eψ˙∣∣∣ (4.6)
In Equation (4.6) it is the functions p˘1/2i,j that are actually fitted as Chebyshev
polynomials. It is clear that for each grid point two Chebyshev polynomial fits will
be necessary. The coefficients of these fits are computed using training data from
numerical solution of equations (4.4) and (4.5). Although the coefficients of both fits
have to be held in memory, only one of these is used for any single force computation.
Hence, the force computation time is not significantly increased.
When solving equations (4.4) and (4.5) for p˘1/2 in the reduced
(
e, q1/2, ψ
)
space, it
is not possible to accommodate an arbitrary boundary pressure pb since p˘b would be
unknown, as a consequence of having removed e˙ and ψ˙ from the input space. Hence,
the reduction technique is only valid for zero (gauge) supply and outlet pressure. To
allow use of arbitrary boundary conditions, the solution pi,j to the Reynolds equation
is divided into its ‘dynamic’ and ‘static’ parts:
pi,j = pdyni,j
(
e, e˙, ψ, ψ˙
)
+ pstati,j (e, ψ) (4.7)
The first term of equation (4.7) is given by equation (4.6). It is the solution obtained
under the actual vibratory conditions but with supply and outlet pressures set to zero.
The second term of equation (4.7) is the solution obtained under the given boundary
pressure conditions for a static journal orientation of e and ψ (i.e. e˙ and ψ˙ set to
zero). This introduces an extra Chebyshev fit. However, since it is a function of only
two variables, it adds only a small time penalty.
The polynomial coefficients of the identified pressure function of a particular SFD are
then deployed to compute the pressure mesh, in any rotordynamic assembly where
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that bearing is installed
4.2.2 Chebyshev polynomial fitting
The Chebyshev polynomials are a family of orthogonal polynomials that are particu-
larly suited to use in function approximation problems. Using Chebyshev polynomial
fits, the pressure functions p˘1i,j , p˘2i,j and pstati,j are identified for a grid of Ni × Nj
nodes covering the effective bearing land and are respectively functions of 2, 2 and 1
variables for models with uniform boundary pressure (axisymmetric) and 3, 3 and 2
variables for non-axisymmetric models. For illustrative purposes, the identification
processes will be presented in the following text for a function of two variables,
namely p˘1i,j for an axisymmetric model. However, the argument is readily extended
to encompass three variables, i.e. p˘1/2i,j for a non-axisymmetric model (feed-port
model).
A Chebyshev polynomial of degree r is defined as [59]:
Tr (x) = cos (r arccos (x)) (4.8)
for −1 ≤ x ≤ 1 and r = 1, 2 . . .m. Letting p˘(fit)1i,j (e, q1) denote the Chebyshev
polynomial fit of the function p˘1i,j (e, q1) , then:
p˘
(fit)
1i,j (e, q1) =
m∑
r=0
n∑
s=0
(Cr,s)i,j Tr (e˜)Ts (q1) (4.9)
where (Cr,s)i,j are the coefficients to be determined, e˜ is e normalised over the
range ±1:
e˜ = 2 (e−
1/2 (emax + emin))
emax − emin (4.10)
In the general case both input variables on the right-hand of equation (4.9) require
normalisation, however, in the present case q1 is naturally bounded at±1 and requires
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no normalisation.
The Chebyshev polynomials satisfy the following orthogonality property:
1ˆ
−1
Tr (x)Ts (x)
1√
1− x2 dx =

0
pi/2
pi
if
if
if
r 6= s
r = s 6= 0
r = s = 0
(4.11)
By invoking the orthogonality of the polynomials it may be shown that [59]:
(Cr,s)i,j =
∑m
r=0
∑n
s=0 p˘1i,j (er, q1s)Tr (e˜r)Ts (q1s)
‖Tr‖2 ‖Ts‖2
(4.12)
where ‖()‖ represents the Euclidean norm:
e˜r = cos
(2r + 1
m+ 1
pi
2
)
(4.13)
q1s = cos
(2s+ 1
n+ 1
pi
2
)
(4.14)
The ‘training’ data p˘1i,j (er, q1s) in equation (4.12) is obtained by solving equa-
tion (4.4) at input sets (er, q1s). The coefficients (Cr,s)i,j are held in a three-dimensional
matrix C of order NiNj × (m+ 1)× (n+ 1). Another coefficient matrix will need to
be produced and held in memory for p˘(fit)2i,j (e, q2). However, for given e, e˙ and ψ˙ only
one of these matrices is needed to calculate the dynamic component of the identi-
fied pressure grid, depending upon which of the two inequalities in equation (4.6) is
applicable.
It is important to note that the FD is used to generate the data that is used to ‘train’
the Chebyshev polynomial fitting scheme prior to performing the rotordynamic com-
putation, i.e. this is a one-off oﬄine process. Online rotordynamic computations may
then be performed using the Chebyshev polynomial SFD model in place of the full
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FD solution of Reynolds equation. Using this technique the computationally expen-
sive FD solution of the Reynolds equation is only performed once per bearing over
the range of input variables. Any number of rotordynamic simulations may then be
performed on any arbitrary rotordynamic system that hosts the Chebyshev identified
bearing.
4.2.3 Short sealed bearing approximations
To provide comparison to the FD-Chebyshev bearing models, two approximate an-
alytical solutions to the Reynolds equation are used. By dropping the pressure
gradient in the θ direction in equation (4.1) and applying the end-plate seal bound-
ary condition of equation (3.33), it is possible to derive analytical solutions to the
Reynolds equation for a sealed bearing. Two such solutions are considered. The first
model assumes a sealed bearing with two lands of length L each separated by a deep
groove of fixed pressure . The pressure is then given as:
p̂ = 6E
ĥ3
(
L
R
)2 (
ẑ2 − 14
)
+
p̂sĥ
3 − 6E
(
L
R
)2
ĥ3 + d̂3
(
L
ls
) (ẑ + 12
)
+ p̂s
(1
2 − ẑ
)
(4.15)
where E = ε′ cos θ + εψ′ sin θ, p̂ = p
µω(R/c)2 , ĥ = 1 + ε cos θ, ẑ =
z
c
and d̂ = d
c
.
The second model assumes that the two lands of the bearing effectively form one
large land of length 2L and that the bearing is sealed at either end of this land. The
justification for such a model is that under tight sealing the feed-groove is somewhat
bridged by the higher pressures caused by the sealing. The pressure is then given as:
p̂ = 6E
ĥ3
(
L
R
)2 [(
ẑ2 − 14
)
− ĥ
3
d̂3
(
ls
L
)]
(4.16)
It is noted that these expressions were first derived in the thesis of Siew [60].
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Figure 4.2: Test rig schematic
Journal radius 80.120mm
Radial clearance 0.254mm
Land length 11.25mm
Groove width 2.0mm
Groove depth 2.0mm
Seal gap 0.8-0.5mm
Seal length 3.25mm
Oil viscosity 0.006Pa s
Table 4.1: SFD parameters
4.3 Description of the test rig of reference [1]
The test rig used to produce the experimental measurements presented in this thesis
was designed to be representative of a small business jet aeroengine [1]. Experimental
results presented in this section are taken from reference [1], where construction
details of the rig may also be found. A schematic of the test rig is shown in Figure 4.2.
It consists of a heavy rotor, driven by an electric motor via a flexible coupling at its
left end. At the driven end, the rotor runs in a rigidly housed self-aligning bearing.
At the right end the rotor runs in a rolling-element bearing with a spring-supported
housing. An SFD is located approximately at mid-section. Table 4.1 presents the
SFD parameters used in the testing.
The lowest undamped critical speed of the rig is 32.4 rev/s [1]. In this mode the
rotor performs a conical motion with practically no flexure. Since the operating
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speed range is well below the first flexure critical speed (218 rev/s [1]) the equations
of motion can be written as:
−kx (l2/l1)2 xSFD +Qx + (l3/l1)Fx (t) = (I/l21) x¨SFD
−ky (l2/l1)2 ySFD +Qy + (l3/l1)Fy (t) = (I/l21) y¨SFD (4.17)
where I = 23.144 kg m2, xSFD and ySFD refer to the respective displacements in the
x and y directions at the SFD location.
In this rig, the polar moment of inertia of the rotor is sufficiently small for gyroscopic
effects to be negligible over the operational range of the rotational speed. Such an
assumption was also made in the predictions of [1].
The above equations were solved using time/frequency domain methods to obtain
the response for a given unbalance U (kg m), quantified here by the non-dimensional
parameter Û = U l1l3
Ic
. All calculations in the following section were performed in
Matlab® on a standard desktop PC with a 2.1GHz dual core processor.
4.4 FD-Chebyshev vs FD
To test the effectiveness of the proposed identification technique, results achieved
using FD bearing models were tested against equivalent Chebyshev models. To
efficiently identify the SFD over the input space, differing degrees of Chebyshev
polynomial Tr (equation (4.8)) were required for each of the input variables. The
highest degree of the Chebyshev polynomial used for each variable in the function is
displayed in Table 4.2. The number of coefficients used were found to be sufficient to
give good accuracy without using to much computation time. It was discovered that
the polynomials Tr
(
q1/2
)
were never above a degree of one; if a higher degree was
forced into the fit, the identification process invariably returned zero values for the
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Pressure function (see Eq. (4.7)) Variable Degree of polynomial
e 15
pdyni,j q1/2 1
ψ 3
pstati,j e 4
ψ 4
Table 4.2: Highest degree of polynomials used to perform fit
Figure 4.3: High eccentricity orbit plot
corresponding coefficients. This unexpected benefit of using the variable reduction
technique with Chebyshev polynomials significantly enhances computation speeds
both when executing the polynomials and achieving the coefficients. The one-off
computation time for obtaining the coefficients corresponding to degrees in Table 4.2
was 85.7 s for identifying an FD pressure grid of (Ni)a = 31, (Ni)b = 7 and Nj = 97.
Figure 4.3 shows an orbit from a time domain solution obtained using Matlab®’s
ode23s©. An FD bearing model, was used for the SFD that incorporated end-plate
seals, feed-groove and three equispaced pipe-flow feed-ports (Chapter 3). In this
example the spring support has been removed from the test rig model, thereby forcing
the identified bearing model to operate in a highly nonlinear regime. Equations (4.17)
were modified by removing the spring force term and including gravity in the second
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equation:
Qx + (l3/l1)Fx (t) = (I/l21) x¨SFD
Qy + (l3/l1)Fy (t)− wSFD = (I/l21) y¨SFD (4.18)
where wSFD is the effective weight of the rotor at the SFD location. Two polynomial
fits were used to produce Figure 4.3, as including extremely high eccentricity degrades
the fit at lower eccentricity and requires more polynomial coefficients. The fits were
performed over 0 ≤ ε < 0.95 and 0.95 ≤ ε < 0.99. Splitting the fit into two meant the
system needed to hold twice as many coefficients in memory, however, this caused
a negligible time penalty. The plot is of a transient 0.1 s run from default initial
conditions at 60 rev/s with an applied non-dimensional unbalance Û = 0.256 , supply
pressure of 239.2 kPa and seal gap of 0.45c. The respective orbit, computed using
Chebyshev polynomial fits, is not displayed since the two plots are indistinguishable.
The key difference between the two orbits is the execution time. The FD model took
3706 s to run, while the Chebyshev equivalent required only 137 s i.e. 3.7% of the
time.
Figure 4.4 shows plots of amplitude against speed for the spring-supported rig with a
centralised SFD. The response was solved by harmonic balance (HB) using the arc-
length continuation technique developed in [8]. The bearing tested had end-plate
seals, feed-groove and three equispaced fixed pressure feed-ports (equation (3.27)).
The supply pressure was set at 239.2 kPa with a seal gap of 0.45c and unbalance
of Û = 0.128. It is clear that the use of Chebyshev polynomials is extremely well
suited to the approximate solution method of HB. The smoothing effect of the iden-
tification technique clearly allows rapid, stable operation of the HB code. The FD
solution points can be seen to cluster, reducing arc length to maintain accuracy and
therefore the process progresses extremely slowly. The time saving is excellent; the
FD solution took 103,111 s to run, while the Chebyshev model only required 438 s
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Figure 4.4: Harmonic balance computation speed comparison
i.e. 0.42% of the computation time.
4.5 FD-Chebyshev models vs analytical models
Section 4.4 verified that Chebyshev identification provides a reliable means of imple-
menting FD SFD models. In the present section Chebyshev identification is used to
implement a range of FD models taken from Chapter 3. The unbalance response of
the test rig obtained with these FD-Chebyshev models are compared to the results
obtained using the analytical bearing models of Section 4.2.3 and the experimental
readings of Figure 4.5.
Figure 4.6 shows the response obtained with the analytical two land end-plate sealed
model (equation (4.15)). These graphs exhibit a ‘spring-softening’ effect (i.e. a low-
ering of the critical speed). This effect was observed as being due to a combination
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of tight sealing and high supply pressure. The cause of this effect is the second term
of equation (4.15), which contains the effect of the supply pressure and sealing, and
varies with θ due to the presence of E and ĥ. This variation means that it does
not tend to cancel out when integrated to give the forces, unlike the third term of
equation (4.15). When ps is low or d̂ is large, the second term of equation (4.15)
becomes small and the softening virtually disappears, as evident from Figure 4.6(a).
The softening effect was not observed in the measurements of Figure 4.5. Nor was
it observed in predictions obtained for this test rig in [1] using the ‘λ theory’, that
assumes a pressure distribution of the form [3, 15]:
p̂ (z, θ) = p̂SH (z, θ) + λ p̂L (θ) (0.5− ẑ) (4.19)
where λ is the end-leakage factor. The first term of equation (4.19) is equation (4.15)
but with the seal gap ratio d̂ → ∞ (i.e. unsealed SFD). The second term of equa-
tion (4.19) contains the ‘long bearing’ solution to the Reynolds equation, obtained
by dropping its axial pressure gradient term (second term on LHS of equation (4.1)).
The model of equation (4.15) was obtained by dropping the circumferential pres-
sure gradient term from the Reynolds equation. However, it was ascertained that
this had nothing to do with the softening behaviour of Figure 4.6. Indeed, equa-
tion (4.15) was verified to be computationally sound through FD. Figure 4.7 shows
the amplitude-speed plot for an end-plate sealed SFD model with a central deep
groove of fixed pressure ps computed by FD-Chebyshev. This plot is almost indis-
tinguishable from Figure 4.6, despite the fact that the results of Figure 4.7 are based
on the full (two-dimensional) Reynolds equation. This means that the omission of
the circumferential pressure gradient to solve the Reynolds equation was verified to
have negligible effect for an end-plate sealed damper whose L/R is similar to that in
[3, 15]. This fact appears to contradict the λ-factor theory of equation (4.19). How-
ever, comparing equation (4.19) with the (FD-verified) equation (4.15), it is observed
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that both expressions involve the addition of a circumferentially varying pressure dis-
tribution to the short, unsealed SFD expression. In the case of equation (4.15), this
additional distribution is its second term. Since this term has no direct equivalence
to the second term of equation (4.19), it is proved that it is not possible to find a
theoretical link between the value prescribed for λ and the SFD parameters. This
explains the unsuccessful attempt in [15].
It is noted that, although in reference [60] Siew used the same short bearing sealed
approximation as presented in Section 4.2.3, his investigations did not reveal a spring
softening effect. Upon further investigation it was concluded by the author (of the
present thesis) that this was due to the supply pressure being neglected in the analysis
of Siew. It is reiterated that the present findings are backed by the finite difference
solutions unlike the work of Siew.
Figure 4.8 shows the results obtained using the analytical one land end-plate sealed
model (equation (4.16)). The softening effect is absent since there is no lubricant
supply included in the model. Comparing with the experimental results of Figure 4.5,
the results of Figure 4.8 are clearly over-damped. This shows that the two lands do
not quite act as one under tight sealing. On the other hand, the previous results of
Figures 4.6 and 4.7, based on two independent lands and neglecting any damping
contributions from the groove, are under-damped.
Figure 4.9 presents the results obtained using an FD sealed bearing model that
incorporates both axial and circumferential pressure gradients, the effect of the feed-
groove but without any feed-ports. The results show marked improvement upon
the previous models. Damping in the system is increased when compared to Fig-
ure 4.6 or 4.7, while being significantly less than in the one-land model of Figure 4.8,
therefore proving the importance of feed-groove effects.
The results of Figure 4.9 show no softening since no feed-ports were included. The
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Figure 4.5: Experimental results [1]
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Figure 4.6: Short bearing two land model - Eq. (4.15)
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Figure 4.7: FD-Chebyshev, two land deep groove end-plate sealed model
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Figure 4.8: Short bearing one land model - Eq. (4.16)
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Figure 4.9: FD-Chebyshev model with seal and groove, no feed-ports
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Figure 4.10: FD-Chebyshev model with seal, feed-groove and fixed pressure feed-
ports
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Figure 4.11: FD-Chebyshev model with seal, feed-groove and pipe flow feed-ports
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effect of adding three equispaced feed-ports of fixed pressure ps of (equation (3.27))
is shown in Figure 4.10. It is clear that the artificial softening effect at tight sealing
has reappeared and at loose sealing the critical speed shifts above the undamped
critical.
These results confirm that the assumption that a feed-port pressure is always fixed,
irrespective of the journal dynamics, is unrealistic and results in artificial shifting of
the critical speeds. The results presented in Figure 4.11 use the pipe flow boundary
condition (equation (3.31)), with a feed-port of length of lp = 15 mm and area
of Ah = 0.7 mm. It is apparent that modifying the lubricant supply boundary
condition has almost removed the critical speed shifting effect on the predictions.
It is observed that the results of Figure 4.11 show little improvement on the results of
Figure 4.9. Moreover, comparing the curve for d̂ = 0.45, Û = 0.128 in Figure 4.11(a)
with the corresponding one in Figure 4.11(b), it is clear that increasing the supply
pressure did not improve the predicted damping capacity of the SFD. The reason for
this is that, for all the simulations, the SFD pressure was invariably above the chosen
cut-off pressure (absolute zero), unlike the experimental observations (Figure 4.5).
The presence of supply pressure only influences the damping effect if there is cavi-
tation present in the system. If a more demanding test case were used (i.e. one that
forced the bearing models to cavitate), the positive effect of supply pressure upon
the damping characteristics would be observed in the predictions. A key benefit of
carrying out pressure truncation post-identification is that the simulations could be
redone at a variable cut-off pressure, as in [3, 15] where experimental cut-off pressures
were used.
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4.6 Conclusions
This chapter considered the modeling of end-plate sealed SFD bearings with groove
and feed-ports. A novel identification technique has been presented that provides
a means for the FD models of Chapter 3 to be rapidly deployed. No assumption
was made about the range of the input variables, the cavitation pressure or the axial
symmetry of the pressure boundary conditions. Rather, arbitrary boundary pressure
conditions may be applied at any location in the film while still restricting the number
of input variables to a manageable number (three). The Chebyshev technique has
been proven to be particularly suited to use in harmonic balance solution schemes,
where staggering time savings were observed. This work opens the possibility of using
bearing models of increased accuracy within multi-SFD full aeroengine models.
A highly instructive study was made on a simple rig in which the unbalance response
was calculated using identified FD SFD models and simple analytical SFD models.
It has been demonstrated that the effect of omitting the circumferential pressure
gradient to solve the Reynolds equation is negligible for a short SFD, even if it
has substantial sealing. This proves that it is not possible to theoretically relate the
end-leakage factor (λ) to the SFD parameters. The common usage of a fixed pressure
condition at a groove or feed-port was shown to be inadequate since it resulted in
artificial shifting of the critical speed as the sealing was tightened. The use of an
improved feed-port boundary condition virtually eliminated the problem and gave
superior agreement with the experimental observations.
Despite the improved accuracy of the SFD model, the level of damping was somewhat
underestimated relative to the experimental results. This could be partly attributed
to the inherent degree of uncertainty in the experimental parameters e.g. the seal gap
dimension, which is only a fraction of the radial clearance for tight sealing. Further
possible reasons for the discrepancy may be; the simplicity of the groove model which
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neglected inertia effects or the inadequacy of the cavitation assumption.
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Chapter 5
Efficient Dynamic Analysis of a
Whole Aeroengine using Identified
SFD Models
Essential to effective aeroengine design is the rapid simulation of the dynamic perfor-
mance of a variety of engine and nonlinear squeeze-film damper (SFD) bearing config-
urations. Using recently introduced nonlinear solvers combined with non-parametric
identification of high accuracy bearing models it is possible to run full engine rotordy-
namic simulations, in both the time and frequency domains, at a fraction of the pre-
vious computational cost. Using a novel reduced form of Chebyshev polynomial fits,
efficient and accurate identification of the numerical solution to the two-dimensional
Reynolds equation is achieved. The engine analysed is a twin-spool 5-SFD engine
model provided by a leading manufacturer. Whole-engine simulations obtained us-
ing Chebyshev-identified bearing models of the finite difference (FD) solution to the
Reynolds equation are compared with those obtained from the original FD bearing
models. For both time and frequency domain analysis, the Chebyshev-identified
bearing models are shown to mimic accurately and consistently the simulations ob-
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tained from the FD models in under 10% of the computational time. An illustrative
parameter study is performed to demonstrate the unparalleled capabilities of the
combination of recently developed and novel techniques utilised in this chapter.
A preliminary study relating to the research presented within this chapter has been
published in the proceedings of the refereed conference, ASME Turbo Expo 2011,
Vancouver, Canada [61]. The full content has been accepted for publication in the
Proceedings of the Institution of Mechanical Engineers, Part C: Journal of Mechan-
ical Engineering Science.
5.1 Introduction
Aeroengine assemblies typically have at least two nested rotors mounted within a
flexible casing via squeeze-film damper (SFD) bearings, as shown in Figure 1.1,
which is a schematic of a typical twin-spool engine from a leading manufacturer. In
order to achieve the best deployment of SFDs in an engine it is necessary to carry
out calculations on the whole-engine structure that take due account of the SFDs’
nonlinearity. This is especially so for those leading two/three-spool engine designs
where most of the bearings are not supported by centralising springs.
As discussed in Section 1.2, the challenges faced by the analyst are twofold: (a) the
complexity of the structural dynamics of two/three-spool aeroengines; (b) the com-
plexity required to reliably model the SFD element. The work of Chapter 4 (ad-
dressing challenge (b)), alongside advances in the computational speed of nonlinear
whole-engine solvers [5, 6] (addressing challenge (a)), have opened the possibility of
using advanced numerical SFD models in whole-engine simulations, where previously
such analysis was computationally prohibitive.
Despite the advancements made in Chapter 4 the technique introduced was only
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tested on a simple rotor-bearing system with one SFD. Moreover, the novel rapid
whole-engine analysis in [5, 6] was only performed for a simple SFD model (the end-
leakage factor (λ) model). In the present chapter, a whole-aeroengine analysis is
performed for the first time using an advanced two-dimensional numerical bearing
model, which can account for an arbitrary number of non-axisymmetric boundary
conditions. The engine model analysed is a twin-spool 5-SFD engine model provided
by a leading manufacturer. The Chebyshev technique of Chapter 4 was used initially.
However, simulation speed was held back by the computation of SFD forces. For
this reason a Chebyshev polynomial coefficient reduction scheme is introduced that
is capable of considerable time savings compared to Chapter 4.
This chapter is the culmination of the work in Chapters 3, 4 and references [5, 6]
since it takes into account the complexities of both the structure and the bearing
model. Its contribution can be appreciated when one considers that major finite ele-
ment packages are not suited for nonlinear whole-engine modelling for the following
reasons: (a) the inadequacy of their time domain algorithm [6]: (b) the absence of
an appropriate frequency domain solver [5]; (c) limitations of the nonlinear bearing
element, if available (e.g. the recently added SFD routine in Nastran® performs nu-
merical solution of either the ‘long’ or ‘short’ simplification of the Reynolds equation
(see section 2.3) and does not accommodate the full 2D Reynolds equation [62].
The theoretical basis of the rotordynamic solvers and the Chebyshev polynomial co-
efficient reduction scheme is presented in Section 5.2. The accuracy and computation
speed of these techniques is then investigated in Section 5.3 for a realistically sized
representative aeroengine model.
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5.2 Theory
The theory of this section addresses the problem of the computation of the unbal-
ance response of a whole aeroengine with nonlinear bearings, like the representative
twin-spool engine shown in Figure 1.1. The first part (Section 5.2.1) is an outline
of the recently introduced rotordynamic solvers, highlighting their advantages over
conventional techniques. The second part (Section 5.2.2) is a presentation of the
technique used to compute the nonlinear bearing forces for efficient use within the
rotordynamic solvers.
5.2.1 Rotordynamic solution procedure
5.2.1.1 Background
The typical approach with nonlinear rotordynamic solvers is to regard the complete
nonlinear rotordynamic assembly as a non-rotating linear part acted on by ‘external’
forces. By ‘linear part’ is meant the structure left after all SFDs in the schematic
of Figure 1.1 are replaced by ‘gaps’. The equations of motion are transformed into
modal space using the modes of the undamped linear part of the assembly under
non-rotating conditions:
q¨ + Λq = HTf f (x, x˙, t) + HTgg
(
θ˙
)
(5.1)
In equation (5.1), q (t) is the R × 1 column matrix (vector) of modal coordinates,
where R is the number of modes, Λ a diagonal matrix of the squares of the natural
frequencies ω1, . . . ωR, Hf and Hg are matrices whose R columns are the eigenvectors
evaluated at the appropriate degrees of freedom. The damping in the linear part of
an engine is commonly regarded as negligible [6]. The linear part is acted on by
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the force and moment vectors f and g respectively. f comprises the forces due to
rotational unbalance, the static loading distribution w on the rotors, and the SFD
forces ρ. These latter forces are nonlinear functions of the displacement and velocities
of the journal centres (marked ‘J’ in Figure 1.1) relative to the centres of their
housings (marked ‘H’ in Figure 1.1). Letting the vector v contain the instantaneous
Cartesian (x, y) displacements of all the journal centres relative to the instantaneous
positions of the bearing housing centres, then:
v = vs + x (5.2)
where x is the component of v induced by f , g and vs is a vector defining the static
offsets of the SFD journals relative to their housings, in the x, y directions, under
no rotor loading. For known q, the values of v and v˙ are determined through the
transformation:
x = Hxq (5.3)
Hx being the matrix whose columns φ(r)x , r = 1 . . . R define the values of x in
the respective modes. For known v and v˙ the forces within ρ are calculated by
numerical integration of the instantaneous pressure distribution across each oil film
(Section 5.2.2). The vector g contains the distributed gyroscopic moment effect,
discretised at a number of locations on the rotor. These moments are a function
of the localised angular displacements of the rotor in xz and yz planes, contained
in the vector θ which is obtained from known q using a transformation similar to
equation (5.3).
Equation (5.1) constitutes a set of R second-order differential equations that are
nonlinearly coupled on the right side by the SFD forces. The number R of modes
necessary for the transformation is much less the number of physical coordinates
(which runs into hundreds of thousands). Nonetheless, R is still a high number,
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typically around 1000 for a two-spool engine and 2000 for a three-spool engine [63],
covering a frequency range 0-500Hz (frequencies up to at least 500Hz need to be
considered in the nonlinear response due to the presence of harmonics of the ro-
tor speeds up to 14,000 rpm) [5, 6]. The standard solution approach is to express
these equations into 2R first order differential equations and apply a robust implicit
step-by-step numerical integrator to determine qk and q˙k for known qk−1 and q˙k−1,
where qk = q (tk), q˙k = q˙ (tk), and tk = tk−1 + ∆tk. Conventional implicit inte-
gration algorithms (e.g. the Modified Rosenbrock algorithm used by Matlab® solver
ode23s© [64]) transform these equations into an equal number of nonlinear algebraic
equations which then have to be solved iteratively at each time step to obtain the
current modal state variables. Hence, for a whole-engine model, the time march-
ing process slows down to impractical levels. Two complementary solutions to this
problem are outlined in the following two sections. For ease of presentation, the gyro-
scopic effect is omitted from the following equations but is included in all simulations
presented. The full equations can be found in references [5, 6].
5.2.1.2 Rapid time domain solution using the IRM [2]
The impulsive receptance method (IRM) equations are derived from equation (5.1)
by applying Duhamel’s integral method [65] over the interval [tk−1, tk] and assuming
that:
fk = fk−1 +
(fk − fk−1) (t− tk−1)
∆tk
(5.4)
over this interval. The resulting expressions can then be exactly condensed to the
following reduced form:
xk = xˆk + Rxf {fk (xk, x˙k, tk)− fk−1}
x˙k = ˆ˙xk + Sxf {fk (xk, x˙k, tk)− fk−1} (5.5)
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where Rxf and Sxf are impulse response matrices, xk and x˙k are the unknowns and
xˆk, ˆ˙xk are approximations to these that can be calculated from qk−1 and q˙k−1. Equa-
tions (5.5) constitute 4N algebraic equations (where N is the number of SFDs). It
is these equations that are solved at each time step, rather than the 2R equations
solved by conventional implicit integrators. Hence, the IRM’s computational effi-
ciency is immune to the number of modes. Equations (5.5) are solved using the
Newton-Raphson method. Once xk and x˙k are computed, fk is determined, enabling
qk and q˙k to be updated using explicit formulae that introduce negligible computa-
tional cost.
5.2.1.3 Frequency domain solution using RHBM [3]
The receptance harmonic balance method (RHBM) assumes that the vibration is
periodic with K harmonics of an assumed fundamental frequency $:
v = v +
K∑
k=1
{
v(k)cos cos k$t+ v
(k)
sin sin k$t
}
(5.6)
If the unbalance is restricted to one rotor only (single frequency unbalance-SFU),$ is
typically taken to be equal to the speed of the unbalanced rotor. If the unbalance
is present on more than one rotor (multi-frequency unbalance excitation- MFU),
$ will be a sub-multiple of the speed of the slowest unbalanced rotor, depending on
the ratio of the rotor speeds.
Using the receptance functions of the linear part to relate the harmonics of the rela-
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tive displacements at the SFDs with the corresponding harmonics of the excitations:
 v(k)cos
v(k)sin
 =
 Cxx (k$) 0
0 Cxx (k$)

 ρ(k)cos
ρ
(k)
sin

+
J∑
j=1
δk$,Ω(j)
 Cxu(j) (k$) 0
0 Cxu(j) (k$)

 u(j) cos
u(j) sin
 k = 1 . . . K (5.7)
where u(j) is the vector defining the unbalance distribution on the jth rotor, of
speed Ω(j), j = 1 . . . J . The receptance functions in the matrices Cxx (k$). . . etc are
calculated from the eigenvectors and eigenfrequencies using standard modal theory
e.g.
Cxx (ω) =
R∑
r=1
φ(r)x φ
(r)T
x
ω2r − ω2
(5.8)
The existence of the mean or zero-frequency harmonic in the response (i.e. v, in
equation (5.6)) necessitates an additional block of equations. These equations are
obtained by considering that the mean components ρ of the SFD forces (which are a
consequence of the vibration) are in a statically indeterminate equilibrium with the
static loading distribution w. The relevant equations are then given by:
v = vs + H˘xq˘ + C˜xx (0)ρ+ C˜xw (0) w (5.9a)
0 = Axselx (0)ρ+ Axselw (0) w (5.9b)
where q˘ is a P × 1 subvector of q relating to the P rigid-body modes (i.e. those
modes with an eigenfrequency ωr = 0), H˘x is the corresponding sub-matrix of Hx
and the matrices C˜xx (0) and C˜xw (0) are computed as for equation (5.8) but with
the omission of the first P rigid body modal terms in the series expressions. The
matrices Axselx (ω) = −ω2Cxselx (ω) and Axselw (ω) = −ω2Cxselw (ω) respectively
relate the x, y forces in ρ and w to the relative acceleration response at P/2 selected
SFDs.
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Equations (5.7), (5.9a) and (5.9b) constitute the full set of RHBM equations totalling
2N (2K + 1) +P scalar equations in an equal number of unknowns contained in the
vector:
z =
[
q˘T vT v(1)Tcos v
(1)T
sin · · · v(k)Tcos v(k)Tsin
]T
(5.10)
For given $, the RHBM can be solved using an iterative scheme like Newton-
Raphson. For any iterate of z, the time history of v is determined (equation (5.6)).
This allows the calculation of the terms ρ, ρ(k)cos and ρ
(k)
sin through a Fourier anal-
ysis of the time history of ρ (v, v˙) evaluated at a suitable number of points over
one period using the SFD model (Section 5.2.2). A predictor-corrector continua-
tion scheme is used to advance the solution process over a range of rotor speeds,
tracing out a ‘speed-response’ curve. The initial approximation (‘predictor’), to the
Newton-Raphson solver at an attempted solution point on the speed response curve
is estimated from the previous solution points. The initial approximation to the first
solution point (only) is provided by the Fourier coefficients of a time domain solu-
tion. Once the response at the SFDs is determined, the response at any arbitrary
degree-of-freedom can be readily calculated (without further solution) by applying
the appropriate receptance relationships.
5.2.2 SFD model
The SFDs used in the engine model are end-plate sealed, end-fed bearings as per
Figure 5.1, which are typical of aeroengine applications. The SFD modelling tech-
niques are based upon Chapter 3, where further information regarding the assembly
and solution of the finite difference equations may be found, and Chapter 4 where
details of the Chebyshev polynomial identification scheme are presented.
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Figure 5.1: Axial cross-section of SFD
5.2.2.1 SFD force computation
Following the work of Chapter 4, the instantaneous pressure distribution p (z, θ) is
given by the solution to the incompressible Reynolds equation (4.1). The pressure
distribution is then truncated to account for oil film rupture due to cavitation accord-
ing to equation (4.3). Following the work of Feng and Hahn [13, 42], the cavitation
pressure pcav is set to -101.325 kPa (absolute zero). The radial and tangential SFD
forces QR and QT are then given by equation (4.2).
In this chapter, the un-truncated pressure distribution p (z, θ) is obtained by two dif-
ferent approaches: (a) FD solution of equation of the Reynolds equation (3.1) (Chap-
ter 3); (b) Identification of the FD-computed p (z, θ) through Chebyshev polynomial
fitting. In either case, the pressure is defined at discrete locations z = zi, θ = θj,
where pi,j = (zi, θj), forming a grid of Ni×Nj nodes. In case (a), the Reynolds equa-
tion (3.1) is expressed in FD-format by converting partial derivatives into central
difference formulae. For given e, e˙, ψ and ψ˙ the grid-point pressures pi,j are solved
using Castelli’s column method [18] (Section (3.3)) for given boundary conditions
(Section (3.5)). For this reason pi,j
(
e, e˙, ψ, ψ˙
)
, the influence of ψ is felt through the
application of a feed-port boundary condition.
Two alternative SFD models are identified in this chapter: the ‘deep groove’ model
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and the ‘feed-port’ model. Both models have a moderate degree of sealing at the
outlet (Figure 5.1). The difference lies in the feeding end of the bearing (Figure 5.1).
In the deep groove model, the groove is considered deep enough such that the pres-
sure there is assumed to be unaffected by the dynamics and equal to the supply
pressure ps. Because the pressure boundary conditions are axisymmetric, the grid-
point pressures pi,j in equation (4.7) are not a function of ψ. The feed-port model
accounts for the added damping effect of the groove and the hydrodynamics of the
feed-ports. The presence of the feed-ports renders the feeding end boundary condi-
tion non-axisymmetric such that the grid-point pressures are dependent on ψ.
The pressure functions p˘1i,j , p˘2i,j and pstati,j (Section (4.2.1)) are identified for a
grid of nodes covering the effective bearing length and are respectively functions
of 2, 2 and 1 variables for the deep groove model and 3, 3 and 2 variables for the
feed-port model. Detail and illustration of the identification and identified pressure
computation process is presented in Section 4.2.2.
5.2.2.2 Coefficient reduction technique
When deploying the identified SFD model within a whole-engine nonlinear solver, it
is of utmost importance to minimise the speed required to compute the SFD forces
from the polynomial coefficients for given e, e˙, ψ and ψ˙. The computation process
involves the following steps: (a) checking the inequalities in equation (4.6) to see
which one is applicable; (b) calculation of the relevant modified dynamic pressure
grid (p˘1i,j or p˘2i,j) using the operation on the right of equation (4.9); (c) calculation
of the static pressure grid pstati,j following a similar but simpler process; (d) use of
equations (4.6) and (4.7) to get the actual pressures; (e) truncation of the pressure
grid to account for cavitation (f) numerical integration of the pressures. The bulk
of the computation is taken up by step (b). In the present section, the polynomial
computation speed is optimised by reducing the number of redundant calculations
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Figure 5.2: Computation of Eq. (4.9) using matrix multiplication
performed. For efficiency within Matlab®, computation of the grid according to
equation (4.9) is performed as illustrated in Figure 5.2, where the elements of the
cube C of coefficients are reordered into a two-dimensional matrix C2D, which is
then multiplied by a suitably ordered vector t of the products of the Chebyshev
polynomials Tr (e˜), Ts
(
q1/2
)
to yield the vector p˘1/2 of grid-point modified dynamic
pressures p˘1i,j or p˘2i,j .
Although immensely faster than computing equation (4.9) sequentially, the approach
in Figure 5.2 has the drawback that at each pressure location the same number
of polynomial coefficients must be used. This causes much redundant processing
since high-order polynomials are only necessary at more central locations within the
grid. To reduce computations on near-zero polynomial coefficients, while retaining
the benefit of parallel computation, a reduction technique is implemented. As in
Section 4.2.2 the coefficient reduction techniques is illustrated for an axisymmetric
model, however, the argument is readily extended to encompass three variables.
A search is performed across C2D to find coefficients below a prescribed cut-off
value (in this work taken to be 0.01% of the coefficient of greatest magnitude).
The rows and columns of C2D are then reordered so that the significant coefficients
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redundant space
Figure 5.3: Reduction of C2D into submatrices
are contained in three sub-matrices Cˆ(1)2D, Cˆ
(2)
2D and Cˆ
(3)
2D as shown in Figure 5.3.
These submatrices are then respectively multiplied by suitably reordered subvectors
of t, denoted by tˆ(1), tˆ(2) and tˆ(3). The resulting modified dynamic pressure vectors
ˆ˘p(1)1/2, ˆ˘p
(3)
1/2 and ˆ˘p
(3)
1/2 are then assembled and reordered to recover the vector p˘1/2.
The SFD force computation speed for the axisymmetric deep groove SFD model,
as performed in Section 5.3.1 of this chapter, is presented here as a representative
illustration of the time savings achieved by the coefficient reduction technique. For
the un-reduced system of Figure 5.2, the size of C2D is 5000× 56 and t is length 56.
For the reduced system (Figure 5.3) tˆ(1), tˆ(2) and tˆ(3) are column vectors of length
6, 22 and 56 respectively, while Cˆ(1)2D, Cˆ
(2)
2D and Cˆ
(3)
2D are 2239×6, 1850×22 and 911×56
matrices. For 10,000 SFD force computations, the reduced process took 15% of the
time of the un-reduced process.
5.2.2.3 Note on inertia effects
The identification method is equally applicable to FD, FE and finite volume (FV)
methods of solution of the Reynolds equation. However, it is noted that use of the
Reynolds equation means that fluid film inertia effects are neglected in the SFD
model. To allow for such effects, the Navier-Stokes Equation would need to be used
instead [29]. The identification technique, in its present state, does not lend itself
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to the inclusion of the extra acceleration variables necessary to capture the fluid
inertia effect. However, it is noted that fluid inertia effects are typically neglected
e.g. [1, 3, 5, 8, 11, 15, 19–21, 41, 43, 58, 66] and have so far only been considered
for highly idealised conditions which are unsuitable for realistic engines e.g. small-
amplitude (linearised) orbits about the bearing centre [29].
5.3 Engine analysis
The present analysis uses the same representative twin-spool aeroengine model used
in [5, 6]. The schematic layout of this engine is reproduced in Figure 1.1. Its finite
element (FE) model was provided by a leading engine manufacturer. The IRM and
RHBM require a preliminary one-off eigenvalue analysis of the undamped linear part
at zero rotational speed. The modal displacements (eigenvectors) were then extracted
at the degrees of freedom of interest (e.g. those at the SFD positions) and used as
input data for the IRM and RHBM solvers to calculate the unbalance response of
the complete nonlinear rotating system.
For the case analysed in this chapter the unbalance was restricted to the LP rotor
only (corresponding to the SFU excitation case analysed in [5]). The unbalance was
applied at two locations, one at each end of the LP rotor, to simulate unbalance
in the fan and the LP turbine. The unbalances were in-phase and of magnitude
6.3 kgmm. Figure 5.4 details the relative axial positions of the SFDs, the locations
of the two unbalances (denoted as U(1)1, U(1)2), as well as the discretised distribution
of the weights of the two rotors. The gyroscopic effect was discretised at 7 points on
the LP rotor and 12 points on the high-pressure (HP) rotor.
The bearing housings were assumed to be perfectly aligned with each other prior to
rotor assembly. As in [5, 6], the SFDs considered for this study were single-land and
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Figure 5.4: Unbalance locations, bearing locations and rotor weight distribution
end-fed with oil of viscosity 0.0049 Pa s at a pressure of 3 bar (gauge). The overall
bearing dimensions were the same as those used in [5]: the bearing diameters and
radial clearances were typically 200mm, 0.1mm respectively and the land lengths
ranged from 16 to 34mm. Those geometric SFD features that were not modelled
in the simplified bearing model used in [5, 6] (namely the groove, the end-seal and
the feed-ports) were assumed by the author and do not correspond to any particular
bearing used by the manufacturer.
The nonlinear analysis was performed for a fixed speed ratio Ω(2)/Ω(1) = 1.2, where
Ω(1) and Ω(2) are the speeds of the LP and HP rotors respectively. 934 modes of
the linear part were included in the nonlinear analysis (this comprised all 900-plus
modes found over the frequency range 0-500Hz and the salient modes over the range
500-1000Hz [6]). In the case of the IRM, the number of equations solved at each
time step is 20 [6]. In the case of the RHBM since the case considered is SFU, the
fundamental frequency of the response was taken to be synchronous with the speed
of the unbalanced shaft (Ω(1)). As in [5], eight harmonics of this frequency were
considered and so the total number of unknown Fourier coefficients was 174.
The present testing may be separated into three key areas. First, in Section 5.3.1
transient and steady-state responses of the engine, using the deep grove bearing
model, are presented. Second, in Section 5.3.2 the same testing is performed using
the feed-port bearing model. Third, in Section 5.3.3 the feed-port model is used
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Pressure function Variable Degree of polynomial
pdyni,j e 28
q1/2 1
pstati,j e 4
Table 5.1: Highest degree of polynomials used to perform fit for the deep groove
bearing model
to investigate the effect of varying end-plate seal gap ratios. The analysis of Sec-
tion 5.3.1 and 5.3.2 uses a combination of solvers and bearing models to demonstrate
agreement between the different methods and to profile the time savings that can be
achieved by using the identification techniques of Sections 4.2.2 and 5.2.2.2 combined
with the IRM and RHBM solvers of Section 5.2.1.
All simulations were performed in Matlab® 2007 on a standard desktop PC with
a 3GHz dual-core processor. In the following sections, the identified SFD model is
referred to as the ‘FD-Chebyshev’ SFD model.
5.3.1 Engine analysis with deep groove model
Transient analysis was performed over 10 LP rotor revolutions from default ini-
tial conditions (corresponding to zero relative displacements and velocities at each
SFD). The low pressure (LP) and high pressure (HP) rotor speeds were 10,000 and
12,000 rev/min, respectively. The SFD model used a seal gap ratio d/c of 0.5 with
a seal length of 3mm. The pressure grid used 101 nodes on the θ axis and 51 nodes
in the z axis. In testing convergence of the pressure mesh pi,j was observed at 61
nodes on the θ axis and 31 nodes in the z axis. The highest degree of Chebyshev
polynomial used for each variable is shown in Table 5.1.
The transient analysis was performed for three cases: (a) using the IRM solver
and the (raw i.e. unidentified) FD SFD model; (b) using the IRM solver with the
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Solver SFD model Computation time
IRM FD 11, 000 s
ode23s© FD-Chebyshev 9, 600 s
IRM FD-Chebyshev 350 s
Table 5.2: Transient analysis computation times – deep groove model
FD-Chebyshev SFD model and (c) using a conventional implicit integrator (i.e. Mat-
lab®’s ode23s© routine) with the FD-Chebyshev SFD model. This latter case was
included to confirm the robustness of the IRM. Both the IRM and the ode23s© rou-
tine used an adaptive control of the time step-size ∆t in order to efficiently maintain
the numerical error within a prescribed tolerance. Figure 5.5 shows the relative dis-
placement (i.e. journal relative to housing), relative velocity and force orbits obtained
from the LP-rear bearing (SFD no.5 in Figure 1.1) for the IRM-FD case. Plots from
the other cases have been omitted as the orbits are indistinguishable. The LP-rear
bearing was chosen to be presented as it is the furthest from the retainer spring and
will therefore have the most nonlinear response. Table 5.2 presents the computation
times for the three cases; the results clearly show that the combined use of the IRM
and FD-Chebyshev techniques can drastically reduce computation times.
The transient trajectory in Figure 5.5 converges to a steady-state periodic orbit as
the integration is progressed further. The steady-state orbits over a range of speeds
were determined directly by RHBM using the continuation scheme described at the
end of Section 5.2.1. RHBM speed response curves were obtained using both the
FD bearing model and the FD-Chebyshev model over an LP rotor speed range of
150 to 200 rev/s. Figure 5.6 shows the peak-to-peak amplitude obtained from the
LP-rear bearing in the x direction, computed using the RHBM. The amplitudes were
also checked by IRM at discrete speeds. From the plot, near-perfect agreement is
clear between FD, Chebyshev and RHBM/IRM, equally excellent agreement was
observed at the other four bearings. Figure 5.7 presents the times taken to produce
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Figure 5.5: Transient response of SFD 5 using the IRM solver and the FD deep
groove SFD model; plots of non-dimensional relative displacement, relative velocity
and SFD force respectively
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Figure 5.6: Speed response curves of the half-peak-to-peak relative displacement
amplitude in the x direction at SFD 5 using the deep groove SFD model (amplitude
normalised by the radial clearance)
Figure 5.7: Comparison between point to point computation times (using fixed step
size RHBM continuation) for FD-Chebyshev and FD, based on a deep groove SFD
model
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Pressure function Variable Degree of polynomial
e 28
pdyni,j q1/2 1
ψ 7
pstati,j e 4
ψ 4
Table 5.3: Highest degree of polynomials used to perform fit for the feed-port bearing
model
the orbits for both the FD-Chebyshev and FD bearing models. It is quite clear that
the Chebyshev technique can accurately mimic a FD model in under 10% of the
time.
5.3.2 Engine analysis with feed-port model
The analysis of Section 5.3.1 was repeated using the feed-port model. The inclusion
of feed-ports increases the number of variables in the pressure function input space
by one. This causes the dimension of the polynomial coefficient matrices C to rise
by 1 in accordance. The highest degree of Chebyshev polynomial used for each
variable is shown in Table 5.3. For the FD scheme to function accurately, the node
spacing must be equal throughout the pressure grid. Since both land length and
groove length are fixed, careful selection of the number of nodes is necessary to
ensure equal node spacing. The number of nodes in the z direction was always above
30 while over 60 nodes were maintained in the θ direction, as convergence testing
revealed that force computation accuracy degrades below these values. The groove
was considered to be 1mm deep with a length of 4mm and the oil-feed was modelled
as three equispaced feed-ports of diameter 1mm and length 20mm.
Figure 5.8 shows the transient response at the LP-rear bearing using the same testing
parameters as used in Section 5.3.1. Testing was again performed for three cases:
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Figure 5.8: Transient response of SFD 5 using the IRM solver and the FD feed-port
SFD model; plots of non-dimensional relative displacement, relative velocity and
SFD force respectively
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Solver SFD model Computation time
IRM FD 90,000 s
ode23s© FD 46,000 s
IRM FD-Chebyshev 600 s
Table 5.4: Transient analysis computation times – feed-port model
(a) using the IRM solver and the (unidentified) FD SFD model; (b) using the IRM
solver with the FD-Chebyshev SFD model and (c) using Matlab®’s ode23s© routine
with the unidentified FD SFD model. Once more only orbits for the IRM-FD case
are presented as the plots from the other two cases are indistinguishable. Table 5.4
presents the computation times from the three cases. The results clearly show that
despite the more complex identification necessary, the Chebyshev model can still
reproduce the FD results with excellent precision. The time savings using the FD-
Chebyshev model are again excellent. For the (unidentified) FD models the IRM
model runs slower than the ode23s© solver. A possible reason for this could be that
the iterative scheme used by the author to solve the IRM equations (5.5) may be
making more calls to the SFD force computation routine than the ode23s© solver.
Such a difference would be bound to have an effect in the case of a computationally
slow SFD model. As demonstrated in Section 5.3.1 and [6] this behaviour is not
repeated when an efficient SFD bearing model is used (simplified SFD model in case
of [6] and FD-Chebyshev in the present case, see Table 5.2).
Figure 5.9 shows the peak to peak orbit amplitude in the x direction, obtained
from SFD 1 and computed using RHBM with the FD-Chebyshev model. Both the
response using the deep groove model and the feed-port model are plotted. The
plot clearly shows the increased damping introduced by the shallow groove over the
complete speed range. This is attributed to the fact that in the feed-port model the
groove is treated as an extra land with no fixed boundary pressure at the feed end.
Added damping was observed at all of the bearing locations but was found to be most
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Figure 5.9: Speed response curves of the half-peak-to-peak relative displacement
amplitude in the x direction at SFD 1 using both the deep groove and feed-port
SFD models (amplitude normalised by the radial clearance)
pronounced at SFD no. 1. This result clearly demonstrates the pronounced effect of
the feed-groove and feed-ports on the engine response and therefore the importance
of using an SFD model that is capable of including such effects.
Figure 5.10 presents the times taken to produce the orbits for the FD-Chebyshev
bearing model; FD orbits were only computed over a small range due to time restric-
tions. Despite the added dependent variable in the identified pressure function and
the inclusion of the groove, the point to point computations are performed in similar
times to those of the deep groove model. Once more, astounding time savings are
achieved using the Chebyshev identified FD models.
5.3.3 Seal gap variation
To demonstrate the capabilities of the techniques introduced in this paper, a brief
investigation into the effect of seal gap variation using the feed-port model is pre-
sented. FD bearing models with varying seal gap were identified using the Chebyshev
technique. Three values for seal gap ratio d/c were used, 0.3, 0.5 and 2. Figure 5.11
presents steady-state orbits across all five bearings, for the three seal gap ratios. All
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Figure 5.10: Comparison between point to point computation times (using fixed
step size RHBM continuation) for FD-Chebyshev and FD, based on a feed-port SFD
model
parameters are equal to those of the transient analysis in Section 5.3.2. The results
presented were obtained using the RHBM technique and their validity and stability
were confirmed using the IRM solver.
The results clearly show that, as the seal gap is reduced, the orbit size reduces. How-
ever, for an unsupported SFD, a ‘healthy’ (moderate) level of vibration of its journal
relative to the housing is essential to generate a reasonable journal lift to counter
the static loading. It also reduces transmission of dynamic forces to other parts of
the engine via the housing. Negligible relative vibration results in a bottomed-out
journal that vibrates as one with the housing (SFD ‘locked’). It is noted that the
calculation of the SFD orbits, and consequently, the SFD forces, enables the ex-
plicit calculation of the vibration at any location in the engine (i.e. without further
solution). This enables the optimisation of engine/SFD parameters.
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Figure 5.11: Steady-state non-dimensional relative displacement orbits of all 5 bear-
ings using FD Chebyshev feed-port SFD models with three different end-seal gaps;
produced with RHBM and confirmed with IRM solution
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5.4 Conclusions
This chapter represents the culmination of the work of Chapters 3 and 4 with the
works of Bonello and Hai [5, 6] . It fulfills the ultimate aim of taking into account
the complexities of both structure and bearing model while allowing the nonlinear
analysis to be performed, in reasonable time frames, on a standard desktop PC. The
fundamental benefit of such a computation tool is its facilitation of in-depth testing
at the design stage.
Time and frequency domain analysis of the nonlinear unbalance response of a twin-
spool aeroengine model was performed, for the first time, using a high accuracy
two-dimensional bearing model, that is capable of including the effects of various
sophisticated boundary conditions. FD pressure functions of both three and four
independent variables were accurately identified and implemented using an improved
version of the novel Chebyshev technique introduced in Chapter 4. Consistent overall
time savings of more than a factor of 10 were repeatedly achieved, when compared to
equivalent FD models. An instructive study on the effects of sealing was performed
to exemplify the analysis that may be performed using the new techniques.
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Chapter 6
SFD Identification Test Rig
This chapter details the commissioning of an SFD test rig that is set up for empirical
identification. The methodology of the test rig is presented in terms of design,
data acquisition and signal processing. Sample readings taken from the test rig are
processed and validated. Modal parameters of the test rig are determined by impact
testing. The work of this chapter provides the necessary basis for the novel research
of Chapter 7
6.1 Introduction
Despite the significant developments regarding the identification of advanced theo-
retical models made in Chapters 4 and 5, there are inherent limitations, which can
can be categorised as: (a) assumptions relating to the fluid, and (b) assumptions
relating to the geometry. As discussed in Chapter 2, a major assumption is the
extent of cavitation within the oil film. Variation in the cavitation pressure is often
observed in experiments [1, 15, 41], and a change in its value from subatmospheric
to atmospheric pressure indicates that the nature of cavitation has changed from
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vapourous to gaseous. Both forms of cavitation involve the formation of bubbles,
introducing compressibility and thereby resulting in discrepancies between measure-
ments and predictions based on the use of the incompressible Reynolds equation.
Although attempts have been made to account for compressibility of the fluid film
e.g. [13, 21, 38, 42, 47], these have always come at the expense of other significant
effects, namely the prescription of realistic boundary conditions and simplification
of the dynamics (e.g. assumption of circular centred shaft orbits), apart from re-
quiring detailed information on the air entrained in the lubricant [38]. Reasonably
satisfactory predictions can be obtained by following the approach in the preceding
chapters: using an incompressible model and truncating at the appropriate pressure.
For vapourous cavitation, which is the typical case, a truncation pressure of absolute
zero is generally found to be satisfactory [39, 42]. In the case of gaseous cavitation
(ambient air ingestion), the truncation pressure can be raised to atmospheric pres-
sure [1]. However, since this change depends on the dynamics, among other things,
one would need experimental monitoring of the pressure distribution in the oil film.
With regards to assumptions relating the bearing geometry, a theoretical model may
fail to account for geometric imperfections that exist within the SFD assembly. Due
to the scale of the clearances of a typical SFD (namely the radial clearance and
end-seal gaps), deviation from theoretical geometry is highly likely; such imperfec-
tions (e.g. non-circularity of the bearing bore and non-uniformity of seal gap) can
have a significant effect on SFD behaviour [67]. Such imperfections were not consid-
ered in the computational modelling of the previous chapters. Again, a theoretical
model that accounts for geometric imperfections would normally be produced at the
expense of other effects (e.g. simplification of the dynamics [67]).
The above considerations motivate the use of empirical identification of an SFD. This
provides an SFD model that is individual to the particular SFD; it will intrinsically
contain all complexities of the SFD force input/output relationship and account for
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any imperfections within the SFD geometry. Once identified, the SFD model may
be applied to any rotordynamic system, enabling the realisation of a more realistic
simulation of the dynamic response.
The present chapter gives details of the commissioning of a test rig that enables
nonlinear identification of the SFD force function using experimental data. The
commissioned test rig uses custom excitation signals to generate vibration. The
rig is designed such that SFD forces and relative motion across the film may be
measured. The relative vibration data at the film, paired with the SFD force data,
act as training data that may be used as the basis for identification. Using this data
and an appropriate identification technique, the SFD force function may be identified.
The test rig may also be used to validate the identification by two methods. The
first validation method tests the identified model’s ability to predict (or mimic)
measured SFD force data when the rig is excited by forces entirely different from
those used to generate the training data. The second validation method uses the
identified bearing model within a rotordynamic analysis in order to assess the ability
to predict the measured vibration response of the rig subjected to arbitrary excitation
and modification to its configuration. The identification of the SFD and its validation
will be the subject of the next chapter.
6.2 Conversion to an identification setup
Figures 6.1(a,b) show photographs of the commissioned test rig with significant items
labeled. This test rig was converted from a rotating rig to a specially designed
identification setup. With reference to the schematic diagram of Figure 6.2, the rig
is composed of a shaft mounted on a self-aligning bearing at one end and an SFD
at the other. The SFD housing (10) is flexibly mounted onto a rigid frame (3) via
suspension (6) comprising four flexible bars. The frame is rigidly bolted to a cast
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(a) identification test rig
(b) SFD and surrounding components
Figure 6.1: Photographs of operational test rig
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iron bedplate which is itself rigidly bonded to a massive concrete block that rests on
the ground at basement level of the building. It is important to realise that while the
rig is set up for identification, the shaft is not rotated. Shaft rotation is irrelevant to
the SFD input/output relationship since the SFD journal is always prevented from
rotating (by retainer springs or dogs) in all rotordynamic applications.
External excitation is applied at the collar (5) by a pair of orthogonal shakers that can
accept custom input signals. The arrangement of the shakers is shown in Figure 6.1.
The shakers are mounted on a purpose built frame that spans the test bed. This
frame is fixed to ground via soft vibration mounts that isolate it from the test bed.
Returning to Figure 6.2, a two-piece collar (5) is fitted to the shaft with orthogonal
tappings to allow the connection of rods between the shakers and the shaft. The
shaker connection rods are simply constructed of steel bar. Flexibility of the bar
combined with that of the shaker armature provides ample lateral deflection to allow
the journal free movement in the xy and xz plane over its displacement range. Force
gauges are fitted into the shaker stingers to provide excitation force measurement.
The journal is supported by a bar spring (11) that is connected to ground via a rigid
pedestal (3). The bar spring is relatively flexible as it is designed to hold the static
load of the rotor while allowing free movement of the journal within the housing.
Without the bar spring, achieving well distributed training data within the SFD
clearance would require the vertical shaker to support the static load of the shaft.
The SFD in the test rig is a lightly sealed two-land bearing with a relatively deep
groove, as depicted in Figure 6.3. The SFD journal is connected to the shaft via a
roller bearing as is typically the case. Rotation of the journal is prevented by dogs on
the outer end-plate of the bearing housing, which engage with dogs projecting from
the outer end of the journal. Oil supply is provided through 3 equispaced feed-ports
in the bearing housing; supply pressure may be varied up to a maximum of 2 bar.
The SFD dimensions are presented in Table 6.1.
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Figure 6.3: Test rig SFD cross-section
Journal radius 69.85mm
Radial clearance 0.90mm
Land length 6.23mm
Groove width 7.42mm
Groove depth 2.03mm
Seal gap 0.5mm
Seal length 3.15mm
Feed-port diameter 1.5mm
Feed-port length 25mm
Table 6.1: Test rig SFD parameters
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Figure 6.4 presents the arrangement of accelerometers and displacement probes at-
tached to the test rig. A pair of orthogonal displacement probes attached to the
bearing housing are used to measure the instantaneous Cartesian displacements of
the journal centre relative to the instantaneous position of the bearing housing centre
xR and yR. It is noted that:
xR = xJ − xH (6.1a)
yR = yJ − yH (6.1b)
where xH , yH and xJ , yJ are the absolute Cartesian displacements of the bearing
housing centre and journal centre, both measured from the static position of the bear-
ing housing centre. xH , yH are measured using another pair of displacement probes
attached to the rigid frame (Figure 6.4). Four accelerometers are used to measure
x¨J , y¨J , x¨H and y¨H . Using this array of sensors as well as the force gauges attached
to the stingers it is possible to calculate all necessary force and vibration data with
alternative methods, enabling cross-validation of these methods. The nonlinear SFD
forces in the x and y directions may be calculated in two ways (Section 6.5.1). First,
using the absolute displacement and acceleration of the bearing housing alongside its
known modal parameters. Second, using absolute journal displacement and accelera-
tion, the excitation forces from the shakers, and the known modal parameters of the
sprung rotor subsystem. The identification procedure determines the SFD forces as
functions of xR, yR, x˙R, y˙R. The relative velocities x˙R, y˙R may be determined in two
ways. Firstly by differentiation of the filtered relative displacement signals, secondly
by the integration of the relative acceleration, that is determined by subtracting the
housing acceleration from that of the journal, as per equations (6.1a) and (6.1b).
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Figure 6.4: Arrangement Of vertical accelerometers and displacement probes, a sim-
ilar arrangement is used in the horizontal direction
6.3 Impact testing
The modal parameters of linear part of the rig are essential for both identification
and subsequent validation. The ‘linear part’ is the system that remains when the
SFD oil film is replaced by an empty gap. With reference to Figure 6.2, the linear
part comprises two uncoupled subsystems:
1. The support structure, made up of the SFD bearing housing (10) supported
by the four flexible bars (6) on the rigid frame (3);
2. The sprung rotor system, referring to the shaft, pivoted at one end by the
self aligning bearing and sprung at the other by the bar spring (11), with the
attached roller bearing (7), journal (8) and shaker connection collar (5).
To determine the parameters of these two subsystems, modal fitting of accelerance
and receptance functions was performed. Section 6.3.1 describes the impact tests
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performed on the support structure alone to determine its modal parameters. Sec-
tion 6.3.2 presents the method used to acquire modal parameters of the sprung rotor
system when disconnected from the support structure.
6.3.1 Impact testing on the support structure
To test the support structure alone, the oil supply was cut off and the roller bearing
and SFD journal were removed from the system (see Figure 6.2). The shaft was
suitably suspended to give a reasonable clearance between it and the inner surface
of the housing. End-plates and displacement probes together with their fittings
were left attached to the housing. Preliminary testing confirmed that there was no
significant dynamic cross-coupling between the xz and yz planes and therefore the
planes could be analysed separately. Impact was applied to the housing in both
the x and y directions with an instrumented hammeri, while the housing response
was measured using an accelerometer. For both directions the point accelerance was
recorded using a PC-controlled data-acquisition system (LMS Scadas 5 with LMS
Test.Lab Rev 7A software). An average of 20 readings was taken to reduce error in
the measured accelerance function α˘ii (ω), where ω is the frequency in rads/s and
i refers the housing location. The point receptance function αii (ω) may then be
obtained according to:
αii =
α˘ii
−ω2 (6.2)
The measured receptance functions are plotted in Figure 6.5. There is some low
frequency contamination caused by the piezoelectric accelerometers but this is unim-
portant as the testing is focused on the resonance regions. The plots clearly show
that the response of the support structure is dominated by one mode over the mea-
ia hammer with a force gauge at its tip
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Figure 6.5: Measured receptance functions in the xz and yz planes
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sured frequency range. This justifies the fitting of a single mode to the point recep-
tance [68]:
α
(Sx)
ii (ω) ≈
A
(Sx)
ii
ω2Sx −
∑
ω2 + jηˆSxω2Sx
(6.3a)
α
(Sy)
ii (ω) ≈
A
(Sy)
ii
ω2Sy − ω2 + jηˆSyω2Sy
(6.3b)
where ωSx and ωSy are the undamped natural frequencies of the support structure (S)
in the xz and yz planes respectively, A(Sx)ii and A
(Sy)
ii are the modal constants corre-
sponding to the respective point receptance functions α(Sx)ii (ω) and α
(Sy)
ii (ω) at the
housing location i, ηˆSx and ηˆSy are the modal loss factors for the structural damping.
The modal constants A(Sx)ii and A
(Sy)
ii are related to the undamped mass normalised
mode shapes of the support structure φ(Sx)ii and φ
(Sy)
ii by the relations:
A
(Sx)
ii = φ
(Sx)
i φ
(Sx)
i (6.4a)
A
(Sy)
ii = φ
(Sy)
i φ
(Sy)
i (6.4b)
Using the receptance functions, the modal loss factors and natural frequencies were
determined using the Nyquist plot technique described in [68]; the dynamic stiffness
method, also of [68], was used to find the modal constants. The computed parameters
are presented in Table 6.2. Since the loss factors are relatively small they are ne-
glected in this work. Figure 6.6 compares the measured receptance with their modal
approximations, computed using equations (6.3a) and (6.3b) with ηˆSx = ηˆSy = 0. It
is evident that the fit is satisfactory over the wide frequency range tested. The damp-
ing is only effective over an extremely narrow bandwidth centred at the resonance,
as expected from light damping.
Since the support structure is characterised by one mode, it is possible to compute
effective masses MSx, MSy and effective stiffnesses kSx and kSy using the modal
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xz plane
ωSx/2pi 186.5Hz
A
(Sx)
ii 0.229 kg−1
φ
(Sx)
i 0.478 kg−0.5
ηˆSx 0.011
yz plane
ωSy/2pi 186.2Hz
A
(Sy)
ii 0.231 kg−1
φ
(Sy)
i 0.481 kg−0.5
ηˆSy 0.020
Table 6.2: Computed modal parameters of the support structure
Figure 6.6: Comparison of the support structures measured receptances in the xz
and yz planes with modal approximations (neglecting damping)
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MSx 4.37 kg
MSy 4.33 kg
kSx 6001 kNm−1
kSy 5927 kNm−1
Table 6.3: Alternative expression of support structure parameters
parameters of Table 6.2 according to the relationships:
MSx =
1
A
(Sx)
ii
(6.5a)
MSy =
1
A
(Sy)
ii
(6.5b)
kSx = ω2SxMSx (6.5c)
kSy = ω2SyMSy (6.5d)
The values of the computed parameters are given in Table 6.3.
6.3.2 Impact testing on the sprung rotor system
The aim of this testing was to determine the mass normalised mode shapes of the
sprung rotor system in the xz and yz planes, at both the collar and the journal (see
Figure 6.2). To perform the testing on the sprung rotor system, the bearing housing
was removed to give direct access to the shaft and journal (see Figure 6.7). Im-
pact was applied to the collar in both the x and y directions with the instrumented
hammer. Accelerometers were located on the collar (i) and the journal (j) to allow
measurement of the point accelerance α˘(R)ii (ω) and transfer accelerance α˘
(R)
ij (ω) of
the rotor systems (R). As in Section 6.3.1, an average of 20 readings was taken to
reduce measurement error. Following the work of Bonello [35], the modal param-
eters were computed from the measured accelerance frequency response functions
using the pseudo inverse technique, detailed in Appendix A.2. The modal fitting
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Figure 6.7: Test rig stripped for impact testing of the sprung rotor system
technique considered two modes in each of the planes xz, yz. As in Section 6.3.1
structural damping was neglected. The modal parameters determined are presented
in Table 6.4. Figures 6.8 and 6.9 show the measured accelerance frequency response
functions in either plane and the corresponding two-mode fit. As can be seen, the
two-mode fit satisfactorily represents the measured accelerance functions except for
the detail in the immediate vicinity of the second resonance, where the measurements
appear to show a split peak. As the results of the subsequent chapter will show, this
discrepancy did not appear to have any significant effect on the analysis.
6.4 Instrumentation setup
Figure 6.10 shows the test rig instrumentation setup. PC1 is used to generate
and send excitation signals while PC2 is used for measurement. PC1 uses Mat-
lab/Simulink® to generate the excitation signals for the shakers. Real-Time Work-
shop® and Real-Time Windows Target® tool-boxes are used for real-time generation
of these signals and interfacing with the experimental hardware via the National In-
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Figure 6.8: Measured and fitted point accelerance functions at the shaker collar in
the xz and yz planes
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Figure 6.9: Measured and fitted transfer accelerance functions between the shaker
collar and the journal in the xz and yz planes
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mode 1
ωRx1/2pi 19.1Hz
A
(Rx1)
ii 0.047 kg−1
A
(Rx1)
ij 0.052 kg−1
φ
(Rx1)
i 0.217 kg−0.5
φ
(Rx1)
j 0.240 kg−0.5
mode 2
ωRx2/2pi 264.9Hz
A
(Rx2)
ii 0.021 kg−1
A
(Rx2)
ij 0.039 kg−1
φ
(Rx2)
i 0.145 kg−0.5
φ
(Rx2)
j 0.269 kg−0.5
(a) xz plane
mode 1
ωRy1/2pi 19.56Hz
A
(Ry1)
ii 0.047 kg−1
A
(Ry1)
ij 0.052 kg−1
φ
(Ry1)
i 0.217 kg−0.5
φ
(Ry1)
j 0.240 kg−0.5
mode 2
ωRy2/2pi 267.9Hz
A
(Ry2)
ii 0.021 kg−1
A
(Ry2)
ij 0.035 kg−1
φ
(Ry2)
i 0.145 kg−0.5
φ
(Ry2)
j 0.242 kg−0.5
(b) yz plane
Table 6.4: Computed modal parameters of the sprung rotor system
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Figure 6.10: Data acquisition setup
struments data acquisition card and connection block. As well as being sent to the
shaker amplifiers, the excitation signals are sent directly to PC2 for reference as well
as triggering the measurement. PC2 is connected to an LMS Scadas 5 data acquisi-
tion system capable of measuring 20 analogue channels. The LMS Scadas 5 is con-
trolled by the LMS Test.Lab Rev 7A® software running on PC2. The displacement
probes, accelerometers and force gauges are connected to amplifiers whose outputs
are sent to the LMS Scadas 5. A thermocouple is used to measure the lubricant
temperature.
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6.5 Signal processing
Raw data from the test rig is imported into Matlab® where it is processed. A range
of oﬄine signal processing tools were developed to clean the raw data and perform
the necessary differentiation and integration. The following list details the significant
routines:
1. A simple moving average filter with an option to vary the number of points
averaged
2. A frequency domain band-pass filter with a square filter function
3. A time domain differentiation routine based on central difference formulae
4. A time domain integration routine based on cumulative summation
5. A frequency domain differentiation routine
6. A frequency domain integration routine
Since the piezoelectric accelerometers used were susceptible to low frequency noise,
the frequency domain filter was primarily used to remove low and zero frequency
components from the acceleration and velocity signals. The velocity and accelera-
tion signals should have no ‘DC’ (zero frequency) component, since the vibrating
system has no mean velocity or acceleration relative to ground. Therefore, any zero
frequency components recorded within acceleration or velocity signals are a result
of measurement error. Erroneous zero frequency components cause amplified error
upon integration. The moving average filter, as well as the frequency domain filter,
may be used to remove high frequency noise in a signal, which can cause significant
errors upon differentiation. Both time and frequency domain integration and dif-
ferentiation routines were developed as a means of confirming the accuracy of the
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relative schemes. The mathematical detail of the signal processing routines may be
found in Appendix A.3.
6.5.1 Calculating SFD forces
Computation of the nonlinear SFD forces requires a test rig model. Impact testing
of Section 6.3 confirmed that a point mass model of the test rig is applicable over
a restricted frequency range. Since the linear subsystem may be separated into its
horizontal and vertical components it is possible to represent the system with a
point mass model (Figure 6.11). The SFD forces Qx, Qy can be determined using
two alternative approaches, as mentioned at the end of Section 6.2. The estimates
obtained using the dynamic model of the bearing housing are denoted as QHx , QHy ,
whereas those obtained using the sprung rotor model are denoted by QJx , QJy . With
reference to Figure 6.11, the SFD forces are computed as:
QHx = MSxx¨H + kSxxH
QHy = MSyy¨H + kSyyH (6.6)
Alternatively, with reference to Figure 6.11 the SFD forces can be computed as:
QJx = mJxx¨J + kJx (xJ − e0x)− Fx
QJy = mJyy¨J + kJy (yJ − e0y)− Fy (6.7)
where e0x, e0y denote the Cartesian displacements of the journal centre relative to the
bearing housing centre in the static condition. It is noted that the masses and stiff-
nesses in equations (6.7) are based on the first mode only in each of the xz, yz planes
respectively (Table 6.4). Based on the impact testing of Section 6.3, equations (6.6)
have been shown to be applicable up to frequencies of 800Hz, while equations (6.7)
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Figure 6.11: Point mass model of the test rig
are valid for frequencies below ≈ 150Hz.
6.6 Results
In this section measurement accuracy and processing techniques are tested and ver-
ified; raw data from the test rig is processed and resulting signals are presented. To
demonstrate operation under different vibration regimes, the response of the test rig
is presented for two cases. Figures 6.12, 6.13 and 6.14 present computed velocity,
SFD force and shaker force readings from a test run wherein the two orthogonal
shaker force signals were designed to simulate rotational unbalance excitation. Fig-
ures 6.15, 6.16 and 6.17 present the same velocity, SFD force and shaker force read-
ings measured while the test rig was excited by band limited white noise from both
shakers simultaneously.
To simulate rotational unbalance excitation, sine waves of equal amplitude and pi/2
radians out of phase were generated and sent to the shakers. The white noise was
generated independently for the horizontal and vertical signals. Table 6.5 gives de-
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Figure 6.12: Comparison of velocity readings computed using displacements probes
and accelerometers in both the x and y directions for circular excitation
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Figure 6.13: Comparison SFD force readings computed according to Eqs. (6.6) and
Eqs. (6.7) in both the x and y directions for circular excitation
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Figure 6.14: Comparison of excitation force readings measured directly from force
gauges to excitation forces calculated using processed measurements from the re-
maining sensors in both the x and y directions for circular excitation
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Figure 6.15: Comparison of velocity readings computed using displacements probes
and accelerometers in both the x and y directions for random excitation
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Figure 6.16: Comparison of SFD force readings computed according to Eqs. (6.6)
and Eqs. (6.7) in both the x and y directions for random excitation
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Figure 6.17: Comparison of excitation force readings measured directly from force
gauges to excitation forces calculated using processed measurements from the re-
maining sensors in both the x and y directions for random excitation
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excitation signal type frequency (content) RMS amplitude
clockwise circular 40Hz 0.72V
random 10Hz-100Hz 0.75V
Table 6.5: Excitation signal details
tails of the excitation signals used in the two test runs. During testing Shell Morlina 5
oil was used as lubricant at a temperature of 29°C; supply pressure was set to 0.8 bar
(80 kPa). The choice of Shell Morlina 5 is justified since its viscosity at the oper-
ating temperature of the experiments (29°C) is similar to the operational viscosity
of the oil used in aeroengine applications (around 0.005 Pa s, see Section 5.3). The
sampling rate of the data was 3200Hz and the sample time was 10 s.
6.6.1 Velocity measurement
Figures 6.12 and 6.15 show plots comparing velocity signals calculated by differen-
tiation of the filtered relative displacement signal with velocity signals calculated
by the integration of the relative acceleration, obtained by subtracting the housing
acceleration from that of the journal. Prior to differentiation the raw displacement
signal is filtered using a three point moving average scheme (see Appendix A.3) to
reduce high frequency noise. This filtering is performed to improve the quality of
the differentiated signal. The raw relative acceleration signal is determined by sub-
tracting the housing acceleration from that of the journal x¨R = x¨J − x¨H . Prior
to integration, low frequency components are removed from the relative acceleration
signal using 5 passes through the band-pass filter of Appendix A.3 with high and low
frequency limits set to ∞Hz and 2Hz respectively. The same filtering is repeated
post integration. High pass filtering is essential for the integration operation; even
small low frequency components within the acceleration signal cause significant error
upon integration as their effect is summed over time.
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Both time and frequency domain integration and differentiation (see Appendix A.3)
was trialed when computing the velocity signal. For both integration and differentia-
tion, results obtained from frequency domain techniques were indistinguishable from
those obtained from the time domain techniques. Therefore in Figures 6.12 and 6.15
only the time domain result is plotted.
The plots of Figures 6.12 and 6.15 show excellent agreement between the equivalent
velocity signals. This cross validates the readings from both sets of sensors used
to compute the velocity signals. The velocity signal obtained by integration can
be seen to be smoother that the the signal obtained by differentiation. This is due
to inherent smoothing of the numerical integration scheme combined with the high
sensitivity to small perturbations of numerical differentiation.
6.6.2 SFD force measurement
Figures 6.13 and 6.16 compare the SFD force signals computed by equations (6.6)
and equations (6.7). The displacement signals are filtered using the three point
moving average scheme. Acceleration signals x¨J and x¨H were high pass filtered using
5 passes through the band-pass filter of Appendix A.3, with high and low frequency
limits set to ∞Hz and 2Hz respectively. High frequency noise in the acceleration
signals was then reduced using the three point moving average filter. The excitation
force signals from the force gauges were left unfiltered. The SFD forces Qx andQy
were then computed at each time step according to equations (6.6) and (6.7).
Agreement between the alternative measurements was found to be excellent. This
result was highly significant since it not only served as validation of the SFD force
measurement but also the sprung rotor and housing models. Despite excellent agree-
ment, smoother measurement was achieved using the results of equations (6.6). This
was to be expected since equations (6.7) relied on readings from several sensors,
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each with its own measurement tolerance, to compute the SFD force. It should also
be noted that for high frequency vibration equations (6.7) becomes less applicable
due to rotor flexibility. It was therefore decided that SFD forces computed using
equation (6.7) be used as a validation check only.
6.6.3 Excitation force measurement
Figures 6.14 and 6.17 compare unfiltered excitation forces measured directly from
force gauges to excitation forces calculated using a modified version of equations (6.7):
Fx = mJ x¨J + kJ (xJ − e0x)−QHx (6.8)
SFD forces QHx/y are computed according to equations (6.6) and the signal filtering
is identical to that of Section 6.6.2.
The agreement in these plots served as a final validation of the measurement and
filtering techniques as well as the rig model (over the frequency range considered).
Calculated SFD force signals, composed of filtered data from all sensors except the
force gauges, were shown to agree with unfiltered signals measured directly from the
force gauges.
6.7 Conclusions
This chapter has presented the entire practical system necessary to both perform and
validate the nonlinear empirical identification of an SFD bearing. The design and
methodology of the test rig has been presented and confirmed to be sound. A suite
of techniques were developed to facilitate the processing of raw rig data to generate
data suitable for ‘training’ purposes in an identification technique. Processed time
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signals were cross-validated and found to be highly accurate. Modal parameters of
the commissioned test rig were determined to enable the construction of a modal
model of the rig that may be used to run validation testing.
The following chapter deals with the identification and validation of the SFD using
the experimental data.
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Chapter 7
Empirical SFD Identification using
Neural Networks
This chapter presents an entirely novel approach to SFD modelling. The nonlinear
SFD function is identified from empirical data using a neural network based iden-
tification scheme. The Chebyshev technique of Chapters 4 and 5 is not amenable
to experimental identification of actual bearings; hence an alternate, neural network
approach is considered in this chapter. The SFD test rig of Chapter 6 is used to
generate training data. In this chapter nonlinear neural network identification of
the SFD force function is thoroughly validated and proven to provide unparalleled
function approximation.
A preliminary investigation concerning research presented within this chapter has
been accepted for publication in the proceedings of the refereed conference, ASME
Turbo Expo 2011 [61].
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7.1 Introduction
The benefits of empirically obtained SFD models over their theoretical counterparts
were outlined in Section 1.2 and Section 6.1. A review of the relevant literature is
presented in Section 2.8. Suffice to say that none of the reviewed literature consid-
ers nonlinear empirical identification of SFD force functions, nor the use of neural
networks in SFD modelling.
A neural network identification scheme is much better suited to empirical identifica-
tion than Chebyshev polynomial fitting. The nature of the Backpropagation training
scheme that is used [69] means that a certain degree of noise can be tolerated in the
training data. This is due to the fact that the network weights and biases are only
modified to reduce the network error for an individual training vector and not fully
eliminate it. Moreover, the computation of the coefficients of the Chebyshev poly-
nomial fits requires a prescribed grid of specific data points within the input domain
that is impossible to realise experimentally. In contrast, the shape and data loca-
tions of the input domain used to train the neural network is not dictated by the
identification technique. A neural network can be trained on any data that is avail-
able, adapting itself to the data it is fed. Another reason why the use of Chebyshev
polynomials is unsuitable for experimental identification is that it is not possible to
experimentally implement the reduction technique used in Chapters 4 and 5 (where
the variables e˙, ψ˙ were exchanged for a single variable q). Hence, the inclusion
of 4 input variables would be necessary for a non-axisymmetric system. Although
Chebyshev identification for greater than 3 input variables is possible, the procedure
becomes cumbersome [19].
The inputs to the network are taken to be the instantaneous Cartesian displacements
and velocities of the journal relative to the instantaneous position of the housing cen-
tre (xR, yR, x˙R, y˙R) and the network outputs are the forces Qx, Qy (Cartesian com-
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ponents are preferred over polar/radial/tangential components for both input and
output since they are directly determined by the experimental procedure). Omis-
sion of acceleration terms from the input means that inertia effects of the oil film
are neglected, as for the Chebyshev approach in Chapters 4 and 5. Moreover, like
the Chebyshev approach, it is assumed that the outputs of the identified model
are dependent only on the instantaneous values of the inputs and independent of
the history of the inputs and outputs i.e. the system to be identified is assumed
to be ‘memoryless’. This latter assumption was justified for an SFD in Chapter 2,
Section 2.8.1.
Since the system to be identified is taken to be memoryless, the neural network
architecture selected for use in this chapter is a static feed-forward network i.e. one
without delays in its input and no feedback of the outputs. The network will have
multiple layers of neurons with sigmoid transfer functions and will be trained by
Backpropagation. This network architecture and training algorithm was selected
for two key reasons: its proven performance as a nonlinear function approximator
within dynamical systems e.g. [70], and its rapid forward computation speed (i.e.
its speed at computing the output for given input, once trained) when compared to
other paradigms, such as radial basis function networks [71].
The chapter is structured as follows. Section 7.2 gives a brief review of Backpropaga-
tion network theory. Section 7.3 details the method of obtaining training data from
the test rig of Chapter 6 as well as the network training methods used. Section 7.4
validates the network’s SFD force computation accuracy by direct comparison be-
tween measured and neural network computed forces for input signals xR, yR that
are different from those used for training. Section 7.5 provides conclusive validation
of the neural network identification by comparing the vibration response of the test
rig to that predicted by a modal model of the test rig incorporating the identified
SFD, under a variety of excitation conditions and SFD static configurations (differ-
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ent from those used for training). For completeness, in Section 7.6 a theoretical SFD
model, developed in Chapters 3, 4 and 5, is used to produce test rig simulations; the
results are compared to both measured test rig responses and neural network based
simulations.
7.2 Backpropagation network theory
In this section, neural network theory directly concerning the identification technique
used in this chapter is presented. Fundamental concepts of the network architecture,
computation process and training scheme are described.
7.2.1 Network architecture
Figure 7.1a displays the full layout of a simple feed-forward network with two inputs,
two outputs and a single hidden layer with 4 neurons. Figure 7.1b displays the same
network only in a reduced matrix form. When an input vector x = [x1 x2]T is
applied to the network each element of x is weighted. The weighted inputs W(1)x
are then summed with the bias vector b(1) and input to the hidden layer activation
functions fh (). The outputs of the hidden layer a(1) are then fed into the input of
the next layer. The elements of a(1) are weighted, biased and summed as before;
the result is then fed into the output layer activation functions fo () to produce the
output vector y. The operation can be expressed in matrix form as:
y = a(2) = fo
(
W(2)a(1) + b(2)
)
(7.1)
where
a(1) = fh
(
W(1)x + b(1)
)
(7.2)
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(a) Full form of the network
(b) Matrix form
Figure 7.1: Feed-forward neural network with two inputs, a 4 neuron hidden layer
and two outputs
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Using this structure, a network with an arbitrary number of inputs, outputs and
hidden layers may be generated.
7.2.2 Activation functions
The activation function is the nonlinear transfer function used in the hidden and
sometimes output layer of a neural network. To perform well in a Backpropagation
network, an activation function must have three key characteristics: it must be
continuous, differentiable and monotonically non-decreasing [72]. The binary sigmoid
function (Illustrated in Figure 7.2) is frequently used in Backpropagation networks:
f (n) = 11 + e−n (7.3)
The sigmoid function squashes its inputs so that all outputs lie between zero and
one. In practice, some researchers choose to use different functions; however, the
basic shape remains very similar. The activation function provides the nonlinear
relationship within a neural network, without which nonlinear systems could not be
modelled [69]. A linear activation function is sometimes used in the output layer to
achieve a scaled output.
7.2.3 Initialisation
The initial choice of weights and biases influences how fast a network converges (if
at all) and, depending on the optimisation and learning algorithm, it can dictate
whether a network will reach a global or local minimum. During training, the opti-
misation technique is dependent upon both the output of the activation functions and
their derivatives; if either the activation function output or its derivative is zero there
will be no weight update and therefore no learning. For this reason the weights are
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Figure 7.2: The binary sigmoid function (Eq. (7.3))
usually initialised as low random numbers. It is common to train a network several
times using different initialisations to ensure that an optimum output is achieved.
7.2.4 Backpropagation training
To train a feed-forward network using Backpropagation, a set of training data is
required, comprising input and target vector pairs. A target vector differs from
an output vector in as much as the target vector is the desired output, whereas
the output vector is the actual network output. The term ‘Backpropagation’ refers
to the fact that, for a given input the resulting network error is fed back through
the network. Network training is essentially the minimisation of the error between
the output and target vectors. This minimisation is performed by arranging the
chosen error measure into a function of the weights and biases, and applying an
optimisation technique. The optimisation calculates the direction in which values
in the weight and bias matrices should be adjusted in order to minimise the error
function. The weights are adjusted accordingly and the procedure is repeated for the
next training pair. Classical algorithms use a gradient descent scheme to perform
the multi-dimensional optimisation. In modern Backpropagation algorithms more
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advanced optimisation schemes are generally used, since the gradient descent scheme
often arrives at local minima.
Fit quality can be improved by feeding the training data through the network a
number of times; each such run is called an ‘epoch’. Over-training a network leads to
memorisation of the data set and an inability to give correct outputs when presented
with an input that is not a member of the training set. An effective method used to
determine when to stop training is holding some of the training data aside to test the
network error. This test data is generally fed forward though the network at the end
of each epoch and then the decision is taken as to whether to continue training. Such
test data is fed forward through the network and so is never used for the training
itself (i.e. optimisation of the weights and biases). As long as the error computed
from the test data decreases, training continues. When the test error begins to rise
this is an indication that the network is over-learning and training should be stopped.
There is no clear-cut rule dictating the amount of training data required. However,
it is apparent (if perhaps unsurprising) that larger networks that are trained on
large data sets can achieve greater accuracy that small networks trained on a small
data set. Having a training set with many times (even orders of magnitude) more
training pairs than the number of neurons is conducive to achieving a network that
can generalise. This condition ensures that the network is not merely learning the
data set and is in fact learning the relationship.
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7.3 SFD identification network architecture and
training
7.3.1 Generating training data
The range and quality of data is a key factor in achieving good identification. The
input data (the relative displacements and velocities across the SFD) cannot be
prescribed to the test rig. Hence, a range of forcing functions (generated by the PC
and sent to the shaker amplifiers) must be selected that induce the desired coverage
of the input space. It is also of key importance that the data upon which the network
is trained is significantly different in nature from the data used in the post-training
validation (Section 7.4). For these reasons the training data were obtained using two
excitation signal types:
(a) band limited white noise signals applied (simultaneously) in the x and y direc-
tions
(b) ‘circular’ chirp signal
In excitation type (b), the combination of the shakers signals vx (t), vy (t) in the
x, y directions respectively simulated the centrifugal excitation from an out-of-
balance mass turning at a uniformly increasing speed. However, unlike an unbal-
ance mass, as frequency was increased excitation force amplitude was held constant
by maintaining constant voltage amplitude A. The circular chirp signal used had
linearly varying frequency and may be defined by:
vx (t) = A cos
(
2pi
{
∆fs
∆t
(
t2
2
)
+ fs0t
})
(7.4a)
vy (t) = A sin
(
2pi
{
∆fs
∆t
(
t2
2
)
+ fs0t
})
(7.4b)
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excitation signal type frequency
content (Hz)
voltage (RMS) quantity of
data taken (s)
10-100 0.07 10
10-100 0.14 10
clockwise chirp 10-100 0.21 10
...
...
...
10-100 1.63 10
10-100 0.07 10
10-100 0.14 10
anti-clockwise chirp 10-100 0.21 10
...
...
...
10-100 1.63 10
10-50 0.63 50
10-100 0.63 50
10-50 0.75 50
band limited white noise 10-100 0.75 50
10-50 0.88 50
10-100 0.88 50
10-50 1.00 50
10-100 1.00 50
Table 7.1: training data excitation signal properties
where ∆fs and ∆t are the change in the shaker (i.e. excitation) frequency (‘rotational
speed’) (Hz) and time (s) over the frequency shift duration respectively, fs0 is the
initial shaker frequency. The direction of the circular chirp (i.e. the direction of
rotation of the unbalance it is simulating) can be reversed by changing the sign of
fs0 and ∆fs, or simply by changing the sign of anyone of vx (t) or vy (t). Table 7.1
presents the various signal properties used in the creation of training data.
The test rig and data acquisition process used to generate training data is described
in detail in Chapter 6. SFD details are as per Section 6.2. The supply pressure was
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maintained at 0.8 bar throughout testing. The oil used was Shell Morlina 5 and was
maintained at a temperature 29°C.
Data was acquired at 3200Hz in 10 second blocks. The raw data was processed using
the method and parameters of Section 6.6. For each 10 second run, the processed
data was verified by testing agreement between the readings from different sensors
(see Section 6.6). For the identification process the journal was centred within the
housing in the static condition i.e. e0x = e0y = 0. Since a proximity probe records
the gap between its tip and a target, the displacements xR, yR were then determined
from the probes attached to the SFD housing (Figure 6.4) by subtracting their read-
ings in the static (centred) condition from their readings in the dynamic condition. It
is noted that, as shall be seen in the validation study, the profiles of the housing bore
and the journal were not quite circular due to manufacturing limitations. Hence, the
‘centred’ position of the journal was the one set by the experimenter in the identi-
fication process. This position was recorded as the datum for the measurement of
xR, yR in all subsequent validation studies (including those where the journal was
un-centred in the static condition). The relative velocity readings were determined
by integration of the signals x¨R, y¨R; this was preferred to the differentiation of xR, yR
due to the smoothing effect that is inherent in numerical integration. Time based
integration was used as per Section 6.6. The SFD force signal used in training was
computed according to equations (6.6), as recommended in Section 6.6.2. The hous-
ing centre displacements xH , yH in equations (6.6) were determined by subtracting
the readings of the probes attached to the rigid frame (Figure 6.4) in the static
condition from their readings in the dynamic condition. The static readings were
updated for each 10 second measurement (for each run the excitation was stopped
after 9 seconds of measurement). Updating the static location was necessary, since
even slight fluctuation in housing location (thought to be caused by small tempera-
ture variations) caused significant SFD force measurement error due to the relatively
170
high stiffness of the housing springs.
Once processed, the signals were cut to remove null vibration and ringing at the
extremities of the time signal, caused by the frequency domain filtering. The data
was re-sampled at 640Hz to achieve a significant difference between consecutive
data points. Finally, the data was jumbled to prevent similar training pairs being
presented to the network successively.
7.3.2 Network details
Training and implementation of the static multi-layer feed-forward network was per-
formed using the Matlab® Neural Network Toolbox on a standard desktop PC with a
2.13GHz dual core processor. The inputs and target outputs/actual network outputs
were normalised to fall within the limits ±1. The notation (˜) is used to represent the
normalised value of (). In total 473967 training pairs were used. Using such a large
data set, generated by a wide variety of excitation signals, ensures good coverage of
the input space while removing the possibility of the network memorising the data
set (which would cause loss of its ability to generalise). All layers used binary sig-
moid transfer functions. Training was stopped by the use of a test data subset that
comprised 20% of the initial training data. The mean square error (MSE) between
network outputs and the respective target data was determined after each epoch.
Training was stopped when a reduction in MSE between consecutive epochs was
not achieved. A further 20% of the training data was held back to be used to test
the quality of fit achieved by the network. For each network architecture and train-
ing algorithm trialed, training was performed 5 times from a low random number
weight initialisation. To quantify the fit quality achieved by a given network two key
parameters were determined using the test set, the MSE defined as [69]:
MSE = (yt − yn)
T (yt − yn)
N
(7.5)
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and the correlation coefficient [69]:
r = cov (yt,yn)
σytσyn
(7.6)
where σyt and σyn are the standard deviations of the elements of the target vector yt
(Q˜x or Q˜y from the test set) and the output vector yn (Q˜x or Q˜y from the network)
respectively, and cov (yt,yn) is their covariance defined as:
cov (yt,yn) =
(yt − yt)T (yn − yn)
N − 1 (7.7)
where N is the number of elements in the test vector and y represents a vector whose
elements are all equal to the value of the mean of the elements of y. The value of
the correlation coefficient is a measure of the linear dependence between the network
response and the target. A correlation coefficient of 1 means perfect correlation while
a value of 0 means no correlation.
7.3.3 Network architecture
Following experimentation and testing, a suitable network architecture was estab-
lished. A network that uses three hidden layers with an 8-9-8 neuron structure
was found to produce optimum identification. With reference to Section 7.2.1,
Figure 7.3 presents the optimised network architecture, where the input vector
x =
[
x˜R y˜R ˜˙xR ˜˙yR
]T
and the output vector y =
[
Q˜x Q˜y
]T
. The network
accuracy, as measured by the MSE and the correlation coefficient, was found to con-
verge at this network size. Using a network with more neurons or hidden layers was
found to provide only marginal improvement and slowed the forward computation
(i.e. computation of the network output for given input). Splitting the identification
into two networks, one computing Qx and one computing Qy (each using all four in-
put variables) was also tested. However, no discernible improvements were achieved
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trainlm® trainscg® trainbfg®
MSE : 5.726× 10−4 8.187× 10−4 8.928× 10−4
r for Qx : 0.97928 0.97085 0.96776
r for Qy : 0.98054 0.97164 0.96929
training time : 9930 s 27642 s 7313 s
Table 7.2: Comparison of fit quality using three training algorithms
and the computation time to produce both outputs for given input was almost dou-
bled. During architecture testing, the default backpropagation training algorithm of
the Matlab® Neural Network toolbox trainlm® was used. trainlm® updates weight
and bias values according to a multi-dimensional Levenberg-Marquardt optimisation
scheme [69].
7.3.4 Training algorithm
To ascertain the most effective network training paradigm, the network of Sec-
tion 7.3.3 was trained using two further training algorithms: trainscg® and trainbfg®.
The trainscg® algorithm updates weights and bias values according to the scaled
conjugate gradient optimisation technique [69]. The trainbfg® algorithm updates
weight and bias values according to a quasi-Newton scheme [69]. The MSE and cor-
relation coefficient for the best performing network of the three training algorithms is
presented in Table 7.2. It is clear that the trainlm® algorithm is superior in this ap-
plication. Therefore the neural network trained using trainlm® algorithm is selected
for the validation tests in the following Sections 7.4 and 7.5.
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7.4 Validation study 1: SFD force computation
The first step in the validation of the neural network was to test its ability to pre-
dict SFD forces for given input signals xR, yR, x˙R, y˙R obtained under conditions
that were significantly different from those used in the training. These tests en-
sured that the network had not simply learned to reproduce the training data set
but had learned the SFD input-output relationship. During this testing the test rig
parameters of Section 7.3.1 were maintained and the journal remained centred in
the static condition (i.e. e0x = e0y = 0). The identified neural network model was
tested by applying orthogonal shaker forces to the rotor that mimic the force gener-
ated by a rotating unbalance. Relative vibration across the film and the SFD forces
were measured under steady-state conditions. Figure 7.4 shows one revolution of the
steady-state orbit of the centred SFD when a shaker-generated rotating unbalance
force of ≈ 40 N amplitude and 40 Hz frequency is applied to the rotor. Figure 7.4(a)
shows the displacement orbit while Figure 7.4(b) shows the SFD force obtained in
three ways: (i) measured from the test rig using equations (6.6); (ii) predicted using
the trained neural network with the measurements for xR, yR, x˙R, y˙R as its inputs;
(iii) predicted using the feed-port FD scheme of Chapters 4 and 5, with the SFD pa-
rameters of Table 6.1 and using values for e, e˙, ψ, ψ˙ derived from the measurements
for xR, yR, x˙R, y˙R; lubricant supply pressure and viscosity were fixed at the exper-
imental values of 80 k Pa, 0.0056 Pa s respectively. Figure 7.5 presents the similar
plots obtained using a force signal with amplitude ≈ 90N and frequency 60Hz.
The clearance boundary, although generally assumed to be circular, was found to be
distorted. In light of this observation, FD-generated forces are plotted for two values
of the radial clearance c; one a nominal clearance of c = 0.09mm and also the mini-
mum clearance of c = 0.073mm. The clearance boundary profile in Figures 7.4, 7.5
is the measured trajectory of the journal relative to the housing obtained when
imposing circular excitation (shaker excitation simulating rotational unbalance) of
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Figure 7.4: SFD force computation using relative displacement and velocity data
from a centred orbit created by circular clockwise single frequency excitation at
40 Hz with amplitude of ≈ 40 N
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Figure 7.5: SFD force computation using relative displacement and velocity data
from a centred orbit created by circular clockwise single frequency excitation at
60Hz with amplitude of ≈ 90 N
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suitably high amplitude and very low frequency and no oil pumped in the clearance
(i.e. gently brushing the journal against the housing bore). All possible journal
trajectories were found to be contained within this boundary. In view of practical
machining tolerances and the small radial clearance, the assumption of a perfect
circular boundary is somewhat idealised. This further supports the need for identifi-
cation schemes and SFD models that are capable of accounting for non-axisymmetric
boundary conditions.
The results clearly show that the neural network has identified the SFD force func-
tion well. In Figure 7.4(b) the SFD force closely resembles the measured force. How-
ever, the theoretical FD-computed forces somewhat underestimate the measured
SFD force. The results of Figure 7.5(b) show a similar result. Again, the neural
network model performs much better than the theoretical model. It is noted that,
although the amplitude is underestimated by the FD model, both the FD and neural
network SFD models correctly predicts that the SFD force is dominated by the tan-
gential component, as is apparent from the location of marker ’×’ (that represents
a given instant in time) in Figures 7.4 and 7.5 . Further investigation concerning
vibration prediction using the FD based SFD model is presented in Section 7.6.
7.5 Validation study 2: test rig simulation using
identified SFD model
In this study the vibration response of the test rig under a variety of excitation
conditions and SFD static configurations (different from those used for training)
was compared to that predicted by a modal model of the test rig incorporating
the identified SFD. The modal test rig parameters determined in Section 6.3 were
used to build a modal model of the test rig that incorporates the trained neural
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network. Fixed frequency circular excitation was applied to the test rig and the
resulting vibration was recorded. The same excitation signal, as measured by the
force gauges, was then applied to the modal model and the predicted test rig response
was generated and compared with the measured response. The purposes of this
validation study were two-fold:
(a) To prove that it was, in fact, the SFD force functions Qx (xR, yR, x˙R, y˙R) and
Qy (xR, yR, x˙R, y˙R) that were accurately identified.
(b) To demonstrate the applicability and reliability of the identified model in pre-
dicting the rotordynamic response of a system that hosts the bearing.
Point (a) is relevant since, in the identification stage, inaccurate measurement or
computation of the input/output data would have caused the network to identify an
input-output relationship that did not correspond to that of the actual SFD. The
validation study of the previous section did not prove that the identified relationship
was that of the SFD. Indeed, if the same measurement or computation error in
the input/output data was performed in that validation study then the relationship
would have been deemed validated.
With regard to point (b), it is important to emphasise that the fact that the shaft is
not rotated in the present validation study does not in any way detract from proof
of applicability to rotordynamic systems. The dynamic response of an SFD is not
influenced in any way by the shaft rotation since the SFD journal is always prevented
from rotating (by retainer springs or dogs). By not rotating the shaft, the validation
study is made more accurate since the effect of the unknown residual unbalance in
the rotor (observed in the same rotor in [46]) is eliminated.
In this study, the test rig configuration was modified from that used in the identifi-
cation process by changing the static location of the SFD journal within the housing
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i.e. un-centreing the SFD journal, by slightly adjusting the attachment location of
the bar spring (11) to the frame (3) in Figure 6.2. Tests were conducted with two
types of shaker excitation:
(a) Circular excitation at single frequency fs, simulating the special case of single
frequency unbalance (SFU) excitation in aeroengines.
(b) Circular excitation at two frequencies fs1, fs2, simulating the more general
case of multi-frequency unbalance (MFU) excitation in two/three-spool aero-
engines which experience vibrations driven by unbalance excitations from rotors
running at different speeds. In this study the dual-frequency unbalance in a
twin-spool engine like that in Figure 1.1 is simulated. It is noted that the test
rig used in this study has one shaft and the two excitation frequencies are ap-
plied directly to it. With a real engine the unbalance excitations are applied
separately to the rotors. However, their effects are transmitted to each other
via the SFD bearings and flexible casing, resulting in a combination of the ex-
citation frequencies in the response [34]. Hence, both test rig and aeroengine
are nonlinear systems that are externally excited at two different frequencies.
7.5.1 Test rig modal model
The SFDs are considered as the only source of the nonlinearity. Hence, the nonlinear
dynamic system can be regarded as a linear system (the ‘linear part’ - Section 6.3)
acted upon by the motion-dependent nonlinear SFD forces and the shaker forces
(these latter being the forces that are external to the nonlinear dynamic system).
The linear system is composed of two uncoupled subsystems: (a) the flexible rotor
pivoted at one end and sprung at the other (Section 6.3.2), and (b) the support
structure (Section 6.3.1). As established in Section 6.3.1, the support structure
is equivalent to two uncoupled single degree of freedom systems, one in each of
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the xz and yz planes, thereby contributing two modes to the dynamic system. As
established in Section 6.3.2, the pivoted-sprung flexible rotor has 4 modes (two in
each of the xz and yz planes) within the working frequency range.
The equations of motion in modal space are therefore expressed as:
q¨ + Λq = HTf (xR, yR, x˙R, y˙R, t) (7.8)
In equation (7.8) q (t) is the R×1 column vector of modal coordinates, Λ is a diagonal
matrix of the squares of the natural frequencies ω1, . . . ωR. The vector f comprises
the shaker excitation forces Fx (t), Fy (t) and the SFD forces Qx (xR, yR, x˙R, y˙R) and
Qy (xR, yR, x˙R, y˙R). H is the modal matrix whose columns φ(r)x , r = 1 . . . R are the
mass-normalised eigenvectors evaluated at the degrees of freedom contained in the
vector u which comprises the dynamic displacements of the collar F , journal J and
bearing housing H:
u =
[
xF yF xJ − e0x yJ − e0y xH yH
]T
(7.9)
It is noted that f does not include the rotor weight since the static condition already
includes its effect. For state variables q, q˙ the vectors u, u˙ may be obtained:
u = Hq (7.10a)
u˙ = Hq˙ (7.10b)
This enables the determination of xR = xJ − xH , x˙R = x˙J − x˙H ,...etc, and hence
the computation of Qx,y (xR, yR, x˙R, y˙R) using the identified neural network model
of the SFD. Therefore, for given initial conditions q (t =0), q˙ (t =0) equation (7.8)
may be solved using a time marching scheme. Equation (7.8) was solved using
Matlab®’s Runge-Kutta integrator, ode45©. The numerical stiffness of the system
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of equations was sufficiently low to allow the use of an explicit integrator without
enduring excessive computation times (this avoided having to write a routine for the
Jacobian matrix of the system that is required by the much faster implicit integrators
like ode23s© or IRM). The modal matrix H was assembled using the results of
Section 6.3. SFD forces were computed using the trained network of Section 7.4. The
excitation forces Fx (t), Fy (t) used in the numerical integration were the unfiltered
signals acquired from the force gauges. For the single frequency circular excitation
case, Fx (t), Fy (t) were the result of the application of the following voltages to the
shaker amplifiers:
vx (t) = Acos (2pifst) (7.11a)
vy (t) = Asin (2pifst) (7.11b)
For the dual frequency circular excitation case, Fx (t), Fy (t) were the result of the
application of the following voltages to the shaker amplifiers:
vx (t) = A1cos (2pifs1t) + A2cos (2pifs2t) (7.12a)
vy (t) = A1sin (2pifs1t) + A2sin (2pifs2t) (7.12b)
7.5.2 Results
Figures 7.6-7.14 show the measured and predicted relative displacement orbits (yR vs xR)
as well as the frequency spectra of the relative displacement signals, for a variety of
test conditions. Data acquisition and signal processing was performed as per Sec-
tion 7.3.1. For each test case 9 seconds of steady-state data was acquired from the
test rig and and an equal amount of steady-state data generated from the modal
model. The fast Fourier transform (FFT) of both experimental signals and the
model generated signals was performed using 9 seconds of un-windowed steady-state
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Figure 7.6: Measured and predicted relative vibration of a centred SFD using a neural
network SFD model. Clockwise harmonic excitation was generated by feeding single
frequency sinusoidal voltage signals of amplitude 1 V and frequency fs = 40Hz to
the shaker amplifiers
vibration data. The orbit plots show data between 6 and 6.2 seconds.
7.5.2.1 Single frequency excitation with a centred SFD
Figure 7.6 displays the result from a centred SFD where the test rig is excited by
clockwise circular excitation generated by feeding sinusoidal voltage signals, of am-
plitude 1V and frequency fs =40Hz, to the shaker amplifiers. The orbit size, shape
and location are well predicted as is the frequency content. In Figure 7.7 the ex-
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Figure 7.7: Measured and predicted relative vibration of a centred SFD using a neural
network SFD model. Clockwise harmonic excitation was generated by feeding single
frequency sinusoidal voltage signals of amplitude 2.3 V and frequency fs = 60Hz to
the shaker amplifiers
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Figure 7.8: Measured and predicted relative vibration of an un-centred SFD using a
neural network SFD model, clockwise harmonic excitation was generated by feeding
single frequency sinusoidal voltage signals of amplitude 2.3 V and frequency fs =
60Hz to the shaker amplifiers
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Figure 7.9: Measured and predicted relative vibration of an un-centred SFD using
a neural network SFD model. Anti-clockwise harmonic excitation was generated by
feeding sinusoidal voltage signals of amplitude 2.3 V and frequency fs = 60Hz to the
shaker amplifiers
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Figure 7.10: Measured and predicted relative vibration of an un-centred SFD using
a neural network SFD model. Clockwise harmonic excitation was generated by
feeding single frequency sinusoidal voltage signals of amplitude 1.8 V and frequency
fs = 40Hz to the shaker amplifiers
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Figure 7.11: Measured and predicted relative vibration of an un-centred SFD using
a neural network SFD model. Anti-clockwise harmonic excitation was generated by
feeding single frequency sinusoidal voltage signals of amplitude 1.8 V and frequency
fs = 40Hz to the shaker amplifiers
188
Figure 7.12: Measured and predicted relative vibration of an un-centred SFD using
a neural network SFD model. Anti-clockwise harmonic excitation was generated by
feeding single frequency sinusoidal voltage signals of amplitude 1.8 V and frequency
fs = 40Hz to the shaker amplifiers
189
Figure 7.13: Measured and predicted relative vibration of an un-centred SFD using
a neural network SFD model. Anti-clockwise harmonic excitation was generated by
feeding sinusoidal voltage signals with two frequency components, of amplitude 2.3
and 1.7 V and respective frequencies of fs1 = 60 and fs2 = 100 Hz, to the shaker
amplifiers
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Figure 7.14: Measured and predicted relative vibration of an un-centred SFD using
a neural network SFD model. Anti-clockwise harmonic excitation was generated by
feeding sinusoidal voltage signals with two frequency components, of amplitude 2.3
and 1.7 V and respective frequencies of fs1 = 60 and fs2 = 100Hz, to the shaker
amplifiers
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citation is generated using voltage signals of amplitude 2.3 V and frequency 60Hz.
Again very good agreement between experimental measurements and model predic-
tions is achieved. Despite being marginally larger, the slight egg shape and slant of
the measured orbit is reproduced excellently by the model.
7.5.2.2 Single frequency excitation with an un-centred SFD
Figures 7.8-7.12 present results obtained with the journal un-centred within the
housing. This not only forces the identified SFD model to operate in the highly
nonlinear region of the clearance, it also represents a change to the test rig; the test
system is no longer the same as the system on which the SFD model was trained.
In the modal model the static offset was included by assigning appropriate values
to e0x and e0y.
In Figure 7.8 the clockwise circular excitation is generated using sinusoidal voltage
signals of amplitude 2.3 V and frequency 60Hz. The orbit plots clearly demonstrate
that the neural network has learned the shape of the SFD clearance. The agreement
in the size and shape of the measured and predicted orbit is very good. The frequency
domain plots show that the simulated response has the same frequency components
as the measured response. These components are harmonics of the excitation fre-
quency fs. The amplitudes of the measured and predicted frequency components are
in very good agreement, the relative sizes of the harmonics observed in the mea-
surement being replicated by the predictions. The effect of reversing the direction
of rotation of the circular excitation was investigated. To generate the results of
Figure 7.9 anti-clockwise single frequency excitation was applied to the shaker collar
with the same amplitude and frequency as used in the previous case. The correlation
between measurement and prediction is again very good, in terms of orbit size, shape
and frequency content. Comparison of Figures 7.8 and 7.9 shows that the shapes of
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the measured and predicted orbits have changed in a similar way. This alteration in
shape is due to the non-circular shape of the clearance boundary.
Figures 7.10 and 7.11 show the plots obtained for clockwise and anti-clockwise ex-
citations respectively, with the journal’s static offset moved to the opposite side of
the clearance. In either case the the excitation was the result of sinusoidal voltage
signals of amplitude 1.8 V and frequency 40 Hz. The correlation between predictions
and measurements provides further evidence that the neural network has thoroughly
learned the SFD force function over the entire clearance.
The results displayed in Figure 7.12 were selected for presentation because, unlike
other single frequency circular excitation readings, the measured data shows a clear
subharmonic of the shaker frequency fs. The neural network based prediction clearly
reproduces this subharmonic, further evidencing the ability of the network to repro-
duce nonlinear behaviour.
7.5.2.3 Multi-frequency excitation with an un-centred SFD
If a linear system is excited at two frequencies fs1, fs2 the frequency spectrum of its
response will contain only these two frequencies. On the other hand, the frequency
spectrum of a nonlinear system excited at two frequencies fs1, fs2 will contain com-
binations of the form n1fs1 + n2fs2 where n1, n2 are integers (positive, negative or
zero) [34]. These combinations were observed experimentally by Holmes and Dede
on a twin-rotor single-SFD test rig designed to reproduce the basic dynamics of the
twin-spool engine in Figure 1.1 (in that case the frequencies fs1, fs2 were the speeds of
the two unbalanced rotors). This phenomenon was observed and correctly predicted
in the present study.
Figures 7.13 and 7.14 show the results obtained for two different static journal offsets
but with the same dual-frequency excitation. The excitation was produced by the
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sum of two anti-clockwise circular voltage signals of frequencies fs1 = 60Hz, fs2 =
100 Hz and respective amplitudes of 2.3 and 1.7 V, as described by equations (7.12a),
(7.12b). In Figure 7.13 the orbits compare favorably, considering the operating
conditions. Moreover, the combination frequencies that crop up in the measurement
are correctly predicted, and the amplitudes of the measured and predicted frequency
components agree reasonably well. In Figure 7.14 the spring offset is moved to the
opposite side. The quality of the orbit prediction is seen to be remarkable. The
FFT of the prediction reproduces all the combination frequencies that turn up in
the measurement and there is very good agreement between the amplitudes of the
predicted and measured frequency components.
7.6 Test rig simulation using FD based SFD mod-
els
In this section a selection of the predictions presented in Section 7.5 are recalculated
using a Chebyshev-identified feed-port FD SFD model instead of the empirical neural
network SFD model within the calculations of the test rig model of Section 7.5.1 The
basis FD SFD model uses the same parameters as in Section 7.4 with a clearance
of c = 0.09 mm. The Chebyshev identification scheme used is the enhanced coefficient
reduction routine presented in Chapter 5. The Chebyshev reduction scheme was used
in place of the direct FD solution to save computation time. The identification was
verified by FD using short 0.2 s runs prior to producing the 9 s of data required for
effective frequency analysis.
Figure 7.15 presents the predicted and experimental results for a centred SFD under
clockwise circular excitation generated by a shaker input signal of 2.3 V amplitude
and frequency 60 Hz, as for the previously presented results in Figure 7.7. The
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Figure 7.15: Measured and predicted relative vibration of a centred SFD using a ‘FD-
Chebyshev’ SFD model. Clockwise harmonic excitation was generated by feeding
single frequency sinusoidal voltage signals of amplitude 2.3 V and frequency fs =
60Hz to the shaker amplifiers
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Figure 7.16: Measured and predicted relative vibration of an un-centred SFD using
a ‘FD-Chebyshev’ SFD model. Clockwise harmonic excitation was generated by
feeding single frequency sinusoidal voltage signals of amplitude 1.8 V and frequency
fs = 40Hz to the shaker amplifiers
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Figure 7.17: Measured and predicted relative vibration of an un-centred SFD using
a ‘FD-Chebyshev’ SFD model. Anti-clockwise harmonic excitation was generated
by feeding sinusoidal voltage signals with two frequency components, of amplitude
2.3 and 1.7 V and respective frequencies of fs1 = 60 and fs2 = 100Hz, to the shaker
amplifiers
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measured and simulated results in Figure 7.15 compare well and the FD-Chebyshev
simulation performance (Figure 7.15) is almost as good as its neural network coun-
terpart (Figure 7.7.), despite the noticeable underprediction in Figure 7.5. Using
the neural network based rig model to generate 9 seconds of vibration data used to
generate Figure 7.7 took 931 seconds, the equivalent FD-Chebyshev based simula-
tion took 549 seconds. Figure 7.16 presents measured and predicted results for the
case of an un-centred SFD, as for the previously presented case in Figure 7.10. The
FD-Chebyshev simulation in Figure 7.16 correctly predicts the locations of the fre-
quency components. However, comparing with Figure 7.10, it is clear that the neural
network model produces far superior predictions of the amplitudes of the frequency
components, especially concerning xR. Finally, the un-centred multi-frequency case
is considered. Figure 7.17 presents the measured and predicted results for excitation
produced by the sum of two anti-clockwise circular voltage signals of frequencies
fs1 = 60Hz, fs2 = 100Hz and respective amplitudes of 2.3 and 1.7 V, as for the pre-
viously presented case in Figure 7.14. The FD-Chebyshev model result in Figure 7.17
is comparable to the measured data. However, the prediction is clearly inferior to
that produced by the neural network SFD model in Figure 7.14; precise orbit shape
reproduction is not achieved and the amplitudes of the frequency components are
not impressively predicted. However, the model does reproduce the nonlinear effects
of the SFD and the location of frequency components is predicted with some efficacy.
It is important to note that the FD-Chebyshev model assumes a circular boundary as
shown in Figures 7.15, 7.16, 7.17. This somewhat limits the degree to which compar-
ison between neural network based simulations and the present FD-Chebyshev sim-
ulations can be considered fair. However, since the Chebyshev identification scheme
is capable of the inclusion of non-axisymmetric boundary conditions, efficient com-
putation of numerical SFD models, that include the effects of distorted boundaries,
may be performed using the identification scheme of Chapters 4 and 5. The underly-
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ing numerical model would require significant reworking but the Chebyshev scheme
would be directly applicable.
7.7 Conclusions
In this chapter a novel nonlinear SFD identification technique based upon empirical
data has been introduced and thoroughly validated. A static multi-layer feed-forward
neural network, trained by backpropagation, was used to relate SFD forces to the rel-
ative motion across the squeeze-film clearance. Network architecture was optimised
to provide the fastest forward computation possible while maintaining network per-
formance. The network was trained using a large data set generated by applying
custom excitation signals to the shaft. Three training algorithms were tested and
the best performing algorithm was selected to train the neural network.
Initial validation of trained network performance was ascertained by applying exci-
tation signals to the test rig that were different in nature to those used to produce
training data, and comparing measured SFD forces to network-predicted forces. This
was performed for a simple case of centred vibration and it was shown that the neural
network predictions closely resembled the measured forces. Moreover, the network
prediction was shown to provide significantly more reliable prediction than an ad-
vanced numerical model. This is due to the inherent ability of empirical identification
to capture the complexities of the SFD force input/output relationship and account
for any imperfections within the SFD geometry.
A more rigorous validation study was then performed, using a modal model of the
test rig that incorporated the neural network SFD model. The aims of this study
were to prove conclusively that it was indeed the SFD force function that was iden-
tified and to demonstrate the applicability and reliability of the identification for the
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prediction of the test rig’s nonlinear dynamic response. The study achieved these
aims since the network-based model correctly predicted the test rig vibration under
a variety of excitation conditions and SFD static offsets (different from those used
for training). The capability of the network-based model to reproduce measured
nonlinear effects like super-harmonics, subharmonics and combination frequencies
under dual-frequency excitation was demonstrated. The influence of the distorted
clearance boundary was evident in the results and it has been demonstrated that
its effect is captured by the neural network model. Substitution of the empirical
neural network model with a computational model that assumed a circular clearance
boundary generally resulted in inferior-quality predictions, with regard to orbit size,
shape and frequency component amplitudes. Nonetheless, such predictions still man-
aged to capture the salient nonlinear features e.g. the location of the combination
frequencies in dual-frequency excitation.
The importance and novelty of this work may be fully appreciated when it is consid-
ered that previous empirical identification research has been limited to highly restric-
tive and idealised techniques based upon cross coupled linear models e.g. [30, 54], as
discussed in the literature review of Chapter 2.
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Chapter 8
Conclusions and Proposal for
Future Research
8.1 Conclusions
Prior to the work of this thesis, the deployment of advanced/reliable SFD models in
rotordynamic analysis was severely restricted. This thesis has significantly reduced
this restriction through system identification techniques. Two novel SFD nonlinear
identification techniques have been presented and have been shown to provide signifi-
cant benefits with regards to computation time and accuracy. The first identification
scheme was focused on the rapid deployment of advanced theoretical bearing models,
essential at the design stage. The second scheme used empirical data to identify the
SFD force function. Empirical identification was shown to be capable of capturing
effects that are difficult to model and that may be individual to a particular SFD.
A summary of the conclusions is given in the following two sections. The reader is
referred to the specific conclusions of Chapters 4-7 for further details.
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8.1.1 Identification of theoretical SFD models
The advantages of the theoretical identification technique were discussed in Chap-
ter 4, Section 4.6. To summarise, the Chebyshev polynomial technique developed
overcame the limitations of previous interpolation approaches through the following
three features:
1. A reduced number of input variables with a clearly defined finite range
2. Interpolation of the pressure distribution rather than the bearing force
3. Division of the pressure function into its static and dynamic parts
These manipulations allowed for efficient and accurate identification in the pres-
ence of cavitation and in the presence of the groove, feed-ports and end-plate seals,
while making no assumptions concerning the range of the input variables, cavitation
truncation pressure or the axial symmetry of boundary conditions.
The novel Chebyshev polynomial technique was repeatedly demonstrated to reduce
computation times by a factor of 10 or more when compared to equivalent FD solu-
tion. Dynamic simulations were performed on a simple on SFD rotor-bearing system
(Chapter 4) as well as a complex multi-SFD full engine model provided by a lead-
ing manufacturer (Chapter 5). Results for the vibration response obtained using
Chebyshev-identified FD bearing models were compared to the results obtained us-
ing SFD forces computed via the direct numerical solution of the FD form of the
Reynolds equation. The correlation between the two sets of results was found to be
excellent every time, irrespective of the rotordynamic system hosting the identified
SFDs.
The use of the Chebyshev SFD model within a full engine simulation (Chapter 5)
in fact offered much more than further validation of the Chebyshev technique. The
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integration of the FD-based Chebyshev SFD model within recently introduced highly
efficient whole-engine rotordynamic solvers [5, 6] fulfilled the ultimate aim of tack-
ling the complexity of both the engine structure and the SFD bearing (respectively
referred to as challenges (a) and (b) in Section 1.2). The integrated suite comprised
the impulsive response method (IRM) for time domain analysis [6], the receptance
harmonic balance method (RHBM) for frequency domain analysis [5] and the novel
identified form of advanced SFD models for use within the IRM and RHBM. This has
enabled, for the first time, nonlinear time and frequency domain analysis of the un-
balance response of a full aeroengine model that incorporates high accuracy bearing
models, capable of accounting for complex geometric boundary conditions. Simula-
tions were performed in reasonable time frames on a standard desktop PC with a
3GHz dual-core processor, thereby demonstrating the efficacy of the integrated suite
of techniques.
The necessity for advanced SFD models that can account for complex geometric
boundary conditions was demonstrated in Chapter 4, where published experimental
results from a simple rotor-bearing test rig were compared with predictions obtained
from both advanced numerical SFD models and simplified analytical SFD models.
Such an analysis revealed that:
1. Neglecting interactions between the feed-groove and SFD lands can lead to
significant underestimation of SFD forces;
2. The common assumption of a fixed pressure lubricant supply condition is in-
adequate and caused artificial shifting of the predicted critical speed under
certain conditions;
3. The effect of omitting circumferential pressure gradients when solving Reynolds
equation is negligible for a short SFD even if it has significant sealing. This
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proved that it is not possible to theoretically relate the end-leakage factor (λ) [15]
to the SFD parameters.
8.1.2 Identification from empirical data
The work presented in Chapter 7 of this thesis, supported by the work of Chap-
ter 6, demonstrated the implementation and extensive validation of an entirely novel
SFD identification technique. Highly accurate nonlinear identification of the em-
pirical input-output relationship of an SFD was achieved using a static multi-layer
feed-forward neural network trained by backpropagation. The outputs of this neural
network were the Cartesian (x, y) components of the instantaneous SFD force and
the inputs were the Cartesian (x, y) components of the instantaneous displacement
and velocity of the journal relative to the bearing housing. A modal model of the rig
that incorporated the neural network SFD model produced accurate predictions of
the test rig vibration, confirming that the identification scheme had in fact learned
the relationship between relative displacement and velocity across the film and SFD
forces. The trained network was shown to be capable of predicting complex nonlin-
ear phenomena with remarkable accuracy, including the formation of combination
frequencies from the dual-frequency excitation applied to the test rig. It was also
clear that the identification scheme had learned the irregular SFD clearance shape
peculiar to the tested SFD. In fact, an SFD computational model that assumed a
circular clearance boundary generally resulted in predictions of significantly inferior
quality, albeit still managing to capture the salient nonlinear features
It is concluded that an empirically trained neural network is capable of modelling the
SFD force function in a way that could not realistically be achieved by a theoretical
model or a linear fit to the empirical data, as has been done in the past. Complexities
of the function, as well as characteristics that may be particular to an individual SFD,
are inherently contained within the network, if correctly constructed and trained.
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8.2 Proposal for future research
It is proposed that future research, developing the work in this thesis, should include
one of the following topics:
• Solution of the nonlinear inverse problem.
– In this problem the unbalance is quantified from vibration measurements
of the casing/bearing housings, using a structural model and an identified
model of the nonlinear elements (SFDs in an aeroengine).
• The use of identification techniques to provide the link between commercial
CFD code and rotordynamic simulation.
– In Chapters 4 and 5, FD solutions of the incompressible Reynolds equa-
tion were deployed in rotordynamic systems using nonlinear identification
techniques. Whereas the direct use of FD solutions to the Reynolds equa-
tion within complex rotor systems is computationally highly unattrac-
tive but still possible to some extent, the integration of commercial CFD
hydrodynamics is utterly unfeasible. However, CFD generated pressure
distributions, or resulting forces, may be used as ‘training data’ for non-
linear identification techniques. The identified CFD model may then be
deployed within a rotordynamic system. It is noted that a tailored iden-
tification scheme would almost certainly be required. The CFD approach
would be useful to solve the Navier-Stokes Equations for consideration of
the fluid inertia effect. The accompanying identification technique would
be based on a neural network, since the extra acceleration input variables
would make the Chebyshev interpolation computationally cumbersome.
• The use of nonlinear identification techniques for two-phase bubbly oil SFDs.
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– This would allow rapid implementation of the models developed in refer-
ences [21, 38, 42]. As discussed at the end of Section 2.8.1, the outputs
of these models appear to be functions of the instantaneous values of the
displacement/velocity inputs. Hence, the memoryless identification tech-
niques used in this thesis (Chebyshev and static neural network) would
still be applicable.
• The use of nonlinear identification techniques to model compressible bearings,
such as foil-air bearings.
– It was noted in Section 2.8.1 that, for an air bearing, the compressible
Reynolds equation contains a term ∂ (ph) /∂t [52], which means that the
pressure distribution (and hence the bearing force) is a function of the
time histories of the inputs and the output. This means that the sys-
tem has memory i.e. is hysteretic. Therefore, as discussed at the end of
Section 2.8.1, dynamic neural networks based on recurrent routines, in-
corporating time-delayed versions of the input and time-delayed fed-back
versions of the output, would need to be employed as done for the identi-
fication of a magnetic bearing in [53] and the magnetorheological damper
in [55].
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Appendix A
Identification Test Rig Details and
Further Figures
A.1 Further figures
Figures A.1, A.2 and A.3 present detailed drawings of significant items manufactured
while commissioning the test rig. The bar spring of Figure A.3 has a design stiffness
of 270 kN/m, based upon a fixed-fixed beam.
A.2 Pseudo inverse modal fitting technique
This appendix details the technique used to determine the undamped, non-rotational
modal parameters of the linear subsystem of section 6.3.2. The method is a modified
form of the technique presented in reference [35]. The modal parameters are com-
puted from the measured accelerance frequency response function α˘ij (ω), where ω
is a generic frequency. If structural damping is neglected, then the imaginary part
216
Fi
gu
re
A
.1
:
Sh
ak
er
m
ou
nt
in
g
fra
m
e
as
se
m
bl
y
dr
aw
in
g
-N
T
S
217
Fi
gu
re
A
.2
:
Sh
ak
er
co
nn
ec
tio
n
co
lla
r
-N
T
S
218
Fi
gu
re
A
.3
:
R
ot
or
ba
r
sp
rin
g
-N
T
S
219
of α˘ij (ω) is negligible and the real part of the function α˘ij (ω) can be approximated
by a modal series, truncated beyond q modes [68]:
Re (α˘ij (ω)) ≈
q∑
r=1
A
(r)
ij
ω2r/ω
2 + 1 (A.1)
where ωr, r = 1 · · · q is the undamped natural frequency of the subsystem in mode r
and A(r)ij is the corresponding modal constant, given by [68]:
A
(r)
ij = φ
(r)
i φ
(r)
j (A.2)
where φ(r)i/j is the mass-normalised mode shape of mode r evaluated at position i/j.
The natural frequencies ωr were determined by locating resonances in the frequency
response.
To obtain the modal constants A(r)ij equation (A.1) is expressed in matrix form at
p selected frequencies ωsel1 · · ·ωselp :

Re (α˘ij (ωsel1))
...
Re
(
α˘ij
(
ωselp
))
 =

1
ω21/ω
2
sel1
+1 · · · 1ω2q/ω2sel1+1... . . . ...
1
ω21/ω
2
selp
+1 · · · 1ω2q/ω2selp+1


A
(1)
ij
...
A
(q)
ij

which may be expressed as:
r = Ea (A.3)
If p > q, i.e. more points are taken than the number of unknown modal constants,
then:
a = E⊥r (A.4)
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where E⊥ is the pseudo inverse of E given by:
E⊥ =
(
ETE
)−1
ET (A.5)
By performing modal fits using both the point accelerance α˘ii (ω) and the transfer
accelerance α˘ij (ω), A(r)ij and A
(r)
ij are obtained for r = 1 · · · q. Then:
φ
(r)
i =
√
A
(r)
ii
φ
(r)
j =
A
(r)
ij√
A
(r)
ii
(A.6)
A.3 Signal processing routines
This section presents the fundamental theory of the significant signal processing
techniques used to process raw data from the test rig of Chapter 6. All of the routines
are designed for use on discrete, uniformly sampled, oﬄine time-series data x (tj)
for j = 1 . . . N , where N is the data length.
A.3.1 Time domain processing
A moving average filter is used to reduce random noise from measured data. For
an M point average of the discrete signal x (tj). The filter is defined as:
xˆ (tj) =
1
M
(M−1)/2∑
j=(1−M)/2
x (tj) (A.7)
where xˆ (tj) is the filtered time signal and M only takes odd values. Numerical
differentiation is performed using a central difference scheme defined by:
x˙ (tj) ≈ x (tj+1)− x (tj−1)2∆t (A.8)
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where ∆t is the sample time.
The numerical integration scheme uses a trapezoidal cumulative sum algorithm, de-
fined as:
x (tj) ≈
j∑
j=2
{
x˙ (tj−1) + x˙ (tj)
2 ∆t
}
+ x (t1)
A.3.2 Frequency domain processing
The frequency domain signal processing techniques developed for use within the work
of this thesis are based upon using the Fourier transform to move a time-series signal
into the frequency domain, manipulating the signal while in the frequency domain,
and recovering the processed signal back to the time domain. Transformation of
data to and from the frequency domain is performed using Matlab®’s FFT and
IFFT routines. For a vector length N , the Matlab® FFT is defined as [73]:
X (ωk) =
N∑
j=1
x (tj)σ(j−1)(k−1)N (A.9)
and the IFFT as:
x (tj) =
( 1
N
) N∑
k=1
X (ωk)σ−(j−1)(k−1)N (A.10)
where σN = e(2pii)/N , i =
√−1, ωk = k (∆ω) and ∆ω = 1/ (∆tN)Hz.
The band-pass filter removes frequency components from a time signal that lie out-
side a predefined band. The FFT of the time-series data is taken according to
equation (A.9). A search is then performed to find frequency components (positive
or negative) that lay outside the prescribed range, these components are set to zero.
The IFFT (equation (A.10)) is used to recover the filtered time signal. The filter is
designed to support multiple passes.
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Time-series signals may by differentiated and integrated using simple manipulations
within the frequency domain. The differentiation routine developed is based upon
the result of equation (A.11):
x˙ (tj) =
( 1
N
) N∑
k=1
{2piiωkX (ωk)}σ−(j−1)(k−1)N (A.11)
For the integration routine:
ˆ tj
x(τ)dτ =
( 1
N
) N∑
k=1
{
X (ωk)
2piiωk
}
σ
−(j−1)(k−1)
N (A.12)
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