Many natural communities are spatially distributed, forming a network of 16 subcommunities linked by migration. Migration patterns are often asymmetric and 17 heterogeneous, with important consequences on the ecology and evolution of the species. Here 18
migration decreases the metacommunity's tolerance to challenging environments, but increases 23 its resilience to transient perturbations. This apparent paradox occurs because tolerance to a 24 constant challenge depends on the weakest subpopulations of the network, while resilience to a 25 transient perturbation depends on the strongest ones. 26 27 One Sentence Summary: Asymmetric migration decreases the stability of experimental yeast 28 metacommunities but increases their resilience to transient shocks. 29 
31
Main Text: 32 33 Natural populations are spatially distributed, often in a way in which neighboring populations are 34 linked to each other by migration. These complex populations are called metapopulations (1-6) 35 or, when they contain several coexisting species, metacommunities (7, 8) . Natural 36 metacommunities often have heterogeneous connectivity (some subpopulations have more 37 neighbors than others) and asymmetric migration patterns (the net flow of individuals between 38 any two subpopulations can be non-zero). Extreme examples are dendritic networks, in which 39 several nodes of each level connect to a single node in the next one (9). For example, river basins 40 give rise to dendritic metacommunities, with all tributaries being connected to their parent river 41 (and with highly asymmetric migration due to water currents) (9-15). Besides dendritic 42 networks, many natural metacommunities have heterogeneous connectivity and asymmetric 43 migration patterns (16, 17) . 44 A major challenge is understanding how the structure of metacommunities influences the 45 ecology and evolution of the involved species. Spatial structure usually increases the biodiversity 46 of metacommunities (8, (18) (19) (20) (21) (22) (23) , and may enhance particular interactions such as cooperation 47 (24-26). It may also have profound effects on the ability of a species to survive environmental 48 deterioration and transient perturbations. This question has been studied extensively, especially 49 for metapopulations but also for metacommunities (20, (27) (28) (29) (30) (31) (32) (33) . Given the complexity of these 50 systems, results are mixed: Depending on the conditions, spatial structure may increase (20, 27-51 30) or decrease (29-32) the system's ability to survive in a challenging environment. Results 52 from stability theory in dynamical systems may help identify the main factors determining each 53 outcome (34). For example, well-mixed populations and communities have been shown to cross 54 a tipping point as the environment deteriorates, leading to a sudden collapse of the population 55 rather than a smooth decline towards extinction (35-37). This detailed understanding allows 56 predicting how different factors affect the stability of the populations, and has also helped to 57 demonstrate that generic indicators such as critical slowing down can predict the collapse of the 58 system (34, 35, (37) (38) (39) . Extending this approach to metacommunities requires taking into 59 account the effect of migration on the density of the subpopulations. This effect is often 60 neglected, as the most studied effect of migration is to propagate species to locations where they 61 are not present (5, 6, (40) (41) (42) . Yet in many cases migration may be strong enough to have a 62 significant effect in the density of the subpopulations-the so-called mass effects (7, 43)-, 63 which in turn may determine their survival and composition (via density-dependent selection). 64 We addressed these questions experimentally taking advantage of the high-throughput and short 65 generation times of microbial microcosms, which allow us to study metacommunities over 66 hundreds of generations. We chose a simple community formed by two strains of budding yeast 67 (Saccharomyces cerevisiae) growing on sucrose. These cells cannot metabolize sucrose directly; 68 one of the strains (the producer) produces an enzyme that breaks down sucrose into glucose and 69 fructose, which can be metabolized by the cells. This reaction does not take place inside the cell, 70 but in the periplasmic space between the cell membrane and the cell wall, so most of the 71 products (~99%) diffuse away, acting as a public good that can be used by any nearby cell. Cells 72 that do not produce the enzyme can benefit from the public good without paying the cost of 73 producing it (Fig 1A) (44, 45) . This simple community therefore contains three important 74 interactions: cooperation among individuals of the producer strain, facilitation between the 75 producer strain and the non-producer one, and competition for resources. Also, the production of 76 a public good gives rise to an Allee effect (i.e. the growth rate of the population is higher at 77 intermediate densities than at low densities, due to the accumulation of public good). Because of 78 this Allee effect, the population size does not diminish smoothly when conditions deteriorate, but 79 undergoes a catastrophic collapse when the density of producers falls below a critical threshold 80 (35, 36) . This sudden collapse makes our experimental system ideal to study the stability of the 81 metacommunity. 82 Additionally, this system presents both frequency-and density-dependent selection. When the 83 population contains enough producers to make the public good plentiful, non-producers have the 84 advantage of not paying the production cost, so they will increase in frequency. However, if too 85 few producers are present the public good will be so scarce that the small amount imported by 86 producers before it diffuses away will allow them to grow faster than the non-producers. These 87 two effects create negative frequency-dependent selection, in which each strain is at a 88 disadvantage when too frequent, and the population tends toward an intermediate fraction of both 89 strains ( Fig. 1A , left inset) (44, 46) . This equilibrium fraction of producers in turn depends on 90 the overall density of the population, giving rise to density-dependent selection: the same 91 fraction of producers in a denser population entails more producer cells, hence more public good 92 and greater advantage for the non-producers. Therefore, the equilibrium fraction of producers is 93 lower in denser populations ( Fig. 1A , right inset)(36). 94 This density-dependent selection may have important consequences in metacommunities, 95 because asymmetric migration may lead to unequal densities in different nodes, and hence 96 unequal fractions of producers. To study this effect, we compared isolated well-mixed 97 communities to metacommunities with heterogeneous connectivity, in which a central node is 98 connected to 9 side nodes (star network in Fig. 1B) . As a control, we also tested 99 metacommunities with homogeneous connectivity and symmetric migration (fully connected 100 networks in Fig. 1B) . In every time step, a fraction m of the cells in each node migrate to 101 neighboring nodes, distributing evenly among them ( Fig. 1B) (47). This fraction m of migrants is 102 independent of the number of neighboring nodes, as is for example the case for organisms with a 103 specialized dispersal stage. This migration scheme leads to asymmetric migration in 104 heterogeneous networks, because the proportion of migrants traversing a link in each direction 105 depends on the degree of the two connected nodes, with net migration flowing from the less 106 connected to the most connected one (Fig. 1B, center) . In the star network, net migration flows 107 from the side nodes towards the center, which should lead to lower density on the sides and 108 higher in the center, and therefore an increased fraction of producers in the sides and decreased 109 in the center. 110 To determine how heterogeneous networks affect the frequency of producers in the 111 metacommunity, we performed experiments comparing isolated nodes, 10-node star networks, 112 and 10-node fully-connected networks. All populations underwent a daily dilution-migration-113 growth procedure: At the beginning of each day, all cultures were diluted in fresh medium by a 114 factor 650. A fraction m of the remaining cells in each node then migrated to neighboring nodes, 115 distributing uniformly among them (Fig. 1B) . The cells then grew for 23 hours, until the next 116 dilution-migration step. We chose a migration rate m=0.6, which corresponds to around 6% per 117 generation (cells undergo around 10 generations in every growth cycle). 118 We found that network heterogeneity increases the overall fraction of producers. Regardless of 119 the initial fraction, isolated populations and fully connected networks converge to having around 120 8% producers, while star networks show a two-fold increase over this value (Fig. 1C) . 121 Heterogeneous metacommunity structure therefore favors the public-goods producers in this 122 system. 123 Furthermore, producer fraction increased in all nodes of the heterogeneous networks, including 124 the central one ( Fig. 2A) . As predicted, migration in the star network resulted in lower density 125 for the side nodes and higher density for the central node, as compared to isolated populations 126 ( Fig. 2B ). Yet both side and central nodes showed an increased fraction of producers ( Fig. 2A) . 127 This increase in producer fraction is expected for the side nodes, as they experience a higher 128 effective dilution rate due to asymmetric migration, thus leading to a decrease in cell density that 129 favors producers due to the density-dependent selection (Fig. 1A) . In contrast, the increased 130 density in the central node should produce a decrease in the fraction of producers, as is indeed 131 the case at the beginning of the experiment ( Fig. 2A , days 1-5). However, the central node 132 receives a large number of migrants from the side nodes. Therefore, once the fraction of 133 producers in the side nodes is high enough, immigration into the central node increases its 134 fraction of producers in spite of its high cell density. The heterogeneous network structure in our 135 star network therefore increases the producer fraction in all nodes throughout the network. 136 To further understand these effects, we built a simple phenomenological model that incorporates 137 negative frequency-dependent selection and density dependent selection. In this model, both 138 strains grow logistically up to a common carrying capacity K. Their growth rates increase with 139 the amount of available public good, which we assume to be proportional to the density of 140 producers (Np). We assumed Michaelis-Menten dynamics for this increase, with kM being the 141 density of producers needed to produce enough public good to bring growth rate to half its 142 maximum value. Because of the small fraction of sugars imported directly by producers, they 143 benefit from an extra quantity  of public good (44). Finally, producers pay a small cost c for 144 producing the public good ( Fig. 2C) . We used this model to simulate daily growth followed by 145 650x dilution and migration. This simple model successfully reproduces the increase in producer 146 fraction that we observed experimentally ( Fig. 2D,E) . 147 This phenomenological model also predicts the impact of heterogeneous structure on the 148 metacommunity's stability in the face of deteriorating environments. In isolated populations, 149 increasing the daily dilution factor eventually leads to a catastrophic collapse of the population 150 (35, 36) . Our model predicts that migration in the star network will favor this collapse, which 151 will occur with milder dilution rates when migration rate is higher (Fig. 3A) . This anticipated 152 collapse happens because the lower density of the side nodes makes them incapable of sustaining 153 the combined burden of dilution and net outward migration. Once the side nodes have collapsed, 154 the central node receives no inward flux yet still has an outward flux of migrants, thus causing 155 the central node to go extinct soon thereafter. Our model therefore predicts that heterogeneous 156 metacommunities will go extinct in milder environmental conditions than isolated populations, 157 despite the higher producer fraction present in the heterogeneous network. 158 To experimentally test this prediction of premature collapse, we compared the survival ability of 159 isolated populations with that of the10-node star networks over daily dilution factors from 400 to 160 2000. As predicted by the model, star networks collapse at lower dilution rates (Fig 3B) . For 161 example, at a dilution rate of 1300 all four isolated populations survived, whereas none of the 162 three star networks survived (Fig 3B, inset) . Therefore, isolated populations are better able to 163 survive challenging environments than populations connected in a heterogeneous network. 164 Previous reports have shown that a system close to a catastrophic collapse is less capable of 165 recovering from harmful shocks (35, 36, 38, 46) . In line with this, one would expect 166 heterogeneous networks to be less likely to recover from perturbations than isolated populations, 167 since for a given dilution rate the heterogeneous networks are closer to the tipping point. We 168 investigated this prediction with the model, finding that it is only fulfilled in the immediate 169 vicinity of the heterogeneous network's tipping point. For most conditions, asymmetric 170 migration increases the resilience of the metacommunity to a transient shock (in particular a 171 transient decrease in population density) ( Fig. 4A) . To test whether this result depends on the 172 nature of the perturbation, we investigated the metacommunity's resilience to both dilution 173 shocks and growth rate shocks (i.e. decreasing the growth rate during one cycle). In both cases, 174 we find higher resilience for star networks than for isolated nodes (Fig. 4B) . 175 We tested experimentally this counterintuitive prediction or higher resilience in the 176 metacommunity, by subjecting yeast populations to a growth-inhibiting high-salt environment 177 (32 g/L) during one day. As predicted by the model, all three heterogeneous networks recovered 178 after the shock, while four of the five isolated populations went extinct (Fig. 4C) . We therefore 179 find that, despite being less able to survive sustained exposure to challenging environments, 180 heterogeneous networks are more resilient to transient environmental perturbations. 181 The surprising resilience of our star network is due to the increase in both density and producer 182 fraction at the central node, which combine to increase the total number of producers present in 183 the population. The salt shock leads to a smaller population in every node, which could take the 184 density of producers below the threshold required for population survival. The increased number 185 of producers allows the central node to survive perturbations that would drive isolated 186 populations extinct. The side nodes of the network are not so resilient (because of their lower 187 density), but they can be reseeded from the central node once the shock is over (Fig 4D; note that 188 the density of the central node still decreases during the first cycle after the shock, as a 189 consequence of the outbound migration which is reseeding the side nodes, which is not yet 190 compensated by any significant influx from them). 191 These results highlight that stability and resilience may be determined by different factors in a 192 complex system. In our heterogeneous metacommunities, stability depends on the weakest 193 elements of the system-the side nodes-while resilience depends on the strongest one. 194 Our findings are a direct consequence of density-dependent selection, which is often linked to 195 frequency-dependent selection but not equivalent to it. In the absence of density dependence, our node. This would be true for example for organisms with an specialized dispersal stage. 205 However, migration patterns may differ across species. An opposite assumption would be that 206 flux between two nodes is symmetric regardless of the connectivity. Many natural systems will 207 probably be between these two extremes, and as long as heterogeneous connectivity produces 208 some degree of asymmetric migration our qualitative results will be relevant. Future work that 209 investigates alternative migration schemes will help disentangle the relative contributions of 210 asymmetric migration and heterogeneous connectivity. 211 The seemingly paradoxical result of lower distance to the tipping point but higher resilience to 212 transient perturbations may be a common feature of asymmetry in networked systems: collapse 213 in steady state is dictated by the weaker elements, while resilience to transient perturbations is 214 dictated by the stronger ones. This is especially important given the pervasiveness of 215 heterogeneous networks (such as scale-free networks) in nature, and may have parallels in other 216 complex systems such as power grids or human populations (49). Before every experiment, we picked a single colony of each cell type from a YPD agar 229 plate 1 , and cultured it in 5 mL of YNB+Nitrogen 2 + CSM-his 3 supplemented with 2% glucose 4 230 and 8 g/mL histidine 5 in a 50-mL Falcon tube at 30C and 50% humidity with shaking at 250 231 rpm for 24 hours. We then mixed the two strains at different fractions and diluted them x100 in 232 YNB+Nitrogen + CSM-his supplemented with 2% sucrose 6 , 0.001% glucose and 8 g/mL 233 histidine. We then incubated them for 24 hours at 30C and 50% humidity with shaking at 250 234 rpm (5 mL of culture in 50 mL Falcon tubes). The first day of the experiment we determined the 235 fraction of each strain in each co-culture with flow cytometry, and mixed different co-cultures in 236 order to achieve the desired starting fraction of producers for the experiment. This procedure 237 ensured that the cells started in a physiological state characteristic of the co-culture of the two 238 strains. 239 Experiments were performed in flat-bottom 96-well plates, with 200 L of medium per well 240 (YNB + CSM-his + 2% sucrose + 0.001% glucose + 8 g/mL histidine). Plates were covered 241 with Parafilm (Bemis Flexible Packaging, Neenah, WI, USA) to limit evaporation, and incubated 242 for 23 hours at 30C and 50% humidity with 800 rpm shaking. After every incubation period, 243 cells were diluted in fresh medium by the corresponding dilution factor, and migration was 244 performed following the scheme described in the main text. Dilution and migration were 245 performed at room temperature (~23C) and using two intermediate plates, to prevent pipeting of 246 small volumes and ensure accurate dilutions. 
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A more detailed fit was unnecessary, given that this simple phenomenological model does not 267 capture the quantitative details of the system. 268 Note that  is in units of the density of producer cells that should exist in the culture to 269 bring the concentration of public good to a level that matches the amount that each producer cell 270 keeps for itself. 271 To perform the resilience tests, we first let the metacommunity reach a stable state. If this 272 stable state presented oscillations (see Fig. S2 ), we chose a cycle in which population density 273 was minimum (given that we expect the metacommunity to be least resilient at this point). Then 274 we perturbed the metacommunity during a single cycle, either by imposing an additional dilution 275 factor D (so for one cycle the dilution factor was D'=D*D), or by reducing the growth rate by 276 r (so for one cycle the growth rate was r'=r-r 
