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ABSTRACT
In 1941, Gordon Pall [10J presented an algorithm for 
finding a unique form in every class of integral ternary 
quadratic forms of a given determinant or in a specified 
order or genus. He defined a reduced ternary quadratic 
form which was consistent with his construction methods.
By comparing his reduced form with that of Eisenstein, 
he demonstrated that there was a unique form in every 
class. In 1949, Donald Pounder [15] provided a direct 
proof of uniqueness.
A generalization of the construction algorithm to 
integral n-ary forms is presented in Chapter 1. Also, 
the notion of semi-reduced form is introduced and 
techniques for detecting equivalent semi-reduced forms 
are examined. A table of auadratic forms in five 
variables is included.
An extensive reduction theory for quaternary forms 
is developed in Chapter 2. Although uniqueness is not 
obtained, the minimum of a reduced form and its represen­
tations are characterized. To increase the readability 
of later work, simultaneous representation is translated 
into systems of linear equations. A table of reduced 
quaternary forms is included.
The lack of a generalization of reduction theory 
to n-ary forms is not an oversight. The extensive 
conditions imposed in Chapter 2, and their apparent 
necessity, serve to illustrate the complexity which will
be required of any reduction theory for quaternary forms. 
While it may be possible to obtain an interesting reduc­
tion theory, it seems preferable and more practical to 
retreat to a semi-reduction for n-ary forms where n 
is larger than four. With such a retreat, the development 
of techniques for discovering the equivalence of semi­
reduced forms and relaxed guidelines for choosing a pre­
ferred form become the logical direction to proceed.
The construction procedures outlined provide a 
practical method of investigating questions concerning 
forms of a specific nature. The implementation of these 
procedures is facilitated by the use of a computer.
Chapter 1 
CONSTRUCTION OF FORMS
1.1 Preliminary Remarks: The word form will be used
throughout to refer to a positive definite quadratic
form with an integral matrix. The canonical representation
n
of an n-ary form, £ a. .x.x. and the symmetric matrix,
ij=l 1 J
[a. . 1 , as-sociated with the form will be used inter-
iD
changeably.
Following Siegel [16] classes will be defined under 
the group of unit-modular transformations (i.e. with 
integral coefficients and determinant +!L) . Two 
n-ary forms are congruent modulo k if corresponding 
coefficients are congruent mod k . If for every positive 
integer k the class of f contains a form congruent 
modulo k to g , then' with equal indices f and g 
are said to be in the same genus.
t i lIf A is an n xm matrix, then the k concomitant 
of A is the (£) x (™) matrix whose entries are the
minor determinants of A of order k (taken in lexico
graphic order) and is denoted A<k> For clarity,
all a12 a13
Let A = a21 a22 a23
a31 a32 a33 , then
2a <2> =
alla22~a12a21 alla13~a13a21 a12a23"a13a22
alla32"a12a31 alla33"a13a31 a12a33'a13a32
a21a32"a22a31 a21a33"a23a31 a22a33"a23a32
and is the determinant of A .
In 1821, while preparing to present their respective 
papers at the meeting of the French Academie des Sciences, 
J.P.M. Binet and A.L. Cauchy discovered that their 
results were the same. Fortunately, they agreed to make 
a joint presentation of what today is called the Binet- 
Cauchy theorem: If A, B, and C are matrices such that
AB = C and k is a positive integer, then
An o Boo _ coo
(k)In 1863, considering fv ' (the form associated with 
the k concomitant of the matrix of f) H.J.S. Smith 
[19] defined a system of principal generic characters 
which are easily computed. These characters are
f(k)
(-• ) where p is an odd prime dividing the deter-
^ (k) f (k)
minant of fv . The character (- ) is the Hilbert-.
(k)Legendre symbol of a number represented by f ' 
which is relatively prime to p (the symbol (^ ) = + 1, 
as the equation x = m (mod p) has a solution or not). 
Siegel and Minkowski [5] have shown that with an addi­
tional character related to the prime two, Smith's 
generic characters completely identify the genus of a 
form.
Smith defined an order to consist of forms with the
have equal greatest common divisors. In 1935, Gordon 
Pall [11] defined the ordinal invariants of a form in 
such a way that he was able to discover and prove an 
existence theorem for orders. For an n-ary form f 
with an integral matrix these invariants are
(dQ=l and d^ is the greatest common divisor of the
1.2 Sylvester's Laws: A method of evaluating deter­
minants attributed to F. Chio [2] provides a useful 
technique for hand computation. The method has the 
advantages of not requiring tedious recopying and an 
inherent provision for espying errors. A generalized 
version of this method will yield an interesting identity. 
Since few texts mention this, a precise statement and 
proof are given.
Chio Method: Let A = [a ] be an n xn matrix with
a,, ^ 0 and n > 1. Let B = [b. . ] be the n-1 *n-l 11 ij
matrix with entries
same index and determinant whose kth concomitants
o1,o2,...,on_1 where ok = 4 d
coefficients of f ^ ) .
pq
all alj+l
ai+ll ai+lj+l
n-2
4Proof: Let M = [m ] • be the n x n  matrix obtainedpq
from A by multiplying the row of A (2^k^n)
by a ^  and subtracting a ^  times the first row of A.
n~l
Hence, |Mj = (a^) |A | . On the other hand,
, if i = 1
0 , if i t 1 and j = 1
b . ■, . , , if i ^  1 and j f 1 .
i-l .1-1
Thus, j M j = a ^  | B |.
An example to illustrate this pivotal technique:
® -1 2 -1
1 4 1 2 1 © 1 7
-1 2 3 -2 "  ? 5 11 -7 = 1 TT7
138 -126 = 35,100
0 -1 1 5 -3 3 15 42 216 117 .
It follows from the theory of determinants that the 
choice of the initial entry as the pivotal element is 
arbitrary. In practice, it is more convenient to choose 
the non-zero entry with absolute value closest to one. 
Repeating the previous example:
3 - 1 2 - 1
13 ©  7© 4 1 2  
-1 2 3 - 2
0 - 1 1  5
6 4 0
- 1 1 5
46 -28
14 -2 300
General Chio Method: Let A = [a ] be an n xn matrix--------------------------------pq
and let A^ denote the principal minor of A of order 
k, for k < n. Define
51 al j+k
a2 j+k
Bi.i=
1 1 1 1 
f
 
1 1 1 1 1 ak j + k
ai+k 1 ‘ - ai+k lc ai+k j+k
and B = [b±j]for 1 <c i. J £ n - k . put b. % = |Bi;j |
If (a^Ij6 0, then |b | = jA^jjAl where m = n - k - 1
Proof. Let a denote the cofactor of a, .n „ in pq k+1 q
Blp for 1 £ P ^  n - k and 1 £ q £ k. Note that apg
is also the cofactor of q in
Let a be |A^ | and Cj denote the j
Let M be the matrix obtained from A bv replacing
k
C. for k + 1 ^ j ^ n with aC. + E a n. Now,
J q=l J h h
|M| = |a | . The cofactors of the last row of
th
for 1 < i ^ n - k, 
column of A .
B1d are apl/ap2'*'*'apk'aip 
is a
row of B
rlJ ar2’ Thus, M = tm 3 where ’ uv
uv
and the r
,ar k+p
, if 1 £ v £ k
, if k < v £ n and 1 <; u <; k 
b . r , , if k <u and k < v ^  n ^U-K. V-K
Hence, |Mj = ot|B| .
This and the subsequent theorem are often called 
Sylvester's laws. In fact, Sylvester [20] stated and
IP
“uv = <°
6proved a somewhat more general theorem. However, the 
generalization is easily realized and the more general 
statement obscures the true simplicity of the result.
Sylvester’s theorem: Let A = ta^^] be an n *n matrix
with concomitants A ^ " ^  = [b^  . ] • A^) = [c ] and 
A(k+1) _ [d ] for 1 < k < n . If l ^ p *  q ^ n - k  and
r = p + 1, s = q + 1, then
11 o CO
rl Crs
A with
all a12
a21 a22
akl ak2
aul au2
alk alv
a2k a2v
akk akv
a , a uk uv
where u = p + k and v = q + k . Now, the theorem 
follows immediately from the general Chio method.
1.3 Minima: If f is an n-ary form with determinant d,
there is a constant \ depending only on n, such that 
the minimum of f (the smallest non-zero number inte-
-I /  —
grally represented by f) is less than d
7Particular values are:
\2 = 2/n/3~ = ^4 =n/2~
\6 = ^ / 64/3 x? = 4 / 6 4
\n <2/7T ( r (2 + n/2))2/n [6] .
It is also known that the form f may be replaced by 
an equivalent form whose leading coefficient is the 
minimum of f . [8]
The numbers m^, m 2 , ,  m^ are said to be
represented simultaneously by f ^ \  ..., f^)
if there is a form g in the class of f such that
the determinant of the principal minor of order i of
the matrix of g is nu .
Let A be the matrix of an n-ary form f and 
the. principal minor of order n^ '= n - k + 1 of A^' .
Let m^ he the leading coefficient of A^ • For the
following lemma is the minimum of f and m^ is 
the least number represented by fv ' simultaneous
with m^,m2 .....^k-l ^  f ^ ,  ..., when
1 < k < n .
Lemma: If A is the matrix of an n-ary form f with
determinant d and m. , m0....,m •, are simultaneously1 z n-l
minimal,then m ^  (knVn-j)n‘k/n'J-1).,k/n
.1=0 d 
when 1 <1 k n - 1 .
Proof: Suppose m is the minimum of the form associated
with A^ . There is a unit-modular transformation T^
8which may be applied to to replace m^ with m .
Let T, = tt..] and put S = [s 1 where k ij pq
L , if p = q and p < k
S =  S pq ep-k q-k ■ if k ^ p, q
w0 , otherwise.
Now S is a unit-modular transformation for A which 
shows m^,m2 , . . . ,m^_^,m may be represented simul­
taneously by f ^ \  f^,...,f^k) . Hence, m^ is 
the minimum of the form associated with A^. Proceeding 
by induction on k,
ml ^  ky choice of n .
Assuming the lemma holds for k^i-l^n-l, the general
Chio method yields |A^  | = (m^ j)11-1 d . Now,
\ lA .l/n_ i+1
m. < n-i+1 ri I
i
 ^ , (fm \n-ijv1/n-i+l
i 1
^ 1n A  \n-i/n-j-1 ,i/n 
* .i=o
Define 6(j,k) = Xi/k-i-l
i=0 k-i . For purposes of
computation the definition is modified by replacing
\ by the approximation 2/rr (T (2+n/2))2^ n for n
larger than eight.
Lemma; If A is the matrix of an n-ary form f with 
determinant d and mpii^, . . . ,mn are the simultaneously 
minimal leading coefficients of A^,A2 »...,A^ . then 
^ 6(k,k+l) for 1 <; k 1 n - 1 .
9Proof: Let B be the principal minor of A of order
k + 1. The initial entry of B^) is and
j B | = tn^ +  ^ . From the prior lemma,
k-1 1/k-i k/k+1
mk ^  ( n ( Xk+l-i) )mk+l
i=0
k/k+1 
£ 6(k,k+1) mk+1
1.4 Semi-reduction: Again let A represent the matrix 
of an n-ary form f and A^ denote the principal minor
of order n^ = n - k 4- 1 of A^) , The form f is
said to be properly signed if for A = ^a^] > a
or none of a a]_3 * a 2 3  are positive and (2) 
sa >0, whenever a = 0 for all
pq rq
r < p < q and f  1 . if a12 >0
f  1 * i
L - i  . if a^2^0 •
That is, f is properly signed if the non-diagonal 
entries above the diagonal of the second and third 
columns and the first non-zero entry of subsequent 
columns agree in sign. The matrix A^ = [b^ ] is 
modified if 2 |b^ I ^ 1 1  <1 bjj for 1 < j £ 
f is properly signed and A^ is modified for 1 <[ k < n' 
then f is said to be semi-reduced.
Theorem: Every class of positive definite forms
contains a semi-reduced form.
10
Proof: Let f be an n-ary form with A and
as above. We have already seen that f may be replaced 
by a form in which the entries m^ of A^ are simul­
taneously minimal. Since = tt ] with
1 , if P = q
pq pq
, if p = k and k < q
0 , otherwise,
am
is a unit-modular transformation whose application to 
A replaces the first row of the matrix corresponding
to A^ by
’11 b12 + ttk2 bll lnk +aknk bll
while the first rows of A^, A 2 ,...,A^_^ are not changed. 
We may assume is modified for 1 ^ < n • Simple sign
changes applied to A yield a properly signed form with 
modified associated matrices.
1.5 Construction Algorithm: The construction of an n-ary
form f of determinant d is a series of constructions
of associated matrices. In particular, the matrices
, A «,..., A. where A, is defined as before, n-z l kn-1 * “ 2’'••’ "1
Let m^ denote the initial entry of A^
matrices
n-1
B
T
T
C
and An-2
a
t
s
t
b
r
Denote the
s 
r 
c
nConstruction of A , and 0: (a = nr « and B = in ,) .n-i n-z n-z n-i
1. Assign a the values 1,2,..., ( 5(n-2,n))^ dn 2/n.
2. Assign m n _ 3  the values 1,2,..., 5(n-3,n-2)an
3. Assign +T the values 0,1, 2, . . ., (ad/3)^^.
2
4. For each a/m _ T factor ad + T in all waysII" J j
as a product of positive integers B and C for
2
which the congruences (*) m n _ 3  B = -t and 
2
m nC== — s modulo a are solvable. Moreover, n-o r\
2|t|^ B <; C and 3a /4 <£ ron _ 3  B .
5. Give s, t all solutions of (*), such that 
|s|,|t| £ a/2 .
2
6. Construct the quotients: b = mn _ 3  B+t /a
2
c = mn _ 2  C + s /a
r = m  0 T + s t / a .  n-J
Discarding the cases where r is not an integer, 
b<a or c<a, it suffices to construct A^ given a 
particular and . Put A^ = [c^ j] and = t^j] •
Construction of A^ :
k-l/k1. Assign values 1,2,..., 6(k-l»k)
Put iHq = 1 for k = 1 .
2. For each give c-^ al] solutions of
dj_l s ' cin modul0 mk-i» 2 ^ j ^ Hk 
such that |c^ j | £ '
3. For 2 <; j £ i n^ form the quotients
cij = (mk-ldi-l j-l+ cliclj)/mk-l '
4. Discard all cases where c.. is not an integer or
cjj < -\ •
12
A brief recall of Sylvester's theorem, previous 
lemmas on minima and the definition of semi-reduced 
form is sufficient to observe that at least one semi­
reduced form wil] be constructed in each class.
1.6 Preferred form: The construction algorithm
outlined may be executed by hand for ternary forms, but 
for forms with four or more variables the aid of a 
computer is hi.ghly desirable. Although forms which are 
not semi-reduced are constructed, it is a simple matter 
to recognize and discard them. Unfortunately, there 
are frequently several semi-reduced forms constructed 
in a given class. This presents two immediate questions. 
How are equivalent forms recognized? Which of the equi­
valent forms should be chosen to represent the class?
The readily computable ordinal invariants 'and prin­
cipal generic characters aid in classifying which forms 
may be equivalent. In practice, the equivalent forms 
are obvious. Likewise the non-equivalent forms are 
distinguished by the number of representations of some 
small number.
The form chosen to represent a given class shall 
be designated the preferred form. Although the preferred 
form may be chosen arbitrarily, it seems desirable 
to extend the principles of Pal]fs reduction for 
ternary forms. Since Chapter 2 is the extension of these 
principles to quaternary forms, further discussion 
will be postponed. The following is a table of quadratic
13
forms in five variables# prepared according to these 
principles.
The matrix of a preferred form in each class of forms 
in five variables is listed for determinants one through 
twenty.
PREFERRED FORMS 
Determinant 1 Determinant 2
1 0 0 0 0 1 0 0 0 0
0 1 0 0 0 0 1 0 0 0
0 0 1 0 0 0 0 1 0 0
0 0 0 1 0 0 0 0 1 0
0 0 0 0 1 0 0 0 0 2
Determinant 3
1 0 0 0 0 1 0 0 0 0
0 1 0 0 0 0 1 0 0 0
0 0 1 0 0 0 0 1 0 0
0 0 0 1 0 0 0 0 2 -1
0 0 0 0 3 0 0 0 -1 2
14
PREFERRED FORMS
Determinant 4
1 0 0 0 0 1 0 0 0 0 1 0 0 0 0
0 1 0 0 0 0 1 0 0 0 0 1 0 0 0
0 0 1 0 0 0 0 2 -1 -1 0 0 1 0 0
0 0 0 1 0 0 0 -1 2 0 0 0 0 2 0
0 0 0 0 4 0 0 -1 0 2 0 0 0 0 2
1 0 0 0 0 2 1 1 1 1
0 2 -1 -1 -1 1 2 1 1 1
0 -1 2 0 0 1 1 2 0 0
0 -1 0 2 0 1 1 0 2 1
0 -1 0 0 2 1 1 0 1 2
Determinant 5
1 0 0 0 0 1 0 0 0 0 3 0 0 0 0
0 3 0 0 0 0 2 -1 -1 -1 0 1 0 0 0
0 0 1 0 0 0 -1 2 0 0 0 0 1 0 0
0 0 0 1 0 0 -1 0 2 1 0 . 0 0 2 -1
0 0 0 0 5 0 -1 0 1 2 0 0 0 -1 3
Determinant 6
1 0 0 0 0 1 0 0 0 0 1 0 0 0 0
0 1 0 0 0 0 1 0 0 0 0 1 0 0 0
0 0 1 0 0 0 0 2 -1 0 0 0 1 0 0
0 0 0 1 0 0 0 -1 2 0 0 0 0 2 0
0 0 0 0 6 0 0 0 0 2 0 0 0 0 3
15
PREFERRED FORMS 
2 1 1 1 1  
1 2  1 1 1  
1 1 2  1 1  
1 1 1 2  1 
1 1 1 1 2
Determinant 7
1 0 0 0 0 1 0 0 0 0 1 0 0 0 0
0 1 0 0 0 0 1 0 0 0 0 1 0 0 0
0 0 1 0 0 0 0 1 0 0 0 0 2 -1 -1
0 0 0 1 0 0 0 0 2 ■-1 0 0 -1 2 0
0 0 0 0 7 0 0 0 -1 4 0 0 -1 0 3
Determinant 8
1 0 0 0 0 1 0 0 0 0 1 0 0 0 0
0 1 0 0 ' 0 0 1 0 0 0 0 1 0 0 0
0 0 1 0 0 0 0 1 0 0 0 0 2 0 -1
0 0 0 1 0 0 0 0 3 -1 0 0 0 2 -1
0 0 0 0 8 0 0 0 -1 3 0 0 -1 -1 3
1 0 0 0 0 2 1 1 1 1 1 0 0 0 0
0 2 -1 -1 -1 1 2 1 1 1 0 1 0 0 0
0 -1 2 0 0 1 1 2 0 0 0 0 1 0 0
0 -1 0 2 0 1 1 0 2 1 0 0 0 2 0
0 -1 0 0 3 1 1 0 1 3 0 0 0 0 4
PREFERRED FORMS
1 0 0 0 0 1 0 0 0 0 2 1 1 1 0
0 2 -1 -1 0 0 1 0 0 0 1 2 1 1 0
0 -1 2 0 0 0 0 2 0 0 1 1 2 0 0
0 -1 0 2 0 0 0 0 2 0 1 1 0 2 0
0 0 0 0 2 0 0 0 0 2 0 0 0 0 2
Determinant 9
1 0 0 0 0 1 0 0 0 0 1 0 0 0 0
0 1 0 0 0 0 2 -1 -1 -1 0 1 0 0 0
0 0 1 0 0 0 -1 2 0 1 0 0 1 0 0
0 0 0 1 0 0 -1 0 2 0 0 0 0 2 -1
0 0 0 0 9 0 -1 1 r\\j 3 0 0 0 -1 5
2 1 1 1 1 1 0 0 0 0 1 0 0 0 0
1 2 1 1 1 0 1 0 0 0 0 2 -1 0 0
1 1 2 1 0 0 0 1 0 0 0 -1 2 0 0
1 1 1 2 0 0 0 0 3 0 0 0 0 2 -1
1 1 0 0 3 0 0 0 0 3 0 0 0 -1 2
1 0 0 0 0
0 1 0 0 0
0 0 2 -1 0
0 0 -1 2 0
0 0 0 0 3
17
1 0 0 0 0
0 1 0  0 0 
0 0 1 0  0 
0 0 0 1 0
0 0 0 0 10
1 0 0 0 0
0 1 0  0 0 
0 0 2 - 1 - 1  
0 0 - 1 2 0
0 0 - 1 0 4
1 0 0 0 0
0 1 0  0 0 
0 0 1 0  0 
0 0 0 1 0
0 0 0 0 11
1 0 0 0 0
0 1 0  0 0 
0 0 1 0  0 
0 0 0 2 -1 
0 0 0 - 1 6
PREFERRED FORMS
Determinant 10 
1 0 0 0 0 
0 1 0  0 0 
0 0 2 0 -1 
0 0 0 2 0
0 0 - 1 0 3
2 1 1 1 0  
1 2  1 1 0  
1 1 2  1 0  
1 1 1 2  0 
0 0 0 0 2
Determinant 11
1 0 0 0 0 
0 1 0  0 0 
0 0 1 0  0 
0 0 0 3 -1
0 0 0 - 1 4
1 0 0 0 0 
0 2 - 1  0 - 1  
0 - 1 2 0 0  
0 0 0 2 -1 
0 - 1  0 - 1  3
1 0 0 0 0
0 1 0  0 0
0 0 1 0  0
0 0 0 2 0
0 0 0 0 5
2 1 1 1 1  
1 2  1 1 1  
1 1 2  1 1  
1 1  1 2 1 
1 1 1 1 3
18
1 0 0 0 0
0 1 0  0 0
0 0 1 0  0
0 0 0 1 0
0 0 0 0 12
1 0 0 0 0
0 2 - 1 - 1  0
0 - 1 2 0 0  
0 - 1 0 2 0
0 0 0 0 3
2 1 1 0  1
1 2  1 0  1
1 1 2  0 0
0 0 0 2 1
1 1 0  1 3
1 0 0 0 0
0 1 0  0 0
0 0 2 0 0
0 0 0 2 0
0 0 0 0 3
PREFERRED FORMS
Determinant 12 
1 0 0 0 0
0 1 0  0 0
0 0 1 0  0
0 0 0 3 0
0 0 0 0 4
1 0 0 0 0
0 1 0  0 0
0 0 2 -1 -1
0 0 - 1 3 0
0 0 - 1 0 3
1 0 0 0 0
0 1 0  0 0
0 0 1 0  0
0 0 0 2 0
0 0 0 0 6
1 0 0 0 0
0 2 - 1 - 1  -1 
0 - 1 2 0 0  
0 - 1 0 2 0  
0 -1 0 0 4
1 0 0 0 0
0 1 0  0 0 
0 0 2 0 -1
0 0 0 2 -1
0 0 - 1 - 1  4
1 0 0 0 0
0 1 0  0 0 
0 0 2 - 1 0  
0 0 - 1 2 0
0 0 0 0 4
1 0 0 0 0
0 2 - 1 0 0  
0 - 1 2 0 0  
0 0 0 2 0
0 0 0 0 2
1 0 0 0 0
0 1 0  0 0 
0 0 1 0  0 
0 0 0 4 -2
0 0 0 - 2 4
PREFERRED FORMS
2 1 1 1 0 1 0 0 0 0 2 1 1 1 1
1 2 1 1 0 0 2 0 0 -1 1 2 1 1 1
1 1 2 0 0 0 0 2 0 -1 1 1 2 0 0
1 1 0 2 0 0 0 0 2 -1 1 1 0 2 1
0 0 0 0 3 0 -1 -1 -1 3 1 1 0 1 k
2 1 1 0 0
1 2 1 0 0 .
1 1 2 0 0
0 0 0 2 1
0 0 0 1 2
Determinant 13
1 0 0 0 0 1 0 0 0 0 1 0 0 0 0
0 1 0 0 0 0 1 0 0 0 0 2 -1 -1 -1
0 0 1 0 0 0 0 2 -1 -1 0 -1 2 0 0
0 0 0 1 0 0 0 -1 2 0 0 -1 0 2 1
0 . 0 0 0 13 0 0 -1 0 5 0 -1 0 1 k
1 0 0 0 0 1 0 0 0 0
0 1 0 0 0 0 1 0 0 0
0 0 1 0 0 0 0 2 -1 0
0 0 0 2 -1 0 0 -1 3 -1
0 0 0 -1 2 0 0 0 -1 3
10
0
0
0
2
1
1
0
1
1
0
0
0
0
20
PREFERRED FORMS
Determinant 14
0 0 0 0 1 0 0 0 0 1 0 0 0 0
1 0 0 0 0 1 0 0 0 0 1 0 0 0
0 1 0 0 0 0 1 0 0 0 0 2 0 -1
0 0 1 0 0 0 0 2 0 0 0 0 2 0
0 0 0 14 0 0 0 0 7 0 0 -1 0 4
1 1 0 1 1 0 0 0 0 1 0 0 0 0
2 1 0 1 0 1 0 0 0 0 2 -1 0 -l
1 2 0 1 0 0 1 0 0 0 -1 2 0 0
0 0 2 1 0 0 0 3 ■-1 0 0 0 2 0
1 1 1 3 0 0 0 -1 5 0 -1 0 0 3
2 1 1 1 1
1 2 1 1 1
1 1 2 1 0
1 1 1 2 0
1 1 0 0 4
Determinant 15
0 0 0 0 1 0 0 0 0 1 0 0 0 0
1 0 0 0 0 1 0 0 0 0 2 -1 0 0
0 1 0 0 0 0 1 0 0 0 -1 2 0 0
0 0 1 0 0 0 0 4 •-1 0 0 0 2 -1
0 0 0 15 0 0 0 -1 4 0 0 0 -1 3
21
PREFERRED FORMS
1 0 0 0 0 1 0 0 0 0 1 0 0 0 0
0 1 0 0 0 0 2 -1 -1 •-1 0 1 0 0 0
0 0 2 -1 0 0 -1 2 0 0 0 0 2 -1 0
0 0 -1 2 0 0 -1 0 3 0 0 0 -1 3 0
0 0 0 0 5 0 -1 0 0 3 0 0 0 0 3
2 -1 0 0 -1 1 0 0 0 0 1 0 0 0 0
-1 2 0 0 0 0 1 0 0 0 0 1 0 0 0
0 0 2 -1 -1 0 0 1 0 0 0 0 1 0 0
0 0 -1 2 0 0 0 0 3 0 0 0 0 2 -1
-1 0 -1 0 3 0 0 0 0 5 0 0 0 -1 8
2 1 1 1 0
1 2 1 1 0
1 1 2 1 0
1 1 1 2 0
0 0 0 0 3
Determinant 16
1 0 0 0 0 1 0 0 0 0 1 0 0 0 0
0 1 0 0 0 0 1 0 0 0 0 1 0 0 0
0 0 1 0 0 0 0 1 0 0 0 0 2 0 -1
0 0 0 1 0 0 0 0 k ■-2 0 0 0 2 -1
0 0 0 0 16 0 0 0 -2 5 0 0 -1 -1 5
22
PREFERRED FORMS
1 0 0 0 0 1 0 0 0 0 1 0 0 0 0
0 1 0 0 0 0 2 - 1 - 1 - 1 0 2 - 1 - 1 - 1
0 0 2 - 1 - 1 0 - 1 2 0 0 0 - 1 2 0 0
0 0 - 1 2 0 0 - 1 0 2 0 0 - 1 0 3 1
0 0 - 1 0 6 0 - 1 0 0 5 0 - 1 0 1 3
2 1 1 1 1 2 - 1 0 - 1 - 1 1 0 0 0 0
1 2 1 1 1 - 1 2 0 0 0 0 1 0 0 0
1 1 2 0 0 0 0 2 - 1 1 0 0 1 0 0
1 1 0 2 1 - 1 0 - 1 3 1 0 0 0 2 0
1 1 0 1 5 - 1 0 1 1 3 0 0 0 0 8
1 0 0 0 0 1 0 0 0 0 2 1 1 0 1
0 1 0 0 0 0 2 0 0 - 1 1 2 1 0 1
0 0 2 0 0 0 0 2 0 - 1 1 1 2 0 0
0 0 0 3 - 1 0 0 0 2 0 0 0 0 2 0
0 0 0 - 1 3 0 - 1 - 1 0 3 1 1 0 0 3
1 0 0 0 0 1 0 0 0 0 1 0 0 0 0
0 1 0 0 0 0 2 - 1 - 1 0 0 2 0 - 1 - 1
0 0 1 0 0 0 - 1 2 0 0 0 0 2 - 1 - 1
0 0 0 4 0 0 - 1 0 2 O' 0 - 1 - 1 3 1
0 0 0 0 4 0 0 0 0 4 0 - 1 - 1 1 3
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PREFERRED FORMS
1 0 0 0 0 1 0 0 0 0 1 0 0 0 0
0 1 0 0 0 0 2 0 0 0 0 1 0 0 0
0 0 2 0 0 0 0 2 0 0 0 0 3 - 1 - 1
0 0 0 2 0 0 0 0 2 0 0 0 - 1 3 - 1
0 0 0 0 4 0 0 0 0 2 0 0 - 1 - 1 3
2 1 1 1 1 2 1 1 1 1 2 1 1 1 0
1 2 1 1 1 1 2 1 1 1 1 2 1 1 0
1 1 2 0 0 1 1 2 1 1 1 1 2 0 0
1 1 0 3 1 1 1 1 2 1 1 1 0 2 0
1 1 0 1 3 1 1 1 • 1 4 0 0 0 0 4
2 1 1 0 0 2 0 0 - 1 - 1
1 2 1 0 0 0 2 0 - 1 - 1
1 1 2 0 0 0 0 2 - 1 - 1
0 0 0 2 0 - 1 - 1 - 1 3 1
0 0 0 0 2 - 1 - 1 - 1 1 3
Determinant 17
1 0 0 0 0 1 0 0 0 0 1 0 0 0 0
0 1 0 0 0 0 1 0 0 0 0 2 - 1 - 1 - 1
0 0 1 0 0 0 0 1 0 0 0 - 1 2 0 0
0 0 0 1 0 0 0 0 2 - 1 0 - 1 0 2 1
0 0 0 0 17 0 0 0 - 1 9 0 - 1 0 1 5
21
1
1
1
1
0
0
0
0
1
0
0
0
0
PREFERRED FORMS
1 1 1 1 1 0 0 0 0 1 0 0 0 0
2 1 1 1 0 1 0 0 0 0 1 0 0 0
1 2 0 1 0 0 1 0 0 0 0 2 -1 -1
1 0 3 0 0 0 0 3 -1 0 0 -1 3 0
1 i 0 3 0 0 0 -1 6 0 0 -1 0 4
1 0 0 0 0
0 2 -1 0 -1
0 -1 2 0 0
0 0 0 2 -1
0 -1 0 -1 4
Determinant 18
0 0 0 . 0 1 0 0 0 0 1 0 0 0 0
1 0 0 0 0 1 0 0 0 0 2 -1 -1 0
0 l 0 0 0 0 2 0 -1 0 -1 2 0 0
0 0 1 0 0 0 0 2 0 0 -1 0 3 -1
0 0 0 18 0 0 -1 0 5 0 0 0 -1 3
0 0 0 0 1 0 0 0 0 2 1 1 0 1
1 0 0 0 0 1 0 0 0 1 2 1 0 1
0 1 0 0 0 0 2 -1 0 1 1 2 0 1
0 0 2 0 0 0 -1 3 -1 0 0 0 2 0
0 0 0 9 0 0 0 -1 4 1 1 1 0 3
10
0
0
0
1
0
0
0
0
1
0
0
0
0
2
1
1
1
1
25
PREFERRED FORMS
0 0 0 0 1 0 0 0 0 2 1 1 1 1
1 0 0 0 0 2 - 1 0 0 1 2 1 1 1
0 1 0 0 0 - 1 2 0 0 1 1 2 1 1
0 0 3 0 0 0 0 2 0 1 1 1 3 0
0 0 0 6 0 0 0 0 3 1 1 1 0 3
0 0 0 0 1 0 0 0 0 2 - 1 0 0 0
1 0 0 0 0 1 0 0 0 - 1 2 0 0 0
0 2 - 1 0 0 0 2 0 0 0 0 2 - 1 0
0 - 1 2 0 0 0 0 3 0 0 0 - 1 2 0
0 0 0 6 0 0 0 0 3 0 0 0 0 2
Determinant 19
0 0 0 0 1 0 0 0 0 1 0 0 0 0
1 0 0 0 0 1 0 0 0 0 1 0 0 0
0 1 0 0 0 0 1 0 0 0 0 2 0 - 1
0 0 1 0 0 0 0 k ■- 1 0 0 0 3 - 1
0 0 0 19 0 0 0 - 1 5 0 0 - 1 - 1 k
1 1 1 1 1 0 0 0 0 1 0 0 0 0
2 1 1 1 0 1 0 0 0 0 1 0 0 0
1 2 1 0 0 0 1 0 0 0 0 2 - 1 - 1
1 2 1 0 0 0 0 2 ■- 1 0 0 - 1 2 0
1 0 0 5 0 0 •0 - 1 1 0 0 0 - 1 0 7
PREFERRED FORMS
1 0 0 0 0
0 2 0 -1 -1
0 0 2 -1 0
0 - 1 - 1  3 0
0 - 1 0 0 3
Determinant 20
1 0 0 0 0 1 0 0 0 0 1 0 0 0 0
0 1 0 0 0 0 1 0 0 0 0 1 0 0 0
0 0 1 0 0 0 0 1 0 0 0 0 2 0 - 1
0 0 0 1 0 0 0 0 4 0 0 0 0 2 - 1
0 0 0 0 2 0 0 0 0 0 5 0 0 - 1 - 1 6
1 0 0 0 0 2 1 1 1 1 2 - 1 0 - 1 - 1
0 2 - 1 - 1 0 1 2 1 1 1 - 1 2 0 0 0
0 - 1 2 0 0 1 1 2 1 1 0 0 2 - 1 - 1
0 - 1 0 2 0 1 1 1 3 1 - 1 0 - 1 3 1
0 0 0 0 5 1 1 1 1 3 - 1 0 - 1 1 3
1 0 0 0 0 1 0 0 0 0 1 0 0 0 0
0 1 0 0 0 0 1 0 0 0 0 1 0 0 0
0 0 1 0 0 0 0 2 - 1 - 1 0 0 2 - 1 0
0 0 0 3 - 1 0 0 - 1 4 - 1 0 0 - 1 3 0
0 0 0 - 1 7 0 0 - 1 - 1 4 0 0 0 0 4
27
PREFERRED FORMS
1 0 0 0 0 2 1 1 0 0 1 0 0 0 0
0 2 0 - 1 0 1 2 1 0 0 0 1 0 0 0
0 0 2 - 1 0 1 1 2 0 0 0 0 1 0 0
0 - 1 - 1 3 - 1 0 0 0 2 1 0 0 0 2 0
0 0 0 - 1 3 0 0 0 1 3 0 0 0 0 1 0
1 0 0 0 0 2 1 1 1 0 1 0 0 0 0
0 2 0 0 - 1 1 2 1 1 0 0 1 0 0 0
0 0 2 0 0 1 1 2 0 0 0 0 1 0 0
0 0 0 2 0 1 1 0 3 1 0 0 0 4 - 2
0 - 1 0 0 3 0 0 0 1 3 0 0 0 - 2 6
1 0 0 0 0 1 0 0 0 0 1 0 0 0 0
0 1 0 0 0 0 2 - 1 0 - 1 0 1 0 0 0
0 0 2 0 0 0 - 1 2 0 0 0 0 3 - 1 - 1
0 0 0 2 0 0 0 0 2 0 0 0 - 1 3 1
0 0 0 0 5 0 - 1 0 0 4 0 0 - 1 1 3
1 0 0 0 0 2 1 1 1 0 1 0 0 0 0
0 2 - 1 - 1 - 1 1 2 1 1 0 0 2 0 0 - 1
0 - 1 2 0 0 1 1 2 0 0 0 0 2 0 - 1
0 - 1 0 2 0 1 1 0 2 0 0 0 0 2 - 1
0 - 1 0 0 6 0 0 0 0 5 0 - 1 - 1 - 1 4
28
2 1 1 1 1  
1 2  1 1 1  
1 1 2  0 0  
1 1 0  2 1  
1 1 0  1 6
PREFERRED FORMS
2 1 1 1 0  
1 2  1 1 0  
1 1 2  1 0  
1 1 1 2  0  
0 0 0 0 4
2 1 1 0  1
1 2  1 0  1
1 1 2  0 0
0 0 0 2 1
1 1 0  1 4
29
Chapter 2
REDUCTION THEORY
2.1 Simultaneous Representation: In the previous chapter
simultaneous representation by a quadratic form and 
its concomitants was defined in terms of the determinants 
of principal minors. An alternate definition for quater­
nary forms modeled after Eisenstein's definition [31 
is presented here. Throughout this chapter f will 
denote a quaternary form.
( 21To say that f and f represent m and n 
E-simultaneously means that there are integral vectors 
[x1 (x2 ,x3 ,x4] and such that
f(x1 ,x2 ,x3 ,x^ ) = m,
(2 )
f <yl’y2,y3,y4’y5,y6^ “ n and
y4 -y2 yr ° X1
y5 -y3 o Yl x2
_ _
y6 0 -y3 y2 x3
0 y6 -y5 y4 x4_
Let (b^,b2 ,b3....,b ) denote the greatest common
'divisor of the integers k^,b2 .... bn . The first
step in showing that the new definition is essentially 
equivalent to the old follows as a constructive lemma.
Lemma: If [x1 ?x2 ;x3 .x^ ] and tyi>y2’y3»y4»y5’y6^
are integral vectors which satisfy equation (1 ) and
30
(x1 (x2 ,x3 ,x4) = (y1 .y2 »y3 «y4 »y5 -y6 ) = 1-
then there are integers vi*v2 'v3 - v 4  such that
1— n (2 ) ~  —
X 1 V 1 yi
x 2 v 2 y 2
x3 v3 y3
x4 v4 ^4
y5
J6_
Proof: Observe that equation (1) is also satisfied by the
pairs
[x2 .x3 !x4 ,x1J and [y^,y5 ,-y1 .y6 .-y2 ,-y3J ,
[x3 ,x4 ,x1 ,x2J and ty6 ’~y2 ’"y4 ’"y3 ’~y5 ^ l 1 ’
[x4 ,x1 ,x2 ,x3J and t“y3 »"y5 --y6>yi'y2,y41 '
Further,finding [v^.v2 .v3 -v4] as above is equivalent 
to finding [v2 *v 3 • v 4 » •  tv 3 •v4 »vl?v2  ^ or [v^v-^v2 ,v3] 
such that (respectively)
(2 )
x 2 v 2
x3 v3
x4 v4
«—
1 
*
V 1
”y4 x3 v3
(2 ) ye "x4 v4~
(2 ) ^3
y5 or x4 v4 = -*2 or
t—
1 
>t—i
x
= ■ys
■yi X 1 V 1 -*4 x 2 v 2 -ye
y 6 x 2 v 2  -J -*3 x3 v3Im, w yi
-ys y2
:y3 j i _y4
Hence, we may assume x-^  ^ 0 .
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Finding vi»v2 >v3 » v 4  equivalent to finding an inte­
gral solution to the system of equations represented by
-x2 xl- 0 0 yi
“x3 0 X 1 0 ~vl~ y 2
"x4 0 0 X 1 v 2
=
y3
0 "x3 x 2 0 v3 y4 (2 )
0 "x4 0 x 2 > y5
0 0 "x4 x3_ y6_ •
R.
1
denote the ^th row of the augmented matrix.
X 1
* 0 and [x^,x2 ,x3 x4] and .y2.y3 .y4.y5 .y6]
satisfy equation (1 ),
may be replaced by x-^ R^  - x2 R2 + X3R1 =
R^ may be replaced by x-^ R^  - x2 R3 + x^R^ = 0 ,
Rg may be replaced by x^Rg - x^R^ + X4R2 =
Thus, the complete solution of (2) may be represented
bv
V
X 1
yl x2
1 - t
X 1 y 2 X 1
x3
- 3J xh
(3)
Since (x^,X2 ,x^,x^) = 1, there are integers m.n.p 
such that
mx2 + nx^ + px^ £ 1 (mod x^) .
From equation (1) it follows that
32
x2 y2 s x3 yx (mod x-^ 
x ^  (mod x ^  
3 y3 s x4 y2 (mod x ^
x2y3
x
Let t = my^ + ny2 + py3 in (3) and note
tx2 =. mj‘2 yl + nx2 y 2 + px2y3
s mx2 y1 + nx3 y1 + p x ^  = y ^ o d  xx) .
Similarly, tx3 =. y2(mod x^) and tx^ s. y3 (mod x^) .
Thus, we have an integral solution of (2).
The familiar adj f (adjoint of f ) which is
(3)equivalent to f , will be useful to extend E-
(2)simultaneous representation. The forms f, f , adj f
represent m,n,p E-simultaneously, if there are vectors
[x1 ,x2 ,x3 ,x4] , ty1 ,y2 ,y3 ,y4 ,y5 ,y6] and [z^z 2 ,z3 ,z^ ]
such that
f(x1 ,x2 ,x3 ,x4) = m
f(2 )(y.L’ y2,y3,
adj f (zi,z.v z 3
where [x1,x2 ,x3,x4] and [yi
equation (1 ) and
0 yl y 2 y3 zi
-yl 0 y4 y5 z 2
- y 2 "y4 0 y 6 z3
:y3 -y5 ' y 6
0 _Z4_
Lemma: If [xr x2 ,x3 ,x4] %
and [zr z2,z3’Z4] are vectors
and (4) respectively and
satisfy
= 0 (4)
iyi.y2.y3.y4.y5.ye)
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(x1.x2,x3.x4> = (y1»y2»y3»y4»y5»y6) = (zi,z2,z3,z4)
then there are integers V p V ^ v ^ v ^ U p U ^ u ^ ^  
such that
= 1,
X 1 V 1 
x2 v2
x3 v3  
x4 v4
(2)
and
X 1 V 1 U 1 
x2 v2 u2
x3 v3 u3  
x4 v4 u4
1(3)
z4
-z.
yi
* 2
^3
^4
Proof: Choose vi>v2 >v3 * v 4  as t^ ie Previous lemma.
Observe that equations (1) and (4) are satisfied by 
the triples
[x2,x3>x4,x1], ty4,y5,-y1,y6,-y2»-y3]and [z2,z3,z4,z1]; 
[x3 ,x4 ,x1 ,x2], [y6 ,-y2 ,-y4 ..-y3 ,-y5 ,y1Jand [z3 ,z4 ,z1 ,z2];
[x4 ,xlfx2 ,x3], [-y3 ,“y5 ,-y6 ry1 ,y2 ,y4 ]ar.d [z4 ,z1 ,z2 ,z3]. 
Further, finding [u^,u2 ,u3 ,u4] as above is equivalent 
to finding [u2 ,u3 ,u4 ,u^] , [u3 ,u4 ,u^,u2] or [u4 ,u^,u2 ,u3] 
such that
x 2
< to u2
(3)
" Z 1 x3 v3 u3
(3)
z2
x3 v3 u3 = z4
or x4 v4 u4
_ 17 
“ 1
x4 v4 u4 ~z3 X 1 V 1 U 1 z4
* 1 V 1 Ul - 7 ‘ 2 _X 2 v 2 \ ;z3_
34
x4 v4 u4
(3)
~Z3
X 1 V 1 U 1 z2
x 2 v 2 u 2 ~Z1
X3 v3 u3
Hence, we may assume ^ 0 .
Likewise, the triples
[x1 ,x3 ,x4 ,x2] , [y2 >y3 >yi>y6 ’-y4 ’-y5 J and[z1 ,z3 ,z4 ,z2];
[xltx4 ,x2 ,x3] , [y3 ,y1 ,y2 ,-y5 .-y6 ,y4 ]and[z1 .z4 ..z2 ,z3] 
satisfy equations (1) and (4). Again finding 
[UpU2 .u3 >u4] is equivalent to finding [u^,u3 ,u4 ,u2] 
or [u^,u4 ,u2 .u3] such that
* 1 V 1 ui
(3)
1 
C
M
 
N
t
i—i
X r-i
>
ul~
(3)
“ Z3
x3 v3 u3 = Z 1 or x4 v4-u4 = Z 2
x4 v4 u4 "z3 x 2 v 2 u 2 z4
x 2 v 2 u 2 -_“z4_ _x3 v3 u3
mu
/ zl_
Hence, we may also assume y^ ^ 0 .
Finding u^,u2 ,u3 ,u4  is equivalent to solving the 
system of equations represented by
y4 'y2 yl 0 " V
l
y5 -y3 0 yi u 2 = ~ z3
y 6 0 -y3 y 2 u3 z2
,° y 6 "y5 V4 -U* ; zi_
From (1) it follows that
yly 6 - y2y5 + y3y4 = 0 when xi * 0 •
Let denote the i row of the augmented matrix
of (5). Since [y1 »y2 >y3 »y4 »y5 *y6^1 and [zi* z2» z 3 * z4^
35
satisfy equation (4) and y^ ^ 0 ,
Rg may be replaced by ~ ^2 ^ 2  + ^3 ^ 1  = ®
and may be replaced by y^R^ ~ ^4 ^ 2  + ^5 ^ 1  =  ^'
It suffices to find an integral vector of the form
"O'
— ^
0 "^1
0 + s *1 - t 0
z4 *1 *2 -y4
;z3 3^ ; . " Y s
Since (yx,y2 ,y3 ,y4 ,y5 ,yg) = 1, there are integers
n2 »n^,n^,n^ ,n^  such that n2 y2+ngyg+n^y^+n|_y,.+ngyg=l(inod y^ )-
Let s = -t^ 2zi^ + n3 z 3 “ n6 Zl anc* Z = _n4z4 + n5z3 ~ n6z2’ 
With equation (4),
sy2 + ty4  = -n2 y2 z4  + n3 y2 z3 - n4 y4 z4
+ n 5y4 z3.-. n 6 (y2Zl + y4 z2)
= -z4 (n2 y2 + n3 y3 + n4 y4  + n5 y5> - n 5 y6 z4  
- -z^Cmod y1) .
and
sy3 + ty5 = -n2 y3 z4  + n3 y3 z3 - n4 y5 z4
+ n 5 y5 z3 - ng(y3 z1 + y5 z2)
5  z3^n2y2 + n3y3 + n4y4 + n5y5> + n6y6z3 
s z^(mod y^)
As might be expected the correlation between
representation E-simultaneously and simultaneously
depends on the primitivity of the vector entries.
(2 )Accordingly, we say f, f and adj f represent 
m,n, and p E-simultaneously and primitively if there
36
are vectors whose respective entries are relatively 
prime which satisfy E-simultaneous representation.
Theorem; The forms f, f ^  and adj f represent 
m,n and p E-simultaneously and primitively if and 
only if there is a unimodular transformation T; such 
that; (A is the matrix of f)
(i) TT AT = B,
(ii) the initial coefficient of B is m »
(iii) the initial coefficient of B^^ is n,
and (iv) the last diagonal entry of adj B is p
or equivalently the initial coefficient
(3)of B is
Proof; (=» Let ,x2 ,x3 ,x4  3, ^ , y2, y3, y4, y5, y6 ]
and [z^fz2 ,z3, J be primitive vectors yielding the 
appropriate representations and satisfying equations (1 ) 
and (4). There are integers v^v^v^.v^.UpU^u^.u^,
wl,w2’w3’w4 such that
X 1 V 1  
x2 v 2
x3 v3 
x4 v4.
-1(2)
X 1 V 1 U 1 
x 2 v 2 u 2 
x3 v3 U3 
x4 V4 U4
"l(3)
and -w^z^ + w2 z2 - w^z^ + w^z^ = 1. Let 
unimodular matrix
-z.
-z.
T be the
37
X 1 V 1 U 1 W 1
X 2 v 2 u 2
w2
x3 v3 u3 W3
x4 v4 u4 w4
Now, the leading coefficient of B = T AT is m,
f (XpX 2 .Xg.x^) . Likewise, the leading coefficient of 
(2)
(3)
b (2) is f(2 )(y1 ,y2 ,y3 ,y4 ,y5 ,y6) and of B(3) is
(z4 , "^2* z2»"*^ 1^  f ^zi • z2 ’ z3 ’ z4^ *
«=3 Denote the unimodular matrix T by
* 1 V 1 U 1 wl~
x 2 v 2 u 2
w 2
x3 v3 u3 w3
x4 v4 u4 w4 and put
X 1 vl"
(2 )
z4 xi V 1 u r
x 2 v 2 and "z3 = x 2 v 2 u 2
x3 v3 z 2 x3 v3 u3
_x4 v4_ ; zi_ _x4 v4 u4<_
i(3)
yi
^ 2
^3
y4
ye
(2)
Clearly, f (x^x^x^x^) = m, fv ' (yx. y2. y3, y^ . y5, yfi) = n, 
and adj f(z^, z2 >z3 >z^ ) = p. Since the determinant of 
T is one and this may be viewed as a linear combination 
of any of the above vector entries, it suffices to 
verify equations (1) and (4). We observe that
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M -» m
X2V3"X3V2 X3V1"X1V3 X1V2“X2V1
0 xi
x 2v 4"x 4v2 X4V1"X1V4 0 X1V2-X2V1 x2
x 3v 4"x 4v3 0 x4vr xiv4 X1V3"X3V1 x3
0 x 3v4~x 4v3 X4V2~X2V4 X2V3“X3V2
Also,
0 yi y2 y3* '-y6u2+y5u3‘y4u4* U1
yj. c -y4-y5 y 6u i-y3u3+ y2u 4 ~ a u2
y2 y4 0 "y6 -y5ul+y3u2'ylu4 u3
_y3 y5 y6 0 . . y4ul" y2u2+ylu3_ _u4
where a = 5^ 3 5^4 = ® as in the previous
lemma.
(2)Corollary: The forms f and fv ' have E-simultaneous
primitive representations of m and n if and only
if there is an equivalent form g such that the leading
( 2 )coefficient of g is m and of gv ' is n .
Proof: «=) Clear from the previous theorem.
Let. .[x1,x2,x3,x^ ] , ty1,y2,y3,y4>y5 ,y6] be 
simultaneous primitive representations of m, n. Let 
S be the set of integral linear combinations of the 
vectors
0 ?4
0 ^3 ’*2
-*5 "*3 0
/4_t ?2 } *1 9 0
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Since not all of the y^'s are zero, S is non-trivial.
Choose B in S with B ^ 0. Since B eS , B satisfies
(4). Let d be the greatest common divisor of the
entries of B . Now, m, n and adj f(B/d) are re­
presented E-simultaneously and primitively. Therefore, 
g exists applying the previous theorem.
2.2 Reduction Theory: Denote the matrix of f as
a t s w 
t b r v 
s r c u 
w v u d
The form f is reduced if it has the following properties:
P 1.1 All of r, s, t are positive and w is non­
negative or all of r, s, t, w are non-positive.
P 1.2 If w = 0, then- v agrees in sign with r, s, t;
i.e. if r, s, t are positive, v is non-negative 
and if r, s, t are non-positive, v is non-positive. 
P I . 3 If w = v = 0 ,  then u agrees in sign with r, s, t. 
P I . 4 If r = s = 0 or s = t = v = 0. then u £ 0 .
P I . 5 If r = t = 0 or s = t = 0, then v ^  0 .
P2.1 a <[ b, a <[ c and a ^ d .
P2.2 a ^ b + c  - 2r, a <£ b + d - 2v, a < c + d - 2 u
and a £ c + d + 2 u .
P 2.3 a £ f(0 ,l.l,-l), a £ f(0,1,-1,l)-and a£ f (0,-1,1,1) •
P 2.4 a :£ f(l.1,1,0), a £ f(l,1,0,1), a £ f(-l,l,0,]). 
a ^ f(l,0 ,1 ,1 ) and a f(-l,0 ,1 ,1 ).
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P 2. 
P 2.
Put
P 3. 
P 3. 
P 3. 
Put 
D =
P 4 
P 5. 
P. 5. 
P 5. 
P 6 . 
P 6 . 
P 6 .
P 6 . 
P 7. 
P 7. 
P 7. 
P 8 . 
P 8 . 
P 8 .
5 a ^f(-l;l,l,l), a £f(l, -1,1,1), a (1 ,1 . -1.1 ) . 
a ^  f(1 ,1 ,1 .-1 ) and a £f(1 ,1 ,1 .1 ) .
6 a £  f(l,l,-l,-l),a lf(l,-l,l,-l) and 
a <1 f(l,-l,-l,l).
= ab - t2 , A 2 = ac - s2 , A3 = ad - w ,
ar - st, T2 = av - wt and T3 = au - sw.
2 1 Tll £ Al i A 2 '
2 IT2 U; a x <;a 3 *
A 1 * A2 + A3 - 2 T3 •
a t s a t w a t w
t b r C = t b V J = - t b V
s r c t w V d > s r V
1 2 J| £ D £ C .
b , then | r Js j .
c, then |r|j£ Jt | .
d, then JvJ^JtJ.
b or a = c, then a +  r +  s + t ^ O  .
d, then a + v + w + t ^  0 .
c and r = t, then |uj<£|w| and
a + u + w +  s ^ O  . 
b and r = s, then |v[ <; |w| . 
b + c - 2r, then b <£ r + t .
b + d - 2v, then b <, v + JtJ .
c + d + 2u, then |v + r| JtJ . 
f (0,1.1,-1), then Jb + r - v | <£ JtJ.
f(0,l.-l.l), then Jb - r + vj ^  JtJ .
f(0,-1,1,1), then Jb - r - v| <1 JtJ .
1 If a
2 If a
3 If a
1 If a
2 If a
3 If a
4 If a
1 If a
2 If a
3 If a
1 If a
2 If a
3 If a
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P 9 .1 If a = f (1,1,1, 0) , then b ^ c and b 4- 2t + r 0 .
P 9.2 If a = f (1,1,0,1) , then b ^ d and | b + t + v|j£ |t |.
P 9.3 If a = f(-l, 1,0,1). then b ^ d  and
|b - b + v j
P 9.4 If a = f(1,0,1,1), then |r + t + v | ^  |t| .
P 9.5 If a = f(-1,0.1,1), then | r + t - v | ^ | t | .
P 10.1 If a = f(+l.1,1,1,), then |b + r + v| ^ 12t |.
P 10.2 If a = f(l,-1,1,1), then |b - r - v| ^|2t|.
P 10.3 If a = f(l,l,-l,l), then |b - r + v| £|2t|.
P 10.4 If a = f(l,l,l,-l), then |b + r - v|^|2t|.
P 11.1 If a = f(l,l,-l,-l), then |b - r + t - v| ^|t| .
P 11.2 If a = f(l,-l,l,-l), then |b - r - t + v|^|t| .
P 11.3 If a = f(l,-l,-l,l), then |b + r - t - v|^|t| .
Put a s w a t s
B = s c u and K = s r c
w u d w V u
P 12.1 If A-^ = A2, then C £ B and 12K J <£ B . .
P 12.2 If A^ = A^ » then D ^  B .
P 13.1 If D = C, then A2 £ A3 .
P 13.2 If D = - 2J, then 2T3 £ A 2 .
P 13.3 If D = 2J, then + 2T£ + Tx ^ 0  .
P 13.4 If D = C and A2 = A3> then c <£ d .
P 14. a ^|2s|, a 12 1 1 and a ^  |2w|*
P 15.1 If a - -2t, then s = 0 .
P 15.2 If a = -2s, then t = 0 .
P 15.3 If a = -2w, then 2v + t £ 0 .
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p 15.4 If a = -2w and 2 v + t = 0 # then 2 u +
p 16.1 If a != 2 s or a = 2 t, then ^ 0 .
p 16.2 If a != 2w, then t 2v .
p 16.3 If a := 2w and: t = 2v, then s ;> 2 u.
p 17.1 If
A 1
= +2T1, then b ^ 2 r.
p 17.2 If Ai = -2T. then a + 2 s + t ^ o.
p 17.3 If Ai = -2T1 and b + 2 r = s = 0 , then
2u + V £ 0 .
p 18.1 If Ai = 2 T2, then b ^ 2v .
p 18.2 If Ai = -2T then a + 2w + t ^ 0 .
p 18.3 If Ai
II 1 ro rt N» and b + 2v = w = 0 , then
2u + r £ 0 .
Theorem: Every class of positive quaternary forms
contains a reduced form.
Proof: Let f be a quaternary form with coefficients
denoted as in the previous definition. We may replace
f with an equivalent form in which a , A^# D, C, A 2 and
Ag are successively as small as possible. Note that
and D may be replaced by any numbers represented
(2 )simultaneously by f ' and adj f with a. Let f 
be denoted by (a,b,c,d,u,v,w,r,s,t). Also, let 
(X^,X2 -X^,X^) represent the transformation which re­
places X p X 2 .Xg,x^ by X^,X2 >X2 ,X^ .
Properties P 2.1 through P 2.6 are assured by 
the minimal]ty of a .
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From the minimality of D and C, we have 2J J D  ^C. 
The transformation which replaces x^ by x^ ± x^
in f replaces a by a, by D by D and C by
D + 2J + C .
From the minimality of and A£. we have
2 |T1| £ A^ £ A 2 . Replacing X2 by X2 ± x^ in f
replaces a by a , A^ by A ^  D by D, C by C
and A 2 by A^ + 2T^, + A2 . Similarly, replacing X2 bv 
X2 + x^ does not change a, A^, D, C or A2 and replaces 
Ag by A^ + 2 T2 + A^. Properties P 3.3 and P 3.4 
follow from the obvious simultaneous representation 
and the minimality of A^ .
If A^ ~ t*le mi-ni-mali-ty of C and D assure
property P 12.1. Replacing x^ by x^ + x^ and
interchanging X2 and x^ replaces a by a, A^ by A2 ,
D by B+ 2K + D. Simply interchanging X2 and x^
replaces a by a, A^ by A 2 , D by D and C by B.
If A^ = Ag, interchanging X2 and x^ in f replaces 
a by a, A^ by A^ and D by B. Hence property p 12.2 
is assured.
The transformation which replaces x-^  by 
x^ + 0 * 2  + /3k2 + x^4 does not change a, A^, D,
C; Aj or A^. However, it does replace
t by t + aa, s by s + /3a and w + \a . Thus, 
f may be replaced by a form which has property P 14 
and properties previously indicated.
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With simple sign changes of X p X 2 »Xg or x^ 
we may secure a form which satisfies P 1.1 through 
P 1.5.
Noting that any representation of the minimum
by a form must be primitive, we may use E-simultaneous
representation and the choice of A-^ to verify many
of the properties P 5 through P 11.
2 '
If a = c, a and be - r are represented simul-
(2)
taneously by f and fv ' with the vectors [0 ,0 ,1 .0 ] 
and to.0,0,-1,0,0] . Now, the choice of implies •
o 2 2
that ab - t <L be - r = ab - r . Thus, f must
have property P 5.2. If a = d, the vector
[0 ,0 ,0 ,0 ,-1 ,0 ] shows in a similar manner that
2  ^ v 2ab - t ab - v .
If a = c, the vectors [0,0,1,0] and [0,-1,0,-1,0,0]
2 2 2demonstrate that ab-t <£ ac - s + be - r + 2 at - 2 rs.
2 2This in turn yields (a+t) (r+s) and half of property
P 6.1. Similarly, if a = d, the vectors [0,0,0,1]
9 2
and [0 ,0 ,-1 ,0 ,-1 ,0 ] yield the inequality (a+t) (v+w) .
If a = b + c - 2r, we use the vectors [0,1,-1,0]
and [ 0 , 0 ,0 ,1 , 0 , 0 J to obtain ab - t^ <, be - r^ .
2 2Substituting a - b + 2r for c we have (b-r) £ t
which in light of properties PI and P2 yields
b r + t. If a = b + d -  2v, the vectors [0,1,0,-1]
2 2and [0 ,0 ,0 ,0 ,1 ,0 ] lead to the inequality (b-v) ^ t .
If a = c + d + 2u, [0,0,1,+1] and [0,0,0,1,+1,0]
2 2lead to the inequalities (v+r) t completing property
P7.
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Tf a = f(0 ,l,l,-l), the vector [0 ,0 ,0 ,1 ,-1 ,0 ] is an
E-simultaneous representation of
be - r2 + bd - v2 + 2rv - 2bu. Substituting
a - b - 2 r + 2v for c + d - 2u yields the inequality
(b+r-v) 2 <> t2 which verifies P 8.1. If a = f(0,1,-1,1),
2 2
we obtain the inequality (b-r+v) ' £ t with the
vector [0,0,0,1,-1,0 ] . Likewise, if a = f(0,-1,1,1),
the same vector and similar arguments demonstrate that
(b-r-v) 2 ^ t 2 .
If a = f(l,1,1,0), the vector [0,1,0,1,0,0]
2 2represents ac - s + be - r + 2 ct - 2 rs which implies
that ac - (c+r+s) 2 ^ ab - t2 . If b > c, then
t2 - (c+r+s)2^ a(b-c) = -2a( c+r+s+t) ^0. Since
b + c + 2 r + 2 s + 2 t = 0 , c + r +  s + t < 0  and
-2t > -t + c + r + s ^ 2a contradicting P 14.
If a = f(+l,1,0,1), the vectors [0,0,+l,0,1,0 ]
and reasoning as above leads to the conclusion that b <£ d .
If a = f(l,1,0,1), the vector [1, 0, 0,-1, 0, 0]
2 2represents ab - t + be - r + 2 bs - 2 rt from which
2 2we derive the inequality (b+r+t) <, t . Properties
PI and P2 necessitate that r ^ 0 and t ^ 0. Thus,
we obtain b + 2t + r<^ 0 .  If a = f(+l, 1,0,1),
the vectors (+1 ,0 ,0 ,0 ,-1 . 0  ] yield the inequalities
(b+t+v)2^ t2 . If a = f(+l,0,1,1), the vectors
o 2
[+1 ,0 ,0 ,-1 ,-1 ,0 ] yield the inequalities (r+t+v) <; t
To verify properties P 11 and P 10 the following
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chart will list the vectors of simultaneous represen­
tation and the inequality which results from the 
minimality of and appropriate substitutions.
Hypothesis Vector Inequality
a- = f(+l,1 ,1 ,1 ) [+1 .0 ,0 ,-1 ,-1 ,0 ] (b+r+t+v) 2 £ t2
a = f(l,-1 ,1 ,1 ) [1 ,0 ,0 ,-1 ,-1 , 0  J (b-r-t-v) 2  ^ t2
a = f(l,l,-l,l) [1 ,0 ,0 .1 ,-1 ,0 ] (b-r+t+v) 2 <; t2
a = f(l,l,l,-l) [1 ,0 ,0 ,-1 ,1 ,0 ] (b+r+t-v) 2 <> t2
a = f(l,l,-l,-l) [1 .0 ,0 ,1 ,1 ,0 J (b-r+t-v) 2  ^ t2
a = f(l,-l,l,-l) [1 ,0 ,0 ,-1 ,1 ,0 ] (b-r-t+v) 2  ^ t2
a = f(l,-l,-l,l) [1 .0 ,0 ,1 ,-1 .0 ] (b+r-t-v) 2 t2
In order to verify the remainder of properties
P 1 through P 14, it will be necessary to consider
additional criteria.
If a = b, we apply the transformation
(X2+Xg,x-j+x^,Xg,x^) to f to obtain the form
f1 = (a,a, o ,d,u+v+w,w ,v ,a+s+t, a+r+t.t) where
o = a  + b + c + 2r + 2s + 2t. The values of f-j
corresponding to A^>C and D are the same, but A2
2
has been replaced by ao-(a+r+t) . It follows from
2 2the minimality of A2 that (a+s) (r+t) and hence
f has property P 6.1. If a = b, we interchange x^ 
and X2 to obtain the form f2 = (a,a,c,d,u,w,v,s,r,t). 
The values of f2 which correspond to ApC and D
2
are the same, but A 2 has been replaced by ac - r .
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Thus, f must have property P 5.1. If a = b and
r = s, we use f2 as above to verify property P 6.4.
If a = c and r = t, interchanging x-^ and x^
replaces f by (a,b,a,d,w,v,u,r,s,t) where the co~
efficients corresponding to A^,D,C and A2 are un-
2
changed, but Ag is replaced by ad - u . If a = c
and r = t, the transformation (Xg+x^,X2 ,x^+Xg,x^)
carries f into (a,b,a, 0,a+w+s,r+t+v,a+s+u,r,s,t)
where o = a + c + d + 2 u + 2 w + 2 s .  The coefficients
corresponding to A^,D,C and A2 remain the same, while
2
Ag is replaced by a a -(a+s+u) . It follows that 
2 2(a+w) ^ (u+s) and f has property P 6.3.
If D = C, interchanging Xg and x^ in f
replaces a by a, A^ by Ap  D by C, C by D and
A2 by Ag. The minimality of A2 secures property 
P 13.1.
If D = -2J, the transformation (x^,X2 ,Xg-x^,x^) 
carries f into (a,b,c,c+d-2 u,u-c,v-r,w-s,r,s,t).
The coefficients corresponding to A^,D,C and A2  
remain the same, while Ag is replaced by Ag + Ag - 2 Tg.
If D = 2J, we apply (x^.Xg.Xg,-x-^-Xg-Xg-x^) 
to f to obtain (a,b,c,o,-c-r-s-u,-b-r-t-vr-a-s-t-w,r,s,t) 
where 0 = f(1,1,1,1). The coefficients corresponding 
to A^,D,C and A2 are not altered, while Ag is 
replaced by A-^  + A2 + Ag + 2T^ + 2 T2 + 2Tg . Recalling 
that 2J £ D and Ag was chosen minimally, we have
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0 <£ aD - 2aJ 
£ A ^ A ^ T ^  - T1(T1 + 2T2)
£ Ax (A1+A2 +2T1+2T2+2T3) - (A1+T1) (A1+2T2+T1) 
with Sylvester's theorem and some rearrangement. Hence, 
Ax + 2T2 + Tx ^ 0 .
For property P 13.4 and subsequent properties 
it may be necessary to alter the form f. In order to 
make these changes profitably, we observe that the 
successive minimality of a,A^,D,C,A2 and A^ and 
properties P 1 and P 14 were sufficient to secure
properties P 2 through P 13.3. Hence, future trans­
formations which do not alter these conditions will 
secure a new form while maintaining properties P 1 
through P 13.3.
If D = C, A2 = A^ and d < c, we tranform f by 
interchanging x^ and x^ with sign changes where 
needed to secure P 1 through P 14.
If a - -2t and s f 0, the transformations 
(-x^-x2 ,-x2 , ,+x^) carry f into 
f^ = (a,b,c,d,u,-v-w,-w,-r-s,-s,-t) and 
f2 = (a,b,c,d,-u,v+w,w,-r-s,-s,-t). Property 15.1 
holds for f^ and f2 trivially. The critical values 
have not been altered and one of f^ or f2 must
satisfy P 1. P 13.4 and P 14. Similarly, if a = -2s
and t j6 0 , the transformations (-x^-x^,x2 ,-x^,+x^) 
carry f into f^ = (a,b,c,d,u+w,v,-w,-r-t,-s,-t) 
and f^ = (a,b,c,d,-u-w,-v,w,-r-t,-s,-t).
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If a = -2w and t + 2v >0, the transformations 
(x-L-x^ ,X2 ,+Xg, -x^) carry f into 
f^ = (a,b,c,d,-u-s,-v-t,w,r,s,t) and
f2 = (a,b,c,d,u+s,-v-t,w,-r,-s,t). Again the critical 
values are maintained and either f^ or f2 must 
satisfy P 1 through P 15.2. Now, t + 2(-v-t) = -t -2v< 0.
If a = -2w, t + 2v = 0 and 2u + s > 0, we use f^
as above to secure properties P 1 through P 15.4.
If a = 2t and <0, the transformations
(-x^-X2 »X2 ,-Xg,+x^) carry f into 
f^ = (a, b, c, d,-u, v-w,-w, s-r, s, t) and 
f2 = (a,b,c,d,u,w-v,w,s-r,s,t). The minimal values 
are not changed and one of f^ or f2 must satisfy 
P 1, P 13.4 and P 14. Property P 15 is vacuously 
satisfied and = ar-st = t(2r-s) has been replaced 
by a(s-r)-st = t(s-2r). If a = 2s and < 0 ,
the transformations (-x^-x^,-X2 ,X2 .+x^ ) carry f into 
fg = (a,b,c,d,u-w,-v,-w,t-r,s,t) and 
f^ = (a,b,c,d,w-u,v,w,t-r,s,t) to obtain the desired 
results.
If a = 2w and t > 2v, we apply (x.j+x^ ,X2 ,Xg,-x^) 
to f to derive f^ = (a,b,c,d,s-u,t-v,w,r,s,t) 
which has properties P 1 through P 16.1. Moreover 
t < t +(t-2v) = 2(t-v). If a = 2w, t = 2v and s < 2u, 
f^ provides a form which satisfies P 1 through 
P 16.1 and 2(s-u) = s +(s-2u) <s . Hence, we may 
assume f has properties P 1 through P 16.
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If = 2T^ and b <2r, the transformations 
(-Xp-X2 -Xg,Xg,+x^) and (x^,-X2+Xg,-Xg,+x^) carry f 
into f^ = (a,b,b+c-2 r,d,u-v,-v,-w,b-r,t-s,t), 
f2 = (a,b,b+c-2 r,d,v-u,v,w,b-r,t-s,t), 
fg = (a,b,b+c-2 r,d,u-v,v,-w,r-b,t-s,-t) and 
f^ = (a,b,b+c-2r,d,v-u,-v,w,r-b,t-s,-t). Since f 
haS' properties P 14 and P 2, b - r > 0  (this will 
be proven later) and one of f p f 2 »fg or f^ has 
property P 1 . Again the critical values have not 
changed.- Unless a = 2w, properties P 15 and P 16 
are assured for f^ as long as P I  holds. If a = 2w 
and f2 has property P 1, then f2 satisfies P 16 
or fg = (a,b,b+c-2r,d,u-v-s+t,v,w,b-r,t-s,t), derived 
from f2 with the transformation (x.j+x^ ,X2 >Xg,-x^), 
satisfies P 16. If a = 2w and f2 does not satisfy
P 1, then fg does and we apply (x^-x^,X2 »Xg,-x^)
to derive fg = (a,b,b+c-2 r,d,v-u+s-t,t-v,-w,r-b,t-s,-t) 
and again secure P 15. Since T-^ has been replaced 
by -T^ in ^3 ^ 4  an<^  fg anc* b > 2 (b-r) we have
a form which satisfies P 17.1.
If A^ = -2T^ and a + 2s + t < 0, the trans­
formations (-x-^+Xg,-X2+Xg,Xg,+x^) carry f into 
f^ = (a,b, 0 ,d,u+v+w,-v,-w,-b-r-t,-a-s-t,t) and 
f2 = (a,b, 0 ,d,-u-v-w,v,w,-b-r-t,-a-s-t,t) where 
0 = a + b + c + 2 r + 2 s + 2 t.
Now, a + 2(-a-s-t) + t = -a - 2s - t > 0 and property 
P 17.2 holds. We obtain t < - a - s - t < ; 0  from
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P 14 and -b-r-t <L 0 follows from P 3 (to be shown later) . 
Since a + 2 s + t < 0 and f satisfied P 15.1 and 
P 15.2, f^ and f2 must satisfy P 15.1 and P 15.2 
trivially. If a = -2w and 2v + t < 0 , we need only 
consider f^ which clearly satisfies P 15.3. If 
a = -2w and 2v + t = 0, either f^ satisfies P 15.4 
or fg = (a,b, a,d,a+s+t+u+v+w,-v-t,w,-b-r-t,-a-s-t,t) 
obtained from f^ with the transformation 
(x^-x^,X2 »^g,~x^). To verify property P 13.4 observe 
that 0 = A^ + 2 T^ = a(a+b+2 r+2 s+2 t) - (a+t)(a+2 s+t) 
and hence o < c .
If Ax = -2Tr a + 2s + t ^0, b + 2r = s = 0 
and 2 u + v > 0 , the transformation (x^.x^-x^,-x^,x^)
carries f into (a,b,c,d,-u-v,v,w,r,s,t). Clearly, 
r f 0 and P 1 holds. It suffices to verify P 15.4.
If a = -2w and 2v + t = 0, then 2u + s 0 and 
2(-u-v) + s ^-4u - 2v < 0 .
If A^ = 2T2 and b < 2v, the transformations 
,x2+x^,Xg-xZf) , (x1 ,x2 -x^,x3 ,x^ ) and (x-^Xg+x^,-Xg,-x^) 
carry f into f^ = (a,b.c,b+d-2 v,r-u,b-v,t-w,r,s,t), 
f2 = (a,b,c,b+d-2 v,u-r,v-b,w-t,r,s,t) and 
fg = (a,b,c,b+d-2v,u-r,b-v,t-w,-r,-s,t). Property- *
P 14 is inherent from f and one of or ^ 3
must satisfy P 1. Unless a = 2|w-t| , properties 
P 15 and P 16 are immediate. If a = 2 |w-t|> proper­
ties P 1 and P 14 imply that w = 0 or t = 0 
and hence b ^  -2v contrary to the hypothesis. If fg has
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property P 1, then P 17 becomes trivial. Properties 
P 17.1 and P 17.2 are inherent in f^ and f  ^• If 
= -2 T^ and b + 2 r = s = 0 , then 
0  = + 2 T^ = a(b+2r) - t(t+2 s) implies t = 0 which
we have already noted contradicts our hypothesis.
If C = D, - A^ and b + d - 2v < c, considerable 
effort is required to recover P 13.4. This labor 
will be postponed temporarily. Since T2 has been 
replaced by -T2 in f2 and b > 2 (b-v), property 
P 18.1 has been secured.
If A^ = anc* a+ 2w + t < 0, the transforma­
tions (x^-x^,X2 ,+Xg,-x^) carry f into 
f^ = (a,b.c, & ,-u-r-s,-b-v-t,-a-w-t,r,s,t) and 
f2 = (a,b,c, cr,u+r+s,-b-v-t,-a-w-t,-r,-s,t) where 
o = a + b +  d + 2 v + 2 w + 2 t .  One of f-^ or f2  
has property P 1. From P 14 we have w < - a - w - t < ; 0 .  
and from P 3 (to be shown later) we have - b - v - t ^ 0 .
Properties P 15, P 16, P 17.1 and P 17.2 are inherent
or trivial for f^ and f2 » If A-^  = -2T^, and
b + 2r = s = 0 , recall t = 0 and contrary to our assump­
tion a + 2w + t 0. If C = D, A 2 = Ag and o > c,
we postpone recovery of P 13.4.
If A^ = b + 2v = w = 0 and 2u + r > 0,
the tranformation (x^.X2 ~x^,x^,-x^) carries f into
(a,b,c,d,-u-r,v,w,r,s,t) which clearly inherits all. 
but properties P 17.3 and P 18.3. If A^ = -2T^
and b + 2 r = s = 0 , then 2 u + v ^  0 and
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2(-u-r) + v £ -4u - 2r < 0 . Since 
2(-u-r) + r = -2u - r <0, we have P 18.3.
We are ready to recover property P 13.4 and complete
the proof. If C = D, A3 = and = + 2T^, then
2 2  Sylvester’s theorem gives A-jA3 ~T2 = aC = aD = A^A3 - T^
and thus T^ = T^ .
If Ax = 2T2 = -2T1,b < 2v, A2 = A3, C = D
and b + d - 2v < c , the transformations
(-x1 ,x2+x3 ,+x^,-x3) and (-x^,-x2+x3 >-x^,-x3) carry
f into f^ = (a, b, b+d-^ 2v, c,u-r, -r,s,b-v,w-t,-t),
f2 = (a,b,b+d-2v,c,r-u,r,-s,b-v,w-t,-t) and
f3 = (a,b.b+d-2v,c,u-r,r,s,v-b.w-t,t). As with previous
cases the critical values are unchanged. Properties
P 13.4 and P 14 are obvious. Since -b + 2v = 0 is
impossible and is replaced by -T^ for f3> property
P 17.3 is trivial. The following chart will indicate
verification of the remaining properties where P 1 holds.
Initial
Condition
f^ used when 
w-t>0 ,s< 0
f2 used when 
w-t>0 ,s= 0
f3 used when 
w-t^ 0
a = -2 t Not Applicable -T^ replaces T^ 
-2T1 =A1>0
From P 14, 
w-t^ 0
a = 2 (w-t) -T^ replaces T^,-2 T^=A^ > 0 Not Applicable
a = -2 (w-t) Not Applicable a=-2w and 
t = 0
a = -2 s Trivial,since t=0 implies b=2v
> t-*
11 1 to H I—1 b 12 (b-v) a+2w-t^ 0
A 1 " 2 T 2 -T2 replaces T2 ab+2 ar=t‘li+2 st
b^-2r
-T2 replaces
t 2.
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If Ax = 2T2 = 2T ,b < 2v, A2 = A3, C = D and 
b + d - 2v < c, the transformations
(x^ > * ^ ^"1 * —^2"^*”^ 3 * " x 4  * and
(x 1 - x 4 , - x 2+ x 3 ,x4 - x 3 ) carry f into
f^ = (a,b.b+d-2 v,c,r-u,r,s,b-v,t-w,t), 
f2 = (a,b,b+d-2v,c,u-r,r,-s,v-b,t-w,-t) and 
f3 = (a,b,b+d-2v,c,r-u+w-t,t-r,-s,v-b,t-w,-t). Again 
no critical values are changed. Properties P 13.4 
and P 14 are obvious. Since -b + 2v = 0 is impossible 
and is unchanged for fp property P 17.3 is
trivial. The following chart will indicate verifi­
cation of the remaining properties where P 1 holds.
Initial
Condition
f^ used when 
w-t>0 ,s 0
f2 used when 
w-t>0 , s= 0
f3 used when 
w-t£ 0
a = 2 t 2T1 =A1 > 0 From P 14, t - w  ^ >0
a = 2 (t-w) 2 T1 =A1 > 0 Not Applicable
a = -2 (t-w) Not Applicable If a=2w and t=0, b=2v 
contrary to hypothesis
a = 2 s t < 2 r Not Applicable 2 (t-r)+
(-t) < 0
A^= 2 T^ b J>2 (b-v) -T^ replaces and a-2w+tr>0 .
A 1 = 2 T 2 b ^ 2 r
-T2 replaces 
T 2
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If = -2T2, a + 2w + t < 0, A2 = A3, C = D 
and o < c, we have r,s,t ^ 0 and consequently Tx ^  0 .
We may assume = T2 and apply transformations 
(x1 -x3 ,x2 -x3 ,x^,-x3) and (-x1 -x2 -x3 >-x2 ~x3 ,x^,-x3) 
to f to obtain f^ = (a,b, °,c,-u-r-s,r,s,-b-v-t,-a-w-t,t) 
and f2 = (a,b, o,c,-u-r-s,-r-s,-s,b+v+w,a+w+t,-t). 
Properties P 13.4 and P 14 follow readily. Since 
-b- 2v - 2 t = a + w + t = 0  implies 2b + 4v + 3t = 0 
and hence t = 0 which is impossible property P 17.3 
is trivial. Likewise for P18.3 b + 2 r = s = 0
implies t = 0. Complete verification of remaining 
properties is made as follows.
Initial
Condition
f^ used when 
a + -2 1
f^ used when 
a = -2 t = -2w
f2used when 
a = -2 t^-2w
a = - 2 1 Not Applicable -a - w - t = 0 -T^ replaces 
T1 ,-2T1 =A1>0
a = -2 s By choice of f^ t=0 contrary to our hypothesis
a = 2 (a+w+t) 0 ^-t = a + 2w +  t is impossible
Ai ■ -2Ti -a - 2w - t > 0 -T^ replaces 
T^,b-2 (b+v+w) 
= d - o
A 1 ■ - 2 T 2 a + 2 s + t j> 0 Below *
* - T2 replaces T2 and s = 0. Since A^ = -2T^, 
b -2 r = 2 (-r-s) .
There are several properties of a reduced form 
which will be useful and which are easily derived from 
the definition. These are noted and proven in the next
proposition.
Proposition; If f is a reduced form (denoted with
coefficients as before), then it has the properties:
R 1.1 If b = 2r, then t ^  2s; if b < 2r, then t < 2s
a(b-2r) ^t(t-2s) by P 3.1.
R 1.2 If c = 2r, then s <; 2t; if c < 2r, then s < 2t
a(c-2r) ^ s(s-2t) by P 3.1.
R 2.1 If b = 2v, then Jt|<^2w| ; if b < 2v, then
| t [ < |2w |. a(b-2v) t(t-2w) by P 3.2.
R 2.2 If d = 2v, then |w|^j2t|; if d < 2v, then
|w | < 1211 . a(d-2v) ^ w(w-2t) by P 3.2.
R3.1 b ^  -2r, c ^ -2r, b ^ -2v and d -2v.
a(b+2r) ^ t(t+2s) ^ 0 by P 3.1 and P 1 .
Other properties, similarly by P 3.1, P 3.2 and
P 1.
R 3.2 If b = -2r, then t = 0; if c = -2r, then s = 0.
R 3.3 If b = -2v, then t = 0; if d = -2v, then w = 0.
R 4.1 If r >0, then 5b > 8 r .
We reduce to > 2T^ with P 17.1 and P 3.1.
Hence s2 - (t-s) 2 > a(2r-b)
o
Since ab J> 4s , we have 
b > 4(2r-b).
R 4.2 If r >0, then 5c > 8 r .
9 9We may assume c < b and hence s < f. Now, 
t2 > t2 - (s-t)2 ^ a(2 r-c) .
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o
Since ac 4t , we have
c > 4(2r-c).
R 4.3 If v > 0 ,  then 5b > 8 v .
Similar to R 4.1.
R 4.4 If v > 0, then 5d > 8 v .
Similar to R 4.2.
R 5.1 5A2 > 8 T3.
We reduce to D > -2J with P 13.2 and P 4.
With Sylvester's theorem we have
a(D+2J) = A1 (A2 -2T3) - T1 (T1 -2T2).
Hence, T2 - (T^T^ ) 2 > A ^ T g - A ^
2
and since A^A2 4T2 we have
A 2 >4(2T 3 -A2).
8  5.2 If T, > 0,then 5A3 > 8 T3.
2 2We may assume A3 < A2 and hence T2 < .
With Sylvester's theorem we have 
a(C+2J) = A 1 (A3 -2T3) - T2 (T2 -2T1).
Hence, T2 > T2 - (T2 -T1 ) 2 ^ A1 (2T3 ~A3)
O
and since A^A3 ^ 4T^ we have 
A 3 > 4(2T3 -A3).
R 5.3 If T3 < 0 ,  then 5A2 ^ -8 T3 .
Similar to R 5.1.
R 5.4 If T3 < 0, then 5A3 ^ -8 T3 .
Similar to R 5.2.
R 6.1 If u <0, then 5c > -8 u .
With R 5.3 we have a(5c+8u) - s(5s+8w) ^ 0 .
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If 5c = -8 u, then s = w = 0 and r,t,v <, 0.
But, this is impossible since D - 2J ^ 0  and 
D - 2J = (ab-t2 )(c+2u)-(ar-st)(r+2v)+(rt-bs)(s+2w) 
<1 (ab-t2 )(c+2 u) .
R 6.2 If u <0, then 5d > -8 u .
Similar to R 6.1.
2.3 Minimum of a reduced form: A characterization of
the representations of the minimum of a reduced quater­
nary form is near. First we must make a few notes- • 
concerning the minima of certain binary forms. The 
first lemma provided the essential tool in Donald 
Pounder’s [15] direct proof of Pall's reduction 
theory for ternary forms [1 0 ] .
The minimum of a form f will be denoted min f.
2 2  Lemma: If g(x,y) = ax + 2txy + by has the property
that J t|<^  a and J t b, then min g is the minimum
of the numbers a, b and a + b - 1 2 1 1
Proof: It suffices to show that if the maximum of
| x-^ j and | x2 1 excee^s one, then g(x^,X2 ) > S •
We may assume J x^ J ^  j X2 1 and |x  ^j > 1 .
If j x |^ = J x2 1, then
g(x1 ,x2 ) 2  (a+b- 2  | t|)x2 >min g .
If |xx | >|x2 1, put h = | x1| - | x2| > ° .
Now, g O c p ^ ) ^  a(|x2 |+h) 2 - 2 | 11 (| x2| +h)|x2j + bx^
(a+b-2 |t|)x2 + 2 Ca-| t J) J Xgjh + ah2
;> min g .
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The next lemma classifies the minimum of a reduced 
binary form and its representations by exclusion.
Lemma: If the maximum of | | and j x2 | exceeds one
2 2and the form g(x,y) = ax + 2 txy + by has the property 
that 211 a <Lb,then f(xltx2) 1 3a .
Proof: If | xl | = J x 2 I ^
g(xltx2) ^ (a-2|t| + b)x2 ^ 4a.
If |x-|J> J x 2 1 and |x1|> 1, put h = |xi|~ | x 21 ^  0 •
g(x1 ,x2) ^ ax2 - 2 J tx^x2 1 + bx2
^ a(x2+h|x2|+ h2) + (a-2 1 tj)hjx2J -+-
(b-2 |t|)x|
^ 3a .
If | XjJ <|x2| and f^2|> 1, put K = |x2| - |xj> 0.
g(x1 ,x2) ^ ax2 + b(h|x^|+ h2) + (b-2 | t | )  (x^ -t-hjx^ | )
2 3a.
The subsequent lemma reduces the problem of possible
representations of the minimum of a reduced quaternary
form to consideration of a finite number of vectors.
Let f be a reduced quaternary form with matrix
a t s w
t b r v
s r c u
w v u d
As in the definition of reduction put,
2
= ab - t , T^ = ar - st, T2 = av - wt,
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a t s a t w a t s
t b r C = t b v J = - t b r
s r c t w v d , and w v u
Lemma: If the maximum of jx^ j , ]x2|' !x31 anc* lx4l
exceeds one, then f(XpX 2 ,x3 >x^) > a .
Proof: By completing squares we may write f(x^.X2 ,Xg,x^)
2 2  as a u + (A-^ /a) q + (I/aA^) <v(x3 ,x^ ) where
a = + tx2/a + sx^/a + wx^/a,
13 =  x 2 +  T l x 3 / A l  +  T 2 x 4 ^ A 1 a n d
2 2
<p(x,y) = aDx - 2aJxy + aCy .
Property P 4 guarantees that <v satisfies the hypothesis
of the preceding lemma and that min ^  = aD. Property
2 2
P 3 and Sylvester's identities yield aD = A^A2 -T^ ^  3/4A^.
2
Property P 14 yields the inequality A-^  ^ 3/4 a
If |xg| > 1 or |x^|> 1, then
f (x1 ,x2 ,x3 ,x^ ) ^ 3D/A^ ^ 9/4 A^, J> 27/16 a .
Hence, we may assume |x3|<£l and jx^j^l.
If x3 = x^ = 0 and jx2| >1, then
f(x1 ,x2 ,x3 ,x4) ^ 4Ax/a ^ 3 a .
If |x^ | = 1 or J x^| = 1 and J x2 J > 1 , then
2
f (x1 ,x2 ,x3 ,x4) ^  13 Ax/a + D/A1
^ A^/a + D/A^ ^ 3a/4 + 9a/16 .
Hence, we may assume | x2j £ 1 .
If j x-^| > 1, recall that s,t and w have the same sign 
and | s J < a/2 ,  jtj £ a/2. and Jwj ^ a/ 2  . Hence,
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2
a > 1 , unless Jx^|= 2 and X2 = x^ = x^ £ 0 .
Thus, it suffices to consider f(2,1,1,1) and 
f(2,-1,-1,-1). Now,
f(2,1,1,1) = f(l,1,1,1) + 3a + 2s + 2t + 2w
^ 4a + 2s + 2t + 2w ; P 2;
v, a . P 14 .
But, f(2,1,1,1) = a implies a = -2s = -2t = -2w ' 
contrary to P 15.
f(2,-1,-1,-1) = f(l,-l,-l,-l) + 3a - 2s - 2t - 2w 
^ 4a - 2s - 2t - 2w ; P 2;
^ a . P 14.
Now, f(2,-1,-1,-1) = a implies a = 2s = 2t = 2w 
and f(1,-1,-1.-1) = a. Further, P 16 guarantees 
t<; 2r and t £2v while P 10.1 yields b+r+v <[ 2t.
But, b + t  <1 b + r + v < 2 t  implies b ^ t contrary
to P 2.1 .
The classification of the representations of the 
minimum of a reduced quaternary form and the special 
circumstances required for some of the representations 
are listed in the proof of the next theorem.
Theorem: The minimum of the reduced quaternary form
f is the leading coefficient a .
Proof: Since f(x^,X2 ,X2 ,x^ ) = f(-x^,-X2 ,-x^,-x^)
it suffices to consider the following vectors.
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V 1 s [ 1 , 0 , 0 , 0 ] V 14 = [ 0 , 1 , 1 , - 1 ] V 28 ss [ 1 , 0 , 0 , - 1 ]
V 2 = [ 0 , 1 , 0 , 0 ] V 15 = [ 0 , 1 , - 1 , 1 ] V 29 = [ 1 , 0 , - 1 , 1 ]
V 3 = [ 0 , 0 , 1 , 0 ] V 16 = [ 0 , - 1 , 1 ,  1] V 30 = [ 1 , 0 , 1 , 0 ]
v  4 = [ 0 , 1 , - 1 , 0 ] V 17 = [ 1 , 1 , - 1 , 1 ] V 31 = [ 0 , 1 , 1 , 0 ]
V 5 = [ 1 , 1 , 1 , 0 ] V 18 = [ 1 , - 1 , 1 , - 1 ] V 32 = [ 1 , 1 , - 1 ,  0]
V 6 = [ 0 , 0 , 0 , 1 ] V 19 = [ 1 , 1 , 1 , - 1 ] V 33 = [ 1 , - 1 , 1 , 0 ]
V 7 = [ 0 , 1 , 0 , - 1 ] V 20 = [ 1 , - 1 , - 1 , 1 ] V 34 S3 [ - 1 , 1 , 1 , 0 ]
V 8 — [ - 1 , 1 ,  0 ,1 ] V 21 = [ 1 , 1 , - 1 , 1 ] V 35 =1 [ 1 , 0 , 0 , 1 ]
V 9 = [ 1 , 1 , 0 , 1 ] V 22 = [ 1 , - 1 , 1 , 1 ] V 36 S3 [ 0 , 1 , 0 , 1 ]
V 10 = [ 0 , 0 , 1 , - 1 ] V 23 = [ - 1 , 1 , 1 , 1 ] V 37 S3 [ 1 , 1 , 0 , - 1 ]
V 11 = [ 0 , 0 , 1 , 1 ] V 24 = [ 1 , 1 , 1 , 1 ] V 38 = [ 1 , - 1 , 0 , 1 ]
V 12 = [ - 1 , 0 , 1 , 1 ] V 25 = [ 1 , - 1 , 0 , 0 ] V 39 = [ 1 , 0 , 1 , - 1 ]
V 13 = [ 1 , 0 , 1 , 1 ] V 26 = [ 1 , 1 , 0 , 0 ] V 40 = [ 0 , 1 , 1 , 1 ]
V 27 = [ 1 , 0 , - 1 , 0 ]
V 1 through V 24 are verified by P 2 .
V 25 a + b - 2 t ^ b ^ > a ;  properties P 14 and P 2.1.
If f (1,-1/0,0) - a, then a - b = 2t .
V2 6  a + b + 2 t ^ b ^ a  by properties P 14 and P 2.1.
If f (1,1,0,0) = a, then a = b = -2t.
V 27 a + c - 2s ^ c ^ a ; P 14, P 2.1. If f(l,0,-l,0) = a,
2 2then a = c = 2s . Since a b - t  < ac - s and
2 | t | < a < b, a = b = 2t .
V 28 a + d - 2w ^  d ^  a? P 14, P 2.1. If f (1,0,0,-1) = a,
2 2then a = d = 2w. Since a b - t  < ad - w and
2 J tj< a < b, a = b = 2 t .
V 29 a + c  + d - 2 u  + 2 w - 2 s J > a ; P  2.2, P 14, P 1.
Now, vectors V 30 through V 40 can not represent a .
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If f(1,0,-1,1) = a, then either a = c + d - 2 u = 2 s  
and w = 0 or a = c + d - 2u = - 2w and s = 0 .
V 30. a + c + 2 s  ^ a  ; P 14, P 2.1.
If f(1,0,1,0) = a, then a = c = -2s and hence 
t = 0. However, properties P 2.1 and P 3.1 
imply that a2 ab - t2 <£ ac - s2 = 3/4 a2, 
which is impossible.
V 31. b + c + 2r 2 b i a ; R 3.1, P 2.1.
If f(0,1,1,0) = a, then a = b = c = -2r and
hence s = t = 0. (R3.2). However, property
P 5.1 implies that r = 0, which is impossible.
V 32. a + b + c - 2r - 2s + 2t ^ 2a - 2s + 2t ^ a;
P 2.2, P 14, P 1. If f(l,l,-l,0) = a, then 
b + c - 2 r = a and hence r > 0 , s > 0  and
t > 0 (P 2.1, P 1). However, if s > 0 and
t > 0 , 2 a - 2 s + 2 t > a.
V 33. a + b + c - 2r + 2s - 2t > a as above.
V34. If r,s,t ^0, a + b + c + 2r - 2s - 2t =
a-<-b + a<;o'; R 3.1. If r,s,t> 0, then
a + b + c + 2r - 2s - 2t ^ a + 2r >a; P 2.1, P 14.
V35. a + d + 2 w £ d ^ a  ; P 14, P 2.1.
If f(1,0,0,1) = a, then a = d = -2w. Since 
ab - t2 ad - w2 and 2 j t J ^ a <1 b , a = b = -2 t. 
Hence, r = s = 0 and v £ -t. (P 15.1, P 5.1,
P 5.3). Property P 14 and crude expansion yield 
0 £ C - D = (d-c)(ab-t2) + b(s2 -w2) + a(r2 -v2)
+ 2 t(vw-rs) ,
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Thus, in violation of P 2.1
0 < a(w2+vw+v2) £ (a-c)(ab-t2) .
V 3 6 . b + d + 2 v ^ b ^ a  ; R 3.1, P 2.1.
If f(0,1,0,1) = a, then a = b = d = -2v and 
hence w = t = 0 (R 3.3). However, property 
P 5.3 implies that v = 0, which is impossible.
V 37. a + b + d - 2v - 2w + 2t ^ 2a - 2w + 2t ^ a;
P 2.2, P 14, P 1. If f(l,l,0,-l) = a , then 
a = b + d - 2v= -2t and w = 0. Since a ^ d, 
we have b <£ 2v which implies t = 0 (R 2.1).
V 38. a + b + d - 2v + 2w - 2t ^ 2a + 2w - 2t ^ a ;
P 2.2, P 14, P 1. If f(l,-1,0,1) = a, then either
a = b + d - 2 v = - 2w and t = 0 or 
a = b + d - 2v = 2t and w = 0. Since a ^ b 
and a £ d, we have b <, 2v and d <, 2v which 
implies w = t = 0 (R 2.1, R 2.2).
V 39. a + c + d - 2u - 2w + 2s ^ 2a - 2w + 2s £ a ;
P 2.2, P 14, P 1. If f(l,0,l,-l) = a, then 
a = c + d - 2 u =  -2 s and w = 0 , hence t = 0  
(P 15.2). However, properties P 2.1 and P 3.3 
imply that a2 <[ ab - t2 <, a(c+d-2 u) - (s-w) 2 < f
which is impossible.
V 40. From property P 3.4 we derive by crude expansion
the inequality:
0 <; (s+t+w) 2 - t2 £ a(c+d+2u+2v+2 r) .
Hence, b + c + d + 2 v + 2 u + 2 r ; > b ^ a .  If 
f(0 ,1 ,1 ,1 ) = a, then a = b ,  s = w = 0 and hence
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r = 0 (P 5.1), It follows from P 2.2 that
a ^ a + b + 2v a. Thus, b = -2v, a = c + d + 2u
and hence t = 0 (R 3.2). But property P 7.3
implies that v = 0 , which is impossible.
2.4 Preferred form: A brief reflection on the proof of
the existence of a reduced form and the development 
of the construction algorithm should suffice to 
conclude that at least one reduced form will be 
constructed in each class of a given determinant. 
Although it is possible that more than one reduced 
form will be produced in a single class, the actual 
occurrence is rare. In fact, such a duplication 
does not occur for determinants less than twenty-nine.
To aid in classifying equivalent and non­
equivalent reduced quaternary forms, we can quickly 
determine the minimum and the number of represen­
tations of the minimum, as well as the ordinal 
invariants and principal generic characters. The 
subsequent table of quaternary forms was prepared 
with the aid of a computer. The machine constructed 
the forms according to the prescribed algorithm, 
discarded non-reduced forms, calculated the ordinal 
invariants and generic characters and counted the 
number of representations of the minimum. The work 
of detecting equivalent forms was relatively easy 
with the information provided by the machine.
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Returning to the question of preferred forms 
posed in Chapter 1, two principles are evident in the 
proof of the existence theorem of Chapter 2:
(1 ) successive minimization of leading minor deter­
minants and (2 ) successive minimization of appro­
priate diagonal coefficients of concomitant forms.
These principles together with occasional adaptation 
of properties P 14 through P 18 lead to a preferred 
form. Although the final choice of class representative 
may vary from individual to individual, an easy 
correlation should exist.
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REDUCED FORMS
Determinant 1 
1 0  0 0 
0 1 0  0
0 0 1 0
0 0 0 1
Determinant 2 
1 0  0 0 
0 1 0  0
0 0 1 0
0 0 0 2
Determinant 3
1 0 0 0  1 0 0 0
0 1 0 0  0 1 0 0
0 0 1 0  0 0 2  -1
0 0 0 3  0 0  -1 2
Determinant 4
1 0 0 0  1 0 0 0 . 1 0 0 0  2 1 1 1
0 1 0 0  0 2  -1 -1 0 1 0 0  1 2 1 1
0 0 1 0  0 -1 2 0  0 0 2 0  1 1 2 0
0 0 0 4 0 -1 0 2  0 0 0 2  1 1 0 2
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REDUCED FORMS
Determinant 5
1 0 0 0 1 0 0 0 2 1 1 1
0 1 0 0 0 1 0 0 1 2 1 1
0 0 1 0 0 0 2 -1 1 1 2 1
0 0 0 5 0 0 -1 3 1 1 1 2
Determinant 6 -
*
1 0 0 0 1 0 0 0 1 0 0 0
0 1 0 0 0 2 -1 0 0 1 0 0
0 0 1 0 0 -1 2 0 0 0 2 0
0 0 0 6 0 0 0 2 0 0 0 3
Determinant 7
1 0 0 0 1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0 0 2 -1 -1
0 0 1 0 0 0 2 -1 0 -1 2 0
0 0 0 7 0 0 -1 k 0 -1 0 3
Determinant 8
1 0 0 0 1 0 0 0 1 0 0 0 2 1 1 1
0 1 0 0 0 1 0 0 0 2 0 -1 1 2 1 1
0 0 1 0 0 0 3 -1 0 0 . 2. -1 1 1 2 0
0 0 0 8 0 0 -1 3 0 -1 -1 3 1 1 0 3
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REDUCED FORMS
1 0 0 0 1 0 0 0 2 1 1 0
0 1 0 0 0 2 0 0 1 2 1 0
0 0 2 0 0 0 2 0 1 1 2 0
0 0 0 4 0 0 0 2 0 0 0 2
Determinant 9
1 0 0 0 2 1 1 1 1 0 0 0 1 0 0 0
0 1 0 0 1 2 1 1 0 1 0 0 6 1 0 0
0 0 1 0 1 1 2 1 0 0 2 -1 0 0 3 0
0 0 0 9 1 1 1 3 0 0 -1 5 0 0 0 3
1 0 0 0 2 -1 0 0
0 2 -1 0 -1 2 0 0
0 -1 2 0 0 0 2 -1
0 0 0 3 0 0 -1 2
Determinant 10
1 0 0 0 1 0 0 0 1 0 0 0 l 0 0 0
0 1 0 0 0 2 0 -1 0 1 0 0 0 2 -1 -1
0 0 1' 0 0 0 2 0 0 0 2 0 0 -1 2 0
0 0 0 10 0 -1 0 3 0 0 0 5 0 -1 0 4
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REDUCED FORMS
Determinant 11
1 0 0 0 1 0 0 0 1 0 0 0 2 r 1 . 0
0 1 0 0 0 1 0 0 0 1 0 0 -1 2 0
0 0 1 0 0 0 3 -1 0 0 2 -1 0 0 2
0 0 0 11 0 0 -1 k 0 0 -1 6 -1 0 -1
Determinant 12
1 0 0 0 1 0 0 0 1 0 0 0 2 1 1
0 1 • 0 0 0 1 0 0 0 2 0 -1 1 2 1
0 0 1 0 0 0 3 0 0 0 2 -1 1 1 2
0 0 0 12 0 0 0 4 0 -1 -1 4 0 0 0
1 0 0 0 1 0 0 0 1 0 0 0 1 0 0
0 2 -1 0 0 2 -1 -l 0 1 0 0 0 2 0
0 -1 2 0 0 -1 3 0 0 0 2 0 0 0 2
0 0 0 U 0 -1 0 3 0 0 0 6 0 0 0
1 0 0 0 2 0 0 -1 2 -1 0 0 2 1 1
0 1 0 0 0 2 0 -1 -1 2 0 0 1 2 1
0 0 h -2 0 0 2 -1 0 0 2 0 1 1 2
0 0 -2 k -1 -1 -1 3 0 0 0 2 1 1 0
1
0
1
3
0
0
0
3
0
0
0
3
1
1
0
u
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REDUCED FORMS
Determinant 13
1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0
0 1 0 0 0 2 -1 -1 0 1 0 0 0 2 -1 0
0 0 1 0 0 -1 2 0 0 0 2 -1 0 -1 3 -1
0 0 0 13 0 -1 0 5 0 0 -1 7 0 0 -1 3
2 1 1 1
1 2 1 1
1 1 2 1
1 1 1 4
Determinant 14
1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0 0 2 0 -1 0 1 0 0
0 0 1 0 0 0 2 0 0 0 2 0 0 0 3 -1
0 0 0 14 0 0 0 7 0 -1 0 4 0 0 -1 5
2 -1 0 -1
-1 2 0 0
0 0 2 0
-1 0 0 3
72
REDUCED FORMS
Determinant 15
1 0 0 0 1 0 0 0 2 -1 0 0 1 0 0 0
0 1 0 0 0 1 0 0 -1 2 0 0 0 2 -1 0
0 0 1 0 0 0 4 -1 0 0 2 -1 0 -1 2 0
0 0 0 15 0 0 -1 4 0 0 -1 3 0 0 0 5
2 1 1 1 1 0 0 0 1 0 0 0 1 0 0 0
1 2 1 1 0 2 -1 0 0 1 0 0 0 1 0 0
1 1 3 0 0 -1 3 0 0 0 3 0 0 0 2 -1
1 1 0 3 0 0 0 3 0 0 0 5 0 0 -1 8
Determinant 16
1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0
0 1 0 ' 0 0 1 0 0 0 2 -1 -1 0 2 0 -1
0 0 1 0 0 0 4 -2 0 -1 2 0 0 0 2 -1
0 0 0 16 0 0 -2 5 0 -1 0 6 0 -1 -1 5
2 1 1 1 2 1 1 1 1 0 0 0 1 0 0 0
1 2 1 1 1 2 1 1 0 1 0 0 0 2 0 0
1 1 3 1 1 1 2 0 0 0 2 0 0 0 3 -1
1 1 1 3 1 1 0 5 0 0 0 8 0 0 -1 3
2 0 0 -1 1 0 0 0 2 0 -1 -1 1 0 0 0
0 2 0 -1 0 1 0 0 0 2 -1 -1 0 2 0 0
0 0 2 0 0 0 4 0 -1 -1 3 1 0 0 2 0
1 -1 0 3 0 0 0 4 -1 -1 1 3 0 0 0 4
73
REDUCED FORMS
2 1 1 0 1 0 0 0 2 0 0 0
1 2 1 0 0 3 -1 -1 0 2 0 0
1 1 2 0 0 -1 3 -1 0 0 2 0
0 0 0 4 0 -1 -1 3 0 0 0 2
Determinant 17
1 0 0 0 1 0 0 0 2 1 1 1 1 0 0
0 1 0 0 0 1 0 0 1 2 1 1 0 1 0
0 0 1 0 0 0 2 -1 1 1 2 1 0 0 3
0 0 0 17 0 0 -1 9 1 1 1 5 ’ 0 0 -1
1 0 0 0 2 -1 0 -1
0 2 -1 -1 -1 2 0 0
0 -1 3 0 0 0 2 -1
0 -1 0 4 -1 0 -1 4
Determinant 18
1 0 0 0 1 0 0 0 2 1 1 0 1 0 0
0 1 0 0 0 2 0 -1 1 2 1 0 0 1 0
0 0 1 0 0 0 2 0 1 1 3 1 0 0 2
0 0 0 18 0 -1 0 5 0 0 1 3 0 0 0
1 0 0 0 1 0 0 0 2 -1 0 0 1 0 0
0 2 -1 0 0 1 0 0 -1 2 0 0 0 2 -1
0 -1 3 -1 0 0 3 0 0 0 2 0 0 -1 2
0 0 -1 4 0 0 0 6 0 0 0 3 0 0 0
0
0
1
6
0
0
0
9
0
0
0
6
10
0
0
1
0
0
0
1
0
0
0
REDUCED FORMS
1 0  0 0 
0 2 0 0 
0 0 3 0
0 0 0 3
Determinant 19
0 0 0 1 0 0 0 1 0 0 0 1 0 0 0
1 0 0 0 1 0 0 0 2 0 -1 0 1 0 0
0 1 0 0 0 4 -1 0 0 3 -1 0 0 2 -1
0 0 19 0 0 -1 5 0 -1 -1 4 0 0 -1 10
1 0 0 0 2 0 -1 -1
0 2 -1 -1 0 2 -1 0
0 -1 2 0 -1 -1 3 0
0 -1 '0 7 -1 0 0 3
Determinant 20
0 0 0 1 0 0 0 1 0 0 0 2 1 1 0
1 0 0 0 1 0 0 0 2 0 -1 1 2 1 0
0 1 0 0 0 4 0 0 0 2 -1 1 1 2 0
0 0 20 0 0 0 r> 0 -1 -1 6 0 0 0 5
0 0 0 1 0 0 0 1 0 0 0 2 0 -1 0
1 0 0 0 2 -1 0 0 2 -1 -1 0 2 -1 0
0 3 -1 0 -1 3 0 0 -1 4 -1 -1 -1 3 -1
0 -1 7 0 0 0 4 0 -1 -1 4 0 0 -1 3
75
REDUCED FORMS
1 0 0 0 2 0 0 -1 1 0 0 0 1 0 0 0
0 1 0 0 0 2 0 0 0 1 0 0 0 2 0 0
0 0 2 0 0 0 2 0 0 0 4 -2 0 0 2 0
0 0 0 10 -1 0 0 3 0 0 -2 6 0 0 0 5
1 0 0 0 2 -1 0 -1 2 1 1 1 2 0 0 -1
0 3 -1 -1 -1 2 0 0 1 2 1 1 0 2 0 -1
0 -1 3 1 0 0 2 0 1 1 2 0 0 0 2 -1
0 -1 1 3 -1 0 0 4 1 1 0 6 -1 -1 -1 4
Determinant 21
1 0 0 0 2 1 1 0 1 0 0 0 1 0 0 0
0 1 0 0 1 2 1 0 0 1 0 0 0 2 0 -1
0 0 1 0 1 1 3 0 0 0 3 0 0 0 3 0
0 0 0 21 0 0 0 3 0 0 0 7 0 -1 0 4
2 0 -1 0 1 0 0 0 1 0 0 0 1 0 0 0
0 2 0 -1 0 1 0 0 0 3 -1 -1 0 1 0 0
-1 0 3 -1 0 0 2 -1 0 -1 3 0 0 0 5 -2
0 -1 -1 3 0 0 -1 11 0 -1 0 3 0 0 -2 5
1 0 0 0 2 -1 0 0 2 1 1 1
0 2 -1 0 -1 2 0 0 1 2 1 1
0 -1 2 0 0 0 2 -1 1 1 2 1
0 0 0 7 0 0 -1 4 1 1 1 6
76
REDUCED FORMS
Determinant 22
1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0
0 1 0 0 0 2 0 -1 0 2 -1 -1 0 2 -1 -1
0 0 1 0 0 0 2 0 0 -1 2 0 0 -1 3 0
0 0 0 22 0 -1 0 6. 0 -1 0 8 0 -1 0 5
1 0 0 0 1 0 0 0 2 1 1 1
0 1 0 0 0 2 0 0 1 2 1 1
0 0 2 0 0 0 3 -1 1 1 3 0
0 0 0 11 0 0 -1 4 1 1 0 4
Determinant 23
1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0
0 0 1 0 0 0 2 -1 0 0 3 -1 0 0 4 -1
A
\J 0 0 23 0 0 -1 12 0 0 -1 8 0 0 -1 6
2 -1 0 -1 1 0 0 0 2 1 1 1
1 2 0 0 0 2 -1 0 1 2 1 1
0 0 2 -1 0 -1 3 -1 1 1 3 1
1 0 -1 5 0 0 -1 5 1 1 1 4
77
REDUCED FORMS
Determinant 24
1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0 0 2 -1 0 0 2 -1 -1
0 0 1 0 0 0 4 -2 0 -1 2 0 0 -1 4 0
0 0 0 24 0 0 -2 7 0 0 0 8 0 -1 0 4
1 0 0 0 2 1 1 1 2 -1 0 0 2 1 1 0
0 2 0 -1 1 2 1 1 -1 2 0 0 1 3 1 1
0 0 2 -1 1 1 2 0 0 0 3 -1 1 1 3 -1
0 -1 -1 7 1 1 0 7 0 0 -1 3 0 1 -1 3
1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0 0 3 -1 0 0 3 -1 -1
0 0 3 0 0 0 5 -1 0 -1 3 0 0 -1 3 -1
0 0 0 8 0 0 -1 5 0 0 0 3 0 -1 -1 4
2 0 -1 -1 2 0 -1 0 1 0 0 0 1 0 0 0
0 2 -1 -1 0 2 -1 0 0 1 0 0 0 2 0 0
-1 -1 3 1 -1 -1 3 0 0 0 2 0 0 0 3 0
-1 -1 1 4 0 0 0 3 0 0 0 12 0 0 0 4
1 0 0 0 2 0 -1 -1 1 0 0 0 1 0 0 0
0 1 0 0 0 2 0 0 0 2 0 0 0 2 0 0
0 0 4 0 -1 0 3 0 0 0 2 0 0 0 4 -2
0 0 0 6 -1 0 0 3 0 0 0 6 0 0 -2 4
78
REDUCED FORMS
2 0 0 0
C
M
0 0 - 1
C
M
1 1 0
C
M
1—
I 
1 0
0 2 0 0 0 2 0 - 1 1 2 1 0 - 1 2 0
0 0 2 0 0 0 2 0 1 1 2 0 0 0 2
0 0 0 3 - 1 - 1 0 4 0 0 0 6 0 0 0
Determinant 25
1 0 0 0 1 0 0 0 2 1 1 1 nX 0 0
0 1 0 0 0 2 0 -1 1 2 1 1 0 1 0
0 0 1 0 0 0 3 -1 1 1 2 1 0 0 2
0 0 0 25 0 -1 -1 5 1 1 1 7 0 0 -1
1 0 0 0 2 1 1 0 1 0 0 0 2 0 -1
0 2 -1 -1 1 2 1 0 0 1 0 0 0 2 0
0 -1 2 0 1 1 3 1 0 0 5 0 -1 0 3
0 -1 0 9 0 0 1 4 0 0 0 5 0 -1 0
1 0 0 0 2 1 1 1
0 2 -1 0 1 2 1 1
0 -1 3 0 1 1 4 -1
0 0 0 5 1 1 -1 4
Determinant 26
1 0 0 0 1 0 0 0 1 0 0 0 2 0 -1
0 1 0 0 0 1 0 0 0 2 0 -1 0 2 0
0 0 1 0 0 0 3 -1 0 0 2 0 -1 0 3
0 0 0 26 0 0 -1 9 0 -1 0 7 0 0 -1
0
0
0
4
0
0
1
13
0
1
0
3
0
0
1
3
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1 0 0 0 1 0
REDUCED 
0 0
FORMS 
1 0 0 0 2 -1 0 -1
0 1 0 0 0 1 0 0 0 2 -1 0 -1 2 0 0
0 0 2 0 0 0 5 -2 0 -1 4 -1 0 0 2 0
0 0 0 13 0 0 -2 6 0 0 -1 4 -1 0 0 5
1 0 0 0 1 0
Determinant 
0 0 1
27
0 0 0 2 -1 0 -1
0 1 0 0 0 1 0 0 0 2 -1 -1 -1 2 0 0
0 0 1 0 0 0 4 -1 0 -1 4 -1 0 0 3 -1
0 0 0 27 0 0 -1 7 0 -1 -1 5 -1 0 -1 4
1 0 0 0 1 0 0 0 2 0 -1 -1 1 0 0 0
0 1 0 0 0 2 -1 -1 0 2 -1 0 0 1 0 0
0 0 2 -1 0 -1 3 0 -1 -1 3 0 0 0 3 0
0 0 -1 14 0 -1 0 6 -1 0 .0 4 0 0 0 9
i—1 0 0 0 2 -1 0 0 1 0 0 0 2 1
i—1 1
0 1 0 0 -1 2 0 0 0 2 -1 0 1 3 1 1
0 0 6 -3 0 0 2 -1 0 -1 2 0 1 1 3 0
0 0 -3 6 0 0 -1 5 0 0 0 9 1 1 0 3
1—1 0 0 0 1 0 0 0 2 -1 0 0
0 2 0 -1 0 3 0 0 -1 2 0 0
0 0 3 0 0 0 3 0 0 0 3 0
0 -1 0 5 0 0 0 3 0 0 0 3
80
REDUCED FORMS
Determinant 28
1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0 0 2 -1 0 0 2 0 -1
0 0 1 0 0 0 4 0 0 -1 4 0 0 0 2 -1
0 0 0 28 0 0 0 7 0 0 0 4 0 -1 -1 8
1 0 0 0 1 0 0 0 2 1 1 0 1 0 0 0
0 2 0 -1 0 3 -1 -1 1 2 1 0 0 2 -1 -1
0 0 4 -2 0 -1 3 1 1 1 2 0 0 -1 2 0
0 -1 -2 5 0 -1 1 4 0 0 0 7 0 -1 0 11
1 0 0 0 2 1 1 0 2 1 1 0 1 0 0 0
0 2 -1 0 1 2 1 0 1 3 1 1 0 1 0 0
0. -1 3 -1 1 1 3 0 • 1- 1 3 1 0 0 2 0
0 0 -1 6 0 0 0 4 0 1 1 3 0 0 0 1<
1 0 0 0 2 0 -1 0 1 0 0 0 1 0 0 0
0 2 0 0 0 2 -1 0 0 2 0 0 0 1 0 0
0 0 2 0 -1 -1 3 -1 0 0 . 3 .-1 0 0 4 -2
0 0 0 7 0 0 -1 4 0 0 -1 5 0 0 -2 8
2 0 0 -1 2 1 1 1 2 1 1 1 2 0 0 -1
0 2 0 -1 1 3 1 1 1 2 1 1 0 2 0 0
0 0 2 -1 1 1 3 1 1 1 2 0 0 0 2 0
-1 -1 -1 5 1 1 1 3 1 1 0 8 -1 0 0 4
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REDUCED FORMS 
2 1 1  1 
1 2  1 1  
1 1 4  2
1 1 2  4
Determinant 29
1 0 0 0 1 0 0 0 2 1 1 1 1 0 0 0
0 1 0 0 0 1 0 0 1 2 1 1 0 1 0. 0
0 0 1 0 0 0 5 -1 1 1 3 0 0 0 2 -1
0 0 0 29 0 0 -1 6 1 1 0 5 0 0 -1 15
1 0 0 0 • 1 0 0 0 2 0 -1 -1 2 1 1 1
0 1 0 0 0 3 -1 -1 0 2 0 -1 1 2 1 1
0 0 3 -1 0 -1 3 0 -1 0 3 0 1 1 2 1
0 0 -1 10 0 -1 0 4 -1 -1 0 4 1 1 1 8
2 -1 0 -1
-1 2 0 0
0 0 2 -1
-
-1 0 -1 6
Determinant 30
1 0 0 0 1 0 0 0 1 0 0 0 2 -1 0 -1
0 1 0 0 0 2 0 -1 0 2 0 0 -1 2 0 0
0 0 1 0 0 0 2 0 0 0 3 0 0 0 3 0
0 0 0 30 0 -1 0 8 0 0 0 5 -1 0 0 4
82
REDUCED FORMS
1 0 0 0 2 1 1 1 2 0 -1 0 1 0 0
0 1 0 0 1 2 1 1 0 2 0 0 0 1 0
0 0 3 0 1 1 3 1 -1 0 3 0 0 0 5
0 0 0 10 1 1 1 5 0 0 0 3 0 0 0
2 -1 0 0 1 0 0 0 1 0 0 0 1 0 0
1 2 0 0 0 3 0 -1 0 1 0 0 0 2 -1
0 0 2 0 0 0 3 -1 0 0 2 0 0 -1 2
0 0 0 5 0 -1 -1 4 0 0 0 5 0 0 0
1 0 0 0 1 0 0 0
0 2 -1 0 0 2 0 0
0 -1 3 0 0 0 4 -1
0 0 0 6 0 0 -1 4
Determinant 31
1 0 0 0 1 0 0 0 1 0 0 0 1 0 0
0 1 0 0 0 1 0 0 0 1 0 0 0 1 0
0 0 1 0 0 0 2 -1 0 0 4 -1 0 0 5
0 0 0 31 0 0 -1 16 0 0 -1 8 0 0 -2
1 0 0 0 2 0 -1 0 1 0 0 0 1 0 0
0 2 -1 -1 0 2 0 -1 0 2 -1 -1 0 2 0
0 -1 4 0 -1 0 3 -1 0 -1 2 0 0 0 3
0 -1 0 5 0 -1 -1 4 0 -1 0 11 0 -1 -1
0
0
0
6
0 .
0
0
10
0
0
2
7
0
1
1
6
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REDUCED FORMS
2 1 1 0  
1 3  1 1
1 1 3  0
0 1 0  3
Determinant 32
1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0
0 0 1 0 0 0 3 -1
0 0 0 32 0 0 -1 11
1 0 0 0 1 0 0 0
0 2 0 -1 0 3 -1 -1
0 0 2 -1 0 -1 A 2
0 -1 -1 9 0 -1 2 A
2 0 0 -1 to -1 0 0
0 2 0 -1 -1 3 -1 -1
0 0 3 -1 0 -1 3 1
i t-* -1 -1 A 0 -1 1 3
i—1 0 0 0 1 0 0 0
0 2 0 0 0 3 -1 -1
0 0 A -2 0 -1 3 -1
0 0 -2 5 0 -1 -1 5
1 0 0 0 1 0 0 0
0 1 0 0 0 2 -1 -1
0 0 A -2 0 -1 3 0
0 0 -2 9 0 -1 0 7
2 1 1 0 2
i—1 i—1
i—I
1 2 1 0 1 2 1 1
i—1 1 3 1 1 1 2 0
0 0 1 5 1 1 0 9
1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0
0 0 2 0 0 0 6 -2
0 0 0 16 0 0 -2 6
to 0
i—I 1
i-ii 2 0 0 -1
0 2
i—I 1 -1 0 2 0 -1
-1 -1 3 1 0 0 2 0
i—I 1 -1 1 5 -1 -1 0 5
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1 0 0 0 1 0
REDUCED 
0 0
FORMS
2 0 -1 0 1 0 0 0
0 1 0 0 0 3 -1 0 0 2 -1 0 0 2 • 0 0
0 0 4 0 0 -1 3 0 -1 -1 3 0 0 0 2 0
0 0 0 8 0 0 0 4 0 0 0 4 0 0 0 8
2 0 0 0 1 0 0 0 2 1 1 0 2 0 -1 -1
0 2 0 0 0 2 0 0 1 2 1 0 0 2 -1 -1
0 0 3 -1 0 0 4 0 1 1 2 0 -1 -1 4 0
0 0 -1 3 0 0 0 4 0 0 0 8 -1 -1 0 4
2 -1 0 -1 2 1 1 1 2 0 0 0 1 0 0 0
-1 2 0 0 1 2 1 1 0 2 0 0 0 4 -2 -2
0 0 2 0 1 1 4 0 0 0 2 0 0 -2 4 0
-1 0 0 6 1 1 0 4 0 0 0 4 0 -2 0 4
3 -1 -1 -1 2 0 0 0
-1 3 -1 -1 0 3 -1 -1
-1 -1 3 1 0 -1 3 -1
-1 -1 1 3 0 -1 -1 3
Determinant 33
1 0 0 0 1 0 0 0 2 1 1 1 2 0 -1 -1
0 1 0 0 0 2 -1 0 1 2 1 1 0 2 -1 0
0 0 1 0 0 -1 2 0 1 1 2 1 -1 -1 3 -1
0 0 0 33 0 0 0 11 1 1 1 Q«/ -1 0 -1 4
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REDUCED
1—1 0 0 0 1 0 0 0
0 1 0 0 0 2 -1 0
0 0 6 -3 0 -1 4 -1
0 0 -3 7 0 0 -1 5
FORMS
2 -1 0 0 1 0 0 0
-1 3 -1 -1 0 1 0 0
0 -1 3 0 0 0 3 0
0 -1 0 3 0 0 0 11
1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0
0 2 -1 0 0 3 0 -1 0 1 0 0 0 2 0 -1
0 -1 3 -1 0 0 3 0 0 0 2 -1 0 0 3 0
0 0 -1 7 0 -1 0 4 0 0 -1 17 0 -1 0 6
2 ' 0 -1 -1 2 1 1 1 2 -1 0 0
0 2 -1 0 1 2 1 1 -1 2 0 0
1 -1 4 -1 1 1 4 1 0 0 2 -1
1 0 -1 4 1 1 1 4 0 0 -1 6
Determinant 34
1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0 0 2 0 -1 0 2 0 -1
0 0 1 0 0 0 2 0 0 0 2 0 0 0 4 -1
0 0 0 34 0 0 0 17 0 -1 0 9 0 -1 -1 5
2 -1 0 0 1 0. 0 0 1 0 0 0 1 0 0 0
1 3 -1 0 0 1 0 0 0 2 -1 -1 0 2 0 0
0 -1 3 -1 0 0 5 -1 0 -1 2 0 0 0 3 -1
0 0 -1 3 0 0 -1 7 0 -1 0 12 0 0 -1 6
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REDUCED FORMS
1 0 0 0 2 0 -1 -1
0 2 -1 -1 0 2 -1 0
0 -1 4 -1 -1 -1 3 0
0 -1 -1 6 -1 0 0 4
Determinant 35
1 0 0 0 1 0 0 0 1 0 0 0 1 0 0
0 1 0 0 0 1 0 0 0 3 -1 -1 0 1 0
0 0 1 0 0 0 4
o1—1 1 -1 4 -1 0 0 6
0 0 0 35 0 0 -1 9 0 -1 -1 4 0 0 -1
1 0 0 0 2 -1 0 -1 2 0 -1 0 1 0 0
0 2 -1 0 -1 2 0 0 0 2 0 -1 0 1 0
0 -1 3 0 0 0 2 -1 -1 0 3 0 0 0 2
0 0 0 7 -1 0 -1 7 0 -1 0 4 0 0 -1
2 1 1 0
C
M
0
1—
1 
1 - 1 1 0 0 0 1 0 0
i—
l 2 1 0 0 2 - 1 0 0 1 0 0 0 1 0
1 1 3 0 - 1 - 1 3 0 0 0 5 0 0 0 3
0 0 0 5 - 1 0 0 5 0 0 0 7 0 0 - 1
1 0 0 0 2 1 1 1
0 2 - 1 0 1 2 1 1
0 - 1 4 0 1 1 4 - 1
0 0 0 5 1 1 - 1 5
0
0
1
6
0
0
1
18
0
0
1
12
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REDUCED FORMS
Determinant 36
1 0 0 0 1 0 0 0 1 -0 0 0 2 1 1
0 1 0 0 0 1 0 0 0 2 0 -1 1 2 1
0 0 1 0 0 0 4 0 0 0 2 -1 1 1 2
0 0 0 36 0 0 0 9 0 -1 -1 10 0 0 0
C
M
1 1
1—
I 2 - 1 0 - 1 1 0 0 0 1 0 0
1 2 1 1 - 1 2 0 0 0 1 0 0 0 2 0
1 1 3 0 0 0 3 - 1 0 0 5 - 2 0 0 4
1 1 0 6 - 1 0 - 1 5 0 0 - 2 8 0 - 1 0
1 0 0 0 2 0 -1 0 1 0 0 0 1 0 0
0 2 0 -1 0 2 -1 0 0 1 0 0 0 3 -1
0 0 4 -2 -1 -1 3 -1 0 0 2 0 0 -1 3
0 -1 -2 6 0 0 -1 5 0 0 0 18 0 -1 1
2 0 0 -1 1 0 0 0 1 0 0 0 2 0 -1
0 2 0 0 0 1 0 0 0 2 0 0 0 2 0
0 0 2 0 0 0 4 -2 0 0 2 0 -1 0 3
-1 0 0 5 0 0 -2 10 0 0 0 9 0 0 -1
1 0 0 0 1 0 0 0 1 0 0 0 2 0 0
0 1 0 0 0 3 0 0 0 4 -2 -2 0 2 0
0 0 3 0 0 0 3 0 0 -2 4 1 0 0 3
0 0 0 12 0 0 0 4 0 -2 1 4 -1 -1 0
0
0
0
9
0
1
0
5
0
1
1
5
0
0
1
4
1
1
0
4
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REDUCED FORMS
1 0 0 0 1 0 0 0 2 -1 0 0 2 1 1
0 2 -1 0 0 2 -1 -1 -1 2 0 0 1 3 1
0 -1 2 0 0 -1 5 -1 0 0 3 0 1 1 3
0 0 0 12 0 -1 -1 5 0 0 0 4 0 0 0
1 0 0 0 . 2 0 0 0 1 0 0 0 2 1 1
0 1 0 0 0 2 0 0 0 2 0 0 1 3 1
0 0 6 0 0 0 3 0 0 0 3 0 1 1 3
0 0 0 6 0 0 0 3 0 0 0 6 0 1 -1
2 -1 0 0 2 1 1 1 2 0 0 -1 2 0 -1
-1 2 0 0 1 2 1 1 0 2 0 -1 0 2 -1
0 0 2 0 1 1 2 0 0 0 2 -1 -1 -1 4
0 0 0 6 1 1 0 10 -1 -1 -1 6 -1 -1 1
2 -1 0 0 1 0 0 0
-1 2 0 0 0 3 0 0
0 0 4 -2 0 0 4 -2
0 0 -2 4 0 0 -2 4
Determinant 37
1 0 0 0 1 0 0 0 1 0 0 0 2 1 1
0 1 0 0 0 2 -1 -1 0 2 -1 0 1 2 1
0 0 1 0 0 -1 2 0 0 -1 5 -2 1 1 3
0 0 0 37 0 -1 0 13 0 0 -2 5 1 1 1
0
0
0
3
0
1
1
4
1
1
1
4
1
1
1
6
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REDUCED FORMS
1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0
0 1 0 0 0 2 -1 -1 0 2 0 -1 0 3 -1 -1
0 0 2 -1 0 -1 3 0 0 0 3 -1 0 -1 3 0
0 0 -1 19 0 -1 0 8 0 -1 -1 7 0 -1 0 5
2 -1 0 -1 2 1 1 0 2 1 1 1
1 3 -1 0 1 2 1 0 1 2 1 1
0 -1 3 -1 1 1 4 1 1 1 2 1
1 0 -1 4 0 0 1 4 1 1 1 10 *
Determinant 38
1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0 0 2 0 -1 0 2 -1 -1
0 0 1 0 0 0 6 -2 0 0 2 0 0 -1 4 0
0 0 0 38 0 0 -2 7 0 -1 0 10 0 -1 0 6
1 0 0 0 2 -1 0 -1 1 0 0 0 1 0 0 0
0 2 -1 0 -1 2 0 0 0 1 0 0 0 1 0 0
0 -1 3 -1 0 0 2 0 0 0 2 0 0 0 3 -1
0 0 -1 8 -1 0 0 7 0 0 0 19 0 0 -1 13
1 0 0 0 2 1 1 1 2 0 0 -1
0 2 0 0 1 2 1 1 0 2 0 0
0 0 4 -1 1 1 4 2 0 0 3 -1
0 0 -1 5 1 1 2 5 -1 0 -1 4
90
REDUCED FORMS
Determinant 39
1 0 0 0 1 0 0 0 1 0 0 0 2 -1 0 -1
0 1 0 0 0 1 0 0 0 1 0 0 -1 2 0 0
0 0 1 0 0 0 3 0 0 0 A -1 0 0 3 0
0 0 0 39 0 0 0 13 0 0 -1 10 -1 0 0 5
2 0 -1 -1 1 0 0 0 2 1 1 0 2 -1 0 0
0 2 0 -1 0 2 0 -1 1 2 1 0 -1 3 -1 0
I—1 1 0 3 0 0 0 3 0 1 1 3 1 0 -1 3 0
-1 -1 0 5 0 -1 o' 7 0 0 1 6 0 0 0 3
1 0 0 0 1 0 0 0 2 1 1 1 1 0 0 0
0 2 -1 0 0 3 0 -1 1 3 1 1 0 1 0 0
0 -1 2 0 0 0 3 -1 1 1 3 0 0 0 2 -1
0 0 0 13 0 -1 -1 5 1 1 0 A • 0 0 -1 20
1 0 0 0 1 0 0 0 1 0 0 0 2 -1 0 0
0 1 0 0 0 1 0 0 0 3 -1 -1 -1 2 0 0
0 0 5 -1 0 0 6 -3 0 -1 A 1 0 0 2 -1
0 0 -1 8 0 0 -3 8 0 -1 1 A 0 0 -1 7
Determinant AO
1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0 0 2 -1 0 0 2 -1 -1
0 0 1 0 0 0 A -2 0 -1 3 0 0 -1 5 0
0 0 0 AO 0 0 -2 11 0 0 0 8 0 -1 0 5
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REDUCED FORMS
1 0 0 0 1 0 0 0 2 1 1 1 2 -1 0
0 2 0 -1 0 3 -1 -1 1 2 1 1 -1 3 0
0 0 2 -1 0 -1 4 0 1 1 2 0 0 0 3
0 -1 -1 11 0 -1 0 4 1 1 0 11 0 0 -1
2 0 0 -1 3 -1 -1 -1 1 0 0 0 1 0 0
0 3 -1 -1 -1 3 -1 1 0 1 0 0 0 1 0
0 -1 3 -1 -1 -1 3 0 0 0 5 0 0 0 7
-1 -1 -1 4 -1 1 0 3 0 0 0 8 0 0 -3
1 0 0 0 1 0 0 0 1 0 0 0 1 0 0
0 2 -1 -1 0 2 -1 0 0 3 -1 0 0 3 -1
0 -1 2 0 0 -1 4 -1 0 -1 3 0 0 -1 3
0 -1 0 14 0 0 -1 6 0 0 0 5 0 -1 -1
2 -1 0 -1 2 0 -1 -1 2 0 -1 0 2 1 1
-1 2 0 0 0 2 -1 -1 0 2 -1 0 1 3 1
0 0 4 -2 -1 -1 3 1 -1 -1 3 0 1 1 3
-1 0 -2 5 -1 -.1 1 6 0 0 0 5 1 1 1
1 0 0 0 1 0 0 0 2 1 1 0 1 0 0
0 1 0 0 0 2 0 0 1 3 1 1 0 1 0
0 0 2 0 0 0 4 0 1 1 3 1 0 0 4
0 0 0 20 0 0 0 5 0 1 1 4 0 0 0
0
0
1
3
0
0
3
7
0
1
1
6
1
1
1
4
0
0
0
10
92
REDUCED
1 0 0 0 2 0 -1 0
0 2 0 0 0 2 0 0
0 0 3 -1 -1 0 3 0
0 0 -1 7 0 0 0 4
1 0 0 0 2 0 0 0
0 2 0 0 0 2 0 0
0 0 4 -2 0 0 2 0
0 0 -2 6 0 O' 0 5
2 1 1 0
1 2 1 0
1 1 2 0
0 0 0 li
FORMS
1 0 0 0 2 0 0 0
0 2 0 0 0 3 -1 -1
0 0 2 0 0 -1 3 1
0 0 0 10 0 -1 1 3
2
i—I 1 0 2 0 0 -1
1 2 1 0 0 2 0 -1
i—i 1 4 0 0 0 2 0
0 0 0 4 -1 -1 0 6
2 0 -1 -1
0 2 0 0
1 0 4 -1
t—1 0 -1 4
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