Introduction
A lot of literature dedicated to identifying optimal ways to combine classifiers; however, the selection of the classifiers to be combined is equally, if not more, crucial if an improvement is to be made [1] . In order to select classifiers, relationship between them must be investigated firstly. Traditional practice uses standard data sets with known properties [2] . However, it is difficult to carry out controllable experiments since the characteristics of standard data sets cannot be specified in advance. In order to amend to these cases, there is a new trend, which uses artificial outputs to provide an underlying evaluation of relationship between classifiers [3] . In this work, we investigated the effect of correlation on the accuracy of meta-learning approach, which is one of ensemble methods. This paper is organized as follows. In section 2, a meta-learning framework is proposed. Detailed algorithms for generating the simulated datasets are presented in section 3. Experiments are given in section 4. Conclusion is drawn in section 5.
Meta-learning
Meta-learning is loosely defined as learning from the output of concept learning systems, which is based on stacked generalization [4] . Chan identified two main meta-learning strategies: combiner and arbiter [5] . Gama presented a family of algorithms under the generic name of cascade generalization, which was to use the learning algorithms in sequence essentially [6] . We proposed a meta-learning framework as shown in Figure 1 , which consists of stacking meta-learning and cascade meta-learning. 
Stacking meta-learning
Given a set of base learning algorithms 
For an example X , the classification result of stacking meta-learning can be represented as
Cascade meta-learning
Given a set of learning algorithms 
Design of classifier simulator
Kuncheva et al derived formulas according to how two classifiers can be generated with specified accuracies and dependencies between them [7] . But the outputs were not the class label of samples, but correct or incorrect result denoted by 1 or 0. To this end, we designed a classifier simulator, which can not only show the dependency between classifiers, but also generate the class label as the output for the sample. Q statistic is used as the measure of dependency in this research [8] . An output of the simulator is as following:
(Original_Class, Simulating_Class) where Original_Class denotes the correct classification of a given sample and Simulating_Class denotes the decision of a simulated classifier. Input parameters of the simulator are: (1) the number of classes M; (2) TC is the confusion probability that a sample of class i will be assigned to class j ( j i ≠ ). Each confusion probability is taken at random, so long as equation (1) [7] . When there are three or more classifiers, for each output, a random permutation of
is generated and used to pick the order in which the classifiers will be selected as the basic and the subsequent ones. If the sample number N is large enough, random nominations of l classifiers make every two classifiers have enough chances to be adjoining, so that the desired dependency between them is approached.
Experiments
In this study, we focus on using the same recognition rate (RR) and correlation for classifiers (CC). The simulating algorithm for multiple classifiers was run with l=3, M=10, N=1000, and input parameters as follows: RR ∈ {0.8, 0.6}, and CC ∈ {-0.9,-0.5,-0.2,0.2,0.5,0.9}. Simulated results of RR and CC, enclosed in parentheses, were given in Table 1 . Table 1 demonstrates that desired recognition rates can be generated perfectly by the simulating algorithm, but simulated dependencies are smaller than the targets when there are three or more classifiers. A natural option to overcome the imperfect generation is to set the dependency as a larger value. Anyway, the generating algorithm proposed in this paper is effective enough for evaluating the effect of correlation. Each algorithm in the proposed meta-learning framework was run 100 times using above simulated datasets with 10-nearest neighbor learning algorithm adopted as meta-level classifier. Results were plotted in Figure 2 and Figure 3 , in which the values were averages of 100 experimental results. The figures show that variation of classification performance is obtained by varying the correlation in the ensemble. It indicates that there sustains a monotonous drop in accuracy for both stacking meta-learning and cascade meta-learning when the correlation between classifiers increases, and the effect is more remarkable in the former. 
Conclusion
In this work, the effect of correlation between classifiers on the classification performance of metalearning approach was evaluated based on simulated datasets, which were generated by a classifier simulator we designed. Experiments show that negative correlation measured by Q statistic benefits meta-learning approach. In future, we will extend this analysis to more combination algorithms.
