The formulation min x,y f (x) + g(y) subject to Ax + By = b, where f and g are extended-value convex functions, arises in many application areas such as signal processing, imaging and image processing, statistics, and machine learning either naturally or after variable splitting. In many common problems, one of the two objective functions is strictly convex and has Lipschitz continuous gradient. On this kind of problem, a very effective approach is the alternating direction method of multipliers (ADM or ADMM), which solves a sequence of f /g-decoupled subproblems. However, its effectiveness has not been matched by a provably fast rate of convergence; only sublinear rates such as O(1/k) and O(1/k 2 ) were recently established in the literature, though these rates do not require strict convexity. This paper shows that global linear convergence can be guaranteed under the above assumptions on strict convexity and Lipschitz gradient on one of the two functions, along with certain rank assumptions on A and B. The result applies to the generalized ADM that allows the subproblems to be solved faster and less exactly in certain manners. The derived rate of convergence also provides some theoretical guidance for optimizing the ADM parameters. In addition, this paper makes meaningful extensions to the existing global convergence theory of the generalized ADM.
1. Introduction. The alternating direction method of multipliers (ADM or ADMM) is very effective at solving many practical optimization problems and has wide applications in areas such as signal and image processing, machine learning, statistics, compressive sensing, and operations research. We refer to [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] for a few examples of applications. The ADM is applied to constrained convex optimization problems with separable objective functions in the following form where x ∈ R n and y ∈ R m are unknown variables, A ∈ R p×n and B ∈ R p×m are given matrices, and f : R n → R ∪ {+∞} and g : R m → R ∪ {+∞} are closed proper convex functions. Some original problems are not in the form of (1.1), but after introducing variables and constraints, they become the form of (1.1). For example, introducing y = Ax, problem min x f (x) + g(Ax) is transformed to (1.1) with B = −I and b = 0. Constraints x ∈ X and y ∈ Y, where X ⊆ R n and Y ⊆ R m are closed convex sets, can be included as the (extended-value) indicator functions I X (x) and I Y (y) in the objective functions f and g. Here the indicator function of a convex set C is defined by
The main goal of this paper is to show that the ADM applied to (1.1) has global linear convergence provided that f is strictly convex, ∇f is Lipschitz continuous, and matrices A and B have certain rank conditions. The convergence analysis is performed under a general framework that allows the ADM subproblems to be solved inexactly and faster.
1.1. Background. The classic ADM was first introduced in [11, 12] . Consider the augmented Lagrangian function of (1.1):
where λ ∈ R p is the Lagrangian multiplier vector and β > 0 is a penalty parameter. The classic augmented Lagrangian method (ALM) minimizes L A (x, y, λ) over x and y jointly and then updates λ. However, the ADM replaces the joint minimization by minimization over x and y, one after another, as described in Algorithm 1. Compared to the ALM, though the ADM may take more iterations, it often runs faster due to the easier subproblems.
Algorithm 1: Classic ADM Initialize x 0 , λ 0 , β > 0; 1 for k = 0, 1, . . . do 2 y k+1 = arg min y L A (x k , y, λ k ); 3 x k+1 = arg min x L A (x, y k+1 , λ k ); 4 λ k+1 = λ k − β(Ax k+1 + By k+1 − b). 5 Although there is extensive literature on the ADM and its applications, there are very few results on its rate of convergence until the very recent past. Work [13] shows that for a Jacobi version of the ADM applied to smooth functions with Lipschitz continuous gradients, the objective value descends at the rate of O(1/k) and that of an accelerated version descends at O(1/k 2 ). Then, work [14] establishes the same rates on a Gauss-Seidel version and requires only one of the two objective functions to be smooth with Lipschitz continuous gradient. Lately, work [15] shows that u k − u k+1 , where u k := (x k , y k , λ k ), of the ADM converges at O(1/k) assuming at least one of the subproblems is exactly solved. Work [16] proves that the dual objective value of a modification to the ADM descends at O(1/k 2 ) under the assumption that the objective functions are strongly convex (one of them being quadratic) and both subproblems are solved exactly. We show the linear rate of convergence O(1/c k ) for some c > 1 under a variety of scenarios in which at least one of the two objective functions is strictly convex and has Lipschitz continuous gradient. This rate is stronger than the sublinear rates such as O(1/k) and O(1/k 2 ) and is given in terms of the solution error, which is stronger than those given in terms of the objective error in [13, 14, 16] and the solution relative change in [15] . On the other hand, [13] [14] [15] do not require any strictly convex functions. The fact that a wide range of applications give rise to model (1.1) with at least one strictly convex functions has motivated this work.
During the final polishing of this paper, we learned the work [17] through private communication, which proves the linear convergence of ADM in a different approach. The linear convergence in [17] requires that the objective function is smooth and the step size for updating the multipliers is sufficiently small, while no explicit linear rate is given. On the other hand, it allows more than two blocks of separable variables and it does not require strict convexity; instead, it requires the objective function to include f (Ex), where f is strictly convex and E is a possibly rank-deficient matrix.
It is worth mentioning that the ADM applied to linear programming is known to converge at a global linear rate [18] . For quadratic programming, work [19] presents an analysis leading to a conjecture that the ADM should converge linearly near the optimal solution. Our analysis in this paper is different from those in [18, 19] .
Note that when restricted to a compact set, a strictly convex function is strongly convex. So, as long as an algorithm generates a bounded sequence, strict convexity is effectively strong convexity. For simplicity, we use "strong convexity" or "strongly convex" in the remaining of the paper.
Variants of Algorithm 1 that allow L A to be inexactly minimized over x or y are very important to the applications in which it is expensive to exactly solve either the x-subproblem or the y-subproblem, or both of them. For this reason, we present Algorithm 2 below, which is more general than Algorithm 1 by allowing easier subproblems. Our results are established for Algorithm 2.
Algorithm 2: Generalized ADM Choose Q 0 and a symmetric matrix P . Initialize x 0 , λ 0 , β > 0, γ > 0;
Compared to Algorithm 1, Algorithm 2 adds 1 2 y − y k 2 Q and 1 2 x − x k 2 P to the y-and x-subproblems, respectively, and assigns γ as the step size for the update of λ. Here, we use the notion x 2 M := x T M x. If M 0, x M is a norm, but we abuse the notation by allowing any symmetric matrix M . Different choices of P and Q are overviewed in the next subsection. They can make steps 3 and 4 of Algorithm 2 easier than those of Algorithm 1.
We do not fix γ = 1 like in most of the ADM literature since γ plays an important role in convergence and speed. For example, when P = 0 and Q = 0, any γ ∈ (0, ( √ 5 + 1)/2) guarantees the convergence of Algorithm 2 [20] , but γ = 1.618 makes it converge noticeably faster than γ = 1. The range of γ depends on P and Q, as well as β. When P is indefinite, γ must be smaller than 1 or the iteration may diverge.
Let us overview two works very related to Algorithm 2. Work [21] considers (1.3) where the quadratic penalty term is generalized to Ax + By − b 2 H k for a sequence of bounded positive definite matrices {H k }, and the work proves the convergence of Algorithm 2 restricted to γ = 1 and differential functions f and g. Work [22] replaces γ by a general positive definite matrix C and establishes convergence assuming that A = I and the smallest eigenvalue of C is no greater than 1, which corresponds to γ ≤ 1 when C = γI. In these works, both P and Q are restricted to positive semi-definite matrices, and there is no rate of convergence given.
In addition to deriving linear convergence rates, this paper makes meaningful extensions to the existing convergence theory of Algorithm 2. Specifically, the step size γ is less restrictive, and P is allowed to be indefinite. These extensions translate to faster convergence and more options of solving the x-subproblem efficiently.
1.2. Inexact ADM subproblems. By "inexact", we mean that the ADM subproblems in Algorithm 1 are replaced by their approximations that are easier to solve. We do not consider the errors in the subproblem solutions due to finite-precision arithmetics or early-stopping of a subproblem solver.
Let us give a few examples of matrix P in step 4 of Algorithm 2. These examples also apply to Q in step 3. Note that P and Q can be different.
Prox-linear [23] . Setting
gives rise to a prox-linear problem at step 4 of Algorithm 2:
where τ > 0 is a proximal parameter and h k := A T (Ax k + By k+1 − b − λ k /β) is the gradient of the last two terms of (1.3) at x = x k . This P makes step 4 much easier to compute in various applications. For example, if f is a separable function, problem (1.4) reduces to a set of independent one-dimensional problems. In particular, if f is 1 norm, the solution is given in the closed form by so-called soft-thresholding. If f is the matrix nuclear norm, then singular-value soft-thresholding is used. If f (x) = Φx 1 where Φ is an orthogonal operator or a tight frame, (1.4) also has a closed-form solution. If f is total variation, (1.4) can be solved by graph-cut [24, 25] . There are a large number of such examples in signal processing, imaging, statistics, machine learning, etc.
Gradient descent. When function f is quadratic, letting
gives rise to a gradient descent step for step 4 of Algorithm 2 since the problem becomes
where α > 0 is obviously the step size. When step 4 of Algorithm 1 must solve a large, nontrivial linear system, taking the gradient step has a clear advantage.
Approximating A T A. The term β 2 Ax+By−b 2 2 in L A (x, y, λ) contains the quadratic term β 2 x T A T Ax. Sometimes, replacing A T A by a certain D ≈ A T A makes step 4 (much) easier to compute. Then one can let
The choice of P effectively turns β
This approach is useful when A T A is nearly diagonal (D is the diagonal matrix), or is an orthogonal matrix plus error (D is the orthogonal matrix), as well as when an off-the-grid operator A can be approximated by its on-the-grid counterpart that has very fast implementations (e.g., the discrete Fourier transforms and FFT). Note that P can be indefinite. Goals of P and Q. The general goal is to wisely choose P so that step 4 of Algorithm 2 becomes much easier to carry out and the entire algorithm runs in less time. The same applies to Q of step 3 of Algorithm 2 except we require Q 0 for provable convergence. In the ADM, the two subproblems can be solved in either order (but fixed throughout the iterations). However, when one subproblem is solved less exactly than the other, Algorithm 2 tends to run faster if the less exact one is solved later -assigned as step 4 of Algorithm 2 -because at each iteration, the ADM updates the variables in the Gauss-Seidel fashion. If the less exact one runs first, its relatively inaccurate solution will then affect the more exact step, making its solution also inaccurate. Since the less exact subproblem should be assigned as the later step 4, more choices of P are needed than Q, which is the case in this paper. 
is defined for the convenience of convergence analysis. P = 0 and Q = 0 correspond to exactly solving the x-and y-subproblems, respectively. Although P = 0 andP 0 are different cases in Table 1 .2, they may happen at the same time if A has full column rank; if so, apply the result underP 0, which is stronger.
The conclusions in Table 1 .2 are the quantities that converge either Q-linearly or R-linearly 1 . Q-linear convergent quantities are the entireties of multiple variables whereas R-linear convergent quantities are the individual variables x k , y k , and λ k .
Four scenarios. In scenario 1, only function f needs to be strongly convex and having Lipschitz continuous gradient; there is no assumption on g besides convexity. On the other hand, matrix A must have full row rank. Roughly speaking, the full row rank of A makes sure that the error of λ k can be bounded just from the x-side by applying the Lipschitz continuity of ∇f . One cannot remove this condition or relax it to the full row rank of [A, B] without additional assumptions. Consider the example of A = [1; 0] and B = [0; 1], where [A, B] = I has full rank. Since λ k 2 is not affected by f or {x k } at all, there is no way to take advantages of the Lipschitz continuity of ∇f to bound the error of λ k 2 . In general, without the full row rank of A, a part of λ k needs to be controlled from the y-side using properties of g.
Scenario 2 adds the strong convexity assumption on g. As a result, the remark in case 1 regarding the full column rank of B is no longer needed.
1 Suppose a sequence {u k } converges to u * . We say the convergence is (in some norm • )
• R-linear, if there exists a sequence {σ k } such that u k − u * ≤ σ k and σ k → 0 Q-linearly.
Both scenarios 3 and 4 assume that g is differentiable and ∇g is Lipschitz continuous. As a result, the error of λ k can be controlled by taking advantages of the Lipschitz continuity of both ∇f and ∇g, and the full row rank assumption on A is no longer needed. On the other hand, scenarios 3 and 4 exclude the problems with non-differentiable g. Compared to scenario 3, scenario 4 adds the strong convexity assumption on g and drops the remark on the full column rank of B.
Under scenario 1 with Q 0 and scenario 3, the remarks in Table 1 .1 are needed essentially because y k gets coupled with x k and λ k in certain inequalities in our convergence analysis. The full column rank of B helps bound the error of y k by those of x k and λ k .
Four cases. When P = 0 (corresponds to exactly solving the ADM x-subproblem), we haveP 0 and only obtain linear convergence in Ax. However, whenP 0, linear convergence in x is obtained.
When Q = 0 (corresponds to exactly solving the ADM y-subproblem), y is not part of the Q-linear convergent joint variable. But, when Q 0, y becomes part of it.
1.4. The penalty parameter β. It is well known that the penalty parameter β can significantly affect the speed of the ADM. Since the rate of convergence developed in this paper is a function of β, the rate can be optimized over β. We give some examples in Section 3.2 below, which shows the rate of convergence is positively related to the strong convexity constant of f and g, while being negatively related to the Lipschitz constant of ∇f and ∇g as well as the condition number of A, B and [A, B]. More analysis and numerical simulations are left as future research.
1.5. Notation. We let •, • denote the standard inner product and • denote the 2 -norm • 2 (the Euclidean norm of a vector or the spectral norm of a matrix). In addition, we use λ min (M ) and λ max (M ) for the smallest and largest eigenvalues of a symmetric matrix M , respectively.
The gradient ∇f is called Lipschitz continuous with constant L f if for all
1.6. Assumptions. Throughout the paper, we make the following standard assumptions. Assumption 1. There exists a saddle point u * := (x * , y * , λ * ) to problem (1.1), namely, x * , y * , and λ * satisfy the KKT conditions:
When assumption 1 fails to hold, the ADM method has either unsolvable or unbounded subproblems or a diverging sequence of λ k . The optimality conditions of the subproblems of Algorithm 2 are
For notation simplicity, we introduceλ
This relation betweenλ and λ k+1 is used frequently in our analysis. Assumption 2. Functions f and g are convex.
We define scalars ν f and ν g as the modulus of f and g, respectively. Following from (1.7), they satisfy
From the convexity of f and g, it follows that ν f , ν g ≥ 0, which are used throughout Section 2. They are strictly positive if the functions are strongly convex. To show linear convergence, Section 3 uses ν f > 0 and, for scenarios 3 and 4, ν g > 0 as well. Indeed, we only f and g's properties over the compact sets including {x k } and {y k }, not globally; in particular, strict convexity can replace strong convexity.
1.7. Organization. The rest of the paper is organized as follows. Section 2 shows the global convergence of the generalized ADM under mild assumptions. Then Section 3, under the assumptions in Table  1 .1, further proves the global linear convergence. Section 4 discusses several interesting applications that are covered by our linear convergence theory. In Section 5, we present some preliminary numerical results to demonstrate the linear convergence behavior of ADM. Finally, Section 6 concludes the paper.
2. Global convergence. In this section, we show the global convergence of Algorithm 2. The proof steps are similar to the existing ADM convergence theory in [21, 22] but are adapted to Algorithm 2. Several inequalities in the section are used in the linear convergence analysis in the next section.
2.1. Convergence analysis. For notation simplicity, we introduce
where u * is a KKT point, u k is the current point, andû is the next point as if γ = 1, and
where we recallP = P + βA T A. From these definitions it follows
We choose P , Q and β such thatP 0 and Q 0. Hence G 0 and • G is a (semi-)norm. The analysis is based on bounding the error u k − u * G and estimate its decrease. Lemma 2.1. Under Assumptions 1 and 2, the sequence {u k } of algorithm 2 obeys
Proof. By the convexity of g and the optimality conditions (1.9) and (1.12), it follows that
Similarly, by the convexity of f and the optimality conditions (1.10) and (1.13), we have
In addition, it follows from (1.11) and (1.14) that
Then, adding (2.4) and (2.5) and using (2.6) give
which can be simplified as
By rearranging the terms, we have
(2.10)
By (2.9), we have
and thus (2.3) follows.
In the next theorem, we bound h(u k −û) from zero by applying the Cauchy-Schwarz inequality to its cross term 2(λ k −λ) T A(x k − x k+1 ). If P = 0, a more refined bound is obtained to give γ a wider range of convergence.
Theorem 2.2. Assume Assumptions 1 and 2. (1) When P = 0, if γ obeys
then there exists η > 0 such that
14)
D then there exist η > 0 such that
is the residual at iteration k. If we set γ = 1, then we have
where η = 1.
Proof. (1) By the Cauchy-Schwarz inequality, we have
To show that (2.13) holds for a certain η > 0, we only needP − 1 ρ A T A 0 and 2−γ β − ρ > 0 for a certain ρ > 0, which is true if and only if we haveP β 2−γ A T A or, equivalently, (2.12).
(2) For P = 0, we first derive a lower bound for the cross term (λ k −λ) T A(x k − x k+1 ). Applying (1.13) at two consecutive iterations with P = 0 and in light of the definition ofλ, we have
The difference of the two terms on the left in (2.19) is 
to which applying the Cauchy-Schwarz inequality gives 
(2.23)
To prove such η > 0 exists for (2.15), we only need the existence of ρ > 0 such that 2 − γ − 1 ρ > 0 and 1 − (1 − γ) 2 ρ > 0, which holds if and only if 2 − γ > (1 − γ) 2 or, equivalently, γ ∈ (0, 1+ √ 5
2 ). In this case of P = 0, if we set γ = 1,
Now the bounds in Theorem 2.2 are used to give the global convergence of Algorithm 2. Theorem 2.3 (Global Convergence). Consider the sequence {u k } generated by Algorithm 2. Under Assumptions 1 and 2 and the additional assumption that {u k } is bounded, for any γ satisfying its conditions given in Theorem 2.2, {u k } converges to a KKT point u * of (1.1) in the G-norm, namely, u k − u * G → 0. Proof. Being bounded, {u k } has a converging subsequence {u k j }. Letū = lim j→∞ u k j . Next, we will showū is a KKT point. Let u * denote an arbitrary KKT point.
Consider P = 0 first. From (2.13) we conclude that u k − u * 2 G is monotonically nonincreasing and thus converging, and due to η > 0, u k − u k+1 2 G → 0. In light of (2.1) whereP 0 and Q 0, we obtain λ k − λ k+1 → 0 or equivalently,
(2.24)
Now consider P = 0. From (2.15) we conclude that u k − u * 2 G + β ρ r k 2 is monotonically nonincreasing and thus converging. Due to η > 0, u k − u k+1 2 G → 0, so λ k − λ k+1 → 0 and (2.24) holds as well. Consequently, u k − u * 2 G also converges. Therefore, by passing limit on (2.24) over the subsequence, we have for P = 0 or not:
(2.25)
Recall the optimality conditions (1.12) and (1.13):
Since u k − u k+1 2 G → 0, in light of the definition of G (2.1), we have the following:
• when P = 0, the condition (2.12) guaranteesP 0 and thus x k − x k+1 → 0;
• since Q 0, we obtain Q(y k − y k+1 ) → 0. In summary, βB T A(x k − x k+1 ), Q(y k − y k+1 ), and P (x k − x k+1 ) are either 0 or converging to 0 in k, no matter P = 0 or not. Now on both sides of (1.12) and (1.13) taking limit over the subsequence and applying Theorem 24.4 of [26] , we obtain:
26)
A Tλ ∈ ∂f (x).
(2.27) D Therefore, together with (2.25),ū satisfies the KKT condition of (1.1). Sinceū is a KKT point, we can now let u * =ū. From u k j →ū in j and the convergence of u k − u * 2 G it follows u k − u * 2 G → 0 in k. Remark 1. By the definition of G, the convergence u k − u * 2 G → 0 implies the following: (a) λ k → λ * , regardless of the choice of P and Q; (b) when P = 0, condition (2.12) guaranteesP 0 and thus x k → x * ; when P = 0, Ax k → Ax * ; (c) when Q 0, y k → y * ; otherwise, By k → By * following from (2.24) and (2.25).
Remark 2. Let us discuss the conditions on γ. If P 0, the condition (2.12) is always be satisfied for 0 < γ ≤ 1. However, in this case, γ can go greater than 1, which often leads to faster convergence in practice. If P 0, the condition (2.12) requires γ to lie in (0,γ) where 0 <γ < 1 depends on β, P , and A T A. A larger β would allow a largerγ.
In particular, when the x-subproblem is solved using prox-linear (P = β τ I − βA T A), condition (2.12) is guaranteed by
(2.28)
When the x-subproblem is solved by one-step gradient descent (P = 1
The assumption on the boundedness of the sequence {u k } can be guaranteed by various conditions. Since (2.13) and (2.15) imply that u k − u * 2 G is bounded, {u k } must be bounded ifP 0 and Q 0. Furthermore, if P = 0 and Q = 0, we have the boundedness of {(Ax k , λ k )} (since u k − u * 2 G is bounded) and that of {By k } by (2.6), so in this case, {u k } is bounded if (i) matrix A has full column rank whenever P = 0; and (ii) matrix B has full column rank whenever Q = 0.
In addition, the boundedness of {u k } is guaranteed if the objective functions are coercive.
Global linear convergence.
In this section, we establish the global linear convergence results for Algorithm 2 that are described in Tables 1.1 and 1.2. We take three steps. First, using (2.13) for P = 0 and (2.15) for P = 0, as well as the assumptions in Table 1 .1, we show that there exists δ > 0 such that
where u * = lim k→∞ u k is given by Theorem 2.3. We call (3.1) the Q-linear convergence of {u k } in G-(semi)norm. Next, using (3.1) and the definition of G, we obtain the Q-linear convergent quantities in Table  1 .2. Finally, the R-linear convergence in Table 2 is established.
3.1. Linear convergence in G-(semi)norm. We first assume γ = 1, which allows us to simplify the proof presentation. At the end of this subsection, we explain why the results for γ = 1 can be extended to γ = 1 that satisfies the conditions of Theorem 2.2. Note that for γ = 1, we have (2.16) instead of (2.15). Hence, no matter P = 0 or P = 0, both inequalities (2.13) and (2.16) have the form
where C stands for their right-hand sides. To show (3.1), it is sufficient to establish
The challenge is that u k+1 − u * 2 G is the sum of x k+1 − x * 2 P , y k+1 − y * 2 Q , and 1 βγ λ k+1 − λ * 2 , but C does not contain terms like y k+1 − y * 2 and λ k+1 − λ * 2 . Therefore, we shall bound λ k+1 − λ * 2 and y k+1 − y * 2 Q from the existing terms in C or using the strong convexity assumptions. This is done in a series of lemmas below. Lemma 3.1 (For scenario 1, cases 3 and 4, and scenario 3). Suppose that B has full column rank. For any μ 1 > 0, we have
3)
where
Then apply the following inequality
to its right hand side. Lemma 3.2 (For scenarios 1 and 2). Suppose that ∇f is Lipschitz continuous with constant L f and A has full row rank. For any μ 2 > 1, we have
By the optimality conditions (1.10) and (1.13) together with the Lipschitz continuity of ∇f , we have
Then apply the following basic inequality:
to the left hand side of (3.6). We require μ 2 > 1 so that (1 − 1 μ 2 ) > 0. 
Combining the optimality conditions (1.9), (1.10), (1.13), and (1.12) together with the Lipschitz continuity of ∇f and ∇g, we have
(3.9)
Similarly, we apply the basic inequalities (3.4) and (3.7) to its left hand side. where I ∈ R r×r is the identity matrix and L ∈ R (p−r)×r . It follows that
and thus
Then we have
has full row rank. Following the same proof procedure, we obtain Lemma 3.3 immediately.
With the above lemmas, we now prove the following main theorem of this subsection. Table 1 .1, there exists δ > 0 such that (3.1) holds.
Proof. Consider the case of P = 0 and the corresponding inequality (2.16) . In this caseP = βA T A 0. Let C denote the right-hand side of (2.16).
Scenarios 1 and 2 (recall in both scenarios, f is strongly convex, ∇f is Lipschitz continuous, and A has full row rank). Note that C contains the terms on the right side of (3.5) with strictly positive coefficients. Hence, applying Lemma 3.2 to C, we can obtain
with c 9 , c 11 > 0, c 10 = 2ν g ≥ 0, c 12 = η > 0, and c 13 = η/(βγ) > 0. We have c 9 > 0 because only a fraction of 2ν f x k+1 − x * 2 is used with Lemma 3.2; c 9 x k+1 − x * 2 is unused so it stays. The same principle is applied below to get strictly positive coefficients, and we do not re-state it. For proof brevity, we do not necessarily specify the values of c i .
2) follows from (3.10) with δ = min{c 9 λ −1 max (P ), c 11 βγ} > 0.
Since c 10 is not necessarily strictly positive, we shall apply Lemma 3.1 to (3.10) and obtain
where c 14 , c 15 , c 11 , c 12 > 0. So, it leads to (3.1) with δ = min{c 14 λ −1 max (P ), c 15 λ −1 max (Q), c 11 βγ} > 0.
Scenario 2 (recall it is scenario 1 plus that g is strongly convex). We have c 10 = 2ν g > 0 in (3.10), which gives (3.1) with δ = min{c 9 λ −1 max (P ), c 10 λ −1 max (Q), c 11 βγ} > 0. Note that we have used the convention that if Q = 0, then λ −1 max (Q) = ∞. Scenario 3 (recall f is strongly convex, both ∇f and ∇g are Lipschitz continuous). We apply Lemma 3.1 to get y k+1 − y * 2 with which we then apply Lemma 3.3 (or Remark 4) to obtain
where c 16 , c 17 , c 18 > 0 and the terms x k − x k+1 2 , y k − y k+1 2 , and λ k − λ k+1 2 with nonnegative coefficients have been dropped from the right-hand side of (3.12). From (3.12), we obtain (3.1) with δ = min{c 16 λ −1 max (P ), c 17 λ −1 max (Q), c 18 βγ} > 0. Scenario 4 (recall it is scenario 3 plus that g is strongly convex). Since c 11 = 2ν g > 0 in (3.10), we can directly apply Lemma 3.3 to get (3.1) with δ > 0 in a way similar to scenario 3. Now consider the case of P = 0 and the corresponding inequality (2.11). Inequalities (2.11) and (2.16) are similar except (2.16) has the extra term x k − x k+1 2 with a strictly positive coefficient in its right-hand side. This term is needed when Lemma 3.2 is applied. However, the assumptions of the theorem ensurê P 0 whenever P = 0. Therefore, in (2.11), the term u k − u k+1 2 G , which contains x k − x k+1 2 P , can spare out a term c 19 x k − x k+1 2 with c 19 > 0. Therefore, following the same arguments for the case of P = 0, we get (3.1) with certain δ > 0. Now we extend the result in Theorem 3.4 (for γ = 1) to γ = 1 in the following theorem. Theorem 3.5. Under the same assumptions of Theorem 2.3 and γ = 1, for all scenarios in Table 1 .1, 1. if P = 0, there exists δ > 0 such that (3.1) holds; 2. if P = 0, there exists δ > 0 such that
Proof. When γ = 1, which causes λ k+1 =λ. We shall bound λ k+1 − λ * 2 but Lemmas 3.2 and 3.3 only give bounds on λ − λ * 2 . Noticing that (λ − λ * ) − (λ k+1 − λ * ) =λ − λ k+1 = (γ − 1)r k+1 and C contains a strictly positive term in λ k − λ k+1 2 = γ 2 r k+1 2 , we can bound λ k+1 − λ * 2 by a positively weighted sum of λ − λ * 2 and λ k − λ k+1 2 .
If P = 0, the rest of the proof follows from that of Theorem 3.4. If P = 0, γ = 1 leads to (2.15), which extends u i −u * 2 G in (2.16) to u i −u * 2 G + β ρ r i 2 , for i = k, k +1. Since C contains λ k − λ k+1 2 = γ 2 r k+1 2 with a strictly positive coefficient, one obtains (3.13) by using this term and following the proof of Theorem 3.4.
Explicit formulas of the linear rate.
To keep the proof of Theorem 3.4 easy to follow, we have avoided giving the explicit formulas of c i 's and thus also those of δ. To give the reader an idea what quantities affect δ, we discuss the value of δ for case 1 of different scenarios with γ = 1.
Scenario 1 and 2 :
Since it is better to have larger δ, we can choose β = and obtain
where κ A := λ max (AA T )/λ min (AA T ) is the condition number of matrix A, and κ f = L f /ν f is the condition number of function f . Not surprisingly, the convergence rate is negatively affected by the condition numbers of A and f . Scenario 3 :
The formulas of c i 's are given in the previous subsection, which involve some arbitrary constants μ 1 > 0 and μ 3 > 1 (μ 4 = ∞ here since Q = 0). Therefore, we can maximize δ over μ 1 > 0 and μ 3 > 1 as well as the parameter β > 0 to get better rate. Scenario 4 :
Similarly, the value of δ can be optimized over μ 1 > 0 and β > 0. The formulas of δ for scenarios 3 and 4 appear to be more complicated than the nice formula (3.15) for scenarios 1 and 2. However, a close look at these formulas reveals that the convergence rate is negatively affected by the condition numbers of the constraint matrices A, B and [A, B], as well as the condition numbers of the objective functions f and g.
Due to page limit, we leave other cases and further analysis to future research.
Q-linear convergent quantities.
From the definition of G, which depends on P and Q, it is easy to see that the Q-linear convergence of u k = (x k ; y k ; λ k ) translates to the Q-linear convergence results in Table 1. 2. For example, in case 1 (P = 0 and Q = 0), u k+1 − u * 2
G gives the results for cases 2, 3, 4.
R-linear convergent quantities.
By the definition of R-linear convergence, any part of a Qlinear convergent quantity converges R-linearly. For example, in case 1 (P = 0 and Q = 0), the Q-linear convergence of (Ax k , λ k ) in Table 1 .2 gives the R-linear convergence of Ax k and λ k . Therefore, to establish Table 1 .2, it remains to show the R-linear convergence of x k in cases 1 and 3 and that of y k in cases 1 and 2. Our approach is to bound their errors by existing R-linear convergent quantities.
Theorem 3.6 (R-linear convergence). The following statements hold. 1. In cases 1 and 3, if λ k converges R-linearly, then x k converges R-linearly. 2. In cases 1 and 2, scenario 1, if λ k and x k both converge R-linearly, then By k converges R-linearly. In addition, if B has full column rank, then y k converges R-linearly. 3. In cases 1 and 2, scenarios 2-4, if λ k and x k both converge R-linearly, then y k converges R-linearly. Proof. We only show the result for γ = 1 (thusλ = λ k+1 ); for γ = 1 (thusλ = λ k+1 ), the results follow from those for γ = 1 and the R-linear convergence of λ − λ k+1 2 , which itself follows from (1.15) and the R-linear convergence of λ k (thus that of λ k − λ k+1 ).
1. 
By the Cauchy-Schwarz inequality and Q = 0, we have
Therefore, the result follows from the R-linear convergence of x k and λ k .
4.
Applications. This section describes several well-known optimization models on which Algorithm 2 not only enjoys global linear convergence but also often has easy-to-solve subproblems.
Convex regularization.
The following convex regularization model has been widely used in various applications:
where f is often a strongly convex function with Lipschitz continuous gradient, and g is a convex function which is very versatile across different applications. In particular g can be nonsmooth (e.g., projection to a convex set, 1 -norm). Here, f and g are often referred to as the loss (or data fidelity) function and the regularization function, respectively. Model (4.1) can be reformulated to min
x,y
and be solved by Algorithm 2. With many popular choices of f and g and also with proper P and Q, the x-and y-subproblems are easy to solve. If B has full column rank or g is strongly convex, then Algorithm 2 converges at a global linear rate.
Sparse optimization.
In recent years, the problem of recovering sparse vectors and low-rank matrices has received tremendous attention from researchers and engineers, particularly those in the areas of compressive sensing, machine learning, and statistics.
Elastic net (augmented 1 ) model. To recover a sparse vector y 0 ∈ R n from linear measurements b = By 0 ∈ R m , the elastic net model solves
where A ∈ R m×n , α > 0 and μ > 0 are parameters, and the 1 norm y 1 := n i=1 |y i | is known to promote sparsity in the solution. It has been shown that the elastic model can effectively recover sparse vectors and outperform Lasso (α = 0) on reported real-world regression problems [27] . With the constraint x = y, (4.3) can be reformulated as: min x,y
Augmented nuclear-norm model. Similarly, the elastic net model can be extended for recovering low-rank matrices. To recover a low-rank matrix
where α > 0 and μ > 0 are parameters, A : R n1×n2 → R m is a linear operator, • F denotes the Frobenius norm, and the nuclear norm Y * denotes the sum of singular values of Y which is known to promote D low-rankness in the solution. By variable splitting X = Y , (4.5) can be reformulated as:
(4.6)
In (4.4) and (4.6) , the functions f (x) = α x 2 + 1 2μ Ax − b 2 and f (X) = α X 2 F + 1 2μ A(X) − b 2 are strongly convex and have Lipschitz continuous gradient; the functions g(y) := y 1 and g(Y ) := Y * are convex and nonsmooth. In fact, • 2 and • 2 F can also be replaced by many other choices of functions that are strongly convex and have Lipschitz continuous gradient, or become so when restricted to a bounded set. Note that if α = 0 then the functions f may not be strongly convex if the matrix A and the linear operator A do not have full column rank. In many applications, this is indeed the case since the number of observations of y and Y is usually smaller than their dimensions (i.e., m < n and m < n 1 • n 2 ). However, the parameter α > 0 guarantees the strong convexity of f , and hence the global linear convergence of Algorithm 2 when applied to (4.4) and (4.6). In addition, it has been shown in [28] that for most compressive sensing problems, with a moderately small α, problems (4.4) and (4.6) return solutions as if α = 0. where g(y) is a convex function, The following sharing problem is also nicely reviewed in [7] :
where f i 's are local cost functions and g is the shared cost function by all the nodes i. Algorithm 2 applied to the problems (4.8), (4.9) and (4.10) converges linearly if each function f i is strongly convex and has Lipschitz continuous gradient. The resulting ADM is particularly suitable for distributed implementation, since the x-subproblem can be decomposed into N independent x i -subproblems, and the update to the multiplier λ can also be done at each node i.
Numerical demonstration.
We present the results of some simple numerical tests to demonstrate the linear convergence of Algorithm 2. The numerical performance is not the focus of this paper and will be investigated more thoroughly in future research.
Elastic net.
We apply Algorithm 2 with P = 0 and Q = 0 to a small elastic net problem (4.4), where the feature matrix A has m = 250 examples and n = 1000 features. We first generated the matrix A from the standard Gaussian distribution N (0, 1) and then orthonormalized its rows. A sparse vector x 0 ∈ R n was generated with 25 nonzero entries, each sampled from the standard Gaussian distribution. The observation vector b ∈ R m was then computed by b = Ax 0 + , where ∼ N (0, 10 −3 I). We chose the model parameters α = 0.1 and μ = 10 −2 , which we found to yield reasonable accuracy for recovering the sparse solution. We initialized all the variables at zero and set the algorithm parameters β = 100 and γ = 1. We ran the algorithm for 200 iterations and recorded the errors at each iteration with respect to a precomputed reference solution u * . Figure 5.1(a) shows the decreasing behavior of u k − u * 2 G (:= β x k − x * 2 + λ k − λ * 2 /β) as the algorithm progresses. Since variable y is not contained in the G-norm, we also plot the convergence curve of y k − y * 2 in Figure 5.1(b) . We observe that both u k and y k converge at similar linear rates. In addition, the convergence appears to have different stages. The later stage exhibits faster convergence rate than the earlier stage. This can be clearly seen in Figure 5 Here, the strong convexity constant of f is ν f = 2α + λ min (A T A)/μ = 2α and the Lipschitz constant of ∇f is L f = 2α+λ max (A T A)/μ = 2α+1/μ. By (3.14) , our bound for the global linear rate is (1+δ) −1 = 0.998, which roughly matches the early-stage rate shown in the figure. However, our theoretical bound is rather conservative, since it is a global worst-case bound and it does not take into account the properties of the 
Distributed Lasso.
We consider solving the Lasso problem in a distributed way [29] :
x i − y = 0, i = 1, . . . , N,
which is an instance of the global consensus problem with regularization (4.9). We apply Algorithm 2 with P = 0 and Q = 0 to a small distributed Lasso problem (5.1) with N = 5, where each A i has m = 600 examples and n = 500 features. Each A i is a tall matrix and has full column rank, yielding a strongly convex objective function in x i . Therefore, Algorithm 2 is guaranteed to converge linearly.
We generated the data similarly as in the elastic net test. We randomly generated each A i from the standard Gaussian distribution N (0, 1), and then simply scaled its columns to have a unit length. We generated a sparse vector x 0 ∈ R n with 250 nonzero entries, each sampled from the N (0, 1) distribution. Each b i ∈ R m was then computed by b i = A i x 0 + i , where i ∼ N (0, 10 −3 I). We chose the model parameter μ = 0.1, which we found to yield reasonably good recovery quality. From the initial point at zero, we ran the algorithm with parameters β = 10 and γ = 1 for 50 iterations and computed the iterative errors. Figure 5 .3 demonstrates the clear linear convergence behavior of u k − u * 2 G and y k − y * 2 . In Figure  5 .4, the Q-linear convergence rate of u k − u * 2 G is depicted. For this problem, the strong convexity constant is ν f = min i {λ min (A T i A i )/μ} and the Lipschitz constant is L f = max i {λ max (A T i A i )/μ}. However, the condition number ν f /L f in this test is relatively big, and hence the theoretical linear rate specified by ( 3.15) is not a very tight bound for the observed fast rate. Note that all x i 's tend to be equal and become sparse after a number of iterations. Similar to our previous discussion in Section 5.1, we can estimate the asymptotic linear rate by lettingν f = λ min (A T S A S )/(μN ) andL f = λ max (A T S A S )/(μN ), where A ∈ R N m×n is formed by stacking all the matrices A i (i = 1, . . . , N ), and S is an index set of the nonzero support of x * . We obtained the asymptotic linear rate to be (1 + δ) −1 = 0.779, which appears to be a much tighter bound. 6. Conclusions. In this paper, we provide sufficient conditions for the global linear convergence of a general class of ADMs which solve subproblems either exactly or approximately in a certain manner. Among the conditions is a function that is strongly convex and has Lipschitz continuous gradient. These sufficient conditions cover a wide range of applications. We also extend the existing convergence theory to allow more generality on the step size γ for updating the multipliers.
In practice, how to choose the penalty parameter β is always an important issue. Our convergence rate analysis provides more insights on how the penalty parameter β affects the convergence speed, thereby providing some theoretical guidance for choosing β.
