Introduction
Since high concentrations of aluminum in soils are often the most important factor associated with detrimental effects on plants production yields, 1,2 several analytical methods have been developed and optimized for routine use in laboratories to determine aluminum in plants and soils. Although atomic spectroscopy is often used in routine analyses of metal ions in solution, simple procedures such as titration 3 and molecular absorption spectroscopy 4 still are highly interesting approaches for real samples in laboratories where a high sample throughput is not required or where the costs of implanting atomic absorption spectroscopy (AAS) or induced coupled plasma optical emission spectroscopy (ICP OES) routines are not proportional to the expected results. Among those methods that make use of molecular spectroscopy for Al determination, the aluminon 5 and the eriochrome cyanine R 6 procedures are the most used for environmental analysis.
Xylenol orange (XO) has also been proposed as a chromogenic reagent for the spectrophotometric determination of aluminum and iron. 7, 8 Despite its higher relative detection ability, however, the Al-XO method is usually rejected due to the slow kinetics of Al-XO complex formation; such a defect is associated with its susceptibility to interference from the presence of iron, the solution pH and with the need to control the metal ion/ligand ratio.
Other papers have shown that the Al-XO complexation rate could be increased by the use of an ethanolic solution instead of heating. 9, 10 However, the increased rate of reaction obtained by the use of ethanol (used with semi-automated or automated systems), is offset by the need of prior solvent extraction of iron or the inclusion of heating steps to improve iron-EDTA masking, making other procedures more attractive for routine determinations.
If one considers the potential interfering action of iron in the Al-XO procedure, associated with the non-linear characteristics of this chemical system, 11 the use of an artificial neural network approach to this analytical problem may be of value, due to its ability to perform non-linear data analysis. [12] [13] [14] Artificial neural networks (ANNs) are constituted from mathematical models and computational algorithms designed to mimic the information processing and knowledge acquisition methods of human brain. The problems handled by ANNs can be quite varied, because basically, they can model data by transforming inputs into outputs. 15, 16 The data transformation is performed in basic processing units, known as neurons or nodes. As the name "neural networks" suggests, the neurons are disposed in layers and each neuron from the upper layer is connected to the neurons of next layer, forming networks. ANNs commonly used for calibration are typically formed by three layers, namely: an input layer, an intermediate layer known as a hidden layer with a variable number of neurons, and an output layer. The number of layers and neurons in the layers is an adjustable parameter. These arrangements are called the architecture or design of the network and should be optimized to reach the best prediction of the calibration model developed.
In addition of being an interesting alternative to solve complex analytical problems, [17] [18] [19] ANNs are now also being employed for agricultural and environmental modeling, where restricted knowledge of the overall system, spatial and temporal heterogeneities or diffuse information are much more common, such as in predicting land use management and environmental impact. [20] [21] [22] [23] [24] This paper presents the development of an ANN calibration model to determine aluminum in the presence of iron in soil extracts, without any additional sample treatment, using the molecular spectral data of the complexes Al-XO and Fe-XO in the visible region. The ANN prediction ability was evaluated by comparison with ICP OES measurements. 
Elimination of Iron Interference in the Molecular

Experimental
Reagents
All reagents were of analytical grade and deionized water was used throughout. A 1 mol L -1 NH4Cl solution, used as soil extractant, was prepared by weighing the appropriate amount of the reagent (Nuclear, Brazil) and diluting with water.
A 2 mol L -1 sodium acetate/acetic acid buffer solution at pH (3.4 ± 0.1) was prepared by dissolving 14.0 (± 0.1) g of sodium acetate (Nuclear, Brazil) in 300 mL of water, followed by the addition of 90.0 (± 0.1) mL of glacial acetic acid (Nuclear, Brazil) and diluting to 900 mL with water. The pH was adjusted (if necessary) by adding few drops of 1 mol L -1 HCl or small portions of sodium acetate and finally the volume was completed to 1 L.
A 2.0 ¥ 10 -3 mol L -1 (0.15%) xylenol orange tetrasodium salt (Merck, Germany) solution was prepared by direct weighing and dilution with water. A few drops of 1 mol L -1 hydrochloric acid were added until obtaining a clear solution, avoiding an excess of acid.
Stock solutions of 1000 mg mL -1 of Al 3+ and Fe 3+ were prepared for each metal by dilution of Merck Tritisol (Germany) standards.
Soil extracts
Six soil samples from São Paulo State, Brazil, were analyzed in triplicate, providing an 18 sample set. The soil extracts were obtained by shaking 5.00 g of the air dried soil samples with 50.00 mL of ammonium chloride extracting solution on a mechanical shaker (220 min -1 ) for 15 min. The extracts were filtered through quantitative filter paper. Aliquots were taken for both absorption spectroscopy and ICP OES determinations.
Instrumental setup
A Hitachi U2000 (Hitachi, Japan) spectrophotometer with a sample sipper was used to obtain the molecular spectral data from 360 to 700 nm in wavelength intervals of 1 nm. The range from 410 to 580 nm was used as input neurons (n = 171; see "Data processing" and the Results and Discussion section). The spectrophotometer was coupled to a computer by an RS 232 interface and the routine was written in QBASIC.
A Jobin-Yvon inductively coupled argon plasma atomic emission spectrometer (ICP OES) Model JY50P (Jobin-Yvon, France) was employed for the analysis of the soil extracts. The ICP operating frequency was 40.68 MHz, at a power of 1000 W, with a torch argon flow rate of 12 L min -1 . For detection, the aluminum 308.21 nm and iron 259.94 nm atomic lines were used. An N2 purge gas flow rate of 0.6 L min -1 was used throughout the analysis. The calibration of the ICP OES operating conditions was accomplished by using working solutions prepared under the same conditions as used for the extractions. Samples were analyzed using the average of 3 exposures of 5 s each and a sample flow rate of 1.5 mL min -1 . Standards were checked periodically for drift and restandardization was performed whenever variations of ±5% were observed.
Experimental procedure
Transfer 10.0 (± 0.5) mL of the buffer solution and 25.0 (± 0.5) mL of ethanol to 50.0 mL volumetric flasks. Add 1.00 mL of the xylenol orange solution to each of the volumetric flasks and mix carefully. In sequence, add 1.00 mL aliquots of the soil extracts to each flask, dilute to the mark and homogenize the resulting solutions. The calibration set was performed by substituting the aliquots of soil extract by 1.00 mL aliquots of the 1 mol L -1 NH4Cl extracting solution and appropriate volumes of the Al and Fe standards. The experimental set followed a two-analyte, five-level factorial design, in the range 0 to 0.500 mg L -1 for both metals, resulting in a total of 36 mixtures. The spectrophotometric measurements were performed against water used as blank, after a standing period of 2 h. A total of 54 spectra were obtained, including the 18 spectra from the soil extracts. These spectra were split into three sets. Ten mixtures were randomly chosen from the experimental set described above to obtain the prevision set and these were used to evaluate the prediction ability of the model, before the validation of the 18 spectra from the real samples set. The calibration set was formed by the 26 spectra remaining from the experimental set. Replicates were included to evaluate reproducibility of the factorial mixtures. The room temperature was kept constant at 22 ± 2˚C.
Data processing
Calculations were processed using the neural networks toolbox Ver. 3.0 for Matlab 6.5. 25 The first layer of the developed ANN models used 171 neurons (the wavelengths between 410 and 580 nm), followed by one hidden layer with a sigmoid transfer function. The number of neurons in the hidden layer was optimized and, for the output layer, two neurons with a linear function transfer were used. The ANNs were trained using the back-propagation learning method with a momentum (m) of 0.05 and a learning rate (h) of 1.5. The inputs and outputs were normalized in the 0.2 -0.8 range due to the characteristics of the sigmoid transfer function utilized.
Evaluation of model performance
The relative performance of the different models was evaluated in terms of percent root-mean-squared error (%RMSE) defined as:
where C and n are the mean concentration and the number of the samples used in validation (%RMSEV), calibration (%RMSEC) or prediction sets (%RMSEP), respectively, yi is the concentration of the component in the i sample and *i is the estimated concentration of the samples.
Results and Discussion
The best predicted values found in this work were obtained using with an ANN architecture containing in the first layer as many neurons as necessary for each one to receive an absorbance value from 410 to 580 nm (n = 171). This is not an active layer, i.e., the neurons in this layer do not change the input signals and this layer has the function of distributing the signals to the network. According to the biological analogy, the inputs to the neurons are the synapses and the strength of the synaptic connections is reproduced, in the active layers, through modulating inputs by weighting them. The sum of these weighted inputs, the Net, incoming to a neuron is then transformed by a transfer function and passed to the neurons in the next layer. The use of non-linear transfer functions, like the sigmoidal function used on the hidden layer in this work, makes this ANN particularly able to fit non-linear data. 17 The same process occurs at subsequent layers until the output comes out from the ANN. Thus, after choosing the general parameters, such as the learning method and the number of layers to be used in the ANN calibration model, obtaining the experimental data and choosing the data sets (calibration, prevision and validation set), we optimized the ANN structure and established the best model. The first attempt was to use the entire recorded spectra (360 to 700 nm) to construct the model but, due to the high computational time involved in the network training process with relatively few neurons at the hidden layer, the number of points used as input signals for the calibration set was decreased to 171, obtained from the spectral region between 410 and 580 nm, as marked in Fig. 1 .
A closer look in the spectra (Fig. 1) indicates that, while the Al-XO complex absorption band grows in the 550 nm region as the aluminum concentration increases, the Fe-XO complex absorption band shifts from the 450 nm region (overlapped with the xylenol orange spectrum) to a higher region of the spectra, closer to the Al-XO complex absorption band. This indicates why univariate calibration at 550 nm 7 may result in high relative errors (up to 600%), failing to provide good aluminum prediction.
The number of nodes to be used in the hidden layer was optimized by evaluation of the errors obtained for calibration (%RMSEC) and prevision (%RMSEP) sets for both aluminum and iron, as shown in Fig. 2 . Considering the compromise between the results for the two analytes, the optimal number of neurons was taken as seven. These numbers of neurons were chosen based on the analysis of the RMSEP for both metals simultaneously when using different numbers of neurons in the hidden layer. As can be seen in Figs. 2a and 2b , the RMSEP for aluminum have a minimum for 7 neurons and the value increases for 8 or more neurons. For iron, there is no appreciable variation when using from 5 to 9 neurons and the values are closer to the minimum reached with 4 neurons. Based on these facts, 7 neurons were chosen for the hidden layer.
The prediction ability of the obtained ANN model was initially evaluated by estimating the metal concentrations found in the synthetic samples (prevision set), as shown in Table 1 . The The good performance of the ANN approach for aluminum determination was confirmed by predicting its concentration in the validation set. The results are presented in Table 2 , where a %RMSEP value of 6.3 is reported.
Good linear correlations between the ANN model and the ICP OES measurements were obtained for aluminum [CAl-ANN (mg/L) = 0.005 + 1.013CAl-ICPOES (mg/L), with r 2 = 0.997], indicating that the proposed methodology can be applied for soil extracts. Although the iron content in soil extracts has minor agricultural value, the models indicate the possibility of simultaneous determination of both Al and Fe in aqueous samples, provided that situations of very high iron concentration-very low aluminum concentration are not present.
