Abstract-With large deep neural networks (DNNs) necessary to solve complex and data-intensive problems, energy efficiency is a key bottleneck for effectively deploying DL in the real world. Deep spiking NNs have gained much research attention recently due to the interest in building biological neural networks and the availability of neuromorphic platforms, which can be orders of magnitude more energy efficient compared to CPUs and GPUs. Although spiking NNs have proven to be an efficient technique for solving many machine learning and computer vision problems, to the best of our knowledge, this is the first attempt to adapt spiking NNs to sparse datasets. In this paper, we study the behaviour of spiking NNs in handling NLP datasets and the sparsity in their data representation. Then, we propose a novel framework for spiking NN using the concept of stochastic computing. Specifically, instead of generating spike trains with firing rates proportional to the intensity of each value in the feature set separately, the whole feature set is treated as a distribution function and a stochastic spiking train that follow this distribution is generated. This framework reduces the connectivity between NN layers from O(N ) to O(log N ). Also, it encodes input data differently and make suitable to handle sparse datasets. Finally, the framework achieves high energy efficiency since it uses Integrate and Fire neurons same as conventional spiking NNs. The results show that our proposed stochastic-based SNN achieves nearly the same accuracy as the original DNN on MNIST dataset, and it has better performance than state-of-the-art SNN. Besides that stochastic-based SNN is energy efficient, where the fully connected DNN, the conventional SNN, and the data normalized SNN consume 38.24, 1.83, and 1.85 -times more energy than the stochastic-based SNN, respectively. For sparse datasets, including IMDb and In-House clinical datasets, stochastic-based SNN achieves performance comparable to that of the conventional DNN. However, the conventional spiking NN has a significant decline in classification accuracy.
I. INTRODUCTION
Deep neural networks have surged in popularity and proven to be powerful tools for various artificial intelligence applications in computer vision [1] , speech recognition [2] and natural language processing [3] . The availability of large training datasets and more powerful computing platforms are aided the DNN techniques to show unprecedented results compared with other machine learning techniques in big data analytics. However, state-of-the-art deep networks require extensive computation operations, enormous connectivity, and huge storage requirements which affects their applicability in many real-time applications that require high energy efficiency. For example, AlexNet [4] , which is used for ImageNet dataset, consists of almost 650,000 neurons and 60 million synapses, and involves around 2-4 GOPS per image classification.
Deep spiking NNs (DSNNs) have been proposed to overcome the large computational cost and energy consumption of conventional deep neural networks [5] . They are considered the third generation of neural networks that imitate the behavior of real biological neurons by expressing the real quantities, rate-coded signals, as pulses or spikes. Therefore, several encoding methods have been proposed to generate spikes, such as binary coding, population coding and rate coding, however the natural representation of biological neuron signals is still unresolved in neuroscience [6] . The cost of converting deep NNs to spiking NNs carries a slight degradation in performance due to the rate-driven to eventdriven conversion and sparsely firing data representations. Therefore, an efficient methodology to encode the real quantities in SNNs can significantly improve the performance.
Different techniques have recently been proposed to improve the performance and energy consumption of spiking NNs in comparison with deep NNs [7] . However, these techniques utilize the conventional structure of NNs. Therefore, they can not solve the scalability and connection complexity problems. Also, these techniques have been tested only on computer vision tasks, e.g. MNIST dataset, without considering sparse datasets, such as those commonly available for natural language processing (NLP). For these reasons, proposing alternative emerging computing paradigms that moves beyond deterministic computing to achieve high energy efficiency and reduce the bandwidth bottleneck when implementing deep NN for big data analysis is the target of researchers. The most interesting paradigms that have gained a lot of attention recently are neuromorphic computing and stochastic computing [8] .
Stochastic-based computation paradigms can transcend beyond CMOS-based computing and possess many notable advantages due to its underlying stochastic principles. Specifically, stochastic-based computing units typically use simple circuit components to conduct complex operations, which leads to area and energy-efficient designs suitable for parallel processing. Moreover, stochastic-based computing tolerates device failures and construct robust circuits against large device variations. Despite many apparent benefits, stochastic-based computation paradigms suffer from accuracy degradation [8] . Fortunately, this can be utilized in many inherent-error resilient applications, such as NNs [9] .
In this paper, we propose a stochastic-based deep spiking NN framework by exploiting the benefits of stochastic computing to encode the data that moves between layers and reduce the connection complexity. Specifically, we use the distribution function of an input feature set as the information carrier which has much higher information content than simply using a large number of identically independent spiking train for each entry of the input feature set. The spike trains, in our proposed architecture, are random samples that follow the distribution of the input feature map. They are used to select which synapse will excite the membrane potential of neurons. The expected benefits of our proposed method are three-fold. First, our method achieves significant energy efficiency compared with conventional DNN because it uses the same neuron models as in conventional spiking NN, IF neurons. Second, we reduces the number of spiking trains, or number of connections, between layers which is very beneficial in parallel computing. Finally, our proposed network not only achieves the benefits of spiking NNs and stochastic computing, but also can produce competitive accuracy results compared to conventional NN for applications that have sparse data representation, such as NLP datasets, since the spikes are distributed uniformaly over time.
II. SPIKING NEURAL NETWORK
The structure of spiking NNs is similar to that of artificial NNs, where neurons are organized in layers, and each neuron is fully connected to those in the layer succeeding it. The connection between two neurons is called synapse and is associated with a weight to signify the strength of the connection. The key difference between traditional ratebased artificial neural networks and event-driven SNNs is how neuron excitation is represented. Instead of continuousvalued inputs, spiking NNs process data as series of "spike trains", which are a set of spikes or bits in logical levels "0"s and "1"s in the time domain. The spikes are propagated through the network until they reach the output layer. The output layer's neuron which spikes the most is the class label assigned to the input.
Several spiking neuron models have been proposed to mimic the biological neuron [10] . The spiking neuron model used for this work is the simple Integrate-and-Fire (IF) model. The IF neuron is one of the realistic models of the spiking dynamics of biologically plausible neurons [11] . The major advantage of the IF neurons is that it avoids a series of multiplications of floating-point arrays of numbers, which are computationally expensive and time consuming operations. In addition, IF neurons can be trained for both supervised and unsupervised learning approaches. Last but not least, the IF model can be easily ported to support massively parallel systems, ensuring energy-efficient computing at scale for DL networks.
Each neuron i has a membrane potential V i (t) at time t. It is initialized to a reset value V res . Whenever a spike is observed at an input synapse, the neuron's potential is incremented by the weight corresponding to that synapse. The mathematical model of the IF neuron is given in equation 1.
where w i,j is the synapse's weight that connects neuron i and neuron j from the previous layer, and S j (t) is a binary variable indicating whether neuron j has a spike at time t, '1', or not,'0'. In other words, the neuron performs computation only when spikes are observed at an input synapse, therefore spiking NNs are called event-driven networks. If the membrane voltage crosses the spiking threshold V thr , a spike is generated and the membrane voltage is reset to the reset potential.
The first step in SNNs is encoding the quantities relevant to the computation to spikes that can excite or inhibit neurons. Therefore, different encoding methods have been proposed to convert input data to spike trains [6] . The simplest coding method is called binary coding, where the neuron is either active or idle in a specific time interval. Rate coding is another method that fires spikes with a rate proportional to the intensity of a stimulus. Spike-timing can also be considered with the spike-rating to generate spike trains, this method is called temporal coding. The last method is called population encoding. It is similar to rate encoding, but the intensity of a stimulus is represented by the joint activities of multiple neurons, instead of one neuron. In this paper, we propose a new coding methodology in which, the input intensities set is expressed as a probability density function. Then, a stream of spikes that follow this distribution is generated. Stochastic-based data coding method is presented in Section II-B with more details. Figure 1 illustrates a neuron in a conventional spiking NN. The input feature set has four entries. Therefore, a spiking train b j is generated based on the intensity of its corresponding entry x j , where j ∈ {0, 1, 2, 3}. Each spiking train is connected to a weight W j and used as an input to neuron i. The membrane potential v i is updated each time slot t as in equation 1. Suppose V res = 0, and the neuron is initialized at V res . At time t 0 , only the spiking train b 1 is "1" and the others are "0"s, therefore
The power saving in spiking NNs results from eliminating the multipliers per synaptic operation and sparse feature representation; however, sparse representation leads to loss in accuracy results because it causes sparser neural firings [5] . Also, if a high firing rate is used to achieve better results, this will significantly increase the power consumption of spiking NNs. When sparse representation is used for sparse datasets, such as NLP the accuracy results will be worse. (1) vi (2) vi (3) vi (4) 
A. Spiking Neural Network Conversion
Although spiking NNs possess significantly more computational power than rate-based neurons, training them is still an unresolved issue. A lot of training algorithms have been proposed recently. Some of them use gradient descent rule to reduce a cost function, such as the best well known SpikeProb [12] . However, they are inefficient to be applied to real-world applications [13] . The other training algorithms use biomimetic mechanism to train spiking NNs, such as Spike-Time Dependent Plasticity (STDP) learning rule [14] , however it is limited to single layer networks [15] , and cannot achieve a competitive accuracy performance compared with deep neural networks even for MNIST dataset. Other studies have been conducted to discover ways to convert traditional deep neural networks to deep spiking neural networks [16] , [17] . These studies attempt to train traditional rate-based deep networks through backpropagation and then convert them to spiking NNs by applying the learned weights to a deep spiking neural network with similar structure and use spikes to communicate between neurons. Thus far, this approach has shown the best accuracy performance compared to other training methods [5] . Therefore, we adopted it in this paper.
The main two challenges in converting ANN to SNN are the representation of negative values and biases. However, they have been avoided by using ReLU as an activation function and setting all the biases to zero during the training [16] . Also, weights can be directly mapped from ANN, which has ReLU as the activation function, to SNN of IF neurons since ReLU represents the approximation model of IF neuron with no refractory time [17] , where the spiking rate of each neuron is proportional to the output of its corresponding ReLU. Due to non-uniformity of spike trains, the firing rate of the input spiking train is lower/higher than the sufficient number of spikes that the IF neuron should receive which leads to over-spiking and under-spiking [17] . As a result, the SNN has a loss of performance as compared to its counterpart DNN. This can be solved by finding the right balance of the parameters, i.e. spiking threshold and weights, either by hand tuning, which is not trivial, or by using some elaborate optimization techniques.
In this paper, spike trains are generated differently by using stochastic concepts. Each feature set is treated as a distribution function, and a random stream that follow this distribution is used as the information carrier. This method produces uniform spike trains and avoid the conversion issues. We use the conversion method as in [16] , [17] . The fully connected deep NN is trained using back propagation, where the activation function is ReLU and set all the biases to zero. After training, the neurons are changed to IF neurons and weights are directly mapped to the spiking NN without any optimization and tuning.
B. Stochastic-Based Spiking Neural Network
Stochastic computing, that represents the input quantity as a stream of random bits, was used to realize spiking NNs [18] . It changes the data coding method to generate spiking trains. Thus, each random bit represents a time slot in spiking NN, and the length of random bits represents the number of time slots. However, this paradigm does not take advantage of stochastic computing since it uses the same architecture of conventional spiking NNs. Also, it losses the performance of the network due to the approximation results from changing the computing components, neurons, to be stochastic-based. In this paper, we propose a a different data representation methodology. Instead of representing each input entry as the probability of '1' in the random stream, the whole input vector is treated as a histogram of index numbers, which is an approximation of a Probability Density Function (PDF).
In this method, the input discrete signal is first converted into a stream of random samples. The random samples are used as input spikes of IF neurons. The spikes are propagated through the network until they reach the output layer. The score of each class can be determined by the number of spikes result from the output layer.
Consider an input vector X = {x 0 , x 1 , · · · , x N −1 } comes in the form of N integer or real numbers, where N is the length of the feature set. The first step of our probabilistic algorithm is to treat these numbers as a histogram of index numbers. Subsequently, we use this histogram to generate random samples (R X ) that satisfy this PDF, i.e., PDF(R X ) = X. In other words, the numerical value of each input value roughly represents the frequency for its index value to appear in the generated random samples. These random samples are exclusively drawn from the set {0, 1, · · · , N − 1} and satisfy P(
for any i ∈ {0, 1, · · · , N −1}. Obviously, to achieve high efficiency, we will avoid calculating all probability values
Additionally, we require that the total number of random samples is solely determined by the user. In other words, at any point of random number generation, all samples that have been generated should faithfully follow the given PDF, which is called the ergodic property in statistics. 
1) Random Samples Generation:
We now use a simple example to illustrate the overall scheme of generating random samples, follow any given input distribution. Let's say we have the input signal X = {0.8, 0.4, 0.1, 0.7} as shown in Fig. 2 . This signal can be represented as the discrete probability density function,
, of the index values I = {0, 1, 2, 3}, where N is the input signal length. Our goal is to generate random numbers that follow this distribution function. To do so, we use the Cumulative Distribution Function (CDF) shown in Fig. 2 , which is the incremental accumulation of the input signal and equivalent to the normalized cumulative distribution function cdf, to map a uniformly distributed random numbers (URS) to the predefined probability distribution function. Dealing with fractional numbers doesn't change anything in our proposed method as long as we achieve the same }. Therefore, the point is neglected during the random samples generation. The generated random numbers, follow a uniform distribution, distribute over a specific range, in the previous example this range starts from 0 to (
Each value has the same probability,
, to be observed. To map these random numbers to the PDF of the previous example, PDF(x)={0.4, 0.2, 0.05, 0.35}, we compare them with the CDF in the same figure, find in which region this value falls, and produce the corresponding index value, where
2) Stochastic-Based Integrate and Fire Neuron: Since the whole input feature set is used as a distribution function of its index numbers, then the number of bits, required to represented each random samples, is (log N ) as shown in Figure 2 . These stochastic bit streams are used as the spiking trains of the proposed spiking NN. Figure 3 illustrates a neuron in the stochastic-based spiking NN. The input feature set has four entries. Therefore, log 4 = 2 spiking trains b 0 and b 1 are generated following the distribution of X as illustrated in the previous section. Spiking trains are used as the index of the weight W B that excites the membrane potential of the neuron i. The membrane potential v i is updated each time slot t as in equation 3. Suppose V res = 0, and the neuron is initialized at V res . At time t 0 , Since the spiking train b 0 is "0" and the spiking train b 1 is "1", then the active weight is W 2 and V i (t 0 ) = v 0 = 0 + W 2 .
If the membrane voltage crosses the spiking threshold V thr , a spike is generated and the membrane voltage is reset to a reset potential V res . For deeper neurons, input spikes are the spikes transmitted from neurons in the previous layer. Therefore, the way we used to generate spike trains between layers are the same way used to encode the input signal probabilistically. Instead of using the index of each entry in the input feature set as the random sample, we use the index of the neuron in the layer. If neuron i spikes at time t, where i is the index of a neuron in layer k , then the generated spike is the index of that neuron, in this example (i). Therefore, the number of spike trains that used to connect layer k and layer k+1 is determined by the number of neurons in layer k . If the number of neurons in layer k is L, then log L spiking trains are required. Again, the spiking trains are used as the index of the weights that excite the neurons in layer k+1 since all the neurons share the same spiking trains.
III. EXPERIMENTAL RESULTS AND DATASETS

A. Datasets
In this section, we describe the datasets used in this paper to evaluate the performance of our proposed method. Al- though we focus on NLP datasets, we have also considered a computer vision dataset to validate our approach. The visual recognition dataset used in this paper is the wellknown MNIST dataset, while the NLP datasets are IMDb and an in-house clinical dataset.
1) MNIST Dataset:
The Modified National Institute of Standards and Technology (MNIST) handwritten digit recognition dataset is used extensively as a benchmark for theories of pattern recognition and machine learning algorithms. This database is composed of 60000 images for training and 10000 images for testing, each labeled 0-9. The set of images in the MNIST database consists of digits written by high school students and employees of the United States Census Bureau [19] . All these images are black and white and the size is normalized to 28x28 pixels. Thus, each data point in the database has a 748-dimensional space feature vector.
2) IMDb Dataset: Internet Movie Database (IMDb) is a plain text file representing customer reviews of movies from imdb online website. It was proposed as a dataset benchmark that can be used in different studies, such as data mining and machine learning. The dataset is composed of 25,000 labeled training reviews and 25,000 labeled test reviews [20] . The reviews are labeled as positive and negative. The same number of reviews were included from each movie with an even number of positive and negative reviews. The review is considered negative when it has a score of ≤ 4, and positive when it has a score of ≥ 7. Each review is encoded by the overall frequency of each word in the dataset.
3) In-House Clinical Dataset: Our analysis used a corpus of 942 de-identified pathology reports. These reports are unstructured text documents containing information about human tissue specimens. The pathology reports were provided the National Cancer Institute and five different SEER cancer registries (CT, HI, KY, NM, Seattle) with the proper IRB-approved protocol. Cancer registry experts manually annotated all pathology reports based on standard guidelines and coding instructions used in cancer surveillance. Their annotations served as the gold standard. The corpus matched to 12 ICD-O3 topography codes corresponding 7 breast and 5 lung primary sites. For 6 ICD-O-3 codes the dataset included at least 50 observations per code but the remaining 6 ICD-O-3 codes were minimally populated with at least 10 but less than 50 observations per code. Table I describes the 12 classes and the corresponding observation count per code included in the database. Since report sections available in each pathology report vary across pathology labs and registries, we aggregated the text content of every section in the pre-processing phase. The average length of the reports was 469 words.
Similar to the deep-learning approach, we pre-processed our pathology report data as described in [21] . Specifically, we first removed all non-alphabetical and numeric characters and stop words. We then tokenized the processed pathology reports into n-grams of up to length 2 and generated an n-gram based term-frequency vector for each report while aggregating a training corpus document-frequency dictionary for each n-gram. Through model development experimentation, we concluded that utilizing an n-gram feature space of 400 resulted in optimal performance given our dataset and information extraction task. Therefore, we removed all but the top 400 document-occurring n-grams from our corpus vocabulary and finalized the pathology report feature vector by dividing each report term frequency vectors by the corpus document frequency vector. 
B. Comparative Analysis and Performance Evaluation
In our experiments, we compare the proposed stochasticbased SNN with two baseline architectures a fully connected DNN and a conventional SNN. Three datasets are used for evaluation. For each dataset, we train a fully connected network following the back-propagation methodology. All the networks use ReLUs with zero biases during training as presented in [16] . Then, the weights are mapped to the SNN and our proposed stochastic-based SNN. The first network is a four layers fully-connected DNN trained and evaluated on MNIST dataset. It is a 10-class classification task with 784-dimensional input set. Therefore, the structure of the network in terms of number of neurons per layer is 748-1200-1200-10 [17] . Each output node corresponds to one of the ten digit classes. For the text datasets, IMDb and In-House clinical, five layers fully connected networks are trained and evaluated. In both datasets, each input feature set has 400 elements. Therefore, the input layer size is 400-neuron for both the networks. The input layer is followed by three hidden layers of size 1200-neuron. Then, the outputs are connected to a soft-max fully connected layer. The InHouse clinical is a 12-class classification task and has 12 neurons in its output layer, whereas the IMDb is 2-class classification task which needs only two neurons in its output layer.
After mapping the trained weights to SNNs and stochastic-based SNNs, the input feature sets need to be encoded. For conventional SNNs, we consider each input entry intensity to be mapped to the average firing rate of a Poisson spike train. While for stochastic-based SNNs, we use random sample generation presented in Section II-B1 to generate spike trains.
To validate our proposed method on sparse datasets, IMDb and In-House clinical, we directly transform the trained weights from DNNs to SNNs and stochastic-based SNNs without any optimization or preprocessing techniques. Then, ReLUs are replaced with IF neurons, which are used for both the SSNs and stochastic-based SNNs. For MNIST dataset, we utilize a single split validation scheme, where 60,000 images and 10,000 images are used for training and testing, respectively. The same validation method is used with IMDb dataset. In this case, the number of training sets is 25,000 and the number of testing sets is the same. However, to validate the In-House clinical dataset, we utilize a balanced ten-fold cross validation scheme by randomly partitioning the dataset into ten parts with near balanced label distributions. For each fold we use one partition once for testing and combine the rest for our training set, evaluating model performance on the combined predicted-actual results from each fold.
To evaluate the performance accuracy of the NNs, we use two different metrics. One for the visual recognition dataset, and the other for the text datasets. For the hand written digit recognition MNIST dataset, the classification accuracy was assessed by finding the ratio of correctly predicted sets to the total number of testing sets. On the other hand, since text datasets use the same evaluation metrics, we evaluated IMDb and In-House clinical datasets primarily using the standard NLP metrics of micro and macro averaged F-scores. The micro-averaged metrics have class representation roughly proportional to their test set representation, whereas macroaveraged metrics are averaged by class without weighing by class prevalence [22] .
C. Experimental Results
1) Energy Consumption Analysis:
SNNs and stochasticbased SNNs consume much less power than conventional DNNs. Eliminating the usage of multipliers achieves power savings. The energy consumption of SNNs and our proposed stochastic-based SNNs is determined by the firing rate of spiking trains, where high firing rates result in increased power consumption. Table II shows the comparison results of the stochastic-based SNN, DNN, SNN and optimized SNN [17] . The same training specifications presented in [17] are used in this paper for all the network architectures. The dataset used to evaluate the networks in this table is MNIST. To analyze the energy consumption, we make a simple, but reasonable, assumption. We determine the number of operations per neuron by the number of input spikes, in SNN, or random samples, in stochastic-based SNN, of the neuron. For the DNN, the number of input synapses are used to determine the number of multiplication and addition operations that need to be performed by each neuron. Then, from [23] we find the number of Joules required for each operation. The results in Table II show that our proposed scheme achieves nearly the same performance as the original DNN, and it has better performance than state-of-the-art SNN [17] . Besides that stochastic-based SNN is energy efficient as compared with the other networks, where the fully connected DNN, the conventional SNN, and the data normalized SNN consume 38.24× 1.83× and 1.85× more energy than the stochastic-based SNN, respectively. 2) Performance Analysis: Now, we evaluate the behavior of SNNs on sparse datasets. Figure 4 shows an illustration example of the behavior of a randomly selected IF neuron in the first layer of the SNN used for IMDb dataset. The upper part of the figure shows 400 spike trains represent a randomly selected feature set from the IMDb test dataset. State-of-the-art Poisson spike train is used to generate the spikes. The simulation time of this example is 100ms. Due to sparsity in date, the membrane potential of the neuron took more than 85ms to cross the threshold voltage, in this example V thr = 1, and the neuron has only one output spike to be transformed to the next layer. The reason is that the conventional method of encoding sparse data produces scattered spikes and does not assure spikes in each time step. Therefore, we can see that sparse datasets result in reduced power consumption due to less spike firings, but at the expense of loss in accuracy. In Figure 5 , we illustrate how the proposed method generates random samples and use them as spike trains for the same input feature set used in the previous example and for the same IF neuron. Using the probability distribution to encode input data works better for sparse dataset because it fires spikes every time step and the spikes are uniformly spread through the simulation time. Therefore, the IF neuron maintain a regular spike firings as shown in Figure 5(c) .
Tables III and IV summarize classification performance for the IMDb and In-House clinical datasets respectively. The tables show the micro-F and macro-F scores for each classifier, along with the respective lower and upper bounds. For both datasets, experimental results showed a significant decline in classification accuracy for the spiking NN. However, stochastic-based SNN achieved performance comparable to that of the conventional DNN. Although the stochastic SNN performance was slightly lower, the difference was not statistically significant across the two datasets and performance metrics. visual recognition and NLP tasks. Our proposed architecture also reduces the connectivity between layers from O(N ) to O(log N ), which solves the most challenging part of DNNs and opens up the door to implement parallel computing. Stochastic-based SNN can handle sparse datasets without loss in performance. The reason is the ability of uniformly spreading spikes during the simulation time, and assure a spike in each time step to achieve a regular IF neurons firing. Future direction of this work includes mapping the proposed architecture to an actual hardware and analyze the energy and performance efficiency on real-world applications and extending the proposed methodology for training purposes instead of using the conversion method.
