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Abstract
A group divisible design GDD(m,n;λ1, λ2), is an ordered pair (V,B) where
V is an (m + n)-set of symbols while B is a collection of 3-subsets (called
blocks) of V satisfying the following properties: the (m + n)-set is divided
into 2 groups of size m and of size n: each pair of symbols from the same
group occurs in exactly λ1 blocks in B: and each pair of symbols from differ-
ent groups occurs in exactly λ2 blocks in B. λ1 and λ2 are referred to as first
index and second index, respectively. Here, we focus on an existence problem
of GDDs when λ1 = 3 and λ2 > 3. We obtain the necessary conditions and
prove that these conditions are sufficient for most of the cases.
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1 Introduction
A group divisible design GDD(v = v1 + v2 + · · ·+ vg, g, k;λ1, λ2) is an ordered pair
(V,B) where V is a v-set of symbols while B is a collection of k-subsets (called blocks)
of V satisfying the following properties: the v-set is partitioned into g groups of sizes
†Corresponding Author
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v1, v2, . . . , vg; each pair of symbols from the same group occurs in exactly λ1 blocks
in B; and each pair of symbols from different groups occurs in exactly λ2 blocks in
B.
The problem of the existence of group divisible design has been interested for
quite a long time. In 1952, Bose and Shimamoto published a work on the classifica-
tion of certain designs [3]. The case when g = 2 and k = 3 is of such highly interest
recently. From now on, we will use the notation GDD(m,n;λ1, λ2) to represent
GDD(v = m+ n, 2, 3;λ1, λ2)).
Group divisible designs can be described graphically as follows. Let λKv denote
the graph on v vertices in which each pair of distinct vertices is joined by λ edges.
Let G1 and G2 be vertex disjoint graphs. The graph G1 ∨λ G2 is formed from
the union of G1 and G2 by joining each vertex in G1 to each vertex in G2 with
λ edges. Given a subgraph G of a graph H , a G-decomposition of a graph H is
a partition of the edge set of H such that each element of the partition induces a
copy of G. Thus the existence of a GDD(m,n;λ1, λ2) is easily seen to be equivalent
to the existence of a K3-decomposition of λ1Km ∨λ2 λ1Kn. In particular, the case
where λ1 = λ2 = λ is equivalent to K3-decomposition of λKm+n. Such result is
known as λ-fold triple systems and appears in many standard textbooks (see [8]).
Series of the research articles had been devoted to solve the problem of existence
of group divisible designs with certain parameters GDD(m,n;λ1, λ2) where λ1 > λ2
(eg. [5],[7],[9],[10]). Although the case where λ1 < λ2 is considered more difficult,
the progress has been made. The case where λ1 = 1, λ2 = 2 and m <
n
2
was
established in 2012 [12]. Later on, λ1 = 1, λ2 = 3, the problem was partially solved
in 2015 [14]. For λ1 = 2, the problem has been solved recently for most of the cases
wherever λ2 > 2 [13]. Furthermore, when a GDD(m,n;λ1, λ2) is gregarious (each
block in the design contains elements from both groups), El-Zanati et al. found all
(m,n) for such gregarious GDD(m,n; 1, 2) to exist [6]. Up to date, no other result
where λ1 < λ2 has been known.
In this paper we continue along this line of work. In particular, we solve the
existence problem of a GDD(m,n; 3, λ), where λ > 3. First we note that The
existence of a K3-decomposition of λ1Km ∨λ2 λ1Kn yields the necessary conditions
of the existence of our designs.
For sufficiency, we will provide the constructions using graph decompositions.
One of the major tools employed here is the result from the Alspach’s problem [1].
In 1981, Alspach asked whether it is possible to decompose the complete graph on
n vertices, Kn, into t cycles of specified lengths m1, ..., mt given that the obvious
necessary conditions are satisfied. It turns out that a decomposition of Kn into
3-cycles is equivalent to a Steiner triple system of order n (see [8]). Also, there have
been many papers on the case where the lengths of the cycles in the decomposition
may vary. Balister [2] has verified by a computer that Alspach’s problem holds for
n ≤ 14. After series of research articles, Bryant, Horsley and Pettersen finally solved
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the problem in [4] as the result of the following theorem.
Theorem 1.1. [4]
1. There is a decomposition G1, G2, ..., Gt of Kn in which Gi is an mi-cycle for
i = 1, 2, ..., t if and only if n is odd, 3 ≤ mi ≤ n for i = 1, 2, ..., t and
m1 +m2 + ...+mt =
n(n−1)
2
.
2. There is a decomposition G1, G2, ..., Gt, I of Kn in which Gi is an mi-cycle
for i = 1, 2, ..., t and I is a 1-factor if and only if n is even, 3 ≤ mi ≤ n for
i = 1, 2, ..., t and m1 +m2 + ...+mt =
n(n−2)
2
.
2 Necessary Conditions
As previous mentioned, the existence of a K3-decomposition of λ1Km ∨λ2 λ1Kn
provides some necessary conditions for the existence of the design GDD(m,n;λ1, λ2).
In particular, we have three necessary conditions for the existence of GDD(m,n; 3, λ)
in the following theorem. Note that a K3 or 3-cycle in a graph is called a triangle.
Theorem 2.1. Let (m,n, λ) ∈ N3, if GDD(m,n; 3, λ) exists then m,n and λ must
satisfy the following:
(NC1) 3 | λmn,
(NC2) 2 | n− 1 + λm and 2 | m− 1 + λn, and
(NC3) λ
3
≤ m−1
n
+ n−1
m
.
Proof. Since there exists a K3-decomposition of the graph 3Km∨λ 3Kn, the number
of total edges in the graph must be divisible by 3 which yields (NC1). Besides, every
vertex in the graph with a K3-decomposition must have even degree. Now a vertex
in group M , and N is of degree 3(m − 1) + λn, and 3(n − 1) + λm, respectively.
Thus (NC2) follows.
Since the number of triangles in the entire decomposition must be greater than
the number of triangles which contain the vertices from both groups. There are
1
6
(3m(m− 1) + 3n(n− 1) + 2λmn) triangles in the entire decomposition and there
are λmn
2
triangles that contain vertices from both groups. Hence 1
6
(3m(m − 1) +
3n(n− 1) + 2λmn) ≥ λmn
2
which is equivalent to (NC3).
Our goal for the rest of the paper is to consider whether these three necessary
conditions, (NC1) to (NC3), for the existence of a GDD(m,n; 3, λ) are sufficient.
First, we let S be the set of all ordered triples (m,n, λ) that satisfies only two neces-
sary conditions (NC1) and (NC2) which are 3 | λmn, 2 | n−1+λm and 2 | m−1+λn .
Note that the necessary condition (NC2) which consists of 2 | n − 1 + λm and
2 | m− 1 + λn implies the following two statements:
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1. λ is even if and only if both m and n are odd.
2. λ is odd if and only if m 6≡ n(mod 2).
Together with the necessary condition (NC1), S can be described explicitly in
the form of a table as follows.
n ≡ 0 (mod 6) n ≡ 1, 5 (mod 6) n ≡ 2, 4 (mod 6) n ≡ 3 (mod 6)
m ≡ 0 (mod 6) λ is odd λ is odd
m ≡ 1, 5 (mod 6) λ is odd λ ≡ 0 (mod 6) λ ≡ 3 (mod 6) λ is even
m ≡ 2, 4 (mod 6) λ ≡ 3 (mod 6) λ is odd
m ≡ 3 (mod 6) λ is odd λ is even λ is odd λ is even
We will try to give a construction of a GDD(m,n; 3, λ) for each (m,n, λ) ∈ S
in the next section, and successfully prove the sufficient conditions for most of the
cases.
3 Sufficient Conditions
We will rely on the notion of a certain graph decomposition in our construction.
Recall that Hamiltonian cycle is a cycle that visits every vertex of a graph exactly
once. The next two lemmas provide the conditions of the existence of a decompo-
sition of Kv into a collection of k Hamiltonian cycles and a collections of triangles
for given v and k. These results are consequences of Theorem 1.1 and will be the
crucial tools for our main constructions.
Lemma 3.1. Let v, k ∈ N be such that v is odd and 1 ≤ k ≤ v−1
2
. The necessary and
sufficient condition for the existence of a decomposition of Kv into k Hamiltonian
cycles and a collection of triangles are as following table:
v k
v ≡ 1(mod 6) k ≡ 0(mod 3)
v ≡ 3(mod 6) all k
v ≡ 5(mod 6) k ≡ 2(mod 3)
Proof. Assume that Kv can be decomposed into k Hamiltonian cycles and a col-
lection of triangles. By Theorem 1.1, since Kv has
v(v−1)
2
edges and k Hamiltonian
cycles contains kv edges, the remaining edges must be divisible by 3. Therefore, we
have 3 | (v(v−1)
2
− kv). The statement follows from this condition.
Lemma 3.2. Let v, h ∈ N be such that v is even and 1 ≤ h ≤ v−2
2
. The nec-
essary and sufficient condition for the existence of a decomposition of Kv into h
Hamiltonian cycles, one 1-factor and a collection of triangles are as following table:
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v h
v ≡ 0(mod 6) all h
v ≡ 2(mod 6) h ≡ 0, 3 (mod 6)
v ≡ 4(mod 6) h ≡ 1, 4 (mod 6)
Proof. Assume that Kv can be decomposed into h Hamiltonian cycles, one 1-factor,
and a collection of triangles. By Theorem 1.1, since Kv has
v(v−1)
2
edges, and h
Hamiltonian cycles and one 1-factor contains a total of hv+ v
2
edges, the remaining
edges must be divisible by 3. Therefore, we have 3 | (v(v−1)
2
−hv− v
2
). The statement
follows from this condition.
From now on, the following notations will be used for our constructions.
1. Since we will be dealing with multi-sets (where each element is allowed to
appear more than once), “∪ ” in our construction will mean that the union of
multi-sets.
2. For a set S with v elements, we use the notation Kv(S) for a complete graph
of order v with vertex set S.
3. Let G be a graph and p be a vertex not in G. By p ∗ G we mean the set of
triples {{p, v1, v2} | v1v2 ∈ E(G)}.
Remark that for each v ∈ V (G), p and v will be together in dG(v) triples in p∗G.
For each pair of v1, v2 ∈ V (G), v1, v2 will be together in t triples in p ∗G where t is
the number of edges between v1 and v2 in G.
The star construction between a graph G and a set A. Let A = {a1, a2, . . . , a|A|}.
(I) Suppose that G has a decomposition into a collection of triangles T1 and
k = |A|λ Hamiltonian cycles Hi,j, for i ∈ {1, 2, . . . , |A|}, j ∈ {1, 2, . . . , λ}.
The star construction between G and A provides a collection of blocks T1 ∪ B
where B is the union of the set ai∗Hi,j for i ∈ {1, 2, . . . , |A|}, j ∈ {1, 2, . . . , λ}.
Then each element in A and each vertex in G are together in exactly 2λ blocks
in T1 ∪ B.
(II) Suppose that G has a decomposition into a collection of triangles T2, |A| 1-
factors Fi for i ∈ {1, 2, . . . , |A|} and k = |A|λ Hamiltonian cycles Hi,j for
i ∈ {1, 2, . . . , |A|}, j ∈ {1, 2, . . . , λ}. The star construction between G and A
provides a collection of blocks T2 ∪ B1 ∪ B2 where B1 is the union of the set
ai ∗Hi,j for i ∈ {1, 2, . . . , |A|}, j ∈ {1, 2, . . . , λ} and B2 is the union of the set
ai ∗ Fi for i ∈ {1, 2, . . . , |A|}. Then each element in A and each vertex in G
are together in exactly 2λ+ 1 blocks in T2 ∪ B1 ∪ B2.
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For the rest of the paper, M and N will denote the disjoint sets such that M
has m elements and N has n elements, and we always assume that m > n. Since
we are interested only in GDD with two groups, we will repeatedly use M and N as
our groups. Since we consider only GDDwith λ1 = 3 and λ1 < λ2, we always have
λ2 ≥ 4. Given any pair of m and n, we denote the maximum value of λ satisfying
(NC1)-(NC3) by λmax(m,n), more explicitly,
λmax(m,n) = max{λ : (m,n, λ) ∈ S, and λ
3
≤ m− 1
n
+
n− 1
m
}.
The next theorem (see more details in any design theory book e.g. [8]), guaran-
tees that we can decompose 3Kv into a collection of triangles whenever v is odd.
Theorem 3.3. [8] There exists a K3-decomposition of 3Kv if any only if v is an
odd integer.
We are now in the position to construct our designs GDD(m,n; 3, λ), whenm > n.
There are two variations of constructions; for odd n (in Theorem 3.6), and for even
n (in Theorems 3.9 and 3.12). First, we start with an odd n. Observe that Lemmas
3.4 and 3.5 are for odd m and even m, respectively.
Lemma 3.4. Let λ ≥ 4 and m > n be positive integers such that m and n are odd,
and (m,n, λ) ∈ S. If λ ≤ ⌊3(m−1
n
)⌋, then there exists a GDD(m,n; 3, λ).
Proof. It suffices to decompose 3Km(M) into a collection of triangles and k1 =
nλ
2
Hamiltonian cycles, λ
2
of which for each n ∈ N . Then the star construction (I)
between 3Km(M) and the set N , together with a K3-decomposition of 3Kn(N) as
n is odd (exists by Theorem 3.3), provides a GDD(m,n; 3, λ).
When both m and n are odd, λ is always even, and hence nλ
2
is an integer.
Moreover, when m ≡ 1 or 5 (mod 6); if n ≡ 3 (mod 6), 3|k1. Otherwise, λ ≡ 0
(mod 6), and hence k1 =
nλ
2
is also divisible by 3. Since λ ≤ ⌊3(m−1
n
)⌋, we have
k1 =
nλ
2
≤ 3(m−1
2
) which means that there are enough Hamiltonian cycles available
in 3Km(M). However, it is needed to consider whether it is possible to decompose
each of three copies of Km(M) into our desired decomposition.
If m ≡ 3 (mod 6), the decomposition is given immediately by Lemma 3.1. If
m ≡ 5 (mod 6), by Lemma 3.1, we need to split k1 into a1, a2, and a3 for each
Km(M) where k1 = a1 + a2 + a3 and ai ≡ 2 (mod 3), which can be done because
3|k1 and m−12 ≡ 2 (mod 3). Thus the decomposition is valid for all k1.
If m ≡ 1 (mod 6), then m−1
2
≡ 0 (mod 3). Similarly to the previous case, the
decomposition can be done.
Lemma 3.5. Let λ ≥ 4 and m > n be positive integers such that m is even and n
is odd. Let (m,n, λ) ∈ S. If λ ≤ ⌊3(m−1
n
)⌋, then there exists a GDD(m,n; 3, λ).
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Proof. It suffices to decompose 3Km(M) into k1 =
nλ−3
2
Hamiltonian cycles, three
1-factors and a collection of triangles. Since n is odd, 3Kn(N) can be decomposed
into a collection of triangles T . Use n−3
2
Hamiltonian cycles to produce n − 3 1-
factors, then there are a total of n 1-factors, one of which for each element in N .
The remaining n(λ−1
2
) Hamiltonian cycles are for n elements in N , and hence λ−1
2
for
each element. Apply the star construction (II) between 3Km(M) and N accordingly,
together with T , provides our desired GDD(m,n; 3, λ).
When m is even and n is odd, λ is always odd. Thus nλ−3
2
is an integer. Fur-
thermore, for the case m ≡ 2 or 4 (mod 6), if n ≡ 3 (mod 6) then 3|k1. If n ≡ 3
(mod 6), we have λ ≡ 3 (mod 6); and hence 3|k1. Since λ ≤ ⌊3(m−1n )⌋, we have
k1 =
nλ−3
2
≤ 3(m−2
2
) which means that there are enough Hamiltonian cycles available
in 3Km(M).
If m ≡ 0 (mod 6), the decomposition is given immediately by Lemma 3.2. If
m ≡ 4 (mod 6), m−2
2
≡ 1 (mod 3), by Lemma 3.2, we need to split k1 into a1, a2,
and a3 for each Km(M) where k1 = a1 + a2 + a3 and ai ≡ 1 (mod 3), which can be
done because of 3|k1. Thus the decomposition is valid for all k1.
If m ≡ 2 (mod 6), then m−2
2
≡ 0 (mod 3). Similarly to the previous case, the
decomposition can be done.
For fixed (m,n) where n is odd, if λmax(m,n) ≤ ⌊3(m−1n )⌋, Lemmas 3.4-3.5 assure
that we can construct GDD(m,n; 3, λ) for all (m,n, λ) satisfying (NC1)-(NC3). Oth-
erwise, λmax(m,n) lies between ⌊3(m−1n )⌋ and 3(m−1n ) + 3(n−1m ), possibly along with
other large λ’s, that could cause problem in our construction. However, Theorem
3.6 below shows that only two values of λ, namely λmax(m,n) and λmax(m,n)− 2,
that we need to scrutinize.
Theorem 3.6. Let λ ≥ 4 and m > n be positive integers such that n is odd. If λ <
λmax(m,n), then there exists a GDD(m,n; 3, λ) except for possibly λ = λmax(m,n)−2
when m ≡ 0, 3 (mod 6) or n ≡ 3 (mod 6), and 1 ≤ 3(n−1
m
) < 2.
Proof. If λ ≤ ⌊3(m−1
n
)⌋, by Lemmas 3.4-3.5, there exists a GDD(m,n; 3, λ). Let
Γ(m,n) = {λ : (m,n, λ) ∈ S and ⌊3(m− 1
n
)⌋ < λ ≤ 3(m− 1
n
) + 3(
n− 1
m
)}.
Note that Γ(m,n) is a subset of the set that contains all integers consecutively lying
between ⌊3(m−1
n
)⌋ and 3(m−1
n
)+3(n−1
m
). If |Γ(m,n)| ≤ 1, then only λmax(m,n) could
possibly be in Γ(m,n). If |Γ(m,n)| ≤ 2, then only λmax(m,n) and λmax(m,n) − 2
could possibly be in Γ(m,n).
Since m > n, 3(n−1
m
) < 3. Thus ∆ = (3(m−1
n
) + 3(n−1
m
))− ⌊3(m−1
n
)⌋ = (3(m−1
n
)−
⌊3(m−1
n
)⌋) + 3(n−1
m
) < 1 + 3 = 4.
Case 1 n 6≡ 3 (mod 6) and m 6≡ 0, 3 (mod 6). If n 6≡ 3 (mod 6) and m 6≡ 3
(mod 6) then λ ≡ 0 (mod 6). If n 6≡ 3 (mod 6) and m 6≡ 0 (mod 6) then λ ≡ 3
7
(mod 6). Hence, in this case we have |Γ(m,n)| ≤ 1.
Case 2 n ≡ 3 (mod 6) or m ≡ 0, 3 (mod 6). Since all λ’s for a fixed (m,n)
are either even or odd and ∆ < 4, |Γ(m,n)| ≤ 2. However, if 3(n−1
m
) < 1 then
∆ < 2, and hence |Γ(m,n)| ≤ 1. Next consider the case when 3(n−1
m
) ≥ 2. We
introduce a new construction which uses not only the star construction between
3Km(M) and N , but also use the star construction between 3Kn(N) and M . For
the latter star construction, we decompose 3Kn(N) into k2 = m Hamiltonian cycles
and a collection of triangles. This decomposition of 3Kn(N) contributes 2 more to
the second index of the design. It yields that one element λ0 ∈ Γ(m,n) admits the
existence of a GDD(m,n; 3, λ0). Therefore, in this case, there is at most one element
in Γ(m,n) with an unknown construction. Below is the argument showing that the
desired decomposition is possible.
Case 2.1 n ≡ 3 (mod 6) or m ≡ 3 (mod 6). It can be done by the same way as
the decomposition in Lemma 3.4 using λ = 2. This works because of 3(n−1
m
) ≥ 2, so
the assumption in Lemma 3.4 is satisfied.
Case 2.2 n ≡ 3 (mod 6) or m ≡ 0 (mod 6). It can be done by the similar way
as the decomposition in Lemma 3.4 using λ = 2. If n ≡ 3 (mod 6), by Lemma 3.1
the desired decomposition is obviously possible. If n ≡ 1 or 5 (mod 6), then m ≡ 0
(mod 6). Thus, 3|k2 = m. Hence, we can split k2 into suitable a1, a2 and a3 for each
Kn(N) where k2 = a1 + a2 + a3 and ai ≡ 0 or 2 (mod 3) depending on the value of
n as required.
For the case that n is even (so, m is odd) when m > n, the same construction
as previous case no longer works because there is no decomposition of 3Kn into
triangles if n is even as in Lemma 3.3. A modified construction will be presented
here. The construction is separated into two cases depending onm ≡ 1 or 5 (mod 6)
and m ≡ 3 (mod 6) showed in Theorems 3.9 and 3.12, respectively.
Lemma 3.7. Let λ ≥ 4 and m > n be positive integers such that m ≡ 1 or 5
(mod 6) and n is even. Let (m,n, λ) ∈ S. If λ ≤ ⌊3(m−3
n
)⌋ and λ ≤ 3(n− 1), then
there exists a GDD(m,n; 3, λ).
Proof. Fix a vertex a in M . Since λ ≤ 3(n− 1), there exists a GDD(n, 1; 3, λ) on N
and {a} by Lemma 3.5. We will employ Lemma 3.2 to decompose 3Km−1(M \ {a})
into k1 =
nλ
2
Hamiltonian cycles, three 1-factors and a collection of triangles. Then
we will use a modified star construction as follows: The three 1-factors are for the
vertex a. Among k1 Hamiltonian cycles, we use
λ−1
2
Hamiltonian cycles for each
vertex in N , and the remaining n
2
Hamiltonian cycles to produce n 1-factors, one of
which for each vertex in N . Then these all will yield a GDD(m,n; 3, λ) on M and
N .
Now it suffices to show that the desired decomposition of 3Km−1(M \ {a}) is
possible. Since n is even, nλ
2
is an integer. Since λ ≤ ⌊3(m−3
n
)⌋ < 3(m−3
n
), we have
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k1 =
nλ
2
≤ 3(m−3
2
) which means that there are enough Hamiltonian cycles available in
3Km−1(M \{a}). If m ≡ 1 (mod 6), then m−1 ≡ 0 (mod 6); so, the decomposition
is obviously possible by Lemma 3.2. When m ≡ 5 (mod 6), if n ≡ 0 (mod 6) then
λ is odd; if n ≡ 2 or 4 (mod 6) then λ ≡ 3 (mod 6). It follows that we always have
3|k1. Now assume that the ith copy of Km−1(M \{a}) provide ai Hamiltonian cycles,
so k1 = a1 + a2 + a3. By Lemma 3.2, ai ≡ 1 (mod 3). Furthermore, the maximum
number of Hamiltonian cycles in Km−1(M \ {a}) is m−32 which is also congruence to
1 (mod 3). Thus it is possible to find a proper ai for i = 1, 2, 3, and therefore, the
decomposition can be done.
Lemma 3.8. Let λ ≥ 4 and m > n be positive integers such that m ≡ 1 or 5
(mod 6) and n is even. Let (m,n, λ) ∈ S be such that λ < λmax(m,n). If λ ≤
3(n− 1), then there exists a GDD(m,n; 3, λ) except for possibly λ = λmax(m,n)− 2
when n ≡ 0 (mod 6).
Proof. The proof is carried out similarly to Theorem 3.6. By Lemma 3.7, it remains
to consider the case ⌊3(m−3
n
)⌋ < λ ≤ 3(m−1
n
) + 3(n−1
m
). Note that ∆ = (3(m−1
n
) +
3(n−1
m
))−⌊3(m−3
n
)⌋ ≤ 3( 2
n
)+3(n−1
m
) < 6
n
+3. Since 4 ≤ λ ≤ 3(n−1), n 6= 2; so n ≥ 4.
Then ∆ < 6
n
+ 3 < 6. If n 6≡ 0 (mod 6), then we have λ ≡ 3 (mod 6). Hence this
implies that only λ = λmax(m,n) that may or may not fit our construction scheme.
On the other hand, n ≡ 0 (mod 6); so n ≥ 6 and λ is odd. It follows that ∆ < 4.
Thus it makes λmax(m,n) and λmax(m,n)− 2 the only possible unsolve cases.
Theorem 3.9. Let λ ≥ 4 and m > n be positive integers such that m ≡ 1 or 5
(mod 6) and n is even. Let (m,n, λ) ∈ S be such that λ < λmax(m,n).
(i) If n ≥ √m + 1, then there exists a GDD(m,n; 3, λ) except for possibly λ =
λmax(m,n)− 2 when n ≡ 0 (mod 6).
(ii) If n ≤ √m and λ ≤ 3(n− 1), then there exists a GDD(m,n; 3, λ).
Proof. (i) If n ≥ √m + 1, then λ ≤ 3(m−1
n
) + 3(n−1
m
) ≤ 3( (n−1)2−1
n
) + 3(n−1
m
) =
3(n− 2 + n−1
m
) ≤ 3(n− 1). Therefore the statement holds by Lemma 3.8.
(ii) By Lemma 3.8, we need to consider only when n ≡ 0 (mod 6); so, n ≥
6. We have m ≥ 9 since n ≤ √m, thus √m ≤ m
3
. Hence n ≤ √m ≤ m
3
,
which yields 3(n−1
m
) < 1. So, the upper bound of ∆ in Lemma 3.8 becomes
∆ = (3(m−1
n
) + 3(n−1
m
)) − ⌊3(m−3
n
)⌋ ≤ 3( 2
n
) + 3(n−1
n
) < 6
n
+ 1 ≤ 2. This concludes
that the construction works for all λ 6= λmax(m,n).
Remark that our construction in Theorem 3.9 does not include the case when
n ≤ √m and λ > 3(n− 1). It is left as an open problem.
For the last case m ≡ 3 (mod 6) and even n, the proof is carried out similarly
to the case odd m ≡ 1, 5 (mod 6) and even n. However, we need to pull three
vertices out of M instead of one vertex, which needs a stronger assumption. Con-
sequently, our construction in this case cannot account for λ = λmax(m,n) and
λ = λmax(m,n)− 2.
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Lemma 3.10. Let λ ≥ 4 and m > n be positive integers such that m ≡ 3 (mod 6)
and n is even. Let (m,n, λ) ∈ S. If λ ≤ ⌊3(m−7
n
)⌋ and λ ≤ n− 1, then there exists
a GDD(m,n; 3, λ).
Proof. Fix three vertices a, b and c inM . Since λ ≤ n−1, there exists a GDD(n, 3; 3, λ)
on N and {a, b, c} by Lemma 3.5. Now m−3 ≡ 0 (mod 6). We will employ Lemma
3.2 to decompose 3Km−3(M \ {a, b, c}) into k1 = nλ2 + 3 Hamiltonian cycles, three
1-factors and a collection of triangles. Similar to the proof of Lemma 3.7, the bound
λ ≤ ⌊3(m−7
n
)⌋ provides a proper construction.
Lemma 3.11. Let λ ≥ 4 and m > n be positive integers such that m ≡ 3 (mod 6)
and n is even. Let (m,n, λ) ∈ S be such that λ < λmax(m,n) − 2. If λ ≤ n − 1,
then there exists a GDD(m,n; 3, λ) except for possibly λ = λmax(m,n) − 4 when
6 ≤ n ≤ 16.
Proof. The proof is carried out similarly to Theorem 3.6. By Lemma 3.10, it remains
to consider the case ⌊3(m−7
n
)⌋ < λ ≤ 3(m−1
n
) + 3(n−1
m
). We have ∆ = (3(m−1
n
) +
3(n−1
m
))−⌊3(m−7
n
)⌋ ≤ 3( 6
n
)+ 3(n−1
m
) < 18
n
+3. Note that λ is always odd. If n ≥ 18,
then ∆ < 4. Thus at most two largest values of λ that do not fit in our construction
scheme. Furthermore, since 4 ≤ λ ≤ n − 1, n ≥ 5. Then it remains to consider
6 ≤ n ≤ 16, which we have ∆ < 6. This leaves possibly at most three values of λ
that we cannot guarantee the existence of such GDD.
Theorem 3.12. Let λ ≥ 4 and m > n be positive integers such that m ≡ 3 (mod 6)
and n is even. Let (m,n, λ) ∈ S be such that λ < λmax(m,n)− 2.
(i) If n ≥ √3m + 2, then there exists a GDD(m,n; 3, λ) except for possibly λ =
λmax(m,n)− 4 when 6 ≤ n ≤ 16.
(ii) If n ≤ √3m+ 1 and λ ≤ n− 1, then there exists a GDD(m,n; 3, λ) except for
possibly λ = λmax(m,n)− 4 when (m,n) ∈ {(21, 6), (27, 6)} .
Proof. (i) If n ≥ √3m + 2, then λ ≤ 3(m−1
n
) + 3(n−1
m
) ≤ 3
n
( (n−2)
2
3
− 1) + 3(n−1
m
) =
(n− 4 + 1
n
) + 3(n−1
m
) ≤ n− 1 + 1
n
. But λ is an integer, so λ ≤ n− 1. Therefore the
statement holds by Lemma 3.11.
(ii) Since n ≤ √3m+1, we have 3(n−1
m
) ≤
√
27
m
. The upper bound of ∆ in Lemma
3.11 becomes ∆ = (3(m−1
n
) + 3(n−1
m
)) − ⌊3(m−7
n
)⌋ ≤ 3( 6
n
) + 3(n−1
m
) < 18
n
+
√
27
m
. If
n ≥ 10 and m ≥ 9, then ∆ < 18
n
+ 3
√
3
m
< 2 + 2 = 4. Therefore, the construction
works for all λ 6= λmax(m,n) and λ 6= λmax(m,n)− 2. Consider the remaining small
m and n. Since 4 ≤ λ ≤ n− 1, n ≥ 5; and so m > 3. Thus ∆ < 6. Together with
the assumptions n ≤ √3m + 1 and λ ≤ 3(m−1
n
) + 3(n−1
m
), we are able to conclude
that only (m,n) ∈ {(21, 6), (27, 6)} may or may not fit our construction scheme for
GDD(m,n; 3, λ) where λ = λmax(m,n)− 4.
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It is noted that our construction in Theorem 3.12 does not include the case when
n ≤ √3m + 1 and λ > n − 1. The existence of GDD in this case therefore remains
open.
4 Conclusion and Open Problem
Our constructions assure that the necessary conditions of the existence of our GDD
in Theorem 2.1 are sufficient for most of the cases. Given m and n such that
m > n. When n is odd, there are at most two values of λ, namely λmax(m,n) and
λmax(m,n)− 2, that the existence of GDD(m,n; 3, λ) remains open. However, when
n is even (so, m is odd), there are at most three values of λ, namely λmax(m,n),
λmax(m,n) − 2 and λmax(m,n) − 4, that the problem remains unsolved provided
that (m,n, λ) does not satisfy one of the following:
(i) m ≡ 1 or 5 (mod 6), n ≤ √m and λ > 3(n− 1).
(ii) m ≡ 3 (mod 6), n ≤ √3m+ 1 and λ > n− 1.
Theorems 4.1-4.3 conclude our results along with some open problems. Recall the
necessary conditions for the existence of GDD(m,n; 3, λ) in Theorem 2.1 are as
follows.
(NC1) 3 | λmn,
(NC2) 2 | n− 1 + λm and 2 | m− 1 + λn, and
(NC3) λ
3
≤ m−1
n
+ n−1
m
.
Theorem 4.1. Let λ ≥ 4 and m > n be positive integers such that n is odd. Then
the necessary condition for the existence of GDD(m,n; 3, λ) is also sufficient except
for possibly
1. GDD(m,n; 3, λmax(m,n)), and
2. GDD(m,n; 3, λmax(m,n) − 2) if m ≡ 0, 3 (mod 6) or n ≡ 3 (mod 6) and
1 ≤ 3(n−1
m
) < 2.
Theorem 4.2. Let λ ≥ 4 and m > n be positive integers such that m ≡ 1 or 5
(mod 6) and n is even. Then the necessary condition for the existence of GDD(m,n; 3, λ)
is also sufficient except for possibly
1. GDD(m,n; 3, λmax(m,n)),
2. GDD(m,n; 3, λmax(m,n)− 2) if n ≡ 0 (mod 6) and n ≥
√
m+ 1, and
3. GDD(m,n; 3, λ) if n ≤ √m and λ > 3(n− 1).
Theorem 4.3. Let λ ≥ 4 and m > n be positive integers such that m ≡ 3 (mod 6)
and n is even. Then the necessary condition for the existence of GDD(m,n; 3, λ) is
also sufficient except for possibly
1. GDD(m,n; 3, λmax(m,n)) and GDD(m,n; 3, λmax(m,n)− 2),
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2. GDD(m,n; 3, λmax(m,n)− 4) if n ≥
√
3m+ 2 and 6 ≤ n ≤ 16.
3. GDD(m,n; 3, λmax(m,n)− 4) if (m,n) ∈ {(21, 6), (27, 6)}, and
4. GDD(m,n; 3, λ) if n ≤ √3m+ 1 and λ > n− 1.
Note that the question whether the constructions for the remaining cases are
possible still remains unsolved.
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