We derive the efficiency loss from using grouped data to estimate coefficients of variables that vary across groups but not individuals within a group (e.g., state unemployment rates) when micro data are unavailable on the dependent variable. We present an empirical example of our theoretical results, and show that the efficiency loss in this application is small. JEL Classification Number C10.
I. Introduction
Researchers often have access only to grouped data or imperfect micro data on variables used as dependent variables in regression. For example, non-wage compensation data are difficult to obtain at the individual level, but some state and industry averages are available. The researcher often must choose between using the grouped data or gathering micro data at considerable additional expense without prior knowledge of the gain in efficiency from gathering micro data. In this paper, we consider the special case where the gain in efficiency can be estimated directly with the data at hand. Specifically, we derive the efficiency loss from using grouped data to estimate the coefficient of a variable that varies across groups but not individuals within a group (e.g., the state unemployment rate). We show that the added precision in the estimation of parameters of micro level variates carries over to the precision of estimates of parameters of group specific variables only if there is correlation between the micro and group level explanatory variables. This might occur, for example, if state unemployment rates are correlated with mean education or other demographic variables in a state. In an empirical application, we show that the loss in efficiency from using state level data to estimate the impact of state-mandated workers' compensation insurance rates on employee compensation is small.
The key distinction between our work and previous work on grouped data estimation is that we focus on estimates of coefficients of variables that vary across groups but not within groups, such as state tax rates. Standard treatments of OLS on grouped data have addressed the issues of the loss in efficiency from estimating parameters of variables that vary across individuals within a group and the heteroskedasticity introduced by moving to a grouped model with different group sizes.
1 Focusing on coefficients of variables that vary only across groups, we show that the potential benefit from gathering, organizing, and utilizing micro data on the dependent variable can be computed ex ante, and that it is not likely to be large if one is interested in the coefficient of a variable that varies only across groups.
II. Relative Efficiency of Individual Versus Group Level Regression Estimates
Suppose a researcher is interested in estimating the following model (1) Yig 1 See Theil (1971) . In estimating models with group specific unobservables, Moulton (1987) shows that standard errors can be seriously underestimated if the nonspherical nature of the errors is ignored. not in the micro data set. To gauge the efficiency loss from using the available grouped data, we compare the variances of two estimators of Γ: $ Γm, which would result if the researcher could estimate the model with micro data, and $ Γgr, which can be estimated with available grouped data.
Micro Data Estimator
Stacking the data by group gives (2)
where X is an NG x (K-1) matrix containing K-1 covariates that vary across individuals and groups; D is an NG x G matrix of group dummy variables, and Z is the G vector comprising the variable of interest that varies only across groups and not across individuals within a group. Let
β m m Γ be the OLS estimates of and β Γ that would result from estimating (2). The
noting that D′D = NI. Using standard results for partitioned matrices, the variance of Expanding to an unbalanced panel would add complexity without adding further insight. 3 There is no loss of generality in assuming one group level variate. With multiple Zs, relative efficiency is determined separately for the coefficient of each Z; the remaining Zs are included in the X matrix, and the R 2 m represents the uncentered R-square from the auxiliary regression of the group specific variable under consideration on the Xs and the remaining Zs. Note that the uncentered R-square is defined as the ratio of the sum of the squares of the predicted Zs to the sum of the squares of the actual Zs. This is distinct from the usual R-square, which is a ratio of predicted to actual sums of squared deviations from mean Z. regression of DZ, which consists of the group specific variable Z with repeated values for individuals from a given group, on X. 
Grouped Data Estimator

Let
X is the G x (K-1) matrix of group means where means are taken over individuals within a group.
Using a procedure analogous to the preceding, the variance of $ Γgr is seen to be
where R 2 gr is the uncentered R-square from the group level auxiliary regression of Z on the grouped data, X .
Relative Efficiency
The relative efficiency of $ Γgr is given by The loss in efficiency hinges on the correlations between the Xs and Z. To the extent that these variables are orthogonal, there is no loss in efficiency from using grouped data. When the Xs and Z are not orthogonal, the difference between R 2 gr and R 2 m , and hence, relative efficiency, depends on whether the within-group variation in the Xs is large relative to the between-group variation. If the X values within each group are similar, the two R-squares will be similar, and the loss in efficiency will be modest. If, on the other hand, replacing micro X values with group means removes a sizable portion of the variation in the Xs, the grouped regression will fit considerably better than the micro regression, and the loss in efficiency will be larger. 
As long as
III. Empirical Example
We now apply the preceding expression for relative efficiency in an empirical application in which the researcher has access to grouped data on the dependent variable Y, and micro data on X.
Both R-squares can be computed directly and relative efficiency estimated using (7).
The state workers' compensation programs require that employers contribute a fixed percent of payroll for insurance for workers' compensation claims. The required rate of payroll, which varies by state, occupation, and year, is based on the expected value of the cost of claims.
5 If the incidence of workers' compensation insurance is shared between employer and employee, compensation should be lower for employees in jurisdictions with more generous workers' compensation rates.
In examining the impact of the state workers' compensation programs, researchers have used hourly wage as a proxy for hourly compensation because of a lack of micro level non-wage compensation data. 6 Non-wage compensation comprises about 30 percent of the compensation package. Instead of ignoring this component or gathering micro data, a researcher could use state level data on average non-wage compensation in a particular occupation to estimate a state level model.
7
Consider a standard, log linear compensation model for a person in a specific occupation
where Y ig refers to the natural log of hourly compensation of person i in state g, Z g is the state level workers' compensation insurance rate, X ig is a vector of individual characteristics, and ε ig is an i.i.d. stochastic error. A value for β 1 equal to -1 would indicate that a one percentage point increase in the workers' compensation rate is met by a one-percent reduction in employee compensation. The loss in efficiency from estimating a state level version of (8) is readily estimated since the auxiliary regressions of DZ on X and Z on X can be computed with existing data.
The 1980 and 1990 Decennial Censuses provide micro data on the X variates for 18 to 64 year-old workers in a variety of occupations. The X′s include years of education, potential experience, the square of potential experience, and indicators for male, black, other non-white, parttime, living in metropolitan area, married, and married male. Workers' compensation insurance rate data are from the National Council on Compensation Insurance (NCCI), the rating board that establishes rates for over 600 detailed occupations in 36 states, and from independent state councils for 7 states with rate-making procedures and occupational classifications similar to those of NCCI.
8
The state level models use 86 observations (43 states, 2 time periods).
The results are shown in Table 1 . Columns (1) and (2) show the auxiliary regression uncentered R-squares. Equation (7) is used to calculate relative efficiency, shown in column (3), and the implied increase in the standard error of the workers' compensation insurance rate coefficient, shown in column (4). Column (5) provides the sample sizes for the micro data models.
The results indicate a range of relative efficiency from a low of .40 for secretaries to .90 for street pavers, implying increases in the standard errors of the coefficients for the workers compensation rate variable in state level models ranging from 6 to 57 percent, with a median of 14 percent.
9
Gains in efficiency will not alter test results if the variance of the grouped data estimator is already small enough to reject the null hypothesis. Therefore, the cost effectiveness of obtaining micro data will differ across studies. For example, Table 1 is based on a larger project which attempts to test whether increases in workers' compensation costs are fully passed on to workers.
10
The increases in standard errors from using grouped data affect the significance of the workers' compensation rate in this study in only two of the nineteen occupations examined. From this, we conclude that the gains from obtaining micro data on employee compensation would be small and likely would not warrant the cost in this study. 8 Rate data were provided by Jon Gruber at MIT and Mike Curran at Liberty Mutual Insurance Company. 9 The increase in the standard error on the workers' compensation rate coefficient is equal to 1 / RE . 10 Lang (1995) .
