The existence of the thermodynamic limit in spin systems with short-and longrange interactions is established. We consider the infinite-volume limit with a fixed shape of the system. The variational expressions of the entropy density and the free energy density are obtained, which explicitly depend on the shape of the system. This shape dependence of thermodynamic functions implies the nonadditivity, which is one of the most important characteristics of long-range interacting systems.
Introduction
The aim of statistical mechanics is extracting thermodynamic properties from microscopic Hamiltonian. Some thermodynamic properties and macroscopic phenomena can be well described by taking the thermodynamic limit [1, 2] . For example, thermodynamic quantities do not fluctuate in thermodynamics, which is exactly true only in the thermodynamic limit from the microscopic point of view. A thermodynamic system sometimes exhibits a phase transition, which is well characterized as a mathematical singularity only in the thermodynamic limit. Actually the system of interest is always finite, and thus the thermodynamic limit should be regarded as a theoretical idealization to extract thermodynamic properties from a given Hamiltonian.
From the statistical-mechanical point of view, it is a problem whether such a thermodynamic limit exists. In short-range interacting systems, existence of the thermodynamic limit is well established, see [1, 2] . There, thermodynamic functions in the thermodynamic limit are shown to have appropriate convexity or concavity consistent with thermodynamics. While, in long-range interacting systems, the existence of the thermodynamic limit has not been shown rigorously with sufficient generality. Since many works reveal the peculiarities of long-range interacting systems [3, 4] such as the ensemble inequivalence and the negative specific heat, it is important to show the existence of the thermodynamic limit rigorously for general cases, e.g. the interaction potential is arbitrary under some natural conditions and the shape of the system is arbitrary.
In this paper, we shall establish the thermodynamic limit of classical spin systems with short-and long-range pair interactions satisfying some natural conditions specified later for arbitrary spacial dimension d and arbitrary shape of the system specified by γ, see Sec. 2.
We also obtain the variational expression of the entropy density in the thermodynamic limit, which explicitly shows that the entropy density depends on γ even in the thermodynamic limit. This dependence on the shape of the system implies the lack of additivity as discussed in Sec. 3, which is one of the most important characteristics of long-range interacting systems.
This paper is organized as follows. In Sec. 2, the setup and the notation are explained. Section 3 is devoted to general discussion on additivity and nonadditivity. In Sec. 4, we mention the main result of this work, the existence of shape-dependent thermodynamic limit and the variational expression of the entropy density, and its consequence. In Sec. 5 the proof is given. In Sec. 6, we conclude this work and discuss a future prospect.
Setup
Let Γ ⊂ R d be a bounded domain with volume |Γ| on the d-dimensional space andΓ = Γ∩Z d be the set of lattice points in Γ. The number of elements ofΓ is denoted by N Γ . We consider a classical spin system put onΓ. Each lattice point r ∈Γ has a spin variable σ(r), where σ(r) may be a scalar or a vector. The set of all the possible values of a spin variable is denoted by S. Here we assume that S is identical for all r ∈Γ. The set of σ(r) for all r ∈Γ is denoted by σ Γ ∈ S N Γ .
For simplicity, we consider the case in which σ(r) is a scalar variable, S ⊂ R, in this paper, but the generalization to vector variables, S ⊂ R n , where n is the number of components of a spin variable, is straightforward. Without loss of generality, we can assume 0 ∈ S. It is assumed that spin variables are bounded, |σ(r)| ≤ σ max , where σ max is independent of Γ. Furthermore, we assume that the "number of elements" of S is finite, σ∈S 1 = w < +∞. For a continuous spin, σ∈S should be interpreted as S η(σ)dσ, where η(σ) ≥ 0 is the weight of a state σ.
We consider the system described by the following Hamiltonian,
where H
Γ is the reference Hamiltonian, the condition on which will be specified later. The second term of Eq. (1) stands for the contribution of long-range interactions, and the condition on the interaction potential J(r, r ′ ) will be also mentioned later.
For convenience, we choose the zero point of energy so that, for any Γ ⊂ Γ ′ , H Γ = H Γ ′ if σ(r) = 0 for all r ∈ Γ ′ \Γ. In other words, any spin in the "null state" σ(r) = 0 does not contribute to the energy.
The entropy S(E, M, ∆M ; Γ) is defined as
The function θ is defined as
The magnetization is denoted by M , and the quantity ∆M is some number which is large enough to contain a large number of microscopic states with r∈Γ σ(r) ∈ [M, M + ∆M ), but macroscopically very small.
Since the spin in the state σ(r) = 0 does not contribute to the energy and the magnetization, for discrete spins we have
This inequality is derived by restricting the spin configurations so that σ(r) = 0 for all r ∈ Γ ′ \Γ. In other words, all the allowed spin configurations on Γ are included in those on Γ ′ , and hence Eq. (4) follows. For continuous spins, the inequality (4) does not hold as it is, but a slightly modified inequality can be derived if we assume the continuity of the energy,
The inequality in that case is given by
The entropy density is given by
We consider the thermodynamic limit. Now let us consider some fixed domain γ ⊂ R d of unit volume, |γ| = 1. We set Γ = Lγ, where the set kA with k ∈ R and A ⊂ R d is defined as kA ≡ {x ∈ R d : x/k ∈ A}. Similarly, the set A + a with A ⊂ R d and a ∈ R d is defined as A + a ≡ {x ∈ R d : x − a ∈ A}.
By thermodynamic limit, we mean the limit of L → ∞ with fixed values of ε and m and with a fixed domain γ. It means that the system is made large with a fixed shape of the system. Later we will see that in long-range interacting systems the thermodynamic limit depends on the shape of the system, γ. As is well known, it is not the case in short-range interacting systems [1, 5] . Thermodynamic limit of the entropy density is, if it exists, given by
where R is the distance between the center of Λ
(1) l and that of Λ (2) l , that is,
Intuitively, the above condition means that the reference Hamiltonian H
Γ contains only short-range interactions. We also assume that in the reference system the thermodynamic limit of the entropy density
exists and is independent of γ. This has been rigorously proven for a wide class of shortrange interacting systems, see Ref. [1] . It helps us to give a few examples of the reference Hamiltonian. The Zeeman energy under the magnetic field is represented by
stands for nearest-neighbor exchange interactions. Next we mention the condition on V Γ . The potential J(r, r ′ ) represents long-range interactions between the spins at r and r ′ . By long-range interactions, we mean that J(r, r ′ ) is written in the following form,
for Γ = Lγ with |γ| = 1. The function φ is independent of Γ, symmetric φ(x, y) = φ(y, x), and integrable on γ × γ,
The value of N φ,γ is not important, so we put N φ,γ = 1. 1 Moreover, it is assumed that
with some J > 0, J ′ > 0, and α ∈ [0, d).
When we consider the translationally invariant interaction potential, φ(x, y) = φ(x−y) and thus J(r, r ′ ) = L −d φ((r − r ′ )/L). It means that the interaction range and the size of the system are comparable.
The scaling factor L −d in front of φ makes the system extensive. That is, a typical amount of energy due to long-range interactions is given by
which is of the order of the volume of the system. The thermodynamic limit is an idealization to describe a real finite but large system. The ideal limit should be taken in such a way that the thermodynamic properties of the system do not change by this limiting procedure. In order to do that, the energy should be made extensive. The procedure to make the system extensive by introducing the system-size dependence on V Γ as in Eq. (11) is referred to as the "Kac prescription" [3, 6] . In this paper, we only consider the microcanonical ensemble. We can do it without loss of generality because if we can show that the microcanonical entropy has its thermodynamic limit, it is automatically shown that the free energies in the canonical and the grandcanonical ensemble also have their thermodynamic limit. They are derived by the Legendre-Fenchel transformation from the microcanonical entropy. On the other hand, it is pointed out that the inverse transformation, i.e. transformation from the canonical ensemble to the microcanonical ensemble, is impossible as a result of the ensemble inequivalence in long-range interacting systems [3, 4] .
Brief review on additivity and nonadditivity
This section is devoted to the explanation on additivity and nonadditivity. Additivity is a fundamental property of macroscopic systems and thermodynamics and statistical mechanics usually assume additivity sometimes implicitly. However, in long-range interacting systems, additivity is usually violated and we must reconsider the concept of additivity and its consequence if we try to extend thermodynamics and statistical mechanics to long-range interacting systems. The content in this section is also presented in Ref. [7] .
Let us start with the definition of additivity. We consider the system on Γ consisting of the two parts Γ 1 and Γ 2 . Roughly speaking, additivity means that the two subsystems are almost independent of each other as long as both of them are macroscopically large. The Hamiltonian is written as
as in Eq. (8) . Usually, additivity is regarded as the smallness of H Γ 1 ,Γ 2 . It is, however, an ambiguous statement that "H Γ 1 ,Γ 2 is small". One interpretation of this statement is that max σ Γ ∈S N Γ |H Γ 1 ,Γ 2 | is very small compared to the total energy. This interpretation does work in many cases. In short-range interacting systems the value of H Γ 1 ,Γ 2 is typically proportional to the surface area between Γ 1 and Γ 2 , while the total energy is proportional to the volume of Γ. Hence, H Γ 1 ,Γ 2 is actually small. However, the smallness of H Γ 1 ,Γ 2 in this sense does not always imply that the two subsystems are almost independent. In Refs. [7, 8] , an interesting example is presented; the interactions are present only between the nearest-neighbor pairs and therefore H Γ 1 ,Γ 2 is small in the above sense, but the influence of interactions spreads out over long distance and additivity is violated.
We therefore give more precise definition and review its consequence. It would help us to more deeply understand the subject of the remaining part of this paper.
Let us consider the quasi-static adiabatic process of switching off the interaction term H Γ 1 ,Γ 2 . That is, we introduce the work parameter ξ as
and change ξ very slowly from 1 to 0. We shall assume that the magnetization densities of the two subsystems Γ 1 and Γ 2 are held fixed at m 1 and m 2 , respectively, during the thermodynamic process. The amount of work done by the system is given by
where ε and ε ′ are the energy densities of the total system before and after the thermodynamic process. Now we mention the definition of additivity. The system is said to be additive if
in the thermodynamic limit for any pair of m 1 and m 2 and for any decomposition of
From the statistical-mechanical point of view, it is convenient to express the definition in terms of entropies. The entropy density of a composite system Γ 1 ∪ Γ 2 with the energy density ε and the magnetization densities m 1 and m 2 with precision δm is denoted by s(ε, m 1 , m 2 , δm; Γ 1 , Γ 2 ). In the thermodynamic limit, i.e., L → ∞ with Γ 1 = Lγ 1 and Γ 2 = Lγ 2 , the entropy density is denoted by
The entropy density before the thermodynamic process is given by s γ 1 ,γ 2 (ε, m 1 , m 2 ). After the thermodynamic process, the two subsystems become independent, and the entropy density becomes sup ε 1 ,ε 2 :
Since the entropy is invariant under the quasi-static adiabatic process,
From Eqs. (17) and (18), additivity implies ε = ε ′ , and thus we obtain another expression of additivity in terms of entropies:
We can derive some important results from additivity. Firstly, when the system is additive, the entropy density is independent of γ, the shape of the system. Let us consider the domains γ 1 and γ 2 as in Fig. 1 . We cut the system to γ 1 and γ 2 , and move γ 2 to another position, γ ′ 2 = γ 2 + a with some a ∈ R d , and attach 2 it again to γ 1 . Since γ 2 and γ ′ 2 are identical except for the location, s γ 2 = s γ ′
2
. By using this equality, Eq. (21) reads Figure 1 : In an additive system, the entropy density does not change by moving γ 2 to γ ′ 2 .
The entropy of a single system on γ 1 ∪ γ 2 is obtained by allowing the exchange of m 1 and m 2 in the composite system, that is,
From Eqs. (22) and (23), we obtain
which shows that the entropy density s γ (ε, m) is independent of γ in any additive system, see Fig. 1 . Secondly, we can show that the entropy density is a concave function of ε and m. Equations (21) and (23) yield
for arbitrary ε 1 , ε 2 , m 1 , and m 2 satisfying λε 1 + (1 − λ)ε 2 = ε and
Because the entropy density is independent of γ, we can write s γ = s. Thus we obtain
This inequality shows that the entropy function is concave with respect to ε and m. Concavity of the entropy ensures the ensemble equivalence, e.g., the microcanonical ensemble is equivalent to the canonical ensemble [9] . As we have seen above, such important properties immediately follow from our definition of additivity. Additivity in the sense of Eq. (18) or Eq. (21) is, therefore, considered to be a fundamental property of macroscopic systems.
In short-range interacting systems with suitable conditions, it is rigorously shown that the system is additive [1] . While it is not necessarily the case in long-range interacting systems [3, 4, 10] . As a result, in long-range interacting systems, the entropy density may depend on γ and may not be concave. A nonconcave entropy implies the ensemble inequivalence.
4 Theorem on the thermodynamic limit 4.1 Existence of the thermodynamic limit and the simple variational expression of the entropy density
In this section we mention the theorem and discuss its consequence. The theorem we now discuss is the following:
Theorem 1 (Thermodynamic limit of the entropy density). Consider the system described by Eqs. (1) and (11) with the conditions given by Eqs. (13) and (14) . Then the thermodynamic limit of the entropy density exists and is given by the following variational formula 3 :
where s (0) (ε, m) is the thermodynamic limit of the entropy density of the reference system described by H
Γ . The set of Riemann integrable functions on γ is denoted by R γ .
Equation (27) means that thermodynamic properties can be described by the coarsegrained magnetization m(x) and the coarse-grained energy density ε(x).
In the canonical ensemble, it is rigorously proven that the free energy density defined by
is related to the entropy density via the Legendre-Fenchel transformation,
By using Eq. (27), Eq. (29) becomes
where
is the free energy density of the reference system. Equation (30) is the variational expression of the free energy density of a short-and long-range interacting spin system. We can see Eqs. (27) and (30) that the entropy density and the free energy density explicitly depend on γ, the shape of the system. We have seen in Sec. 3 that in any additive system the entropy density is independent of γ in the thermodynamic limit. This fact, therefore, implies that a system with long-range interactions is in general not additive as expected.
Exactness of the mean-field theory and its violation
Starting from Eq. (27) 
In periodic boundary conditions, we set γ to be the 1, 2, . . . , d) . Of course, the translational invariant potential satisfies φ(x) = φ(x ± e k ) for k = 1, 2, . . . , d.
In the above setting, it is shown that the interaction potential φ(x − y) can be replaced by the mean-field (MF) coupling, φ(x − y) → 1 for all x, y ∈ Λ 1 in a wide region of the parameter space, (ε, m) or (β, m) depending on the ensemble, called the "MF region" without changing the value of the entropy density [11] or the free energy density [12, 13] . On the other hand, if the density of an extensive quantity such as ε or m is held fixed, it has been also shown that there is a parameter region called the non-MF region, in which the value of the entropy density or the free energy density crucially depends on the details of φ(x − y), and hence replacing φ by 1 is not allowed.
The fact that replacing φ by 1 is allowed is called the "exactness of the MF theory" because it is well known that the spin model with the all-to-all couplings are thermodynamically equivalent to the spin model with the MF approximation [14] . The exactness of the MF theory was conjectured by Refs. [15, 16] with the help of numerical simulations, and was analytically confirmed for some specific models in Refs. [17, 18] . In Refs. [11] [12] [13] , it was shown that the exactness of the MF theory holds for general classical spin models in the canonical ensemble with variables (β, h), where h is the magnetic field conjugate to m. Moreover, although exactly solvable models imply that the exactness of the MF theory also holds for the microcanonical ensemble [17, 18] , in general cases it can be violated for the microcanonical ensemble and for the canonical ensemble with variables (β, m) in the "non-MF region" [11] [12] [13] .
The same thing has been also shown for quantum spin systems [19] , but the derivation of the microcanonical entropy in quantum systems has not been fully rigorous as pointed out by Olivier and Kastner [20] . Now we shall derive the exactness of the MF theory and its violation for the canonical ensemble. In periodic boundary conditions, the translationally symmetric potential energy can be diagonalized by the Fourier expansion,
and
From Eq. (32), as long as φ(x) ≥ 0 for any x ∈ Λ 1 ,
Remember the normalization of N φ,γ = 1 in Eq. (12) . We define the second largest Fourier component of φ(x) as φ max ,
The interaction term is bounded as
By using this inequality, the free energy density satisfies
We define the free energy of the reference system with the MF couplings as
Then the lower bound of the free energy is written as
where f * * MF (β, m; φ max ) is the convex envelope of f MF (β, m; φ max ) with respect to m. In other words, f * * MF (β, m; φ max ) is the maximum convex function of m satisfying f * * MF (β, m) ≤ f MF (β, m; φ max ). We have used the relation
In Refs. [12, 13] , the case of H (0) Γ = 0 is discussed. In that case
The lower bound (39) becomes
The upper bound of the free energy density is easily obtained by putting m(x) = m in Eq. (30),
Thus we have obtained the following inequality:
This inequality is an extension of the inequality derived in the previous work [12, 13] , in which only the case of H (0) Γ = −h r∈Γ σ(r), i.e., without short-range interactions, was considered 4 . From the inequality (44), if f MF (β, m; φ max ) is convex with respect to m, the lower bound coincides with the upper bound, and thus f (β, m) = f MF (β, m; 1). In particular, at the minimum point of f MF (β, m; 1) with respect to m, which corresponds to an equilibrium state when the value of the magnetization is not fixed, the convexity of f MF (β, m; φ max ) is always satisfied and thus min m f (β, m) = min m f MF (β, m; 1). This is nothing but the statement of the exactness of the MF theory.
We shall consider the case where m is held fixed at some value, not necessarily the minimum of f (β, m). From the stability analysis around the uniform solution m(x) = m, it is found that in the region of the parameter space (β, m) with ∂ 2 f MF (β, m; φ max )/∂m 2 < 0, the uniform solution corresponds to a local maximum point of the free energy functional
which means that the uniform solution is unstable. We therefore have
for (β, m) satisfying ∂ 2 f MF (β, m; φ max )/∂m 2 < 0. This is a part of the non-MF region. In the non-MF region, macroscopic heterogeneity emerges, see Ref. [13, 21] in more detail.
Mean-field universality for critical phenomena
In short-range interacting systems, large clusters with the same spin state appear near the critical point, which implies the divergence of the correlation length [14] . The universality class depends on the type of symmetry breaking, spacial dimension, and so on. On the other hand, in long-range interacting systems, the system tends to be homogeneous even at the critical point because all the spins interact with each other and spacial geometry becomes less important. Indeed, in the model only with the all-to-all interactions (the MF model), the spin configuration is always uniform and the universality class of the critical phenomena belong to the MF universality class independently of the spacial dimension. When the system possesses both the short-and long-range interactions, it has been argued that critical phenomena always belong to the MF universality class even if the strength of long-range couplings is infinitesimal [22] . We can see it by using the exactness of the MF theory. When the temperature is above the critical temperature, the free energy is convex with respect to m and f (β, m) = f MF (β, m; 1) = −(1/2)m 2 + f (0) (β, m). We assume that m = 0 is the minimum point of f (β, m). If there were no long-range interaction, the macroscopic ordering due to short-range interactions would occur at β 
From this observation, we can say β c < β
and phase transitions in a system with short-and long-range interactions are always driven by long-range interactions before growing large clusters due to short-range interactions. As a result, critical phenomena are governed by long-range interactions and the critical phenomena belong to the MF universality class. The crossover between short-range Ising model and the long-range Ising model is investigated in Ref. [22] .
Proof of the Theorem

Outline
In this section we give a proof of Theorem 1. In long-range interacting systems, it is expected that short length-scale structure is not essential for thermodynamic properties. Hence the method of coarse graining is a powerful tool to examine macroscopic properties of long-range interacting systems [23] [24] [25] . First we show that the procedure of coarse graining is justified and then show that the entropy density calculated by the coarse graining has a limiting value predicted by Theorem 1 in the thermodynamic limit.
Two lemmas and the proof of the Theorem
We approximate Γ by an ensemble of d-dimensional cubes of side l, each of which is denoted by Λ The domainsγ andγ ′ are ones that approximate γ by an ensemble of d-dimensional cubes of side δ = l/L. We assume thatγ,γ ′ → γ in the limit of δ → +0.
The coarse-grained Hamiltonian is obtained by averaging out σ(r) within each cell Λ (p)
l :
Here,Λ
Since L = l/δ, the difference between the exact Hamiltonian and the coarse-grained one, 1
are determined by δ and l. If ∆
can be made vanishingly small in the thermodynamic limit, the procedure of coarse graining is justified. Indeed we can show the following lemma, whose proof is given in Sec. 5.3, Lemma 1 (Justification of the coarse graining). For any given γ, there exists ∆ δ > 0 depending on δ such that lim δ→0 ∆ δ = 0 and ∆
This lemma tells us that
where L = l/δ, and its convergence is uniform with respect to l. From Eq. (4), we have
for discrete spins. For continuous spins, the corresponding inequality is obtained by using Eq. (5), and it is slightly different from the above one. However, we can show the theorem by following the same line of the proof for discrete spins and finally taking the limit of ǫ → +0 (Remember that ǫ appears in Eq. (5)). Therefore, hereafter we focus on the case of discrete spins for simplicity. By using Lemma 1, we obtain
Here, S (δ,l) is the entropy calculated by H (δ,l) . The corresponding entropy density is denoted by s (δ,l) (ε, m, δm;Γ). In terms of the entropy densities, the inequality (53) becomes
wherem = M/|Γ| = m/|γ|, δm = δm/|γ|,m ′ = m/|γ ′ |, and δm ′ = δm/|γ ′ |.
We take the limit of δ → 0 after l → ∞ is taken. In this limit, (γ,
exists, the thermodynamic limit of the entropy density also exists and s γ (ε, m) =s γ (ε, m) from the inequality (54). In Sec. 5.4 we show this fact summarized in the following lemma.
Lemma 2 (Existence of the thermodynamic limit of the coarse-grained entropy density).
The limit of Eq. (55) exists and is expressed as
By combining Lemma 1 and Lemma 2, we obtain Theorem 1.
Proof of Lemma 1
We evaluate the upper bound of ∆ (δ,l) γ , which is given by
We divide the summation over q into that with Λ
and that with Λ
The distance between the central points of Λ has been denoted by r pq . Then we have
Let us first evaluate ∆ 1 . From Eq. (13),
By substituting it into the expression of ∆ 1 , we obtain
For
is the surface area of the d-dimensional unit cube. This upper limit is independent of l and going to zero in the limit of δ → 0. Next, we shall evaluate ∆ 2 . By the mean-value theorem, there exists u ∈ [0, 1] such that 
Because Λ
where x max is defined as x max = max x,y∈γ |x − y|, which is assumed to be finite, and
By evaluating the integral, we obtain
A|γ|δ ln
In any case, as long as α < d, ∆ 2 → 0 in the limit of δ → 0. The convergence is uniform with respect to l because the derived upper bound is independent of l. By collecting the results for ∆ 1 and ∆ 2 , we complete the proof of Lemma 1.
with integers {n p } and {k p }. An arbitrary positive constant δε has been introduced. Because |σ(r)| ≤ σ max or |m p | ≤ σ max , we can restrict the summation over k p to k min ≤ k p ≤ k max . Here, k min is the maximum integer satisfying k min ≤ −2σ max /δm and k max is the minimum integer satisfying k max > 2σ max /δm − 1.
We can also restrict the summation over n p . Since
Here,
where v is a constant independent of δ and l. We have used Eq. (13). As for E 
Here, n d is the maximum number of elements of ∂Λ where the summation over {n p } is restricted so that p H
Discussion
We have proven the existence of the thermodynamic limit in spin systems where both short-range interactions and long-range ones are present. We have obtained the variational expression of the entropy density explicitly depending on the shape of the system γ. This implies nonadditivity, which is one of the important characteristics of long-range interacting systems [3] . The variational expression leads us to some results such as the exactness of the MF theory and the MF universality class of critical phenomena in systems where short-range interactions compete with long-range interactions.
In the proof of Lemma 1, we have evaluated the difference between the original Hamiltonian and the coarse-grained one. We divide it into ∆ 1 and ∆ 2 , the former of which stands for the contribution from the short-distance fluctuations and the latter of which represents the contribution from the long-distance fluctuations. By comparing Eq. (63) with Eqs. (67a), (67b), and (67c), it is obvious that ∆ 1 ≪ ∆ 2 for α ≤ d − 1 and ∆ 1 ≈ ∆ 2 for d − 1 < α < d when δ is very small. This implies that the short-distance fluctuations around the coarse-grained magnetization {m(x)} become important only for d − 1 < α < d. Although the equilibrium state itself is qualitatively irrespective of whether α ≤ d − 1 or d − 1 < α < d, the nonequilibrium dynamics would be qualitatively different in the two regimes. Indeed, the dynamical classification of long-range interactions has been suggested, where it was shown that α ≤ d − 1 and α > d − 1 belong to the different classes [26, 27] .
In long-range interacting systems, not only equilibrium properties but also dynamical properties are peculiar, e.g., ergodicity breaking [28] , existence of quasi-stationary states [29] , dynamical criticality near the spinodal point [30] , and so on, see Ref. [31] for a review. Therefore, it is interesting to explore those dynamical properties for general cases, e.g., for arbitrary pair interactions under suitable conditions, for an arbitrary shape of the system, and for the case where both short-range interactions and long-range ones are present. The coarse graining will be also applicable for some dynamical problems and a thermodynamic function will play the role of a dynamical potential [30] . We therefore hope that this work will also serve as a guide to explore dynamical issues in long-range interacting systems.
