In multivariate time series analysis, non-degenerate autocovariance and spectral density matrices are necessarily Hermitian and positive definite and it is important to preserve these properties in any estimation procedure. Our main contribution is the development of intrinsic wavelet transforms and nonparametric wavelet regression for curves in the non-Euclidean space of Hermitian positive definite matrices. The primary focus is on the construction of intrinsic average-interpolation wavelet transforms in the space equipped with a natural invariant Riemannian metric. In addition, we derive the wavelet coefficient decay and linear wavelet thresholding convergence rates of intrinsically smooth curves of Hermitian positive definite matrices. The intrinsic wavelet transforms are computationally fast and nonlinear wavelet shrinkage or thresholding captures localized features, such as cups or kinks, in the matrix-valued curves. In the context of nonparametric spectral estimation, the intrinsic linear or nonlinear wavelet spectral estimator satisfies the important property that it is equivariant under a change of basis of the time series, in contrast to most existing approaches. The finite-sample performance of the intrinsic wavelet spectral estimator based on nonlinear tree-structured trace thresholding is benchmarked against several state-of-the-art nonparametric curve regression procedures in the Riemannian manifold by means of simulated time series data.
Introduction
In multivariate time series analysis, the second-order behavior of a multivariate time series is studied by means of its autocovariance matrices in the time domain, or its spectral density matrices in the frequency domain. Non-degenerate spectral density matrices are necessarily curves of Hermitian positive definite (HPD) matrices, and one generally constrains a spectral curve estimator to preserve these properties. This is important for several reasons: i) interpretation of the spectral estimator as the Fourier transform of symmetric positive definite (SPD) autocovariance matrices in the time domain or as HPD covariance matrices across frequency in the Fourier domain; ii) welldefined transfer functions in the Cramér representation of the time series for the purpose of e.g. simulation of time series and bootstrapping; iii) sufficient regularity to avoid computational problems in subsequent inference procedures (requiring e.g. the inverse of the estimated spectrum). Our main contribution is the development of intrinsic wavelet transforms and nonparametric wavelet regression for curves in the non-Euclidean space of HPD matrices, exploiting the geometric structure of the space as a Riemannian manifold. In this work, the primary focus is on nonparametric spectral density matrix estimation of stationary multivariate time series, but we emphasize that the methodology applies equally to general matrix-valued curve estimation or denoising problems, where the target is a curve of symmetric or Hermitian PD matrices. Examples include; curve denoising of SPD diffusion covariance matrices in diffusion tensor imaging as in e.g. Yuan et al. (2012) , or estimation of time-varying autocovariance matrices of a locally stationary time series as in e.g. Dahlhaus (2012) .
A first important consideration to perform estimation in the space of HPD matrices is the associated metric in the space. The metric gives the space its curvature and induces a distance between HPD matrices. Traditional nonparametric spectral matrix estimation relies on smoothing the periodogram via e.g. kernel regression as in (Brillinger, 1981, Chapter 5) , (Brockwell and Davis, 2006, Chapter 11), or multitaper spectral estimation as in e.g Walden (2000) . These approaches equip the space of HPD matrices with the Euclidean (i.e. Frobenius) metric and view it as a flat space.
An important disadvantage is that this metric space is incomplete, as the boundary of singular matrices lies at a finite distance. For this reason, flexible nonparametric (e.g. wavelet-or spline-) periodogram smoothing embedded in a Euclidean space cannot guarantee a PD spectral estimate.
Exceptions to this rule include inflexible kernel or multitaper periodogram smoothing, which rely on a sufficiently large equivalent smoothing bandwidth for each matrix component. To avoid this issue, Dai and Guo (2004) , Rosen and Stoffer (2007) and Krafty and Collinge (2013) among others construct a HPD spectral estimate as the square of an estimated curve of Cholesky square root matrices. This allows for more flexible estimation of the spectrum, such as individual smoothing of Cholesky matrix components, while at the same time guaranteeing a HPD spectral estimate. In this context, the space of HPD matrices is equipped with the Cholesky metric, where the distance between two matrices is given by the Euclidean distance between their Cholesky square roots.
Unfortunately, the Cholesky metric and Cholesky-based smoothing are not equivariant to permutations of the components of the underlying time series. That is, if one observes a reordering of the time series components, the spectral estimate is not necessarily a permuted version of the spectral estimate obtained under the original ordering of the time series components.
In this work, we exploit the geometric structure of the space of HPD matrices as a Riemannian manifold equipped with the natural invariant (Smith (2000)) -also affine-invariant (Pennec et al. (2006) ), canonical (Holbrook et al. (2016) ), trace (Yuan et al. (2012) ), Rao-Fisher (Said et al. (2015) )-Riemannian metric, or simply the Riemannian metric (Bhatia, 2009 , Chapter 6), Dryden et al. (2009) ). The natural invariant Riemannian metric plays an important role in estimation problems in the space of symmetric or Hermitian PD matrices for several reasons: (i) the space of HPD matrices equipped with the Riemannian metric is a complete metric space, (ii) there is no swelling effect as with the Euclidean metric, where interpolating two HPD matrices may yield a matrix with a determinant larger than either of the original matrices (e.g. Pasternak et al. (2010) ), and (iii) the induced Riemannian distance is invariant under congruence transformation by any invertible matrix, see Section 2. The first property guarantees a HPD spectral estimate, while allowing for flexible spectral matrix estimation as with Cholesky-based smoothing. The third property ensures that the spectral estimator is -not only-permutation or unitary congruence equivariant, but also general linear congruence equivariant, which essentially implies that the estimator does not nontrivially depend on the chosen coordinate system of the time series. In Dryden et al. (2009) , the authors list several additional suitable metrics to perform estimation in the space of HPD matrices, such as the Log-Euclidean metric also discussed in e.g. Yuan et al. (2012) or Boumal and Absil (2011b) . The Log-Euclidean metric transforms the space of HPD matrices in a complete metric space and is unitary congruence invariant, but not general linear congruence invariant.
Several recent works on nonparametric curve regression in the space of SPD matrices equipped with the Riemannian metric include: intrinsic geodesic and linear regression in Pennec et al. (2006) and Zhu et al. (2009) among others, intrinsic local polynomial regression in Yuan et al. (2012) and intrinsic penalized spline-like regression in Boumal and Absil (2011b) . In the context of frequencyspecific spectral matrix estimation Holbrook et al. (2016) recently introduced a Bayesian geodesic Lagrangian Monte Carlo (gLMC) approach based on the Riemannian metric. The latter may not be best-suited to estimation of the entire spectral curve, as this requires application of the gLMC to each individual Fourier frequency, which is computationally quite challenging. In this work, we develop fast intrinsic wavelet regression in the manifold of HPD matrices equipped with the Riemannian metric. Wavelet-based estimation of spectral matrices allows us to capture poten-tially very localized features, such as local peaks or troughs in the spectral matrix at pointwise frequencies or frequency bands, in contrast to the approaches mentioned above, which rely on globally homogeneous smoothness behavior. The intrinsic wavelet transform is a generalization of the average-interpolation (AI) wavelet transform on the real line in Donoho (1993) . In this sense it is related to the midpoint-interpolation (MI) approach in Rahman et al. (2005) for general symmetric Riemannian manifolds with tractable exponential and logarithmic maps. The fundamental difference lies in the fact that we do not apply a Euclidean refinement scheme to the data projected a set of tangent spaces as in Rahman et al. (2005) . Such an approach introduces a certain degree of ambiguity as the base points of the tangent spaces to which the midpoints (i.e. scaling coefficients) are projected need to be specified by the user and different base points lead to different wavelet coefficients. In the introduced intrinsic wavelet transform there is no such ambiguity as we construct
an intrinsic AI refinement scheme directly in the manifold equipped with the Riemannian metric.
In fact, the construction of the wavelet transform is valid for any of the above-mentioned metrics, and one can substitute the Riemannian metric by e.g. the Log-Euclidean or Cholesky metric. To further illustrate, the intrinsic wavelet transform based on the Euclidean metric simplifies to the matrix version of the AI wavelet transform in Donoho (1993) . The second advantage of a truly intrinsic approach is that in contrast to the MI approach in Rahman et al. (2005) , the wavelet refinement scheme of order k ≥ 0 reproduces intrinsic polynomial curves up to order k as defined in Hinkle et al. (2014) , see Section 2. This allows us to derive wavelet coefficient decay and nonparametric estimation rates for smooth curves of HPD matrices.
The structure of the paper is as follows. In Section 2, we introduce the necessary geometric notions and tools and in Section 3 we describe the intrinsic AI refinement scheme and forward and backward wavelet transform in the Riemannian manifold. In Section 4, we derive wavelet coefficient decay rates of intrinsically smooth curves of HPD matrices and convergence rates of linear wavelet thresholding. In Section 5, we consider intrinsic wavelet regression in the context of spectral matrix estimation. In particular, we examine nonlinear tree-structured thresholding of matrix-valued wavelet coefficients based on their trace as it is shown that, asymptotically, the traces of the wavelet coefficients decompose into a scalar additive signal plus noise model with homogeneous variances across wavelet scales. In Section 6, we compare the finite-sample performance of wavelet-based spectral matrix estimation to several benchmark procedures. The technical proofs are deferred to the appendix and a toolbox for data analaysis and estimation problems in the space of HPD matrices is publicly available in the R-package pdSpecEst on CRAN, Chau (2017) .
In order to develop an intrinsic wavelet transform for curves in the space of HPD (Hermitian positive definite) matrices, we consider the space as a Riemannian manifold equipped with a specific invariant Riemannian metric, see e.g. Pennec et al. (2006) , (Bhatia, 2009 , Chapter 6), or Smith (2000 for more details. Below, we introduce the necessary tools and notions for the construction of a proper intrinsic manifold wavelet transform.
Riemannian metric For notational simplicity, let us denote M := P d×d for the space of (d × d)-dimensional HPD matrices, a d 2 -dimensional smooth Riemannian manifold. The tangent space T p (M) at a point, i.e. a matrix, p ∈ M can be identified by the real vector space H := H d×d of (d × d)-dimensional Hermitian matrices, and as detailed in Pennec et al. (2006) , the Frobenius inner product on H induces a natural invariant Riemannian metric on the manifold M given by the smooth family of inner products:
with h 1 , h 2 ∈ T p (M). Here and throughout this paper, y 1/2 always denotes the Hermitian square root matrix of y ∈ M, and we write y * x := y * xy for matrix congruence transformation, where * denotes the conjugate transpose of a matrix. The Riemannian distance on M derived from the Riemannian metric is given by:
where · F denotes the matrix Frobenius norm and Log(·) is the matrix logarithm. The mapping x → a * x is an isometry for each invertible matrix a ∈ GL(d, C), i.e. it is distance-preserving:
and by (Bhatia, 2009, Theorem 6.1.6 and Prop. 6.2.2) , the shortest curve with respect to the Riemannian distance, i.e. the geodesic segment, joining any two points p 1 , p 2 ∈ M is unique and can be parametrized as,
Since (M, δ) is a complete separable metric space, the Hopf-Rinow Theorem implies that every geodesic curve can be extended indefinitely.
Exp-and Log-maps The characterization of the intrinsic manifold wavelet coefficients requires the notions of exponential and logarithmic maps, relating the manifold M to its tangent spaces T p (M) in a one-to-one fashion. By (Pennec et al. (2006) ) the exponential maps Exp p :
are (locally) diffeomorphic maps from the tangent space at a point p ∈ M to the manifold given by,
where Exp(·) denotes the matrix exponential. Since M is a geodesically complete manifold and minimizing geodesics are always unique, it follows by (do Carmo, 1992, Chapter 13) that for each p ∈ M the image of the exponential map Exp p is the entire manifold M, and the exponential maps are in fact global diffeomorphisms. In the other direction, the logarithmic maps
are global diffeomorphisms from the manifold to the tangent space at the point p ∈ M, given by the inverse exponential maps:
The Riemannian distance can now also be expressed in terms of the logarithmic map as: 4) where throughout this paper h p := h, h p denotes the norm of h ∈ T p (M) induced by the Riemannian metric.
Parallel transport The parallel transport is required to define intrinsic polynomials and intrinsic Taylor expansions of smooth curves as in (Lang, 1995, Chapter 9) , which allow for the derivation of the wavelet coefficient decay for smooth curves in the manifold.
Let γ : I → M for some interval I ⊆ R be a smooth curve and P (t) be a vector field along γ, such that P (t) ∈ T γ(t) (M) for each t ∈ I. The parallel transport Γ(γ)
transports a vector in the tangent space at γ(t 0 ) to the tangent space at γ(t 1 ) along the curve γ, such that the inner product between vectors across tangent spaces is preserved, i.e.
Γ(γ)
The covariant derivative (or affine connection) ∇ induced by the Riemannian metric can be retrieved from the parallel transport by differentiation as,
Here, the time derivativeγ(t) is a tangent vector in T γ(t) (M) and can be expressed using the logarithmic map (i.e. in terms of normal coordinates) as,
A vector field P (t) is parallel transported along the curve γ if ∇γP (t) = 0 for each t ∈ I. In particular, geodesic curves -previously defined as shortest line segments on (M, δ)-can also be characterized as the curves γ for whichγ is parallel transported along the curve itself, i.e. ∇γγ(t) = 0 for each t ∈ I.
In (M, δ), parallel transport of a vector w ∈ T p (M) from a point p ∈ M along a geodesic curve in the direction of v ∈ T p (M) for time ∆t is given explicitly by:
Substituting ∆tv = Log p (Id), we obtain the whitening transport as a specific case transporting w ∈ T p (M) to the tangent space at the identity T Id (M) along a geodesic curve,
Intrinsic polynomials Intrinsic polynomials as defined in Hinkle et al. (2014) play a key role in the construction of the intrinsic AI refinement scheme. Essentially, polynomial curves of degree k ≥ 0 on the manifold are defined as the curves with vanishing k-th and higher order covariant derivatives. Let γ : I → M be a smooth curve on the manifold, with existing covariant derivatives of all orders, then it is said to be a polynomial curve of degree k if,
where ∇ 0 γγ (t) :=γ(t). A zero degree polynomial is a curve for whichγ(t) = 0, i.e. a constant curve. A first-degree polynomial is a curve for which ∇γγ(t) = 0 corresponding to a geodesic curve, i.e. a straight line on the manifold. In general, higher degree polynomials are difficult to represent in closed form, but discretized polynomial curves are straightforward to generate via numerical integration as outlined in Hinkle et al. (2014) .
Intrinsic means A random variable X : Ω → M is a measurable function from a probability space (Ω, A, ν) to the measurable space (M, B(M)), where B(M) is the Borel algebra in the complete separable metric space (M, δ). By P (M), we denote the set of all probability measures on (M, B(M)) and P p (M) denotes the subset of probability measures in P (M) that have finite moments of order p with respect to the Riemannian distance,
Note that if M δ(y 0 , x) p ν(dx) < ∞ for some y 0 ∈ M and 1 ≤ p < ∞, this is true for any y ∈ M.
This follows by the triangle inequality and the fact that δ(p 1 , p 2 ) < ∞ for any p 1 , p 2 ∈ M, as
In the intrinsic AI refinement scheme, the center of a random variable X ∼ ν is charactarized by its intrinsic (also Karcher or Fréchet) mean, see e.g. Pennec (2006) . The set of intrinsic means is given by the points that minimize the second moment with respect to the Riemannian distance,
If ν ∈ P 2 (M), then at least one intrinsic mean exists and since the manifold M is a space of non-positive curvature with no cut-locus (see Pennec et al. (2006) ), by (Le, 1995, Proposition 1) the intrinsic mean µ is also unique.
Intrinsic AI wavelet transforms
The intrinsic average-interpolation (AI) wavelet transform for curves in the space of HPD matrices is a natural unambiguous generalization of the scalar AI wavelet transform on the real line in Donoho (1993) . Although closely related to the midpoint-interpolation (MI) wavelet transform in Rahman et al. (2005) , an important difference is that the intrinsic AI wavelet transform reproduces higher-order intrinsic polynomial curves in the manifold, whereas the MI wavelet transform only reproduces first-order polynomials, i.e. geodesic curves. As a consequence, this intrinsic polynomial reproduction property allows us to derive wavelet coefficient decay and nonparametric convergence rates for smooth curves in Section 4. We emphasize that the construction of the wavelet transform is based on the idea of lifting transforms, see e.g. Jansen and Oonincx (2005) or Klees and Haagmans (2000) for a general overview of first-and second-generation wavelet transforms using the lifting scheme.
Intrinsic AI refinement scheme
Midpoint pyramid With in mind the application to spectral matrices, we consider a discretized curve f (x ) ∈ M at equidistant points x ∈ I for = 1, . . . , n, with I ⊂ R. Here, without loss of generality we set I = [0, 1] and it is assumed that n = 2 J is dyadic in order to allow for straightforward construction of the wavelet transforms. The latter is not an absolute limitation of the approach, as the lifting wavelet transforms can also be adapted to non-dyadic values of n. Given the sequence (f (x )) , we build a redundant midpoint or scaling coefficient pyramid analogous to Rahman et al. (2005) . At the finest scale J, set M J,k = f (x k+1 ) for k = 0, . . . , 2 J − 1. At the next coarser scale j = J − 1 set, 1) and continue this coarsening operation up to scale j = 0, such that each scale j contains a total of 2 j midpoints. Here, γ(p 1 , p 2 , 1/2) is the halfway point or midpoint on the geodesic segment connecting p 1 , p 2 ∈ M, which coincides with the intrinsic sample mean of p 1 and p 2 .
Intrinsic polynomial interpolation At scale j ∈ {0, . . . , J − 1}, the intrinsic AI refinement scheme takes as input coarse-scale midpoints (M j,k ) k and outputs imputed or predicted finer-scale
The predicted midpoints are computed as the (j + 1)-scale midpoints of the unique intrinsic polynomial (f (x )) with j-scale midpoints (M j,k ) k . In order to reconstruct intrinsic polynomials from a discrete set of points on the manifold, we consider a generalized intrinsic version of Neville's algorithm as in (Ma and Fu, 2012, Chapter 9 .2), replacing ordinary linear interpolation by geodesic interpolation.
Given P 0 , . . . , P n ∈ M and x 0 < . . . < x n ∈ R, set p i,i (x) := P i for all x and i = 0, . . . , n. The p i,i
are zero-th order polynomials, sinceṗ i,i (x) = 0. Iteratively define,
where p i+1,j (x) and p i,j−1 (x) are the intrinsic polynomials of degree j − i − 1 passing through P i+1 , . . . , P j at x i+1 , . . . , x j and through P i , . . . , P j−1 at x i , . . . , x j−1 respectively. Then p i,j (x) is the intrinsic polynomial of degree j − i passing through P i , . . . , P j at x i , . . . , x j . Continuing the above iterative reconstruction, at the final iteration we obtain the intrinsic polynomial p 0,n (x) of order n passing through P 0 , . . . , P n at x 0 , . . . , x n .
To illustrate, p 0,1 (x) is the geodesic, i.e. first-order intrinsic polynomial, passing through P 0 and P 1 at x 0 and x 1 . In general, since p i,j (x) geodesically interpolates two polynomials of degree j − i − 1,
is itself a polynomial of degree j − i introducing one additional higher-degree non-vanishing covariant derivative. This is exactly analogous to the Euclidean setting, where linear interpolation of two polynomials of degree r results in a polynomial of degree r + 1. 
Midpoint prediction via intrinsic average interpolation
We emphasize that reconstruction of the intrinsic polynomialf (x) with j-scale midpoints (M j,k ) k is not the same as reconstructing the intrinsic polynomial passing through the j-scale midpoints.
To compute predicted midpoints in the intrinsic AI refinement scheme, instead we consider the cumulative instrinsic mean off (x), M y 0 : (y 0 , 1] → M, given by:
Iff (x) is the intrinsic polynomial with j-scale midpoints (M j,k ) k=0,...,2 j −1 , then M 0 ((k + 1)2 −j ) equals the cumulative intrinsic average of {M j,0 , . . . , M j,k−1 }. The key consideration is that the cumulative intrinsic mean of an intrinsic polynomial of order r is again an intrinsic polynomial of order ≤ r. For instance, given a geodesic segment, i.e. a first-order polynomial, its cumulative intrinsic mean is a geodesic segment moving at half the original speed. Again, this is analogous to the Euclidean setting, where an integrated polynomial remains a polynomial.
Prediction away from the boundary Fix a location k ∈ {L, . . . ,
the goal is to predict the finer-scale midpoints {M j,2k , M j,2k+1 }. The number of collected neighbors N := 2L + 1 ≥ 0 is referred to as the order or degree of the refinement scheme. First, to predict 
By construction of the cumulative intrinsic mean curve, M (k−L)2 −(j−1) ((2k + 1)2 −j ) lies on the geodesic segment connecting the known cumulative average M j−1,L and the midpoint M j,2k+1 .
The predicted midpoint M j,2k+1 is then given by:
. We refer to the proof of Proposition 4.2 for the derivation of the above expression. The value of M j,2k directly follows from the midpoint relation γ( M j,2k , M j,2k+1 , 1/2) = M j−1,k as:
An important observation is that if the coarse-scale midpoints
are reproduced withour error. This is analogous to the scalar AI refinement scheme in Donoho (1993) and is referred to as the intrinsic polynomial reproduction property. . This boundary modification preserves the intrinsic polynomial reproduction property. In Figures 1 and 2, we demonstrate successive applications of the intrinsic AI refinement scheme for an interior and a boundary midpoint starting from a sequence of n = 2 4 dummy HPD matrix-valued observations at x = 1, . . . , n.
Prediction at the boundary
If k ∈ {0, . . . , L − 1} ∪ {2 (j−1) − (L − 1), . . . , 2 (j−1) − 1} is
Faster midpoint prediction in practice
In the scalar AI refinement scheme on the real line in Donoho (1993) or ( package, these prediction weights are pre-determined up to order N ≤ 9 at locations k both away of and at the boundary, allowing for faster computation of the predicted midpoints in practice.
For higher refinement orders, (i.e. N > 9), the midpoints are predicted via Neville's algorithm.
Intrinsic forward and backward AI wavelet transform
Forward wavelet transform The intrinsic AI refinement scheme leads to an intrinsic AI wavelet transform passing from j-scale midpoints to (j − 1)-scale midpoints plus j-scale wavelet coefficients as follows:
1. Coarsen/Predict: given the j-scale midpoints (M j,k ) k=0,...,2 j −1 , compute the (j − 1)-scale midpoints (M j−1,k ) k=0,...,2 j−1 −1 through the midpoint relation in eq.(3.1). Select a refinement order N ≥ 1 and generate the predicted midpoints (
2. Difference: given the true and predicted j-scale midpoints M j,2k+1 , M j,2k+1 , define the wavelet coefficients as an intrinsic difference according to,
giving the wavelet coefficients the interpretation of a (scaled) difference between M j,2k+1 and M j,2k+1 . In the remainder, we also keep track of the whitened wavelet coefficients,
The whitened coefficients correspond to the coefficients in eq.(3.5) transported to the same tangent space (at the identity) via the whitening transport in eq.(2.6). This allows for straightforward comparison of coefficients across scales and locations in Section 4 and 5,
.
Remark In terms of memory usage, the forward wavelet transform is executed in place, i.e. one substitutes the old fine-scale midpoints by new coarse-scale midpoints and wavelet coefficients.
In particular, the
) do not need to be stored, as they are uniquely
Backward wavelet transform The backward wavelet transform passing from coarse (j − 1)-scale midpoints plus j-scale wavelet coefficients to finer j-scale midpoints follows from reverting the above operations:
1. Predict/Refine: given (j − 1)-scale midpoints (M j−1,k ) k=0,...,2 j−1 −1 and a refinement order N ≥ 1, generate the predicted midpoints ( M j,2k+1 ) k=0,...,2 j−1 −1 and compute the j-scale midpoints at the odd locations 2k + 1 for k = 0, . . . , 2 j − 1 through:
2. Complete: the j-scale midpoints at the even locations 2k for k = 0, . . . , 2 j − 1 are retrieved from M j−1,k and M j,2k+1 through the midpoint relation in eq.(3.1) as,
Given the coarsest midpoint M 0,0 at scale j = 0 and the pyramid of wavelet coefficients (D j,k ) j,k , for j = 0, . . . , J − 1 and k = 0, . . . , 2 j − 1, repeating the reconstruction procedure above up to scale
Wavelet regression for smooth HPD curves
In this section, we derive the wavelet coefficient decay and linear wavelet thresholding convergence rates in the context of intrinsically smooth curves of HPD matrices. It turns out that the derived rates coincide with the usual scalar wavelet coefficient decay and linear thresholding convergence rates on the real line. Nonlinear thresholding will not improve the convergence rates in the case of a homogeneous smoothness space. However, nonlinear wavelet thresholding is expected to improve the convergence rates in the case of a non-homogeneous smoothness space. This requires a welldefined intrinsic generalization of e.g. the family of Besov spaces to the Riemannian manifold, which is outside the scope of this work.
Repeated midpoint operator The repeated midpoint operator in eq. 
with smaller or equal up to a constant. In particular, µ n P → µ as n → ∞, where the convergence holds with respect to the Riemannian distance, i.e. for every > 0, Pr(δ(µ n , µ) > ) → 0.
Wavelet coefficient decay of smooth curves The derivation of the wavelet coefficient decay of intrinsically smooth curves in the Riemannian manifold relies on the fact that the derivativė γ(t) ∈ T γ(t) (M) of a smooth curve γ : I → M with I ⊆ R can be Taylor expanded in terms of the parallel transport and covariant derivatives according to (Lang, 1995, Chapter 9, Proposition 5.1) as,γ
If γ(t) is an intrinsic polynomial curve of order r > 0. Then, since Γ(γ) t t 0 (0) = 0, all terms of order higher or equal to r vanish andγ(t) simplifies to,
In the specific case of a first-order polynomial, the above expression reduces toγ(t) = Γ(γ) t t 0 (γ(t 0 )), i.e.γ is parallel transported along the curve γ itself, or in other words γ(t) is a geodesic curve. 
where D j,k denotes the whitened wavelet coefficient at scale-location (j, k) as in eq.(3.6), and N is the intrinsic AI refinement order. Here, the finest-scale midpoints are given by the local intrinsic
Remark Note that the above decay rates correspond to the usual wavelet coefficient decay rates of smooth real-valued curves in a Euclidean space based on wavelets with N vanishing moments, see e.g. (Walnut, 2002, Theorem 9.5) .
Consistency and convergence rates
The following results detail the convergence rates of linear wavelet regression of intrinsically smooth curves γ : [0, 1] → M corrupted by noise. In particular, suppose that X 1 , . . . , X n is an independent sample, such that
and ν i ∈ P 2 (M) for each i = 1, . . . , n. The first proposition gives the estimation error of the empirical wavelet coefficients based on X 1 , . . . , X n with respect to the true wavelet coefficients of the discretized curve (γ(i/n)) i=1,...,n . The proof relies on the rate in Proposition 4.1 above.
Proposition 4.3. (Estimation error) Let n = 2 J for some J > 0. For each scale j ≥ 0 sufficiently small and location 0 ≤ k ≤ 2 j − 1, it holds that,
is the empirical whitened wavelet coefficient at scalelocation (j, k), with M j,2k+1,n the estimated repeated midpoint at scale-location (j, 2k + 1) based on X 1 , . . . , X n and M j,2k+1,n the predicted midpoint based on the estimated midpoints (M j−1,k ,n ) k .
Combining Proposition 4.2 and 4.3, the main theorem below gives integrated mean squared error in terms of the Riemannian distance of a linear wavelet estimatorγ(t) of a smooth curve γ(t), with existing covariant derivatives up to the intrinsic refinement order N , based on the sample of observations X 1 , . . . , X n . Again, the convergence rates correspond to the usual convergence rates of linear wavelet estimators of smooth real-valued curves in Euclidean space based on wavelets with N vanishing moments, see Antoniadis (1997) .
Theorem 4.4. (Convergence rates linear thresholding) Let n = 2 J for some J ≥ 0, and consider a linear wavelet estimator that thresholds all wavelet coefficients at scales j ≥ J 0 , such that J 0 ∼ log 2 (n)/(2N + 1), with N ≥ 1 the intrinsic AI refinement order. The total mean squared error in terms of the wavelet coefficients satisfies:
where the sum ranges over 0 ≤ j ≤ J − 1 and 0 ≤ k ≤ 2 j−1 . Moreover, denote byγ(t) the linear wavelet thresholded curve on the manifold. Then,
5 Wavelet-based spectral matrix estimation
In the context of multivariate spectral matrix estimation, consider data observations from a ddimensional strictly stationary time series with spectral matrix f (ω) and raw periodogram matrix I n (ω ) at the Fourier frequencies ω = 2π /n ∈ (0, π] for = 1, . . . , n. We apply the intrinsic wavelet transform to estimate f (ω) by denoising the inconsistent spectral estimator I n (ω ) through shrinkage or thresholding of coefficients in the intrinsic wavelet domain.
Pre-smoothed periodogram By construction, the raw periodogram matrix I n (ω ) is Hermitian, but only positive semi-definite as the rank of I n (ω ) is one. The intrinsic wavelet transform acts on curves of HPD matrices and for this reason we pre-smooth the periodogram to guarantee that it is HPD or full rank analogous to e.g. Dai and Guo (2004) . By (Dai and Guo, 2004 , Lemma 1), for ω ≡ 0 (mod π), a multitaper spectral estimateĪ n (ω ) of a strictly stationary time series, with a fixed number of tapers B, is asymptotically independent at the Fourier frequencies, and its asymptotic distribution satisfies:
is HPD with probability one, i.e.Ī n (ω ) ∈ M almost surely. In practice, we choose B as small as possible, preferably B = d, so that only the necessary small amount of pre-smoothing is performed to guarantee a HPD noisy spectral estimate. (2000), the repeated midpoint functional of a multitaper spectral estimate is seen to be asymptotically biased with respect to the spectrum f .
Definition 5.1. Given an estimatorμ of µ ∈ M, define the bias b(μ, µ) ∈ T µ (M) ofμ as,
where E[·] is the (ordinary) Euclidean expectation. In the context of a Euclidean space, the Expand Log-maps reduce to ordinary matrix addition and subtraction, in which case the definition above simplifies to the usual vector space definition of the bias.
where the convergence in probability holds with respect to the Riemannian distance.
Remark 
Nonlinear intrinsic wavelet thresholding
Given a sequence of d-dimensional time series observations, wavelet-based spectral estimation exploits the sparsity of representations of smooth curves in the intrinsic AI wavelet domain by proceeding along the usual steps:
Step 1: Apply the forward intrinsic wavelet transform to the bias-corrected HPD periodogram.
Step 2: Shrink or threshold the coefficients in the intrinsic wavelet domain.
Step 3: Apply the inverse intrinsic wavelet transform to the modified coefficients.
There are various possible ways to nonlinearly shrink or threshold coefficients in the intrinsic manifold wavelet domain. In particular, expanding the matrix-valued coefficients in a basis of the vector space of Hermitian matrices, nonlinear thresholding or shrinkage of individual components allows to capture inhomogeneous smoothness behavior across components of the spectral matrix, similar to the Cholesky-based smoothing procedures in e.g. Dai and Guo (2004) or Krafty and Collinge (2013) . The wavelet-denoised estimator is guaranteed to be HPD, as the inverse wavelet transform always outputs a curve in the manifold of HPD matrices. From the perspective of wavelet coefficients being intrinsic local differences in the manifold, another sensible approach is to shrink or threshold all components of a matrix-valued wavelet coefficient simultaneously, e.g. a kink or cusp in a curve in the manifold likely affects all components of the matrix-valued wavelet coefficients at the corresponding scale-locations instead of a single or only a few components. Here, we pursue the latter approach and consider keep-or-kill thresholding of entire wavelet coefficients.
Congruence equivariance In general, the only requirement that is imposed on the intrinsic wavelet thresholding or shrinkage procedure is that it is unitary congruence equivariant. That is, if D X is a noisy matrix-valued wavelet coefficient and D X is its shrunken or thresholded version, then U * D X should be the shrunken or thresholded version of U * D X for each U ∈ U d , where
In practice, this property virtually always holds. For instance, if one thresholds or shrinks components of coefficients data-adaptively, the component-specific threshold or shrinkage parameters rotate in the same fashion as the components of the coefficients.
Proposition 5.2. (Unitary congruence equivariance) Let (X ) be a sequence of HPD matrices and (f ) its wavelet-denoised estimate. If the wavelet thresholding or shrinkage procedure is unitary congruence equivariant, then the same is true for the wavelet estimator, i.e. the wavelet-denoised
This is an important property in the context of spectral estimation of multivariate time series.
Rotation of the observed time series, e.g. a permutation of the time series components, results in a congruence transformation U * f (ω) of the underlying spectral matrix, with U ∈ U d . Such rotations should not have a nontrivial effect on the spectral estimator, otherwise it is not clear which rotation of the time series to consider for estimation. The spectral estimation methods based on smoothing the Cholesky decomposition of an initial noisy spectral estimator (Dai and Guo (2004) , Rosen and
Stoffer (2007), or Krafty and Collinge (2013) ) do not necessarily satisfy this property. This is due to the fact that Cholesky square root matrices are generally not congruence-equivariant, i.e.
Chol(U * f (ω)) = U * Chol(f (ω)) for a non-trivial unitary matrix U ∈ U d . To circumvent this problem, Zheng et al. (2017) propose to average many Cholesky-based estimates based on random permutations of the data. The main drawback of such an approach is the significant increase in computational effort.
Trace thresholding of coefficients A method that is particularly tractable is thresholding or shrinkage based on the trace of the whitened wavelet coefficients. For a sequence of independent complex Wishart matrices, the trace of the noisy whitened coefficients decomposes into an additive signal plus mean-zero noise sequence model. Moreover, the variance of the trace of the noisy whitened coefficients is constant across wavelet scales, and since the trace operator outputs a scalar, one can directly apply ordinary scalar thresholding or shrinkage procedures to the matrix- Below, we write P f for the probability distribution corresponding to a bias-corrected complex
as in Theorem 5.1, with B ≥ d to ensure positivedefiniteness of the random variable. Here, P f ∈ P 2 (M) is understood to be the distribution of a random variable X = f 1/2 * W , where W is a HPD complex Wishart matrix, with B degrees of freedom, not depending on f , and with intrinsic mean equal to the identity matrix Id. Note that the latter directly implies that f 1/2 * W has intrinsic mean equal to f . 
where D X j,k is the random whitened coefficient based on the sequence (X ) n =1 , D f j,k is the deterministic whitened coefficient based on the sequence of intrinsic means (f ) n =1 , and D W j,k is the random whitened coefficient based on an iid sequence of Wishart matrices (W ) n =1 , with intrinsic mean equal to the identity, independent of (f ) n =1 .
Moreover,
, and, Based on the trace of the whitened coefficients, by Proposition 5.4, in the context of a curve of approximate complex random Wishart matrices, we can apply any preferred classical wavelet thresholding or shrinkage procedure well-suited to scalar additive signal plus noise sequence models, with homogeneous variances across coefficient scales.
Tree-structured thresholding In the simulated data examples below, because of its good empirical performance and computational tractability, we consider dyadic tree-structured thresholding of wavelet coefficients as in Donoho (1997) . For each scale-location (j, k), denote d j,k = Tr(D X j,k ) for the trace of the noisy whitened wavelet coefficient and let x j,k ∈ {0, 1} be a binary label. Given a penalty parameter λ, we optimize the complexity penalized residual sum of squares (CPRESS) criterion:
under the constraint that the nonzero labels {x j,k | x j,k = 1} form a dyadic rooted tree, i.e. for each nonzero label x j+1,2k+1 or x j+1,2k , the label x j,k also has to be nonzero. This minimization problem can be solved in O(N ) computations, with N the total number of coefficients via the fast dyadic tree-pruning algorithm in Donoho (1997) . The optimal tree in the CPRESS criterion is a good compromise between goodness-of-fit and sparsity and the imposed tree-structure captures singularities in the signal, as coefficients of singularities typically persist across wavelet scales at the location of the singularity. On the other hand, isolated large coefficients, usually arising from noise and not signal, are set to zero. For sufficiently large n, the scalar coefficients d j,k are approximately normally distributed for scales j away from the finest wavelet scale J − 1, as the scalar coefficients d j,k are essentially based on local weighted averages, see e.g. Moulin (1994) , Neumann (1996) or Chau and von Sachs (2016) . For normally distributed coefficients, as detailed in Donoho (1997) , a natural choice for the smoothing parameter is the universal threshold λ ∼ σ w 2 log(N ), with σ 2 w the noise variance determined either via eq.(5.1) or from the data itself. Instead, the smoothing parameter λ can also be determined in a data-adaptive fashion through two-fold cross-validation as in Nason (1996) . The only necessary modifications to perform two-fold cross-validation in the 6 Illustrative data examples
Finite-sample performance
In the figures below, we assess the finite-sample performance of intrinsic wavelet-based spectral estimation in the space of HPD matrices equipped with several different metrics and benchmark the performance against a number of alternative nonparametric curve estimation procedures in the Riemannian manifold. In particular, we consider two HPD test functions (i.e. spectral matrix curves) displaying locally varying smoothness behavior, such as local peaks or troughs.
Test functions As test functions, we construct two (3 × 3)-dimensional HPD-matrix valued
curves available through the function rExamples() in the R-package pdSpecEst by specifying the argument example = "two-cats" or example = "bumps". The two-cats function visualizes the contours of two cats and consists of relatively smooth parts combined with local peaks and troughs. The bumps function is a curve of HPD matrices containing local bumps of various degrees of smoothness. Figure 3 displays the Euclidean norm of the HPD matrix-valued curves along the frequency domain. We refer to the package documentation for more details and additional test functions.
Benchmark procedures As mentioned before, the intrinsic AI wavelet transform in Section 3 does not fundamentally rely on the Riemannian metric. For instance, substituting the Riemannian metric by the Euclidean metric, the intrinsic AI wavelet transform reduces to the matrixversion of the scalar AI wavelet transform in Donoho (1993) . In the simulation studies below, we consider nonlinear tree-structured wavelet thresholding (as in Section 5.1) in the space of HPD matrices equipped with three different metrics: (i) the Riemannian metric, (ii) the Log-Euclidean metric and (iii) the Cholesky metric. We point out that wavelet regression based on the Log- Log-Euclidean * , †: U -equiv. and A-equiv. respectively denote whether the estimator is equivariant under congruence transformation by a unitary matrix U ∈ U d or a general linear matrix A ∈ GL(C, d), see Section 5.1.
• Intrinsic local polynomial regression: we consider local polynomial regression in the space of HPD matrices as in Yuan et al. (2012) The intrinsic nonlinear wavelet spectral estimator based on the Riemannian metric outperforms the benchmark spectral estimators in terms of the ISRE in each of the simulated scenarios. This is attributed to the fact that, in contrast to the benchmark procedures, the wavelet-based estimator is able to capture locally varying or inhomogeneous smoothness behavior. Moreover, and of considerable importance in practical applications, the estimation error of the data-adaptive nonlinear tree-structured wavelet estimator based on a simple universal threshold is close to the optimal finite-sample estimation error. For each of the benchmark procedures there is no simple heuristic choice for the penalty or bandwidth parameter, and in practice one needs to resort to computationally expensive cross-validation methods. For test spectral matrix curves displaying globally homogeneous behavior (e.g. generated with rExamples() by specifying example = "gaussian") the performance of the wavelet and benchmark estimators is roughly similar, and we did not include the results here. It is emphasized that, although the wavelet estimator may not significantly improve upon the estimation error for globally smooth curves, from a computational perspective the wavelet-based estimator remains the preferred option, as it provides a fast heuristic choice of the penalty parameter in contrast to the benchmark procedures.
Conclusion
The primary contribution of this work is the development of intrinsic average-interpolation wavelet transforms and intrinsic wavelet regression for curves in the Riemannian manifold of HPD matrices equipped with the natural invariant Riemannian metric. As discussed in Section 6, the intrinsic AI wavelet transforms are constructed independently of the chosen metric and although the wavelet coefficient decay and nonparametric convergence rates in Section 4 are derived under the Riemannian metric, similar arguments apply for other metrics. For instance, in the Euclidean case, the intrinsic Taylor expansions reduce to the usual Euclidean Taylor expansions, as the parallel transport is the identity map and the covariant derivatives are ordinary matrix derivatives.
Additional material Given the wavelet spectral matrix estimator, we can assess its variability with the function pdConfInt1D() in the R-package pdSpecEst, which uses a parametric bootstrap procedure to construct depth-based confidence regions based on the intrinsic manifold data depths developed in Chau et al. (2017) . The bootstrap procedure, which exploits the data generating process of a stationary time series via its Cramér representation, is equivalent to Dai and Guo (2004) and Fiecas and Ombao (2016) among others. In addition to spectral matrix estimation, the intrinsic wavelet transforms are also useful for fast clustering of spectral matrices based on sparse representations in the intrinsic wavelet domain. Wavelet-based spectral matrix clustering is available through pdSpecClust1D(). In the intrinsic wavelet domain, we combine both: (i)
denoising by thresholding wavelet coefficients, and (ii) clustering of spectral matrices based on the non-zero wavelet coefficients. Such an approach allows for significantly reduced computational effort in comparison to a more naive approach, in which we first estimate the individual spectra and subsequently cluster spectra based on integrated inter-spectra distances in the frequency domain.
Outlook We aim to extend the developed intrinsic wavelet methods for curves of HPD matrices to intrinsic 2D wavelet transforms and 2D wavelet regression for surfaces of HPD matrices, with in mind the application to time-varying spectral matrix estimation for nonstationary multivariate time series. Furthermore, Hermitian or symmetric positive definite matrices are encountered as autocovariance matrices or spectral density matrices in multivariate time series analysis, but also play an important role in the fields of medical imaging, computer vision or radar signal processing (e.g. Pennec et al. (2006)), and it is of interest to apply the intrinsic wavelet methods for the purpose of compression or denoising in other settings than spectral matrix estimation. For instance, applied to diffusion tensor imaging, intrinsic wavelet shrinkage or thresholding shows potential for fast denoising of large collections of non-smoothly varying diffusion tensors. Proof. Denote the distribution of µ n := µ n (X 1 , . . . , X n ) by ν n , we show recursively that:
By (Bhatia, 2009, Theorem 6.1.9) , if X 1 , X 2 , X 3 ∈ M, then:
Substituting X 3 = µ and t = 1/2, (note that µ 2 = γ(X 1 , X 2 , 1/2)), and taking expectations on both sides yields:
Using that X 1 , X 2 iid ∼ ν we obtain,
From the semi-parallelogram law above, (Ho et al., 2013 , Proposition 1) derive:
By the above inequality (and independence of X 1 , X 2 ),
and consequently,
Returning to eq.(8.1),
Repeating the same argument, using independence of γ(X 1 , X 2 , 1/2) and γ(X 3 , X 4 , 1/2),
Continuing this iteration up to µ n , we find the upper bound:
By Markov's inequality, P (δ(µ n , µ) > ) → 0 for each > 0 as n → ∞, since the distribution ν is assumed to have finite second moment.
Proof of Proposition 4.2
Proof. Denote L := (N −1)/2, with L ≥ 0, and fix j ≥ 1 sufficiently large and
away from the boundary, such that the neighboring (j −1)- For notational simplicity, write
for the true and estimated intrinsic cumulative mean curves respectively, where the latter is a polynomial of order N − 1. M (t) is a smooth curve with existing covariant derivatives up to order N and we can Taylor expand its derivative d dt M (t) at t = 2k2 −j as in eq.(4.2) in the main document. Choose t 0 ∈ (2k2 −j , (2k + 1)2 −j ] such that |t − t 0 | ≤ 2 −j and t → t 0 as j → ∞, then,
Similarly, Taylor expanding the derivative 
By construction M (2k2 −j ) = M (2k2 −j ), therefore we can rewrite,
For notational convenience, in the remainder of this proof, we write Λ = λE for some arbitrary (not necessarily fixed) deterministic matrix E ∈ C d×d and constant λ 2 −jN , i.e. Λ = O(2 −jN ).
Let M, M 1 , M 2 ∈ M be deterministic matrices, we verify the following implication:
Proof. Reverting the steps in the claimed implication Log(M + Λ) = Log(M ) + O(λ) in the proof of Proposition 4.3, (note that this is the deterministic version). It can also be checked that the reverse implication Log(M )+Λ = Log(M +O(λ)) holds. Using this relation, starting
, by the definition of the logarithmic map, we write out,
Applying the above implication to eq.(8.3) yields,
The predicted midpoint M j,2k+1 is reconstructed from M ((2k + 1)2 −j ) and M (2k2 −j ) as follows.
By definition of M (t) as the cumulative intrinsic mean curve, we can write M ((2k + 1)2 −j ) as a weighted intrinsic average between M j−1,L = M (2k2 −j ) and M j,2k+1 according to:
Application of the logarithmic map Log M ((2k+1)2 −j ) (·) to both sides and rearranging terms (sub-
Or in terms of M j,2k+1 ,
The predicted midpoint M j,2k+1 is given by replacing the true point M ((2k+1)2 −j ) by the estimated 
Substituting the above result in the whitened wavelet coefficient D j,k = 2 −j/2 Log( M −1/2 j,2k+1 * M j,2k+1 ), by the same identities as used above combined with Log(M + Λ) = Log(M ) + O(λ), (verified in the proof of Proposition 4.3), it follows that for j ≥ 1 sufficiently large,
Proof of Proposition 4.3
Proof. By the proof of Proposition 4.1,
For notational convenience, in the remainder of this proof j,n denotes a general (not necessarily the same) random error matrix that satisfies E j,n
using the definitions of the Riemannian distance function and the logarithmic and exponential maps in Section 2. In particular, by a first-order Taylor expansion of the matrix exponential, (abusing
By eq.(3.4) in the main document, the predicted midpoint M j,2k+1,n is a weighted intrinsic mean of N coarse-scale midpoints (M j−1,k,n ) k with weights summing up to 1. The rate of M j,2k+1,n is therefore upper bounded by the (worst) convergence rate of the individual midpoints (M j−1,k,n ) k , and we can also write M j,2k+1,n = M j,2k+1 + j−1,n .
Below, we verify several implications that are needed to finish the proof. let M ∈ M be a deterministic matrix and λE = O p (λ) a random error matrix, such that E λE F = O(λ).
Claim If λ → 0 sufficiently small, then Log(M + λE) = Log(M ) + O p (λ).
Proof. Rewrite Log(M + λE) = Log(M (Id + λM −1 E)). By the Baker-Campbell-Hausdorff formula (e.g. (Higham, 2008, Theorem 10.4) ), with X = Log(M ) and Y = Log(Id+λM −1 E)),
where [X, Y ] = XY − Y X denotes the commutator of X and Y . In particular,
Here, we expanded Log(Id + λM −1 E) = λM −1 E + O p (λ 2 ) via its Mercator series (e.g. (Higham, 2008, Section 11.3) ), using that the spectral radius ρ(λM −1 E) = λρ(M −1 E) < 1 almost surely for λ → 0 sufficiently small.
Iterating the above argument, it follows that all the nested (higher-order) commutators are of the order O p (λ) as well, and we rewrite:
the claim follows.
Proof. For the first claim, Taylor expanding the matrix exponential,
using the previous claim Log(M + λE) = Log(M ) + O p (λ) for λ → 0 sufficiently small.
For the second claim, rewrite, (for λ sufficiently small),
applying a binomial series expansion of the matrix inverse (Id + λM −1 E)) −1 , using that the spectral radius ρ(λM −1 E) = λρ(M −1 E) < 1 almost surely for λ → 0 sufficiently small.
Combining the two claims, we find in particular also that (M +λE) −1/2 = M −1/2 +O p (λ).
Combining the above results, with some abuse of notation for j,n , we write out for the empirical whitened wavelet coefficient D j,k,n ,
Plugging in the above result, it follows that for j < J sufficiently small,
Proof of Theorem 4.4
Proof. For the first part of the theorem, suppose that J 0 = log 2 (n)/(2N + 1) 1 is sufficiently large such that the rates in Propositions 4.2 and 4.3 hold. Then,
where the last step follows from substituting J 0 = log 2 (n)/(2N + 1) since,
For the second part of the theorem, first approximate:
where M J,k is the true midpoint at scale-location (J, k) and M J,k,n is its linear wavelet thresholded counterpart. If for each k = 0, . . . , n − 1, we can verify that
proof is finished.
At scales j = 1, . . . , J, based on the estimated midpoints ( M j−1,k ,n ) k and the estimated wavelet coefficient D j,k,n , in the inverse wavelet transform, the finer-scale midpoint M j,k,n is estimated through,
where M j,k,n is the predicted midpoint at scale-location (j, k) based on ( M j−1,k ,n ) k .
At scales j = 1, . . . , J 0 − 1, we do not alter the wavelet coefficients. Assuming that j J is sufficiently small, such that the rate in Proposition 4.3 holds, we write D j,k,n = D j,k + η n , with η n a general (not always the same) random errror matrix satisfying E η n F = O(n −1/2 ). Also, by the proof of Proposition 4.3, we can write M j,k,n = M j,k + j,n , where j,n is a general (not always the same) random error matrix satisfying E j,n F = O(2 −(J−j)/2 ).
In particular, at scale j = 1,
Here, we used that (M + λE) 1/2 = M 1/2 + O p (λ) for λ → 0 sufficiently small as in the proof of Proposition 4.3, and a Taylor expansion of the matrix exponential:
The second step follows in the same way as in eq.(8.7). Plugging in J 0 ∼ log 2 (n)/(2N + 1), as previously demonstrated, the above expression reduces to:
For notational convenience, denote by ξ n,N a general (not always the same) random error matrix such that E ξ n,N F = O(n −N/(2N +1) ). For each k = 0, . . . , n − 1, by the previous result:
where in the final step we expanded Log(Id + ξ n,N ) = O p (n −N/(2N +1 ) via its Mercator series (e.g. (Higham, 2008, Section 11.3) ), using that the spectral radius of ξ n,N is smaller than 1 almost surely for n sufficiently large. Plugging the above rates back into eq.(8.8) yields the claimed result.
Proof of Theorem 5.1
Proof. First, we derive the bias b(X, f ) = c(d, B) · f . By linearity of the (ordinary) expectation:
using that g * Log X 1 (X 2 ) = Log g * X 1 (g * X 2 ) for any g ∈ GL(d, C). The transformed random variable (2000)):
with χ 2 2(B−(d−i)) mutually independent chi-squared distributions, with 2(B − (d − i)) degrees of freedom. Using that E[log(χ 2 ν )] = log(2) + ψ(ν/2), it follows that:
Id, thus by eq.(8.11):
For the second part of the theorem, observe that X (1 ≤ ≤ n) is unbiased with respect to f , since: Let M X j,k , Mf j,k , D X j,k and Df j,k be the midpoints and wavelet coefficients at scale-location (j, k) based on the observations (X ) and the estimator (f ) respectively. Analogously, let M
and Df ,A j,k be the midpoints and wavelet coefficients based on the observations (A * X ) and the estimator (A * f ) respectively, where here and throughout this proof A ∈ GL(d, C). Below, we repeatedly make use of the identities A * Exp M (H) = Exp A * M 1 (A * H) and A * Log M 1 (M 2 ) = Log A * M 1 (A * M 2 ) for M 1 , M 2 ∈ M and H ∈ H. In particular, denoting Mid(M 1 , M 2 ) := γ(M 1 , M 2 , 1/2) for the geodesic midpoint, also,
By construction, the finest-scale midpoints satisfy M using that Tr(Log(A * X)) = Tr(Log(X)) + Tr(Log(AA * )) and Tr(Log(X t )) = tTr(Log(X)) for X ∈ M and t ∈ R, which follows from the fact that Tr(Log(X)) = log(det(X)) and the properties of the determinant and ordinary logarithm. Let g(Tr(D X j,k )) ∈ R be a thresholding or shrinkage constant depending on Tr(D X j,k ), such that Df j,k = g(Tr(D X j,k ))D X j,k . Due to the invariance in eq.(8.14) combined with eq.(8.13), it immediately follows that: where we used in particular g * Log X 1 (X 2 ) = Log g * X 1 (g * X 2 ) and g * Exp X 1 (X 2 ) = Exp g * X 1 (g * X 2 ) for any g ∈ GL(d, C), and the fact that C N,2 +N = 1.
The first claim in the Proposition now follows from eq. 
