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In this paper, I will argue that it is possible to use data from large-scale international and national
mathematics assessment programmes, whose attention is on summative achievement, to provide
formative information that informs teachers about the effects of their classroom practice. However,
to have impact on, and be useful for, classroom practitioners, these achievement data need to be
reworked and re-presented in ways that are plausible, provide a basis for inferences about practice,
and be appropriate for the intended audience. This paper examines achievement-focused assess-
ment programmes in terms of their aims and approaches, and develops the argument that formative
assessment possibilities are present, within these programmes, although usually hidden. Examples
are drawn from several sources to support this argument, and demonstrate a variety of approaches
that have been taken in the past. Suggestions for further action are made.
Introduction
In this paper, I take as the focus the possibilities of using data on students’ mathe-
matics achievements, gathered by large-scale assessment programmes, to inform
teachers about the effects of their practice, and that student achievement is the data
for making inferences about this practice. The large-scale programmes included here
are system-wide or international comparative studies that are a common feature of
the educational landscape in many countries. While the examples used here are from
English-speaking countries, the international studies cited, such as the Third Inter-
national Mathematics and Science Study (TIMSS), demonstrate that the
approaches presented here can quite well translate across language and national
borders.
Forster (2001) claims that that these large-scale programmes are ‘designed to
investigate and monitor the "health" of an education system and to improve student
learning by providing information to stakeholders at different levels of the system’
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266 B. Doig
(p. 3). While many of these programmes use multiple-choice as their item response
format, a fact that their critics claim leaves students’ understanding in limbo, Forster
claims that there is evidence of an increased interest in how such large-scale assess-
ment programmes can contribute to reform of the system, and even reform at the
classroom level.
Notwithstanding Forster’s claim, the evidence generally shows that reporting of
the results of large-scale and system-wide assessment programmes is at a macro
level and is mainly summative in nature. In my review of Australian large-scale
assessment practices, reporting on sub-groups, such as boys, or students from non-
English speaking backgrounds, represents the most common ‘micro’ level of
reporting the data collected (Doig, 2001). Further, when reporting at the class-
room level exists, as clearly demonstrated by Masters and Forster (1996a,b), these
reports are often extremely detailed (e.g., responses to every item by every individ-
ual student; see in particular, Forster, 2001, p. 19) so that teachers may well be
overwhelmed and thus treat the information superficially, or indeed, ignore it
altogether.
Linn (1992) has asserted that the stated major purpose of assessment, in the USA
at least, ‘is to provide information that can be used in improving learning and instruc-
tion’ (p. 3) but although: 
several standardized achievement tests are labeled ‘diagnostic’ and purport to provide
quite detailed information about student strengths and weaknesses … the presumed diag-
nostic and prescriptive value of such information rests largely on intuition … [nor] is there
much evidence that teachers find the information … particularly useful for guiding their
instruction. (p. 3)
This is not to deny that teachers’ actions are influenced by current reports from
large-scale assessment programmes. National governments spend large amounts of
money on national and international assessment programmes, and as a conse-
quence, the results of these programmes are taken seriously. These international
programmes provide independent evidence of the ‘health’ of the national educa-
tional system (to paraphrase Forster, 2001), and in many instances have impact on
educational policy and practice that may well affect classroom practices. For exam-
ple, the use of a particular pedagogical practice may be encouraged, or more
support provided for technology in the classroom, as a result of comparing coun-
tries’ results and practices. However, I would argue that there are other possibilities
that may have more impact, at the classroom level, than is currently the case. The
conflicting claims about the positive educational impact of large-scale assessment
programmes, particularly at the classroom level, leads me to suggest that for large-
scale assessment to inform teaching, and therefore improve learning, reports from
large-scale assessment must (a) provide teachers with the basis for inferences about
their practice, and (b) be in formats that are appropriate for the intended audience.
Evidence that such reporting is possible will be examined from recent practice in
several countries. These examples are presented in order of their ‘distance’ from the
classroom, starting with those that are general and non-prescriptive, and closing
with those that are focused on specific teacher actions.
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Large-scale mathematics assessment 267
Two approaches to assessment
In commenting on the distinctions between purpose and form in assessment, Black
(1999) describes the purposes of assessment as either summative or formative. Linn
(1992) asserts that achievement tests ‘are by far the most common type of test admin-
istered to elementary and secondary students’ (p. 1). These tests are summative in
purpose, and are described by Wiliam (2001) in these terms: ‘summative assessments
are best thought of as retrospective .… assessments of what the individual has learned,
knows, understands, or can do’ (p. 178).
On the other hand, formative assessment has a focus on the individual student’s
knowledge of the underlying pre-requisites for further development in a subject, or in
O’Connor’s (1992) phrase, is ‘accounting for errors’ (p. 20) rather than simply count-
ing errors (italics in the original). Wiliam (2001), however, goes further when he
suggests that ‘formative assessments can be thought of as being prospective. They must
contain within themselves a recipe for future action’ (p. 178; original italics).
The difference between summative and formative assessments, however, is not
always clear; as Black and Wiliam (1998) point out: 
The lack of clarity about the formative/summative distinction is more or less evident in
much of the literature. Examples can be found in the flourish of articles and books, notably
in the USA, about performance assessment, authentic assessment, portfolio assessment
and so on … [and] … What is often missing is a clear indication as to whether the innova-
tion is meant to serve the short-term purpose of improvement of learning, or the long-term
purpose of providing a more valid form of summative assessment, or both. (p. 54)
However, for this paper, I shall define summative assessment as that which is
intended to measure achievement, and define formative assessment as assessment
that is designed to inform teaching and learning at the classroom level.
Deriving formative assessment from summative assessment
Mathematics educators, among others, have been provoked to call for summative
assessment to be replaced with alternatives that, they claim, provide information that
is of value for improving teaching and learning. Wiliam (2001), for example, claims that
there is conclusive research evidence to show that formative assessment can improve
learning, a view supported by Black and his colleagues (Black et al., 2002). In a reply
to the question of whether formative assessment is efficacious, they state that ‘the
answer was an unequivocal yes, a conclusion based on a review, by Black and Wiliam
(1998) of evidence in over 250 articles by researchers from several countries’ (p. 1).
However, recognizing the political nature of, and impetus for large-scale assess-
ment programmes, it is unrealistic to think that summative programmes will be
replaced by those of a formative nature. Thus, to move towards improving teaching,
one solution is that suggested by Harlen and James (1997), who argue that ‘there is
a need to recognize in theory and in practice the differences in function and charac-
teristics between formative and summative assessment and to find a way of relating
them together that preserves their different functions’ (p. 366).
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268 B. Doig
In this paper, I explore different approaches to relating, in Harlen and James’ sense,
summative and formative assessment: that is, extracting formative information, for
classroom use, from large-scale summative assessment programmes. These examples
show how it is possible to use students’ summative achievement data, in a meaningful
way, as a basis for feedback to teachers that will have an impact on their classroom
practice. I present the examples in order of their ‘distance’ from the classroom, that
is, their potential for impact on practice—a value judgment with which the reader
may disagree.
The examples given here are from international and national large-scale assessment
programmes, in which either the original data analysis, or later reanalysis, employed
Item Response Theory (IRT) (also known as Item Response Modelling) for analysing
their data. Although this is not universally accepted as the best approach (see, for
example, Goldstein, 1995), it remains the analytic framework of choice for most
current international and national assessment programmes.
The attractive features of the IRT analysis are that: 
(a) it produces an interval scale; and
(b) student ability and item difficulty are both on this one scale.
These two features provide the analyst and the report writer with the opportunity
to suggest to teachers items that are likely to be answered correctly by a student with
a particular score. As can be seen in the examples that follow, this opportunity has
been taken up in a range of ways.
In the background
The background examples deal with formative information that, in my opinion, is in
the background. That is to say, they have some potential, but this is at some distance
from providing a direct impact in the classroom. Since the intention of the instigators
of these large-scale programmes was to provide summative information rather than
formative, it is not surprising that this is the case. However, as I hope to demonstrate,
some formative information can be found.
Background example 1
This example, of using data from a global assessment at the local level, is scale
anchoring. Scale anchoring was used to reanalyse the data from the Third International
Mathematics and Science Study (TIMSS) conducted by the International Association
for the Evaluation of Educational Achievement (IEA) in 1994–1995. At the time it
was the largest international comparative educational study ever conducted, with
some 41 countries involved. The TIMSS surveyed students at three levels: 9-year-
olds, 14-year-olds, and students in their final year of school. It is the first two
populations surveyed that are of interest here.
The TIMSS assessment examined three levels of curriculum: (1) the mathematics
students are expected to learn (the intended curriculum); (2) the mathematics
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Large-scale mathematics assessment 269
actually taught to students (the implemented curriculum); and (3) the mathematics
learnt by students (the achieved curriculum). School systems, teachers, and students,
were surveyed as part of the data gathering process. The findings from the analyses
of this large amount of data, on both achievement and background, have been
reported in a number of reports, both international and national. The majority of
these reports are encyclopaedic in nature (for examples see, Beaton et al., 1996;
Mullis et al., 1997), although national reports endeavour to be more specific (Lokan
et al., 1996, 1997).
As Kelly (1999) states ‘the full potential of TIMSS for answering the question
“What have students learned in mathematics and science?” has not yet been realized’
(p. 3). Kelly describes the application of scale anchoring to the Third International
Mathematics and Science Study (TIMSS) data, and defines scale anchoring as ‘a way
of attaching meaning to a scale by describing what students know and can do at differ-
ent points on the scale … [and] this analysis provides more in-depth information …
than previously reported by TIMSS’ (p. 3). Thus, it was thought, TIMSS would
have an impact at the level of the classroom, and scale anchoring ‘would improve the
utility of the TIMSS achievement results’ (Kelly, 1999, p. 17). While the scale
anchoring technique has been used since the 1980s by the National Assessment of
Educational Progress (NAEP) in the United States (Kelly, 1999; 2002), its application
to a large international study, such as TIMSS, was an innovation in reporting.
The achievement items used by the TIMSS were in multiple-choice response
format (about three-quarters of the items), short-answer format (about one quarter
of the items), and the remainder, requiring written explanations, in extended
response format. The items covered a range of mathematics topics at each of the two
population levels. At Population 1 (9-year-olds) the 113 items covered: whole
numbers; fractions and proportionality; measurement, estimation, and number
sense; data representation, analysis and probability; geometry; and algebra. At Popu-
lation 2 (14-year-olds) the 162 items covered: fractions and number sense; propor-
tionality; measurement; data representation, analysis, and probability; geometry; and
algebra.
Although the students in the study answered a selection of the items rather than the
entire set, a core of items was attempted by all students within a cohort, and common
items spanned the items administered to Populations 1 and 2. In this way student
response datasets were linked and estimates made of achievement across all students
using IRT methods, and reporting scales for student achievement and item difficulty
created (for details of the analysis, see Adams et al., 1997).
Scale anchoring is a technique that describes likely ability for any given score, or
range of scores, on an IRT scale. In order to create a scale anchoring, several points
on a scale are selected, and items that are at that point of the scale are identified and
described. Thus, by an extension of simple IRT item mapping, the (TIMSS) scale has
become what Bock and his colleagues termed ‘content referenced’ (Bock et al., 1982).
In the TIMSS scale anchoring procedure, Kelly (1999) reports that the TIMSS scales
were ‘analysed at four scale points corresponding to the 25th, 50th, 75th, and 90th
international percentiles for fourth and eighth grades’ (p. 52).
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270 B. Doig
Items that students near these four points had a high probability of answering
correctly were provided to mathematics education experts. These experts then
described what understandings and skills students needed to answer these items
correctly. Finally, as students do not necessarily have the exact anchor point scale
score, the range of student scores around an anchor point was established, so that
limits to the scale anchor interval, and thus the items within it, could be established.
It was decided to use a range of plus- and minus-5 scale points as the interval. This
provides a reasonably homogeneous group of students who had correctly answered
the anchor items, while at the same time limiting the selection of anchor items to
those likely to be answered correctly by the students within the anchor interval, but
not likely to be answered correctly by those outside this interval.
For example, at the 75th percentile, an item anchors if ‘at least 65% of students
scoring in the [anchor interval] answer the item correctly, and less than 50% of
students at the 50th percentile answer the item correctly’ (Kelly, 1999, p. 60). An
example of an item anchoring at the 75th percentile is shown in Table 1.
Clearly, a description of this item, and others within the same range, will describe
only the understandings and skills of the particular group of students at the nomi-
nated scale anchor point. An edited version of the description of the understandings
and skills of students at the 75th percentile given by Kelly (1999, p. 98) is in Figure 1.
Figure 1. Scale anchor description at the 75th percentile (Adapted from Kelly, 1999, p. 98)Scale anchoring combines a wealth of data into a form understandable by teachers,
parents, and students. This contrasts with other reanalyses of the TIMSS data with a
focus on school system performance with respect to the international results. One
such, conducted with a focus on the grade eight mathematics results in Missouri and
Oregon, was reported in the same omnibus manner as the original TIMSS reports,
and I would argue, provide little formative information for teacher action (Martin
et al., 1998).
It is clear, however, that the scale anchoring process reveals the development of
student understandings and skills in mathematics if one looks at the differences in
capabilities across percentile scale points. A description of what is possible for some
students, as provided through scale anchoring, does provide some impetus and
suggestions for action. As a developmental curriculum map, it provides information
that is formative in a general way at the classroom level, although there are no specific
directions for improving students’ capabilities.
The scale-anchoring strategy was used, more recently for describing the TIMSS
2003 mathematics achievement scale, in order to ‘provide meaningful descriptions of
what performance on the scale could mean in terms of the mathematics that students
Table 1. Example scale anchor item from Population 2 (after Kelly, 1999, p. 62)
Item Find x if 10x−15 = 5x + 20
Anchor point 25th percentile 50th percentile 75th percentile 90th percentile
Percent correct 15 42 73 84
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Large-scale mathematics assessment 271
know and can do’ (Mullis et al., 2004, p. 55). Although the intentions of the scale
anchoring authors has been achieved (a developmental map derived from TIMSS
data) it is not clear that a teacher audience would perceive its usefulness to their class-
room. As Mullis et al. (2004) warn ‘some students scoring below a benchmark [scale
anchoring percentile point] may indeed know or understand some of the concepts
that characterize a higher level’ (p. 60), which raises questions about the use of such
reports. This is that a fundamental problem inherent in reporting on large-scale
Figure 1. Scale anchor description at the 75th percentile (adapted from Kelly, 1999, p. 98)
D
ow
nl
oa
de
d 
by
 [D
ea
kin
 U
niv
ers
ity
 L
ibr
ary
] a
t 1
9:2
7 1
5 F
eb
ru
ary
 20
12
 
272 B. Doig
programmes, such as TIMSS, is that teachers may not be prepared to accept generic
indications as being of a formative nature. One possible way of getting around this
problem would be the provision of professional development, focused on scale
anchoring and its classroom implications, in order to facilitate the use of the scale
anchoring technique at the classroom level.
Background example 2
The largely European group, the Organization for Economic Cooperation and Devel-
opment (OECD) undertook a large-scale study of a survey on students’ preparedness
for adult life in its member countries, the Programme for International Student Assess-
ment (PISA) study (Organization for Economic Cooperation and Development,
1999). This study, first conducted in 2000, was to have a three-year cycle examining
in turn reading, mathematical, and science literacy. This continuing series of studies
has as its target population students in Year 10, the last year of compulsory schooling
in OECD countries.
The PISA study defined ‘mathematical literacy’ as 
The capacity to identify, to understand, and to engage in mathematics and make well-
founded judgements about the role that mathematics plays, as needed for an individual’s
current and future private life, occupational life, social life with peers and relatives, and
life as a constructive, concerned, and reflective citizen. (Organization for Economic
Cooperation and Development, 2000, p. 10)
An indication of the focus of the PISA survey can be found in the content categories
used in the PISA assessment materials for mathematical literacy. These categories
include: mathematical thinking; mathematical argumentation; mathematical model-
ling; problem-solving and posing; representation; communication; decoding and
interpretation of formal language; solving equations; and knowing about and being
able to use a variety of aids and tools to assist mathematical activity. Despite the very
different foci of the two studies (Organization for Economic Cooperation and Devel-
opment, 1999) the reports of the findings of the PISA study (for examples see, Orga-
nization for Economic Cooperation and Development, 2000; Lokan et al., 2001) look
much like those from the TIMSS study. Like TIMSS, sample items are provided to
give clearer explanations of the instruments used, the intention of the PISA study,
and the possible implications of student responses. Student performances, in all three
domains assessed, are meticulously reported in detail for all facets of the domains and
for all participating countries, and the bar-graph displays and tables of country results
look familiar. PISA, too, has a described scale, similar to the scale anchoring descrip-
tion provided in the TIMSS reports (in the case of PISA, called the mathematics
literacy levels), exemplified by sample items.
In 2003 mathematical literacy was the major focus, with reading and science literacy
the minor foci. The Problem-solving for Tomorrow’s World: First Measures of Cross-curric-
ular Competencies from PISA 2003 report (Organization for Economic Cooperation and
Development, 2004) derived from a part of PISA 2003 that ‘included an assessment
of students’ problem-solving skills, providing for the first time a direct measurement
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Large-scale mathematics assessment 273
of life competencies that apply across different areas of the school curriculum’
(Organization for Economic Cooperation and Development, 2004, p. 3). The prob-
lems selected for this assessment were not related to school curriculum, but were
selected on the basis of their use of problem-solving skills and understandings attained
through schooling in general. The criteria for an item to be selected were: 
● Problem type (decision-making, system analysis and design, trouble-shooting);
● Problem context (personal life, work, leisure, community and society); and
● Problem-solving process (understanding the problem, representing the problem,
solving the problem, reflecting on the solution, and xommunicating the solution).
The analysis of the problem-solving data is presented as a described problem-solv-
ing scale, with four levels of attainment: Level Three (Reflective, communicative
problem-solvers), level Two (Reasoning, decision-making problem-solvers), Level
One (Basic problem-solvers), and Below Level One (Weak, or emergent problem-
solvers) (Organization for Economic Cooperation and Development, 2004, p. 30).
However, while the formative information included in the main PISA reports is as
far in the background as that from TIMSS, there would appear to be the potential for
usable formative information available in the PISA problem-solving report. In this
report, examples of problem-solving items and their solution and marking scheme are
detailed, and, moreover, are linked to the PISA scale score and the levels of the PISA
problem-solving scale. However, while these give the reader insight into the skills and
understandings of students tackling different problem-types, and achieving at differ-
ent levels, how this insight might be used in one’s own classroom is not clear.
In the middle ground
The middle ground examples are closer to providing classroom level formative infor-
mation than those at the background level. Like most current large-scale assessments,
the analyses of data from these examples used Item Response Theory (IRT)
approaches, although the reanalysis of the data in the second example did not. Note
that the latter two examples were conceived as formative and accessible to teachers:
how well these aims were achieved is examined.
Middle ground example 1
The TIMSS was the first large-scale, international study to use free-response items.
Responses to these items were given a two-digit coding. It was intended that this
would be of value to ‘teachers, curriculum developers, and researchers’ (Dossey et al.,
2002, p. 21) as the rubrics attached to particular codes could provide insight into
student working and thinking. Figure 2 shows the codes and their intended meaning
for a two-point item.
Figure 2. TIMSS two-digit coding for a two-point item (Dossey et al., 2002, p. 24)In this reanalysis the performance of students in a selection of countries was exam-
ined. These countries were: Japan, Singapore, Hungary, Netherlands, United States,
Canada, Norway, and Greece from Population 1; Japan, Singapore, Canada, France,
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274 B. Doig
Hungary, Netherlands, Norway United States, Germany, and Greece from Population
2; Canada, Netherlands, France, Norway, Czech Republic, Germany, Hungary, and
United States from population 3 (Literacy); France, Greece, Czech Republic, Sweden,
Canada, Germany, and United States from Population 3 (Advanced mathematics).
The focus of the reanalysis was based mainly upon the percentage of student
responses in each response category. This enabled some insights into the thinking of
students who responded to these items. For example, in an item requiring students
to supply the correct hundreds place digit to make 2739, students in many countries
gave the response coded 70, which meant that they responded ‘7’ not ‘700’; this was
taken to indicate a difficulty in differentiating between face and place value. Thus,
Figure 2. TIMSS two-digit coding for a two-point item (Dossey et al., 2002, p. 24)
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Large-scale mathematics assessment 275
rather than a simple ‘correct’ or ‘incorrect’ situation, details of the type of error were
recorded. Other examples provide similar information for a range of student popula-
tions.
As (Dossey et al., 2002) point out, patterns of response, whether correct or incor-
rect, provide information that is of value to curriculum developers and to teachers.
While I believe that the use of two-digit codes is a way forward in providing formative
information within the large-scale assessment environment, the format for presenting
the information gleaned from this reanalysis is based firmly in text, and I believe, is
not as accessible as other possible formats, particularly for teachers. However, as
(Wagemaker, 2002) suggests ‘the release of the TIMSS results had a considerable
impact in most countries’ (p. 8), at least at the curriculum development and policy
level.
Middle ground example 2
At the beginning of the 1990s, only one Australian state, New South Wales,
conducted large-scale, whole cohort assessment at the primary school level (Doig,
1990; Masters et al., 1990). This large-scale assessment programme of Year 3 and
Year 6 students, the Basic Skills Testing Program (BSTP), sought to ‘provide parents
and teachers with systematically collected information on aspects of students’ literacy
and numeracy skills’ (Masters et al., 1990, p. 2), as well as information to the New
South Wales Department of Education.
Reports to teachers contained, inter alia, details of unexpected results, such as ‘easy
questions answered incorrectly … to assist in the general diagnosis of individuals’
special strengths and weaknesses’ (Masters et al., 1990, p. 3). However, despite these
formative intentions, no systematic information about the development of students’
mathematical understandings, or misunderstandings, was indicated (for details see
Masters et al., 1990; Doig & Masters, 1992).
In an attempt to provide formative information at the classroom level, a reanalysis
of the BSTP data from a half-million students was undertaken. This reanalysis took
the form of an analysis of each assessment question in terms of the percentage of
students selecting particular response options. This procedure was followed for all
students and sub-groups of students (for example, girls, or non-English speaking
background students). Armed with this information, selected mathematics education
experts examined the implications, for classroom practice, of these rates and patterns
of response. The resulting monograph, Learning from Children (Doig & Lokan, 1997)
contained an examination of many aspects of the BSTP data, amongst which were
students’ selections of incorrect answers (see, for example, Leeson, et al. 1997) and
the differences in response rates of boys and girls (see, for example, Barnes, 1997). In
order to emphasize further the classroom relevance of the expert analysis, each chap-
ter concluded with a teacher’s observations on the classroom implications of that
chapter. The commentary by McPhail (1997) on the Space chapter (Owens, 1997)
indicates what she saw as the classroom implications for teachers, and what they
might make of the analysis of large-scale data: 
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276 B. Doig
Owens has provided an excellent study of the range and depth of skills used by children
when manipulating and interpreting spatial representations. Teachers who wish to
improve their teaching and learning programs by adopting and making use of the sugges-
tions and ideas presented [could adopt] assessment practices which encourage children to
take a greater interest in their learning, and a teacher and child awareness of how mathe-
matical understanding and knowledge can empower children in everyday life. (p. 149)
Although the reanalysis provided a deeper understanding of children’s responses to
individual items, it did not provide an overall picture of students’ developing under-
standing in a way that paralleled the picture of overall achievement provided by the
summative analysis of correct responses. Unlike the summative reports, which were
in a graphical format and available soon after the assessment date, the text-based,
item-wise format of Learning from Children (Doig & Lokan, 1997) was distanced, if
only in time, from the classroom, and this lessened its impact on teachers’ practice.
A strength for teachers, however, of a detailed reporting of children’s responses in
this programme was that the cohort of children assessed all responded to the same
questions; that is, there is a direct link from the analysis to the children in ‘my’ class-
room. Moreover, the items used came from the curriculum content that is used in
‘my’ classroom. So, unlike the TIMSS reporting, which is, understandably, more
generic, here there is a stronger nexus between the assessment, the feedback, and
teachers’ classrooms.
Middle ground example 3
This example is taken from part of a continuing body of research conducted by the
Australian Council for Educational Research (ACER), although similar work is
conducted by other researchers. The focus of this research is on the creation of devel-
opmental continua that describe typical learning progress in specific domains. These
developmental continua, based on Item Response Theory (IRT) analyses, use data
from large-scale assessment programmes.
The developmental continua reported here are not simply described continua, as
there is a clear intention to explicate development or progress, not merely to describe
it. Student performance on developmental continua is, as is articulated by Masters
and Forster (1996b), a key part of Developmental Assessment, which is an attempt
to integrate summative and formative assessment in the manner suggested by Wiliam
(2001). Masters and Forster state clearly that ‘it [developmental assessment] is the
process of monitoring a student’s progress through an area of learning so that deci-
sions can be made about the best ways to facilitate further learning’ (Masters &
Forster, 1996b, p. 1). Furthermore, developmental assessment is based on a ‘progress
map (or continuum) where a progress map describes the nature of development—or
progress or growth—in an area of learning and so provides a frame of reference for
monitoring individual development’ (Masters & Forster, 1996b, p. 1). The results of
this research into developmental continua are encapsulated in two of the publications
of the Assessment Resource Kit (ARK) series: Progress Maps (Masters & Forster, 1996a)
and Developmental Assessment (Masters & Forster, 1996b). Embedded in this
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Large-scale mathematics assessment 277
approach is that descriptions of developing understandings and skills, by their nature,
also provide a basis for formative interpretation of students’ performances.
A student’s position on a continuum indicates their current abilities, and is located
by reference to their assessment score (the scale at the left-hand side of Figure 3).
Locations on this ‘map’ are described by the ‘developing skills, knowledge and under-
standing’ (Masters & Forster, 1996b, p. 3) needed by the learner to be at each
location. A student’s progress can be ascertained by their progress made along the
continuum, similar to the way in which a traveller’s progress is shown on a road map.
It is this focus on continual progress that distinguishes this approach from that of
scale anchoring, described earlier. Although the difference appears small, it is critical
in terms of the interpretative framework presented.
Figure 3. The number continuum—DART mathematics (Reproduced with permission from Recht et al., 1998, p. 3)This continuum, or map, provides formative information because the IRT analysis
underlying the construction of the continuum, provides a probabilistic relationship
between the relative positions of the student scores and item descriptions. Figure 3,
taken from the DART Mathematics: Upper Primary (Recht et al., 1998), illustrates
such a map. The interpretation of this map is straightforward: for example, a student
with a score of 16 is likely to be able to use a calculator to solve a word problem, is
more likely to be able to solve a simple subtraction problem, but is unlikely to
correctly multiply decimal fractions and round down as required.
The DART report in Figure 3 is a combination of IRT scaling, item descriptions,
and a graphical expression of the interrelationship of these, and is a good example of
how large-scale summative data may provide formative information. The relationship
between total score, and likelihood of success on each item, can be interpreted readily
in terms of a student’s strengths and weaknesses. It is this aspect of the DART report
that places it squarely in the middle ground of providing formative information that
may guide classroom practitioners. Despite these strengths, the guidance provided by
DART-like reports remains content-focused, and is still a step away from addressing
classroom practice itself, which I believe needs to be addressed for large-scale forma-
tive reporting to be truly local.
A strong point, however, of these last two middle ground examples is that their
reports draw from assessments where the range of curriculum content has been
presented to all students, unlike the TIMSS example, where students faced only a
small subset of the overall assessment content. This is a technically engendered
constraint that lessens the potential for classroom impact, and is inherent in the scale
of large international programmes due to the broad curriculum content and the need
to satisfy a greater range of political and cultural needs.
In the foreground
The next two examples, of possible uses of summative data for formative purposes,
come from the work of researchers at the University of Manchester in the United
Kingdom. Large-scale national testing occurs annually in England and Wales, and
the assessment programmes of England and Wales have provided the summative data
for researchers in the Centre for Mathematics Education since 1997. Students sit one
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278 B. Doig
test paper from a collection of linked papers, whose focus is the content of the
National Curriculum. The mathematics assessment covers aspects of number, geom-
etry, measurement, data handling, and algebra. The assessments are designed and
distributed by a central agency, and contain short-answer questions to which students
write or draw an answer. There are two forms to the assessment: one in which a calcu-
lator is not to be used, and another in which a calculator may be used. The completed
Figure 3. The number continuum—DART mathematics (reproduced with permission from 
Recht et al., 1998, p. 3)
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Large-scale mathematics assessment 279
papers are scored by centrally-trained markers and the summative results and
students’ test papers returned to schools. However, the decision to interpret these
results in a formative manner remains with schools and teachers. The two examples
that follow describe attempts to assist teachers in their interpretation and use of the
national assessment data.
Foreground example 1
In 1997, the Manchester researchers undertook an exploration of errors made by
students on the 1997 English and Welsh national tests in mathematics for Key Stages
2 and 3 (7- and 14-year-olds). The focus was upon analysing the errors made in
responding to test items with the intention of informing teachers’ practice (Ryan
et al., 1998; Williams & Ryan, 2000). This error analysis was based upon the notion
that ‘Children’s errors and misconceptions are the starting point for effective diagnos-
tically designed teaching’ (Ryan et al., 1998).
The analysis of both the 7-year-olds’ and 14-year-olds’ data was essentially the
same. A sample of students’ scripts was examined, and a coding scheme produced for
all errors that occurred more than once. This coding scheme was used to re-mark all
scripts, although errors that occurred infrequently (less than 3% of scripts) were
disregarded. An Item Response Theory (IRT) Rasch analysis of students’ summative
results produced estimates of student ability and item difficulty on the same scale in
the usual way, using the Quest analysis software (Adams & Khoo, 1993). These abil-
ity estimates were used to compute the mean ability of all students who made each
particular error. Finally, a map of student ability estimates and mean error scores was
constructed on the original summative Rasch scale, indicating the behaviours to be
expected of students of a given ability.
This map links a student’s summative score and the errors likely to have been made
in obtaining that score (see, Doig et al., 1997). A formative map produced by this
approach provides details of student achievement in a curriculum context, and typical
errors made by students at this level of achievement. The example presented in Figure
4 shows one such map for the English data on 14-year-olds. For simplicity, achieve-
ment levels related to the English National Curriculum have been omitted from this
adapted version.
Figure 4. Formative map of student achievement and typical errors (Adapted from Williams & Ryan, 2000, p. 60)As Williams and Ryan (2000) argue, ‘this type of test review could play a significant
role in supporting and educating teachers, and in helping to lay the foundations for
better practice’ (p. 59). In relation to a broader perspective, Williams and Ryan
suggest that the errors illustrated in the report ‘provide a concrete reference point for
teachers to engage with research findings and conceptual frameworks in the literature
that would otherwise remain obscure and arcane’ (p. 67). Further, they argue that
‘[their] analysis and interpretation may mediate between the research community and
the teaching profession’ (p. 68).
Although it was expected that teachers could use this information to inform their
subsequent planning of learning activities for the students who had been assessed, or
use these maps in planning learning experiences that would avoid other students
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280 B. Doig
making the same errors, there could be problems if the interpretative framework of
the maps was misunderstood. In workshops with groups of teachers, Williams and
Ryan discovered that the reception of the report by teachers was muted, not because
of the report format, but because teachers ‘were somewhat defensive about errors
Figure 4. Formative map of student achievement and typical errors (adapted from Williams & Ry-
an, 2000, p. 60)
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Large-scale mathematics assessment 281
children made [and] A common response … was to criticize [the item]’ (p. 66). This
viewpoint is taken up in Foreground Example 2 below.
While the Manchester group’s formative maps have a superficial resemblance to
the TIMSS scale anchoring and developmental continua described previously, I
believe that the addition of typical student errors adds a formative dimension not
present in either of these other approaches. This addition brings formative informa-
tion closer to addressing teachers’ needs, while retaining its links to the summative
results provided by the original large-scale assessment, and has brought the global
closer to the local.
Foreground example 2
Further research by the Manchester group, of using summative information for
formative use, was based on the 2000 Key Stage 2 and 3 Mathematics tests for Wales.
As a strategy for improving teaching at the classroom level, Ryan and Williams
conducted an error analysis of the Welsh national assessment results in a manner
similar to that of 1997, and then selected items with which students had had signifi-
cant difficulty (Ryan & Williams, 2000). Groups of four children, who had made a
number of different responses to the Welsh national assessment items, were engaged
in a discussion about their understandings that underpinned their item responses.
The report of this research is set out over two facing pages for each item explored.
Each left-hand page details the item and its mathematical focus. Each error, for that
item, is explained and linked to a quote from one, or more, of the four students inter-
viewed. Possible teaching insights, designed to encourage teachers to reflect upon
what some students do or think about the question, are supported by suggestions for
alternative ways of teaching the type of question under discussion.
The right-hand page is a classroom discussion prompt. Using student quotes and
cartoon drawings, students are shown some of the ideas revealed by the interviewed
students, to read, discuss, and reflect upon. Teachers encourage their students to
explain the (erroneous) thinking of the cartoon students, which allows them to
distance themselves from any suggestion that they, too, might think that way. Figures
5 and 6 show a typical pair of left- and right-hand pages respectively.
Figure 5. Left-hand page: Question—Add 0.75 to 3.5 (Reproduced with permission from Ryan & Williams, 2000, p. 30)6 Right-hand page: discussion prompt sheet (Reproduced with permission from Ryan & Williams, 2000, p. 31)Reports of the type of the first foreground example, while clearly intended to have
impact at the classroom level, suffer from two problems. First, the time lag between
the release of national assessment results and the arrival of the report. A solution to
this time lag problem may lie in the test development stage: it is possible to use the
test development data to construct the map, and supply to schools both the error map
and the results at the same time.
The second problem lies in the form of the report. A diagnostic map would seem
appropriate for teachers, as it is a familiar visual analogy. However, teachers may
assume, incorrectly, that everyone at a particular scale-point has actually made that
error, and therefore requires the same teacher actions. The solution in this case would
be to provide some professional development or training for teachers in how these
maps are interpreted.
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282 B. Doig
It is this professional development aspect that has been taken up by Ryan and Will-
iams (2000) in their work with the report on the Welsh national data. In this report
there is an unequivocal emphasis on classroom use. The opening sections of the
report provide details of significant errors made by students and an explication of the
Figure 5. Left-hand page: Question—Add 0.75 to 3.5 (reproduced with permission from Ryan & 
Williams, 2000, p. 30)
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Large-scale mathematics assessment 283
Figure 6. Right-hand page: discussion prompt sheet (reproduced with permission from Ryan & 
Williams, 2000, p. 31)
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284 B. Doig
erroneous thinking exhibited by their responses. There is also an attempt to influence
teaching practice by describing how discussion can be used as a starting point for both
exploring students’ thinking and ‘correcting’ misunderstandings. This aspect is rein-
forced further by labelling the right-hand page a ‘discussion prompt, and presenting
it in a ready-to-use format.
Although schools involved in the creation of the report (schools whose students
were interviewed) were supplied with copies of the report, and other schools informed
of its availability, the impact that this form of local use of global assessment can have
is dependent upon the pedagogical context within which individual teachers work.
Affordances and constraints
As with other strategies in education, each of the formative strategies described here
present both affordances and constraints. In this paper, the examples show that the
constraints upon a strategy derive from the initial intention of the assessment
programme; that is, that any summative assessment programme has inherent prob-
lems in being used for formative feedback. Nevertheless, opportunities do exist,
although at different levels of affordance.
The structuring of this paper, in terms of ‘distance’ from the classroom is meant to
underscore the fact that inferences about the appropriateness of any feedback to ‘my’
classroom is constrained by the strength of the relationship between the assessment
programme and the local curriculum, students, and teachers.
A further constraining factor for large-scale programmes is that they employ
sampling to gather their data. In some instances, such as the statewide assessment
programme in New South Wales, it is the curriculum only that is sampled. This
reduces the appropriateness of generic formative feedback for many classroom teach-
ers, whose classroom may work at a different pace, or have a different content
sequence, to that assumed by the programme designers.
On the other hand, programmes such as TIMSS, where each student attempts only a
subset of the items, has a double constraint: in effect both students and curriculum are
sampled. This reduces the plausibility of any feedback in the eyes of many, although the
scale anchoring example and the reanalysis of the two-digit response codes provides strong
evidence that the assessment results of real students can be presented meaningfully.
The Welsh assessment example afforded an opportunity for close attention to the
needs of the classroom teacher: formative possibilities were constructed from items
that were attempted by children in each classroom, and this strategy, I would argue,
shows the greatest possible link, between assessment and appropriate feedback, of all
the examples described in this paper. In fact, this strategy provides teachers with a
model, or framework, for the self-examination of errors within their own classroom.
Conclusion
All of the examples in the foregoing discussion are plausible attempts at using large-
scale, summative assessment data for feedback at the local, classroom use. Whether
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Large-scale mathematics assessment 285
or not these attempts have succeeded is another matter: all have been successful up
to a point. In some instances, the impact has been a matter of timing, in others it has
been a matter of interpretation of the framework provided. However, efforts to
provide teachers with a basis for inferences about their practice should be applauded,
and lessons can be learned from all the examples described. The most obvious lesson
deals with the form of the formative reporting of the assessment results, as it is clear
that the focus of the reporting is critical. For example, the TIMSS scale anchoring,
and the developmental assessment examples, show that focusing on what students
can do, does not, necessarily, translate into what teachers could do to improve student
achievement. As I have described, the distance between the feedback provided, and
classroom use, is such that it is unlikely that these forms of formative information will
have a significant impact on teachers’ practice.
On the other hand, the examples given as foreground examples do not guarantee
impact either. Arguably, these are directly related to classroom practice, and yet there
has been little observable impact. The lesson may well be that teachers have been
‘schooled’ into believing that there is little information of value in large-scale assess-
ment for them and their students.
Clearly, an effective strategy would be to assist teachers to integrate formative
assessment when planning their curriculum. This, I believe, will not happen until
education systems deliver the following three affordances: 
(1) Provision of professional development for teachers about the role of formative
assessment in effective learning;
(2) Provision of professional development opportunities for teachers to think about,
explore, and practise making formative assessment an integral part of their prac-
tice; and
(3) Provision of examples for teachers of how to integrate feedback, including that
from current summative programmes, into their classroom practice.
It would seem, therefore, that there remains much to be done within large-scale
assessment programmes for providing formative feedback that will affect classroom
practice, although it may ever be a case of our reach being beyond our grasp.
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