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The goal of this thesis is the development of a fast and robust algorithm that
is able to detect patterns in flow fields independent from their orientation and
adequately visualize the results for a human user.
Figure 1 Visualization of the occurrences of two counter oriented vortices in a 2D
simulation of the von-Kármán vortex street with moment invariants and line integral
convolution.
This thesis is an interdisciplinary work in the field of vector field visualization
and the field of pattern recognition.
A vector field can be best imagined as an area or a volume containing a lot
of arrows. The direction of the arrow describes the direction of a flow or force
at the point where it starts and the length its velocity or strength. This builds
a bridge to vector field visualization, because drawing these arrows is one of
the fundamental techniques to illustrate a vector field. The main challenge of
vector field visualization is to decide which of them should be drawn. If you
do not draw enough arrows, you may miss the feature you are interested in. If
you draw too many arrows, your image will be black all over.
We assume that the user is interested in a certain feature of the vector field:
a certain pattern. To prevent clutter and occlusion of the interesting parts, we
first look for this pattern and then apply a visualization that emphasizes its
occurrences. In general, the user wants to find all instances of the interesting
pattern, no matter if they are smaller or bigger, weaker or stronger or oriented
in some other direction than his reference input pattern. But looking for all
these transformed versions would take far too long. That is why, we look for an
algorithm that detects the occurrences of the pattern independent from these
transformations.
Figure 2 Visualization of the occurrences of two counter oriented vortices in a 3D
simulation of the von-Kármán vortex street with moment invariants, volume render-
ing, and illuminated streamlines.
In this thesis, we pursue two approaches to tackle this goal: the Clifford
algebras and the moment invariants.
The Clifford algebras are a generalization of the complex numbers to hy-
percomplex numbers. They come along with the geometric product. The
geometric product of two vectors is a rotor, that means, a representation of a
rotation that contains information about their relative alignment. We try to
exploit this property in the first part of this thesis. We were able to apply it to
the detection of rotational distortions in the color space of color images, but
not to the detection of misalignments in 3D flow fields, because they behave
differently.
In the second part of this thesis, we work with moment invariants. Mo-
ments are the projections of a function to a function space basis. In order
to compare the functions, it is sufficient to compare their moments. Nor-
malization is the act of transforming a function into a predefined standard
position. Moment invariants are characteristic numbers like fingerprints that
are constructed from moments and do not change under certain transforma-
tions. They can be produced by normalization, because if all the functions
are in one standard position, their prior position has no influence on their
normalized moments.
Moments Moment InvariantsNormalization
With this technique, we were able to solve the pattern detection task for 2D
and 3D flow fields by mathematically proving the invariance of the moments
with respect to translation, rotation, and scaling. In practical applications, this
invariance is disturbed by the discretization. We applied our method to several
analytic and real world data sets and showed that it works on discrete fields
in a robust way. Examples of the corresponding visualizations are depicted in
Figures 1 and 2.
Zusammenfassung
Das Ziel dieser Dissertation ist die Entwicklung eines schnellen und robusten
Algorithmus, der in der Lage ist Muster in Strömungsfeldern unabhängig von
ihrer Lage zu erkennen und angemessen für Anwender zu visualisieren.
Figure 3 Visualisierung gegenläufig orientierter Wirbel in einer 2D Simulation der
von-Kármán Wirbelstraße durch invariante Momente und Line Integral Convolution.
Diese Dissertation ist eine interdisziplinäre Arbeit in den Feldern der Vek-
torfeldvisualisierung und der Mustererkennung.
Man kann sich ein Vektorfeld am besten als eine Fläche oder ein Volumen mit
vielen Pfeilen darin vorstellen. Die Richtung der Pfeile beschreibt die Richtung
und seine Länge die Stärke einer Strömung oder einer Kraft an seinem Aus-
gangspunkt. Dies schlägt auch schon die Brücke zur Vektorfeldvisualisierung,
denn das Zeichnen dieser Pfeile stellt eine der grundlegenden Techniken inner-
halb dieses Feldes dar. Die Hauptherausforderung dabei ist zu entscheiden,
wie viele Pfeile gezeichnet werden sollen. Zeichnet man zu wenige, wird man
möglicherweise die interessanten Bereiche übersehen. Zeichnet man zu viele,
wird das Bild einfarbig schwarz.
Wir nehmen an, dass der Anwender an einer bestimmten Art von Muster in-
teressiert ist. Um zu verhindern, dass deren Vorkommen im Bild verdeckt wer-
den, suchen wir sie zuerst und wenden anschließend eine Visualisierungsmeth-
ode an, die diese wichtigen Bereiche betont. Im allgemeinen sucht der Anwen-
der nach jedem Auftreten des für ihn interessanten Musters unabhängig davon,
ob deren Lage, Größe oder Orientierung zufällig mit der seines Referenzmusters
übereinstimmt. Da die Suche nach jeder möglichen Version jedoch viel zu lang
dauern würde, ist es unsere Aufgabe einen Algorithmus zu entwickeln, der ein
Muster unabhängig von diesen Ähnlichkeitstransformationen findet.
Figure 4 Visualisierung gegenläufig orientierter Wirbel in einer 3D Simulation der
von-Kármán Wirbelstraße mittels invarianter Momente und Volumengraphik.
In dieser Arbeit verfolgen wir zwei Ansätze um die genannte Aufgabe zu
bewältigen: Cliffordalgebren und Momenteninvarianten.
Die Cliffordalgebren stellen eine Verallgemeinerung der Komplexen Zahlen
zu hyperkomplexen Zahlen dar. Das geometrische Produkt zweier Vektoren in
einer Cliffordalgebra ist die Repräsentation einer Rotation, die Informationen
über die relative Lage der Vektoren zueinander enthält. Im ersten Teil dieser
Dissertation versuchen wir diese Eigenschaft zu nutzen. Wir haben sie erfol-
greich zur Erkennung von Rotationsunterschieden im Farbraum von Bildern
anwenden können, aber, da sich Rotationen unterschiedlich auf sie auswirken,
nicht die Orientierungsunterschiede von Strömungsfeldern.
Im zweiten Teil dieser Arbeit widmen wir uns den invarianten Momenten.
Momente sind die Projektion einer Funktion auf eine Basis. Statt zweier Funk-
tionen ist es ausreichend ihre Momente zu vergleichen. Normalisierung nennt
sich der Vorgang bei dem die Funktion, oder vielmehr ihre Momente, in eine
vordefinierte Referenzposition transformiert wird. Momenteninvariante sind
charakteristische Kenngrößen einer Funktion, die aus Momenten erzeugt wer-
den. Sie verändern sich nicht unter bestimmten Transformationen und können
durch Normalisierung erzeugt werden, denn, wenn alle Funktionen entlang
einer Standardposition ausgerichtet werden, hat ihre ursprüngliche Position
keinen Einfluss mehr.
Momente MomenteninvarianteNormalisierung
Mit Hilfe dieser Methode waren wir in der Lage sowohl das 2D als auch
das 3D Mustererkennungsproblem zu lösen. Wir haben mathematisch die Un-
abhängigkeit der Invarianten von Rotation, Skalierung und Verschiebung be-
wiesen. In praktischen Anwendungen kann es sein, dass diese Invarianz durch
Diskretisierungsfehler gestört wird. Daher haben wir unseren Algorithmus auf
verschiedene praxisrelevante Simulationen angewendet und gezeigt, dass er auf
diskreten Feldern zuverlässig arbeitet. Beispiele der zugehörigen Visualisierun-
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In this thesis, we have pursued two approaches in order to achieve orientation
invariant flow pattern detection. On one hand, we tried to solve the tasks
using Geometric Fourier transforms and geometric cross correlation in Clifford
algebras and, on the other hand, using moment invariants. Since the two tech-
niques differ very much from each other, this thesis consists of two main parts.
Each of them is self consistent and can be read independently. We recommend
for the application oriented reader to concentrate on the second part of the
thesis, which treats the moment invariants and contains more experiments and
practical results.
1.1 Goals
It is a difficult task for engineers to efficiently design objects that closely in-
teract with flows, such as cars, planes, turbines, ships, trains, and so on. The
effects of the fluid dynamics on the behavior of the object is huge, but the
gas or liquid is usually invisible.
Flow visualization is the scientific way of making flow patterns visible. In
the past, this kind of problem was tackled in practical experiments, in which
tiny, visible particles were added into the flow, like ink or smoke. With the help
of computer models, such experiments can today be done computationally, for
example, with hedgehogs, streamlines, or line integral convolution.
One problem that comes along especially with three-dimensional flow visual-
ization is the clutter. One flow pattern always occludes a bunch of others and
the engineer will probably miss the structure that was especially interesting
for his application. A solution to this problem is feature based analysis.
This method allows the engineer to choose a pattern that he is interested in,
for example, saddle points or vortices. This pattern is searched for, and only




A straight forward approach in pattern detection is cross correlation.
The correlation of a pattern and a field is a scalar field, whose high values
indicate a high similarity. The down side of this method is that it returns only
the similarity to the given pattern in its exact orientation. Usually, an engineer
needs to find a pattern no matter in which direction it is aligned in the field.
The detection of the pattern should be independent from his current point
of view. The brute force solution to this problem is to search the field with
all rotated versions of the pattern. But, since the flow fields are usually stored
in large discrete data sets, the algorithms are required to work fast, which
makes 360 or more runs of the pattern recognition algorithm undesirable. The
orientation is not the only property that is unimportant for the engineer. He
will usually want to find the pattern independent from its size and position,
too.
And this leads us to the goal of this thesis: Detect flow patterns inde-
pendently from their orientation, position, and size!
In order to achieve this goal, we used two approaches: the Clifford algebras
and the moment invariants. In this sections, we explain our reasons for these
choices.
1.2 Motivation for Using the Clifford Algebras
The following facts established our motivation to study the Clifford algebra:
• 2D vectors can be encoded as complex numbers.
• Rotations can be written as simple products in the complex plane.
• Clifford algebras are the generalization of the complex numbers.
• Vectors of arbitrary dimension are part of the corresponding Clifford
algebra.
• Rotations can be written as simple sandwich products in the Clifford
algebras.
In detail, rotations take a very simple form in the complex plane. If we have a






(rei ) = rei ei↵, (1.1)












= arg(ei↵) = ↵. (1.2)
This situation corresponds to the 2D outer rotation, as described in Section
2.1. It would be desirable to have a similar tool for the detection of the
2
1.3. Motivation for Using the Moment Invariants
outer rotational misalignment of 3D vector fields and the total rotations, too.
The Clifford Algebra is a generalization of the complex numbers to higher
dimensions. Three-dimensional vectors can, for example, be mapped into the
space of the quaternions, which also provides a product to describe rotations.
Therefore, it seems very motivating to study the Clifford algebras.
In this chapter, we will concentrate on two principle approaches:
• Geometric cross correlation.
• Clifford Fourier transforms.
The reasons are as follows. In signal processing, cross correlation is a basic
technique to determine the similarity or dissimilarity of two signals. The idea
of using correlation for the registration of shifted signals is that at the very
position where the signals match, the correlation function will take its max-
imum [RK82]. In the Clifford algebra, the geometric cross correlation is
not a scalar. In addition to the translational misalignment, it also contains
information about the rotational misalignment in the maximal peak, just like
in (1.2).
An acceleration of the cross correlation is the phase correlation [KH75,
DCM87]. Here, the property of the Fourier transform to convert shifts in the
position space into products with exponentials in the frequency space (shift
theorem) is used to detect the shift from this factor. This method works
quickly with a fast Fourier transform algorithm. In the 2D case, instead of
a translational misalignment, a rotational misalignment is detected from the
maximal peak of the cross correlation if the function is transformed into log-
polar coordinates [WC79, WZ00, WRB09]. A corresponding phase correlation
can be done using the Fourier Mellin transform [PM98], which combines the
transformation into logpolar coordinates and a Fourier transform. A Clifford
Fourier transform that converts a 3D rotation into a factor, like the Fourier
Mellin transform does in the 2D case, would be desirable.
1.3 Motivation for Using the Moment Invariants
Moment invariants have been widely used to analyze scalar fields. They are
robust, easy to use, and flexibly adaptable to many kinds of transformations.
Moments are powerful function descriptors. They were originally defined























Let us look at an illustrative example. If we want to compare two vectors,
it is sufficient to compare their components. The components of a vector are
its projections onto a basis. The same idea applies to functions. Once we have
a basis, it is sufficient to compare the moments of the functions in order to
compare the functions themselves.
As we have seen in Section 1.1, useful descriptors should respect some in-
variances. In general, invariants are characteristic numbers like “fingerprints”
that do not change under certain transformations. Depending on the specific
application, interesting transformations can be changes in position, size, ori-
entation, convolution, affine transforms, blur, perspective, contrast, or color.
Invariants that are constructed from moments are called moment invariants.
It is sufficient to work with moment invariants, because of the fundamental
theorem of moment invariants- It guarantees that any algebraic invariant can
also be constructed from moment invariants [Hu62, Rei91].
To fulfill the demand for invariances, two basically different approaches have
been proposed in the theory of moments. These are:
• Construction of a basis of moment invariants.
• Normalization of the moments.
According to Flusser et al. [FZS09], these approaches may have different ori-
gins, but are analytically equivalent with respect to their results. The first
approach defines an explicit calculation rule for an independent and complete
basis. Applying this rule, an infinite set of moment invariants can be gen-
erated. The calculation rules are usually inspired by results of the field of
algebraic invariants and are not very intuitive.
The second approach, which is called normalization, is much easier to
imagine. In order to achieve an invariant description of the patterns, a stan-
dard position is defined. The easiest way is to set certain moments to prede-
fined values. These chosen moments will take the same values for any pattern.
All the remaining moments can be used as independent discriminators. When-
ever two patterns shall be compared, there is no need to test all orientations,
but only the moments of the patterns in standard position. The method is
illustratively outlined in Example 6 for 2D and in Figure 2.8 for 3D scalar
functions.
In practice, the normalization process is not done by explicitly moving the
pattern. To describe and compare different patterns, it is sufficient to nor-
malize the moments. Thus, no resampling and interpolation of the function is
necessary. Normalization has many advantages compared to the independent
basis approach:
• It has a clear motivation and reasonable geometric interpretation.
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• No work needs to be put into the analysis and proof of the independence
and the completeness, because these properties are directly inherited
from the function space basis.
• Its generalization to higher dimensions and other kinds of functions and
spaces is straightforward.
It should be noted that normalization cannot be used to create invariants with
respect to a transform that has no reasonable standard representation, such as
blur. Since our objective is invariance with respect to translation, rotation, and
scaling, this is no issue for our application. Another disadvantage is a certain
instability in the special situation when a function is at the very threshold
such that a rotation to the left and a rotation to the right are equally suitable
to achieve the standard position. Due to the prevalence of the advantages of
the normalization approach for flow pattern recognition, we decided to follow
this approach.
Since both, the moments and the normalization, have a geometric meaning
that does also exist in the framework of vector fields, we were highly motivated
to transfer the principle ideas. We just have to decide on a suitable function
space basis for vector fields, reasonable transformations with respect to which
we need invariance, and calculate the interaction of the two.
In this thesis, we make a very classical choice when it comes to the basis.
We use the monomial basis, which was first used to define moments and is still
most commonly used. In the two-dimensional case, that will be the complex
monomials in z and z, and in the three-dimensional case, that will be the
real monomials in x, y, and z. The monomial basis is very simple to calculate
with. It has a straight forward geometric interpretation, which is illustrated
in Example 5. Further, the polynomial space is dense in the space of the
continuous functions, which makes its reduction onto a compact volume ⌦
dense in the space of the square integrable functions L
2
(⌦). In praxis, only
compact areas are relevant.
At the very end of the section on two-dimensional moment invariants, we
make a brief excursus and take a closer look at the orthonormal pseudo-Zernike
basis. This part can be seen as additional information and be skipped on first
reading.
In a nutshell, the method works as follows:
• Moments are the projections of a function to a function space basis.
• Normalization is the procedure of transforming a function, or rather
its moments, into a predefined standard position.
• Moment invariants are characteristic numbers constructed from mo-
ments that do not change under certain transformations. They can be
produced by normalization, because if all the functions are in one stan-
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dard position, their prior position has no influence on their normalized
moments.
1.4 Publications
The work presented in this thesis has been previously published in peer-
reviewed international conferences, journals, and books
2011
Roxana Bujack, Gerik Scheuermann, and Eckhard Hitzer. A
General Geometric Fourier Transform. In Quaternion and
Clifford Fourier Transforms and Wavelets, Trends in Math-
ematics 27, pages 155–176. Springer Basel, 2013
2012
Roxana Bujack, Gerik Scheuermann, and Eckhard Hitzer.
Detection of Outer Rotations on 3D-Vector Fields with It-
erative Geometric Correlation. 5th conference on Applied
Geometric Algebras in Computer Science and Engineering,
2012
Roxana Bujack, Gerik Scheuermann, and Eckhard Hitzer.
Detection of Total Rotations on linear 2D-Vector Fields with
Iterative Geometric Correlation. AIP Conference Proceed-
ings, 1493:190–199, 2012
2013
Roxana Bujack, Gerik Scheuermann, and Eckhard Hitzer. A
General Geometric Fourier Transform Convolution Theorem.
Advances in Applied Clifford Algebras, 23(1):15–38, 2013
Roxana Bujack, Hendrik De Bie, Nele De Schepper, and
Gerik Scheuermann. Convolution Products for Hypercom-
plex Fourier Transforms. Journal of Mathematical Imaging
and Vision, pages 1–19, 2013
Eckhard Hitzer, Roxana Bujack, and Gerik Scheuermann.
Vector field computations in Clifford’s geometric alge-
bra. Third SICE Symposium on Computational Intelligence,
2013, Osaka University, 2013
Roxana Bujack, Gerik Scheuermann, and Eckhard Hitzer.
Detection of Outer Rotations on 3D-Vector Fields with Iter-
ative Geometric Correlation and its Efficiency. accepted for
publication in Advances in Applied Clifford Algebras, 2013
Roxana Bujack, Gerik Scheuermann, and Eckhard Hitzer.
Demystification of the geometric Fourier transforms. AIP




Roxana Bujack, Ingrid Hotz, Gerik Scheuermann, and Eck-
hard Hitzer. Moment Invariants for 2D Flow Fields via Nor-
malization. In IEEE Pacific Visualization Symposium, Paci-
ficVis 2014 in Yokohama, Japan, 2014. Awarded best paper
Roxana Bujack, Mario Hlawitschka, Gerik Scheuermann, and
Eckhard Hitzer. Customized TRS Invariants for 2D Vector
Fields via Moment Normalization. Pattern Recognition Let-
ters, 46:59, 2014
or has been submitted and is currently being reviewed or in press
2014
Roxana Bujack, Jens Kasten, Ingrid Hotz, Gerik Scheuer-
mann, and Eckhard Hitzer. Moment Invariants for 3D Flow
Fields. In Poster at IEEE VIS 2014 in Paris, France, 2014.
This poster was awarded with an honorable mention
Roxana Bujack, Ingrid Hotz, Gerik Scheuermann, and Eck-
hard Hitzer. Moment Invariants for 2D Flow Fields via Nor-
malization in Detail. Visualization and Computer Graphics,






In this chapter, we give some background information that is helpful to under-
stand this thesis.
2.1 Similarity Transformations on Vector Fields
Throughout the thesis, we will work with active transformations expressed






with inverse A 1. Under an active




a real valued function f like
f 0(x) =f(A 1x), (2.2)




An active transformation by A corresponds to a passive transformation by







Mathematically, a vector field is a function assigning a vector to each point
of a domain. There are very general definitions of mappings from a manifold
to a tangential space, but in this thesis, we use mappings between Euclidean
spaces Rn ! Rm. In physics, vector fields are used to describe the direction
and the velocity of moving gases or fluids, the gradient of scalar fields, or the
strength and direction of forces like in a magnetic, an electric, or a gravitational
field. In image processing, vector fields can be used to encode color images by
9
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identifying the red, green, and blue values each with one of the components
of a 3D vector. Graphically speaking, a vector field is an area or a volume
containing a lot of arrows. The direction of the arrow describes the direction
of the flow, the force, or the hue of the color at the point where it starts and
the length its strength or its saturation.
In order to decide on the transformations with respect to which we want to
achieve invariance, we first review how translation, rotation, and scaling affect
vector fields. Invariance with respect to general affine transformations is also
desirable in some applications, but out of the scope of this thesis. It will be
an interesting issue of our future work.
Vector fields can have very different properties under affine transformations.
The specific behavior depends on the interpretation of the field. When working











Figure 2.1 Effect of the rotation operator R↵ applied to an example vector field in
different ways.
In contrast to scalar fields, the term rotational misalignment is ambiguous
for vector fields. A simple example, rotated by ⇡
2
, can be found visualized in
Figure 2.1. Let R
↵
be an operator, that describes a mathematically positive
rotation by the angle ↵. Two vector fields v,v0 : Rn ! Rn differ by an inner
rotation if they suffice
v
0
(x) = v(R ↵(x)). (2.5)
It can be interpreted in the following way. The starting position of every vector
is rotated by ↵. Then, the old vector is reattached at the new position, but
it still points into the old direction. The inner rotation is suitable to describe
the rotation of a 2D color image1 or a complex-valued function over a plane.
1A proper color space is three-dimensional. Still, two-dimensional color spaces appear
in some applications, for example, in the visualization of complex functions or in two-
dimensional color maps.
10
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The color, or the complex value respectively, is represented as a vector and
does not change when the underlying plane is turned.






Independent from its position x, the vector v0(x) is the rotated copy of the
vector v(x). This kind of rotation appears, for example, in color images,
when the color vector space is turned, but the picture is not moved, compare
[MSE03]. Another example for an outer rotation is a phase shift in a complex-
valued function describing the alternating current over a plane. In the theory
of differential geometry, this kind of rotation is referred to as a rotation in the
tangential space of a manifold. The property of the argument space to be a
vector field is not necessary to define an outer rotation. It can as well be a
sub-manifold of a vector field. So, please note that all results that are found for
outer rotations also hold for this generalization. It can, for example, describe
the color space misalignment of a colored sphere like a globe, which can be of
interest for the geo-scientific domain of satellite images covering the earth.
If the vector field is an isomorphic mapping v : Rn ! Rn, a third type is of






Here, the positions and the vectors are stiffly connected during the rotation.
If domain and codomain are of equal dimension, it can be interpreted as a
coordinate transform, as looking at the multivector field from another point
of view. A total rotation is the most intuitive of the misalignments, it occurs










Figure 2.2 Effect of the scaling by s 2 R applied to an example vector field in
different ways.
A similar behavior occurs if we consider the scaling of vector fields v : Rn !
Rn by the value s 2 R. The visualization for the scaling of the example from
11
2. Foundations
Figure 2.1 by the value s = 0.75 can be found in Figure 2.2. We can distinguish
three cases. Inner scaling
v
0
(x) = v(s 1x) (2.8)
corresponds to the change in size of a color image, whereas the colors remain
unchanged. On the other hand, outer scaling
v
0
(x) = sv(x) (2.9)
is in accordance to the contrast of a color image. If we have isomorphic vector
fields, analogous to the total rotation, the total scaling
v
0
(x) = sv(s 1x) (2.10)







tion: v(x) + t
(d) Total transla-
tion: v(x  t) + t
Figure 2.3 Effect of the translation by t 2 Rn applied to an example vector field in
different ways.
Analogous to the transforms above, one can also think of different kinds of
translation. The inner translation
v
0
(x) = v(x  t) (2.11)
corresponds to moving the vector field to a new position, no matter whether the
field is interpreted as a color image or as a flow field. The outer translation
v
0
(x) = v(x) + t (2.12)
can be interpreted as a shift in the color space of a color image or the appear-
ance of a background flow in a flow field. The total translation
v
0
(x) = v(x  t) + t (2.13)
12
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looks like a pure movement of the positions that is compensated such that the
ends of the vectors do not leave the position they point to. We can currently
not think of a useful interpretation of this transform that occurs in the real
world.
2.2 Clifford Algebra
In this section, we summarize the foundations that are useful to better under-
stand the first part of this thesis. They are mainly based on the two books
[HS84] and [Hes86], which we recommend for more information.
2.2.1 Notations
An overview of the notations used in this chapter are comprehended in Table
2.1.
2.2.2 Geometric Algebra
Definition 1. An algebra is an algebraic structure consisting of a vector field
and a bilinear operation.
Definition 2. The geometric algebra C`
p,q
, p + q = n over Rn ⇠ Rp,q is










 n} of dimension 2n, where the basis element corresponding to k = 0






, which is defined
by the following properties:
1. Bilinearity.
2. Associativity.
3. 1 is the neutral element.


















Notation 1. We refer to elements a 2 R ⇢ C`
p,q
as scalars, to elements
a 2 Rn ⇢ C`
p,q
as vectors, to elements A 2 (Rn)k ⇢ C`
p,q
, k = 2, ..., n  1, as
k-vectors, and to elements A 2 (Rn)n ⇢ C`
p,q
as pseudoscalars. Arbitrary
elements of the algebra C`
p,q
are generally called multivectors.










a, b, ... scalars
a, b, ... vectors
A,B, ... multivectors
a(), b(), ... functions with real value
a(), b(), ... vector valued functions
A(),B(), ... multivector-valued functions
i imaginary unit






standard basis vectors of Rn
AB Geometric product
A ·B inner product
A ^B outer product
A reversion of a multivector
|A| magnitude of a multivector Rn
C`
p,q
Geometric algebra over Rp,q


















































Table 2.2 Effect of the geometric product on the standard basis of C`2,0.
Example 1. The geometric multiplication of two arbitrary multivectors A,B 2
C`
2,0
































































































































































































































































































































































































































































































































































! (Rn)k ⇢ C`
p,q

























which we call k-blade.






















































of an r-vector A 2 (Rn)r ⇢ C`
p,q






hABi|r s| if r 6= 0 and s 6= 0,
0 else,
(2.19)











if r + s  n,
0 else.
(2.20)
The inner and outer product for general multivectors are defined by working


































































































1 0 0 0 0
e
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Table 2.4 Effect of the inner













































Table 2.5 Effect of the outer product on
the standard basis of C`2,0.
The inner product a · b of two vectors can be interpreted as the magnitude of
the perpendicular projection of a on b scaled by their lengths. That means





Analogously, the outer product a ^ b of two vectors has a geometric interpre-
tation. It refers to the plane segment that is swept out by moving b along a.
Outer multiplication of more vectors leads to volumes and hypervolumes in
the same way. The area of the resulting parallelogram is











. That means, for all a, b 2 R2 ⇢ C`
2,0
, we get









Definition 5. The reversion A 2 C`
p,q












for k = 0, ..., n.
Remark 1. The name reversion stems from the idea that for any product of
k vectors g1, ..., gk 2 Rn, it takes 1
2
k(k   1) transitions to completely reverse
their order. Since the geometric product is anti-commutative, each transition
contributes the factor  1. So, we get the sign ( 1)
1
2k(k 1) in definition 5 out
of the relation
g
1...gk = gk...g1. (2.27)
Simply put, A is formed by ordering each of its blades reversely.
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! R of two multivectors
A,B 2 C`
p,q
is the positive definite, symmetric bilinear form defined by
A ⇤B := hABi
0
. (2.30)
Definition 7. As usual, the scalar product implies a norm |.| : C`
p,q
! R.





is called the magnitude.
Example 4. Let A 2 C`
2,0


























































































































































































By combining the inner and outer product to the geometric product, we try
to make a division possible. Inner like outer product on their owns can not be














for given values c, d 2 R and a fixed vector a. But the linearly independent
combination of both constraints, as seen in (2.22), leads to a unique solution
and therefore permits the introduction of an inverse operation. The inversion
can not be guaranteed for all kinds of multivectors, but amongst others for all
blades.
Lemma 1. Every k-blade 0 6= A 2 C`
p,q
has an inverse element A 1 2 C`
p,q












A = 1. (2.37)




with j 2 Nk
+
, j  d, 0 6= a
j
2 R be an arbitrary k-blade.





















The other assertion can be proofed analogously.
The influence of the Riemann integral on a multivector valued function can

















Definition 8. The exponential function of a multivector A 2 C`
p,q
is de-










Lemma 2. For two multivectors AB = BA that commute amongst each
other, we have
eA+B =eAeB. (2.41)
Proof. Analogous to the exponent rule of real matrices.
Notation 3. For each geometric algebra C`
p,q
, we will write I p,q = {i 2
C`
p,q
, i2 2 R } to denote the real multiples of all geometric square roots of
minus one , compare [HA11] and [HHA13]. We chose the symbol I to be
reminiscent of the imaginary numbers.
For an overview on the calculus of the Clifford algebras, we suggest [HS84,
Hit02].
2.2.3 Rotations in Clifford Algebras
One of the most important properties of the Clifford algebras for us is the
simple representations of isometries of vectors [HS84]. A vector x 2 Rp,q ⇢
C`
p,q




Any isometry is the composition of reflections. So, it can be expressed as the













The rotations are the isometries with an even number of vectors satisfying
UU = 1.
The most important situations for us are the two- and the three-dimensional
cases. Here, a rotation is produced from two reflections. The product of two
vectors of the sandwich product can be comprehended to the combination of
a scalar and a bivector called rotor
uv =u · v + u ^ v
=|u||v|
 
























The rotation described above is performed in the plane spanned by u and v
by the angle \(u,v) enclosed by by u and v.
In the two-dimensional case, there is only one possible plane of rotation. It




. The corresponding bivector e
12
anti-commutes with
every vector. So, the sandwich product can be simplified to the exponential
appearing on one side only.








2 e12 , (2.46)
and in three dimensions, a rotation in the plane P spanned by the bivector P








2 P . (2.47)
2.2.4 Fourier transforms in Clifford Algebras






Its kernel function K(x,u) = e 2⇡iu·x : Rm ⇥ Rm ! C can be interpreted in
different ways. On one side, it can be seen as the solution of the eigenvalue







on the other side, as the exponential of the imaginary unit i and the scalar
product of the arguments. A third way of interpreting the kernel is as a
complex rotation with its angle varying with the arguments.
Depending on the interpretation, different approaches for a generalization
to the Clifford Fourier transforms (CFT) exist. The first idea is to replace
the system of partial differential equations (2.49) by a system with values in
a Clifford algebra. Then, the resulting Clifford algebra valued eigenfunctions
form the new kernel. Alternatively, the imaginary unit i is a square root
of minus one, of which the Clifford algebras have many. They form whole
submanifolds [HHA13]. This leads to the second idea. A Clifford Fourier
transform can be constructed by replacing the imaginary unit with a geometric
square root of minus one. The third idea is to generalize the complex rotations
to the rotations in a Clifford algebra, compare 2.2.3.
In recent literature, these three different approaches to hypercomplex Fourier




• A: Eigenfunction approach
• B: Generalized roots of -1 approach
• C: Characters of spin group approach
Approach A is studied in many papers of the Ghent group. There is one simple
example that belongs to this approach, the two-dimensional cylindrical Fourier











He replaced the imaginary unit with the pseudoscalar in C`
3,0
. The third
approach is mainly followed in [BBSJ10, BB13]. An example is the Fourier














For more information on different definitions of the Fourier transform, we
recommend [BdSS10]. More examples of Clifford Fourier transforms can be
found in Example 8.
In this thesis, we analyze the generalized square roots of -1 approach, be-
cause, even though the concept of approach C differs very much from approach
B, the resulting transforms can be expressed as special cases of approach B.
2.3 Moment Invariants
Helpful background information on moment invariants, which is useful for the
second part of this thesis, is comprehended in this section. For more detailed
information, we recommend the book [FZS09].
2.3.1 Complex Moments
In this subsection, we summarize the most important basics for classical com-
plex moment invariants used for scalar functions. We will extend this approach
to vector fields in Section 5.2.1.
The moments of a scalar field are its projections with respect to a function
space basis. We deal with functions defined over R2 ' C and use complex
moments [Tea80, AMP84, LR10], which are the projections to the standard
22
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Figure 2.4 This color bar represents the velocity of a the flow fields. We will use
this exact color map in all images with line integral convolution (LIC) [CL93]. Blue
means low, yellow medium, and orange high velocity.
complex monomials zpzq. The first complex monomials interpreted as 2D
vector fields are shown in Figure 2.5. Complex moments are easy to use,
interpret, and implement and sufficiently powerful for our issues. They were
originally introduced to deal with real valued functions, but the generalization
to complex-valued functions is straight forward.
Definition 9. For the pair p, q 2 Z with order n = p + q and the complex




















rp+qei (p q)f(r, )r d  dr. (2.54)
The complex moments of low orders have a very intuitive geometric meaning.







can be interpreted as the mass of the function. The moments of order one










Example 5. To illustrate the geometric meaning of the moments, we use the




1, if 0 < Re(z) < 1 and 0 < Im(z) < Re(z),
0, else.
(2.57)

















































z3 z2z zz2 z3
Figure 2.5 The first complex monomials with coefficient 1 2 C interpreted as 2D
vector fields visualized with line integral convolution (LIC) [CL93] and the color map
from Figure 2.4 representing the velocity.
The surface area or mass of the triangle is given by the zeroth order moment
c
0,0






2.3.2 Moment Invariants for 2D Scalar Fields
Normalization of scalar moments with respect to translation, rotation, and






iz3 iz2z izz2 iz3
Figure 2.6 The first complex monomials with coefficient i 2 C interpreted as 2D
vector fields visualized with line integral convolution (LIC) [CL93] and the color map
from Figure 2.4 representing the velocity.
ple gives an impression of the method for 2D real valued functions.
Example 6. To illustrate the geometric interpretation of normalization, we
use the function of Example 5 and define a standard position with respect to
translation, scaling, and rotation:
• Translation: a self-evident standard with respect to translation would be
the claim for the center of mass to coincide with the origin of coordinates.





(a) The original triangle from (2.57). (b) Normalization with respect to trans-lation.
(c) Normalization with respect to transla-
tion and scaling.
(d) Normalization with respect to trans-
lation, scaling, and rotation.
Figure 2.7 Normalization of the triangle from equation (2.57).
• Scaling: a reasonable suggestion is to demand the mass of the pattern to
have unit magnitude, that means, c
0,0
= 1.
• Rotation: in order to standardize the orientation of a pattern, we can
choose a moment and align it with the positive real axis. Usually the
moment c
2,0
2 R+ is chosen.
The shape of the triangle after every step can be followed in Figure 2.7. The

























Please note that other choices for a standard position would lead to equally valid
normalizations. This one coincides with aligning the principal axes of the prin-
cipal component analysis (PCA) [Sie04, Koc00] to the axes of the Cartesian.
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2.3.3 3D Scalar Moments
This subsection contains the comprehension of well known facts about the
normalization of real valued three-dimensional functions. We repeat them
here to give a nice entry to the normalization process. Later, we will deduct
the normalization of 3D vector fields in a very parallel manner.
The moments m
p,q,r
2 R are the projections of the function to the monomial
basis xpyqzr : R3 ! R.
Definition 10. For a three-dimensional function f : R3 ! R with compact
support and p, q, r 2 N, the moment m
p,q,r














On a compact set ⌦ ⇢ R3, the moments can be interpreted as the projections
of the scalar field f(x) onto the basis functions, which are calculated using the
L
2











Example 7. The monomial basis comes along with a nice geometric interpre-







is simply the mass of an object f . Further, the first order moments form a














Dirilten and Newman suggest the use of moment tensors for the construction
of moment invariants with respect to orthogonal transforms in [DN77].
Definition 11. Any form F
i1...inj1...jm that behaves under an active transfor-




















is called a tensor of covariant rank m, contravariant rank n, and weight w.
They construct the moment tensors by arranging the moments of each order
in a way such that they obey the tensor transformation property (2.63).
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Definition 12. For a scalar function f : R3 ! R with compact support, the
moment tensor M














-th component of x 2 R3, i
j
2 {1, 2, 3}.
This arrangement of the moments of the same order into arrays simplifies the
calculation of their behavior under linear transformations, which will be very
helpful for the normalization. Cyganski and Orr [CO85] use moment tensors
to determine the orientation of objects. They show that the moment tensor is
a contravariant tensor. Now, we will refine this statement.
Theorem 1. The moment tensor of order n is a contravariant tensor of rank
n and weight 1.
Proof. Let f 0(x) = f(A 1x), with A 2 R3⇥3 be an actively linearly trans-






















we transform the integration variable
y = A 1x,x = Ay, | det @x
@y





















































2.3.4 Moment Invariants for 3D Scalar Fields
As before, we use normalization to construct moment invariants from mo-
ments. Normalization is the process of putting a function into a predefined
standard position. For real valued functions, we visualize the normalization
with respect to translation, rotation, and scaling (TRS) in Figure 2.8. The
transformation of the object itself is only done for the demonstration of the
principle. In practice, the standard position is achieved just from operations
on the moments. That way, no resampling and interpolation of the function
is necessary. Once we have determined the parameters that convert a specific
function into its standard position, we use Theorem 1 to calculate the normal-































Figure 2.8 Demonstration of TRS normalization for the example of the 3D charac-
teristic function of a prism.
The generalization of the normalization technique with respect to translation
and scaling from 2D to 3D is straight forward. But the structure of rotations is
completely different in the two spaces. In 2D, rotations form an Abelian group,
whereas in 3D they are no longer commutative. That makes their analysis far
more complicated. Therefore, the main part of this subsection is dedicated to
the derivation of normalization with respect to rotation.
Translation. A reasonable choice for a standard position with respect to
translation is the claim for the center of mass to coincide with the origin of
coordinates, which is the second step in Figure 2.8. As shown in Example 7,








Scaling. Normalization with respect to scaling can be achieved by demand-
ing the non-vanishing function to have a unit mass. This process is the first
step in Figure 2.8. It is equivalent to the claim for the moment of order zero
to be one, M
0
= 1, compare Example 7.
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Rotation. A standard position with respect to rotation can be found using
the principal component analysis (PCA). The principal axes of a function are
the directions in which it has maximum variance. They are aligned to the co-
ordinate axes, as can be seen in the final step of Figure 2.8. Even though, there
are shorter ways in the scalar case, we will show how this normalization can be
expressed using the moment tensor, because this view on the process allows a
straight forward generalization to vector fields and we can reuse the results in
Section 5.3. For an introduction to matrix decompositions, we suggest [HJ90].
The second order moment tensor from Definition 12 can be written as an































In principle, this is a standard matrix multiplication
⌃
0
= | detA|A⌃AT . (2.70)
We have to be careful with this statement. A matrix S 2 R3⇥3 is a tensor
of covariant rank one, contravariant rank one and weight zero. Under basis
transformations, it behaves like S0 = ASA 1. The tensor ⌃ is not a matrix.
In order to use standard matrix algebra, we define S as the matrix with the
same entries as ⌃, that means, s
i1i2 = Mi1i2 .
Since S is real valued and symmetric, the spectral theorem guarantees that it






and eigenvectors are real
valued. Further, its eigenvectors form an orthonormal basis or alternatively







) = QSQ 1 = QSQT . (2.71)




= Q⌃QT . (2.72)
That means, for orthogonal basis transformations, the behavior of the tensor
⌃ and the matrix S coincide. So, it seems reasonable to use the Jordan normal
form (JNF) J of S if we look for a standard position ⌃0 for ⌃.
It is well known from linear algebra that the transformation matrix Q, which




1. All eigenvalues are different: We demand the eigenvalues to be of de-







negatives are normalized eigenvectors, too. We have 23 = 8 possibilities
to choose the sign. That leaves us with 8 matrices Q
i
, i = 1, ..., 8, all
leading to the same Jordan normal form. A further reduction to one
unambiguous matrix Q is not possible using the second order moments
only. Half of them satisfy detQ = 1 and are rotations. Half of them
satisfy detQ =  1 and are reflections.
2. All eigenvalues are equal: Algebraically speaking, every vector in R3
is an eigenvector of ⌃. That means, Q is an arbitrary orthogonal matrix.
Geometrically speaking, the second order part of the moment expansion
is rotationally invariant. That means, we can not find a special direction.
3. One eigenvalue is different, two are equal: There is one distinguish-
able direction and a 2D subspace orthogonal to it. Within this space any
vector is an eigenvector of ⌃. There is one plane in which the second
order part of the function expansion is rotationally invariant.
Case one guarantees that a normalization with respect to the second order
moments is possible. The others do not. For the latter, this method will fail.
There is one exception. If the pattern itself is rotationally invariant, just like
its second order part, any arbitrary choice of eigenvectors for Q will result in
a normalized position. But in general, this is not the case. If that happens,
we would have to normalize with respect to higher order moments or use an
alternative approach. In praxis, since a normalization of higher order moments
has not been found yet, the pattern is often considered rotationally invariant
in that case.
This alignment along the eigenbasis of the second order moment tensor is
equivalent to the alignment along the principal axes of the PCA. It results














Invariant Similarity Measure. For a three-dimensional non-vanishing func-




x) + t : R3 ! R




















2 R3⇥3, i = 1, ..., 8 each be one of the eight transformation
matrices Q satisfying (2.71). Then, each function f 0
i





















































i1...im ,m = 0, ..., n, i = 1, ..., 8} is TRS invariant.
Considering moments up to order n, the similarity independent from trans-
lation, rotation, and scaling of a scalar pattern and a field can therefore be



















Our motivation for this choice was:
• The Euclidean distance matches the human impression of distance very
well.
• The distance in the feature space represents the difference of the pattern
and the field. Therefore, its reciprocal represents their similarity.





normalized positions of the pattern. That makes choosing the minimum
over all of them reasonable.
Please note that there is a one on one correspondence of the 8 standard
positions of the pattern and the field. That is why comparison of all 8 positions




3.1 Vector Field Visualization
The work in this thesis belongs to the field of vector field visualization, which
is part of the scientific visualization. Visualization is the art of transporting
facts and relations through the eye into the mind of a person [HJ05]. Vector
field visualization in particular deals with vector fields, and tries to make them
visible [Dat05]. Vector field often describe flows or forces but can also be color
images, derivatives, or the comprehension of scalar fields. Visualization of
vector fields can be based on the given vector field itself but also on derived
scalar, vector, or tensor fields [SJWS08].
There are a lot of approaches to efficiently visualize vector fields. We want
to refer the reader to the following papers for an overview on dense-, texture-,
and feature-based flow visualization [LHD+04, EGL+06, NW13], integration-
based geometric flow visualization [MLP+09], and illustrative flow visualiza-
tion [BCP+12].
Vector field topology has first been introduced for 2D vector fields to the
visualization community by Helman and Hesselink [HH91]. Since then, a lot
of work has been focusing on aspects like simplification, tracking [Tri02], and
robust extraction [RLH11, SZ12]. 3D topology yields very complex results and
is numerically challenging. Papers dealing with this topic are, for example,
[TGK+04, WTS+05].
Another aspect that has been thoroughly studied in [KGJ09, HGH+10,
FBTW10, GRT14] is integration-based methods yielding stream-, streak-, and
time-surfaces. Here, major issues are scalar features, which also play an im-
portant role for 3D fields. They can be defined as isocontours, isosurfaces, or
as the extremal structure of a derived scalar field [SWC+08]. Examples are
vortex like features using identifiers as vorticity [SPP04, SWTH07],  
2
[JH95],
or the acceleration magnitude [KRHH11].




Feature detection is a method in image processing that locates possible ap-
pearances of a feature in an image. A good review is provided in the book by
Telea [Tel08]. The feature itself can have various shapes. It is an interesting
part of a field, with the meaning of the word interesting depending on the ap-
plicant. A feature can be given by an analytic description of its properties or
an example pattern. In this thesis, we concentrate on the detection of patterns
[Ami92, Bis06].
While in scalar fields, interesting features are often edges, corners, or closed
regions [Low04, TM08, Lin98], in vector fields, they are mainly vortices and
topological structures. The state of the art report by Post et al. [PPF+11]
gives a nice comprehension.
In vector field topology interesting features are sources, sinks, and saddle
points and separatrices connecting them [HoAP97, LHZP07, HHT07, PPF+11].
The detection of vortices is problematic because there is no universal defini-
tion of a vortex. A good overview on vortex description and detection is given
by Roth [Rot00]. Further, the work of Kenwright and Haimes [KH98] and
Schafhitzel et al. [SVG+08] are worth mentioning.
Other popular features are shockwaves, as described by Wu et al. [WXWH13],
separation and attachment lines, which can be found in Kenwright et al.
[KHL99], structures in optical flow, as analyzed by Weickert et al. [WBBP05],
or for time-dependent fields Lagrangian coherent structures, as identified by
the finite-time Lyapunov exponent (FTLE). The finite-time Lyapunov expo-
nent was introduced by Haller [Hal01, Hal02]. The method was used for the
detection and visualization of coherent structures by Garth et al. [GGTH07],
Fuchs et al. [FSP12], and Kasten [Kas12].
Many of the feature detection algorithms are highly specialized on their
respective feature. That makes them very efficient when looking for specific
well-known structures. But they might be too specific when looking for more
general patterns. In this thesis, we derive algorithms that can very generally
find any kind of pattern.
3.3 Clifford Fourier Transforms
The Fourier transform by Jean Baptiste Joseph Fourier is an indispensable tool
for many fields of mathematics, physics, computer science and engineering.
Especially the analysis and solution of differential equations or signal and
image processing can not be imagined without it any more. Its kernel consists
of the complex exponential function. With the imaginary unit i as part of the
argument, it is periodic and therefore suitable for the analysis of oscillating
systems.
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William Kingdon Clifford created the geometric algebras in 1878, [Cli78].
They usually contain continuous sub-manifolds of geometric square roots of
minus one [HA11, HHA13]. Each multivector has a natural geometric inter-
pretation. Therefore, the generalization of the Fourier transform to multivec-
tor valued functions in the geometric algebras is very reasonable. It helps to
interpret the transform, apply it in a target oriented way to the specific under-
lying problem, and allows a new point of view on physics and fluid mechanics
[HS84, Hes86, HRS99, Sch99, HLR01, Per09].
Inspired by different kinds of applications, many different definitions of
Fourier transforms in geometric algebras were developed. A good overview
can be found in the Book by Hitzer and Sangwine [HS13a]. An excursus into
the historic evolution of the Clifford Fourier transforms was written by Brackx
et al. in [BHS13].
The first Clifford Fourier transform was established by Sommen in [Som82a,
Som82b] and re-established by Bülow [B9̈9]. Sommen introduced a product of
exponentials as kernel functions of the transform, each containing one of the
basis vectors of C`
0,n
paired with the product of the respective components of
the argument in ascending order.
One of the most popular and most profoundly analyzed transforms is the
quaternionic Fourier transform. It has first been used by Ernst et al. [RRE87]
in the field of nuclear magnetic resonance with two exponentials to the right of
the function. Because of the lack of commutativity in the field of the quater-
nions, other versions of the quaternionic FT are possible. Ell [Ell93] introduced
a formulation in which the function is sandwiched by the two exponentials. It
has already found many applications in color image analysis and the theory of
partial differential equations.
Another early definition of a Clifford Fourier transforms was formulated by
Jancewicz [Jan90] for the analysis of electromagnetic fields. He used a trans-
form that is very similar to the classical definition by replacing the imaginary
unit with the pseudoscalar of C`
3,0
. This definition was later expanded by
Ebling and Scheuermann [ES03, ES04, Ebl06] to C`
3,0
and Hitzer and Mawardi
[HM08] to C`
n,0
with n = 2 (mod 4) and n = 3 (mod 4) for the acceleration
of the geometric cross correlation on vector fields.
Other examples are the spacetime Fourier transform by Hitzer [Hit07], the
Clifford Fourier transform for color images by the La Rochelle group [BBSJ10,
MSJM11, BB13], the Cylindrical Fourier transform by Brackx et al. [BSS10b],
the transforms by Felsberg [Fel02] or Ell and Sangwine [ES00, ES07]. Lately
especially Hitzer et al. intensively worked with Clifford Fourier and wavelet
transforms [Hit07, HM08, Hit09, Hit10, Hit12, HS13b]. All these transforms
have different interesting properties and deserve to be studied independently




In this thesis, we concentrate on this matter and summarize all of them in
one general definition.
Recently there have been very successful approaches by De Bie, Brackx, De
Schepper, and Sommen to construct Clifford Fourier transforms from oper-
ator exponentials and differential equations [BdSS05, BDSS06, BS09, BX10,
BSS10a, BdSS10]. In contrast to the previously mentioned transforms, these
belong to the eigenfunction approach from Section 2.2.4. The definition pre-
sented in this thesis is tailored to match the generalized roots of -1 approach
and does not cover all of the these transforms. This is partly because their
closed integral form is not always known or of a very different and complicated
form.
3.4 Geometric Cross Correlation
In signal processing, correlation, or cross correlation, is a basic technique to
determine the similarity or dissimilarity of two signals. It is widely used for
image registration, pattern matching, and feature extraction [Bro92, ZF03].
The correlation function of two shifted signals will take its maximum where
the signals match, compare [RK82]. Intuitively explained, at the point of a
match, the integral is built over squared and therefore purely positive values.
That leads to a maximal peak. Correlation is very robust and can be calculated
fast using the fast Fourier transform.
For a long time the generalization of this method to multidimensional signals
has only been an amount of single channel processes. The elements of Clifford
algebras C`
p,q
, compare [Cli78, HS84], have a natural geometric interpretation,
so the analysis of multivariate signals expressed as multivector valued functions
is a very reasonable approach.
Scheuermann [Sch99] used Clifford algebras for vector field analysis. To-
gether with Ebling [ES03, Ebl06] they developed a pattern matching algo-
rithm based on geometric convolution and correlation and accelerated it by
means of a Clifford Fourier transform and its convolution theorem. Heiberg et
al. [HEWK03] have also used a convolution operator for vector field data.
At about the same time, Sangwine et al. [SEM01] introduced a general-
ized hypercomplex correlation for quaternions. Together with Ell and Moxey
[MES02, MSE03], they used it to geometrically represent color images inter-
preted as vector fields. They discovered that this geometric correlation not only
contains the translational difference of images given by the position of the mag-
nitude peak, but also information about a possible rotational misalignment of
two signals. Further, they showed how to apply them to approximately correct
color space distortions.
In this thesis, we follow their ideas, evaluate the accuracy of this approxi-




In this section, we comprehend the progress of the art of moment invariants
in the field of pattern recognition and visualization. The field is vast. We
concentrate on the publications that lead the way to a generalization to vector
fields.
The first method that should be mentioned is the eigendecomposition of
the symmetric second order moment matrix, which results in the principal
axes. This information is probably very old, because this matrix is the inertia
tensor in physics or the correlation matrix in the principal component analysis
(PCA).
Moments were first introduced to the image processing society in 1962 by Hu
[Hu62]. Dirilten and Newman were the first ones to use the moment tensors in
any dimension. In their fundamental work [DN77], they described the behav-
ior of the second order moment tensor ⌃ during linear transformations by a
matrix A: ⌃0 = A⌃A 1. Further, they showed that the transformations that
suffice this relation are unique up to an orthogonal transformation and that
the moment tensor contractions to zeroth order are invariant under orthogonal
transformations. In 1980 Sadjardi and Hall [SH80] explicitly formulated 3D
moments and three 3D moment invariants. Pinjo, Cyganski, and Orr [PCO85]
calculated 3D orientation estimation from moment contraction to first order
moments. Also many others worked on three-dimensional pattern detection
[LLH86, Guo93, XL06] and deserve to be mentioned in this context.
In 2000, Flusser [Flu00] presented a calculation rule for a complete and
independent 2D scalar moment basis. As a special feature, this basis is flexible.
It can be adapted to possibly vanishing moments. He also solved the inverse
problem [Flu02] and together with Suk they customized moments to a variety
of fields of application [FS93, SF04, Flu06, FS06, FS09].
The use of spherical harmonics as a basis for rotation invariants is reason-
able because the spherical harmonics are an irreducible representations of the
rotation group and therefore adequate for this task. Lo and Don [LD89] were
the first ones in 1989 to apply transformation matrices from Cartesian basis to
spherical harmonics to the moments. Under a special multiplication they form
a number of invariants. Later Burel and Henocq [BH95] calculated moments
with respect to the solid harmonic basis. Like Dirilten and Newman [DN77]
showed, contraction leads to the invariants. An alternative way of using spher-
ical harmonics was used by Kazhdan et al. [KFR03]. The invariants they used
are the vector norm of each band of the spherical harmonic moments. This
method is also unaffected by vanishing moments, but results in a rather small
number of invariants. Skibbe, Reisert, Schmidt, Brox, Ronneberger, Burkhard,
Wang [SRS+12, WRB09] later discussed the role of the radial part in the solid
harmonics. For example, Wang et al. [WRB09] used solid harmonics and the
band-wise vector norm as invariants instead of a set of spherical harmonic mo-
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ments for each radius. Canterakis [Can96] used normalization via the third
grade spherical harmonic moments. The first order moments remain for trans-
lation normalization and the second order moments for linear transforms up
to the orthogonal one. He introduced the first 3D complete and independent
set of moment invariants for three-dimensional scalar functions.
For the tensor contraction method, as described by Dirilten and Newman
[DN77], it is hard to judge completeness and independence of the resulting
set of invariants. Suk and Flusser calculate a complete set and afterwards
skip the linearly dependent ones in [SF11]. Higher order dependencies still
remain. The result is a set of complete invariants for 3D real valued functions
that are flexible to vanishing moments. Obviously unnoticed by the pattern
recognition society, a paper with important content was written by Langbein
and Hagen [LH09]. They show that the tensor contraction method can be
generalized to arbitrary tensor fields. That makes the construction of vector
moment invariants as easy as the scalar ones. If I had come across this so far
disregarded paper during my literature research, I might have preferred this
basis approach in contrast to the normalization. I am sure that it will not
remain neglected for long.
In 2007, Schlemmer et al. [SHM+07] were the first to introduce a set of
five 2D vector moment invariants. They applied them to flow field pattern
recognition. Later, based on the work of Flusser [Flu00], Schlemmer et al.
[SHM+07, SHHH09, Sch11] give a cumbersome calculation rule for 2D moment
invariants for flow fields. It is only applied to flow fields in which each vector
has unit length. For this case, some basis elements coincide. Therefore, the
basis is not independent. But he was the first to construct a complete set of
vector moment invariants.
Even though, they did not work on moment invariants, I consider it impor-
tant to mention the work of Reisert and Burkhard [RB08]. They developed
a spherical tensor coupling, which is the foundation for tensorial harmonics.
These are generalizations of spherical harmonics to higher dimensional func-
tions. Vector spherical harmonics are a special case of them. Further, Fehr
et al. [FRB09] show that the vector spherical harmonics are an orthonor-
mal basis on L2(S3,R3). They transform under rotations like the classical
spherical harmonics via the Wigner-D-matrices. I consider their work as very
relevant for the future construction of vector moment invariants, because it
builds the foundation for a framework that inherits all the positive properties
of the spherical harmonics in the scalar case.
Another publication that is not publicly dedicated to moment invariants
is the one by Liu and Ribeiro [LR10]. They do not call it that way, but
principally they perform moment normalization on flow fields. They choose
the direction with maximum vector norm of the real parts of the complex
moments as principal axes. Their moments are not complete, because they
only use analytic fields, that means only polynomials in z and not in z. This
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corresponds to the very left images in Figures 2.5 and 2.6.
In this thesis, we develop a set of invariants for 2D and 3D flow fields that is








4.1 A General Geometric Fourier Transform
4.1.1 Definition of the GFT
In order to comprehend most of the known Clifford Fourier transforms, we use
the following Definition.
Definition 13. Let C`
p,q
be a geometric Algebra, A : Rm ! C`
p,q
be a multi-
vector field, and x,u 2 Rm vectors. We define a Geometric Fourier Trans-
form (GFT) F







(x,u)} of mappings to square roots of minus one
f
k











This definition combines many Fourier transforms to a single general one. It
enables us to proof the well known theorems just dependent on the properties
of the chosen mappings.




, we get already developed
transforms.
1. In the case of A : Rn ! C`
n,0
, n = 2 (mod 4) or n = 3 (mod 4), we can
reproduce the Clifford Fourier transform introduced by Jancewicz [Jan90]
for n = 3. It was expanded by Ebling and Scheuermann [Ebl06] for n = 2
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being the pseudoscalar of C`
n,0
.





















, 8k = 1, ..., n,
(4.3)
we have the Sommen Clifford Fourier transform from [Som82a, B9̈9].
3. For A : R2 ! C`
0,2
⇡ H, the quaternionic Fourier transform [Ell93,




























, we can build the spacetime respectively the volume-time














































5. The Clifford Fourier transform for color images by Batard, Berthier, and
Saint-Jean [BBSJ10] for m = 2, n = 4,A : R2 ! C`
4,0
, a fixed bivector







































1Please note that Hitzer uses a different notation in [Hit07]. His x = te0 + x1e1 +
x2e2 + x3e3 corresponds to our x = x1e1 + x2e2 + x3e3 + x4e4, with e0e0 = ✏0 =  1 being
equivalent to our e4e4 = ✏4 =  1.
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but (B+ iB) does not square to a negative real number, see [HA11]. The
special property that B and iB commute amongst each other allows us




















































































(x,u) = x ^ u
(4.8)
produces the cylindrical Fourier transform as introduced by Brackx, de
Schepper, and Sommen in [BSS10b].
4.1.2 General Properties





Theorem 2 (Existence). The geometric Fourier transform exists for all inte-






(x,u) 2 R  (4.9)
of the mappings f
k
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is finite, and therefore, the geometric Fourier transform exists.
Theorem 3 (Scalar linearity). The geometric Fourier transform is linear with
respect to scalar factors. Let b, c 2 R and A,B,C : Rm ! C`
p,q
be three
multivector fields that satisfy A(x) = bB(x) + cC(x), then,
F
F1,F2(A)(u) =bFF1,F2(B)(u) + cFF1,F2(C)(u). (4.16)
Proof. The assertion is an easy consequence of the distributivity of the geo-
metric product over addition, the commutativity of scalars, and the linearity
of the integral.
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4.1.3 Bilinearity
All geometric Fourier transforms from the introductory Example 8 can also be




, with the first
µ ones left of the argument function and the ⌫   µ others on the right of it,






































8k = 1, ..., ⌫, where M
k










) according to Nota-
tion 3.
Example 9. Ordered in the same way as in the previous example, the geo-
metric Fourier transforms expressed in the way of (4.17) take the following
shapes.
1. In the Clifford Fourier transform, f
1






2. The ⌫ = m = n mappings f
k
, k = 1, ..., n of the Sommen Clifford Fourier









for k = l = j,
0 else.
(4.19)















2⇡j for l = ◆ = 2,
0 else.
(4.20)



























4. Vector Field Pattern Detection with Clifford Algebra
























6. The cylindrical Fourier transform can also be reproduced with mappings
satisfying (4.17), because we can write


































Theorem 4 (Scaling). Let 0 6= a 2 R be a real number, A(x) = B(ax) two







































































4.1. A General Geometric Fourier Transform
4.1.4 Products with Real Square Roots
To obtain properties of the GFT, like linearity with respect to arbitrary mul-
tivectors or a shift theorem, we will have to change the order of multivectors
and products of exponentials. Since the geometric product usually is neither
commutative nor anti-commutative, this is not trivial. In this section, we pro-
vide useful Lemmata that allow a swap if at least one of the factors is a square
root of a real number. For more information see [HS84] and [HHA13].
Remark 3. Every multiple of a square root of minus one i 2 I p,q is invertible,
since from i2 =  r, r 2 R \ {0} follows i 1 =   i
r
. Because of that, for all
u,x 2 Rm, a function f
k
(x,u) : Rm⇥Rm ! I p,q is point-wise invertible.The
same is valid for square roots of positive real numbers.
Definition 14. For a multivector B 2 C`
p,q
that squares to a real number






















Lemma 3. Let B 2 C`
p,q
be a multivector that squares to a real number
B2 = r 2 R. Every multivector A 2 C`
p,q
can be expressed unambiguously










































Proof. Since B squares to a real number r 2 R, it has the inverse B 1 = B
r
.



























































































































Corollary 1 (Decomposition w. r. t. commutativity). Let B 2 C`
p,q
be a











Definition 15. For d 2 N,A 2 C`
p,q





















































iteratively with c0, c1 of Definition 14.












































































































































} be multivectors that square to real






















































Proof. Apply Lemma 3 repeatedly.



















We established it for the sake of notational brevity and will not formulate nor
proof every assertion for both directions.




(x,u)} be a set of functions that are
point-wise square roots of real numbers, then, the ordered product of their ex-
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Proof. For all x,u 2 Rm the commutation properties of f
k
(x,u) dictate the

































The shape of this decomposition of A may depend on x and u. To stress
















































































































































From now on, we want to restrict ourselves to an important group of geometric
Fourier transforms. We assume that their square roots of -1 are independent
from the first argument.
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Definition 16. We call a mapping f : Rm ⇥ Rm ! C`
p,q
x-separable or
separable with respect to its first argument if it suffices
f = |f(x,u)|i(u), (4.46)
where i : Rm ! C`
p,q
is a function that does not depend on x and |f(x,u)| :
R2 ! R a real valued function as in Notation 6. Analogously, we call it
separable or separable with respect to both arguments if it suffices
f = |f(x,u)|i, (4.47)
with constant i 2 C`
p,q
, i2 =  1.
Notation 4. Analogously, a geometric Fourier transform that consists of sep-
arable mappings F
1
is called left separable, one that consists of separable map-
pings F
2
is called right separable, and on that is left and right separable is
called separable. Separability is a central quality for multiplication, shift, and
convolution properties of GFTs.
Example 11. The first five transforms from the introductory Example 8 are
separable with respect to both arguments, while the cylindrical transform (vi)
is not even x-separable. It can not be expressed in the way of Definition 16,
except for the two dimensional case.
We have seen in the proof of Lemma 5 that the decomposition of a constant
multivector A with respect to a product of exponentials generally results in




(x,u) of x and u. Separability guarantees
independence from x and therefore allows separation from the integral.





be a set of x-separable functions, then, the ordered product of their exponentials






























of A will be constants.




(x,u)} and a multi-
index j 2 {0, 1}d, we define the set of functions F (j) by
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Theorem 5 (Left and right products). Let C 2 C`
p,q
be a constant multivector
and A,B : Rm ! C`
p,q
be two multivector fields with A(x) = CB(x), then,




























for a right separable GFT.











































































The second one follows in the same way.
Corollary 3 (Uniform constants). Let the claims from Theorem 5 hold. If the










for A(x) = CB(x), respectively
F
F1,F2(A)(u) =FF1,F2(k)(B)(u)C (4.54)






(u) for a multi-index k 2 {0, 1}(⌫ µ).2








= 0 for all k 6= j, because no non-zero
component of C can commute and anti-commute with respect to a function in F1.
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Corollary 4 (Left and right linearity). The geometric Fourier transform is




) only consists of functions
f
k
with values in the center of C`
p,q












), necessarily all elements
satisfy commutativity and therefore the condition in corollary 4.
The different appearances of Theorem 5 are summarized in Tables 4.1 and
4.2.
















































Cylindrical n 6= 2 -
Table 4.1 Theorem 5 (Left products) applied to the GFTs of the first example
enumerated in the same order. Notation: on the LHS FF1,F2 = FF1,F2(A)(u), on
the RHS FF 01,F 02 = FF 01,F 02(B)(u).
We have seen how to change the order of a multivector and a product of
exponentials in the previous section. To get a shift theorem, we will have to
separate sums appearing in the exponent and sort the resulting exponentials
with respect to the summands. Note that corollary 2 can be applied in two
ways here, because exponentials appear on both sides.
Not every factor will need to be swapped with every other one. So, to





, 0, ..., 0) for l 2 {1, ..., d} instead of distinguishing between
differently sized multi-indices for every l that appears. The zeros at the end
substitutionally indicate real numbers. They commute with every multivec-
tor. That implies that for the last d   l factors no swap, and therefore no







l 1, 0, ..., 0) for l 2 {1, ..., d}, because every function commutes
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GFT A(x) = B(x)C
1. Clif. n = 2 (mod 4) F
f1 = Ff1Cc0(i) + F f1Cc1(i)













f1,f2 = Ff1,f2Cc0(j) + Ff1, f2Cc1(j)
4. Spacetime F
f1,f2 = Ff1,f2Cc0(e4i4) + Ff1, f2Cc1(e4i4)






























Table 4.2 Theorem 5 (Right products) applied to the GFTs of Example 8 , enumer-
ated in the same order. Notation: on the LHS FF1,F2 = FF1,F2(A)(u), on the RHS
FF 01,F 02 = FF 01,F 02(B)(u).
necessary. But please note that the multivectors (J)
l
indicating the commu-
tative and anti-commutative parts will all have zeros from l to d and therefore
form a strictly triangular matrix.




(x,u)} be separable and
linear with respect to x. Further let J 2 {0, 1}d⇥d be a strictly lower triangular
matrix that is associated column by column with a multi-index j 2 {0, 1}d by


















































































4.1. A General Geometric Fourier Transform
We do not explicitly indicate the dependence of the partition on u, as in
corollary 2, because the functions in the exponents already contain this depen-
dence. Please note that the decomposition is point-wise.
Proof. We will only prove the first assertion. The second one follows analo-
















































































































































There are only 2  ways of distributing the signs of   exponents. So, some of
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To get a compact notation, we expand all multi-indices by adding zeros until







, 0, 0) always coincides with the exponent of the corresponding factor.





































































































































For   = 3, we look at all strictly lower triangular matrices J 2 {0, 1} ⇥  with
the property









4.1. A General Geometric Fourier Transform
That means, the l-th row (J)
l
of J contains a multi-index (J)
l
2 {0, 1} , with
the last    l  1 entries being zero and the k-th column sum being even when
j
k
= 0 and being odd when j
k
= 1. For example, the first multi-index is
j = (0, 0, 0). There are only two different strictly lower triangular matrices
















Their first row contains the multi-index that belongs to e f1(x,u), the second
one belongs to e f2(x,u) and so on. So the summands with exactly these multi-
indices are the ones assigned to the product of exponentials whose signs are
invariant during the reordering. With this notation and all J 2 {0, 1}3⇥3 that


































Using mathematical induction for growing   with matrices J 2 {0, 1} ⇥ , like




























Remark 7. The number of actually appearing summands is usually much
smaller than in Theorem 6. It is determined by the amount of distinct strictly





Theorem 6 (Shift). Let A(x) = B(x   x
0
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where J 2 {0, 1}µ⇥µ and K 2 {0, 1}(⌫ µ)⇥(⌫ µ) are the strictly lower, re-
spectively upper, triangular matrices with rows (J)
l
, (K)












l µ) mod 2 = k, as in Lemma
6.














































































































































Corollary 5 (Shift). Let A(x) = B(x   x
0





consist of mutually commutative functions3 being linear with respect to x,










3Cross commutativity between F1 and F2 is not necessary.
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that each consist of less than two functions the con-
dition of corollary 5 is necessarily satisfied, compare, for example, the Clifford-
Fourier transform, the quaternionic transform, or the spacetime Fourier trans-
form from Example 8.
The specific forms our standard examples (Example 8) take are summarized
in Table 4.3. It can be seen that they are often shorter than what could be
expected from Remark 7.
















































Cyl. n 6= 2 -
Table 4.3 Theorem 6 (Shift) applied to the GFTs of Example 8 , enumerated
in the same order. Notations: on the LHS FF1,F2 = FF1,F2(A)(u), on the RHS
FF 01,F 02 = FF 01,F 02(B)(u), in the second row K represents all strictly upper triangular
matrices 2 {0, 1}n⇥n with rows (K)l µ summing up to (
P⌫
l=µ+1(K)l µ) mod 2 = k.
The simplified shape of the color image FT results from the commutativity of B and
iB and application of Lemma 2.
4.1.6 The Trigonometric Transform
In this section, we will introduce a powerful tool for the analysis of the geo-
metric Fourier transforms: the trigonometric transform.
In contrast to the hypercomplex transform in Definition 13, we want to
define real valued general trigonometric transforms that only consist of scalar
appearances of sines and cosines. Therefore, we use the following notation.
Notation 5. For a multivector A 2 I
p,q
= {B 2 C`
p,q
, B2 2 R } ⇢ C`
p,q





cos(||A||), if j = 0,
sin(||A||), if j = 1
(4.70)
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Proof. The hypercomplex equivalent to the Euler equation, as in [Hes86], leads
to





















which proves the assertion.





, B2 2 R } ⇢ C`
p,q
that squares to a negative real number, there are two
functions ±i(x,u) : R2 ! {B 2 C`
p,q





minus one. They take the forms
±i(x,u) = ± f(x,u)||f(x,u)|| , (4.73)
with the positive real valued function ||f(x,u)|| =
p
 f(x,u)2 : R2 ! R+.
We can choose one of them and define the function |f(x,u)| : R2 ! R, which










cos(|f(x,u)|), if j = 0,
sin(|f(x,u)|), if j = 1.
(4.75)
Definition 18 (Trigonometric transform). Let A : Rm ! C`
p,q
be a multivec-
tor field, x,u 2 Rm vectors, F a finite set of ⌫ mappings Rm ⇥ Rm ! C`
p,q
,
























2 R from Notation 6.
60
4.1. A General Geometric Fourier Transform
Remark 9. The e f(x,u)
j
l
2 R are in the center of the geometric algebra.
Therefore, there is no need to distinguish the order of their appearances. It
may be helpful though, because it stresses their relation to the GFT. Let F
F1,F2































is a trigonometric transform.






  sin(2⇡x · u)A(x) dmx = F
(2⇡ix·u)1(A)(u), (4.78)






cos(2⇡x · u)A(x) dmx = F
(2⇡ix·u)0(A)(u), (4.79)
and their compositions in higher dimensions are special cases of the trigono-
metric transform. For them, we will sometimes write the letters s and c as
lower indices of the transform for the sake of brevity and to stress their special






















4.1.7 The True Nature of Separable GFTs
We have seen already in Example 11 that almost every geometric Fourier
transform is separable with respect to both arguments. In this subsection, we
want to take a closer look at this vast class of GFTs. By expressing them
by means of the trigonometric transforms, we will be able to reveal their true
nature: they are combinations of simple real-valued transforms.
Theorem 7 (GFT decomposition into TT). Any geometric Fourier transform
F
F1,F2 with x-separable mappings 8l = 1, ..., ⌫ : fl(x,u) = |fl(x,u)|il(u) of a
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Since the GFT has x-separable mappings, we can replace fl(x,u)|f
l











































We collect the indices j
l
, l = 1, ..., µ into the multi-index j 2 {0, 1}µ and
k
l
















































































































4.1. A General Geometric Fourier Transform
The trigonometric transform itself does not contain any multivector. It there-



















































































































which leads to the assertion.





























but we prefer the first version, because it stresses how the transform is done
completely in the real numbers.
Corollary 6. A geometric Fourier transform F
F1,F2 with separable mappings

























































That means, if we interpret a multivector valued signal as many signals saved
in 2n channels, the separable geometric Fourier transforms can be interpreted
as real valued transforms that work one after another on each of the channels,
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get added in a certain way and are written into certain channels, depending
on the multivector factor. As a result, they can be interpreted, analyzed, and
implemented with the same tools as the classical real-valued transforms.
This corollary shows that the separable geometric Fourier transforms may
look difficult, but they really are structures hardly more complicated than the
classical Fourier transform. They are linear combinations of the real valued
trigonometric transforms in a Clifford algebra.
Example 12. The restrictions of Corollary 6 are fulfilled by all transforms
from Example 8, except for the cylindrical transform for dimensions higher
that two. For these examples, it takes the following shapes.
1. For the Clifford Fourier transform from [Jan90, Ebl06, HM08] for mul-
tivector fields A : Rn ! C`
n,0
, n = 2 (mod 4) or n = 3 (mod 4), the




































with n-dimensional sine and cosine transforms.


















































































































































4.1. A General Geometric Fourier Transform
5. The Clifford Fourier transform for color images [BBSJ10] with bivector


































































































































Please note that here expressions like F
cccs
, ... refer to two-dimensional









6. The cylindrical Fourier transform [BSS10b] is not separable except for






































with sine and cosine transforms of the variables |x^u|. But for all other
dimensions, no closed formula can be constructed in a similar way.
4.1.8 The Explicitly Invertible GFT
There is another important class of GFTs, which we want to take a closer look
at.












} be two ordered finite




, 8k = 1, ...,m : i2
k
























of a function f : Rm ! C`
p,q
by explicitly invertible geometric Fourier
transform (EIGFT).
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This definition is a special case of the general geometric Fourier transforms
from Definition 13 and of the separable GFTs. Please note that it also covers
many transforms that can be brought into this form by renaming the compo-
nents of x and u or by substitution of the integration variables. For example,
the factor (2⇡) can be removed from the front into the exponentials by sub-
stitution. We chose to use this shape, because it has played a special role in
[Hit12] and [BDBDSS13], where this shape was used. This restricted version
of Definition 13 is so popular because the additional claims guarantee that the






Even though, we do not know yet if the restrictions in Definition 19 are nec-
essary to guarantee the existence of a GFT inverse. So far, it is the only
restrictions that we have. Therefore, this class of GFTs is very important,
because the applications of a transform that puts a function into a space from
which it may never return are rather sparse. We were able to construct a bi-
jective transform, that does not satisfy the Definition 19. But it is a matter of
current research if there exists a bijective GFT whose inverse is a GFT itself
that does not satisfy Definition 19.
Example 13. Our standard examples of geometric Fourier transforms from
Example 8 satisfy the restricted definition of a EIGFT, except for the Clif-
ford Fourier transform for color images [BBSJ10] and the cylindrical Fourier
transform [BSS10b].
It is easy to show that the color image transform is not bijective if we look
at real valued functions a(x) : Rm ! R. Since they are in the center of the







































The functions are transformed to one constant real number, their integral. So,
this GFT is clearly not bijective. Batard et al. use the transform for vector
valued functions only, for which it is invertible.
The decision, whether or not the cylindrical Fourier transform for dimen-
sions higher than two can be inverted, is not that straight.
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Theorem 8 (EIGFT decomposition into classic TT). An explicitly invertible
geometric Fourier transform of a multivector field is the sum of the composition


























































































































and insert the special shape of the EIGFT. Here ⌫ = m and the factor (2⇡) 
m
2


















































Consolidation of the multi-indices j and k into just one multi- index j and
integration over each of the coordinates of x separately reveals the composition
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Depending on whether the multi-indices take the value one or zero, each ap-





of a real valued function.
Remark 11. This decomposition directly shows how a classical FFT algorithm
can be applied to efficiently calculate each of the EIGFTs.
Example 14. Theorem 8 can be applied to most of the standard examples from
Example 8.
1. The decomposition into the 1D sine and cosine transforms for the Clifford








































But obviously, the equivalent decomposition into higher dimensional sine
and cosine transforms like in Example 12 is much more beautiful.
2. The formula for the the Sommen Fourier transform was already shown
in Example 12.
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3. The formula for the quaternionic transform was already shown in Exam-
ple 12.
4. The formula for the spacetime Fourier transform was already shown in
Example 12.
5. The color image transform does not suffice the constraints of Theorem 8.
It can only be decomposed as shown in Example 12.
6. The shape for the cylindrical transform with dimension n = 2 can be





































































































So far, the description of the GFTs by means of the TT showed, that most of
the GFTs do not differ very much from the real valued trigonometric trans-
forms. That is why one may regard them as not very interesting. But actually
this is a very positive property. That way, FFT algorithms can directly be
applied to calculate them. It makes them better understandable and these
findings can be used to derive new properties, which could not be found with-
out it, like a general convolution theorem.
Definition 20 (Convolution). Let A(x),B(x) : Rm ! C`
p,q
be two multivec-




A(y)B(x  y) dmy. (4.107)
Theorem 9 (Convolution). Let A,B,C : Rm ! C`
p,q
be multivector fields




be separable and linear with respect to
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are linear and separable with respect to the first argument,














Now, we apply (4.82) with fl(x,u)|f
l



































































4.1. A General Geometric Fourier Transform
The separated exponentials are real valued and therefore in the center of the



















































































































which completes the proof.
Corollary 7 (Convolution). Let A,B,C : Rm ! C`
p,q
be multivector fields




each consist of functions in the center of
C`
p,q
, then, the GFT satisfy the simple product formula
F
F1,F2(A)(u) =FF1,F2(C)(u)FF1,F2(B)(u). (4.114)
Example 15. Theorem 9 can take various shapes, depending on different
GFTs. We shorten the formulae and stress the simplicity using Notation 7
for the standard sine and cosine transforms.



































for n = 2 (mod 4). For n = 3 (mod 4), we can apply Corollary 7
F
f1(A) = Ff1(C)Ff1(B), (4.116)
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4. The convolution theorem for the spacetime Fourier transform [Hit07]



































5. The Clifford Fourier transform for color images [BBSJ10] with bivector









































which we will not write down summand by summand, because it comprises
256 terms.
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6. The cylindrical Fourier transform [BSS10b] is not separable except for

























































but for all other cases, no closed formula can be constructed in a similar
way.
We have come to the end of this section. We looked at the Clifford Fourier
transforms from many points of view, but were not able to construct one that
helps us for the detection of rotation in the three-dimensional case. That
is why, we will focus on the geometric cross correlation for the rest of this
chapter.
4.2 3D Outer Rotations and Geometric Correlation
In this section, we want to extend the work and ideas of Moxey, Ell, and, Sang-
wine using hypercomplex correlation [SEM01, MES02, MSE03]. We analyze
vector fields v(x) : Rm ! R3 ⇢ C`
3,0
with values interpreted as elements of
the geometric algebra C`
3,0
. A great advantage of a geometric algebra is that
many statements generally hold not just for vectors, but for all multivectors.
We will make use of that and state the more general formulae, whenever it is
possible.
As we have seen in Subsection 2.1, the term rotational misalignment with
respect to vector fields is ambiguous. In this Section, we analyze the behavior
of the geometric cross correlation with respect to outer rotations. Let R
P ,↵
be an operator, that describes a mathematically positive rotation by the angle
↵ 2 [0,⇡]4 in the plane P , spanned by the unit bivector P . We know that
two multivector fields A(x),B(x) : Rm ! C`
3,0





With respect to the definition of the correlation, there are different formulae
in current literature [Ebl06, MSE03]. We prefer the following one, because
it satisfies a geometric generalization of the Wiener-Khinchin theorem, and
because it coincides with the definition of the standard cross-correlation for
complex functions in the special case of C`
0,1
, compare [RK82].
4As in [MES02], we encode the sign in the bivector P and deal with positive angles only.
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Definition 21. The geometric cross correlation of two multivector valued
functions A(x),B(x) : Rm ! C`
p,q




A(y)B(y + x) d
m
y, (4.124)








Correlation and convolution are closely related. A correlation theorem sim-
ilar to the convolution theorem from Section 4.1.9 can be derived analogously.
To simplify the notation, we will only analyze the correlation at the origin. If
the vector fields also differ by an inner shift, this can, for example, be detected
by evaluating the magnitude of the correlation [Hes86] or phase correlation of
the field magnitudes [KH75]. Our methods can then be applied analogously
to that translated position.
4.2.1 The Step from 2D to 3D Outer Rotations
In two dimensions a mathematically positive outer rotation of a vector field
R2 ! R2 ⇢ C`
2,0











with v(x)2 = v(x)v(x) = ||v(x)||2
2
2 R. The rotation can fully be restored
by rotating back with the inverse of (4.126) or explicitly calculating ↵, as
described in [Hes86]. This property is inherited by the geometric correlation
at the origin
(R











which is to be preferred because of its robustness.
In three dimensions, not only the angle, but also the plane of rotation P
has to be detected in order to reconstruct the whole transform. We want to
analyze if the geometric correlation at the origin contains enough information




uv =u · v + u ^ v = |u||v|
 
cos(\(u,v)) + sin(\(u,v)) u ^ v|u ^ v|
 
(4.128)
contains an angle and a plane and therefore seems very motivating. But the ro-
tation R
P ,↵
we used is not necessarily the one that is described by R u^v
|u^v| ,\(u,v).
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These two rotations only coincide if the vectors lie completely within the plane
P . The reason for that is as follows. A vector and its rotated copy do not con-
tain enough information to reconstruct the rotation that produced the copy.
Figure 4.1 shows some of the infinitely many different rotations that can result
in the same copy. Regard the set of all circles C, that contain the end points
of u and v and are located on the sphere S|u|(0) with radius r = |u| = |v| cen-
tered at the origin. Every plane that includes a circle in C is a possible plane
for the rotation from v to u. The information we get out of the geometric
product belongs to the plane that fully contains both vectors. This rotation is
the one that has the smallest angle of all possible ones and forms the largest

























Figure 4.1 Different rotations of a vector u that lead to the same result v.
For the product of just two vectors, the information from the geometric
product is sufficient to realign them, but for a whole vector field, the detected
rotation from the correlation will in general not be the correct one. Moxey et
al. already stated in [MSE03] that the hypercomplex correlation can effectively
compute the rotation over two images, but that the perfect mapping can only
be found if specific conditions hold, for example if the images consist of one
color only.















































































4. Vector Field Pattern Detection with Clifford Algebra
(a) Vector field from Example 16. (b) Vector field from Example 17.
Figure 4.2 Visualization of the example vector fields using CLUCalc [Per09]. Origi-
nal fields are depicted in black, rotated copies in red, corrected fields after application
of the correlation rotor in blue.
Here, the unit bivector e
13
indeed describes the rotational plane we looked for,
but the angle ⇡
4
is only half the angle of the original rotation. The result is that
the restored field and the original one do not match.




































, depicted in Figure 4.2b. The geometric correlation will re-












In the rest of this section, we will analyze how good an estimation of the
correlation is and prove, that despite the impression, Examples 16 and 17
give, the geometric correlation contains enough information to reconstruct the
misalignment.
4.2.2 The Convergence of the Geometric Correlation
The three-dimensional mathematically positive outer rotation (4.123) of a vec-
tor field by the angle ↵ 2 [0,⇡] along the plane P , spanned by the unit bivector
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= e ↵P vkP (x) + v?P (x). (4.132)
So, the product of the vector field and its copy at any position
R
P ,↵
(v(x))v(x) =e ↵P vkP (x)
2
+ (e ↵P   1)vkP (x)v?P (x) + v?P (x)2
(4.133)
does usually not simply yield the rotation we looked for, as in the two-dimensional
case. But it is a rather good approximation depending on the parallel and the
orthogonal parts of the vector field with respect to the plane of rotation. In
order to keep the notation short, we partly drop the argument x of the vector







2 = ||vkP ||2
L
2 + ||v?P ||2
L
2 = 1. (4.134)
Lemma 8. Let v 2 L2(Rm,R3,0 ⇢ C`
3,0
) be a square integrable vector field
and R
P ,↵
(v) its copy from an outer rotation. The rotational misalignment
of R
P ,↵
(v) does not increase if we apply the outer rotation encoded in the












Proof. We denote the polar form of the normalized geometric cross correlation
by e'Q with the unit bivector Q and ' 2 [0,⇡]. So, using (4.133) and the























2 + ||v?P ||2
L
2 (4.137)
and the bivector part
sin(')Q = he'Qi
2
=   sin(↵)P ||vkP ||2
L









2 + (2  2 cos(↵)) ||
Z
vkP v?P dx||2. (4.139)
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To determine whether or not it is smaller than the original one, it is sufficient















































































































4.2. 3D Outer Rotations and Geometric Correlation
Applying addition theorems on the
R





































and on the P
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For the next inequalities, we use that all appearing parts are positive and
that the tangent and the quadratic function are monotonically increasing for















































































































































































) = sin(↵), divide both sides
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by sin('
2






















































































































(4.138) to replace ||he'Qi
2



























































The Cauchy Schwartz inequality (CSI) of L2(R) guarantees
||
Z
vkP (x)v?P (x) dx||2 (
Z
||vkP (x)v?P (x)|| dx)2
=(
Z
||vkP (x)|| ||v?P (x)|| dx)2










This is how we know that the part in the brackets in the last line of (4.156) is
always negative. The sine is always positive for ' 2 [0,⇡]. Therefore, in the
shape of (4.156), it is easy to recognize that the inequality    ↵ is generally
fulfilled.
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We want to apply Lemma 8 repeatedly and construct a series of decreasing
angles that describe the remaining misalignment of the vector fields. The next
theorem shows that the misalignment vanishes by iteration.
Theorem 10. For a square integrable vector field v 2 L2(Rm,R3,0 ⇢ C`
3,0
)
























) converges to zero for all ↵ 2 [0,⇡).
Proof. If ↵ = 0 or ||vkP ||
L
2 = 0, the series is trivial because R
P ,↵
(v) = v
almost everywhere. From now on, let ↵ 6= 0 and ||vkP ||
L
2 6= 0. Lemma 8
shows that the magnitudes of the series are monotonically decreasing. Since
they are bound from below by zero, the series is convergent. We denote the
limit by a = lim














) =  (a). (4.159)
This equality is the sharp case of the inequality (4.145). For ↵ 6= 0 also ' 6= 0,
because from (4.137), ||vkP ||2
L
2 + ||v?P ||2
L
2 = 1, and ||vkP ||
L
2 6= 0, we get
' = 0, 1 = cos(') = cos(↵)||vkP ||2
L
2 + ||v?P ||2
L
2 , cos(↵) = 1, ↵ = 0
(4.160)
Therefore, the transforming steps that lead from (4.145) to (4.156) in the













vkP v?P dx||2) = 0 (4.161)
The part in the brackets is strictly negative, because of the Cauchy Schwartz
inequality (4.157) and ||vkP ||
L




) = 0, which means ' = 0. Like in (4.160), this leaves a = 0 as the only
possible limit.
4.2.3 Algorithm and Experiments
Motivated by Theorem 10, we present Algorithm 4.1 for the iterative detection
of outer rotations of vector fields using geometric cross correlation. It has been
designed with attention to the efficient use of memory and to handle possible
exceptions. In the case of ↵ = ⇡, the correlation might be real valued and
can not be distinguished from the cases where no rotation is necessary. To
fix this exception, we suggest an artificial disturbance after the first step of
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the algorithm, compare Line 7 in Algorithm 4.1. If it is not real the new
misalignment will be smaller, because any misalignment is smaller than ⇡. In
all other cases, Theorem 10 guarantees the convergence. Our results also apply
to the geometric product of the vector fields at any position x 2 Rm,vkP (x) 6=
0, but we prefer the geometric correlation because of its robustness.
Corollary 8. Algorithm 4.1 returns the correct rotational misalignment for
any three-dimensional linear vector field and its copy generated from an arbi-
trary outer rotation.
Algorithm 4.1: Detection of outer misalignment of vector fields in 3D.
Require: vector field: v(x), rotated pattern: u(x), accuracy: " > 0,
1: ' = ⇡,↵ = 0,P = e
12
, iter = 0,
2: while ' > " do
3: iter ++,
4: Cor = (u(x) ? v(x))(0),
5: ' = arg(Cor),





7: if iter = 1 and ' = 0 then
8: ' = ⇡/4,
9: Q = e
12
,

























13: ↵ = ↵0,
Ensure: angle: ↵, plane: P , corrected pattern: u(x), iterations: iter.
We practically tested Algorithm 4.1 applying it to continuous, linear vector
fields R3 ! C`
3,0
that vanish outside the unit square. The vector fields were
determined by nine random coefficients with magnitude not bigger than one.
The plane and the angle ↵ 2 [0,⇡] of the outer rotation were also chosen
randomly. The average results of 1000 applications can be found in Table
4.4. The error was measured from the sum of the squared differences of the
determined and the given coefficients. The experiments showed that high
numbers of necessary iterations are much more likely to happen for angles
with high magnitude and that the average error decreases linearly with the
demanded accuracy. But most importantly, we observed that Algorithm 4.1
converged in all linear cases, just as the theory suggested. The hypercomplex
correlation method of Moxey et al. in [MSE03] can be interpreted as one step
of Algorithm 4.1, that means to terminate without iteration. The last row of
Table 4.4 shows how the application of more iterations increases the accuracy.
We performed all tests on a computer with two Intel Xeon E5620 processors
83
4. Vector Field Pattern Detection with Clifford Algebra
and 32GB RAM. Even though, parallelization of the computation can easily
be accomplished, the given results refer to the linear computation.
number of iterations 0 1 10 100 1000
absolute error 3.925 0.915 0.039 10 4 10 12
error per coefficient 0.436 0.102 0.004 10 5 10 13
duration in seconds 0 0 10 6 0.0004 0.0031
Table 4.4 Results of Algorithm 4.1 applied to continuous linear vector fields de-
pending on the number of iteration steps.
Further, we tested the algorithm in a more practical and applied way. In
contrast to the previous experiments, we worked with discrete data that do not
obey any linearity properties. In this case, we can not calculate the correlation
analytically. We have to approximate it.
Representatively, we chose a picture of Leipzig University with 885 times
622 pixels. The components of the vector field are the red, green and blue
values of the image, which are each scaled to [ 0.5, 0.5]. The image features
a balanced distribution of the three channels, the average is (0.14, 0.15, 0.15).
We applied a rotation in color space about the red axis by an angle of 1.7 and
let Algorithm 4.1 detect it. The visual results after 1, 10, 100, and 1000 steps
of iteration can be seen in Figure 4.3 and the computational errors in Table
4.5. The absolute error is the sum of the norms of the differences.
number of iterations 0 1 10 100 1000
absolute error 258136 2428 2068 309 10 7
error per pixel 0.4676 0.0044 0.0037 0.0005 10 13
duration in seconds 3.1 3.5 7.3 44 413
Table 4.5 Results of Algorithm 4.1 applied to the distorted color image of Leipzig
University depending on the number of iteration steps.
We also tested Algorithm 4.1 on other images with differing sized and color
distributions and different axes and angles of rotational distortion. As it turned
out, it hardly influenced the outcome of the algorithm. The chosen picture is
a good representative of the overall properties of the algorithm.
Our experiments showed, that the algorithm always converged for any color
image and any rotational misalignment. Please note that the discrete case is
not covered by Theorem 10, so this result was not guaranteed. But they also
revealed the high number of necessary iterations to approximate the original
image in a way that the difference can not be told by the human eye. This high
computational effort makes Algorithm 4.1 very inefficient and of no practical
relevance.
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(a) Original image. (b) Distorted image.
(c) Restored image after 1 step. (d) Restored image after 10 steps.
(e) Restored image after 100 steps. (f) Restored image after 1000 steps.
Figure 4.3 Effect of Algorithm 4.1 applied to the distorted color image of Leipzig
University after several steps of iteration.
Compared to the algorithm by Kabsch [Kab76], which detects an outer
rotation by means of a singular value decomposition, our algorithm is very slow.
There is no use to apply it to practical problems. It is rather a theoretically
interesting property of the power of the geometric cross correlation.
By the way, this algorithm can be extended to higher dimensions.
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4.2.4 Acceleration
An interesting observation is the big jump into the right direction the algorithm
performs during its first step. That explains the approach of Moxey et al.
[MSE03] and its success. Further the result of the first step is almost the same
for every initial misalignment, no matter in which plane the color space had
been rotated in the first place. An explanation for these phenomenons can be
given as follows. The algorithm immediately finds a plane in which increasing
rotational misalignment leads to small growing differences in the image and
continues to move along this plane. This effect can be seen in our example
image. Most of the pixels are very close to their original color after the first
step already. The remaining distortion can only be observed in the yellow
stripe of the tram and the blue windows. As a result, the speed of convergence
in this plane is rather small because all the pixels that have achieved their
original color already will decrease the angle of rotation with their real valued
contribution to the correlation.
This observation gives rise to an idea to accelerate the algorithm. We can
assume the plane that is detected during the second step of the algorithm to
be very close to the correct plane of the remaining misalignment. Therefore,
the correlation of only the parallel components will return almost the correct
angle as in the 2D case (4.126). Iterative Application of this idea leads to
Algorithm 4.2.
We implemented Algorithm 4.2 and tested it for some example images. The
result was astonishing. We could generally observe convergence and the speed
was about 100 times the speed of Algorithm 4.1. The errors and calculation
times of Algorithm 4.2 can be found in Table 4.6.
A visualization of the approximation using the accelerated algorithm can be
found in Figure 4.4. Already after the second step, no difference to the original
image can be seen any more. That is why we did not print the visual results
of the following steps.
Please note that the convergence of Algorithm 4.2 has only been observed
experimentally, but not yet been proven. The qualities of the plane chosen by
the algorithm deserve fundamental theoretical analysis in the future.
4.3 2D Total Rotations and Geometric Correlation
In this section, we analyze the geometric cross correlation from Definition 21




Remark 12. To simplify the notation, we will make some conventions. With-
out loss of generality, we assume the integrable vector fields to be normalized
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Algorithm 4.2: Fast detection of outer misalignment of vector fields in
3D.
Require: vector field: v(x), rotated pattern: u(x), desired accuracy: " > 0,
1: ' = ⇡,↵ = 0,P = e
12
, iter = 0,
2: while ' > " do
3: iter ++,
4: Cor = (u(x) ? v(x))(0),
5: ' = arg(Cor),





7: if iter = 1 and ' = 0 then
8: ' = ⇡/4,
9: Q = e
12
,






11: Cor = (u(x) ? v(x))(0),





13: Cor = (ukQ(x) ? vkQ(x))(0),
14: ' = arg(Cor),

























18: ↵ = ↵0,
Ensure: angle: ↵, plane: P , corrected pattern: u(x), iterations needed:
iter.
number of iterations 0 1 2 3 4
absolute error 258136 2337 17.595 0.0966 0.0005
error per pixel 0.4676 0.0042 10 5 10 7 10 9
duration in seconds 3.1 4.7 6.0 7.4 8.9
Table 4.6 Results of Algorithm 4.2 applied to the distorted color image of Leipzig
University depending on the number of iteration steps.
with respect to the L2-norm. That way, the normalized cross correlation co-
incides with its unnormalized counterpart. We will also only analyze the cor-
relation at the origin. Since our vector fields are not shifted, the origin of
coordinates is the place of the translational registration. If the vector fields
should also differ by an inner shift, our methods can be applied analogously to
this location.
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(a) Original image. (b) Distorted image.
(c) Restored image after 1 step. (d) Restored image after 2 steps.
Figure 4.4 Effect of Algorithm 4.2 applied to the distorted color image of Leipzig
University after one and two steps of iteration.
4.3.1 The Step from 2D Outer to Total Rotations
The fundamental idea for this subsection stems from the correlation of a two-
dimensional vector field and its copy from outer rotation
(R
↵



















2 2 R the alignment can be restored by rotating back R↵(v) by
the angle encoded in the argument.
We want to develop this idea further to analyze total rotations. In C`
2,0
,






So, it is not possible to predict the rotation that is encoded in the geometric
correlation without knowing the shape of v.
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Vector fields that depend only on the magnitude of x are invariant with
respect to inner rotations. It is easy to see that in this case the correlation
takes the same form as in (4.163) and that the misalignment can be corrected
by applying a rotation by the angle in the argument, too. But in general,
the vector fields and the rotor can not be separated from the integral of the
correlation













We dealt with a similar problem in [BSH12a] when we treated the three-
dimensional outer rotation. For this case, we could prove that the encoded
rotation is at least a fair approximation to the one sought after and that iter-
ative application leads to the detection of the misalignment sought after.
Trying to adapt this idea to total rotations, we discovered that this result
does not apply to all two-dimensional vector fields, compare the following
counterexample.
(a) Reference vector field. (b) Field rotated by ⇡4 .
Figure 4.5 Illustration of the vector field from the Example 18. At each position the
same rotor, depicted as black arrow, contributes to the correlation. The application
of that rotor would lead to an aggravation of the misalignment.
Example 18. Let v : B
1
(0)! R2 be the vector field from Figure 4.5 vanishing









4. Vector Field Pattern Detection with Clifford Algebra
inside the unit circle and the correlation of the two is






















If we want to correct the misalignment by rotating back with its inverse like in
(4.163), we would rotate in the completely wrong direction and double the mis-
alignment with each step, because no matter how the rotational misalignment
was, we always detect its negative. So, imagine starting the iterative algorithm
from [BSH12a] with ↵ = 2⇡
3










not converge at all.
But the idea applies to all linear fields. We will show in the next sections,
that iteratively rotating back with the inverse of the normalized geometric
correlation will detect the correct misalignment of any two-dimensional linear
vector field and its copy from total rotation.
4.3.2 Linear Fields and Iterative Correlation






















with real coefficients. Before analyzing the general linear case, let us look the








































Remark 13. Instead of using the coefficients, the vector fields from Figure 4.6

















4.3. 2D Total Rotations and Geometric Correlation
(a) Saddle a(x). (b) Saddle b(x). (c) Source c(x). (d) Vortex d(x). (e)
Figure 4.6 Elementary linear vector fields visualized with line integral convolution
(LIC) [CL93] and the color map representing the velocity.















as a reflection at the
e
1
-axis followed by a rotation about ⇡
2
















Lemma 9. Any linear vector field can be expressed as a linear combination of
















there are a, b, c, d 2 R, such that
v(x) = aa(x) + bb(x) + cc(x) + dd(x). (4.177)
Proof. Direct calculation.
Lemma 10. Let the part in Lemma 9 of the two-dimensional linear vector
field v(x) consisting of the two saddles be denoted by
v
1







and the part consisting of the vortex and the source by
v
2
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) be the fields
from Lemma 10. The product of any two-dimensional linear vector field v(x)
and its totally rotated copy u(x) = R
↵





























































































and therefore the product suffices (4.182). The assertions about the exact
shape of the summands follow from direct calculation.
The argument ' of the geometric product (4.182) is not generally a good
approximation to  ↵. But we will show that it is always in [0, 2↵] if we take
the integral of the product over an area A symmetric with respect to both
coordinate axes, like a square or a circle. This integral is equivalent to the
correlation at the origin if we assume the vector fields to vanish outside this
area.
Theorem 11. Let the two-dimensional vector field v(x) be linear within and
zero outside of an area A symmetric with respect to both coordinate axes. The



























(x) = (c  de
12
)x from Lemma 10.
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Proof. We already know from Lemma 11 that the product of the vector field
and its rotated copy takes the form (4.182). Taking into account (4.183) and






































































Remark 14. Please note that an integral over an asymmetric area does in





Lemma 12. Let the two-dimensional vector field v(x) be linear within and
zero outside of an area A symmetric with respect to both coordinate axes. The
angle ' that is the argument of the correlation at the origin with its totally
rotated copy u(x) = R
↵
(v(R ↵(x))) satisfies
0   '    2↵, for ↵   0,
0  '   2↵, else.
(4.188)
The proof of Lemma 12 is very technical. Figure 4.7 provides a more fun-
damental insight of its assertion using a visualization.
























(x)||2 = 0 and ||v
2
(x)||2 = 0, the statement is trivially true, because




(x)||2 > 0. Now, we have to
make a case differentiation.
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(a) Original vector field: v(x).
Figure 4.7 Visualization of Lemma 12. The vertical axis shows the bivector part.



















so, ' is positive. If we leave out ||v
2
(x)||2, the denominator gets smaller.
If the denominator cos(2↵)||v
1
(x)||2 > 0 remains positive, the positive
fraction gets larger, and we have






with positive  2↵ and therefore negative ↵. If the denominator be-
comes negative cos(2↵)||v
1
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  sin(2↵)||v
1























so, ' is negative. If we leave out ||v
2
(x)||2, the denominator gets smaller.
If the denominator cos(2↵)||v
1
(x)||2 > 0 remains positive, the negative
fraction gets smaller, and we have






with negative  2↵ and therefore positive ↵. If the denominator becomes
negative cos(2↵)||v
1




























so, ' is positive. If we leave out ||v
2
(x)||2, the magnitude of the denomi-
nator gets larger so the magnitude of the fraction gets smaller. Since the
fraction is negative and the arctangent is monotonic increasing a lower
magnitude increases the whole right side, and we have
'  arctan   sin(2↵)
cos(2↵)
+ ⇡ =  2↵. (4.195)
Since the numerator is positive and the denominator is negative, this



















so, ' is negative. If we leave out ||v
2
(x)||2, the magnitude of the denomi-
nator gets larger so the magnitude of the fraction decreases. It is positive
so the fraction gets smaller, so does the arctangent and the whole right
side, and we have
'   arctan   sin(2↵)
cos(2↵)
  ⇡ =  2↵. (4.197)
Since the numerator and the denominator are negative, this equals  2↵,
which is negative and therefore ↵ is positive.
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Since, we covered all possible configurations, we see that ↵ and ' always have
different signs. The right estimation for positive ↵ is a result of the even cases
and for negative ↵ of the odd ones.
Theorem 12. Let the two-dimensional vector field v(x) be linear within and









) be the function defined by the rule
'(↵) = arg((R
↵
(v(R ↵)) ? v)(0). (4.198)






  '(↵   ↵̃
n







(x)||2 6= 0 6= ||v
2
(x)||2.
Proof. To prove the theorem, we show that the series ↵
n
= ↵   ↵̃
n
of the




















Lemma 12 shows that the series ↵
n




































































Since the series of magnitudes is monotonically decreasing and bounded from
below by zero it is convergent.
Let the limit of the sequence of magnitudes be a = lim
n!1 |↵n|, then, using












The modulus function and '(↵
n



















We apply a case differentiation to Equation 4.203.
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1. For a+ '(a)   0 it is equivalent to
a =a+ '(a), '(a) = 0. (4.204)
Since













(x)||2 > 0, and for
  sin(2a)||v
1
(x)||2 = 0, which is fulfilled either for ||v
1
(x)||2 = 0 and
arbitrary a or for ||v
1
(x)||2 > 0 and a = 0.
2. a+ '(a) < 0 leads to
a =  a  '(a), '(a) =  2a, (4.206)
which is only fulfilled for ||v
2
(x)||2 = 0 and arbitrary a.





(x)||2. Since the sequence of the magnitudes converges to zero, the
sequence itself converges to zero as well.
From Theorem 12, we can construct Algorithm 4.3, which also converges for
||v
1
(x)||2 = 0, ||v
2
(x)||2 = 0 and any rotational misalignment ↵. The claim
||v
1
(x)||2 = 0 means v
1
(x) = 0 almost everywhere. For a linear vector field,
this is equivalent to v
1
(x) = 0, analogously ||v
2
(x)||2 = 0, v
2
(x) = 0. In the
case v
1




) : '(↵) = 0. An iterative
algorithm would stop after one step and return the correct result, because
these vector fields are rotational invariant anyway. In the case of v
2
(x) = 0,




) : '(↵) =  2↵. The algorithm would
alternate between  2↵ and zero. That means, if the algorithm takes the value
zero in the ↵ variable after its first iteration, the underlying vector field must
be a saddle v(x) = v
1
(x) and the correct misalignment is half the calculated
'. This exception is handled in Line 11 in Algorithm 4.3. Because of the
symmetry of linear vector fields, the misalignment can always be described




]. In the case of ↵ = ±⇡
2
the correlation will be real
valued, compare Theorem 11. This case can only appear in the first step of
the algorithm. It would return the angle zero like in the case where in deed
no rotation is necessary. Therefore, we need to include another exception
handling. We suggest to apply a total rotation by ⇡
4
to the pattern if the first
step returns ↵ = 0, compare Line 7 in Algorithm 4.3. The disadvantage of
this treatment is that it might disturb the alignment in the nice case, when
vector field and pattern incidentally match at the beginning, but will guarantee





} and v(x) = v
1
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Algorithm 4.3: Detection of total misalignment of vector fields.
Require: vector field: v(x), rotated pattern: u(x), accuracy: " > 0,
1: ' = ⇡,↵ = 0, iter = 0, exception = false,
2: while ' > " do
3: iter ++,
4: Cor = (u(x) ? v(x))(0),
5: ' = arg(Cor),
6: ↵ = ↵  ',
7: if iter = 1 and ↵ = 0 then
8: ↵ =  ⇡/4,' = ⇡/4,
9: exception = true,
10: if iter = 2 and not exception and ↵ = 0 then
11: ↵ =  '/2,' = '/2,
12: if iter = 2 and exception and ' =  ⇡/2 then
13: ↵ =  ⇡/2,' = ⇡/4
14: u(x) = e 'e12u(e'e12x),
Ensure: misalignment: ↵, corrected pattern: u(x), iterations: iter.
exception handling and will alternate between ±⇡
4
for the rest of the algorithm.
We fixed this problem in Line 14 in Algorithm 4.3.
We practically tested Algorithm 4.3 applying it to continuous, linear vector
fields R2 ! C`
2,0
that vanish outside the unit square. The experiments showed
that Algorithm 4.3 converges in all cases, just as the theory suggested.
Remark 15. Theorem 12 is only theoretically interesting. The calculation of
the misalignment of linear fields u(x) = R
↵
(v(R ↵(x))) is far easier. Because




















































4.3.3 Geometric Vector Field Basis
In order to treat the total rotation of more general vector fields, we consider
an idea of Liu and Ribeiro [LR10]. They made use of the isomorphism of 2D
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vector fields and complex functions and the expansion of holomorphic functions
into a power series

























Under total rotation g(x) = R
↵






A great disadvantage of the previous description of the vector fields as holo-
morphic functions is that the set of holomorphic functions is very limited.









phic. To solve this problem, Scheuermann suggests in [Sch99] to express the
vector fields by means of two not independent complex variables z, z. With






































2 R can be expressed.
We adapt this idea, but make use of the richness of Clifford algebras. They
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that can be easily checked. Further, for changing the limits of addition , we
use















































































































































































































































































































































































(x))) be the totally rotated copy of the
analytic 2D vector field v and u
k,l
6= 0 6= v
k,l
their coefficients with respect
to the expansion in Theorem 13, then, their rotational misalignment ↵ can be







l   k   1 .
(4.225)
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l   k   1 .
(4.228)
4.3.4 Correlation with the Geometric Basis








l are not orthogonal. So, the coefficients do in general not co-






























Still, we can work with the correlation in the same way.


























)(0) differ from zero. Then, the misalignment










l   k   1 .
(4.230)
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and use the polar representation
e
1
x =|x|e\(e1,x)e12 = re'e12 ,
xe
1






















































To be correct, a limit to infinity and a normalization would have to be added,
but to keep things short, we will assume that the remaining integrals are
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what leads to the assertion.
Remark 16. An orthogonal basis would be more efficient. But since, we plan
on using only very few of the monomials, the redundancy can be neglected.

































, if k = 1, l = 0
0, else
, (4.239)
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compare Theorem 15, which coincides with Remark 15.
4.3.5 The 3D Geometric Basis
We would like to apply the approach of a geometric basis to three-dimensional
vector fields, too. An analytic vector field v(x) : R3 ! R3 in three coordinates




























We want to express the coordinates by the whole vector x and use
x
1
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With respect to this expansion, a total rotation in the plane P by the angle



























































































Without knowledge of the plane of rotation, no assertion about the commu-






can be made. So, in
contrast to the 2D case, the rotors and the geometric basis can not be sepa-
rated.
If the plane of rotation is known, the problem can be reduced to the 2D case






This chapter contains our second contribution. From here on, we do not work
with the Clifford algebra any more, but only with complex numbers and real
valued vector fields. Our attention will be focused on our primary goal: pattern
detection is flow fields.
5.1 Relevant Flow Field Transformations
In this subsection, we discuss the important transformations for the pattern
analysis of flow fields.
As we have discussed in Subsection 2.1, translation, rotation, and scaling
can be applied to the argument and the value of a general vector field. That
































The inner translation and scaling would be reasonable if we would not
look for parts of the field resembling the pattern, but only for a one on one
correspondence of the pattern and whole field. But because interesting flow
patterns usually have a limited spatial extend, compared to a whole data set,
we do not want to compare whole fields, but only parts of them. This means,
we have to restrict the analysis to windows of the size of the pattern. Thus,
the inner translation and scaling can not be covered using moment invariants.
Clearly, the moments on one side of the field do not contain information about
the other side. This problem is solved by searching at ’all’ possible places and
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for ’all’ possible scales in the big vector field. As a result, it is not useful to





= 1. Please note that the same situation occurs in the real valued case
for a query of a small pattern in a large scalar field.
An exception to this decision can be found in Subsection 5.2.6, where the
inner and total transformations are considered, too.
The outer translation can be interpreted as a distortion of the pattern by
some background flow or a moving frame of reference. Since we would like to
be able to detect moving flow patterns, we will consider normalization with
respect to outer translation t
o
.
The outer scale represents the velocity of the flow. We want to detect the
pattern independent from its speed and normalize with respect to outer scaling
s
o
. Please note that during this operation, we will not set every vector to unit
length. The ratio between the lengths of the vectors is preserved.
The rotation is the most challenging transformation. To be in accordance
with the rotation of flow fields, we have chosen a spherical window B ⇢ Rn
for the integration and restrict the transformations to total rotations. For
flow fields, the total rotation is the one that adequately describes its behavior





of the coming subsections.
We have analyzed this transformation in more detail than the other ones and
constructed a normalization choosing almost any moment as a reference for a
standard position. Again an explicit formulation for the lowest order moments
with respect to inner and outer transformations can be found in Subsection
5.2.6. A generalization of this fundamental principle to the other moments
is straight forward and pure calculation. It will not be stated in this work
explicitly.
In Summary: Considered Transformations. All in all, the transforms












with the scaling factor s 2 R+, translational difference t 2 Rn, and rotation
R 2 SO(n). In the next subsection, we will show how this special kind of
normalization can be produced.
In this section, we show how moment invariants can be constructed for two-
dimensional flow fields using normalization and complex moments.
Throughout this section, we will perform all theoretical calculations in the
notation of the complex numbers. Please keep in mind that every result for a
108
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CCA = v(x) (5.3)
can be automatically understood as a result for a two-dimensional vector field





5.2 Two-dimensional Moment Invariants
In this section, we show how the theory on two-dimensional moment invariants
for scalar fields from Subsections 2.3.1 and 2.3.2 can be extended to flow fields.
5.2.1 Moment Invariants for Flow Fields
We have analyzed the transformations that are suitable for flow fields in Sub-
section 5.1 and decided to consider total rotation, outer translation, and outer










with the scaling factor s 2 R+, translational difference t 2 C, rotation angle
↵ 2 [ ⇡,⇡]. In the next subsection, we will show how this special kind of
normalization can be produced.
Remark 17. There is another similarity transformation, which has not been
explicitly analyzed so far: reflections. Reflections and rotations are very closely
related. Considering flow fields, also the total reflections are the ones of inter-
est. They can be produced from a total rotation followed by reflection along the
real axis, which is a complex conjugation
f 0(z) = R
↵
(f(R ↵(z))). (5.5)
This property makes the treatment of reflections almost trivial. Therefore, we
do not explicitly include them into the following calculations.
The transformation (5.4) has four real, respectively two complex, degrees of
freedom. This means, in order to define a standard position with respect to
total rotation, outer scaling, and outer translation for the normalization, we
have to choose two complex moments and move the function such that these
are set to specified values. These moments should be of low order, because
Abu-Mostafa and Psaltis show in [AMP84] that lower moments are more robust
than higher order moments. That follows from the steep slopes of the higher
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order polynomials, which stronger emphasize small distortions. We start with





2 C, and ↵
0













has two complex moments with fixed values.
Lemma 13. Let s 2 R+, t 2 C,↵ 2 [ ⇡,⇡) be parameters for outer scaling,










be the transformed copy of a complex function f : C ! C. Then, the complex
moments c0
p,q















Proof. With a suitable substitution of the integration variable, the complex
moments c0
p,q










































which proves the assertion.
The choice of the moments that can be used for the normalization is not
arbitrary. As can be seen from Lemma 13, the parameter t only has influence
on moments c0
p,q
with p = q, because
R
A
zpzq dz = 0 for any pair p 6= q. That
means, we have to take one of these. A reasonable choice is setting c
0,0
= 0
because in our application, the moment of order zero represents the average
flow or the background flow of the field and a suitable standard position is a
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This operation is generally defined for any non-vanishing area ; 6= A ⇢ C. So,
we can always preset the moment of order zero to zero to normalize with
respect to outer translation.
A classical choice for the preset value for a standard position with respect to
scaling is to require unit magnitude for a selected moment. For the standard
position with respect to rotation, we follow a common choice and align a
moment to the positive real axis. The magnitude and the direction can both
be encoded in a single complex moment. Thus, it is sufficient to choose one
moment combining the normalization of rotation and scaling, and set it to
one. It should be noted that a moment only qualifies as candidate for this
normalization if it is non-zero. This means that the choice of an appropriate
moment depends on the respective pattern function. We suggest to test the
magnitude of the rotationally variant moments of the pattern and take the one
with the highest value. We denote it by c
p0,q0 . In theory, there is a non-zero
rotationally variant moment or the function is rotationally invariant itself. In
the latter case, normalization with respect to rotation is not necessary. In
praxis, only finitely many moments can be calculated. In the case that all
the calculated rotationally variant moments are zero or numerically zero, the
maximal moment order can be increased or the function can be assumed to be
rotationally invariant. In theory, this leads to the following theorem, a main
result of this thesis.
Theorem 16. Let f : C! C be a complex function with compact support and
the complex moment c





+1 total rotations by angles ↵
0
2 [ ⇡,⇡) and a unique outer scaling
by the factor s
0
2 R+ such that the moment c0
p0,q0
of the normalized function













with k 2 Z such that ↵
0
















5. Vector Field Pattern Detection with Moment Invariants
(a) Exam-
ple f(z) =
 iz + 1 + 0.5i
with c0,0 = ⇡ + i⇡2 ,








velocity |c1,0| = 1:
f(z) =   2iz⇡ .
(d) Normalized
with respect to
rotation c1,0 2 R+:
f(z) = 2z⇡ .
(e)
Figure 5.1 Normalization of an example flow field pattern with LIC and the color


















































with k 2 Z. Please note that the restriction of s
0












. The existence of s
0
is ensured by the claim c
p0,q0 6= 0 and the existence of
↵
0




6= 1 and c
p0,q0 6= 0.
The application of these parameters to the general formula (5.6) results in
the normalized function. The calculation of the function is not necessary. The
pattern recognition is done by comparing the moments of the pattern to the
ones in the field. That means, we only have to transform the moments as in
Lemma 13, but do not need to resample and interpolate the function.
If normalization with respect to reflections is desired, there are two pos-
sibilities. We either choose another moment with non-vanishing imaginary
part and demand that to be positive by applying the complex conjugation to
all the moments, or we store the moments of the pattern and their complex
conjugates for comparison. The parameters for the other transforms can take
infinitely many different values, while the parameter for the reflection can only
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take two values. Either we have to conjugate, or we do not. Because of that,
the increase in computational complexity for the latter method is marginal
and it makes the process more flexible. We only need one moment that does
not vanish, but not two. Therefore, we used the latter option in our final
implementation.
Corollary 9. Let f : A = B
r
(0) ! C be a complex function with compact
support and the complex moment c
















































































is well defined and invariant with respect to outer scaling, outer translation,
total rotation, and total reflection.
To illustrate the normalization process applied to a flow field, we use a simple
saddle pattern defined over the unit sphere as an example in Figure 5.1.
5.2.2 Algorithm and Runtime
In the following subsection, we describe the algorithm implementing the mo-
ment normalization to detect patterns in flow fields.
For the practical computation, a discrete formulation of the integral defini-







s, discrete functions are sampled on a uniform grid with spacing h = 1/s and

















+ kh+ ilh). (5.20)
It should be noted that integration using discrete filters, reduces the accu-
rateness of the rotation invariance, see Section 5.2.4. The computation of the
moments is defined as a convolution and can be efficiently performed using the
fast Fourier transform (FFT).
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and a search pattern g. Further, parameters that have to be defined are the
maximum order n of moments that are considered for the comparison and a
scale discretization {s
1
, . . . , s
N
s
}. The first step is to compute the moments of
the pattern, Algorithm 5.1 line 2. To achieve high robustness, we choose the
moment with highest magnitude for the normalization in Algorithm 5.1 line
4. The normalization, as described in Corollary 1, can be found from line 5
to 11. The second step pre-processes the flow field. This means, we calculate
the complex moments for a discrete number of positions and scales in the
field to cover the inner translation and scaling invariance. Then, we normalize
the moments according to Corollary 1. The third step finally computes a
similarity field S(x, s) for the search pattern. Like in Subsection 2.3.4, we use
the reciprocal of the minimum of the Euclidean distances of the set of moment
invariants up to a given order to measure the similarity. It can be found in
line 24 of Algorithm 5.1.
Algorithm 5.2 describes the visualization of the resulting three-dimensional
(position and scale) scalar similarity field S : R2⇥R+ ! R, which is the output
of Algorithm 5.1. This visualization was done by extracting the local maxima
with values above the average similarity as a threshold, compare Algorithm
5.2 line 3. As can be seen in line 4, for any of these local maxima, we draw a
circle in the two-dimensional image plane in the following way:
• The size (scale) is represented by the diameter of the circle.
• The position (translation) is represented by its center.
• The similarity is represented by the color of the circle: red is average,
yellow is high, and white is extremely high.
The runtime of the algorithm is dominated by the calculation of the moments




, the size of the
pattern given by its radius r, which determines the integration area, the num-
ber of different scales N
s
, and the maximum order of moments n. In a straight






n2) operations. Our current im-
plementation does not focus on optimal performance. The computation of the
moments corresponds to a convolution and can be efficiently implemented us-











of Flusser [FZS09] considers further options for runtime improvements, which
we will further explore in future work.
Compared to the time consuming moment calculation, the normalization






n2) is very fast. There-
fore, we separate these two parts in the practical applications. The computa-
tion of the moments can be done offline in a pre-processing step. Using the
pre-computed, saved moments allows an interactive querying and exploration
of the data set in real time.
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flow field: f , B
r






maximum moment order: n,
1: for p+ q  n do















































































12: for p+ q  n do






























































Ensure: similarity of the pattern p to the field f at position x and
scale s: S(x, s).
For our example field, with 400⇥100 points, the runtime for the computation
of all moments up to third order for a pattern scale of 30⇥30 points as in Figure
5.12 is 100 seconds, which we still consider feasible. The time consumption for
the normalization of the moments and the visualization is negligible. It takes
0.2 seconds. Even though, our algorithm can be parallelized very well, this is
the computation time for sequential computation.







5.2.3 Impact of the Transformations
In this subsection, we analyze the influence of the normalization with respect to
the three transformations separately. Depending on the application, it may be
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Algorithm 5.2: Visualization of the similarity.
Require: similarity matrix of the B
r







































3: if S(x, s) > S
av
and 8y 2 B
1
(x), 8t 2 B
1
(s) : S(x, s)   S(y, t) then
4: draw circle C
s
(x) around x with radius s in color S(x, s),
Ensure: graphic of the similarity of the pattern p to the field f .
of advantage not to normalize with respect to all of them. Our implementation
contains the option for the user to select the kind of transformations of which
he wants the moments to be invariant.
(a) Pattern from (5.22). (b) Field from (5.21). (c)
Figure 5.2 The query: find a saddle in the double saddle structure. The color
represents the velocity of the field.
As an example to illustrate these situations, we used a pair of saddles in an
analytic flow field of order two
f(z) = (z   1)(z + 1) = z2   1. (5.21)
In this field reduced to [ 2, 2]⇥ [ 2i, 2i] ⇢ C, we look for a classical first order
saddle pattern
f(z) = iz (5.22)
defined in the complex unit sphere. Both can be seen in Figure 5.2 depicted in
correct ratio of their sizes. The moments are calculated in the field at discrete
positions with a resolution of 0.1 and with scales 0.2, 0.3, ..., 2.
First, we analyze the normalization with respect to translation in Figure 5.3.
For the purpose of illustration, we removed the mean flow of the area with the
116
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(a) Output of the algorithm. (b) The background flow has been re-
moved in the area of interest.
(c)
Figure 5.3 Output of the algorithm if normalization is only performed w. r. t.
translation is laid over the LIC from Figure 5.2. As can be seen in the color bar, low
similarity is depicted in red, intermediate in yellow, and high in white circles.
highest similarity in the image on the right. That way, we can see, why the
output appears at a rather surprising position. In fact, the field resembles a
saddle almost everywhere if we normalize with respect to translation. If we
remove the mean flow globally, the field is the monkey saddle f(z) = z2, which
can be seen in Figure 2.6. The area of the best fit is a little smaller than the
one of the pattern. That compensates for the higher velocity in the double
saddle field. The analogous spot on the lower half of the field is not a match,
because there the flow goes into the opposite direction.
The result of the algorithm for normalization with respect to rotation only
is pretty much as expected, compare Figure 5.4 top left. The two rotated and
slightly distorted saddles are detected. The only interesting fact is that the
similarity (sim = 2.4) is lower there than the one for the query with translation
only (sim = 3.4).
The fact that the field resembles a saddle almost everywhere becomes very
apparent if we normalize with respect to translation and rotation. The maxima
appear along the radial distance to the origin where the velocity of the pattern
best matches the velocity of the higher order field, compare the top right of
Figure 5.4. These circular maxima repeat further away from the center for
smaller integration areas that even out the higher velocity of the field. Parts
of the second layer can be seen in the four corners of the image.
If we allow normalization with respect to scaling, too, the situation changes.
Since the velocity grows quadratically in the field, but linearly in the pattern,
the two do not really match. The similarity will become higher for smaller
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(a) Rotation. (b) Rotation and translation.
(c) Translation and scaling. (d) Rotation and scaling.
Figure 5.4 Output of the algorithm if normalization is performed w. r. t. different
combinations of transformations.
patches of the field, because there, the difference in growth is less apparent.
The positions of the best matches in Figure 5.4 bottom are pretty much as
before in Figure 5.3 and Figure 5.4 top left. But the scale is much smaller and
the similarity much higher (46 and 59). The new radius is 0.2, which is the
minimal scale we looked for.
A very surprising output is produced if the normalization is performed with
respect to translation, rotation, and scaling on the left of Figure 5.5. The
invariance with respect to background flow makes the whole field similar to a
saddle and the best matches with a similarity of 64 do not coincide with the
visible positions of the saddles. To illustrate the reason for this situation, we
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(a) Minimal scale is 0.2. The background
flow has been removed in the right area.
(b) Minimal scale is 0.1.
Figure 5.5 Output of the algorithm if normalization is performed w. r. t. transla-
tion, rotation, and scaling.
removed the background flow in the area of the highest similarity on one side.
The underlying saddle indeed is less bent than the visible one. On the right in
Figure 5.5, we can see the output of the algorithm if a minimal scale of 0.1 is
chosen. This area is small enough to return the expected match without being
distorted too much. The similarity here is 94.
(a) Scale is 0.1. (b) Scale is 0.2. (c) Scale is 0.3. (d)
Figure 5.6 Similarity of the saddle to the field with different scales. The similarity
at every position is encoded in the color map.
In order to better explain the influence of the minimal scale to the results
in Figure 5.5, we omitted the calculation of the maxima and the circles, but
encoded the immediate similarity at every position for a given scale in the color
map in Figure 5.6. The moments are normalized with respect to translation,
rotation, and scaling. We can see that the image resembles a saddle pretty
much everywhere except for the center. The higher the scale, the more of this
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central area is enclosed in the patches around the visible centers of the saddles,
and the less similar becomes the result.
(a) Pattern (5.23), field (5.24), and
“output” without reflection.
(b) The output with reflection. (c)
Figure 5.7 Illustration of the influence of normalization with respect to reflection.
The color bar shows the similarity.
Finally, we look for a vortex
f(z) = iz (5.23)
in a field of the same vortex, but with opposite flow direction
f(z) =  iz. (5.24)
Since the vortices can not be mapped to each other using translation, rotation,
or scaling, but only by a reflection, no significant similarity (0.3) can be found
using only the three mappings. There is no visible output. Therefore, the
pattern, the field, and the output of the algorithm all look like the image
in Figure 5.7 left, because the line integral convolution does not show the
orientation of the flow. If we normalize with respect to reflection, the algorithm
returns the equality of the pattern and the field, compare Figure 5.7 right.
The preceding experiments lead to the following conclusion. The normal-
ization is a powerful tool and the transformations have to be chosen carefully
and wisely to fulfill their purpose in the particular applications. Especially
the normalization with respect to background flow will sometimes lead to un-
expected results, because it gives the maximal similarity of the field in any
constantly moving frame.
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5.2.4 Experiments
Our algorithm is based on the standard complex moments. We only changed
the computation of the invariants. That means, the numerical behavior is
equal to the results given by Abu-Mostafa and Psaltis [AMP84] and Teh and
Chin [TC88] for complex moments. Our practical experiments support their
fundamental findings.
While the theory in Subsection 5.2.1 states full invariance for our moments,
in practical applications this is not the case due to discretization errors. To
investigate the practical reliability, we performed some experiments with dis-






= z = f(z) on a uniform
Cartesian grid x = j/n, y = j/n, j = 1, 2, ...n. The complex moments up to a
given order span a feature space. The error is measured as the Euclidean dis-
tance in this vector space. We show results of these experiments in dependence
on the integration step sizes 1/n in Figure 5.8a and on the maximal order of







































(a) Dependence on the resolution with
a maximal order of five.




























(b) Dependence on the order with a res-
olution of 0.1.
Figure 5.8 Errors due to discretization (discr.), total rotation (rot.), outer transla-
tion (tr.), outer scaling (sc.), and evenly distributed noise with SNR = 3.5 (noise).
The lines connecting the points are for visualization purposes only.
First, we compared the calculated moments to the analytic values. The
corresponding graph in Figures 5.8a and 5.8b is marked with “discr.”. The
experimental results imply that the error depends linearly on the resolution,
but grows faster than linear with increasing order. The ’jumps’ after every
increment by two is due to the structure of the moments. The saddle is only
represented by moments of odd order.
To analyze the invariance of the moments, we rotated and scaled the saddle
and added uniform background flow with different directions and velocity. We
totally rotated the saddle in 10 steps about its center, outer scaled it by 10
values between 0.1 and 10, and added background flow in different directions
by sizes 0 to 10. Figure 5.8 shows the differences of the numerically computed
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moment invariants to the analytically expected values. We depict the maxi-
mally appearing difference over all the tested rotations in the graphs marked
by “rot.”, the maximally appearing difference over all the tested translations
in the graphs marked by “tr.”, and the maximally appearing difference over all
the tested scalings in the graphs marked by “sc.”. As can be seen, the errors
with respect to rotation and translation are in the order of the resolution of the
discretization. Only the invariance with respect to scaling is close to perfect.
Since the background flow is only represented by moments of even order, the
’jumps’ after every second increment of the translation is shifted compared to
the ’jumps’ that are linked with the saddle.
Finally, we tested robustness with respect to evenly distributed white noise.
The resulting error for a signal to noise ratio of SNR = 3.5 is shown in the
graphs marked by “noise” in Figure 5.8. The influence of the noise scales
linearly with respect to its power. The behavior of the moments with respect
to the chosen noise intensity is representative for other noise magnitudes.
5.2.5 Applications
(a) The original flow field, in which we look for the patterns.
(b) The field with removed mean flow serves as basis for the pattern selection.
Figure 5.9 Line integral convolution of the dataset. The colors represent the velocity
of the field: blue is slow, red is fast.
We applied our algorithm to one time slice of a 2D CFD simulation of the
Kármán vortex street, which is the result of a flow passing a cylinder. The
line integral convolution (LIC) [CL93] of this slice can be found in Figure 5.9.
We calculated the complex moments for a discrete number of positions and
scales in the field to cover the inner translation and scaling invariance. Then,
we normalized the moments according to Corollary 9. As similarity measure,
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we used the reciprocal of the minimum of the Euclidean distances of the set
of moment invariants up to a given order.
(a) Vortex saddle pat-
tern in Figures 5.11,
5.12, and 5.13
(b) Double vortex pat-
tern in Figure 5.14
(c) Double vortex saddle
in Figure 5.15
(d)
Figure 5.10 Query patterns selected from Figure 5.9 bottom.
(a) The moments up to a maximal order of three were used.
(b) The moments up to a maximal order of five were used.
Figure 5.11 Similarity of the dataset to the vortex saddle pattern.
In the following examples, we select query patterns from the dataset field
without mean flow (Figure 5.9 bottom) and search for it in the original dataset
(Figure 5.9 top). The chosen features are shown in Figure 5.10. Results of our
algorithm for a maximal order of three and five applied to the vortex saddle
combination on the left of Figure 5.10 can be found in Figure 5.11. It confirms
the invariance with respect to outer translation. The similarity field takes its
maximum at exactly the position and the size, where the pattern itself was
selected.
To show that our algorithm works adequately, we overlay its output for the
saddle vortex combination from Figure 5.11 over the LIC of the field without
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Figure 5.12 For comparison, the similarity to the saddle vortex combination was
laid over the LIC of the flow field with removed mean flow.
the mean flow (Figure 5.9 bottom). Figure 5.12 shows the result, which allows
some interesting observations:
• As expected, the maximum similarity appears where the pattern meets
itself and the following local maxima appear where the pattern repeats
itself along the Kármán street.
• At first sight, it might be surprising that there is no match at the saddle
vortex combinations with the saddle in the upper half of the image. Even
though the LIC image shows the same pattern, the flow orientation is
reversed. Invariance with respect to reflection could be easily added to
the set of transforms considered for normalization, but we liked to keep
the moments sensitive with respect to this feature to stress the difference
in the vortices.
• There are matches with intermediate similarity on the upper left and




that consist of the same vortex and one of the two upper saddles
to the left and the right. The similarity is lower due to the slightly oval
deformation of the vortices.
• A higher accumulation of approximately concentric circles and some ap-
parently false positives can be observed at the more distant repetitions.
This phenomenon can be reduced by increasing the maximal order of
the moments, as shown in Figure 5.11 bottom. Here, we used the 21
moments up to the fifth order, which results in a higher discriminating
power than using just the 10 moments up to third order.
We analyzed the robustness of our algorithm with respect to noise. For this
experiment, we added a random field of evenly distributed noise to the data
set. Some visual results can be found in Figure 5.13. Since the moments are
computed by integration, they are very robust. The similarity values hardly
change under the influence of small noise. The main change in the images is the
many new circles with mostly rather low similarity. The reason for this, is not
the calculation of the moment invariants, but the decision to draw the circles at
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(a) SNR = 8.6.
(b) SNR = 4.3.
Figure 5.13 Similarity of the dataset to the saddle vortex combination with distor-
tions by different signal to noise ratios.
local maxima. The noise leads to a less smooth similarity field and therefore
an increasing number of maxima. That is no disadvantage of the moment
invariants because they are not intrinsically tied to the final visualization of
the similarity field. The calculation of the similarity values starts to fail when
the power of the noise gets close to twice the power of the image, which can
be considered as robust.
Figure 5.14 The similarity of the underlying field to the counter oriented double
vortex is encoded in the brightness of the circles.
The results of the algorithm in Figure 5.12 are quite representative. The
mentioned observations can be made with other patterns, too. As another
example, we show the output of our algorithm for the pattern consisting of the
two counter oriented vortices and two saddles from the right of Figure 5.10.
Again, as expected, the original cutout can be found in the very bright circle
and its repetitions with lower similarity along the Kármán street in Figure
5.15.
As another example, we applied our algorithm to the simulation of a swirling
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Figure 5.15 For comparison, the similarity to the double vortex saddle pattern was
laid over the LIC of the field with removed mean flow.
(a) The pattern: an elongated vortex. (b) The field: a swirling jet sim-
ulation.
(c)
Figure 5.16 LIC color coded by velocity of the pattern and the field of our second
application.
jet. Figure 5.16 shows the pattern on the left and the field in the middle.
The pattern is a slightly elongated vortex over the unit sphere defined by the
formula
f(z) =  5iz + iz. (5.25)
The flow field is the result of the simulation of a fast stream entering a liquid at
rest. We show the output of our algorithm laid over the LIC in Figure 5.17. In
the left image, we normalized with respect to rotation, reflection, translation,
and scaling. The appearances that are in the vicinity of the vortices, but not
in the center are due to the normalization with respect to translation. This
effect was explained in Section 5.2.3. The image on the right is the result of
normalization only with respect to rotation, reflection, and scaling. It is also
apparent, that there are weak matches at bends with high curvature in the left
image, which do no longer appear in the right one. Leaving out the background
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(a) Normalized with respect to rota-
tion, reflection, scaling, and transla-
tion.
(b) Normalized with respect to rota-
tion, reflection, and scaling.
(c)
Figure 5.17 For comparison, the similarity to the elongated vortex pattern from
(5.25) was laid over the LIC of the simulated field from Figure 5.16. The colorbar
indicates the similarity.
flow gives them the shape of vortices, too. If we leave out normalization with
respect to reflections, only the vortices to the right of the jet are detected.
Please note that the maximal similarity values in the left image are much higher
(sim = 60) than the ones without translational normalization (sim = 7). We
adapted the range of the colormap to make both results visible.
5.2.6 Normalization of Inner and Outer Transformations
This subsection plays a special role and can be skipped on first reading. Here,
we fundamentally analyze the behavior of 2D vector fields under all transfor-
mations in (5.2).
In order to normalize with respect to outer and inner transformations, we
analyze the relation of the moments of a function
g(z) = f(z) 
A
(z) : C! C (5.26)

































2 [ ⇡,⇡], and the transformed area A0 with
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). The notation of the
functions using the characteristic function is necessary to adequately describe
the behavior under inner transformations.






































































































































































Now, we want to find the function gc that is the normalized version of g. To
do so, we have to choose four complex moments and use them to express the
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5.2. Two-dimensional Moment Invariants
It seems most convenient to start expressing t
o
by means of c
0,0
. The standard












































































































to be set to zero and express s
o
ei↵o by means of c
1,0
. We choose
the standard position with respect to outer rotation and scaling to ensure that
c
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does no longer depend on s
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, we scale c0
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Instead, one could also think of taking c0
0,1
for the determination of ↵
i
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Proof. The assertion follows from straight calculation and can be found in the
Appendix A.
In praxis, not the function, but only the moments are normalized. That way
only few additions and multiplications are needed and no resampling and in-


























































5. Vector Field Pattern Detection with Moment Invariants
In this case, we had eight real degrees of freedom: two for the scaling, two
for the rotation, and four for the translation. We eliminated them by setting
fix four complex moments.
All transformations described in the introduction are special cases of Theo-
rem 17. Depending on the specific application, it may be useful not to normal-
ize with respect to all the transforms. In order to customize the normalization
to a specific problem, the superfluous parameters can simply be left out. For
the scaling parameters, this means setting them to one, and for all the others,
it means setting them to zero. The total transforms are generated by identi-
fying the outer parameters with the negative of their inner counterparts. This
will usually lead to a simplification of the remaining parameters.
As mentioned earlier, the choice of the moments that are predefined is free.
If the underlying problem has a much smaller amount of degrees of freedom
that coincide with the fixation of the second order moments, it might be useful
for the sake of robustness to recalculate the normalization parameters. But
the given setting is valid for all given kinds of transforms. We look closer at
an example of customization in the coming section.
In case that the chosen moments should vanish, a recalculation of the nor-
malization with non-vanishing moments is also necessary. The details for flow
fields can be found in Section 5.2.1. The generalization to inner and outer
transformations is straight forward. It follows from direct calculation. It can
be found in Appendix A.
5.2.7 Pseudo-Zernike Moments
This subsection may also be skipped on first reading. In contrast to the pre-
vious ones, the use of an alternative function space basis is described. We
did not analyze the pseudo-Zernike moments as well as the classical monomial
ones. It shall just give a brief overview on how moment invariants can be
constructed using other bases.
We show how pseudo-Zernike moment invariants for flow fields can be con-
structed and compare them to the complex moment invariants. They are
orthogonal, less redundant and do not suppress the information at the center
of the function.
The fundament for the definition of pseudo-Zernike moments are the pseudo-
Zernike polynomials. They are defined for n,m 2 Z, |m|  n and the complex













s!(n  |m|  s)!(n+ |m|  s+ 1)! .
(5.43)
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Mukundan and Ramakrishnan [MR98] define the pseudo-Zernike moments for
real valued functions over the unit ball f(x, y) = f(r cos( ), r sin( )) : B
1
(0) ⇢





(0)), that means the result of the L
2















(r, )f(r cos( ), r sin( ))r d  dr. (5.45)
It is trivial to generalize the pseudo-Zernike moments to complex valued
functions by just expanding the image space and adapting the defining formula
(5.45).
Definition 22. For the order n 2 N and the repetition m 2 Z with |m|  n and
the complex function f : B
1














In order to get a better understanding of the pseudo-Zernike basis, the basis
functions up to order two are given in Figures 5.18 and 5.19.
The complex conjugation of the pseudo-Zernike basis function stems from
the definition of the scalar product on complex L
2
spaces. It is necessary to
guarantee positive definiteness and does not appear in the real case. Because of
the isomorphism of 2D vectors to complex numbers R2 ⇠ C, the generalization
to 2D vector fields v : R2 ! R2 is straight forward, too. The challenging part
is to construct the invariants that satisfy the needs of these kinds of functions
and their applications, which we will show in section 5.2.7.
Comparison of Complex and Pseudo-Zernike Moments. For the pair




















rp+qei (p q)f(r cos( ), r sin( ))r d  dr (5.48)
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Figure 5.18 The real part of the coefficient of the first pseudo-Zernike polynomials
interpreted as 2D vector fields visualized with line integral convolution [CL93] and a
color map representing the velocity. Blue stands for slow and red for fast flow.















s!(n  |m|  s)!(n+ |m|  s+ 1)!





















s!(n  |m|  s)!(n+ |m|  s+ 1)!C1/2(n+m s),1/2(n m s).
(5.49)
The monomials up to order two are given in Figure 2.5.
Up to the order n 2 N there are 1/2(n + 1)(n + 2) complex moments, but
(n + 1)2 pseudo-Zernike moments. Since the lower order moments are more
robust that the higher order moments [AMP84], that property is an advantage
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Figure 5.19 The imaginary part of the coefficient of the first pseudo-Zernike polyno-
mials interpreted as 2D vector fields visualized with line integral convolution [CL93]
and a color map representing the velocity. Blue stands for slow and red for fast flow.
of the pseudo-Zernike moments. They are able to encode more information of
a function into lower order moments. The explicit numbers up to order ten
can be found in Table 5.1.
order 0 1 2 3 4 5 6 7 8 9 10
pseudo-Zernike 1 4 9 16 25 36 49 64 81 100 121
complex 1 3 6 10 15 21 28 36 45 55 66
Table 5.1 Number of moments up to a given order.
Since the numbers equal there, we will mainly compare the pseudo-Zernike
moments up to order five to the complex moments up to order seven.
The angular part of the pseudo-Zernike polynomials and the monomials can
be easily compared. Up to an order of n
0
the angular part of both take the
values e i n0 , ..., ei n0 . Calculated over the unit circle, they are orthogonal.
If we fix one angular polynomial ei m0 the corresponding radial polynomials
differ. For the pseudo-Zernike polynomials they take the values R
n,m0(r) with
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Example 20. We chose the pseudo-Zernike moments to go up to an order of
five and the complex moments to go up to an order of seven, because that results
in the same amount of moments, compare Table 5.1.The first polynomials for
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(a) Pseudo-Zernike moment radial poly-






(b) First radial polynomials that belong
to the angular polynomial e±i .
This allows three conclusions. First, up to a given order, there are far
more radial polynomials, in the pseudo-Zernike case than in the monomial
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case. Second, the orthogonal radial polynomials R
n,m
(r) cover the space much
better than the ones of the monomials. Especially the higher order monomials
are almost zero everywhere, except for the values of r close to one. They put
much higher emphasis on the outer part of the unit circle than on the center.
And third, the monomials all look more or less the same. They are highly
correlated. These are advantages of the pseudo-Zernike moments. While the
monomials are correlated, they cover the different velocity profiles better.
The Pseudo-Zernike Moment Invariants for Flow Fields.
Theorem 18. Let f 0(z) = ei↵f(e i↵z) : C! C be the total rotated copy of a






















































































which proves the assertion.
In order to define a standard position with respect to total rotation for the
normalization, we have to choose a moment and rotate the function such that
137
5. Vector Field Pattern Detection with Moment Invariants
this moment is set to a specified direction. Since it is the usual choice, we
take the positive real axis as new alignment. But the selection of the moment
should not be done globally. This moment should be of low order to be more
robust [AMP84] and it must not vanish to have an orientation. So the choice
should depend on the respective function. We suggest to test the magnitude
of the moments of the pattern in ascending order and take the first one with
a significant value. We denote it by A
n0,m0 .
Theorem 19. Let f : C ! C be a complex function with the pseudo-Zernike
moment A
n0,m0 6= 0 for a pair n0,m0 2 Z, |m0|  n0,m0 6= 1. Then, there is
a unique total rotation by the angle ↵
0
2 [0, 2⇡] that normalizes the function
such that the moment A0
n0,m0
of the normalized function f0(z) = ei↵0f(e i↵0z)









































Please note that the restriction of ↵
0
2 [0, 2⇡] guarantees the iff-relation in
the second line and therefore the uniqueness. The existence of ↵
0
is ensured
by the claims m
0
6= 1 and A






m0 1 to Theorem 16.
We made some experiments with the pseudo-Zernike moments. So far, they
did not show a significant difference to the ones done with complex moments.
5.3 Three-dimensional Moment Invariants
In this section, we show how moment invariants can be constructed for three-
dimensional flow fields from the zeroth and first order moments using nor-
malization. This is the generalization from the three-dimensional moment
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invariants for scalar fields from Subsections 2.3.3 and 2.3.4 to flow fields, but
there are a number of new obstacles to overcome when we deal with three-



































5.3.1 Moments for 3D Flow Fields
As in the real valued case, we can construct moments as projections of the field
v(x) with respect to a function space basis. Again, there are various options
for choosing a basis. A direct generalization of the scalar case is the vector
monomial basis, which is given by b
i0i1...in = ei0xi1 ...xin . Since we analyze the
3D vector moments for the first time, we stick with this one, because it is easy
to understand and to handle. The first basis vector fields in direction of the
x-axis e
1




analoga are rotations of the displayed basis vector fields.
(a) b1 = e1 =
(1, 0, 0)T .
(b) b11 = e1x =
(x, 0, 0)T .
(c) b12 = e1y =
(y, 0, 0)T .
(d) b13 = e1z =
(z, 0, 0)T .
Figure 5.21 The first basis vector fields visualized with hedgehogs and line integral
convolution (LIC) [CL93]. The color map represents the velocity. Blue means low
and red high velocity.
In contrast to the complex basis from the two-dimensional vector field mo-
ments in Subsection 5.2.1, these are not directly the most interesting patterns
to flow analysts. But, as can be seen in Figure 5.22, those can be easily
constructed from the basis.
Definition 23. For a three-dimensional vector field v : R3 ! R3 with compact
support and p, q, r 2 N, the vector moment m
p,q,r
2 R3 of order n = p+q+r















Every component of the vector moment consists of the real valued moment
of the corresponding component of the vector field. We construct an array
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(a) A vortex
v = b12   b21 = (y, x, 0)T .
(b) A saddle
s = b11 + b22   b33 = (x, y, z)T .
(c)
Figure 5.22 Popular flow patterns can be easily constructed from combinations of
the basis vector fields.
that is very similar to the moment tensor of the real valued functions from
Subsection 2.3.3. In Theorem 20, we will see that this array is a tensor, too,
which justifies the following definition.
Definition 24. For n 2 N and a three-dimensional vector field v : R3 ! R3











Theorem 20. The vector moment tensor of order n is a contravariant tensor
of rank n+ 1 and weight 1.
Proof. Let A 2 R3⇥3 be an invertible matrix and v0(x) = Av(A 1x) : R3 !
R3 an actively transformed version of the vector field v(x), then, the vector


















































Now, the integral has the same shape as (2.65). It is the moment tensor of
the single real valued component v
j0 of the vector field. From the proof of
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which satisfies Definition 11 as a contravariant tensor of rank n+1 and weight
1.
5.3.2 Moment Invariants for 3D Flow Fields
Analogous to the real valued case, we will construct moment invariants for
flow fields using normalization.
We have analyzed the transformations that are suitable for flow fields in
Subsection 5.1 and decided to consider total rotation, outer translation, and
outer scaling. In the 3D case, the transformation (5.2) takes the shape
v
0
(x) =sRv(R 1x) + t, (5.64)
with the scaling factor s 2 R+, translational difference t 2 R3, and rotation
R 2 R3⇥3. The stepwise normalization of an example flow field is visualized
in Figure 5.23. Following, we will show how this special kind of normalization
can be produced.






Figure 5.23 An example flow field is normalized step by step with respect to the
considered transformations. The color map represents the velocity. Blue means low
and red high velocity.
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is the hardest part and will take most of the work. The first order vector
































under active transformations by A 2 R3⇥3. Like for the second order mo-




























which implies to proceed analogously. But the situation is a little different.
Again, let S be the matrix with the same entries as ⌃, that means, s
i0i1 =
M
i0i1 . It is a tensor of covariant rank one, contravariant rank one and weight
zero, that means, it transforms via
S0 = ASA 1. (5.69)
Can we do everything like in the scalar case now? No. There is a big
difference to the real valued case. The tensor ⌃, and the matrix S respectively,
are not symmetric.
Can we not bring the matrix into JNF? We can bring it into its Jordan
normal form by a coordinate transform, but this transform will in general not
be orthogonal, that means,
AT 6= A 1. (5.70)
Even though a matrix would be in Jordan normal form after transformation
by A, the contravariant moment tensor
⌃
0
= | detA|A⌃AT 6= A⌃A 1 = S0 (5.71)
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will not. It behaves differently. The behaviors of matrix and tensor only coin-
cide for orthogonal transforms and they will in general not be powerful enough
to gain the desired JNF. They can fix only three degrees of freedom, which is
enough for symmetric matrices, but not for arbitrary ones. The JNF is too
restrictive.
Is there a normal form for orthogonal transformations? Yes. As a
solution, we can use the Schur form of the matrix [HJ90]. It is an upper
triangular matrix
U = Q⌃QT (5.72)
that can be formed by an orthogonal transformation Q. And, like in the real
valued case, the behavior of our tensor and the matrix coincide for orthogonal
transformations. The Schur decomposition can be interpreted as a general-
ization of the spectral decomposition. Like the Jordan normal form, it will
have the eigenvalues on its diagonal. Only the entries on its upper half will
not vanish. In the case of symmetric matrices, the two forms will coincide. In
general, the entries on the strict upper triangle are ambiguous.
How can we find an unambiguous normal form? We will make use of
the well studied JNF J = V SV  1. We calculate the transformation matrix
V of the (generalized) eigenvectors in a deterministic way and construct the
QR-decomposition of its inverse V  1 = Q 1R 1. If S has real eigenvalues, J
is an upper triangular matrix. From
J = V SV  1 = RQSQ 1R 1 , R 1JR = QSQ 1 = U, (5.73)
follows that U = R 1JR is upper triangular, too. Since the inverse of an
upper triangular matrix as well as the product of upper triangular matrices is
an upper triangular matrix. Since U is upper triangular and Q is orthogonal,
U = QSQ 1 is a Schur decomposition of S. If S has complex eigenvalues, we
choose U = QSQ 1 as its standard position anyway. It is no triangular matrix
in this case, but still unambiguous.
How can we find a deterministic V ? We have seen that even in the
real valued case, the transformation matrix, which is constructed from the
eigenvectors, is not unique. For asymmetric matrices, the situation gets even
harder. The existence of an eigenbasis and of real valued eigenvectors is not
guaranteed. We have to distinguish the following cases for S:
1. S has three Jordan blocks: This case has been treated in Section
2.3.4 already and will not be restated here again. An orthogonal trans-
formation matrix can be chosen and the Jordan normal form is a suitable
normalization if the eigenvalues do not coincide.
143
5. Vector Field Pattern Detection with Moment Invariants
2. S has two Jordan blocks:
a) If the two blocks have different eigenvalues, the block of size one
comes with an eigenvector, which is orthogonal to the space that
corresponds to the block of size two. The latter can be uniquely
spanned by its one eigenvector and its one generalized eigenvector.
That gives a transformation matrix.
b) If the eigenvalues coincide, we have a 2D space in which all vectors
are eigenvectors. Then, a unique transformation matrix can not be
found.
c) If there are two complex eigenvalues1, there is a 2D space without
real valued eigenvectors. Then, a unique real valued transformation
matrix can not be found.
3. S has only one Jordan block: The whole R3 corresponds to this
block. It can be uniquely decomposed into its eigenspace and its first
and second generalized eigenspace.
Case one behaves as described in the previous section. Cases 2 (a) and 3
guarantee that a normalization with respect to the first order vector moment
tensor is possible, as illustrated in the first step of Figure 5.23. Case 2(b)
corresponds to a plane in which the first order moment part of the pattern
is rotationally invariant. Like in the scalar case, this method will fail if the
pattern is not rotationally invariant itself. If it is rotationally variant, we would
have to use higher order moments for the normalization, but this has not been
developed so far. In our implementation, we assumed these functions to be
invariant with respect to rotations along this plane.
Outer Translation. Normalization with respect to outer translation makes
a constraint of the integration area necessary. It need so be finite. Since we
assume the functions to have compact support in praxis anyway, this is not
really a restriction. Still, it is crucial for the mathematical accuracy. In order
to grant rotational invariance of the integration area, we also need it to be
spherical. So, let A = B
r
(0) ⇢ R3 be compact.
Additional background flow, namely outer translation,
v(x)
0
= v(x) + t (5.74)
1Complex eigenvalues can appear in a real valued matrix only in the shape of complex
conjugated pairs. In 3D this can only happen in the case of two Jordan blocks.
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A reasonable standard is the claim for vanishing background flow, that means
vanishing average velocity. Therefore, normalization with respect to outer
translation can be done by setting the zeroth order moment tensor to zero. If












This operation is generally defined for any non-vanishing area ; 6= A ⇢ R3.
So, we can always preset the moment of order zero to zero to normalize with
respect to outer translation.


































Therefore, normalization with respect to scaling can be achieved by demanding
a certain non-vanishing moment tensor M
i0i1...in 6= 0 to take the value one. If
we solve that for the scaling parameter s 2 R+, we get
M 0
i0i1...in




Other ways of normalization are possible, too. In our algorithm, we choose
the first order vector moment tensor in its rotational standard position to have
unit Frobenius norm.
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Invariant Similarity Measure. For a three-dimensional flow field v : R3 !










with i = 1, ..., 8 be its outer translated, totally rotated, and outer scaled copies
by the parameters t 2 R3, s 2 R+, Q
i
2 R3⇥3. Here, each Q
i
2 R3⇥3, i =
1, ..., 8 is the orthogonal matrix of the QR-decomposition of one of the eight2
transformation matrices V
i
, which transform S into its Jordan normal form J
with decreasingly ordered eigenvalues from (5.73). Further s = ||J || 1
F
2 R+
is the reciprocal of the Frobenius norm of J and for i
0











Then, each function v0
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i1...im ,m = 0, ..., n, i = 1, ..., 8} is TRS invariant.
Considering moments up to order n, the similarity independent from outer
translation, total rotation, and outer scaling of a pattern and a flow field can



















as explained for scalar fields in Subsection 2.3.4.
5.3.3 Algorithm and Runtime
Algorithm 5.3 normalizes the moments. Normalization with respect to outer
translation is performed in Line 2. The main part of the algorithm is the cal-
culation of the matrix Q 2 R3⇥3. It is used for the normalization with respect
to total orthogonal transformations in Line 9. Finally, the normalization with
respect to outer scaling is done in Line 11.
Algorithm 5.4 calculates the similarity of a pattern and a flow field. First,
the moments are calculated for the pattern in Line 2 and for the field at all
positions and scales in Line 4. Then they are normalized using Algorithm 5.3,
and finally compared in Line 9.
2As described in subsection 2.3.4, the sign of each column of V
i
is undefined. That leaves
us with up to 23 = 8 matrices.
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Algorithm 5.3: Moment normalization.
Require: moments M
i0i1...im8ij = 1, 2, 3, j = 0, ...,m  n up to maximal
order n 2 N and the scale s 2 R+ they were calculated with,
1: for m = 0, ..., n
0
, j = 0, ...,m, i
j
= 1, 2, 3 do
































) such that: the Jordan blocks
are ordered descending in size, and blocks of the same size are
ordered descending in value,





, ( 1)i mod 2v
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8: for m = 0, ..., n, j = 0, ...,m, i
j
= 1, 2, 3 do



















































= 1, 2, 3, j = 0, ...,m  n, i = 1, ..., 8.
The similarity field is four-dimensional because it stores the similarity at all
3D positions and different scales. In order to visualize it, Algorithm 5.5 encodes
the size of the compared pattern from the fourth dimension into spheres of
corresponding radius. The magnitude of the similarity is stored as the density
of the sphere. The resulting 3D scalar field can then be visualized by classical
methods, like volume rendering [MHC90]. In order to reduce clutter and save
runtime, we do not draw all spheres. In Line 9 a selection is made to the
ones with a similarity value above average that do not have more than two
neighboring positions with higher similarity values. We chose two neighbors in
order to detect maximal ridge lines. It reduces the number of drawn spheres,
enhances the speed of the calculation, but does not separate maximal ridge-
lines. Further, we do not draw spheres that are enclosed completely by a
sphere with higher similarity value, because they would not be visible in the
final image anyway.
The runtime of the whole method is dominated by the calculation of the







the number of different scales N
s
, and the maximum order of moments n, which
is usually smaller than five. For each of these O(NN
s
n2) moments, an integral
needs to be numerically approximated. Our current implementation does not
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flow field: v, pattern: p of size spat, maximum






1: for m = 0, ..., n, j = 0, ...,m, i
j
= 1, 2, 3 do


























































































Ensure: similarity of the pattern p to the field v at position x and scale s:
S(x, s).
Algorithm 5.5: Visualization of the similarity.









































3: neighborIsBigger = 0,






: ||y   x||  1 do
5: if S(x, s)   S(y, s) then
6: neighborIsBigger ++,
7: if S(x, s) > S
av
and neighborIsBigger < 4 and
8t > s : S(x, s) < S(x, t) then
8: draw sphere B
s
(x) around x with radius s in color S(x, s),
Ensure: graphic of the similarity.
focus on an optimal performance with respect to runtime. But, since the
computation of the moments corresponds to a convolution, it can be efficiently
implemented using a fast Fourier transform algorithm to O(N logNN
s
n2). In
the work of Flusser et al. [FZS09] further options for runtime improvements
are considered, which we will explore in our future work.
Compared to the time consuming moment calculation, the normalization
and the comparison of the moments is very fast. It has a complexity of
O(NN
s
n2). Therefore, we separate these two parts in our practical applica-
tions. The computation of the moments can be done offline in a pre-processing
step.
148
5.3. Three-dimensional Moment Invariants
5.3.4 Applications
In this section, we will present some experiments that are obtained with our
method applied to one synthetic data set and two numerical simulations.
First, we designed a synthetic vector field consisting of the superposition of
several vortex-like and other structures. In a cube [ 4, 4]3 ⇢ R3, we place the
flow features described in table 5.2.
ID Position Basic pattern
(0,0,0) very weak source
(A) (2,-2,2) sink
(B) (1,0,2) oval vortex with core line along the z-axis, drawn out along
the x-axis
(C) (2,2,-2) bipole in the x-y-plane
(D) (2,-2,-2) vortex added to quadrupole in the x-y-plane
(E) (-2,-2,-2) saddle
(F) (-2,2,-2) vortex with core line along axis (0, 1, 1)T
(G) (-2,0,2) long vortex with small diameter and its core line along the
y-axis
Table 5.2 The flow features in the analytic dataset in Figures 5.24 and 5.25.
To get a better impression of the resulting data set, it is illustrated in Fig-
ure 5.24 showing several LIC slices. The weak source in the center is chosen
such that it does not interfere strongly with the other structures, but avoids
sections of the vector field to vanish completely to zero. The search pattern is
a vortex template, that means, a simple linear center with a Gaussian damp-








A e x2 y2 z2 . (5.84)
The similarity is measured as described in (2.75). For each grid point and each
scale, we test if its similarity is higher than most of its neighbors. Then, we
render a sphere with the following properties:
• The position of the match is the center of the sphere.
• The scale of the pattern is the radius of the sphere.
• The similarity to the vortex defines the density of the sphere.
Whenever two spheres intersect, the higher density value is stored.
The result is a three-dimensional real valued function, which is visualized
using volume rendering in Figure 5.25 with the transfer function from Fig-
ure 5.26. The moments are computed up to second order.
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(a) (b)
Figure 5.24 LIC images through the synthetic field. The field contains a sink (A),
a oval vortex (B), a bipole (half hidden here) (C), a vortex added to a quadrupole
(D), a saddle (E), a short vortex (F), and a long vortex (G).
The volume rendering is supported by a selection of illuminated streamlines
in Figure 5.25. The seeding of the streamlines is driven by the similarity of the
pattern with the field. The higher the similarity, the higher the probability of
a point to be a seed point of a streamline. This technique is a representative
example for all kinds of visualization methods, that may cover up important
parts of the flow field if applied to the the whole 3D data set. Using our
similarity field as region of interest (ROI), many well known algorithms can
be steered directly to only work at the positions where the field is of interest
to the flow field analysts. That way, clutter can be avoided.
In the volume rendering in Figure 5.25, the following observations can be
made:
• All vortex-like structures are detected with a high and clearly visible
similarity value.
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Figure 5.25 Volume rendering of the spheres field. The streamlines are seeded by
similarity of the moments.
Figure 5.26 The transfer function for the volume rendering used in all the experi-
ments of this subsection.
• As expected, the size of the spheres indicate the size of the patterns.
• For larger, elongated structures, neighboring spheres combine to large
oval ellipsoids, giving insight into the extent of the structure.
• The similarity value is smaller for the distorted vortices: the oval one,
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(a) Maximal order 2. (b) Maximal order 3.
Figure 5.27 More complicated structures, like the quadrupole (D), need higher
order moments to be detected.
the bipole, and the quadrupole.
Figure 5.27 is a close zoom into the analytic data set showing the quadrupole.
It is a higher order structure, which can not be constructed from second order
moments. The similarity field from moments up to second order only shows
one big sphere. In comparison to that, the third order moments represent the
detailed shape of the quadrupole much better.
The delta wing is the second data set in our evaluation. It results from
a simulation of air flow around a single delta wing configuration at subsonic
speed and was computed in the context of numerical research of vortex break-
down [R0̈5]. The initial high angle of attack increases over time. Although
the simulation contains multiple time steps, we limit our analysis to a single
time step in this thesis, which contains 11 915 131 tetrahedron and prism cells.
We further cut out the area directly above the delta wing. Analogously to the
first data set, we used the simple vortex from (5.84) as search pattern.
The visualization in Figure 5.28 is chosen analogous to the other data sets.
The two tip vortices that are well known for the delta wing are well extracted.
Due to the spatial extent of the moments, it can also be seen very nicely how
the vortices grow as they flow along the delta wing. A nice observation can be
made at the streamlines, which again have been seeded with a probability that
is directly correlated with the similarity. They underline the vortex structures
that have been found. Because of the high velocity of the delta wing, the main
direction of the air is towards its rear. Therefore, the vortices are distorted
to elongated swirls. The moment invariants are not affected by this, because
of their invariance with respect to background flow. They fully recognize the
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(a) View from the front.
(b) View from the side.
Figure 5.28 Volume rendering of the similarity field of the delta wing data set using
a vortex template.
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(a) View from the top. (b) View from the back.
Figure 5.29 The similarity field of the delta wing using scales only up to half the
size of the dataset reveals the secondary vortices.
vortices.
The images in Figure 5.28 were made browsing through all scales up to
the size of spheres that fit into the limits of the bounding box. In contrast
to that, we reduced the maximal scale to half that size in Figure 5.29 and
increased the brightness and the density of the volume rendering to emphasize
smaller similarity values. These settings revealed a very interesting feature:
the contrarily oriented secondary vortices that appear to the side of the main
vortices. In figure 5.28 this feature melts into the large main vortices and
can only be guessed because of the sudden increase in diameter at the very
rear. The third data set is a numerical simulation of a flow behind a square
cylinder with Reynolds number Re = 200, which creates a von-Kármán vortex
street. The data is a direct numerical Navier Stokes simulation by Camarri et
al. [CSBI05], which is publicly available [Int]. We use a uniformly resampled
version, which has been provided by T. Weinkauf and used in von Funck et
al. [vFWTS08].
Fig. 5.30 shows the volume rendering and the probability streamlines of the
similarity field constructed in the same way as for the other data sets. In the
von-Kármán vortex street, we search for two vortices sampled from one vortex
center to the other one. We used the last two vortices in the data for the
sampling. That is the yellow sphere on the very right. Please note that we
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(a) Side view.
(b) Top view.
Figure 5.30 The similarity of the von-Kármán street to the double vortex on its
very right under orthographic projection.
subtracted the mean flow from the data set only to compute the streamlines
such that they show the well known von-Kármán vortex street. The similarity
field was computed on the original data set with its natural background flow.
The algorithm detects the repetitions of the double vortex pattern along the
vortex street. It can also be seen that the similarity becomes stronger the
nearer the vortices are to the pattern that we search for.
Figure 5.31 The similarity of the von-Kármán street under orthographic projection.
The pattern is the larger yellow sphere showing the vortex-saddle-combination on top
of the second vortex from the right.
Our algorithm can detect any kind of pattern. We do not even a mathemat-
ical description or any restrictions on continuity, smoothness, linearity, or a
certain shape, but can simply cut out an area of interest or design a pattern ex-
plicitly. This is probably its greatest advantage. To underline this statement,
we looked for other patterns in the von-Kármán vortex street. In Figure 5.31,
we searched for occurrences of the combinations of a saddle and a vortex close
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Figure 5.32 The similarity of the von-Kármán street under orthographic projection.
The pattern is the larger yellow sphere on the right. It is a small area between two
vortices.
to each other, which we cut out from the data set itself. This feature is the
three-dimensional analogon to the two-dimensional pattern in Figure 5.10a.
In Figure 5.32, we chose the area in between two vortices that have opposite
rotation orientation. This resembles the two-dimensional pattern from Figure
5.10b in a 3D version and also stems from the three-dimensional simulation of




In this thesis, we have described two very different approaches for the task of
finding patterns in vector fields independent from their orientation, size, and
position. In the first part, we used the Clifford algebra and in the second part,
we used moment invariants. Both led to very different results.
6.1 Clifford Algebra
The first approach made use of the Clifford algebra and the rotational infor-
mation in the geometric product to produce an orientation estimation.
For multivector fields over Rp,q with values in any geometric algebra C`
p,q
,
we have successfully defined a general geometric Fourier transform. It com-
prehends most popular Fourier transforms from the current literature. As a
result, the fundamental theorems do not have to be proven over and over again
for each newly defined Clifford Fourier transform. If it can be embedded into
Definition 13, its basic theorems have already been proven once and for all.
Its existence, independent from the specific choice of the kernel functions,
could be proven for all integrable multivector fields, see Theorem 2. Theorem
3 shows that our geometric Fourier transform is generally linear over the field
of real numbers. All transforms from Example 8 consist of kernel functions
that are the exponential of bilinear functions. We proved that this property is
sufficient to ensure the scaling property of Theorem 4. If a general geometric
Fourier transform is separable, as introduced in Definition 16, then, Theorem
5 (Left and right products) guarantees that constant factors can be separated
from the vector field to be transformed. We also proved a shift property
(Theorem 6), which applies under the conditions of separability and linearity
with respect to the first argument of the kernel functions.
We further showed that separable GFTs can be decomposed into real valued
trigonometric transforms in Theorem 7. Even though, the definition of the
GFTs covers more than the separable transforms, these are the most popu-
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lar ones. When it comes to real applications, even the stronger restriction to
explicitly invertible GFTs is essential. For them, a decomposition into clas-
sical one-dimensional, real-valued sine transforms and cosine transforms with
constant multivector factors is even possible. Theorem 8 displays their simple
structure.
This decomposition makes them easier to understand, analyze, and imple-
ment. As examples of the advantages of the new point of view on the GFTs,
we presented the convolution theorem (Theorem 9). Another advantage is
that the decomposition into one-dimensional sine and cosine transforms di-
rectly shows how a classical fast Fourier transform algorithm can be applied
to efficiently calculate the transforms.
All in all, the generalization of the Fourier transform to Clifford Fourier
transforms opened a door to a whole bunch of opportunities, challenges, and
questions. But the expected step to extend the two-dimensional logpolar phase
correlation to three dimensions could not be performed.
We also put our focus on the correlation. The geometric cross correlation of
two vector fields is scalar and bivector valued. Moxey et al. [MSE03] realized
that this rotor yields an approximation of the outer rotational misalignment
of three-dimensional vector fields.
We analyzed the quality of this approximation and found that it depends
on the ratio of the parallel and the orthogonal parts of the fields. Further,
we proved that the application of this rotor to the outer rotated copy of any
vector field never increases the misalignment to the original field. In Theorem
10, we refined this fact and showed that iterative application completely erases
the misalignment of the outer rotationally misaligned vector fields.
We presented Algorithm 4.1, which additionally contains exception han-
dling and experimentally confirmed our theoretical findings. Our experiments
showed general convergence even in the case of discrete fields, but a low rate
of convergence. From experimental observations, we deduced the idea for Al-
gorithm 4.2 and practically showed its superior performance.
All in all, we consider the convergence of the iterative geometric correlation
to be of no practical relevance, but an interesting feature of the geometric
product.
We tried to apply the iterative correlation to total rotations and showed that
it does not even converge for all two-dimensional vector fields. In Theorem 12,
we proved that the iterative application of the encoded rotation completely
erases the total misalignment of linear vector fields if ||v
1
(x)|| 6= 0 6= ||v
2
(x)||.
These exceptions could be handled in Algorithm 4.3. We implemented it and
experimentally confirmed the theoretical results.
For the treatment of a more general class of vector fields, we suggested the
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expansion with respect to the geometric basis. We showed, that the rotational
misalignment can be detected from geometric correlation with the functions
of the geometric basis for any analytic two-dimensional vector field. Sadly, a
similar approach to three-dimensional vector fields failed.
All in all, the geometric cross correlation proved useful for the detection of
distortions in the color space of color images and also in the orientation esti-
mation of two-dimensional flow fields. Again, the goal to find a generalization
to 3D flow fields could not be achieved.
Our analysis of both Clifford algebra methods were well recepted in the
Clifford algebra society. It led to theoretically interesting results, but could
not tackle the basic goal of detecting the total rotational misalignment of three-
dimensional vector fields. The reason is probably the fundamental difference
between two- and three-dimensional rotations. They are commutative in 2D,
but they are not in 3D.
Still, there have been interesting results and contributions:
• Comprehension of most of the Clifford Fourier transforms into one uni-
versal framework.
• Proof of the fundamental properties of these transforms.
• Decomposition of the separable transforms into reals valued trigonomet-
ric transforms.
• Orientation estimation of 3D color fields using iterative correlation.
• Orientation estimation for 2D flow fields using correlation.
Further, our investigation led to some open questions:
• What are necessary and sufficient constraints for the invertibility of a
GFT?
• Which bijective transforms differ significantly from real-valued trans-
forms?
• Which properties has the plane that is suggested by iterative correlation
from the second step on? This may be the key to proving the convergence
of Algorithm 4.2.
• How good does Algorithm 4.2 work if the fields are not equal after rota-
tion, but only similar?
Finally, our work suggests to more intensively concentrate on the Clifford
Fourier transforms that belong to the eigenfunction approach, which is mainly
pursued by the Ghent group [BdSS05, BS09, BDBDSS13].
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6.2 Moment Invariants
In the second part of this thesis, we dedicated ourselves to the generalization
of moment invariants to flow fields. These are characteristic numbers, like
“fingerprints”, of a function that do not change under certain transformations.
We showed how they can be constructed from moments using normalization.
In the two-dimensional case, we were able to construct a complete and inde-
pendent set of moment invariants that is adaptable with respect to vanishing
moments. Three-dimensional flow fields again proved harder to treat. We were
able to construct a complete and independent set in this case, too. But so far,
we could not make this construction flexible. The step to normalization with
respect to moments of higher orders is difficult. It has not even been solved for
real valued functions yet. If the pattern has no significant linear component,
this method will fail. We implemented the moment normalization and used
the invariants for the detection of patterns in flow fields. The situation of a
vanishing linear part did not occur in any of the cutout patterns. Also in the
whole data sets, these occurrences did not disturb the visualization.
The calculation of the moments is very time-consuming. There are algo-
rithms that are specialized to a specific pattern, for example, vortex core lines,
which they can find much faster than our algorithm. One of the great advan-
tages of the pattern recognition using moment invariants is that it can find any
pattern. It is not restricted. We do not even need a mathematical description
of the underlying vector field, but can simply cut out a part that is interesting
to us. The algorithm can detect all similar occurrences in this or any other
vector field.
The main contributions of this part are:
• Transfer of the technique of normalization to vector fields.
• Construction of a set of complete, independent, and adaptable invariants
for 2D vector fields.
• Construction of a set of complete and independent invariants for 3D
vector fields.
• Application of the moment invariants to TRS invariant pattern recogni-
tion in 2D and 3D flow fields.
• Development of adequate visualization algorithms that transfer the sim-
ilarity into beautiful images.
• Experiments with the algorithms on analytic and simulated flow field
data sets.
The main focus of our future work in the field of moment invariants will be:




• Investigation of affine invariants.
• Application of the invariants to vector field clustering.
• Normalization of the vector spherical harmonics.
• Comparison of the pseudo-Zernike and the vector spherical harmonic
moments to the monomial moments.
• Extension of the moment invariants to time-dependent vector fields.
• Transfer of the technique to orientation estimation tasks.
• Acceleration of the moment calculation.
• Application of the tensor contraction method to 3D flow field pattern
recognition.
• Comparison of the invariants constructed from normalization to the ones
from tensor contraction.
All in all, we are very pleased with the performance of the moment invariants

























































































































































































































To keep calculations clear and of manageable length, we will show the invari-
ance with respect to the transforms one by one.
Outer translation: Let g0 be an outer translated copy of g


















































































































































































































































































































































































































































































































































































































































































which shows that the normalized function is invariant to outer translation.
Inner translation: Let g0 be an inner translated copy of g

























= 0. So, the lower
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which shows that the normalized function is invariant to inner translation.






























































and the standardizing parameters
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A. Proof of Theorem 17



























































































































which shows that the normalized function is invariant to inner rotation and
scaling.
Outer rotation and scaling: Let g0 be an outer rotated and scaled copy



















































































































































































































































































































































































































































































































































































































































which shows that the normalized function is invariant to outer rotation and
scaling.
Putting the four parts together shows that the normalized function is invari-
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tifikation an der Universitẗ Bonn, http://www-mmdb.iai.uni-
bonn.de/lehre/proprak0304/ siegemund.pdf, WS 2003/04.
[SJWS08] Tobias Salzbrunn, Heike Jänicke, Thomas Wischgoll, and Gerik
Scheuermann. The State of the Art in Flow Visualization:
Partition-based Techniques. In Simulation and Visualization
2008 Proceedings, 2008.
[Som82a] Frank Sommen. Hypercomplex Fourier and Laplace Transforms
I. Illinois Journal of Mathematics, 26(2):332–352, 1982.
186
Bibliography
[Som82b] Frank Sommen. Hypercomplex Fourier and Laplace Transforms
II. Complex Variables, Theory and Application: An Interna-
tional Journal, 1(2-3):209–238, 1982.
[SPP04] Filip Sadlo, Ronald Peikert, and Etienne Parkinson. Vorticity
Based Flow Analysis and Visualization for Pelton Turbine De-
sign Optimization. In Proceedings of the conference on Visual-
ization ’04, pages 179–186, 2004.
[SRS+12] H. Skibbe, M. Reisert, T. Schmidt, T. Brox, O. Ronneberger,
and H. Burkhardt. Fast Rotation Invariant 3D Feature Compu-
tation Utilizing Efficient Local Neighborhood Operators. Pat-
tern Analysis and Machine Intelligence, IEEE Transactions on,
34(8):1563–1575, Aug 2012.
[SVG+08] T. Schafhitzel, J. E. Vollrath, J. P. Gois, D. Weiskopf,
A. Castelo, and T. Ertl. Topology-Preserving  2-based Vortex
Core Line Detection for Flow Visualization. Computer Graphics
Forum, 27(3):1023–1030, 2008.
[SWC+08] Dominic Schneider, Alexander Wiebel, Hamish Carr, Mario
Hlawitschka, and Gerik Scheuermann. Interactive Comparison
of Scalar Fields Based on Largest Contours with Applications to
Flow Visualization. IEEE Trans. on Vis. and Computer Graph-
ics, 14(6):1475–1482, 2008.
[SWTH07] J. Sahner, T. Weinkauf, N. Teuber, and H.-C. Hege. Vortex
and Strain Skeletons in Eulerian and Lagrangian Frames. IEEE
Trans. on Vis. and Computer Graphics, 13(5):980–990, 2007.
[SZ12] Andrzej Szymczak and Eugene Zhang. Robust Morse Decompo-
sitions of Piecewise Constant Vector Fields. IEEE Transaction
on Visualization and Computer Graphics, 18(6):938–951, 2012.
[TC88] C.-H. Teh and R.T. Chin. On image analysis by the methods of
moments. IEEE Trans. Pattern Anal. Mach. Intell., 10(4):496–
513, 1988.
[Tea80] Michael Reed Teague. Image analysis via the general theory of
moments⇤. J. Opt. Soc. Am., 70(8):920–930, 1980.
[Tel08] Alexandru Telea. Data Visualization - Principles and Practice.
A K Peters, 2008.
[TGK+04] Xavier Tricoche, Christoph Garth, Gorden Kindlmann, Ed-
uard Deines, Gerik Scheuermann, Markus Ruetten, and Charls
Hansen. Visualization of Intricate Flow Structures for Vortex
187
Bibliography
Breakdown Analysis. In Proceedings of IEEE Visualization 2004,
pages 187–192, October 2004.
[TM08] Tinne Tuytelaars and Krystian Mikolajczyk. Local Invariant
Feature Detectors: A Survey. Found. Trends. Comput. Graph.
Vis., 3(3):177–280, July 2008.
[Tri02] Xavier Tricoche. Vector and Tensor Field Topology Simplifi-
cation, Tracking and Visualization. PhD thesis, University of
Kaiserslautern, April 2002.
[vFWTS08] W. von Funck, T. Weinkauf, H. Theisel, and H.-P. Seidel. Smoke
Surfaces: An Interactive Flow Visualization Technique Inspired
by Real-World Flow Experiments. IEEE Transactions on Vi-
sualization and Computer Graphics (Proceedings Visualization
2008), 14(6):1396–1403, November - December 2008.
[WBBP05] Joachim Weickert, Andrés Bruhn, Thomas Brox, and Nils Pa-
penberg. A Survey on Variational Optic Flow Methods for Small
Displacements, 2005.
[WC79] Carl FR Weiman and George Chaikin. Logarithmic spiral grids
for image processing and display. Computer Graphics and Image
Processing, 11(3):197–226, 1979.
[WRB09] Qing Wang, Olaf Ronneberger, and Hans Burkhardt. Rotational
Invariance Based on Fourier Analysis in Polar and Spherical Co-
ordinates. IEEE Transactions on Pattern Analysis and Machine
Intelligence, 31(9):1715–1722, 2009.
[WTS+05] Tino Weinkauf, Holger Theisel, K. Shi, Hans-Christian Hege,
and Hans-Peter Seidel. Extracting Higher Order Critical Points
and Topological Simplification of 3D Vector Fields. In Proc.
IEEE Visualization 2005, pages 559–566, Minneapolis, U.S.A.,
October 2005.
[WXWH13] Ziniu Wu, Yizhe Xu, Wenbin Wang, and Ruifeng Hu. Review
of Shock Wave Detection Method in {CFD} Post-Processing.
Chinese Journal of Aeronautics, 26(3):501 – 513, 2013.
[WZ00] G. Wolberg and S. Zokai. Robust image registration using log-
polar transform. In Image Processing, 2000. Proceedings. 2000
International Conference on, volume 1, pages 493–496, 2000.
[XL06] Dong Xu and Hua Li. 3-D Surface Moment Invariants. In Pattern
Recognition, 2006. ICPR 2006. 18th International Conference
on, volume 4, pages 173 –176, 2006.
188
Bibliography
[ZF03] Barbara Zitová and Jan Flusser. Image registration methods: a








Clifford Fourier transform, 41, 64,
71














geometric cross correlation, 74
geometric Fourier transform
convolution theorem, 69












GFT decomposition into TT, 63































pseudo Zernike polynomials, 132
pseudoscalar, 13









Sommen Fourier transform, 42, 64,
72
spacetime Fourier transform, 42, 64,
72
split w. r. t. commutativity, 47













Roxana Bujack received the Diploma in mathematics in 2010 and the BSc in
computer science in 2011 at Leipzig University in Germany. She is currently a
PhD student in the Image and Signal Processing group of the Department of
Computer Science at Leipzig University. Her research interests include moment




Roxana Bujack. Orientation Invariant Pattern Detection in Vector Fields with




Hiermit erkläre ich, die vorliegende Dissertation selbstständig und ohne un-
zulässige fremde Hilfe angefertigt zu haben. Ich habe keine anderen als die
angeführten Quellen und Hilfsmittel benutzt und sämtliche Textstellen, die
wörtlich oder sinngemäß aus veröffentlichten oder unveröffentlichten Schriften
entnommen wurden, und alle Angaben, die auf mündlichen Auskünften beruhen,
als solche kenntlich gemacht. Ebenfalls sind alle von anderen Personen bereit-
gestellten Materialen oder erbrachten Dienstleistungen als solche gekennzeich-
net.
Leipzig, den 18. Oktober 2014
