Abstract: In this paper we introduce a generalized class of filtered Lyapunov functions, which are Lyapunov functions with time-varying parameters satisfying certain differential equations. Filtered Lyapunov functions have the same stability and robustness properties of Lyapunov functions. On the other hand, filtered Lyapunov functions can be easily handled to construct composite filtered Lyapunov functions for cascaded systems. Tools for the design of composite filtered Lyapunov functions are given and used to construct globally stabilizing dynamic feedback laws for block-feedforward systems with stabilizable linear approximation.
INTRODUCTION
The problem of constructing composite Lyapunov functions for interconnected systems has been the subject of many papers (Hill et al. (1977) , Jiang et al. (1996) , , Mazenc et al. (1996) , Panteley et al. (2001) ). Dissipativity (Hill et al. (1977) ) and Lyapunovbased small-gain theorems (Teel (1996) , Jiang et al. (1996) , Battilotti (1998) , Jiang et al. (1996) ) establish elegant methods for the stability analysis of interconnected systems but do not point out any constructive procedure of a Lyapunov function. When interconnecting two systems Σ 1 andΣ 2 with Lyapunov functions W 1 and, respectively, W 2 , a simple combination W 1 p 1 + W 2 p 2 , p 1 , p 2 > 0, may be not a Lyapunov function for the interconnection Σof Σ 1 andΣ 2 (see a detailed discussion in ). The design of composite Lyapunov functions has been investigated in Mazenc et al. (1996) and in the case of triangular systemsΣ 1 :ẋ = f (x) + h(x, z),Σ 2 :ż = a(z). In Mazenc et al. (1996) the composite Lyapunov function is the sum of suitable nonlinear scalings of the Lyapunov functions W 1 and W 2 ofẋ = f (x) and, respectively,ż = a(z), viz. α 1 (W 1 ) + α 2 (W 2 ). A term Mz + x T Hz can be tolerated in h(x, z) by using a Lyapunov function α 1 (W 1 + Ψ) + α 2 (W 2 ) with "relaxed" cross term Ψ provided f (x) = F x and h(x, z) contains no terms of the form h 0 (x)z with nonlinear h 0 (x) (see also proposition 5.24 of ). In no assumption is imposed on the term h(x, z) except for a linear growth with respect to x and the composite Lyapunov function is the sum of the Lyapunov functions of each systemΣ 1 andΣ 2 plus a suitable cross term, viz. W 1 + Ψ + W 2 . The definition of Ψ involves a line integral along the system trajectories, which can be calculated only in some specific cases.
Recently some Lyapunov-like function have been introduced by examples in Battilotti (2008) . Filtered Lyapunov functions, like Lyapunov functions, are ttols for ascertaining stability but, unlike Lyapunov functions, may depend on time-varying parameters which are the output of certain dynamical filters. The flexibility of filtered Lyapunov functions can be seen in the design of composite Lyapunov functions for interconnected
and p is the output of a filter implemented by using the mixed terms in x and z appearing in the time derivativeṡ W 1 andẆ 2 .
Following the preliminary work Battilotti (2008) , we want to give a twofold contribution in this paper.
• First, we define a general class of filtered Lyapunov functions and prove that these functions have the same stability and robustness properties of Lyapunov functions. A natural notion of stability in our context is a slight modification of the partial stability notion as introduced in Hahn (1967) , def. 55.2. The advantage of introducing filtered Lyapunov functions is that it is very easy to combine the filtered Lyapunov functions of two systemsΣ 1 andΣ 2 for obtaining one for the interconnection ofΣ 1 andΣ 2 . We illustrate this in the case of triangular systemṡ
with x ∈ R n , z ∈ R m . For these triangular systems, under the same assumptions of we show how to construct a filtered Lyapunov function by avoiding the calculation of a cross term along the system trajectories.
• Secondly, we want to study the stabilization problem for systems (1)-(2), using the design of filtered Lyapunov functions. As a first class of systems we considerẋ
The uncontrolled system (3) is exactly (1)-(2). Moreover, the linear approximation around the origin is assumed stabilizable. Our stabilization result is based on the knowledge of a filtered Lyapunov function for the uncontrolled system (3), viz. (1)-(2). With such a filtered Lyapunov function at hand, we use the feedback passivation approach (Byrnes et al. (1991) ) for stabilizing (3).
Finally, we consider systems (3) augmented by some y-dynamics,
Clearly, by iteration we can obtain stabilization results for (4)-(6) with some other dynamics on top and so on. The novelty is that to obtain a stabilizing feedback law for (4)-(6) it is not necessary to define a Lyapunov function for the closed-loop system (3) which involves a line integral along the system trajectories as suggested in . Only algebraic computations are required.
NOTATIONS
We give some notations extensively used throughout the paper.
• R n is the set of n-dimensional column vectors of real numbers. R + denotes the set of real non-negative numbers. R > denotes the set of real positive numbers. R n×m denotes the set of real matrices n × m. • For any vector x ∈ R n we denote by x i the i-th element of x. For any matrix G ∈ R n×m we denote by [G] ij the (i, j)-th element of G and by G i the i-th row of G.
• for any R ⊂ R n , clos(R) denotes the closure of R in R n . By dist(w, R) with closed R ⊂ R n we denote the distance of w from R,
If X is not open we mean that there is a j-times continuously differentiable extension of f to some neighboorhood of X . Moreover, by
• ByẆ |ẋ =f (x) we denote the time derivative of W ∈ C 1 (R n , R) along the trajectories ofẋ = f (x), viz. W |ẋ =f (x) = ∂W ∂x (x)f (x). We will also use bold letters to denote trajectories rather than values.
, is locally linear (resp. locally quadratic) at the origin if there exist a > 0 and δ ∈ (0, r) such that α(s) = as (resp. α(s) = as 2 ) for all s ∈ [0, δ). We say that a positive definite function α ∈ C 2 (R n , R + ) is locally quadratic around the origin if
FILTERED LYAPUNOV FUNCTIONS AND RELATED PROPERTIES
In this section we introduce the definition of filtered Lyapunov functions. We will show that filtered Lyapunov functions and Lyapunov functions have similar properties such as stability and robustness. Leṫ
with z ∈ R n , time varying parameter p ∈ L ∞ (R + , P), where P := (0, p) × · · ·× (0, p) (r times), and f locally Lipschitz continuous on z uniformly on p ∈ clos(P), that is for each compact set R ⊂ R n there exists a constant c such that
and p ∈ clos(P). We can assume without loss of generality that p ∈ (0, 1). Let z(t, z 0 , p) (or simply z(t) if there is no ambiguity) denote the solution of (7) at time t with 
As a Lyapunov function, the existence of a filtered Lyapunov function implies some stability properties for (7). In the context of filtered Lyapunov functions, it is natural to refer to the stability of a systeṁ
with respect to the state z, where f and g are locally Lipschitz continuous on z uniformly on p ∈ clos(P). Let w 0 = col(z 0 , p 0 ), with p 0 ∈ P, and denote by w(t, w 0 ) = col(z(t, w 0 ), p(t, w 0 )) or simply w(t) = col(z(t), p(t)) the solution of (9) ensuing from w 0 , defined over its maximal extension interval [0, T max ). The following definitions are slightly different from the notion of partial stability given in Hahn (1967) , def. 55.2.
Definition 2. Assume f (0, p) = 0 and g(0, p) = 0 for all p ∈ P. The equilibrium z = 0 of (9) (or simply (9) ) is
• stable with respect to z if for each ε > 0 there exists (9) is globally asymptotically stable with respect to z.
• locally exponentially stable with respect to z if there
The notion of partial stability given in Hahn (1967) , def. 55.2. requires that w 0 < δ ε and, respectively, w 0 < η. In our notion, p 0 is fixed. We state without proof the following stability result based on filtered Lyapunov functions. Theorem 3. If there exists a smooth (resp. strict) filtered Lyapunov function for (7) then there exists positive semidefinite Γ ∈ C 0 (R n , R + ) such that (7)- (8) is globally (resp. asymptotically) stable with respect to z.
As Lyapunov functions, strict filtered Lyapunov functions guarantee also a general robustness property and as a particular case stability with respect to z under persistent disturbance (total stability with respect to z). We do not have space to prove this property here.
COMPOSITE FILTERED LYAPUNOV FUNCTIONS FOR STABILIZATION OF NONLINEAR SYSTEMS
In the previous section we have shown that filtered Lyapunov functions and Lyapunov functions have the same stability properties. Composite Lyapunov functions
have been studied in (details and discussions can be found in ). The function W (x) is a Lyapunov function for the uncontrolled system (1) and V (z) is a Lyapunov function for (2). The cross term Ψ(x, z) is defined as a suitable line integral along the trajectories of Σ and therefore only in some specific cases can be calculated. Moreover, such a cross term is very sensitive to system uncertainties. The Lyapunov functions proposed in Mazenc et al. (1996) solve the computational problems of these Lyapunov functions, by introducing a relaxed cross term which is calculated on the quadratic approximation of a partial differential equation. However, this technique requires that f (x) is linear and h(x, z) does not contain terms of the form h 0 (x)z with h 0 (0) = 0 (see also proposition 5.24 of ).
In this section we investigate the problem of constructing filtered Lyapunov functions for interconnections (1)-(2) by avoiding the calculation of the cross term along system trajectories and additional restrictions on f and h.
Filtered Lyapunov functions for cascaded systems
Consider the cascaded systemẋ
with
n×n and H(p) ∈ R n×m , and f (·), h(·, ·, p) and a(·, p) locally Lipschitz uniformly on p ∈ clos(P). Note that we consider in (10)-(11) a bit more general class of interconnections than (1)- (2) to open the way to the procedure for the generic step of interconnections with more than two systems such as (4)-(6). Moreover, assume that (A1) there exist γ 2 ∈ K , locally linear around 0 , and γ 1 , γ 3 , γ 4 ∈ K , locally quadratic around 0 , such that for all x, z and p ∈ clos(P)
, positive definite and strongly convex, such that
(A3) there exists a smooth strict strongly convex filtered Lyapunov function V for (11) and the equilibrium z = 0 of (11) withṗ = −Γ (z)p is locally exponentially stable.
Under assumptions (A1)-(A3), with p ≡ cost, a composite Lyapunov function U (x, z) = W (x) + Ψ(x, z) + V (x) for (10)-(11) has been defined (theorem 1 of ). We will show how by using filtered Lyapunov functions it is possible to avoid the calculation of the cross term Ψ(x, z) along the state trajectories of (10)-(11).
By (A3) there exist non-negative
for all z and p ∈ P,
with φ(z, 0) = 0 ∀z , φ(z, p) positive definite ∀p ∈ P.(17) Moreover, considering the linear approximation of (15) and the quadratic approximation of V (z, p) around z = 0 for fixed p ∈ P, from (A1), (12) and (14)- (16) it follows that
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Therefore, A(p) is Hurwitz for each p ∈ P and F is stable. We also have the two following facts (without proof).
Fact #2. There exist τ 1 , τ 2 ∈ K , locally linear around 0 , and a rational matrix M ∈ C ∞ (clos(P), R n×m ) such thaṫ
, locally linear around 0, such that for all x, z and p ∈ P * := (0, p * )
Define a filtered Lyapunov function for (10)- (11)as follows
23) for all x, z and p ∈ clos(P * ). The choice of b is possible on account of the strong convexity of W together with the fact thatΨ 1 andΨ 0 are smooth on clos(P * ).
Theorem 4.Under assumptions (A1)-(A3), (19) is a smooth strongly convex filtered Lyapunov function for (10)-(11).
Indeed, by strong convexity of W , (14) and (22),
2 + bα 2 (z) for all z, x and p ∈ P * . Therefore, U satisfies (i) of definition 1 with P * . Moreover, using (17), (14), (22) and facts #1 and #2U | (10)−(11)−(20) ≤ −bφ(z, p)p viz. U satisfies (iii) of definition 1. We are left with proving that U satisfies (ii) of definition 1. By (A3) and theorem 3 the origin z = 0 ofż = a(z, p),ṗ = −Γ (z)p is globally asymptotically and locally exponentially stable with respect to z. Therefore, for each ε > 0 there exists δ ∈ K ∞ such that z(t, w 0 ) < ε for all t ≥ 0 provided z 0 < δ(ε); in addition, lim t→∞ z(t, w 0 ) = 0 for all z 0 and there exist η, λ, µ > 0 such that
On account of fact #2 and the strong convexity of W , there exist ν ∈ K , locally linear around 0 , such thaṫ
Using (24) as in the proof of theorem 1 of , we conclude that
Once again using (24) together with the boundedness of x(·, w 0 ) and linearity ofτ 1 andτ 2 near 0, it follows that Λ(x (·, w 0 
Consider the system (a particular case is example 4 of )
2 and |a(z) + z| ≤ ε(|x|)|z| for all x and z and for some γ, δ, ε ∈ K , locally linear around 0 . It is easy to see that (A1)-(A3) are satisfied with V (z) = z 2 and W (x) = x 2 . Therefore, a filtered Lyapunov function U for (26)- (27) can be defined as claimed by theorem 4 and shown in the above constructive procedure
(30) The calculation of the cross term Ψ(x, z) defined in , section IV-C, is not feasible. Moreover, the construction of a relaxed cross term proposed in Mazenc et al. (1996) cannot be used since h 0 and h 1 may be nonlinear.
A filtered Lyapunov function can be used for designing dynamic state feedback stabilizing control laws exactly in the same way as a Lyapunov function can be used for designing static state feedback stabilizing control laws by feedback passivation approach (Byrnes et al. (1991) ). The main idea is illustrated in the following section.
Filtered Lyapunov functions for asymptotic stabilization of cascaded systems
Assume that the systeṁ
and g(x, 0, p, 0) = g 0 and k(x, 0, p, 0) = k 0 for all x and p ∈ P, satisfies (A1)-(A3) and, in addition,
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One of the main results of claims that the composite Lyapunov function W (x) + Ψ(x, z) + V (z) constructed for (10)-(11) can be used to globally asymptotically stabilize a restricted class of systems (31). The controller, obtained by using this Lyapunov function, inherits the drawbacks of the Lyapunov functions defined in (calculation of the cross term, weak robustness). We want to find a dynamic state feedback law which globally asymptotically stabilizes (31) with respect to (x, z), using the filtered Lyapunov function we have constructed for (10)- (11). Let U be a filtered Lyapunov function for (10)- (11) defined as in (19) . By smoothness of g and k we can assume without loss of generality that
g (x, z, p, v)v = g(x, z, p, 0)v +g(x, z, p, v)v 2 , k(x, z, p, v)v = k(x, z, p, 0)v +k(x, z, p, v) 
Note that the definition of π 0 and π 1 guarantees that |v| ≤ 1 for all x, z and p ∈ clos(P * ) andṽ(0, 0, p) = 0 for all p ∈ P. We want to prove the following stabilization result.
Theorem 5. Assume (A1)-(A5) for (31). The closed-loop system (31)-(33)-(20) is globally asymptotically stable and locally exponentially stable with respect to (x, z).
We will do this into two steps: first, we prove that the trajectories of (31)- (33)- (20) are bounded for all t ≥ 0, then we prove that (31)- (33)- (20) is asymptotically and locally exponentially with respect to (x, z) and, finally, that it is globally stable with respect to (x, z). Let w = col (x, z, p) and w(t, w 0 ) denotes the trajectory of (31)- (33)- (20) ensuing from w 0 , defined over its maximal extension interval [0, T max ).
Proof. On account of the fact that by construction |v| ≤ 1 for all x, z and p ∈ clos(P * ), by direct calculations we obtainU
which, by strong convexity of W and on account of (14), implies
Note that U is a smooth function of p ∈ clos(P * ), ζ 1 := xp (j0+k1+1)/2 , ζ 2 := zp (k1+1)/2 and ζ 3 := V (z, p)p and it is bounded from below on its domain. Since g(x, 0, p, 0) = g 0 , k(x, 0, p, 0) = k 0 for all x and p ∈ P, it follows from LaSalle's invariance principle that p(·), ζ 1 (·), ζ 2 (·) and ζ 3 (·) tend to the largest invariant set
Butṽ ≡ 0 on M . Therefore, (31)- (33)- (20) and (11)- (10)- (20) coincide on M and we conclude from theorem 4 that p(t) ↓ p 0 > 0 as t → ∞. Therefore, from (35) it follows that w(·, w 0 ) ∈ L ∞ (R + , R n × R m × P * ) for all x 0 ∈ R n , z 0 ∈ R m and p 0 ∈ P * .
We conclude the proof of the first part of theorem 5 with the following Claim 7. (31)- (33)- (20) is globally asymptotically stable and locally exponentially with respect to (x, z).
Proof. By claim 6 w(·, w 0 ) ∈ L ∞ (R + , R n × R m × P * ) for all x 0 ∈ R n , z 0 ∈ R m and p 0 ∈ P * and w(·, w 0 ) tends to the largest invariant set N ⊂ {w : z = 0, (g ∂z 2 (0, p) for each p ∈ P. The matrix P (p) is symmetric and positive definite for each p ∈ P * on account of the strong convexity of W and (22) . Also, on account of (34)
for each p ∈ P * . This with (A5) imply that any trajectory (x(·, w 0 ), z(·, w 0 )) of (31)- (33)- (20) ensuing from N tends to zero as t → ∞. Therefore, all the trajectories (x(·, w 0 ), z(·, w 0 )) of (31)- (33)- (20) tend to zero as t → ∞.
Note that the systemẇ = L(p)w with p ∈ P * is exactly the Jacobian linearization of (31)- (33) around (x, z) = (0, 0) for fixed p ∈ P * . By virtue of lemma 3 of Krasselmeier (1986) we conclude that the system trajectories (x(t, w 0 ), z(t, w 0 )) of (31)- (33)- (20) tend to the origin locally exponentially.
We conclude with the proof of global stability with respect to (x, z) . By local exponential stability of (31)- (33)- (20) with respect to (x, z), Λ(x(·, w 0 ), z(·, w 0 )) ∈ L 1 (R + , R + ) for each x 0 and z 0 . On account of (14) and (22) (see
