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2.1 Convex Sets
2.1.3 Polar Sets and Dual Cones
In application to the robust control problems considered in subsequent chapters, a useful
type of convex set is the polar set of a (not necessarily convex) set C:
Definition 2.11 (Polar Sets). Given a set C ⊆ Rn with 0 ∈ C, the polar of C is defined
as:
C◦ := {v | 〈v, x〉 ≤ 1, ∀x ∈ C } .
Proposition 2.12 (Properties of Polar Sets). Given a set C ⊆ Rn containing the ori-
gin, the following properties hold:
i. C◦ is closed and convex with 0 ∈ C◦.
ii. C◦ = (conv C)◦.
iii. If C is closed and convex, then (C◦)◦ = C.
iv. For λ > 0, (λC)◦ = λ−1C◦.
v. If in addition D ⊆ Rn, then (C⋃D)◦ = C◦⋂D◦.
vi. For the p–norm unit ball Bp,
(Bp)◦ = Bq, 1 < p <∞, p−1 + q−1 = 1
(B1)◦ = B∞, (B∞)◦ = B1.
Several sets with their associated polars are shown in Figure 2.3.
If the set K is a convex cone, then K◦ is called the polar cone of K. Of greater use for our
purposes, however, will be the dual cone of K:
Definition 2.13 (Dual Cone). Given a convex cone K ⊆ Rn, the dual cone of K is
defined as:
K∗ := {v | 〈v, x〉 ≥ 0, ∀x ∈ K } .
Note that it is easily shown that if K is a convex cone, then K◦ = −K∗.
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Figure 2.3: Convex Sets and Polar Sets
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2.3 Convex Optimization
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Figure 2.5: Support and Gauge Functions
The support and gauge functions of a set C have several properties that will be useful in
subsequent sections; principal among these properties is their relation to one another with
respect to the polar set C◦:
Proposition 2.19 (Properties of Support and Gauge Functions). If C is a closed
and convex set with 0 ∈ C, the following properties hold:
i. σC(·) ≥ 0.
ii. σC(·) = γC◦(·) and γC(·) = σC◦(·).
iii. If C is also compact and symmetric (i.e. x ∈ C implies (−x) ∈ C), then its gauge
function γC corresponds to a norm. In particular, for the p–norm ball Bp, γBp = ‖·‖p
where 1 ≤ p ≤ ∞.
2.3 Convex Optimization
A convex optimization problem is a minimization problem in the form
min
x
f0(x)
subject to:
fi(x) ≤ 0, ∀i ∈ {1, . . . , p}
gi(x) = 0, ∀i ∈ {1, . . . , q},
(2.5)
17
2. Background
where each of the functions fi : R
n → R is a convex function, and each of the functions
gi : R
n → R is affine. The function f0 is referred to as the cost or objective function,
while the remaining functions fi and gi are referred to as the problem constraints. Note
that a variety of problems can be cast in the general framework of (2.5), e.g. the problem of
maximizing a concave function can be recast as a convex optimization problem via a change
of sign.
Occasionally it will be of interest to find a feasible point for the problem (2.5), i.e. one
satisfying the constraints, without regard to optimality. The problem of finding such a
point is easily written in the form (2.5) by defining an optimization problem with zero
objective function:
min
x
0
subject to:
fi(x) ≤ 0, ∀i ∈ {1, . . . , p}
gi(x) = 0, ∀i ∈ {1, . . . , q}.
(2.6)
As a result, we will generally refer to the problem of finding a point that satisfies some set
of convex constraints as a convex optimization problem, with the understanding that such
a problem can be posed in the form (2.6).
In the remainder of this section we outline some of the most important classes of convex
optimization problems.
2.3.1 Linear and Quadratic Programs
A quadratic program or QP is a problem in the form
min
x
c>0x +
1
2x
>Qx
subject to:
c>ix ≤ di, ∀i ∈ {1, . . . , p}
a>ix = bi, ∀i ∈ {1, . . . , q}.
(2.7)
The problem (2.7) is a convex optimization problem if the matrix Q º 0, and we will
generally assume that this is the case. If Q = 0, then the objective function in (2.7) is
linear, and the problem is referred to as a linear program or LP.
Note that the problem of finding a point x ∈ C, where C is a polyhedral set defined as
in (2.2), is a feasibility problem which can be cast as an LP.
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Proposition 2.23 (Parametric Optimization). Let f : Rn × Rm → R¯ be a convex,
proper and lower semicontinuous function and define
p(x) := inf
u
f(x, u), P (x) := argmin
u
f(x, u).
Properties of p
i. The function p is convex on Rn.
ii. The function p is also lower semicontinuous and proper on Rn if either;
(a) f(x, u) is level bounded in u locally uniformly in x, or
(b) for some x¯ ∈ Rn the set P (x¯) is nonempty and bounded.
Properties of P
If f(x, u) is also level bounded in u locally uniformly in x then;
iii. For each x ∈ dom(p), the set P (x) is nonempty, convex and compact. If x /∈ dom(p),
then P (x) = ∅.
iv. If in addition f(x, u) is strictly convex in u, then P is single valued on dom(P ) and
continuous on int(dom(P )).
Proof. The proposition is a combination of various standard results in convex analysis.
Convexity of f is sufficient to establish convexity of the function p and of the set P (x) for
each x [RW98, Prop. 2.22] in (i) and (iii). The remainder of the results in (iii) rely on f
being lower semicontinuous and proper with f(x, u) level bounded in u locally uniformly in
x [RW98, Prop. 1.17]. The alternative results (iia) and (iib) come from [RW98, Prop. 1.17]
and [RW98, Cor. 3.32] respectively. Part (iv) is from [RW98, Thm. 3.31] and [RW98,
Cor. 7.43].
Some care is required when considering the continuity or convexity of functions that result
from convex parametric minimization – recall that not all convex functions are continuous
(cf. Figure 2.4). When minimizing a convex function over a subset of its variables, it is not
the case that continuity will be preserved, even if the original function is strictly continuous
on its effective domain. The following example illustrates this point:
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Example 2.24. Define the set C ⊂ R2 × R as
C :=
{
(x, z)
∣∣ 0 ≤ z ≤ 1, (x1 − z)2 + x22 ≤ 1}
and define the function f : C → R as f(x, z) = z. Then
p(x) := min
z
f(x, z)
is lower semicontinuous everywhere on C by virtue of Prop. 2.23, but is discontinuous at
the point x = 0. See Figure 2.6.
Note that the example given in Figure 2.4 is of an upper semicontinuous convex function,
while Example 2.24 yields the lower semicontinuous convex function shown in Figure 2.6. In
agreement with Prop. 2.15, both functions are continuous on the interior of their domains.
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Figure 2.6: Loss of Continuity in Convex Parametric Minimization
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3.5 Equivalence of Affine Policy Parameterizations
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Figure 3.2: Sizes of XdfN and X
K
N with increasing N
in Figure 3.3 – such a figure has a structure usually employed in internal model control
(IMC) formulations for linear systems [GM82][Mac89, Ch.6] with stable plants, with the
feedback parameter M taking the place of the Youla parameter (typically denoted Q). Note
that it is not necessary to generalize this figure to the case of unstable plants, since the
policy (M,v) is only defined over a finite horizon.
It should be emphasized, however, that the feedback scheme shown in Figure 3.3 is strictly
notional – it will generally not be our intent to implement a calculated control policy
(M,v) in this manner. Instead, we will usually calculate and implement policies (M,v)
in a receding horizon fashion, resulting in static and nonlinear feedback control laws. In
this case Figure 3.3 represents an internal model employed by the controller in considering
possible future state trajectories resulting from a candidate control policy (M,v), and does
not represent the actual closed-loop behavior of the system. In the next section, we consider
the geometric and invariance properties of such receding horizon control laws.
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3. Affine Feedback Policies and Robust Control
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Figure 3.3: Internal Model Control
3.6 Geometric and Invariance Properties
It is well-known that the set of states for which an admissible open-loop input sequence exists
(i.e. one with K = 0 or M = 0) may collapse to the empty set if the horizon is sufficiently
large [SM98, Sect. F]. Furthermore, for time-varying, time-optimal or receding horizon
control implementations of the affine control policies defined in this chapter, it may not be
possible to guarantee constraint satisfaction for all time unless additional assumptions are
made. In this section, we provide conditions under which these problems will not occur. The
stability of receding horizon schemes based on these policies will be addressed in Chapters 4
and 5.
We first introduce the following standard assumption (cf. [MRRS00]):
A3.2 (Invariant Terminal Constraint) A state feedback gain matrix Kf and termi-
nal constraint set Xf have been chosen such that:
i. The matrix A + BKf is Hurwitz.
ii. Xf is contained inside the set of states for which the constraints (x, u) ∈ Z are satisfied
under the control u = Kfx, i.e. Xf ⊆ {x | (x, Kfx) ∈ Z }.
iii. Xf is robust positively invariant for the closed-loop system x
+ = (A + BKf )x + Gw,
i.e. (A + BKf )x + Gw ∈ Xf for all x ∈ Xf and all w ∈W .
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Figure 7.1: Computation time vs. horizon length for systems of increasing state dimension,
using the decomposition method and OOQP solver. Also shown is the constant line N 3/1000
for comparison.
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Figure 7.2: Iterations vs. horizon length for systems of increasing state dimension, using
decomposition method and OOQP solver.
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7. Efficient Computation for ∞–norm Bounded Disturbances
7.A Proofs
7.A.1 Rank of the Robust Control Problem Jacobian (Proof of Lemma 7.5)
We demonstrate that the Jacobian matrix defined in (7.32) is always full rank. Recalling
the discussion in Section 7.3.1, for any quadratic program the Jacobian matrix is full rank
if the only solution to the system


Q A> C>
A 0 0
C 0 −Σ




∆θ
∆pi
∆λ

 =


0
0
0

 (7.37)
satisfies ∆θ = 0, ∆pi = 0, and ∆λ = 0, where Σ := Λ−1Z Â 0, Q º 0 and the coefficient
matrices A and C come from the equality and inequality constraints of the QP respectively
(cf. (7.27)). From the first two rows of this system,
∆θ>Q∆θ + (∆θ>A>)∆pi + ∆θ>C>∆λ = ∆θ>Q∆θ + ∆θ>C>∆λ = 0. (7.38)
Incorporating the final block row, C∆θ = Σ∆λ, we have
∆θ>Q∆θ + ∆λ>Σ∆λ = 0. (7.39)
Since Q º 0 for a convex QP and Σ Â 0 for a strictly interior point, we conclude that
∆λ = 0. We next make use of the following matrix condition, which is easily verified:
Fact 7.12. The matrix
[
X Y
0 Z
]
is full column rank for any Y if both X and Z are full column
rank.
Since ∆λ = 0 always holds, sufficient conditions to guarantee ∆θ = 0 and ∆pi = 0 in (7.37)
are that:
(i) A is full row rank.
(ii)
[
A
C
]
is full column rank.
For the quadratic program defined by the robust control problem (7.17)–(7.19), the equality
and inequality constraints are defined as in (7.22). For this convex QP, it is straightforward
to show that the above rank conditions on A and C are equivalent to requiring that:
(i) Each of the matrices A0, A1, . . . , AlN is full row rank.
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