This study presents a first comparative analysis of Lasso-type (Lasso, adaptive Lasso, elastic net) and heuristic subset selection methods. Although the Lasso has shown success in many situations, it has some limitations. In particular, inconsistent results are obtained for pairwise highly correlated predictors. An alternative to the Lasso is constituted by model selection based on information criteria (IC), which remain consistent in the situation mentioned. However, these criteria are hard to optimize due to a discrete search space. To overcome this problem, an optimization heuristic (Genetic Algorithm) is applied. To this end, results of a Monte-Carlo simulation study together with an application to an actual empirical problem are reported to illustrate the performance of the methods.
Introduction
The model selection process is crucial for the further analysis of any multiple regression model. Picking up too many regressors increases the variance of the constructed model, and taking fewer regressors than needed results in inconsistent estimates. In the last decade the least absolute shrinkage and selection operator (Lasso) (Tibshirani 1996) has become a very popular method for simultaneous model selection and parameter estimation.
Among the Lasso's main advantages are the combination of prediction accuracy and the parsimony of models built. The Lasso-type estimator outperforms simple application of parameter estimation methods (as, e. g., ordinary least squares or method of moments) since it shrinks the coefficients of insignificant regressors towards zero. Hence, the resulting models concentrate on the strongest effects and the total accuracy of the model * I thank Thomas Wagner, Marianna Lyra and Henning Fischer for their constructive suggestions.
Special thanks are due to Peter Winker for his valuable advices with regard to heuristic optimization. I also thank three anonymous referees for suggestions led to improvements in the manuscript. All remaining shortcomings are my responsibility. Financial support from the German Science Foundation (DFG RTG 1411) is gratefully acknowledged.
forecast is increased. In addition, the Lasso solutions are more stable than other subset selection techniques based on the information criteria (IC) and stepwise strategies as, e. g., the general-to-specific approach (PcGets) discussed by Hendey and Krolzig (2005) and its bottom-up alternative (RETINA) analyzed by Perez-Amaral et al. (2003) . Another important advantage of the Lasso is its computational feasibility. Since its computational cost hardly exceeds the complexity of one linear regression (Efron et al. 2004) , it is more attractive in comparison to classical model selection strategies that involve more intensive combinatorial search. However, the Lasso estimator has some limitations. In particular, inconsistent results are obtained for highly correlated regressors (see Section 2). In the last years many studies have been devoted to methods revising and improving the initial Lasso concept. Since it is infeasible to describe them all in detail in this short introduction, I name only the most important ones from my perspective: the elastic net (EN) (Zou/Hastie 2005) and the adaptive Lasso (aLasso) (Zou 2006) . A special case of the Lasso-type technique with the penalty term's exponent less than one is analyzed by Knight and Fu (2000) . This study compares the Lasso-type model selection strategies with one based on IC. In opposition to the Lasso, IC-based selection methods remain consistent even for data sets with correlated regressors. The IC's main constraint is the computational burden associated with the search for the optimum solution even for a moderate number of regressors. However, as is shown, e. g., by Maringer and Winker (2009) , thanks to recent advances in heuristic optimization methods mimicking natural evolution processes, there are efficient algorithms able to select a model with at least a good approximation to the IC's global optimum. To the best of my knowledge, this article is the first that compares the Lasso-type and the heuristic model selection methods. An important contribution of this study is the demonstration that in certain situations (e. g., if regressors in a given data set are pairwise highly correlated or can explain the indicator of interest to a large extent) subset selection methods via heuristic algorithms can outperform the Lasso-type solutions. The remainder of the paper proceeds as follows. Section 2 introduces both the Lasso-type methods and the heuristic model selection technique. Section 3 provides results of a Monte-Carlo analysis and Section 4 illustrates an application to a cross-country growth model. Finally, Section 5 concludes.
2 Model selection strategies 2.1 Least absolute shrinkage and selection operator The least absolute shrinkage and selection operator (Lasso) was introduced by Tibshirani (1996) . Initially suggested as a constrained version of the ordinary least squares, Lasso can be applied to a variety of estimation methods including, e. g., VAR-models (Hsu et al. 2007 ) and GMM-estimators (Caner 2009 ). Numerous applications of this technique can be found in medicine, economics and other scientific fields (Forster et al. 2008; Hastie et al. 2009 ). Consider the basic approach to the model selection problem for the following regression function:
where a is an n-vector with all elements equal, X is an n Â k matrix of k regressors and their values for n observations, b is a k Â 1 vector of their coefficients and e is an n Â 1 vector of residuals.
In (1) X opt refers either to the 'true' model in a Monte-Carlo simulation set-up or to an optimal approximation to the unknown real data generating process. Let us assume that the predictors have been standardized to have mean zero and unit length, and that the response has mean zero:
Hence, one can omit a without loss of generality. Then, the Lasso objective function can be presented as follows:
While the first term in the right part of equation (3) is just the residual sum of squares (RSS), the second term with k > 0 is the amount of shrinkage the Lasso applies to the sum of the absolute values of the coefficients. 1 Hence, the Lasso can be referred to as a special case of the Bridge regression approach (Frank/Friedmann 1993) imposing an upper bound on the L q -norm of the parameters (0 < q < 1) with q ¼ 1:
Equivalently to (3), the Lasso chooses b b b by minimizing RSS subject to a bound t on the L 1 -norm of the parameters:
In the following the intuition behind the Lasso algorithm (a modification of the LARS algorithm) is briefly described. 2 One starts with an empty model (all coefficients are set to zero) and identifies the predictor x f out of the full set of k regressors (X nÂk ¼ ðx 1 ; x 2 ; :::; x k Þ) most correlated with the response y:
being a prediction vector of regressors included in the model (respectively, one starts with b l l 0 ¼ 0).
Transferring the f-regressor to the 'solution path' (A) one needs to ensure that the next predictor x W to be included in A (x W is the most correlated covariate with the current residual) has as much correlation with y À b l l 1 as x f . In other words, y À b l l 1 has to 'bisect'
the angle between x f and x W , so that c f ðb l l 1 Þ ¼ c W ðb l l 1 Þ. To this end, one increases b l l 0 in the direction of
In the LARS algorithm b c c f is taken as the smallest positive value, so that another regressor can be included in the path fulfilling the condition of 'equally correlated regressors'. Starting from the third predictor one employs an 'equiangular vector' (u A ) in (7) instead of the previous included regressor. The 'equiangular vector' is a unit vector constructed based on all covariates already transferred to A (X A ) generating equal angles with the regressors.
In addition, the algorithm enforces that in each step w ¼ 1; 2; :::; W (when a new regressor is included in A) the sign of all predictors' estimates (s A ) in the Lasso solution b b b must agree with the sign of the current correlation 3 b c c w;A ¼ X 0 ðy À b l l wÀ1 Þ:
If the restriction (8) is violated, the corresponding regressor x q is removed from A and, therefore, is removed from the calculation of the next equiangular direction (u A ). However, later x q can be re-included in A, but the order of predictors in the solution path will be already different. This process continues until all k regressors are transferred to A, thus, ensuring that at each step w only one regressor can be included or excluded from A, maxðwÞ ! k.
As a result, one obtains a piecewise-linear solution path in the tuning parameter k 2 ½0; 1Þ with all b b b's set to zero at k ¼ 1 and equal to the OLS estimate at k ¼ 0 (all k covariates included). Then, to select a single solution out of A, k is chosen by tenfold cross-validation producing a nearly unbiased estimate for the prediction error (PE CV ) of the model:
In (9) the original sample is randomly partitioned into ten subsamples (Á $ ), whereas nine of them are used as training data to obtain c b $ b $ and a single one is retained as validation data for testing the model. The process is repeated ten times and the results from the folds are averaged. Alternatively, bootstrap resampling or the Stein's unbiased estimate of risk can be used (Tibshirani 1996) . The pseudocode of the procedure described is provided in Algorithm 1.
Algorithm 1 Pseudocode for the Lasso 1: Generate an empty solution b 0 , initialize k, W, A and X 2: while I 6 ¼ ; and w W do 3:
Select maxjb c c f j, transfer x f into A 4:
Identify b l l that c f ðb l lÞ ¼ c W ðb l lÞ 5:
for
end if 10:
end for 11: end while 12: Select b b b Lasso with minðPE CV Þ In the following this study concentrates on the modification of the LARS method to solve (3). Thereby, the popular algorithm suggested by Efron et al. (2004) (and its modifications described below) is used for computational purposes. 4 However, one must admit that this is not the only technique available. The first algorithm was suggested by Tibshirani (1996) , but turned out to be inefficient for large data sets (particularly large k). The first approach treating (3) as a convex problem was proposed by Osborne et al. (2000) deriving Lasso's dual problem and implementing a method similar to the one from Efron et al. (2004) . Further methods include Turlach et al. (2005) This feature of the Lasso technique increases the total accuracy of the model forecast and makes the selected model easier to interpret. However, the Lasso has substantial limitations. First, it is inconsistent when k ) n (underdetermined linear system). In this case, the Lasso can identify not more than n À 1 (standardized) predictors (Efron et al. 2004) . Second, it is also not able to identify all 'true' predictors in a data set with pairwise highly correlated regressors (Zou/ Hastie 2005) . The latter can be referred to as the 'irrepresentable condition' (Zhao/Yu 2006 : 2544 . As a result of the two constraints, the Lasso estimations can be biased. Let us assume that in the 'true' model b true ¼ fb 1 ; :::; b r ; b rþ1 ; :::; b k g all non-zero coefficients are located between 1 and r. Then the matrix C ¼ 1 n X 0 n X n can be expressed in a block-wise form:
For the Lasso to be consistent, it is essential that
with s ¼ signðb 1 Þ; ::; signðb r Þ ð Þ 0 and 1 is a ðk À rÞ Â 1 vector of ones so that the inequality (11) holds element-wise. Thus, none of the irrelevant variables (the amount of its covariate) can be represented by the covariates of 'true' predictors. Otherwise the L q -norm constraint on the regression coefficients has to be smaller than 1 (q < 1). (11) is known as the (weak) irrepresentable condition. It is always satisfied, e. g., for k ¼ 2 or for the orthogonal design (uncorrelated regressors). More details on situations where the irrepresentable condition holds, can be found in literature (Zhao/Yu 2006 : 2548 . Simply saying, Lasso is consistent in a low correlation setting:
while in presence of high correlations between 'true' and irrelevant variables, the Lasso cannot recover the correct sparsity pattern 5 ( b b b 6 ! b true ). A detailed review of the literature on the situations, where Lasso can/cannot be consistent can be found in (Yuan/Lin 2007: 145) and (Gasso et al. 2009: 4687) . However, as Meinshausen and Yu (2008) show, even failing to discover the correct sparsity pattern (for (11) not being true) Lasso can provide good approximations of the 'true' model for large sample sizes (k b À b b b Lasso k 2 ! 0 as n ! 1). In other words, Lasso selects 'true' variables with high probability and irrelevant ones have only marginal coefficients (L 2 -norm consistency).
Lasso modifications
In the last years a large amount of studies has been devoted to methods revising and improving the initial Lasso concept. For this reason, the concepts discussed below are only a small sample from all the different modifications which have been proposed. For more complete overviews, the interested reader is referred to Hastie et al. (2009) and Bach and Obozinski (2010) , among others. In the following I concentrate on two main extensions of the Lasso: the elastic net (EN), which uses a combination of the Lasso and ridge regression penalty (Zou/Hastie 2005), and the adaptive Lasso (aLasso) applying different amounts of shrinkage for each regression coefficient (Zou 2006) . The reason for this choice is twofold. First, the selected extensions are particularly designed to deal with the limitations stated above. Second, the two methods operate in a continuous space remaining computationally efficient.
Elastic net
In many fields of application it is still common that only a small number of reliable observations exists for a large series of potential predictors (k ) n). Numerous examples of this problem can be found in genetic engineering (e. g., gene expression data) or in chemometrics (e. g., fluorescence spectra) (Frank/Friedmann 1993) . In addition to the lack of degrees of freedom, these models include a set of highly correlated predictors. The latter problem can be encountered even for independent regressors X k as long as k ) n (see Fan/Lv 2008: 852) . In this case the standard Lasso algorithm is not the first choice (see Section 2.1). In order to overcome the problems described, EN includes an additional L 2 -norm (ridge) shrinkage parameter into the objective function (3):
Thanks to the added parameter in (13), the total EN penalty is strictly convex and, therefore, EN regression coefficients tend to be equal for highly correlated predictors, whereas the Lasso assigns two different (biased) coefficients (Zou/Hastie 2005).
To solve problem (13), one augments the original data set ðy; XÞ of size k þ 1 Â n:
Due to the transformation in (14), the new data set ðy Ã ; X Ã Þ has the sample size k þ n. Hence, EN can potentially select all k regressors.
Then the EN solution has the following form:
Thereafter, one takes a grid of values for k 2 ¼ f0; 0:01; 0:1; 1; 10; 100g and performs the LARS-EN algorithm (as it is recommended in Zou/Hastie 2005) for each of the values, selecting the one with the smallest PE CV . 6
Adaptive Lasso
Another approach 'correcting' the Lasso was introduced by Zou 2006 differentiating the amount of shrinkage for the coefficients. For this a vector of weights
where the weights can be determined either by the OLS regression, b
In the following only the 'ridge-weights' are used since they are more stable in the case of correlated predictors. As recommended by Zou 2006, t > 0 can be selected from the grid of values 0.5, 1, 2 using two-dimensional cross-validation (the second tuning parameter is k). The objective function in (16) can be easily integrated in the LARS algorithm by defining
For n ! 1, b x x j 's of 'false'-predictors grow to infinity applying an additional shrinkage for respective coefficients and, therefore, fulfilling the condition (11). However, similarly to Lasso, aLasso is not consistent for k ) n. In addition, for moderate sample sizes aLasso may not be dealing efficiently with correlated predictors. To the best of my knowledge, there is a lack of numerical studies on the performance of aLasso under these circumstances (the only exception I am aware of is presented by Zou/Zhang 2009).
Further modifications
It is important to note that the modifications described are only examples of the most popular extensions of the Lasso. Further literature on the Lasso-type methods includes, among others, Bach (2008) , Candès et al. (2008) , Lv and Fan (2009) and Zhang (2010). Thus, Candès et al. (2008) suggest an alternative (multi-iterative) algorithm for the following reweighted L 1 -norm minimization problem:
where l is an iteration count and c is a strictly positive stabilization parameter. The resulting b x x j then enter (16). Similar approaches of iterative reweighting algorithms can be found in Lv and Fan (2009) and Zhang (2010). Bach (2008) suggests a resampling approach (bootstrapping) to generate replications out of the original dataset serving as a basis to distinguish between relevant ('always included' by Lasso) and irrelevant (included with probability below 1) variables. These methods, however, do not present a universal remedy from the limitations described. Comparison of these methods by simulation is the subject of future research.
Heuristic optimization methods
As an alternative to the Lasso, model selection based on information criteria (IC) is considered in this study. IC rank different models according to their fitness taking into account a penalty for model complexity. Over the last years IC have become a standard instrument in model selection ranging from lag order selection in multivariate linear (VAR and VEC) and nonlinear (MS-VAR) autoregression models to selection between rival nonnested models (Winker 1995 (Winker , 2000 Kapetanios 2007 ). Consider a vector s of length k with ones and zeros corresponding to selected and not selected regressors. To rank these vectors the Bayesian IC (BIC) and the Hannan-Quinn IC (HQIC) are implemented. Both these criteria have a similar structure:
where the second term in the right part is a penalty dependent on the number of parameters included (h) and on the sample size (n). In particular, h lnðnÞ=n and 2h lnðlnðnÞÞ=n are the BIC and HQIC penalties.
Imposing some weak assumptions on the model space (x i and e i ) according to the results of Sin and White (1996) , it can be shown that the vector s i that minimizes the IC converges to s true with probability close to 1 as n ! 1. But for this to be true, it is essential that the penalty term f ðh; nÞ ! 0 as n ! 1. In this sense, BIC and HQIC are consistent. 7
In general, the IC in (18) can be described as a L 0 -constraint penalizing not the coefficients' values, but only their number:
As noted by Zhao and Yu (2006: 2553) , the solution of (19) is consistent even for data sets with correlated regressors since it fulfills (11). However, since the search space of candidate models in (19) is discrete, the objective function is not necessarily 'wellbehaved' enough to guarantee a global optimal using standard gradient methods, as the Newton or quadratic hill-climbing techniques. In fact, Breimann (2001) demonstrates the so called 'Rashomon Effect', where different model specifications with very similar IC values provide different conclusions. Hence, quality and precision of econometric estimation is crucially dependent on detecting the global optimum of (18). The full enumeration of all solutions is only feasible for a small k. In the following Monte-Carlo set-ups (Section 3) the selection is made out of 50 and 100 variables.
Since a full enumeration of solutions results in 2 k potential sub-models, this is infeasible even using efficient algorithms such as those proposed by Gato et al. (2008) .
In the last decade a large number of studies has been devoted to subset selection methods. Kapetanios et al. (2008) . However, these methods investigate only a portion of all potential submodels, whereas there is no good reason to assume that the 'true' model (in this case, the global optimum in terms of the IC) is within the small subset covered.
To overcome a priori restrictions on the search space that might result in local optima, one can take advantage of optimization heuristics that mimic natural evolution processes. These methods are called 'heuristic' because of their stochastic nature. Thanks to recent advances in heuristic optimization methods, there are efficient algorithms able to select a model with at least a good approximation to the IC optimum. A formal study on the convergence of heuristic algorithms can be found in Maringer and Winker (2009) . For an overview of these techniques as well as for guidelines of their implementation, see Gilli and Winker (2009) . In Savin and Winker (2012) a similar subset selection problem was handled by two heuristics: Threshold Accepting and Genetic Algorithms (GA). Since GA provided slightly better results in terms of both CPU time and solution quality, only GA are considered in the following.
GA are population-based heuristics (for examples of their application see Dorsey/Mayer 1995; Reeves/Rowe 2003) that operate on a set of solutions (population). Thus, GA investigate the search space in many directions simultaneously, performing jumps in the search space by means of crossover and mutation mechanisms. Hence, the probability of getting stuck into a local optimum is reduced. The members in the population (chromosomes) are represented as bit strings, in which each position (gene) has two possible values: 1 and 0. In each generation GA replace parts of a population with new chromosomes (children) aimed to represent better solutions for a given problem. The GA pseudocode is described in Algorithm 2.
Algorithm 2 Pseudocode for Genetic Algorithms 1: Generate initial population K of solutions, initialize G and C 2: for g ¼ 1 to G do 3: Sort chromosomes in K 4:
Select individuals x parent1 and x parent2 at random from K 0 8:
Apply cross-over to x parent1 and x parent2 to produce x child 9:
K 00 ¼ K 00 [ x child 10: end for 11: K ¼ ðK 0 ; K 00 Þ 12:
Mutate K n K Ã at 5 random points 13: end for K is a matrix of p ¼ 500 initial solutions generated by random distribution of zeros and ones. 8 Thereafter, the population is sorted according to (18) . Then, the 50 % of the chromosomes with the best target values (parents, K 0 ) are transferred to the new population and new chromosomes (children, K 00 ) are constructed by crossing them over. Generating children one allows parents with superior objective values to be selected more often (see Savin/Winker 2012) . In this implementation the uniform crossover mechanism is used. Hence, parents may be split not only at one particular gene, but at each gene. Evidence on advantages of the uniform crossover technique can be found in Savin and Winker (2012) . After a new population is formed (K ¼ ðK 0 ; K 00 Þ), mutation is applied at five random genes with a probability of 50 %. 9 All chromosomes in K except the ten best (elitist) solutions and the 10 children generated from the elitist solutions by mutation (K Ã ) are mutated. This procedure is repeated for a given number of generations G ¼ 2000. 10 An illustration on the resulting IC distribution (for BIC) for 100 Monte-Carlo restarts (n ¼ 400, k ¼ 50 with five of them involved in generating an artificial response variable) is shown in Figure 1 : in the upper left plot the cumulative distribution function FðICÞ for different G is given, whereas the other plots are histograms of IC values identified.
Increasing G the distribution shifts left and becomes less dispersed (Gill/Winker 2009: 98) . Since GA are stochastic methods, the algorithm is restarted ten times selecting the best IC. 11 Important to highlight on this point is the difference between the two model selection strategies in identifying the optimal subset of regressors. While GA minimize IC (highest model fit with a potentially moderate number of regressors), Lasso-type methods identify the subset with the smallest prediction error, which allows for parsimony of models built. Since this choice of penalties, however, is widely used and due to the fact that minimizing IC presents a highly complex integer optimization problem not compatible with continious Lasso algorithm, I compare the two strategies as they are presented above. In order not to mix estimation and model selection comparison of the two approaches, unregularized restricted estimation on the subsets obtained via all Lasso-type methods being tested is also employed. 12 Furthermore, since prediction error here is used as a penalty for model selection and is not necessarily meant for forecasting exercises, the two strategies (Lasso and heuristics tuned via IC) are compared based on their model selection and estimation quality, leaving the forecasting exercise out of this study. For details on the forecasting comparison of the two approaches, see Savin and Winker (forthcoming) .
Monte-Carlo study
In this section the performance of the Lasso-type methods (Lasso, aLasso, EN) and the one of the subset selection technique via GA (BIC, HQIC) are compared. The goal is to determine how stable the methods are: in what set-ups superior results are provided (in terms of correctly identified subsets and estimation accuracy) and what is the corresponding CPU time needed.
The Monte-Carlo set-ups below have certain parallels with the scenarios tested in Frank and Friedmann 1993 , Zou 2006 and Zou and Zhang 2009 , making potential comparison of the results possible. However, there are also significant distinctions in the DGP (e. g., amount of noise, portion of relevant regressors) and in the scope of the methods tested (including also heuristics).
Data generating process
To compare the performance of the Lasso-type techniques with the IC based approach, various artificial data sets are generated. These set-ups are tested using different numbers of regressors in a data set and different numbers of observations per regressor (k ¼ 50 or 100; n ¼ 60; 100; 400; 2000; 4000 or 10000). Thus, the situations with k ) n and large n are covered.
The covariance matrix R is set either R i;j ¼ 0:5 jiÀjj or 0:75 jiÀjj with 1 i; j k. In the former case, all off-diagonal elements do not exceed 0.5 ('low correlation'); in the latter one, pairwise highly correlated regressors are generated ('high correlation'). The 'true' regression coefficient vector (b mc ) contains either a small or a large portion of non-zero coefficients (k true ¼ 5 or 25, respectively), which are either equal (b mc j ¼ 1) or unequal (b mc j ¼ j 2 ). In the latter case b mc j ¼ ð1; 4; 9; 16; :::Þ.
For each set-up, 50 restarts of the following procedure are performed. First, a set of regressors (X mc ) with a joint Gaussian distribution and a specified R is randomly generated. Then, using b mc and adding an i. i. d. error term, the response variable (y mc ) is generated as follows:
where r 2 e is the variance of the residuals. In (20) one chooses r e such that the corresponding signal-to-noise ratio (SNR) is either 5 ('low noise') or 0.5 ('high noise'), where the SNR is:
Simulation results
The simulation results are compared using the True Positive Rate (TPR) and the False Negative Rate (FNR) 13 as statistics of a correctly identified model. The mean-squared
with standard deviations computed over 50 replications given in parentheses are used as a measure of the estimation accuracy. 14 In addition, the CPU time corresponding to a single restart using MATLAB 7.11 on a Pentium IV 3.3 GHz is reported. 15 13 TPR is the percentage of 'true' regressors from all variables selected and FNR is the portion of rejected 'true' regressors among correctly selected and correctly rejected ones. Thereby, ideally TPR=100 % and FNR=0 %. Consider an example: for a total of 50 variables with five of them being true, four are correctly selected, two are incorrectly selected and one is incorrectly rejected. Then TPR=4=6 %66 % and FNR=1/(4+43)%2 %. Knowing k and k true , one can think of actual number of variables incorrectly rejected/selected. 14 Unregularized restricted estimations for Lasso-type methods are reported as MSE 2 .
As one can see in Table 1 , Lasso-type solutions perform well identifying the correct subset structure in the scenario with low level of noise 16 (at most, only one false regressor included). It is also clear that in the case of high correlation and low noise level, EN outperforms other Lasso-type methods. However, in the scenario with high amount of noise, all Lasso-type methods tend to exclude two/three 'true' regressors from the solution identified (FNR%4-6 %). In this case aLasso performs best out of the other Lasso-type techniques. 17 If the regressors are also highly correlated, the probability of type I error (include false regressor) increases for all Lasso-type estimators. This results in a larger estimation bias. In contrast, the results of the heuristic method are not influenced as strongly by the amount of noise in the simulated data sets. For small SNR IC via heuristics are better off identifying the 'true' subset. This is most obvious with the Bayesian IC that provides sparser models in comparison to HQIC (on average, BIC includes or excludes not more than one variable incorrectly). Accordingly, IC tuned by GA clearly outperform Lasso-type methods in estimation accuracy in case of correlated regressors and/or high noise level. Notable, however, is that even in the case with low noise and low correlation (where Lasso and EN produce better subset recovery results) regularized Lasso-type estimations demonstrate a larger bias than heuristics. The bias is related to the soft threshold estimator property of Lasso (Tibshirani 1996: 285) shifting the values of large coefficients. Results of an unregularized but restricted estimation (on the subset selected) confirm this and alleviate the bias. 18 In terms of the CPU time, the Lasso-type methods have a significant advantage over the heuristic approach taking not more than 1s to complete. Since EN and aLasso require a two-dimensional cross-validation, they need some more time than standard Lasso. IC via GA require about 170s per restart for n ¼ 400. Reducing n results in a corresponding decline in the CPU time.
In Table 1 the high variance in the estimated bias (regularized estimation) for aLasso (especially for low noise level) is remarkable. In an additional experiment the described set-up is simulated 100 times for SNR 2 ð0:3; 10Þ and the coefficient of variation for all three Lasso-type solutions is measured (Figure 2) . Obviously, for SNR > 0:5 the variation in results for aLasso is much higher than for other methods. Similar results can be obtained for both ridge-and OLS-weights and are present in all the simulation studies performed. 19 In the following one or two characteristics in the simulation set-up presented in Table 1 are changed and only major differences in results are reported. Thus, considering different regression coefficients (Table 2) , the relative supremacy of the heuristic approach remains. All methods tested under this scenario exclude more correct regressors, which results in a higher MSE. Increasing the portion of 'true' regressors (k true ¼ 25), one finds that for low noise heuristics outperform the Lasso-type methods in identifying the correct subset structure (Table 3 ). There can be two reasons for this. First, due to the stronger parsimony property of the Lasso methods (aLasso excludes correct variables even with the small portion of noise). Second, due to the larger proportion of relevant predictors, the problem of correlated predictors is more challenging. This is evident when one compares the left and the right panels of Table 3 . Increasing the amount of noise leads to a much larger proportion of mistakes in model selection for all methods. Nevertheless, the heuristics still results in a lower bias (both in terms of MSE and MSE 2 ). 20 To see whether results of the methods improve for larger data sets (e. g., due to L 2 -norm consistency defined by Meinshausen/Yu 2008), 21 the simulations described in Tables 2-3  are repeated with n=2000 (see Tables 4-5) .
As expected, the quality of both, subset selection and estimation, increases for heuristic and Lasso-type methods as n rises. However, the gain is larger for IC-based methods, particularly for the case of a sparse sample of 'true' regressors with large coefficients (Table 4) . Thus, for 'high noise' the Lasso-type methods on average incorrectly exlude two variables, whereas IC -only one, which in conjunction with large coefficients determines a much larger bias.
In the case of a large k true (Table 5) , heuristics continue to outperform the Lasso-type methods for the 'low noise' set-up, but not for the 'high noise' one. In the latter case, Lasso and EN better minimize the type II error (reject 'true' regressors: 2-4 instead of 6-8) resulting in a better estimation accuracy (only if the unregularized estimation is applied). These results serve as an illustration for the L 2 -norm consistency and hold for some larger sample sizes (e. g., n ¼ 4000). However, for n ¼ 10000 Lasso, EN and IC via GA identify all relevant regressor (FNR=0 %), whereas IC accept less false regressors and, hence, produce a smaller bias (results available upon request). Thus, with increasing sample sizes GA via IC better improve their subset selection and estimation performance. However, to outperform the Lasso-type methods n must be large enough. This translates in more computational time required. However, one must remember that in real data applications the CPU time spent by GA can be reduced due to i) no need to produce replications as for the Monte-Carlo simulations; and ii) possibility easily to run MATLAB restarts in a distributed computing environment. If one reduces n to 100, Lasso-type methods (except aLasso) are less affected by the asymptotic property than IC (Table 6 ). In the case of 'low noise', IC are still better off in terms of MSE (but not MSE 2 ), but for the 'high noise' IC generate a larger estimation bias. 22 In general, this is good evidence that Lasso is more suitable for small n (Hsu et al. 2007: 3649) . Finally, considering an underdetermined linear system one finds that the performance of all methods dramatically decreases (Table 7) . This is more evident for the heuristic approach. The case with k ) n can result in extremely small RSS values if a large number of available regressors (k $ n) is included. As the IC's natural logarithm goes to minus infinity, the penalty on model complexity remains in the same (former) order of magnitude. Hence, the resulting difference in IC 'compensates' incorrect variables to be included by GA. 23 An illustration of this effect is presented in Figure 3 . In the left plot with n ¼ 400, GA identifies a smaller IC value (dashed line) than the one attributed to the 'true' subset structure ('IC-true'). The smaller the sample size, the larger the difference between the two values. In the extreme case with k ) n (right plot) this difference becomes much more apparent. 24 21 Note that this study does not perform the additional step suggested by Meinshausen and Yu (2008) deleting variables with small absolute coefficients identified. 22 Note that in this set-up and for k ! n (see below) MSE 2 is not necessarily better than MSE as long as there is 'high noise' in the data set (and, respectively, worse subset identification by the Lasso-type methods) due to a low number of degrees of freedom left for the restricted estimation versus the feature of the regularized estimation to shrink coefficients of included 'false' regressors to negligible values (not for aLasso due to small n). 23 A similar finding is also made for the Akaike information criterion. 24 Simulation results for some additional experiments are provided at www.jbnst.de. Consequently, the real limitation of the heuristic approach is the objective function (18) that is not suitable for k ) n in identifying correct regressors, while GA perform well in both set-ups minimizing the objective function. In the set-up with k ) n, Lasso-type methods (in particular, Lasso and EN) are superior strategies in terms of both correctly identified subset structures and estimated bias. 25
Application on a cross-country growth model
To illustrate the model selection techniques, they are applied to an actual empirical problem, using the real per capita GDP growth rate over 1960-1992 and a series of country's characteristics evaluated for 1960. 26 The data set was first tested and described in detail by Sala-i-Martin (1997) . Due to a large number of missing observations, Fernandez et al. (2001) reduce the original data set from 134 countries and 62 regressors to 72 and 42, respectively.
The data was used in a series of studies applying different model selection strategies.
Most interesting for us (for comparative reasons) are the applications of GA by Acosta-Gonzalez and Fernandez-Rodriguez (2007) and aLasso by Schneider and Wagner (2009) .
A brief summary of the results for the data set with the total number of regressors included (h) by each strategy is presented in Table 8 (see Table 9 in Appendix for a complete version). 27 As one can see, BIC via GA, Lasso and EN include more than half of the available regressors in the final solution. Comparing their model fits, the IC has the highest R 2 adjusted with the smaller subset of predictors. 28 This can be due to a larger number of incorrect variables included by the Lasso-type methods for limited n (see results in Table 3 ). Based on this and together with our Monte-Carlo simulations, the model estimation obtained via GA is considered as the most accurate one in this particular example. Due to a potentially large portion of relevant regressors and high pairwise correlation between certain variables (e. g., for equipment investment and life expectancy it is above 0.64), EN is seen to outperform the other Lasso-type methods. 29 For more details on the pairwise correlation between the regressors see Figure  4 (variables selected by GA via BIC are grouped between 1 and 22; the main diagonal in the correlation matrix is removed). Clearly there is a high correlation (over 0:5 j j) not only within the grouped variables, but also between them and the rest of the data set. Acosta-Gonzalez and Fernandez-Rodriguez (2007) try to avoid over-parametrization with an adjusted BIC by doubling its penalty on model complexity. They come up with a smaller model (see BIC(adj.)). By employing the increased penalty for GA, the same model as in Acosta-Gonzalez and Fernandez-Rodriguez (2007) is identified.
In Table 8 two out of three regressors always included by Sala-i-Martin (1997) are also selected by all the strategies tested: life expectancy and GDP per capita. In contrast, less 29 In our application partly different results are obtained in comparison to the ones in Schneider and Wagner (2009) . This is due to another choice of tuning parameters made. In particular, Schneider and Wagner (2009) employ OLS-weights and set t equal to one. Figure 4 Pairwise correlation in the empirical data set evidence is for primary school enrollment to be retained in the model. This finding is also supported by Fernandez et al. (2001) .
Conclusions and outlook
The model specification step has a vital role for further regression analysis, since any ad-hoc or intuitive decisions can reduce the estimation accuracy or introduce an estimation bias. In this study the Lasso-type (Lasso, aLasso, EN) and heuristic model selection strategies are compared. First, implementation of all methods is descibed underlining their strengths and weaknesses. Second, an illustration of their performances based on Monte-Carlo experiments and real empirical data is provided, and their results are contrasted. One finds that an application of the Lasso modifications has some influence on its performance in terms of both subset selection correctness and estimation bias. However, this influence is rather marginal in comparison to other model selection methods, in particular, heuristic optimization. In contrast, a significant gain in estimation accuracy can be obtained via an additional unregularized restricted estimation as long as n ) k or the data set has a low level of noise (which is difficult to know a priori).
In general, the Lasso-type techniques provide sparser solutions than the heuristic approach. They can better identify irrelevant predictors in a final subset, but exclude more relevant ones. As a result, in most of the simulated set-ups the Lasso methods exhibit a larger bias (particularly, considering regularized estimations only). If regressors in a given data set are pairwise strongly correlated or can explain the indicator of interest to a large extent ('low noise'), the supremacy of the heuristics becomes more apparent. Based on the simulated experiments, the Lasso methods are more suitable for data sets with small sample sizes (where heuristics are limited by asymptotic IC). In contrast, heuristics can perform much better on larger data sets. The Lasso-type methods have a significant advantage over heuristic methods in terms of the CPU time required. Although, as it is demonstrated in this study, nowadays IC can be applied with reasonable computational effort Future research might compare the methods discussed with the adaptive elastic net (Zou/Zhang 2009) that combines strengths of EN and aLasso, or with the adaptive ridge selector (Armagan/Zaretzki 2010) that differentiates shrinkage according to t-statistics. Furthermore, strategies from Section 2.2.3 can be also added to the comparison. A further extension is to test an application of heuristics on the generalized L q -norm approach with 0 < q < 1. 
