Abstract-The need for an efficient technique for compression of Images is ever increasing because the raw images need large amounts of disk space seems to be a big disadvantage during transmission and storage. In this paper, an efficient algorithm has been proposed for lossy image compression/decompression scheme using histogram based block optimization and arithmetic coding. Experimental result shows that the proposed algorithm gives better compression ratio as that of JPEG and some other techniques and PSNR value of decompressed image is comparable to JPEG.
I. INTRODUCTION
Images are being used day to day in various fields and the periphery of application is also increasing. It has got applications in field of medicine, astronomy, biological research, photography and many more. With the advent of internet and WWW, there was a need to transmit images and other multimedia objects over the network and for this came various compression techniques to achieve better throughput. These techniques aimed to reduce the size of image in a way that it can be easily regenerated at the receiver"s end [1] . Some of these techniques focused on high compression ratio while other on better quality and appreciable compression ratio. With ever-increasing growth of multimedia applications over the internet, data compression has become a necessity. Compression hardware having throughput that can match the capacity of high-speed data communication channel is the backbone of such on-line communication. This can be achieved by designing the compression /decompression algorithm [2] - [4] .
An image is a two dimensional object that provides visual information such as colors, depth, contrast and so on to the human eyes. A photograph taken from a 35mm camera is an example of an analog image. Information stored is continuous in either spatial direction. A digital image is obtained by sampling the information at regular intervals(pixel) in either direction. The information for each Manuscript pixel is stored numerically in the binary base. The number of bits in each pixel represents the precision of the sample. Higher the precision value better would be the picture quality.
In case of digital images adjacent pixels are often related with each other as the pixel values have very less variation in between them. These sorts of redundancies are generally exploited to get compression. The redundancies can either be spatial or spectral [4] . The efficiency of image compression algorithm depends on how fast and how best these redundancies can be exploited. The main objective behind this clever exploitation of redundancies is to reduce the image size without any appreciable loss of quality.
Images typically use either 8-bit or 24-bit color. In case of 8-bit the range of pixel value is from 0-255 (means 256 different colors). In case of 24-bit scheme, each pixel uses 24-bit and each 8-bit is used for representing three different primary colors red, green, blue (R, G, B). Image compression algorithms are divided into two groups: Lossless and lossy compression [5] - [7] .
Lossless image compression techniques compress image in a way that there is no data loss in decompressed image. Lossless compression technique generally doesn"t give high compression ratio and there is no quality loss at all.
In case of lossy image compression techniques, the decompressed image suffers from some amount of data loss. All the data is not retrieved in case of lossy compression. In this case the compression ratio achieved is generally higher but at the expense of image quality.
Various lossy and lossless compression techniques have been developed for image compression [11] - [18] . Here, the proposed efficient image compression algorithm that work in two steps: first, it divides the images block by block sub images (2×2, 3×3, 4×4 etc.), and then it is replaced by mode value of the block. In second step, the arithmetic coding is applied. It should yield higher level of compression as compared to JPEG standard and also giving comparable PSNR value to that of JPEG [8] - [10] . Main features of the proposed algorithm is that it is very simple in implementation and gives better compression ratio for almost the same image quality.
The rest of paper is organized as follows: in Section II, gives the contrast finding and block size determination. Section III gives the histogram based block optimization. Section IV describes about Arithmetic coding. Section V gives the proposed algorithm and Section VI describes the experimental results and Section VII concludes the paper. 
II. CONTRAST FINDING AND BLOCK SIZE DETERMINATION
Contrast of an image is the range of the intensity values of the pixel in the image. Higher is the range, higher will be the contrast of the image. For example, the low contrast image is an image where all the pixel values of the image are restricted within a very small range. Thus, the high correlation exists between the neighboring pixels. Here, block size that can be used for block optimization will be higher. In case of high contrast image, we consider small block size.
Mathematically it can be represented as:-
where K is the grey level value assigned to one or more pixel. We consider, the different block size is determined in following ways:- 
Block size if R T and R T if R T
where R is the range and T 1 and T 2 are the threshold values. The reason behind doing so is to maintain the quality of image while giving high compression ratio. The main advantage of this stage is that it adds dynamic behavior to algorithm to maintain appreciable quality while giving high compression ratio.
III. HISTOGRAM BASED BLOCK OPTIMIZATION
In an image there is usually a likelihood of high correlation between pixels. Such correlations between pixels or a block of pixels are exploited to achieve image compression [12] , [13] . In this paper, M×N image is considered-that is, there are M number of rows each containing N pixel values. The basic approach in block optimization is for each block in the image one modified pixel value is generated and is stored in compressed file leading to compression. But the drawback of this method is some amount of data loss in the decompressed file.
The proposed algorithm mitigated this loss to some extent by taking histogram based block optimization. This methodology takes a block under consideration and draws a histogram of the block. Histogram gives the total no. of pixels assigned to each gray level. So the new set of values be S i = {n k | n k is the frequency for the kth grey level for ith pixel in the block}. Then the peak of the histogram is found out.
M i =max ({S i }), where M i is the maximum value of the block.
This peak represents the pixel value that is repeated maximum number of times in the block. This pixel value is then stored for the block in compressed file leading to compression as well as reduced loss while decompression as compared to averaging based block optimization. The process can be best illustrated with an example.
For example, suppose the original 33 pixel neighborhoods are: The histogram of the above block is:
The peak value is 4 and corresponds to pixel value 21. This 21 is stored for the block in optimized block. This way the process is carried out. The main advantage of histogram based block optimization is that it leads to less data loss while decompression is achieved.
IV. ARITHMETIC CODING
Arithmetic coding is a variable length encoding used in lossless data compression. In this coding method encodes a specific number of values into a single value is used to replace them owing to compression and in decompression this single value gives back the original values [5] [6] [7] . This coding reduces the size without any sort of compromise in quality of image as there is no data loss. 
V. PROPOSED ALGORITHM
The proposed algorithm takes input as an 8-bit image of any arbitrary dimension, (preferred a square dimension). The proposed algorithm compresses the image to lesser size compared to JPEG while giving comparable PSNR value.  Set block size (R× R). Here, we consider as 2 when range be high (high contrast image), as 3 when medium range (medium contrast) and as4 when range is less (low contrast).  Upper limit of the symbol is modified as = (lower limit of the symbol + new range) × probability of the symbol.
A. Algorithm for Encoding
 Lower limit of the ith symbol becomes the upper limit of the (i+1)th symbol.
 Continue the process till the nth symbol is processed.  Store the lower limit of the last processed symbol and this value is the code for the block of "n" symbol. This gives the final compressed file. This gives the final decompressed file.
B. Algorithm for Decoding

VI. EXPERIMENTAL RESULTS
The proposed algorithm has been simulated using MATLAB and DEV C++. The input images are generally taken in portable gray map (.pgm) format. Various sizes of images are taken into consideration. These images are of 8-bit precision. The compression ratio achieved is better than JPEG and other compression techniques. The algorithm is also able to compress very large images which JPEG failed to do. All the decompressed images reconstructed after compression by the proposed algorithm exhibit comparable PSNR to that of JPEG and that given by other techniques. All the experimental results are illustrated at the end of paper and a comparison with various techniques is also given. The performances of the proposed methods are compared with that of the BTC [15] , BTC-VQ [16] , BTC-DCT [17] , BTC-VQ-DCT [17] , BTC-PVQ-DCT I [18] , BTC-PVQ-DCT II [18] method in terms of bit per pixel rate and coding quality for the average values of four images as listed in Tables I.  Table II shows the compression ratio is better than JPEG and PSNR value of decompressed image is comparable to JPEG.
Here compression ratio measured in terms of bpp and the image quality in terms of PSNR. The bpp and PSNR may be defined, respectively, as 
VII. CONCLUSIONS
In this paper, a new hybrid algorithm for image compression/decompression has been proposed. The main advantage of this algorithm is that this algorithm is applicable to a variety of image file types some of which cannot be compressed with that of JPEG and some other file types. It also works well in case of images having huge size which some of other algorithms failed to give proper results. The algorithm gives compression ratio always greater than 95% in case of any image which other algorithm and JPEG failed to give. The PSNR values for various images obtained are found to be comparable to that of JPEG standards. The algorithm is applied on 8-bit grey level image but the algorithm can be applied to 24-bit colored image also. This application to 24-bit colored image is one of our future concerns.
