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Abstract
We prove a priori estimates in L
2
(0; T ;W
1;2
(
)) and L
1
(Q
T
), existence
and uniqueness of solutions to CauchyDirichlet problems for ellipticparabolic
systems
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+ (u) = f(t; x) ; (t; x) 2 Q
T
= (0; T ) 
 ;
where (u) =
@(u)
@u
. Systems of such form arise as mathematical models of
various applied problems, for instance, electron transport processes in semi-
conductors. Our basic assumption is that log (u) is concave. Such assumption
is natural in view of driftdiusion models, where  has to be specied as a
probality distribution function like a Fermi integral and u resp. v have to be
interpreted as chemical resp. electrostatic potential.
1 Introduction
We prove a priori estimates, existence and uniqueness of weak solutions to initial
boundary value problems of the form
@(u)
@t
 
n
X
i=1
@
@x
i
n
(u)b
i

t; x;
@(u  v)
@x
o
+ a
 
t; x; v; u

= 0; (t; x) 2 Q
T
; (1)
 
n
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i=1
@
@x
i
h
(x)
@v
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i
i
+ (u) = f(t; x); (t; x) 2 Q
T
; (2)
u(t; x) = g
1
(t; x); (t; x) 2   = (0; T ) @
; (3)
v(t; x) = g
2
(t; x); (t; x) 2   = (0; T ) @
; (4)
u(0; x) = h(x); x 2 
; (5)
where (u) =
R
u
0
(s)ds; 
 is a bounded open set in R
n
and Q
T
= (0; T )
; T > 0:
Systems of the form (1), (2) arise as mathematical models of various applied prob-
lems, for instance reactiondriftdiusion processes of electrically charged species,
1
phase transition processes and transport processes in porous media. The investi-
gation of nonlinear reactiondriftdiusion systems has received much attention in
recent years [1].
The equation (1) is degenerate because the function (u) can tend to zero. Cauchy
Dirichlet problems for degenerate parabolic equations have been studied by many
authors (see for example [2], [3], [10]). But the structure of the equation (1) is
dierent from that one considered in these papers. Boundary value problems for the
equation of the structure (1) were studied by the authors in the stationary case in
[8] and in the nonstationary case in [9].
The initialboundary value problem for systems of the form (1)  (2) was studied
in [5] under essentially stronger assumptions as in the presented paper. In [5] the
solvability was proved for the special case b
i
(t; x; ) = 
i
, uniqueness was shown
under the regularity assumption v(x; t) 2 L
1
(0; T;W
1;p
(
)); p > n.
We consider problem (1)  (5) under standard conditions for the functions b
i
(t; x; )
and some conditions for the function a(t; x; v; u) to be formulated in Section 2. Our
main specic assumption reads:
)  2 (R
1
! R
1
) with (u) > 0; u 2 R
1
; is continuous and has a piecewise
continuous derivative 
0
such that

0
(u)
(u)
is nonincreasing on R
1
.
For the semiconductor theory [5] relevant examples for functions  satisfying condi-
tion ) are given by  = F
+1
,  = 
0
= F

, where F

denotes the Fermi integral
F

(u) =
1
 ( + 1)
Z
1
0
s

ds
1 + exp(s  u)
 >  1 : (6)
Another example comes from phase separation problems [7], where the Fermi func-
tion
(u) =
1
1 + exp( u)
; (u) = 
0
(u) =
1
(1 + e
u
)(1 + e
 u
)
plays a role corresponding to F
+1
.
We formulate our assumptions and main results in Section 2. First a priori estimates
for solutions u; v are given in Section 3. In that Section we prove also regularity
properties of the function v, important for further considerations. An L
1
estimate
of u is given in Section 4. Section 5 is devoted to the existence proof for solutions of
problem (1)  (5). Our main result, uniqueness of solutions, is proved in Section 6.
Note that our considerations can be carried over to the case of Neumann boundary
conditions instead of the Dirichlet conditions (3), (4).
We are planning in forthcoming papers to apply our approach to more general
reactiondriftdiusion systems, including more than one species and temperature.
2
2 Formulation of assumptions and main results
Let 
 be a bounded open set in R
n
and Q
T
= (0; T ) 
; T > 0. We shall assume
that n > 2. For n  2 it is necessary to make simple changes in our conditions that
are connected with Sobolev's embedding theorem.
We assume following regularity condition on the boundary @
 of the set 
:
@) there exist positive numbers ;R
0
, such that for an arbitrary point x 2 @
 the
inequality measfB(x;R) n
g  R
n
holds, where 0 < R  R
0
and B(x;R) is
a ball of radius R with center x.
Let the coecients b
i
; a;  from (1), (2) satisfy following assumptions:
i) a(t; x; v; u); b
i
(t; x; ); i = 1; : : : ; n; are measurable functions with respect to
t; x for every u; v 2 R
1
;  2 R
n
and continuous with respect to u; v 2 R
1
;
 2 R
n
, for almost every (t; x) 2 Q
T
; b
i
(t; x; 0) = 0; (x) is measurable
function of x;
ii) there exist positive constants 
1
; 
2
such that for arbitrary 
0
; 
00
2 R
n
;
(t; x) 2 Q
T
; following inequalities hold
ii)
1
P
n
i=1

b
i
(t; x; 
0
)  b
i
(t; x; 
00
)
 

0
i
  
00
i

 
1
j
0
  
0
j
2
,
ii)
2
jb
i
(t; x; )j  
2
(jj+ 1); i = 1; : : : ; n,
ii)
3

1
 (x)  
2
;
iii) there exists a nonnegative function  2 L
p
1
(Q
T
); p
1
>
n+2
2
, such that for
arbitrary (t; x) 2 Q
T
; v; u; u
0
; u
00
2 R
1
following inequalities hold

a(t; x; v; u
0
)  a(t; x; v; u
00
)

(u
0
  u
00
)  
1
ju
0
  u
00
j
2
,
ja(t; x; v; u)j  
2
(jvj+ juj) + (t; x).
We note some simple consequences from condition ). Let


= lim
u!1
(u): (7)
Then for nonconstant functions  at least one of the numbers 
 
; 
+
is zero [8].
Studying the behavior of the solution to (1)  (5) we have to distinguish the cases
of zero or nonzero value of 

. In order to include both cases, we assume

 
= 0; 
+
6= 0: (8)
The considerations for the case 
 
= 
+
= 0 are analogous. We remark only that
the assumptions for the function a(t; x; v; u) are connected with the behavior of the
function  and that the condition iii) corresponds to the case (8).
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We consider problem (1)  (5) with data such that
f 2 C
 
[0; T ];L
p
2
(
)

;
@f
@t
2 L
2
 
0; T ;

Æ
W
1;2
(
)



; p
2
>
n
2
; (9)
g
i
2 L
1
 
Q
T

\ L
1
 
0; T ;W
1;2
(
)

\ L
1
 
0; T ;W
1;1
(
)

;
@g
1
@t
2 L
1
 
0; T ;L
1
(
)

;
@g
2
@t
2 L
2
 
0; T ;L
2
(
)

;
(10)
h 2 L
1
(
): (11)
Denition 1 A pair of functions (u; v), u; v 2 L
2
 
0; T ;W
1:2
(
)

is called solution
of problem (1)  (5) if following conditions are satised:
i) (u) 2 C
 
[0; T ];L
2
(
)

\ L
2
 
0; T ;L
2n
n+2
(
)

,
Z
Q
T
Z
(u)




@u
@x



2
+



@v
@x



2

dx dt <1; (12)
the time derivative of (u) in the sense of distributions satises
@(u)
@t
2 L
2
 
0; T ;

Æ
W
1;2
(
)



(13)
and the integral identities
Z

0
n
<
@(u)
@t
; ' > +
Z


h
n
X
i=1
(u)b
i

t; x;
@u
@x

@'
@x
i
+ a(t; x; v; u)'
i
dx
o
dt = 0;
(14)
Z


n
(x)
n
X
i=1
@v
@x
i
@ 
@x
i
+ (u)   f(t; x) 
o
dx = 0 (15)
hold for arbitrary functions ' 2 C
1
 
Q
T

vanishing near  ;  2 C
1
0
(
) and
almost every  2 (0; T );
ii)
u  g
1
2 L
2
 
0; T ;
Æ
W
1;2
(
)

; v   g
2
2 L
2
 
0; T ;
Æ
W
1;2
(
)

; (16)
iii) for functions ', as in (14) and satisfying additionally '(; x) = 0 for x 2 

the equality
Z

0
<
@(u)
@t
; ' > dt +
Z

0
Z


[(u)  (h)]
@'
@t
dx dt = 0 (17)
holds for  2 (0; T ).
4
In order to justify this denition it is sucient to show that
(u) 2 L
1
(Q
T
); (u) 2 L
1
(Q
T
): (18)
The rst inclusion in (18) follows immediately from the assumption
(u) 2 L
2
(0; T ;L
2n
n+2
(
)). The second one follows from the inequality
(u) 
(1)
(1)
(u) for u  1 ; (19)
which is a consequence of condition ) and
d
du

(u)
(u)

= 1 

0
(u)

2
(u)
Z
u
0
(s) ds  1 
1
(u)
Z
u
0

0
(s)
(s)
(s) ds =
(0)
(u)
> 0:
Remark 1 Let (u; v) be a solution of problem (1)-(5). Since the set of functions
from C
1
(Q
T
) vanishing near   is dense in L
2
 
0; T ;
Æ
W
1;2
(
; (u))

, the integral iden-
tity (14) holds for all ' 2 L
2
 
0; T ;
Æ
W
1;2
(
)

such that
Z
Q
T
Z
(u)



@'
@x



2
dx dt <1:
Analogously the identity (15) holds for arbitrary functions  2
Æ
W
1;2
(
).
Besides of (1), (2) we consider the regularized system
@(u)
@t
 
n
X
i=1
@
@x
i
n

Æ
(u)b
i

t; x;
@(u  v)
@x
o
+ a
 
t; x; v; u

= 0; (20)
 
n
X
i=1
@
@x
i
h
(x)
@v
@x
i
i
+ (u) = f(t; x) (21)
with

Æ
(u) = max
n
(u); 

 
1
Æ
o
for Æ 2 (0; 1]; 
0
(u) = (u): (22)
We understand solutions of the auxiliary problem (20), (21), (3)  (5) in the sense
of Denition 1 after replacing (u) in (12) and (14) by 
Æ
(u).
In what follows we understand as known parameters all numbers from the condi-
tions ii), iii), norms of functions f; g
1
; g
2
; h;  in respective spaces and numbers that
depend only on n; ;R
0
;
; .
Theorem 1 Let the conditions i)  iii), ), (9)  (11) be satised. Then there exists
a constant M
1
depending only on known parameters and independent of Æ 2 [0; 1]
such that each solution u; v of problem (20), (21), (3)  (5) satises
ess sup
t 2 (0; T )
Z


n
(u; (t; x))+



@v(t; x)
@x



2
o
dx +
Z
Q
T
Z

Æ
(u)



@(u  v)
@x



2
dt dx M
1
;
(23)
5
where
(u) =
Z
u
0
s (s) ds: (24)
For proving regularity properties of the function v we need following growth condi-
tion

 1
1
(u

+ 1)  (u)  
1
(u

+ 1) ; u > 0 ; 0   <
2
n  2
(25)
with some positive constant 
1
. (25) implies (u)  
1
 
u
+1
+1
+ u

for u > 0 with
 + 1 <
n
n 2
. Remark that such type condition arised in [5] for n > 2 together with
the stronger restriction  + 1 <
2
n 2
.
Theorem 2 Let the assumptions of Theorem 1 and condition (25) be satised. Then
there exists a constant M
2
, depending only on known parameters and independent
of Æ 2 [0; 1], such that each solution of problem (20), (21), (3)  (5) satises
Z
Q
T
Z

Æ
(u)
n



@u
@x



2
+



@v
@x



2
o
dx dt M
2
: (26)
Theorem 3 Let the assumptions of Theorem 2 be satised. Then the estimates
jjvjj
L
1
(Q
T
)
M
3
; jv(t; x
0
)  v(t; x
00
)j  Hjx
0
  x
00
j

(27)
hold for arbitrary t 2 [0; T ]; x
0
; x
00
2 
 with  2 (0; 1) and constants M
3
; H; 
depending only on known parameters and independent of Æ.
In order to prove a priori estimates for u we need additional conditions with repect
to  and a. In view of our uniqueness result we assume stronger conditions for a
than needed if proving a priori estimates only:
a)
a(t;x;v;u)
(u)
is nondecreasing with respect to u 2 R
1
, for arbitrary (t; x) 2 Q
T
,
v 2 R
1
;

0
) there exists a positive constant 
2
such that 
0
(u)  
2
 (u) holds for u < 0.
Theorem 4 Let the conditions i)  iii), ); 
0
), a), (9)  (11), (25) be satised.
Then there exists a constant M
4
, depending only on known parameters and inde-
pendent of Æ 2 [0;
1
M
4
], such that each solution u; v of problem (20), (21), (3)  (5)
satises
ess sup fju(t; x)j : (t; x) 2 Q
T
g M
4
: (28)
Theorem 5 Let the conditions i)  iii), ); 
0
), a), (9)  (11), (25) be satised.
Then the initialboundary value problem (1)  (5) has at least one solution in the
sense of Denition 1.
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Theorem 6 Let the conditions i)  iii), ); 
0
), a), (9)  (11), (25) be satised and
assume additionally that the functions b
i
(t; x; ); 
0
(u); a(t; x; v; u) are locally Lip-
schitzian with respect to ; u; v respectively. Then the initialboundary value problem
(1)  (5) has a unique solution u; v in the sense of the Denition 1.
Proofs of theorems 1, 2, 3 are given in Section 3, proofs of theorems 4, 5, 6 are given
in Sections 4, 5, 6 respectively.
3 Regularity of the function v
We start this section proving rstly the priori estimate (23). Next we shall prove
boundedness and Hölder continuity of the function v.
Proof of Theorem 1. Denote by v
0
(x) the solution of problem (21), (4) for
t = 0 with u(0; x) dened by (5) and let (u(t; x); v(t; x)) be the solution of problem
(20), (21), (3)  (5). We extend functions u(t; x); v(t; x) by setting u(t; x) = h(x),
v(t; x) = v
0
(x) for t < 0; x 2 
. In an analogous way we extend the functions
f(t; x); g
2
(t; x). Denote
eu(t; x) = u(t; x)  g
1
(t; x); ev(t; x) = v(t; x)  g
2
(t; x):
Testing (15) with  (x) = ev(t+s; x) ev(t; x), we obtain for  2 (0; T ); s 2 (0; T  )
Z

 s
Z



(x)
n
X
i=1
@
@x
i

v(t+ s); x) + v(t; x)

@
@x
i

ev(t + s); x)  ev(t; x)

+

(u(t+ s; x)) + (u(t; x))  f(t+ s; x)  f(t; x)

ev(t + s); x)  ev(t; x)
	
dxdt = 0:
Hence we get by simple calculations
Z
+s

Z


(x)



@v
@x



2
dx dt  s
Z


(x)



@v
0
@x



2
dx dt 
Z

 s
Z


(x)
n
X
i=1
@
@x
i

v(t+ s); x) + v(t; x)

@
@x
i

g
2
(t+ s); x)  g
2
(t; x)

dx dt+
Z

0
Z



(u(t  s; x)) + (u(t+ s; x))  f(t  s; x) + f(t+ s; x)

ev(t; x) dx dt+
Z
+s

Z



(u(t  s; x)) + (u(t; x))  f(t  s; x)  f(t; x)

ev(t; x) dx dt 
Z
0
 s
Z



(u(t; x))  f(t; x) + (u(t+ s; x))  f(t+ s; x)

ev(t; x) dxdt = 0:
(29)
7
Dividing this equality by s and passing to the limit s ! 0, we obtain for almost
every  2 (0; T )
Z


(x)



@v(; x)
@x



2
dx  
Z


(x)



@v
0
(x)
@x



2
dx  
2
Z

0
n
Z


(x)
n
X
i=1
@v
@x
i
@
@x
i
@
@t
g
2
dx+ <
@(u)
@t
 
@f
@t
; ev >
o
dt +
2
Z


n

(u(; x))  f(; x)

ev(; x) dx 

(h)  f(0; x)

v
0
(x)  g
2
(0; x)

o
dx = 0:
(30)
Using (15) with  (x) = ev(; x), we can rewrite the fth term in (30) as
Z



(u(; x))  f(; x)

ev(; x) dx =  
Z


(x)
n
X
i=1
@v
@x
i
@ev(; x) dx
@x
i
dx : (31)
Remarking that it is simple to estimate the norm of v
0
(x) in W
1;2
(
) and using the
conditions (9), (10) and Cauchy's inequality we infer from (30), (31)
Z


(x)



@v(; x)
@x



2
dx +
Z

0
<
@(u)
@t
; ev > dt  c
1
n
1 +
Z

0
Z





@v(t; x)
@x



2
dx dt
o
:
(32)
Here and in what follows c
i
denote constants depending only on known parameters.
The conditions (10), (12) and Remark 1 allow us to substitute ' = eu   ev in the
identity
Z

0
n
<
@(u)
@t
; ' > +
Z


[
n
X
i=1

Æ
(u) b
i

t; x;
@(u  v)
@x

@'
@x
i
+ a(t; x; v; u)']dx
o
dt = 0:
(33)
By (32) this gives
Z

0
<
@(u)
@t
; u  g
1
> dt +
1
2
Z


(x)



@v(; x)
@x



2
dx +
+
Z

0
Z


n
n
X
i=1

Æ
(u) b
i

t; x;
@(u  v)
@x

@(u  v)
@x
i
+
[a(t; x; v; u)  a(t; x; v; v)] (u  v)
o
dx dt 

Z

0
Z


n
n
X
i=1

Æ
(u) b
i

t; x;
@(u  v)
@x

@(g
1
  g
2
)
@x
i
+ a(t; x; v; u)[g
1
  g
2
]
  a(t; x; v; v)(u  v)
o
dx dt+ c
1
n
1 +
Z

0
Z





@v(t; x)
@x



2
dx dt
o
:
(34)
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We write the rst integral from (34) in the form
Z

0
<
@(u)
@t
; u  g
1
> dt =
Z

0
<
@(u)
@t
; [u]
m
 m
  g
1
> dt +
+
Z

0
<
@(u)
@t
; u  [u]
m
 m
> dt
(35)
with m  jjg
1
jj
L
1
(Q
T
)
; [u]
m
 m
= maxfmin[u;m]; mg. Then we can evaluate the
rst and the second integral of the right hand side of (35) by using Lemmas 2, 1
respectively [9]. So we obtain
Z

0
<
@(u)
@t
; u  g
1
> dt =
Z

0
n
Z
u(x;)
0
s(s) ds 
Z
h(x)
0
s(s) ds
o
dx +
+
Z

0
Z



(u)  (h)

@g
1
@t
dx dt 
Z



(u(; x))  (h(x))

g
1
(; x) dx:
(36)
Immediately from the denition of (u) we deduce
(u) < "(u) + c
"
for u  0 (37)
with arbitrary positive number " and a constant c
"
depending only on " and the
function . Using the conditions ii), (10), (11) and the inequalities (19), (37), we
obtain with arbitrary positive number " and some function (t) 2 L
1
(0; T ):



Z

0
Z



Æ
(u) b
i

t; x;
@(u  v)
@x

@(g
1
  g
2
)
@x
i
dx dt



 "
Z

0
Z



Æ
(u)



@(u  v)
@x



2
dx dt+
c
2
"
Z

0
Z


(u)(t) dx dt;
Z

0
Z


(u)
@g
1
@t
dx dt  c
2
n
1 +
Z

0
Z


(u)(t) dx dt
o
;
Z


(u(; x))g
1
(; x) dx  c
2
n
"
Z


(u(; x)) dx + c
"
o
:
(38)
We estimate terms in (34) involving the function a in standard way by using (10)
and the condition iii). Now from (34), (36), (38) and evident estimates for another
terms in (36), we obtain
Z


(u(; x)) dx +
Z





@v(; x)
@x



2
dx +
Z

0
Z


(u)



@(u  v)
@x



2
dx dt 
 c
3
n
1 +
Z

0
Z



1 + (t)

h
(u) +



@v
@x



2
i
dx dt
o
:
(39)
Now the last inequality and Gronwall's lemma complete the proof of Theorem 1. 
In order to prove Theorem 2 we need auxiliary estimates.
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Lemma 1 Assume that the conditions of Theorem 1 are satised and following
inequality
ess sup
t 2 (0; T )
Z



q
(u(t; x)) dx  K
1
(40)
is fullled with some numbers q 2

2n
n+2
;
n
2

, K
1
, depending only on known param-
eters. Then the estimate
ess sup
t 2 (0; T )
n
Z


jv(t; x)j
pn
n 2
dx +
Z


jv(t; x)j
p 2



@v(t; x)
@x



2
dx
o
 K
2
(41)
holds with a number p > 2 dened by the equality
p
n
n  2
= (p  1)
q
q   1
(42)
and with a constant K
2
depending only on known parameters.
Proof. Denote
m
0
= jjg
1
jj
L
1
(Q
T
)
+ jjg
2
jj
L
1
(Q
T
)
+ jjhjj
L
1
(
)
+ 1 (43)
and use following notations for k 2 R
1
and arbitrary function w dened on Q
T
w
k
(t; x) =

w(t; x)

k
= minfw(t; x); kg;
w
+
(t; x) =

w(t; x)

+
= maxfw(t; x); 0g:
We test the integral identity
n
X
i 1
Z


(x)
@v
@x
i
@ 
@x
i
dx +
Z



(u)  f

 dx = 0 (44)
with  = sign v 

jvj
k
 m
0

p 1
with k > m
0
. Using the conditions ii), (9), (40),
and Hölder's inequality we obtain
Z



jvj
k
 m
0

p 2
+



@v
k
@x



2
dx  c
4
n
Z



jvj
k
 m
0

(p 1)
q
q 1
+
dx
o
q 1
q
: (45)
From this inequality and the embedding theorem we have
n
Z



jvj
k
 m
0

pn
n 2
+
dx
o
n 2
n
 c
5
n
Z



jvj
k
 m
0

(p 1)
q
q 1
+
dx
o
q 1
q
: (46)
Taking into account the restriction on q and the choice of p we deduce (41) from
(45), (46), (23) and the proof is completed. 
Proof of Theorem 2. We assume rstly that
2+
1+
<
n
2
. It is simple to check ([8],
inequality (8)) that the conditions ) and (8) imply
j(u)j  c
6
for u < 0 : (47)
10
From this and (25) we nd
j(u)j
q
0
 c
7

(u) + 1

with q
0
=
2 + 
1 + 
: (48)
Using (48), (23) and Lemma 1, we obtain (41) with p
0
dened by the equality
p
0
n
n  2
= (p
0
  1)(2 + ):
This p
0
satises the inequality p
0
  2 >
n
n 2
>  . Consequently, (41), (25) imply
R R
fjuj  2jvjg

Æ
(u)



@v
@x



2
dx dt  c
8
: (49)
Here fjuj  2jvjg = f(t; x) 2 Q
T
: ju(t; x)j  2jv(t; x)jg and analogous notations we
shall use further.
We want to establish a estimate analogous to (49) with respect to set fjuj > 2jvjg.
Taking into account that 
Æ
(u)  1+ (0) for u < 0, we can restrict ourselves to the
set fu > 2jvjg. We substitute the test function
 = (jvj
k
  g
2
)f[[u  jvj
k
]
+
]
k
+ jvj
k
+m
0
g
e
sign v
with k > m
0
; e > 0, in (44). After standard calculations we obtain
I
1

R R
fjvj < kg

[[u  jvj]
+
]
k
+ jvj+m
0
	
e



@v
@x



2
dx dt  c
9
(I
2
+ I
3
) ; (50)
where
I
2
=
R R
fjvj
k
< ug ;
(jvj
k
+m
0
)

[u  jvj
k
]
k
+ jvj
k
+m
0
	
e 1




@u
@x






@v
@x



dx dt
I
3
=
R R
Q
T

(u
+
+ 1)
 1
+ jf(t; x)j
	
(jvj
k
+ 1)

[u
+
]
2k
+ jvj
k
+ 1
	
e
dx dt:
The integral I
2
will be estimated in dierent ways for e  1 and for e > 1. For
e  1 we have
I
2

R R
fjvj
k
< ug
(jvj
k
+m
0
)
e
h



@u
@x



2
+



@v
@x



2
i
dx dt 
 3
R R
fu > 0g
n
(u+m
0
)
e



@(u  v)
@x



2
+ (jvj+m
0
)
e



@v
@x



2
o
dx dt  c
10
:
(51)
Here we used (41) and the inequality
ess sup
t 2 (0; T )
Z


u
2+
+
(t; x) dx+
R R
fu > 0g
(1 + u)




@(u  v)
@x



2
dx dt  c
11
; (52)
that follows from (23), (25).
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For e > 1 we estimate I
2
by using the evident inequality

[[u  jvj
k
]
+
]
k

+ jvj
k
+m
0
 2jvj
k
+m
0
on the set fjvj  kg. Then we have
I
2
 "I
1
+c
12
R R
fu > 0g
n
(u+m
0
)
e



@(u  v)
@x



2
+
1
"
e 1
(jvj+m
0
)
e



@v
@x



2
o
dx dt ; (53)
where the last integral can be estimated analogously to (51).
Using Hölder's inequality and the embedding theorem we obtain for Æ  0
Z


T
Z


[u
+
]
k
  g
1;+


(2+)
2
n
+2+Æ
dx dt 

Z
T
0
n
Z




[u
+
]
k
  g
1;+


2+
dx
o
2
n
n
Z


 


[u
+
]
k
  g
1;+


1+
Æ
2

2n
n 2
dx
o
n 2
n
dt
 c
13
n
ess sup
t 2 (0; T )
Z




[u
+
]
k
  g
1;+


2+
dx
o
2
n


Z


T
Z


[u
+
]
k
  g
1;+


Æ



@
@x
 
[u
+
]
k
  g
1;+




2
dx dt:
(54)
Choosing Æ = 0, the inequalities (23), (52), and condition (10) imply
Z
Q
T
Z
u
(2+)
2
n
+2
+
dx dt  c
14
: (55)
We estimate I
3
by Young's unequality and condition (9) and obtain
I
3
 c
15
n
1 +
Z
Q
T
Z
u
+e+2
+
dx dt +
Z
Q
T
Z
jvj
+e+2
dx dt
o
: (56)
The integral with v can be estimated by a constant in virtue of the inequality (41)
in the case that e 2 [0; ]. If  is such that
2 + 2  (2 + )
2
n
+ 2;
the integral with u
+
and e =  in (56) can be also estimated by a constant because
of the inequality (55). In the opposite case we choose e satisfying the condition
 + e + 2  (2 + )
2
n
+ 2 :
For example we can take e = e
1
=
2
n
. For such choice of e we get from (50), (52),
(53), (56) I
1
 c
16
, which implies
R R
fu > jvjg
(u  jvj)
e



@v
@x



2
dx dt  c
17
12
and consequently
R R
fu > 2jvjg

u(t; x)

e



@v
@x



2
dx dt  c
18
: (57)
From (23), (49), (57) we obtain
Z
Q
T
Z
juj
e



@v
@x



2
dx dt  c
19
;
Z
Q
T
Z
juj
e



@u
@x



2
dx dt  c
19
(58)
and this ends the proof of Theorem 2 in the case that
2+
1+
<
n
2
; e = .
If e = e
1
< , we can iterate our discussions with respect to e. Using (58), we
obtain from (54)
Z
Q
T
Z
u
(2+)
n
2
+2+e
1
+
dx dt  c
20
;
that allows us to choose e
2
= min

;
4
n
	
. Repeating this argument, if necessary, we
can choose e
3
=  and we proved the Theorem if
2+
1+
<
n
2
.
If
2+
1+
=
n
2
we can use Lemma 1 with q
0
< q instead of q. We can choose such q
0
that the corresponding p
0
satises p
0
  2 >  and then we keep all discussions of the
previous proof. If
2+
1+
>
n
2
, then the boundedness of solutions of the equation (21)
under the conditions (9), (10), (40) and the assumption formulated above is well
known [10]. In this case we can keep the previous discussions with corresponding
simplication. The proof of Theorem 2 is completed. 
Lemma 2 Assume that the conditions of Theorem 2 are satised and
ess sup
t 2 (0; T )
Z



q
(u
+
(t; x)) dx +
R R
fu > 1g

2
Æ
(u)
q 2
(u)



@u
@x



2
dx dt  K
3
(59)
holds with numbers q 2

2+
1+
;
n
2

; K
3
, depending only on known parameters. Then
there exist positive constants ; K
4
depending only on known parameters such that
R R
fu > 1g

2
Æ
(u)
q 2+
(u)



@v
@x



2
dx dt  K
4
: (60)
Proof. By Theorem 2 follows that (59) holds for q = q
0
=
2+
1+
. We shall prove
(60) for this value of q. The proof of the lemma for
2+
1+
< q <
n
2
is the same as for
q =
2+
1+
.
From Lemma 1 with q =
2+
1+
we obtain analogously to (49)
R
fjuj < 2jvjg

2
Æ
(u)
q
0
 2+
1
(u)



@v
@x



2
dx dt  c
21
; 
1
=
2  (n  2)
(1 + )(n  2)
: (61)
For the proof of (60) it is sucient to check that the integral I
1
in (50) can be
estimated by a constant for e =  + (1 + )
2
with positive 
2
depending only on
13
; n. This estimation of I
1
runs analogously to the corresponding estimation in the
proof of Theorem 2. Hence we make only some remarks.
We change the inequality (51) for e  1; e  +
1
2
(p
0
 2 ); p
0
=
q
0
(n 2)
n 2q
0
> 2+
2
n 2
,
in the following way
I
2
 3
R R
fu > 0g
n
(u+m
0
)




@(u  v)
@x



2
+ (jvj+m
0
)
p
0
 2



@v
@x



2
o
dx dt  c
22
(62)
after using Theorem 2 and Lemma 1. Analogously we change (53) for e > 1.
In order to estimate I
3
we remark that (54) and Theorem 2 imply
Z
Q
T
Z
u
(2+)(1+
2
n
)
+
dx dt  c
23
: (63)
From (56), (63), (41), we see that the integral I
3
can be estimated by a constant,
provided
 + e + 2  (2 + )

1 +
2
n

;  + e + 2 
p
0
n
n  2
:
But both of these restrictions can be satised with e =  + (1 + )
3
and some
positive 
3
depending only on n; . Therefore we can choose positive 
2
such that
the integral I
1
with e =  +(1+ )
2
is estimated by a constant depending only on
known parameters. From this estimate and (61) we obtain the inequality (60). 
Lemma 3 Assume that the conditions of Theorem 2 are satised. Then there exist
numbers q;K
5
, depending only on known parameters, such that q >
n
2
and
ess sup
t 2 (0; T )
Z



q
(u
+
(t; x)) dx +
R R
fu > 1g

2
Æ
(u)
q 2
(u)



@u
@x



2
dx dt  K
5
: (64)
Proof. We substitute the function
' =

(u
k
)  (m
0
)

2
+

1 +

(u
k
)  (m
0
)

3
	
r
; r 2 ( 
2
3
;1); (65)
in the integral identity
Z

0
n
<
@(u)
@t
; ' > +
Z


h
n
X
i=1

Æ
(u)b
i

t; x;
@(u  v)
@x

@'
@x
i
+a(t; x; v; u)'
i
dx
o
dt = 0:
(66)
Then, using Lemma 1 from [9], we can evaluate the rst summand of (66) to obtain
Z

0
<
@(u)
@t
; ' > dt =
Z



(r)
(u(; x)) dx ; (67)
where

(r)
(u) =
Z
u
0
(s)

(s
k
)  (m
0
)

2
+
n
1
2
+ [(s
k
)  (m
0
)]
3
o
r
ds

1
3(r + 1)
n
1
2
+

(u
k
)  (m
0
)

3
o
r+1
for u > m
0
:
(68)
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Here s
k
= min[s; k] and the value of u
k
is analogous.
We write the derivative of ' in the form
@'
@x
i
=
h
e

(r)
(u
k
)
@(u  v)
@x
i
+
e

(r)
(u
k
)
@v
@x
i
i
(m
0
< u < k) (69)
where (m
0
< u < k) is the characteristic function of the set fm
0
< u < kg and the
function
e

r
(u) satises for r >  
2
3
the estimate
c
24
k(r)
(r)
(u)(u) 
e

(r)
(u)  c
25
(r + 1)
(r)
(u)(u) (70)
with k(r) = min(1; 2 + 3r),

(r)
(u) =

(u)  (m
0
)

+
n
1
2
+

(u)  (m
0
)

3
o
r
: (71)
Using (67)  (70) and conditions ii), iii) we obtain from (66) with the function '
dened by (65)
Z


n
1
2
+

(u
k
(; x))  (m
0
)

3
+
o
r+1
dx +
+
Z

0
Z



2
Æ
(u)
(r)
(u
k
)(m
0
< u < k)



@u
@x



2
dx dt 
 c
26
n

r + 1
(r)

2
Z

0
Z



2
Æ
(u)
(r)
(u
k
)(m
0
< u < k)



@v
@x



2
dx dt +
+
r + 1
(r)
Z

0
Z


(1 + juj+ jvj)

(u
k
)  (m
0
)


(r)
(u
k
) dx dt
o
:
(72)
Let us assume now that for some q 2

2+
1+
;
n
2

the inequality (59) is fullled. Then
we obtain from Lemma 2 that the rst integral of the right hand side of (72) can be
estimated by a constant independent on k for r =
1
3
[q   3 + ].
We shall check now that the second integral of the right hand site of (72) for r =
1
3
[q   3 + 
0
] and some positive 
0
depending only on  can be also estimated by a
constant independent on k. Analogously to inequalities (54), (55) we obtain from
(59)
Z
Q
T
Z
u
q(1+)(1+
2
n
)
+
dx dt  c
27
: (73)
From (59) and Lemma 1 we have
ess sup
t 2 (0; T )
Z




v(t; x)


qn
n 2q
dx  c
28
: (74)
(73), (74) imply the needed estimate for the last integral in (72) provided

0

1
1 + 
n
q(1 + )

1 +
2
n

+ 
o
  q; 
0

1
1 + 
n
qn
n  2q
+ 
o
  q:
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For that purpose it is sucient to choose 
0
=

1+
.
We proved that for  = min(; 
0
) the left hand side of (72) is estimated by constant
depending only on known parameters if r =
1
3
 
q   3 + 

. This estimate implies
that the inequality (59) is fullled with q +  instead of q. We can guarantee also
by small change of  that the number
1


n
2
 
2+
1+

is not integer, and denote by N
its integer part. Recalling that the estimate (59) is fullled with q = q
0
=
2+
1+
and
choosing the sequence q
i
= q
0
+ i. We obtain after N + 1 iterations our previous
discussions that the inequality (59) is fullled with q = q
N+1
>
n
2
. Consequently the
inequality (64) is satised with q = q
N+1
and this ends the proof of Lemma 3. 
Proof of Theorem 3. The result of Theorem 3 follows immediately from the
estimates (47), (64), the conditions ii), (9), (10) and the assumption on the set 
.
It is necessary to apply only well known results on regularity of solutions of elliptic
equations to equation (21) (see, for example, [10]). 
4 Boundedness of the function u
We assume in this section that the conditions of Theorem 4 are satised. We shall
prove estimates for u separately for the sets fu > 0g and fu < 0g. These estimates
will be given in Lemmas 4, 6.
Lemma 4 Let the conditions of Theorem 4 be satised. Then there exists a constant
M
5
depending only on known parameters such that
ess sup fu(t; x) : (t; x) 2 Q
T
g M
5
: (75)
Proof. We shall use the inequality (72). We start estimating the rst integral of
the right hand side of (72).
Let f'
2
j
(x)g; j = 1; : : : ; J , be a partition of unity such that
J
X
j=1
'
2
j
(x) = 1;



@'
j
@x




K
0
R
for x 2 
;
'
j
(x) 2 C
1
(R
n
); supp '
j
 B(x
j
; R); J 
K
0
R
n
; R < 1;
(76)
where B(x
j
; R) is a ball of radius R with centre x
j
2 
; K
0
is a number depending
only on n. The number R will be choosen later on.
We test the integral identity (44) with the function
 =
J
X
j=1

2
Æ
(u
k
)
(r)
(u
k
)[v   v
j
]'
2
j
(x); v
j
(t) = v(x
j
; t) : (77)
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Integration with respect to t yields
Z
Q

Z
(x)
2
Æ
(u
k
)
(r)
(u
k
)



@v
@x



2
dx dt = J
1
+ J
2
+ J
3
; (78)
where Q

= f(t; x) : 0 < t < ; x 2 
g,
J
1
=  
J
X
j=1
n
X
i=1
Z
Q

Z
(x)
(r)
1
(u
k
)[v   v
j
]'
2
j
@u
k
@x
i
@v
@x
i
dx dt;
J
2
=  2
J
X
j=1
n
X
i=1
Z
Q

Z
(x)
2
Æ
(u
k
)
(r)
(u
k
)[v   v
j
]'
j
@'
j
@x
i
@v
@x
i
dx dt;
J
3
=  
J
X
j=1
Z
Q

Z
[(u)  f ]
2
Æ
(u
k
)
(r)
(u
k
)[v   v
j
]'
2
j
(x) dx dt
(79)
and 
(r)
1
(u
k
) is dened by

(r)
1
(u
k
) = 
2
Æ
(u
k
)(u
k
)
n
1
2
+

(u
k
)  (m
0
)

3
o
r 1


n
1
2
+ (3r + 1)

(u
k
)  (m
0
)

3
o
(m
0
< u < k) + 2 
Æ
(u
k
)
0
(u
k
)
(r)
(u
k
)(u < k):
(80)
Denote u
0
= 
 1

(m
0
) +
1
2

. Analogously to (19) we obtain

0
(u)(u)  
2
(u) for u > 0 ;
(u)  2 (u
0
)

(u)  (m
0
)

for u > u
0
:
(81)
Hence we getfor r   
1
2
; k > u
0

(r)
1
(u
k
)  c
29
(r + 1)
n

2
Æ
(u
k
)
(r)
(u
k
)(u
0
< u < k) + (m
0
< u  u
0
o
: (82)
We assume further that r   
1
2
and we choose the number R from (76) according
to
R
"
=
"
(r + 1)
2
; " <
1
4
; (83)
where " will be specied later on. Using (27), (76), (82), (83), we obtain
jJ
1
j  "
n
Z
Q

Z
(x)
2
Æ
(u
k
)
(r)
(u
k
)



@v
@x



2
dx dt +
+ c
30
1
(r + 1)
2
Z
Q

Z
(x)
2
Æ
(u
k
)
(r)
(u
k
)(u
0
< u < k)



@u
@x



2
dx dt +
+ c
30
1
r + 1
Z
Q

Z
h



@u
@x



2
+



@v
@x



2
i
(u > m
0
) dx dt
o
:
(84)
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By (76) and Cauchy's inequality we have
jJ
2
j 
Z
Q

Z
(x)
2
Æ
(u
k
)
(r)
(u
k
)
n
"



@v
@x



2
+
1
"
c
31
R
n+2
o
dx dt : (85)
From (78), (79), (83)  (85) we infer
Z
Q

Z
(x)
2
Æ
(u
k
)
(r)
(u
k
)



@v
@x
i



2
dx dt 
 c
32
n
"
(r + 1)
2
Z
Q

Z
(x)
2
Æ
(u
k
)
(r)
(u
k
)(u
0
< u < k)



@u
@x



2
dx dt +
+
1
r + 1
Z
Q
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Applying the last estimate to the rst integral of the right hand side of (72) and
choosing " small enough, we get from (72), (26), (27), (19), (81)
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We want to apply Moser iteration with respect to the integral
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To this end we use the embedding inequality
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which is fullled for 1  p <
n
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with a constant C(n; p) depending only on n; p and
with an arbitrary function v 2 L
1
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(
))\L
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(
)). From condition
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.
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Applying Hölder's inequality to (88) we obtain
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Simple calculations give
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we get from (90), (92) and (87)
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Iterating this estimate yields for arbitrary j
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Now (90), (92) and (64) imply
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where the constant c
40
is independent of k. Recall that we consider the case n > 2,
i. e.,
3
2
<
3
2
 q, where q is the number from Lemma 2. Hence the desired estimate
(75) follows from (94), (95). 
We shall use the notations
w
(k)
(t; x) = [w(t; x)]
(k)
= maxfw(t; x); kg; w
 
(t; x) = [w(t; x)]
 
= minfw(t; x); 0g
(96)
for k 2 R
1
and arbitrary functions w dened on Q
T
.
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Lemma 5 Let the conditions of Theorem 4 be satised. Then there exists a constant
M
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depending only on known parameters such that
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We evaluate the rst integral in (98) by Lemma 1 in [9] and nd
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and hence
 
(r)
(u) 
( m
0
)
(u)


u+m
0


r
: (103)
Condition 
0
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Further, condition a), Theorem 3 and (47) imply the following estimate for the term
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Using the inequalities (101), (103)  (105) we get from (98)
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Finally, inequality (97) follows immediately from (106) with r = 0 and Theorem 1.

Lemma 6 Let the conditions of Theorem 4 be satised. Then
ess inffu(t; x) : (t; x) 2 Q
T
g   M
7
(107)
holds for Æ 2

0;
1
M
7

with a positive constant M
7
depending only on known parame-
ters.
Proof. We shall use inequality (106). To this end we start estimating the rst
integral of the right hand side of (106). We assume further that k >  
1
Æ
.
Let f'
2
j
(x)g; j = 1; : : : J , be a partition of unity satisfying (76) with a number R to
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xed later on. We test the integral identity (44) with
 =
J
X
j=1
[v   v
j
]



u
(k)
+m
0

 


r
'
2
j
(x); r  2; v
j
(t) = v(t; x
j
): (108)
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After integration wit respect to t we get
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Repeating arguments used for estimating J
1
in Lemma 4 and choosing the R from
(83), we get
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We apply Cauchy's inequality to J
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3
, use (111) and obtain from (109)
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Now (23), (97), (106) and the last estimate taken with suciently small " imply
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From this and Gronwall's Lemma we infer
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for an arbitrary r  2 and a constant c(r) depending only on r and known parameters
and independent of k. Using Moser's iteration process and inequality (114) we obtain
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for k >  
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Æ
with a constant c
49
depending only on known parameters. Inequal-
ity (115) means that the desired inequality (107) holds with M
7
= m
0
+ c
49
+ 1,
0  Æ 
1
M
7
. Proof of Theorem 4. The assertion of Theorem 4 follows imme-
diately from Lemmas 4 and 6. 
5 Proof of existence of solutions
We modify the functions  and a in the following way


(u) = (min[u;M
4
]); a

(t; x; v; u) = a(t; x; v;min[u;M
4
]) ; (116)
where M
4
is the constant from Theorem 4.
These new functions 

; a

satisfy the conditions ); 
0
); i); iii), (25), a) with the
same parameters as the functions ; a. Now we consider for Æ =
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M
4
the initial
boundary value problem for the system
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completed by the conditions (3)  (5). By Theorem 4 arbitrary solutions (u; v) of
problem (117), (118) satisfy the a priori estimate
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T
g M
4
(119)
with the constant M
4
from Theorem 4.
From (116) and


Æ
(u) = maxf

(u); 

( M
4
)g = maxf(u); ( M
4
)g
we see that a solution of problem (117), (118), (3)  (5) with Æ =
1
M
4
is automatically
a solution of problem (1)  (5).
We don't want to go into details of proving solvability of the problem (117), (118),
(3)  (5) with Æ =
1
M
4
. That could be done via Euler's backward time discretization.
Such approach was used in [2], [5]. We remark only that solvability of the arising
elliptic problem can be proved by using degree theory for operators of class (S
+
)
[12]. 
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6 Proof of Uniqueness
For proving the uniqueness of the solution for problem (1)  (5) we assume that
there exist two solutions (u
1
; v
1
); (u
2
; v
2
) in the sense of the Denition 1 and show
that u
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= u
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. By Theorems 2, 3, we have for j = 1; 2
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with some constant M depending only on known parameters.
The proof of Theorem 6 will be given in four steps corresponding to four dierent
choices of test functions in the integral identities (14), (15).
First step. We test (14) for u = u
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We shall evaluate the left hand side of (121) term by term. We start with the rst
integral applying Lemma 2 from [9] with respect to the function
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We shall estimate the second integral in (121) by using the inequalities
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that follow from condition ) and the local Lipschitz condition for 
0
respectively.
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The last integral in (121) we estimate by using condition a), iii), the local Lipschitz
condition for a and the inequality
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Now the (121) and (122), (125), (126) and Poincaré's inequality imply
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Second step. We test the integral identity (15) for u = u
i
; v = v
i
; i = 1; 2; with
 
1
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. Taking the dierence of the obtained equalities, applying condition
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3
and the inequalities of Cauchy and Poincaré, we get
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Third step. We test the integral identity (15) for u = u
1
; v = v
1
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with the constant M from (120). Taking the dierence of the obtained equalities we
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We shall evaluate the terms of the left hand side of (132). To the rst one we apply
Lemma 2 from [9] with respect to the function
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Using (120) we obtain
Z

0
n
<
@
1
@t
;
1
(u
1
)

exp(N(u
1
))  exp(N(u
2
))

+
>  
  <
@
2
@t
; N [u
1
  u
2
]
+
exp(N(u
2
))
o
dt =
=
Z


F
2
 
(u
1
(; x)); (u
2
(; x))

dx  c
58
Z



u
1
(; x)  u
2
(; x)

2
+
dx:
(136)
As to the second summand in (132) we use the inequality
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that follows from condition ). We obtain
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We transform the integral from (134) in the following way
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Now we shall estimate summands from I
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that arise from (138) and (140).
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Hence we get
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Using condition ii) we get
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Since, as a consequence of the local Lipschitz continuity of 
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condition ii) yields
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The next estimate follows from the local Lipschitz condition for b
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Here " 2 (0; 1) is an arbitrary number. The term I
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dened by (135) can be
estimated analogously to (126) such that we get
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Finally, we obtain from (132), (136), (138), (140), (143), (144), (146)  (148) for
suciently small "
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Changing the places of u
1
and u
2
in the last inequality we get immediately
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Fourth step. Let f'
j
(x)g; j = 1; : : : ; J be a partition satisfying the conditions
(76) with a number R to be xed chosen later on. We the integral identity (15) for
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by Cauchy's inequality, Theorem 3 and (76) and obtain
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The equality (152) and inequalities (153) imply immediately
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End of the proof of Theorem 6. Applying Cauchy's inequality to the term in
(127) involving the derivative of u
1
 v
1
and choosing a suitable value of R, we obtain
from (127), (128), (150), (154)
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We estimate the integral on the right hand site of (155) by Hölder's inequality and
use the conditions on ; f to get
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for an arbitrary  2 (0; T ).
Estimating the rst integral on the right hand site of (156) by Hölder's inequality,
using the embedding V
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with an arbitrary " 2 (0; 1) and a constant c
74
depending only on n.
In analogous way we estimate the last integral in (156). We dene 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Estimating the last integral in (156) by Hölder's inequality and (88) we 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with " 2 (0; 1).
The inequalities (156)  (158) imply with suitable "
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for arbitrary  2 (0; T ). Finally, Gronwall's lemma yields u
1
= u
2
and the equality
v
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= v
2
follows now from (128). 
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