This paper is concerned with the design of gain-scheduled controllers for uncertain Linear ParameterVarying systems. Two alternative design techniques for constructing such controllers are discussed. Both techniques are amenable to Linear Matrix Inequality problems via a gridding of the parameter space and a selection of basis functions. These problems are then readily solvable using available tools in convex semi-de nite programming. When used together, these techniques provide complementary advantages of reduced computational burden and ease of controller implementation. The problem of synthesis for robust performance is then addressed by a new scaling approach for gain-scheduled control. The validity of the theoretical results are demonstrated through a two-link exible manipulator design example. This is a challenging problem that requires scheduling of the controller in the manipulator geometry and robustness in face of uncertainty in the high frequency range.
Introduction
The gain-scheduling problem has been the subject of a great deal of research over recent years, both from theoretical and practical viewpoints. This renewed interest probably stems from the development of new techniques and software which allow for a more rigorous and systematic treatment of the gain-scheduling problem. The classical approach to this problem essentially consists of repeated design syntheses associated with some scheduling strategy connecting locally designed controllers. Such schemes, however, lack supporting theories that guarantee the behavior of the scheduled controller. A signi cant contribution toward the elimination of such weaknesses is the formulation of the gain-scheduling problem in the context of convex semi-de nite programming 1], an elegant and solidly based branch of optimization theory 2, 3, 4] . Expressed in terms of Linear Matrix Inequalities (LMIs), the gain-scheduling problem is readily and globally solved using currently available e cient optimization software 5] . LMI techniques now appear as very natural mechanisms for the formulation of gain-scheduling problems as well as for a vast array of other problems in the control eld. Reference 6] gives an overview of the scope of application of such techniques.
As emphasized in H 1 control theory, a key stage in the characterization of gain-scheduled controllers is the search for adequate Lyapunov functions that establish stability and a performance bound for the closed-loop system. The Linear Fractional Transformation (LFT) gain-scheduling techniques in 7, 8, 9, 10] or the so-called quadratic gain-scheduled techniques in 11, 12 ] make use of a xed Lyapunov function, as opposed to one which depends on the scheduled variables, to characterize stability and performance. According to 13] , such approaches are potentially very conservative because they allow for arbitrary rates of variation in the scheduled variables. More dramatically, it has been shown in 13] that some systems are CERT/DERA, 2 Av Ed. Belin, 31055 Toulouse, France. Email: apkarian@cert.fr y CERT/DERA, 2 Av Ed. Belin, 31055 Toulouse, France. Email: adams@cert.fr not even quadratically stabilizable, that is, are not stabilizable on the basis of a single Lyapunov function. A signi cant improvement over such techniques can be obtained by exploiting the concept of parameterdependent Lyapunov functions. This is discussed in the context of robustness analysis and synthesis in 14, 15, 16] and for the gain-scheduling problem in 13, 16] . Parameter-dependent Lyapunov functions allow the incorporation of knowledge on the rate of variation in the analysis or synthesis technique, and therefore lead to much less conservative answers. The reader is referred to 17, 13] for earlier work related to the approaches considered here. The discretization of continuous-time gain-scheduled controllers is considered in 18] .
In this paper we investigate two di erent techniques : 19, 20, 21] and an extension of 22, 23] to the gain-scheduling problem. These techniques impose no restriction on the plant and provide a simple and streamlined treatment of the gain-scheduling problem. Moreover, the technique in 19, 20] allows the incorporation of multiple speci cations into the design problem such as H 2 ? H 1 , pole clustering, or control e ort constraints. The second technique is more restrictive but o ers computational advantages. The focus of this work is on the computational e ort for controller calculation and on the practical issues of controller implementation. A special emphasis is placed on the development of scaling techniques which take advantage of the problem's structural properties and thus reduce the conservatism of the gain-scheduling approach. It is further shown that combining the capabilities of both techniques provides a comprehensive and e ective methodology, encompassing all components of the gain-scheduling task from theoretical constructions to real-time implementations.
The paper is structured as follows. Sections 2 to 4 give a thorough discussion of gain-scheduling synthesis techniques together with some re nements and improvements in Section 5. Finally, the validity and applicability of concepts and techniques are demonstrated for a two-link exible manipulator application in Section 6.
The notation used in the paper is fairly conventional. For real symmetric matrices M, M > 0 stands for \positive de nite" and means that all the eigenvalues of M are positive. Similarly, M < 0 means \negative de nite" (all the eigenvalues of M are negative) and M 0 stands for \nonnegative de nite" (the smallest eigenvalue of M is nonnegative). In large symmetric matrix expressions, terms denoted ? will be induced by symmetry. In this section we recap some known results on the gain-scheduling technique with bounded parameter variations rates and point out connections between di erent approaches. We rst give a general characterization of gain-scheduled controllers, the solution to which involves both intermediate controller matrices and Lyapunov variables X and Y . This formulation will be referred as the basic characterization, emphasizing the fact that it can be easily extended to multiple objective problems, pole clustering problems, etc... 19, 20] . Next, a second formulation of gain-scheduled controllers is presented. It will be referred as the projected characterization, as the intermediate controller matrices have been eliminated through projections 22] . Reconstructing the controller state-space data from the projected conditions has been addressed in 22, 23] for the customary H 1 control problem. The reconstruction procedure is again described here, in the case of the gain-scheduling problem, for completeness of the discussion. The reader is referred to 17, 24, 13] for details, insights and applications of analogous gain-scheduling techniques.
The problem addressed throughout the paper is the following. Suppose we are given a Linear
Parameter-Varying (LPV) plant G( ) with state-space realization
where A 2 R n n ; D 12 
The gain-scheduled output-feedback control problem consists of nding a dynamic LPV controller, K( ), with state-space equations
which ensures internal stability and a guaranteed L 2 -gain bound for the closed-loop operator (2)-(6) from the disturbance signal w to the error signal z, that is
and all admissible trajectories ( ; _ ) and zero state initial conditions. Note that A and A K have the same dimensions, since we restrict the discussion to the full-order case. Except the usual smoothness assumptions on the dependence on , the problem data and variables will be unrestricted in the subsequent derivations. The basic characterization of gain-scheduled controllers with guaranteed L 2 -gain performance is presented in the next theorem where the dependence of data and variables on and _ has been dropped for simplicity. Theorem 2.1 (Basic Characterization) Consider the LPV plant governed by (2) , with parameter trajectories constrained by (3), (4) . There exists a gain-scheduled output-feedback controller (6) enforcing internal stability and a bound on the L 2 gain of the closed-loop system (2) and (6) 5 < 0
X I I Y > 0:
In such case, a gain-scheduled controller of the form (6) is readily obtained with the following two-step scheme:
solve for N, M, the factorization problem I ? XY = NM T :
Proof: See 19, 20] .
Note that since all variables are involved linearly, the constraints (7) and (8) (18) solve for N, M, the factorization problem I ? XY = NM T :
nally, compute A K , B K and C K with the help of (9)- (11) It should be noted that in spite of their di erent structures, the characterizations given in Theorems 2.1 and 2.2-2.3 are equivalent and can virtually be used interchangeably for controller synthesis. In contrast, when the focus is on computational complexity or practical implementation, these techniques exhibit signi cant di erences. This is discussed in Section 4. Finally, the case where only some parameters i are subject to constraints on their derivatives is easily handled by removing the unconstrained parameters from the matrix functions X(:) and Y (:).
Extensions to Multi-Objective Problems
A useful practical advantage of the basic technique is that it easily extends to multi-objective problems. Various channels of the closed-loop system can be speci ed independently with a rich list of speci cations. 
where the data jk and kj de nes the geometry of the region.
Practical Validity of Gain-Scheduled Controllers
It must be stressed that an LPV controller derived from Theorem 2.1 or Theorems 2.2-2.3 is not gainscheduled in the usual sense of the term. Its implementation requires not only the real-time measurement of the parameter , but also of its time-derivative _ . This is generally prohibitive, since parameter derivatives either are not available or are di cult to estimate during system operation. Gain-scheduled controllers that do not require a measurement of _ will be called practically valid hereafter. As discussed in 17], there is no systematic and tractable approach for removing the dependence on _ while maintaining the generality of Theorems 2.1 or 2.2-2.3. As suggested by the controller formula (9), a simple but conservative approach has been proposed in 24]. It consists of restricting the variable Y ( ) to _ Y = 0, that is, Y not depending on . This operation amounts to using a xed Lyapunov function for the parameter-dependent control problem described in (13) . It thereby sacri ces some performance, resulting in a higher . and #4. However, due to the loss of duality in the variables X and Y , such choices are not equivalent. As a consequence, there are some problems for which it is better to take a parameter-dependent X and a constant Y while others will require the converse. Hence, both alternatives must be tried to get a less conservative design . In the controller construction scheme, the variables N and M are subject to the algebraic constraint I ? XY = NM T from which one easily infers the identity
In light of this identity, a practically valid gain-scheduled controller in the cases of rows #3 and #4 can be derived using the same formulas (10) and (11), but with A K suitably updated to
The same formulas are still valid for the case of frozen-in-time parameters, row #1, and for arbitrarily varying parameters, row #5, the variables X and Y being replaced by their constant values X 0 and Y 0 , in the latter case. Summing up, Table 1 displays all options to handle any situations from the frozen-in-time parameters to arbitrarily time-varying parameters. However, the case in which both X and Y depend on with a bounded _ still resists a convex formulation for a practically valid controller.
Reduction to Finite-Dimensional Problems
Even with the simpli cations of Table 1 in place, the characterizations of Theorems 2.1 or 2.2-2.3 involve the solution of a convex but in nite-dimensional and in nitely constrained problem. This is the price to pay for allowing a general parameter dependence in the plant (2). Generally speaking, there is no systematic rule for selecting the functional dependence of the matrix functions X and Y on . We are therefore led to some simple heuristics in order to simplify the computation of solutions to the LMI problems (7)- (8) or (12)- (14) . A simple but practical technique has been proposed in 13]. The key idea is to \mimic" the parameter dependence of the plant in the Lyapunov function variables X and Y . Interestingly, the same idea can be used in the more general context of the basic characterization of Theorem 2.1. In return, this o ers new potential approaches for the synthesis of gain-scheduled controllers with multiple objective constraints (mixed H 2 ? H 1 , pole clustering, and others still to nd). To be more speci c, consider the class of plants (2) 
The functional dependence of X and Y being xed, the matrices b A K;0 , b A K;i ,..., play the role of decision variables in the in nitely constrained LMI problems (7)- (8) or (12)- (14) . A simple remedy for turning such problems into a nite set of LMIs is to grid the value set of 13]. Since the derivative _ appears linearly in the LMIs (7) and (12)- (13), there is only need to check the extreme points of the set d , denoted T , for all admissible values of . The overall procedure can be described as follows. step 1 de ne a grid G for the value set of , step 2 minimize subject to the LMI constraints associated with G T , step 3 check the constraints with a denser grid, step 4 if step 3 fails, increase the grid density and return to step 2.
Computing solutions (22) and (23) When restricted to the parameterization (22) and (23), the basic and projected characterizations are no longer equivalent. In the rst one, we have further restrictions on the structure of the quadruple (21) . Its scope of application is therefore more restricted. In contrast, the controller equations resulting from the basic characterization are signi cantly less complex than those resulting from the projected characterization. Note that such controller constructions are essentially dominated by matrix inversions and QR decompositions in (9)- (11) and (16)- (18) . At each sampling time, the basic characterization essentially requires 1 matrix inversion, whereas the projected characterization will require 2 QR decompositions and 3 matrix inversions for problem (15), 2 matrix inversions for the computation of A K , B K , C K by exploiting partitioning.
Thus, in the light of these comments and because the expressions (22) essentially reduce to scalar-bymatrix multiplications, controllers resulting from the rst technique are more easily implemented for rapidly varying LPV systems. In addition, these controllers have an LFT representation in terms of the nonlinear functions, i (:), and hence are computationally comparable to those of the LFT gain-scheduling approaches in 7, 8] . Note also that for both techniques, the most computationally demanding step comes (25) Therefore, a cheap way of computing (I ?XY ) ?1 at each sample of time is simply to invert the diagonal matrix in (25) and perform multiplications of corresponding blocks.
Since they o er complementary advantages, the techniques described above can be used together to yield a more e ective methodology. Con rmed by practical experience, the following rules have proven useful.
1. All necessary tunings, requiring repeated computations should be based on the less costly projected technique. 2. The procedure is completed by running the basic technique, for controller implementation purposes.
Though the last phase may be very slow, it is run only once in the whole design process.
Bypassing the gridding phase
As discussed earlier, there is no direct technique to bypass the gridding phase, hence making the design more direct. Under special circumstances, LFT, a ne or polynomial parameter dependence of data and variables or polytopic approximation of the original plant, techniques such as the S-procedure or multiconvexity concepts can be used repeatedly to get a nite number of (su cient) LMI conditions. See the conference version of the present paper 27] and also 15, 14] and references therein.
Reducing Conservatism by Scaling
As is common in robust control theory, it is possible to further enhance the design procedure by exploiting structural informations on the operator relating the signals w and z. The This description, however, ignores potential structures of the operator . We therefore assume, hereafter, that the plant is governed by (2) with w and z subject to w 1 (t) T ; : : :; w N (t) T ] T = (t) z 1 (t) T ; : : :; z N (t) T ] T ; (26) where is a multiplicative memoryless time-varying operator with structure (t) := diag( 1 (t); : : :; N (t)) ; (27) and con ned to the compact set max ( (t)) 1 ; 8t 0:
The set of scalings associated with the structure (27) is de ned as S := fS : S > 0; S (t) = (t)S; 8t 0g (29) We have implicitly assumed, without restriction, that the problem has been squared so that m 1 = p 1 in the subsequent derivations. With these notations in mind, a scaled version of the Bounded Real Lemma can be established. (30) and (26)- (28), with parameter trajectories (t) constrained with (3) and (4), is internally stable whenever there exists a parameter-dependent symmetric matrix P( ) and a parameter-dependent scaling S( ) in S such that P( ) > 0 and 2 
_ P( ) + A( ) T P( ) + P( )A( ) P( )B( ) C( ) T B( ) T P( ) ? S( ) D( ) T C( ) D( ) ? S( ) ?1
Proof: See Appendix A.
Note that Lemma 5.1 provides robust stability conditions for non-expansive uncertain operators i .
These conditions also guarantee a robust L 2 -gain performance bound with respect to any input/output channel (w i ; z i ), with the remaining channels corresponding to uncertainties of the form described earlier. Owing to the dependence of the modi ed characterizations on both S and S ?1 , they are no longer standard LMI problems. Such problems are in the class of LMI problems with rank reduction constraints hence di cult to solve. Here, we adopted a simple computational scheme in the spirit of synthesis techniques.
Recall that the LMI (7), with the scaling S( ) in place, can take the form 5 < 0 : (32) Note that this is an LMI in the variables S ?1 , Y , b A K and b C K provided that the variables X, b B K and D K are maintained xed. Therefore, coupled with Theorem 2.1, this result suggests a rst scheme to compute a best possible S ?1 . Now, our goal is to obtain the counterpart of the projected characterization Theorem 2.2 for computing S ?1 . In view of the discussion of Section 4, this will be at a reduced computational cost. Interestingly, such a scheme cannot be directly derived from the LMIs (12)- (13) . We shall make use of a partially projected characterization, as follows. (32) and (8) on one side or the conditions (14), (33), and (35) on the other side form the basis of two possible schemes for iteratively reducing the conservatism of the gain scheduling techniques of Section 2. Such schemes proceed as follows.
step 0 setting S( ) = I, minimize with the basic or the projected technique, step 1 compute a scaling S( ) ?1 minimizing with the help of (32) and (8) As before, we are using a grid of the set to perform the optimizations and a user-de ned functional dependence of S ?1 on . For LFT plants of the form (21), a practical choice is the a ne expansion
It is important to mention that the previously described iterative procedure, though not giving a global solution to the problem, has proven very e cient in practice. A demonstration is given in the following section. Unlike the standard D ? K iteration procedure, it involves not only scalings and Lyapunov variables, but also some controller variables in the same optimization step. In our opinion, this is a central factor favoring convergence, both in speed and accuracy. 6 Control of a Two-Link Flexible Manipulator
Problem description
The gain-scheduled control of a two-link exible manipulator is a nontrivial problem. The dynamics of such a system include both rigid body and lightly damped structural modes. The problem is complicated by uncertainty in the high frequency dynamics of the system and by the variation of dynamics with manipulator geometry. The rst of these complications drives the requirement for closed-loop robust stability while the second drives the requirement for gain-scheduling. In addition, a rapid closed-loop response to position commands is desired. The ability of a control synthesis approach to handle the trade-o s between robustness, performance, and gain scheduling with the least possible conservatism is thus critical for such a system. For example, if the gain-scheduling parameters are allowed to vary in nitely quickly, closed-loop performance and robustness will su er. If the uncertainty structure of the design model is not considered, it will be impossible to nd a controller which meets design objectives. These trade-o s are studied and addressed in this section.
SECAFLEX is a two-link exible planar manipulator driven by geared DC motors, used as a laboratory platform for control-structure interaction experiments at CERT-ONERA in Toulouse, France. The two exible members are homogeneous beams. There is a concentrated mass at the elbow due to the DC motor and a concentrated mass at the tip of the second beam which is the payload. The modeling of the manipulator has been studied extensively 28]. A simple drawing of the two-link manipulator is shown in Figure 1 . 
where M is the inertia matrix, D is the damping matrix, and K is the sti ness matrix. u(t) is the input vector, u = ( 1 2 ) T . Due to the variable geometry of the system, the inertia matrix is a function of the second joint angle, 2 . This dependence causes signi cant changes in the response of the system to input torques over the range of possible con gurations, 2 To provide closed-loop command tracking, a simple weighted minimization of the sensitivity function is used. A frequency dependent weight, W p , penalizes the error, e, between angular position commands, w 1 , w 2 , and the system response, y. By forcing this weighted sensitivity function to be less than unity, the complementary sensitivity function approaches identity at low frequencies, thus providing good command tracking.
In order to account for uncertainties in high frequency dynamics, an additive uncertainty model is incorporated into the synthesis model. The additive uncertainty weight is formulated by considering the di erence between the full-order geometry dependent model, G(s; 2 ), and some reduced order design model, G r (s; 2 ), of lower order but still dependent on manipulator geometry. Consider W f , the additive uncertainty weighting function and f , a complex uncertainty block, scaled such that jj f jj 1 < 1. We can de ne the error between the full-order and reduced-order models as E(s; 2 
It should be noted here that, in the manipulator example, = 2 is not an independently evolving external parameter, it is a state of the system. By treating 2 as an external parameter, we are actually immersing the \quasi-linear" dynamics (40) into the larger class of LPV dynamics (30) . Therefore, in guarantying stability and performance for a class of parameter trajectories (through bounds on 2 
Numerical examples
Di erent cases have been investigated which highlight the merits and some of the concerns in using the gain-scheduling methodologies detailed in Sections 2 to 5. Comparisons with existing gain-scheduling techniques are also given.
Case #1: In this rst case, the two-block structure associated with robustness and performance is ignored. The basic and projected techniques are applied with both X and Y depending on 2 .
X ( As discussed earlier, this amounts to assuming that the scheduled variable 2 is frozen in time. The corresponding levels are compared with the LFT gain-scheduling technique in 8], a technique that puts no bound on the parameter variation rates. The results are presented in Table 2 . Surprisingly, all techniques give the same result. The achieved value of is actually a lower bound that can be checked by Case #2: In this second case, the problem's uncertainty structure is explicitly taken into account. The performance and robustness objectives are relaxed by introducing a xed scaling S := diag(0:5e-3 I 2 2 ; I 2 2 ), found by performing a standard synthesis with constant scaling on the nominal plant ( 2 = 2 ). The application of gain-scheduling techniques to this scaled problem leads to the bound, = 0:58. Results are presented in Table 3 It is intuitively clear that increasing the bound on the variation of 2 degrades both robustness and performance. For our manipulator system a realistic bound is 100 deg./sec. As can be observed in Figure  4 which describes as a function of , the proposed techniques perform well for variations of up to an order of magnitude greater than those expected. Case #4: In this last case, the iterative schemes proposed in Section 5 are used to further improve robustness and performance. We exploit the scheme based on the matrix inequalities (33), (35), and (14) .
Recall that such schemes take advantage of parameter-dependent scalings. According to the de nition of S in (29) , the scaling assumes here the special form S ?1 ( 2 ) := 0 + cos( 2 ) 1 :
The Lyapunov variables have been selected in the form X = X 0 + cos( 2 )X 1 and Y = Y 0 . Practical validity of the controller is thus ensured from the analysis in Section 3. The evolution of during the alternate iterations is depicted in Figure 5 . Convergence required 12 elementary steps as described in Section 5 and led to a best value of 0:30. This is obviously the best design among those attempted. The result in Figure 5 was achieved with the projected technique and the characterizations given in (33) and ( Finally, using the above scaling, we recomputed the gain-scheduled controller with the basic technique. The same value, = 0:30, was obtained. Since it is of a simpler form and provides satisfactory performance, this last gain-scheduled controller is used in the subsequent analysis and simulations. 
Frequency and time-domain validations
In this section, the best-controller from case #4 is analyzed. In Figure 2 we saw how the manipulator dynamics changed with 2 . It is now interesting to examine how the resulting gain-scheduled controller varies with manipulator geometry. Figure 6 shows the singular values of the underlying LTI controllers K(s; 2 ) at three di erent values of 2 . Figure 6 : i (K(j!; 2 )) for Di erent Manipulator Geometries 2 = 0: solid; 2 = 2 : dashed; 2 = : dotted . We see that the gain-scheduled controller evolves as physically expected, applying higher gains when the manipulator inertias are greater ( 2 = 0) and reduced gains when the inertias are smaller ( 2 = ). Notice that at frequencies above 10 rad/sec, both the manipulator system and the controller are relatively independent of the parameter.
Extensive nonlinear simulations of the response of the closed-loop system to various commands have been performed. For the sake of brevity, we will only present one of these. The high frequency exible modes that were removed from the synthesis model are reintroduced in the simulation model. With initial conditions of 1 (0) = 0 and 2 (0) = 0, a step command of 180 degrees in both angles is given. This manoeuver was chosen to take the manipulator through the entire range of possible dynamics as quickly as possible. The angular responses and corresponding control inputs are depicted in Figure 7 . The rise time (3.5 seconds), settling time (5 seconds), and overshoot (< %5) are markedly superior to those observed using either robust LTI controllers or heuristically motivated gain-scheduling approaches 29]. The manoeuver is completed without violating the limits on control authority, j 1 j 100N=m and j 2 j 20N=m.
Conclusions
Advanced gain-scheduling design approaches for LPV systems have been presented with emphasis on the practical goals of reduced computational burden and ease of implementation. Two complementary techniques for the calculation of such controllers have been investigated which, when used together, achieve these two objectives. The methodology is completed with a new scaling technique that takes into account the uncertainty structure of multi-objective synthesis problems. The challenging problem of the control of a two-link exible manipulator is introduced in this context and used to demonstrate the validity of the theoretical solutions.
The signals w and z related by (26) - (28) which is nothing else than the quadratic form condition associated with the matrix inequality in (31) . This completes the proof of the lemma.
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