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Abstract
In this paper, we study a certain class of online optimization problems, where
the goal is to maximize a function that is not necessarily concave and satisfies
the Diminishing Returns (DR) property under budget constraints. We analyze a
primal-dual algorithm, called the Generalized Sequential algorithm, and we obtain
the first bound on the competitive ratio of online monotone DR-submodular func-
tion maximization subject to linear packing constraints which matches the known
tight bound in the special case of linear objective function.
1 Introduction
Online optimization covers a large number of problems including online resource allocation, online
bipartite matching [1], the “Adwords” problem [2, 3], online submodular welfare maximization [4],
online linear programming [5] and online concave packing problem [6, 7]. One type of algorithms
proposed for solving such problems are primal-dual algorithms where the dual variable is updated
at each step and is used to get the update rule for the primal variable [8].
Depending on how much information about the online input is available in advance to the algorithm,
online problems have been categorized into adversarial (worst-case) (e.g., in [2]) and stochastic in-
put models (e.g., in [9]) and we consider the former in this paper. In the adversarial model, it is
assumed that the algorithm has no knowledge of the online input. Performance of online algorithms
is measured by their competitive ratio defined as the ratio of the value of the objective function at the
output of the algorithm to the maximum objective value attained offline. In the worst-case model,
one is interested in deriving lower bounds on the competitive ratio of the algorithm that holds for all
arbitrary online inputs.
In this paper, we discuss a certain class of online optimization problemswhere the objective function
is assumed to satisfy the Diminishing Returns (DR) property under linear packing constraints. We
introduce a greedy primal-dual algorithm, called the Generalized Sequential algorithm and we ana-
lyze its performance theoretically and numerically under the worst-case input model. Specifically,
we make the following contributions:
• We introduce the online monotone continuous DR-submodular function maximization sub-
ject to linear packing constraints, and specify various online discrete submodular problems
whose continuous generalization could be cast in this framework, for example the general-
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ized continuous version of online submodular welfare maximization [4] and online knap-
sack constrained monotone submodular function maximization [10] are well-known cases.
• We introduce the Generalized Sequential algorithm for this class of problems. Denoting
the number of linear packing constraints by n, we consider the following two cases and we
derive competitive ratio bounds for each case:
– n = 1: In this case, our problem is the generalization of online knapsack constrained
monotone submodular function maximization [10] to the continous setting. For this
online problem, we obtain a competitive ratio of 1
1−α+ln(U
L
)
where L and U are lower
and upper bounds on the value-to-weight ratio of the items respectively and α captures
the curvature of the DR-submodular utility function.
– n > 1: In this case, our problem generalizes the Adwords problem [2] and the online
linear programming problem [5] by allowing the utility function to be DR-submodular
rather than linear. For this setting, we obtain the first competitive ratio bound which is
optimal in the special cases. Specifically, if the objective function is linear, our prob-
lem reduces to the online linear programming and the algorithm achieves the optimal
competitive ratio [7, 5]. If in addition to the linearity of the objective function, the
linear packing constraint and the objective function are equal, the problem simplifies
to the Adwords problem and we obtain the optimal 1− 1e competitive ratio [2, 3] (note
that since we allow fractional solutions for the Adwords problem, we do not need the
small bids assumption to obtain the optimal competitive ratio).
Finally, we present numerical experiments on a class of non-concave DR-submodular utility func-
tions to demonstrate the performance of the Generalized Sequential algorithm.
It is noteworthy that although our framework could be interpreted as the generalization of online
budgeted discrete submodular problems to the continuous setting, we do not aim to solve the dis-
crete problem itself. In other words, our goal is to solve a class of online budgeted problems where
the objective function is originally continuous and DR-submodular. Therefore, we do not round the
fractional output of our proposed algorithm.
1.1 Notation
We will use [m] to denote the set {1, 2, . . . ,m}. For a matrix A ∈ Rn×m, we will denote its i-th
row by aˆTi for all i ∈ [n] and its t-th column by at for all t ∈ [m]. Also, ai,t corresponds to the
(i, t)-th entry of the matrix A. We denote the transpose of a matrix A by AT . The inner product
of two vectors x, y ∈ Rm is denoted by either 〈x, y〉 or xT y. Also, for two vectors x, y ∈ Rm,
x  y implies that xi ≤ yi ∀i ∈ [m]. We use F ∗ to denote the concave conjugate of a function
F : Rm → R which is defined as follows:
F ∗(y) = inf
x
(
〈x, y〉 − F (x)
)
For a convex set P , the support function of P is defined in the following:
σP (x) = sup
y∈P
〈x, y〉
2 Diminishing Returns (DR) property
Definition 2.1 A differentiable function F : K → R, K ⊂ Rm+ , satisfies the Diminishing Returns
(DR) property if:
x  y ⇒ ∇F (x)  ∇F (y)
In other words,∇F is an anti-tone mapping from Rm to Rm.
If F is twice differentiable, DR property is equivalent to the Hessian matrix being element-wise non-
positive. Note that for m = 1, the DR property is equivalent to concavity. However, for m > 1,
concavity implies negative semi-definiteness of the Hessian matrix which is not equivalent to the
Hessian matrix being element-wise non-positive.
A similar property is introduced in [11] and [12] as well and functions satisfying this property are
called “smooth submodular” and “DR-submodular” there respectively. Additionally, [7] defined the
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DR property for concave functions with respect to a partial ordering induced by a cone and showed
that by taking the cone to be Rm+ , Definition 2.1 is recovered and if the cone of positive semi-definite
matrices is considered, the DR property generalizes to matrix ordering as well [13]. [12] showed
that DR-submodular functions are concave along any non-negative direction, and any non-positive
direction. In other words, for a DR-submodular function F , if t ≥ 0 and v ∈ Rm satisfies v  0 or
v  0, we have:
F (x+ tv) ≤ F (x) + t〈∇F (x), v〉
2.1 Examples of continuous non-concave DR-submodular functions
Multilinear extension of discrete submodular functions. [14] A discrete function f : {0, 1}V →
R is submodular if for all j ∈ V and A ⊆ B ⊆ V \ {j}, the following holds:
f(A ∪ {j})− f(A) ≥ f(B ∪ {j})− f(B)
The multilinear extension F : [0, 1]V → R of f is defined as:
F (x) =
∑
S⊂V
f(S)
∏
i∈S
xi
∏
j /∈S
(1− xj) = ES∼x[f(S)]
Multilinear extensions are extensively used for maximizing their corresponding submodular set func-
tion and are known to be a special case of non-concave DR-submodular functions. The Hessian
matrix of this class of functions has non-positive off-diagonal entries with zeros on its diagonal. It
has been shown that for a large class of submodular set functions, their multilinear extension could
be efficiently computed. Weighted matroid rank function, set cover function, probabilistic coverage
function, graph cut function and concave over modular function are all examples of such submodu-
lar functions (see [15, 16] for more examples and details).
Non-convex/non-concavequadratic functions. Consider the quadratic functionF (x) = 12x
THx+
hTx+ c. If the matrixH is element-wise non-positive, F would be a DR-submodular function. We
use this class of non-concave DR-submodular functions for the numerical experiments.
See [12, 17] for more examples of continuous DR-submodular objective functions.
3 Problem Statement
The offline constrained optimization problem is as follows:
maximize
∑n
i=1Hi(xˆi)
subject to xt ∈ Ft ⊆ Rn+ ∀t ∈ [m]
cˆTi xˆi ≤ 1 ∀i ∈ [n]
(1)
where xˆTi ∈ R
m
+ is the i-th row and xt ∈ R
n
+ is the t-th column of the variable matrix X ∈ R
n×m
+ ,
cˆTi ∈ R
m
+ and ct ∈ R
n
+ are the i-th row and t-th column of the cost matrix C ∈ R
n×m
+ respectively.
For all i ∈ [n],Hi : K → R,K ⊂ Rm+ , is a differentiablemonotone non-decreasingDR-submodular
function which is zero at the origin (i.e., Hi(0) = 0). For all t ∈ [m], Ft is a compact convex
constraint set that contains the origin and ‖x‖2 ≤ λ for all x ∈ Ft.
In the online setting, at step t ∈ [m], ct and Ft arrive online and the algorithm should choose xt ∈ Ft
to maximize the overall objective function. Note that at each step t ∈ [m], the functionHi ∀i ∈ [n]
is only known over subsets of variables that have already arrived. Thus, we don’t have access to the
objective function in advance.
The penalized formulation of problem 1 is the following:
maximize
∑n
i=1
(
Hi(xˆi) +Gi(cˆ
T
i xˆi)
)
subject to xt ∈ Ft ⊆ Rn ∀t ∈ [m]
(2)
As an example, if for all i ∈ [n],
Gi(u) =
{
0 if 0 ≤ u ≤ 1
−∞ if u > 1
i.e., the concave indicator function of the interval [0, 1], the above two optimization problems are
equivalent.
3
We aim to design differentiable, concave and monotone non-increasing penalty functions Gi :
R+ → R ∀i ∈ [n] and use them in our online algorithm such that the output doesn’t violate any of
the linear packing constraints.
Online linear programming [5], the Adwords problem [2], single-unit combinatorial auction prob-
lem [18] and continuous generalization of online knapsack problem [19] are all special cases of this
framework for linear objective functions.
Multiple applications of this framework are provided in Appendix A.
3.1 Dual Problem
The dual problem of the constrained problem 1 is as follows: (See Appendix B for the derivation)
minimize
∑m
t=1 σFt
(


y1,t − z1c1,t
...
yn,t − zncn,t

)−∑ni=1H∗i (yˆi) +∑ni=1 zi
subject to zi ≥ 0 ∀i ∈ [n]
(3)
where for all i ∈ [n], zi ∈ R+, yˆTi ∈ R
m is the i-th row of the dual matrix variable Y and yi,t is the
(i, t)-th entry of this matrix.
Karush–Kuhn–Tucker (KKT) conditions can be written as:
x∗t ∈ argmax
x∈Ft
〈x,


y∗1,t − z
∗
1c1,t
...
y∗n,t − z
∗
ncn,t

〉
yˆ∗i = ∇Hi(xˆ
∗
i ) i = 1, . . . , n
z∗i = −G
′
i(cˆ
T
i xˆ
∗
i ) i = 1, . . . , n
where G′i is the derivative of the scalar penalty function Gi. We remind the reader that we aim to
design differentiable penalty functions Gi ∀i ∈ [n] and therefore, we have used G′i in the KKT
conditions.
We will use these KKT conditions to design the Generalized Sequential Algorithm.
4 Generalized Sequential algorithm and Competitive Ratio Analysis
4.1 Generalized Sequential Algorithm
Consider the Generalized Sequential algorithm below which outputs x˜t at each online step t ∈ [m].
Algorithm 1 Generalized Sequential Algorithm
Input: Penalty functionsGi ∀i ∈ [n],K andm
Initialize X˜ = 0
for t = 1 tom do
ct, Ft arrive online and gradient of Hi ∀i ∈ [n] over the first t variables (i.e., all other m − t
variables being zero) is accessible
x˜t(0) = 0
for k = 1 toK do
vt(k) = argmaxv∈Ft〈v, dt(k − 1)〉 {dt(k − 1) defined in equation 4}
x˜t(k) = x˜t(k − 1) +
1
K vt(k)
end for
Output: x˜t = x˜t(K)
end for
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where for all i ∈ [n], t ∈ [m] and k ∈ {0, . . . ,K}:
ωi,t(k) :=
[
[x˜1(K)]i, . . . , [x˜t−1(K)]i, [x˜t(k)]i, 0, . . . , 0︸ ︷︷ ︸
m−t times
]T
[dt(k)]i := ∇tHi
(
ωi,t(k)
)
+ ci,tG
′
i
(
cˆTi ωi,t(k)
)
(4)
In the above definitions, we have used the notation [u]i to denote the i-th entry of the vector u and
∇t denotes the t-th entry of the gradient vector.
At each online step t ∈ [m], the algorithm performs a total of K Frank-Wolfe updates in its inner
loop where in each of these updates, a linear maximization problem over the set Ft is solved. Note
that in our applications, Ft is usually a box constraint or the simplex and therefore, the correspond-
ing linear maximization problem could be solved efficiently. See [20] for more details about using
Frank-Wolfe for non-convex objectives.
The Generalized Sequential algorithm reduces to the Sequential algorithm in [7] for K = 1
and hence the name. Additionally, this algorithm could be interpreted as the online counter-
part of the offline Frank-Wolfe variant proposed in [12] for solving offline constrained contin-
uous DR-submodular optimization problems. Note that at step t ∈ [m], k ∈ [K], if we set
yˆ∗i = ∇Hi
(
ωi,t(k − 1)
)
and z∗i = −G
′
i(cˆ
T
i ωi,t(k − 1)), the update rule for vt(k) is similar to the
KKT condition for x∗t . In other words, the Generalized Sequential algorithm uses∇Hi(ωi,t(k− 1))
and −G′i(cˆ
T
i ωi,t(k − 1)) as the current estimate of yˆ
∗
i and z
∗
i respectively and using them, the algo-
rithm obtains vt(k) to improve the estimate of x
∗
t .
We define:
ALG :=
n∑
i=1
Hi(ωi,m(K))
Pgseq :=
n∑
i=1
(
Hi(ωi,m(K)) +Gi(cˆ
T
i ωi,m(K))
)
ALG and Pgseq are the objective value of problems 1 and 2 at the end of the algorithm respectively.
Note that since 0 ∈ Ft ∀t ∈ [m], whenever dt(k − 1)  0, the algorithm would assign zero to vt(k)
and therefore, Pgseq ≥ 0.
4.2 Competitive Ratio Analysis
First, we remind the reader that Hi ∀i ∈ [n] are DR-submodular and not necessarily concave. On
the other hand, Gi ∀i ∈ [n] are concave penalty functions. In order to derive the competitive ratio,
we make the following smoothness assumption about the functions:
Assumption 1: For all i ∈ [n], functionsHi andGi have an L-Lipschitz gradient, i.e., for all x ∈ K
and u ∈ Rm+ where u  0 or u  0, the following holds:
Hi(x+ u)−Hi(x) ≥ 〈u,∇Hi(x)〉 −
L
2
‖u‖2
Also, for all x ∈ R and v ∈ R, we have:
Gi(x+ v)−Gi(x) ≥ vG
′
i(x) −
L
2
v2
We also define the parameter α as follows:
Definition 4.1 For all i ∈ [n], αHi is defined as:
αHi := sup
u:cˆT
i
u≤1
{β | H∗i
(
∇Hi(u)
)
≥ βHi(u)}
= sup
u:cˆT
i
u≤1
{β | 〈∇Hi(u), u〉 ≥ (1 + β)Hi(u)}
= inf
u:cˆT
i
u≤1
〈∇Hi(u), u〉
Hi(u)
− 1
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Since Hi is monotone non-decreasing, 0 ≤ 〈∇Hi(u), u〉 holds. Additionally, because Hi satisfies
the DR property and Hi(0) = 0, we have 〈∇Hi(u), u〉 ≤ Hi(u). Thus, −1 ≤ αHi ≤ 0 always
holds.
The definition above is inspired by the definition of α in [7]. The parameter α characterizes the
curvature of the function. In fact, α of the multilinear extension of a submodular function and the
total curvature of the underlying submodular set function are related as follows:
Remark 4.1 Connection between total curvature of a submodular function and α:
Recall that for a non-negative normalized monotone non-decreasing submodular function f : 2V →
R ∀i ∈ [n], total curvature is defined as [21]:
κf = 1− min
j:f(j) 6=0
f(j|(V \ j))
f(j)
= 1− min
S⊂V \{j},f(j) 6=0
f(j|S)
f(j)
If we denote the multilinear extension of this function by F , the following holds:
αF ≥ −κf
See Appendix C for the proof.
If n = 1, we design the penalty functionG1 as follows:
G1(u) =


−L1u if 0 ≤ u <
1
ln
(
U1e
L1
)
− 1
ln
(
U1e
L1
) L1
e (
U1e
L1
)u if u ≥ 1
ln
(
U1e
L1
)
If n > 1, for all i ∈ [n], we define the penalty functionGi in the following:
Gi(u) =
Li
(e− 1) ln(1 + Ui(e−1)Li )
(
1− (1 +
Ui(e − 1)
Li
)u
)
+
Li
e− 1
u
where for all i ∈ [n], Ui and Li are defined as follows:
Ui = max
t∈[m]
supx∈Rm: cˆT
i
x=1∇tHi(x)
ci,t
Li = min
t∈[m]
infx∈Rm: cˆT
i
x≤1∇tHi(x)
ci,t
Roughly speaking, Ui and Li are upper and lower bounds for the value-to-weight ratio of the items
arriving online respectively. We are assuming that these upper and lower bounds are available offline
to design the penalty functions. Our design for the penalty function for n = 1 is inspired by the
threshold function proposed by [19]. In the n > 1 case, our penalty functions are inspired by the
allocation rule of the primal-dual algorithm for the Adwords problem [3]. In both cases, the penalty
functions are designed such that for u ≥ 1, the algorithm assigns zero and thus,G′i(1) = −Ui holds.
Thus, the algorithm’s assignments would not violate the budget constraints.
If we denote the optimal values of the original constrained problem 1 and its dual problem 3 by
OPT and D∗ respectively,OPT ≤ D∗ holds due to weak duality.
Now, we have all the required tools to obtain the competitive ratio bounds.
Theorem 4.1 For n > 1, if Assumption 1 holds and K → ∞, then for the Generalized Sequential
algorithm, we have:
ALG
OPT
≥
ALG
D∗
≥
(
max
i∈[n]
{
− αHi + ln(1 +
Ui(e − 1)
Li
)
e
e − 1
})−1
(5)
This bound is tight in several known special cases. For the Adwords problem, since Ui = Li = 1
and αHi = 0 for all i ∈ [n], competitive ratio of 1 −
1
e is obtained which is optimal [2].
Additionally, for online linear programming, considering that αHi = 0 ∀i ∈ [n], we obtain(
maxi∈[n] ln(1 +
Ui(e−1)
Li
)
)−1
×(1− 1e ) as the competitive ratio boundwhich is known to be optimal
[7, 5].
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Proof See Appendix D for the proof.
Remark 4.2 For n > 1, if we allow all the linear packing constraints to be violated by at most ǫ,
by modifying the penalty function for all i ∈ [n] to
Gi(u) =
Li(1 + ǫ)
(e − 1) ln(1 + Ui(e−1)Li )
(
1− (1 +
Ui(e− 1)
Li
)
u
1+ǫ
)
+
Li
e− 1
u
competitive ratio improves to (1 + ǫ)×
(
maxi∈[n]
{
− (1 + ǫ)αHi + ln(1 +
Ui(e−1)
Li
) ee−1
})−1
Theorem 4.2 For n = 1, if Assumption 1 holds and K → ∞, then for the Generalized Sequential
algorithm, we have:
ALG
OPT
≥
ALG
D∗
≥
1
1− αH1 + ln(
U1
L1
)
(6)
For the online linear knapsack problem, since αH1 = 0, competitive ratio of
1
1+ln(
U1
L1
)
is obtained
which is optimal [19] (note that because we allow fractional assignments, we do not need the small
bids assumption to obtain the optimal competitive ratio).
Proof See Appendix E for the proof.
Remark 4.3 For n = 1, if we allow the linear packing constraint to be violated by at most ǫ,
modifying the penalty function to
G1(u) =


−L1u if 0 ≤ u <
1+ǫ
ln
(
U1e
L1
)
− 1+ǫ
ln
(
U1e
L1
) L1
e (
U1e
L1
)
u
1+ǫ if u ≥ 1+ǫ
ln
(
U1e
L1
)
we obtain the improved competitive ratio of 1+ǫ
−(1+ǫ)αH1+ln(
U1e
L1
)
Theorems 4.1 and 4.2 provide the first competitive ratio bounds that generalize the results of [6, 7] for
the concave case to general continuousDR-submodular objective functionswhich are not necessarily
concave.
5 Experiments
We defined Ft = {x ∈ Rn : 0  x  1} for all t ∈ [m] and we randomly generated monotone
non-convex/non-concave quadratic functions of the form F (x) = 12x
THx + hTx (see 2.1) where
H ∈ Rm×m is a random matrix with uniformly distributed non-positive entries in [−100, 0] and
h = −HT1 to make the gradient non-negative. Therefore, the utility functions are of the form
F (x) = (12x − 1)
THx. We set the linear packing constraints to be of the form Cx  1 where
C ∈ Rn×m has uniformly distributed entries in [0, 1]. We setm = 100 andK = 50. For all i ∈ [n],
the lower and upper bounds Li and Ui were optimized by the input data. We ran the Generalized
Sequential algorithm for both cases of n = 1 and n > 1 (note that the penalty function defined in
these two cases were different) and in order to compute the competitive ratio, we divided the output
of the algorithm to the offline optimal solution computed by the Frank-Wolfe variant algorithm
of [12] with K = 50. The average performance of the Generalized sequential algorithm over 10
repeated experiments is summarized in Table 1. All codes were implemented in Python 3.7 and the
program was executed on a standard laptop computer (2.30GHz CPU, 16.0GB Memory). Table 1
shows that the output of the Generalized Sequential algorithm is not using all of the available budget
which is natural in the adversarial input model. In other words, considering that no information
about the online input is available, in order to attain a guaranteed competitive ratio, the algorithm
needs to be overly cautious so that it does not miss valuable items that are arriving in the later steps
due to exhausting all of the budget in the earlier stages.
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Quantity Value (%)
Competitive Ratio 64.33
Budget Usage 74.95
(a) n = 1, m = 100, K = 50
Quantity Value (%)
Competitive Ratio 58.27
Budget 1 Usage 65.68
Budget 2 Usage 58.06
Budget 3 Usage 66.83
Budget 4 Usage 65.11
Budget 5 Usage 74.75
(b) n = 5, m = 100, K = 50
Table 1: Performance of the Generalized Sequential Algorithm
6 Related Work
Offline submodular maximization. Consider the problem maxx∈P F (x) where F : R
m → R is
a non-negative monotone DR-submodular function and P is a down-closed convex set in the posi-
tive orthant. In [22], the special case of continuous relaxation of the discrete submodular function
maximization problem subject to a matroid constraint is considered, the following variant of the
Frank-Wolfe algorithm called the Continuous Greedy is used and a (1 − 1e ) approximation ratio is
obtained. As it was mentioned in section 2.1, the multilinear extension of a submodular function
satisfies the DR property.
dy/dt = vmax(y)
vmax(y) = argmaxv∈P〈v,∇F (y)〉
In this algorithm, y(1) =
∫ 1
0 vmax(y(τ))dτ is the output. Our Generalized Sequential algorithm is
in fact the online counterpart of the discretized Continuous Greedy algorithm (i.e., K is the number
of discrete steps in our algorithm)
[12] obtained a similar approximation ratio for general continuous DR-submodular functions. [23]
also exploited the same algorithm to obtain a (1 − 1e ) approximation ratio for submodular max-
imization subject to multiple linear constraints. Later on, the Continuous Greedy algorithm has
been generalized to obtain approximation ratios for both monotone and non-monotone continuous
submodular functions [12, 24–28]. See [29, 30] for a thorough overview of offline submodular max-
imization problems and algorithms.
Online knapsack problem. Consider the problem maxx:cTx≤b f(x) where x = [x1, . . . , xm]
T ∈
{0, 1}m. In the online setting, at step t ∈ [m], t-th item arrives and ct along with the value of the
function f over subsets of {1, . . . , t} is revealed. The algorithm should decide whether to choose
this item. [31] showed that in the adversarial setting, there exists no online algorithm achieving any
non-trivial competitive ratio for this problem. [19] considered the case where f(x) = dTx; d ∈ Rm
and proved that under the additional assumptions that for all t ∈ [m], ct ≪ b and L ≤
dt
ct
≤ U ,
there exists an algorithm that achieves the competitive ratio of 1
1+ln(U
L
)
and is provably optimal.
[10] generalized this algorithm for the case that the function f is submodular and obtained a
1
(1+κf+O(ǫ))(1+ln(
U
L
))
competitive ratio where L ≤ f(t|S)ct ≤ U ∀t ∈ [m], S ⊂ {1, . . . ,m}\{t} and
κf is the total curvature of f [21]. Note that if we apply our Generalized Sequential algorithm for
n = 1 to the multilinear extension of the function f (which we denote by F ) and allow fractional
assignments of items, we obtain the competitive ratio 1
1−αF+ln(
U
L
)
and because αF ≥ −κf holds
by Remark 4.1, our bound improves upon the result of [10].
Submodular secretary problems. In this class of problems introduced by [32, 33],m items are pre-
sented to the algorithm in random order. Upon arrival of an item, the algorithm should irrevocably
decide whether to accept the current item. The goal is to maximize a monotone submodular function
f : {0, 1}m → R subject to cardinality, matching or linear packing constraints. See [34, 29] for a
comprehensive overview of submodular secretary problems. Note that in the submodular secretary
problem, the input is assumed to be stochastic while in our framework, the adversarial input model
has been considered.
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7 Conclusion
In this paper, we considered a class of online optimization problems, where the objective function
is monotone DR-submodular under linear packing constraints. We specified various online discrete
submodular problems whose continuous generalization could be cast in our framework (see Ap-
pendix A). We proposed the Generalized Sequential algorithm for solving such problems and we
obtained competitive ratio bounds for this algorithm. Finally, we demonstrated the effectiveness
of our algorithm through numerical experiments on a certain class of continuous DR-submodular
functions.
Appendices
A Motivating Applications
There are a number of online budgeted discrete submodular problems whose continuous generaliza-
tion could be cast in our framework. We have listed a number of these applications below:
Online Knapsack Constrained Continuous DR-submodularMaximization. In the discrete prob-
lem considered in [10], there is a ground set of elements V and a budget constraint b ∈ R+. At step
t ∈ [m], an element v ∈ V with the corresponding cost c(v) ∈ R+ arrives online and we should
decide whether to choose v. The overall objective is as follows:
maximize f(V ′)
subject to
∑
v∈V ′ c(v) ≤ b
where f : 2V → R+ is a monotone non-decreasing submodular function and V ′ is the set of chosen
elements. Note that at each step, value of the function is only known over subsets of items which
have already arrived.
Consider the continuous relaxation of this problem where at each step, we are allowed to take a
fraction of the arriving element. This problem could be formulated as:
maximize F (x)
subject to
∑m
t=1 ctxt ≤ b
0 ≤ xt ≤ 1 ∀t ∈ [m]
where x = [x1, . . . , xm]
T , ct ∈ R+ is the cost corresponding to the t-th arriving element and
F : [0, 1]m → R+ is the multilinear extension of the function f .
Online Generalized Maximum Coverage Problem. In this problem, there are m subsets
C1, . . . , Cm of the ground set V with corresponding costs c1, . . . , cm that are arriving one by one.
At step t ∈ [m], subset Ct could be chosen with confidence level xt ∈ [0, 1] and the set of covered
elements when choosing Ct with confidence xt is modeled with a monotone normalized covering
function pt : [0, 1] → 2Ct which is not known in advance and is revealed online. The goal is to
choose subsets from C1, . . . , Cm with confidence level to maximize the overall number of covered
elements |
⋃m
t=1 pt(xt)| while satisfying the budget constraint
∑m
t=1 ctxt ≤ b. The problem could
be formulated as follows:
maximize |
⋃m
t=1 pt(xt)|
subject to
∑m
t=1 ctxt ≤ b
0 ≤ xt ≤ 1 ∀t ∈ [m]
Online Continuous DR-submodular WelfareMaximization. In the submodular welfare problem,
there is a set M = {1, . . . ,m} of m items and a set N = {1, . . . , n} of n agents. Each agent
i ∈ N has a valuation function fi : 2M → R+ over subsets of items. Valuation functions are
assumed to be submodular and monotone non-decreasing. In this problem, the goal is to partition
the items among the agents as S = (S1, . . . , Sn), where Ss ∩ St = ∅ ∀s, t ∈ N and ∪ns=1Ss = M ,
in a way that the value of the partition f(S) =
∑n
i=1 fi(Si) is maximized [11]. Now, consider
the continuous relaxation of this problem in the online setting: Each agent has a valuation function
Fi : [0, 1]
M → R+ which is the multilinear extension of the submodular function fi. At step t ∈M ,
item t arrives and the valuations of agents over subsets of items {1, . . . , t} are accessible. The
algorithm should assign item t fractionally among the agents to maximize the aggregate valuation.
The problem could be written as:
maximize
∑n
i=1 fi(xˆi)
subject to
∑n
i=1 xit ≤ 1 ∀t ∈M
xit ≥ 0 ∀i ∈ [n], t ∈ [m]
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where xˆi = [xi1, . . . , xim]
T . Note that in this problem, there are no budget constraints.
Online DR-Submodular Generalized Assignment Problem. In this problem, there are n bins
and m items. Each bin i ∈ [n] has an associated collection of feasible sets given by the knapsack
constraint Fi = {S ⊂ [m] :
∑
j∈S cij ≤ bi} and a monotone submodular valuation function
fi : {0, 1}
m → R+ which captures the diversity of the items in each bin. In the online setting,
the set of items t ∈ [m] arrive one by one and upon arrival of each item t, cit and values of the
functions fi over subsets of {1, . . . , t} for all i ∈ [n] are revealed. The goal is to partition the items
among the bins so as the aggregate valuation of the partition is maximized. If the valuation function
fi is modular for all i ∈ [n], this problem reduces to the Generalized Assignment Problem (GAP)
[11]. Now, consider the continuous relaxation of this online problem where fractional assignments
of items to bins are possible. The problem could be formulated as:
maximize
∑n
i=1 Fi(xˆi)
subject to
∑n
i=1 xit ≤ 1 ∀t ∈ [m]∑m
t=1 citxit ≤ bi ∀i ∈ [n]
where xˆi = [xi1, . . . , xim]
T and Fi : [0, 1]
m → R+ is the multilinear extension of the submodular
valuation function fi of the i-th bin.
B Derivation of the Dual Problem
Let
IFt(x) =
{
0 if x ∈ Ft
∞ o.w.
i.e., the convex indicator function of the set Ft.
Remember the offline constrained optimization problem:
maximize
∑n
i=1Hi(xˆi)
subject to xt ∈ Ft ⊆ R
n
+ ∀t ∈ [m]
cˆTi xˆi ≤ 1 ∀i ∈ [n]
(7)
We derive the dual of problem 7 as follows:
g(yˆi, zi) = inf
dˆi,eˆi,X
n∑
i=1
−Hi(dˆi) +
n∑
i=1
yˆTi (dˆi −


xi,1
...
xi,m

)
+
n∑
i=1
zi
(
cˆTi


xi,1
...
xi,m

− 1)+ m∑
t=1
IFt(xt)
=
n∑
i=1
inf
dˆi
(
yˆTi dˆi −Hi(dˆi)
)
−
n∑
i=1
zi
+
m∑
t=1
inf
xt∈Ft
(
IFt(xt)− 〈


y1,t − z1c1,t
...
yn,t − zncn,t


︸ ︷︷ ︸
vt
, xt〉
)
=
n∑
i=1
H∗i (yˆi)−
n∑
i=1
zi −
m∑
t=1
sup
xt∈Ft
(
〈vt, xt〉 − IFt(xt)
)
=
n∑
i=1
H∗i (yˆi)−
n∑
i=1
zi −
m∑
t=1
σFt(vt)
where yˆi = [yi,1, . . . , yi,m]
T , σFt(u) = supw∈Ft w
Tu is the support function of the set Ft and
H∗i (u) = infw
(
wTu − Hi(w)
)
is the concave conjugate function of Hi. Therefore, the dual
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problem is:
minimize
∑m
t=1 σFt
(
vt
)
−
∑n
i=1H
∗
i (yˆi) +
∑n
i=1 zi
subject to zi ≥ 0 ∀i ∈ [n]
C Connection between total curvature of a submodular function and α
First, note that F , i.e., the multilinear extension of the discrete submodular function f , satisfies the
DR property and F (0) = 0. Since F is linear in each of its arguments, we can write:
〈∇F (x), x〉 =
∑
t
ES∼x[f(S ∪ {t})− f(S \ {t})]xt (8)
Depending on whether t ∈ S or not, one of the terms
(
f(S ∪ {t})− f(S)
)
or
(
f(S)− f(S \ {t})
)
would be zero. So, by definition of total curvature of f , i.e., κf , we have:
f(S ∪ {t})− f(S \ {t}) =
(
f(S ∪ {t})− f(S)
)
+
(
f(S)− f(S \ {t})
)
≥ (1− κf )f({t}) (9)
Combining 8 and 9, we have:
〈∇F (x), x〉 ≥ (1− κf )
∑
t
xtf({t}) (10)
Defining xˆt = [x1, . . . , xt, 0, . . . , 0]
T , we can write:
F (x) =
∑
t
(
F (xˆt)− F (xˆt−1)
)
=
∑
t
xt∇tF (xˆt−1)
Since f({t}) = F (1t) = F (1t) − F (0) = ∇tF (0), using the DR property of the function F ,
∇tF (0) ≥ ∇tF (xˆt−1) and therefore, we have:
F (x) ≤
∑
t
xtf({t}) (11)
Combining 10 and 11, we conclude:
〈∇F (x), x〉 ≥ (1− κf )F (x)
〈∇F (x), x〉
F (x)
≥ (1− κf )
αF ≥ −κf
As a corollary, since αF ∈ [−1, 0] and κf ∈ [0, 1], if κf = 0 (i.e., f is modular), we can conclude
that αf = 0 as well.
D Proof of Theorem 4.1
For all i ∈ [n], using the mean-value theorem, we have:
Hi(ωi,m(K)) =
m∑
t=1
(
Hi(ωi,t(K))−Hi(ωi,t(0))
)
=
m∑
t=1
x˜i,t∇tHi(ut)
where ut ∈ Rm and ωi,t(0)  ut  ωi,t(K). Thus, we can write:
Li ≤
Hi(ωi,m(K))
cˆTi ωi,m(K)
(12)
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Considering that ‖x‖2 ≤ λ holds for all x ∈ Ft and t ∈ [m], we can write:
Pgseq =
n∑
i=1
(
Hi(ωi,m(K)) +Gi((cˆ
T
i ωi,m(K))
)
=
n∑
i=1
m∑
t=1
(
(Hi(ωi,t(K))−Hi(ωi,t(0))
)
+
n∑
i=1
m∑
t=1
(
Gi(cˆ
T
i ωi,t(K))−Gicˆ
T
i ωi,t(0)))
)
=
n∑
i=1
m∑
t=1
K∑
k=1
(
(Hi(ωi,t(k)) −Hi(ωi,t(k − 1))
)
+
n∑
i=1
m∑
t=1
K∑
k=1
(
Gi((cˆ
T
i ωi,t(k))−Gi(cˆ
T
i ωi,t(k − 1)))
)
(a)
≥
n∑
i=1
m∑
t=1
K∑
k=1
( 1
K
[vt(k)]i∇tHi(ωi,t(k − 1))−
L
2K2
[vt(k)]
2
i
)
+
n∑
i=1
m∑
t=1
K∑
k=1
( 1
K
ci,t[vt(k)]iG
′
i(cˆ
T
i ωi,t(k − 1))−
Lc2i,t
2K2
[vt(k)]
2
i
)
(b)
≥
n∑
i=1
m∑
t=1
K∑
k=1
( 1
K
[vt(k)]i∇tHi(ωi,t(k − 1))
)
−
Lmλ2
2K
+
n∑
i=1
m∑
t=1
K∑
k=1
( 1
K
ci,t[vt(k)]iG
′
i(cˆ
T
i ωi,t(k − 1))
)
−
Lmλ2
2K
=
m∑
t=1
K∑
k=1
1
K
〈vt(k), dt(k − 1)〉 −
Lmλ2
K
(c)
=
m∑
t=1
K∑
k=1
1
K
σFt(dt(k − 1))−
Lmλ2
K
(d)
≥
m∑
t=1
σFt(
1
K
K∑
k=1
dt(k − 1))−
Lmλ2
K
where (a) is due to Assumption 1, (b) follows from ‖x‖2 ≤ λ ∀x ∈ Ft, t ∈ [m], (c) uses the
update rule of the Generalized Sequential algorithm and (d) is a result of subadditivity of the support
function σFt .
Using the DR assumption for Hi and Gi, for all i ∈ [n], t ∈ [m] and x ∈ Ft, we can write: (we
remind the reader that for scalar functions such as our concave penalty functionsGi, the DR property
is equivalent to concavity)
dt(K)  dt(k − 1)
dt(K) 
1
K
K∑
k=1
dt(k − 1)
xT dt(K) ≤
1
K
xT
K∑
k=1
dt(k − 1) (13)
Taking supremum of 13 over all x ∈ Ft, we obtain:
σFt(dt(K)) ≤ σFt(
1
K
K∑
k=1
dt(k − 1))
Therefore, we have:
ALG ≥
m∑
t=1
σFt(dt(K))−
n∑
i=1
Gi(cˆ
T
i ωi,m(K))−
Lmλ2
K
(14)
Now, we can use the definition of α to obtain:
H∗i
(
∇Hi(ωi,m(K))
)
≥ αHiHi(ωi,m(K)) ∀i ∈ [n] (15)
12
For all i ∈ [n], using the definition of Gi and defining γi := ln(1 +
Ui(e−1)
Li
), we have:
−G′i(u) +Gi(u) = −G
′
i(u) + γiGi(u)− (γi − 1)Gi(u)
=
Liγi
e− 1
u− (γi − 1)Gi(u) (16)
Combining 12, 14, 15 and 16 along with Pgseq ≥ 0, we obtain:
D∗ −
Lmλ2
K
≤
m∑
t=1
σFt
(
dt(K)
)
−
Lmλ2
K
−
n∑
i=1
(
H∗i (∇Hi(ωi,m(K))) +G
′
i(cˆ
T
i ωi,m(K)))
≤ ALG−
n∑
i=1
αHiHi(ωi,m(K))
+
n∑
i=1
( Liγi
e− 1
cˆTi ωi,m(K)− (γi − 1)Gi(cˆ
T
i ωi,m(K))
)
≤ ALG−
n∑
i=1
αHiHi(ωi,m(K)) +
n∑
i=1
(
γi
e− 1
+ γi − 1)Hi(ωi,m(K))
≤ max
i∈[n]
{
1− αHi +
γi
e− 1
+ γi − 1
}
ALG
= max
i∈[n]
{
− αHi + γi
e
e− 1
}
ALG
Therefore, if K →∞, the competitive ratio would be derived as ALGD∗ ≥
1
maxi∈[n]
{
−αHi+γi
e
e−1
} .
E Proof of Theorem 4.2
Considering that G′1(u) = ln(
U1e
L1
)G1(u) ;u ≥
1
ln
(
U1e
L1
) , combining 14 and 15 for n = 1 along
with Pgseq ≥ 0, we obtain:
D∗ −
Lmλ2
K
≤
m∑
t=1
σFt
(
dt(K)
)
−
Lmλ2
K
−H∗1 (∇H1(ω1,m(K)))−G
′
1(cˆ
T
1 ω1,m(K))
≤ ALG− αH1H1(ω1,m(K))− ln(
U1
L1
)G1(cˆ
T
1 ω1,m(K))
≤ ALG− αH1ALG + ln(
U1
L1
)ALG
=
(
1− αH1 + ln(
U1
L1
)
)
ALG
Therefore, if K →∞, the competitive ratio would be derived as 1
1−αH1+ln(
U1
L1
)
.
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