Let C (n, m) be a n ×m chessboard. An ascending (respectively descending) staircase walk on C (n, m) is a rook's path on C (n, m) that in every step goes either right or up (respectively right or down). We determine the minimal number of ascending and descending staircase walks covering C (n, m).
Introduction
Let C (n, m) be a n × m chessboard consisting of n rows and m columns. A rook's path on C (n, m) that in every step goes either right or up (respectively right or down) is called an ascending (respectively descending) staircase walk. We find f (n, m), the minimum number of ascending and descending staircase walks that together visit each unit square of C (n, m) at least once. In the square case of n = m the problem was recently solved in [1] :
n⌉.
The main result of this paper is the following generalization of Theorem 1:
Due to the definitions of staircase walks f (n, m) = f (m, n). Let g(n, k) be a maximal integer such that there are k staircase walks that together visit each unit square of C (n, g(n, k)). Since f (n, m) = min g(n,k)≥m k, in order to determine f (n, m) we will find an explicit expression for g(n, k). Since for any k ≥ nk staircases can trivially cover C (n, m) for any m, we will determine g(n, k) for all k < n: Theorem 3. Let k < n. Then g(n, k) = k + ⌊ k 2 4(n−k)
⌋.
In order to prove Theorem 3 we will establish a slightly more general result. To be specific, giving a and b we will find the maximal value of m for which a ascending and b descending staircase walks together cover C (n, m). Since for any a,b satisfying a + b ≥ na ascending and b descending staircase walks can trivially cover C (n, m) for any m, we will focus on the case a + b < n. 
Proofs
First of all, let us show that Theorem 4 implies Theorem 3. At fixed k = a + b the expression ab takes its maximum when a and b are closest to each other. Therefore, by (1)
Let us show that for odd values of k the equality ⌊ k 2 4(n−k)
is not an integer number we readily get δ =
, where d is an integer number satisfying 1 ≤ d < 4(n − k). Since
⌋ and Theorem 4 implies Theorem 3. Let us show that Theorem 3 implies Theorem 2. Since f (n, m) = min g(n,k)≥m k, we will find a minimal integer k,
⌋ ≥ m. Since k and m are integers, the last inequality is equivalent to k + k 2 4(n−k) Therefore, since staircases start and end at opposite corner squares any pair (S i , T j ) have at least one common unit square in U a ∩ V b .
The key point of the proof is based on the following crucial simple observation which directly follows from the definition of staircase walks:
Observation. The set of unit squares of each descending diagonal visited by at least one ascending walk is at most a and the set of unit squares of each ascending diagonal visited by at least one descending walk is at most b.
We start with investigation of the upper bound of g(n, a, b):
Lemma 1. Let a, b and n be nonnegative integers such that n
Due to the observation for each i satisfying a ≤ i ≤ m + n − a, a ascending staircases will cover together at most a unit squares of each D i and therefore the set of all unit squares of C (n, m) visited by at least one ascending walk is at most 1+2+· · ·+(a−1)+a(m+n−1−2(a−1))+(a−1) · · ·+2+1 = a(m+n)−a 2 .
Similarly, due to the observation for each i satisfying b ≤ i ≤ m + n − b b descending staircases will cover together at most b unit squares of each E i and therefore the set of all unit squares of C (n, m) visited by at least one descending walk is at 
. Thus, the initial segments of the b ascending staircases will cover the first b descending diagonals E 1 , . . . , E b and the last segments of the b ascending staircases will cover the b descending diagonals E m+n−b , . . . , E m+n−1 . Thus, below we can suppose that
The inequality (3) in terms of a, b and ∆ > 0 will be denoted by I (∆, a, b) . Thus, our goal is to prove the following inequality
We will prove the inequality I(∆, a, b) for three variables ∆, a, b in finite sequence of steps, such that in each step we reduce the proof to the proof of the identical inequality where exactly one of the variables is decreased. In other words, I(∆, a, b) will be reduced to I(∆ 
which is immediate since a ′ staircases can trivially cover first a ′ columns. In the second case the terminal inequality
which is also immediate since a ′ ascending and b ′ descending staircases can trivially cover first a 
• for each i = 1, . . . , a − ∆: S i starts as (a
Note that the ascending right move completely sets walks of ∆ ascending staircases S i for i = a − ∆ + 1, . . . 
where the first inequality is due to the ascending right move and the second inequality is due to I(∆, a − ∆, b) . Thus, as a result of ascending right move I(∆, a, b) is reduced to I(∆, a − ∆, b).
Analogously if a > 0, b > 0, b > a and b ≥ ∆ we define the descending right move:
• for each i = 1, . . . , a: S i starts as (a
Note that the descending right move completely sets walks of ∆ descending staircases T i for i = b − ∆ + 1, . . . , b. The move covers first a+∆ columns and first ∆ rows of C (n, m) ; the uncovered part of C (n, m) is a rectangle C (n−∆, m−a−∆). In order to prove (3) the uncovered C (n − ∆, m − a − ∆) should be covered by remaining pieces of walks S i , i = 1, . . . , a and T i , i = 1, . . . , b − ∆. Since the terminal squares of these walks coincide with initial squares of corresponding to C (n−∆, m−a−∆) a ascending and b−∆ descending staircases, the proof of I (∆, a, b) will be a consequence of I(∆, a, b−∆) . Indeed, since a + ∆ columns and ∆ rows are already covered by the move we get
where the first inequality is due to the descending right move and the second inequality is due to I(∆, a, b − ∆). Thus, as a result of ascending right move I(∆, a, b) is reduced to I(∆, a, b − ∆).
Therefore, by finite number right moves the proof of I(∆, a, b) will be reduced to the proof of the inequality
where a = a 1 ∆ + r and b = b 1 ∆ + q and 0 ≤ r, q < ∆. Now if one of r, q is equal to zero or if ⌊ rq ∆ ⌋ = 0 then the proof of (4) will follow from (5) or (6) (7) is a consequence of the following inequality
Indeed, in order to cover C (r + q + ∆, r + q + ⌊ The operation defined above we will call a rotation. Since
Thus, the required inequality (8) is reduced to the inequality (9) which is the inequality I(∆
Thus, by the rotation operation the inequality (7) has reduced to the inequality (9) in which ∆ ′ < ∆ and since ∆ ′ < q, r a new series of ascending and descending right moves is applicable to the triple ∆ ′ , q, r. Now in order to establish (9) we apply a new series of ascending and descending right moves and at each step decrease one of the parameters. Each time when parameter ∆ ′ becomes greater than both parameters q, r we apply the rotation operation. We continue the process until one of the parametersã,b or ⌊˜a˜b ∆ ⌋ eventually becomes zero and finally complete the proof by applying (5) or (6). Lemma 2 is proved.
The proof of Lemma 2 allows us to construct the cover of C (n, m) explicitly. In the special case a = b and n = m = 3a this cover coincides with the cover presented in [1] . Fig. 1 shows how the rectangle C (21, 34) can be covered by 10 ascending and 7 descending staircases. After the third move a = 2, b = 3, ∆ = 4 no right moves are possible and in order to complete the cover C (9, 34) we first will cover C (6, 9) by 3 ascending and 2 descending staircases (see Fig. 2 ).
The rectangle C (6, 9) is covered in four steps:
4. Ascending right move at a = 3, b = 2, ∆ = 2. 5. Ascending right move at a = 3, b = 2, ∆ = 2 (since a = b = 2 we can apply also descending right move). 6. Descending right move at a = 1, b = 1, ∆ = 1. 7. We trivially cover the rectangle C (3, 1) by one ascending and one descending walks not using right moves, actually by right moves these staircases could cover C (3, 3). 8. Finally we rotate the covered C (6, 9) by π /2 counterclockwise and place on rectangle C (9, 6) ⊂ C (21, 34) with the blue dashed boundary.
Note that since
is not an integer, ascending and descending staircases in Fig. 2 intersect at more than one unit square.
Theorem 4 readily follows from Lemmas 1 and 2.
