This paper analyzes the performance of Approximate Message Passing (AMP) in the regime where the problem dimension is large but finite. We consider the setting of high-dimensional regression, where the goal is to estimate a high-dimensional vector β 0 from a noisy measurement y = Aβ 0 + w. AMP is a low-complexity, scalable algorithm for this problem. Under suitable assumptions on the measurement matrix A, AMP has the attractive feature that its performance can be accurately characterized in the asymptotic large system limit by a simple scalar iteration called state evolution. Previous proofs of the validity of state evolution have all been asymptotic convergence results. In this paper, we derive a concentration result for AMP with i.i.d. Gaussian measurement matrices with finite dimension n × N . The result shows that the probability of deviation from the state evolution prediction falls exponentially in n. Our result provides theoretical support for empirical findings that have demonstrated excellent agreement of AMP performance with state evolution predictions for moderately large dimensions.
Introduction
Consider the high-dimensional regression problem, where the goal is to estimate a vector β 0 ∈ R N from a noisy measurement y ∈ R n given by y = Aβ 0 + w.
Here A is a known n × N measurement matrix, and w ∈ R n is the measurement noise. The ratio n N ∈ (0, ∞) is denoted by δ. Approximate Message Passing (AMP) [1] [2] [3] [4] [5] is a class of low-complexity, scalable algorithms to solve the above problem, under suitable assumptions on A and β 0 . AMP algorithms are derived as Gaussian or quadratic approximations of loopy belief propagation algorithms (e.g., min-sum, sum-product) on the dense factor graph corresponding to the model (1) .
Given the observed vector y, AMP generates successive estimates of the unknown vector, denoted by β t ∈ R N for t = 1, 2, . . .. Set β 0 = 0, the all-zeros vector. For t = 0, 1, . . ., AMP computes
for an appropriately-chosen sequence of functions {η t } t≥0 : R → R. In (2) and (3), A * denotes the transpose of A, η t acts component-wise when applied to a vector, and η ′ t denotes its (weak) derivative. Quantities with a negative index are set to zero. For a demonstration of how the AMP updates (2) and (3) are derived from a min-sum-like message passing algorithm, we refer the reader to [3] .
For a Gaussian measurement matrix A with entries that are i.i.d. ∼ N (0, 1/n), it was rigorously proven [3, 6] that the performance of AMP can be characterized in the large system limit via a simple scalar iteration called state evolution. In particular, the result implies that performance measures such as the L 2 -error 1 N β 0 − β t 2 and the L 1 -error 1 N β 0 − β t 1 converge almost surely to constants that can be computed via the distribution of β 0 . (The large system limit is defined as n, N → ∞ such that n N = δ, a constant.) In this paper, we give a finite-sample version of the above result. We derive a concentration result (Theorem 1) that implies that the probability of ǫ-deviation between 1 N β 0 − β t 2 and its limiting constant value falls exponentially in n. Our result provides theoretical support for empirical findings that have demonstrated excellent agreement of AMP performance with state evolution predictions for moderately large dimensions, e.g., n of the order of several hundreds [1] .
Assumptions
In what follows, K, κ > 0 are generic positive constants whose values are not exactly specified but do not depend on n. We use the notation [n] to denote the set {1, 2, . . . , n}. Throughout the paper we will make the following assumptions.
• Measurement Matrix: The entries of measurement matrix A ∈ R n×N are i.i.d. ∼ N (0, 1/n).
• Signal: The entries of the signal β 0 ∈ R N are i.i.d. according to a sub-Gaussian distribution p β . We recall that a random variable X is sub-Gaussian if there exist positive constants K, κ such that P (|X − EX| > ǫ) ≤ Ke −κǫ 2 , ∀ǫ > 0. Examples of sub-Gaussian random variables include zero-mean Gaussian and bounded random variables [7] .
• Measurement Noise: The entries of the measurement noise vector w are i.i.d. according to some sub-Gaussian distribution p w with mean 0 and E[w 2 i ] = σ 2 < ∞ for i ∈ [n]. The sub-Gaussian assumption implies that, for ǫ ∈ (0, 1),
for some constants K, κ > 0 [7] .
• The Functions η t : The de-noising functions, η t : R → R, in (3) are Lipschitz continuous for each t ≥ 0 and, therefore, are also weakly differentiable with weak derivative denoted η ′ t . Further, η ′ t is assumed to be differentiable, except possibly at a finite number of points, with bounded derivative everywhere it exists.
Paper Outline
In the following section we introduce state evolution, the formalism predicting the performance of AMP, and discuss how knowledge of the signal distribution p β and the noise distribution p w can help choose good denoising functions {η t }. However, we emphasize that our result holds for the AMP with any choice of {η t } satisfying the above condition, even those that do not depend on p β and p w . In Section 3 we give our main concentration result (Theorem 1) which proves that the performance of AMP can be characterized accurately via state evolution for large but finite sample size n. Finally Section 4 gives the proof of Theorem 1. The proof is based on two technical lemmas: Lemmas 4 and 5. The proof of Lemma 5 is long, and is given in Section 5.
State Evolution and the Choice of η t
In this section, we briefly describe state evolution, the formalism that predicts the behavior of AMP in the large system limit. We only review the main points followed by a few examples; a more detailed treatment can be found in [2, 3] .
Given p β , let β ∈ R ∼ p β . Let σ 2 0 = E[β 2 ]/δ > 0, and iteratively define the quantities {τ 2 t } t≥0 and {σ 2 t } t≥1 as follows. τ
where β ∼ p β and Z ∼ N (0, 1) are independent random variables, and δ = n/N . The AMP update (3) is underpinned by the following key property of the vector A * z t + β t : for large n, A * z t + β t is approximately distributed as β 0 + τ t Z, where Z is an i.i.d. N (0, 1) random vector independent of β 0 . In light of this property, a natural way to generate β t+1 from the "effective observation" A * z t + β t = s is via the conditional expectation:
i.e., β t+1 is the MMSE estimate of β 0 given the noisy observation β 0 + τ t Z. Thus if p β is known, the Bayes optimal choice for η t (s) is the conditional expectation in (7) . In the definition of the "modified residual" z t , the third term on the RHS of (2) is crucial to ensure that the effective observation A * z t + β t has the above distributional property. For intuition about the role of this 'Onsager term', the reader is referred to [3, Section I-C].
We now review two examples to illustrate how full or partial knowledge of p β can guide the choice of the denoising function η t . In the first example, suppose we know that each element of β 0 is chosen uniformly at random from the set {+1, −1}. Computing the conditional expectation in (7) with this p β , we obtain η t (s) = tanh(s/τ 2 t ) [3] . The constants τ 2 t are determined iteratively from the state evolution equations (5)- (6) .
As a second example, consider the compressed sensing problem, where δ < 1, and p β is such that P (β 0 = 0) = 1 − ξ. The parameter ξ ∈ (0, 1) determines the sparsity of β 0 . For this problem, the authors in [1, 2] suggested the choice η t (s) = η(s; θ t ), where the soft-thresholding function η is defined as
The threshold θ t at step t is set to θ t = ατ t , where α is a tunable constant and τ t is determined by (5) . However, computing τ t using (5) requires knowledge of p β . In the absence of such knowledge, we can estimate τ 2 t by z t 2 n : our concentration result (Lemma 5(e)) shows that this approximation is very good for large n. To fix α, one could run the AMP with several different values of α, and choose the one that gives the smallest value of z t 2 n for large t. We note that in each of the above examples η t is Lipschitz, and its derivative satisfies the assumption stated in Section 1.1.
Main Result
We recall the definition of pseudo-Lipschitz functions from [3] .
where · denotes the Euclidean norm.
Our result, Theorem 1, is a concentration inequality for pseudo-Lipschitz (PL) loss functions.
Theorem 1.
With the assumptions listed in Section 1.1, for any (order-2) pseudo-Lipschitz function φ : R 2 → R, ǫ ∈ (0, 1), and t ≥ 0,
In the expectation in (9), β ∼ p β and Z ∼ N (0, 1) are independent, and τ t is given by (5)- (6) . The positive constants K t , κ t do not depend on n or ǫ, but their values are not exactly specified.
The probability in (9) is with respect to the product measure on the space of the measurement matrix A, signal β 0 , and the noise w.
Remarks:
1. By considering the pseudo-Lipschitz function φ(a, b) = (a − b) 2 , Theorem 1 proves that state evolution tracks the mean square error of the AMP estimates with exponentially small probability of error in the sample size n. Indeed, for all t ≥ 0,
Similarly, taking φ(a, b) = |a − b|, the theorem implies that the normalized L 1 -error
2. Asymptotic convergence results of the kind given in [3, 6] are implied by Theorem 1. Indeed, from Theorem 1 we have
Therefore the Borel-Cantelli lemma implies that
3. The next goal is to obtain explicit bounds for the constants K t , κ t in Theorem 1. Such bounds would make the non-asymptotic result more powerful by illustrating how the bounds behave when t and n are both large. The main difficulty here is tracking the constants throughout the induction step: the concentration inequalities we derive for each time step t depend on those proved for the previous step.
4. Though the concentration result in this paper is proved for the high-dimensional regression model (1), we expect that it can be extended to other settings where it has been rigorously proven that state evolution accurately characterizes the AMP performance in the asymptotic limit, e.g., the LASSO normalized risk [6] , robust high-dimensional M -estimation [8] , AMP with spatially coupled matrices [9] , and Generalized Approximate Message Passing [10, 11] . We can also use similar techniques to obtain error-exponents for AMP decoding of sparse regression codes, which were asymptotically shown to achieve the AWGN capacity in [12] .
Proof of Theorem 1
The main ingredients in the proof of Theorem 1 are two technical lemmas (Lemmas 4 and 5). We first list some preliminary results and lay down the notation that will be used in the proof. We then state the two lemmas and use them to prove Theorem 1.
Mathematical Preliminaries
Some of the results below can be found in [3, Section III.G], but we summarize them here for completeness.
Fact 1. Let u ∈ R N and v ∈ R n be deterministic vectors, and letÃ ∈ R n×N be a matrix with independent N (0, 1/n) entries. Then:
where Z u ∈ R n and Z v ∈ R N are each i.i.d. standard Gaussian random vectors.
, and let P W denote the orthogonal projection operator onto W.
Dx where x ∈ R d is a random vector with i.i.d. N (0, 1/n) entries.
Fact 2 (Stein's lemma). For zero-mean jointly Gaussian random variables Z 1 , Z 2 , and any function
where c is a positive constant that does not depend on n, and P i−1 is the orthogonal projection onto the span of v 1 , . . . , v i−1 . Then the matrix C ∈ R t×t with C ij = v * i v j /n has minimum eigenvalue λ min ≥ c ′ , where c ′ is a strictly positive constant (depending only on c and t).
Fact 4. Let Z 1 , . . . , Z t be jointly Gaussian random variables with zero mean and an invertible covariance matrix C. Then
Fact 5. Let Z 1 , . . . , Z t be jointly Gaussian random variables such that for all i ∈ [t],
for some strictly positive constants K, c 1 , . . . , c t . Let Y be a random variable defined on the same probability space, and let g : R 2 → R be a Lipschitz function with z → g(z, Y ) non-constant with positive probability. Then there exists a positive constant c ′ t such that
where u ∈ R t−1 and C ∈ R (t−1)×(t−1) are given by
(The constant c ′ t depends only on K, the random variable Y and the function g.)
Fact 6. Let g : R → R be a bounded function that is differentiable, except possibly at a finite number of points, with bounded derivative where it exists. Then for all s, ∆ ∈ R such that g is differentiable in the closed interval between s and s + ∆. there exists a constant c > 0 for which
We also use several concentration results listed in Appendices A.1 and A.2, with proofs for the results that are non-standard. Some of these may be of independent interest, e.g., concentration of sums of a pseudo-Lipschitz function of sub-Gaussians (Lemma A.11) and concentration of determinants and inverses (Lemma A.7).
Notation and Definitions
For consistency and ease of comparison, we use notation similar to [3] . In proving the two technical lemmas, we use the following more general recursion of which AMP is a specific case. Given w ∈ R n , β 0 ∈ R N , define the column vectors h t+1 , q t+1 ∈ R N and b t , m t ∈ R n for t ≥ 0 recursively as follows, starting with initial condition q 0 ∈ R N :
where the scalars ξ t and λ t are defined as
In (12) , the derivatives of g t : R 2 → R and f t : R 2 → R are with respect to the first argument. The functions f t , g t are assumed to be Lipschitz continuous for t ≥ 0, and hence the weak derivatives g ′ t and f ′ t exist. Further, g ′ t and f ′ t are each assumed to be differentiable, except possibly at a finite number of points, with bounded derivative everywhere it exists.
Let σ 2 0 := E f 2 0 (0, β) > 0 with β ∼ p β . We let q 0 = f 0 (0, β 0 ) and assume that there exist constants K, κ > 0 such that
Define the state evolution scalars {τ 2 t } t≥0 and {σ 2 t } t≥1 for the general recursion as follows.
where β ∼ p β , W ∼ p w , and Z ∼ N (0, 1) are independent random variables. We assume that both σ 2 0 and τ 2 0 are strictly positive. The AMP algorithm is a special case of the general recursion given in (11) and (12) . Indeed, define the following vectors recursively for t ≥ 0, starting with β 0 = 0 and z 0 = y.
It can be verified that these vectors satisfy the recursion in (11) and (12) with
Recall that β 0 ∈ R N is the vector we would like to recover and w ∈ R n is the measurement noise. The vector h t+1 is the noise in the effective observation A * z t + β t , while q t is the error in the estimate β t . The proof will show that h t and m t are approximately i.i.d. N (0, τ 2 t ), while q t and b t are approximately i.i.d. N (0, σ 2 t ). For the analysis we work with the general recursion (11) and (12) . Notice from (11) that ∀t,
Thus we have the matrix equations
where
The notation [c 1 | c 2 | . . . | c k ] is used to denote a matrix with columns c 1 , . . . , c k . Note that M 0 and Q 0 are the all-zero vector. Additionally define the matrices
Note that B 0 , H 0 , and λ 0 are all-zero vectors. Using the above we see that
We use the notation m t and q t to denote the projection of m t and q t onto the column space of M t and Q t , respectively. Let
be the coefficient vectors of these projections, i.e.,
The projections of m t and q t onto the orthogonal complements of M t and Q t , respectively, are denoted by m
Lemma 5 shows that for large n, the entries of α t and γ t concentrate around constants. We now specify these constants. Let {Z t } t≥0 and {Z t } t≥0 each be sequences of of zero-mean jointly Gaussian random variables whose covariance is defined recursively as follows. For r, t ≥ 0,
wherẽ
In the above, we take f 0 (·, β) := f 0 (0, β), the initial condition. From the definitions of τ t , σ t in (14) and (15), note thatẼ t,t = σ 2 t andȆ t,t = τ 2 t and thus
With these definitions, the concentrating values for γ t and α t (whenC t andC t are invertible) arê
Finally, let (σ ⊥ 0 ) 2 := σ 2 0 and (τ ⊥ 0 ) 2 := τ 2 0 , and for t > 0 define
Lemma 1. For t > 0, matricesC t andC t defined in (26) are invertible. Further, for t > 0, (σ ⊥ t ) 2 and (τ ⊥ t ) 2 defined in (29) are strictly positive.
Proof. We prove this by induction. Note thatC 1 = σ 2 0 andC 1 = τ 2 0 are both strictly positive by assumption and hence invertible. Assume towards induction that for some t ≥ 1,C t andC t are invertible and (σ ⊥ t−1 ) 2 , (τ ⊥ t−1 ) 2 are strictly positive. The matrixC t+1 can be written as
where M 1 =C t ∈ R t×t , M 4 =Ẽ t,t = σ 2 t , and M 2 = M * 3 =Ẽ t ∈ R t×1 defined in (28). By the block inversion formula,C t is invertible if M 1 and the Schur complement M 4 −M 3 M −1 1 M 2 are both invertible. By the induction hypothesis, M 1 =C t is invertible. Noting thatẼ r,t = E f r (τ r−1Zr−1 , β)f t (τ t−1Zt−1 ) , Fact 5 implies that
for some strictly positive constant κ t provided the following holds for all i ∈ [t − 1]:
for some strictly positive constants c i . Now, using Fact 4 and the covariances of theZ i 's in (24), we have
which is strictly positive for all i ∈ [t − 1] due to the induction hypothesis. This proves (31), hence (30) holds andC t+1 is invertible. Showing that τ ⊥ t is strictly positive andC t+1 is invertible is very similar.
We next characterize the conditional distribution of the vectors h t+1 and b t given the matrices in (19) as well as β 0 , w. This conditional distribution (Lemma 4) shows that h t+1 and b t can each be expressed as the sum of an i.i.d. Gaussian random vector and a deviation term. Lemma 5 then provides concentration results showing that these deviation terms are small with high probability, as well as concentration inequalities for various inner products and functions involving {h t+1 , q t , b t , m t }.
Conditional Distribution Lemma
Define S t 1 ,t 2 to be the sigma-algebra generated by
, and β 0 , w.
A key ingredient in the proof is the distribution of A conditioned on the sigma algebra S t 1 ,t where t 1 is either t + 1 or t from which we are able to specify the conditional distributions of b t and h t+1 given S t,t and S t+1,t , respectively. Observing that conditioning on S t 1 ,t is equivalent to conditioning on the linear constraints 1
the following lemma from [3] specifies the conditional distribution of A| St 1 ,t . Given two random vectors X, Y and a sigma-algebra S , X| S d = Y denotes that the conditional distribution of X given S equals the distribution of Y .
The t × t identity matrix is denoted by I t , and the t × s all-zero matrix is denoted by 0 t×s . We suppress the subscripts on these matrices if their dimensions are clear from context. For a matrix M with full column rank, P M := M (M * M ) −1 M * denotes the orthogonal projection matrix onto the column space of M , and P ⊥ M := I − P M . Lemma 2. [3, Lemma 10] For t 1 = t + 1 or t, the conditional distribution of the random matrix A given S t 1 ,t satisfies
= A is random matrix independent of S t 1 ,t , and the matrix E t 1 ,t = E[A|S t 1 ,t ] is given by
Lemma 3. [3, Lemma 12] For the matrix E t 1 ,t defined in Lemma 2, the following hold:
where m t , m t ⊥ , q t , q t ⊥ are defined in (22) and (23).
Lemma 4 (Conditional Distribution Lemma).
For the vectors h t+1 and b t defined in (11), the following hold for t ≥ 1:
where Z 0 , Z t ∈ R N and Z ′ 0 , Z ′ t ∈ R n are i.i.d. standard Gaussian random vectors that are independent of the corresponding conditioning sigma algebras. The termsγ t i andα t i for i ∈ [t − 1] are defined in (27) and the terms (τ ⊥ t ) 2 and (σ ⊥ t ) 2 in (29). The deviation terms are
and for t > 0,
We mention that Lemmas 2, 3, and 4 can be applied only when M * t M t and Q * t 1 Q t 1 are invertible.
Proof. We begin by demonstrating (33). By (11) it follows
where Z ′ 0 ∈ R n is an i.i.d. standard Gaussian random vector, independent of S 0,0 . For the case t ≥ 1, we use Lemmas 2 and 3 to write
The last equality above is obtained using
where Z ′ t ∈ R n is an i.i.d. standard Gaussian random vector. All the quantities in the RHS of (38) except Z ′ t are in the conditioning sigma-field. We can rewrite (38) as
The above definition of ∆ t,t equals that given in (36) since
This completes the proof of (33). Result (32) can be shown similarly.
The conditional distribution representation in Lemma 4 implies that for each t ≥ 0, h t+1 is the sum of an i.i.d. N (0, τ 2 t ) random vector plus a deviation term. This is straightforward to verify for the special case of the AMP recursion (16) with the de-noising function η t (·) chosen as the conditional expectation of β given the noisy observation β + τ t Z, as in (7) . Indeed, in this case, the quantities in (25)-(29) have the following simple representations.
1. It can be shown thatẼ r,t in (25) equals σ 2 t for 0 ≤ r ≤ t. This is done by applying the orthogonality principle to the definition ofẼ r,t , after verifying that the following Markov property holds for the jointly GaussianZ r ,Z t with covariance given by (24):
2. From the orthogonality principle, it also follows that for 0 ≤ r ≤ t,
3. WithẼ r,t = σ 2 t for r ≤ t, the quantities in (27)-(29) simplify to the following for t > 0:
Using (39) in Lemma 4 , we obtain
Assuming that h t has the representation τ t−1Zt−1 + ∆ t , then substituting in (40) gives
To obtain the last equality above, we combine the independent GaussiansZ t−1 and Z t using the expression for τ ⊥ t in (39). It can be similarly seen that b t is the sum of an i.i.d. N (0, σ 2 t ) random vector and a deviation term. The next lemma shows that these deviation terms are small with high probability.
Main Concentration Lemma
We use the shorthand X n . = c to denote the concentration inequality P (|X n − c| ≥ ǫ) ≤ K t e −κtnǫ 2 . As specified in the theorem statement, the lemma holds for all ǫ ∈ (0, 1), with K t , κ t denoting generic constants depending on t, but not on n or ǫ.
Lemma 5. With the . = notation defined above, the following statements hold for t ≥ 0.
The random variablesZ 0 , . . . ,Z t are jointly Gaussian with zero mean and covariance given by (24), and are independent of β ∼ p β .
ii) Let ψ h : R 2 → R be a bounded function that is differentiable in the first argument except possibly at a finite number of points, with bounded derivative where it exists. Then,
As above,Z t ∼ N (0, 1) and β ∼ p β are independent.
iii) For pseudo-Lipschitz functions φ b :
The random variablesZ 0 , . . . ,Z t are jointly Gaussian with zero mean and covariance given by (24), and are independent of W ∼ p w .
iv) Let ψ b : R → R be a bounded function that is differentiable in the first argument except possibly at a finite number of points,, with bounded derivative where it exists. Then,
As above,Z t ∼ N (0, 1) and W ∼ p w are independent.
(c)
(e) For all 0 ≤ r ≤ t,
where σ ⊥ t+1 , τ ⊥ t are defined in (29).
1. Some of the statements in Lemma 5 are similar to those in [3, Lemma 1 ], but we provide concentration inequalities rather than asymptotic convergence statements. The proof is based on induction starting at time t = 0, sequentially proving the statements (a)-(h). Though the proof of Theorem 1 below requires only the concentration result (d), the remaining concentration inequalities are required for the inductive proof.
2. Recall that for the AMP recursion given in (16), the term h t is the noise in the effective observation A * z t + β t , and q t is the estimation error β t − β 0 . The lemma specifies the correlation between these vectors in different steps of the AMP algorithm.
Proof of Theorem 1
Proof. Applying Part (b)(i) of Lemma 5 to a pseudo-Lipschitz (PL) function of the form φ h (h t+1 , β 0 ), we get
where the random variables Z ∼ N (0, 1) and β ∼ p β are independent. Now let
where φ is the PL function in the statement of the theorem. The function φ h (h t+1 i , β 0 i ) in (59) is PL since φ is PL and η t is Lipschitz. We therefore obtain
The proof is completed by noting from (3) and (16) 
Proof of Lemma 5
The proof of Lemma 5 . proceeds by induction on t. We label as H t+1 the results (41), (47), (49), (43), (44), (51), (53), (55), (57) and similarly as B t the results (42), (48), (50), (45), (46), (52), (54), (56), (58). The proof consists of four steps:
1. B 0 holds.
2. H 1 holds.
3. If B r , H s holds for all r < t and s ≤ t, then B t holds.
4. if B r , H s holds for all r ≤ t and s ≤ t, then H t+1 holds.
In the proof, we use several concentration results listed in Appendices A.1 and A.2. We also drop the 't' subscript on K t and κ t for brevity.
Step 1: Showing B 0 holds
We wish to show results (a)-(h) in (42), (48), (50), (45), (46), (52), (54), (56), (58).
(a) We have
Step (a) follows from the definition of ∆ 0,0 in (34) and Lemma A.3. For Step (b), we use the concentration of q 0 given in (13), Lemma A.4, and Lemma A.9.
(b)(iii) For t = 0, the LHS of (45) can be bounded as
Step (a) uses the conditional distribution of b 0 given in Lemma 4 (33), and step (b) follows from Lemma A.2. Label the terms on the RHS of (60) as T 1 and T 2 . To complete the proof, we show that each of these terms is upper bounded by Ke −κnǫ 2 . First consider T 1 .
Step (a) follows from Lemma A.2, and step (b) from Lemma A.11 since the functionφ b : (2) (by Lemma A.13). Next consider T 2 , the second term on the RHS of (60).
Step (a) follows from the triangle inequality, step (b) from the fact that the functionφ b,i :
; step (c) from Cauchy-Schwarz and the following application of Lemma A.14:
From (61), we have
where to obtain (a), we use Lemma A.9 for the first term and B 0 (a) proved above for the second term.
(b)(iv) For t = 0, the probability in (46) can be bounded as
Step (a) uses the conditional distribution of b 0 given in Lemma 4 (33) . Label the two terms on the RHS of (63) as T 1 and T 2 . We now show that each term is bounded by Ke −κnǫ 2 . Consider T 1 first. Let Π 0 be the event under consideration and define an event F as follows.
where ǫ 0 > 0 will be specified later. For event F, the following is true,
The final inequality in (65) follows from the concentration of q 0 in (13). To bound the last term P (Π 0 |F c ), we write it as
To obtain (67), we have used the fact that σ 0 Z ′
which follows from the definition of ∆ 0,0 in Lemma 4. Recall from Section 4.3 that S 0,0 is the sigma algebra generated by {w, β 0 , q 0 }, so in (67) above, only Z ′ 0 is random -all the other terms are in S 0,0 . We now derive a bound for the upper tail of the probability in (67); the lower tail bound is similarly obtained.
Then the upper tail of the probability in (67) can be written as
We now show that
; the probability in (68) can then be bounded using Hoeffding's inequality. (From here on, we suppress the conditioning on F c , S 0,0 for brevity.) We bound E[diff(Z ′ lie on the same side of x = d and ψ b (·, w i ) is continuous in the closed interval between these two points. For case (1), one of the following must be true.
Hence when case (1) holds, Z ′ 0 i must lie in an interval of length
where (a) holds due to the conditioning on event F c defined by (64). Let A denote the open interval (69) where case (1) holds. Then using φ(.) to denote the standard normal density, we have
In the chain above, (a) follows from the bound (70) on the length of A, and the fact that |diff(z)| is bounded by B.
Step (b) follows from a Taylor expansion as in Fact 6 for a suitable constant C > 0 since ψ b is continuous over the closed set R\A. Choosing ǫ 0 as specified in (71), the probability in (68) can be bounded using Hoeffding's inequality (Lemma A.1):
Substituting in (67) and using a similar bound for the lower tail, we have shown via (66) that
. Using this in (65) together with the value of ǫ 0 given on the RHS of (71) proves that the first term in (63) is upper bounded by Ke −nκǫ 2 . Since ψ b is bounded by B, the second probability term in (63) can be directly bounded (using Hoeffding's inequality) by 2e −nǫ 2 /(2B 2 ) .
(
This proves the result since E σ 0Z0 W = 0 by the independence of W andẐ 0 .
This proves the result since
This proves the result since E (g 0 (σ 0Z0 , W )) 2 = τ 2 0 by (14). 
This proves the result since E σ 0Z0 g 0 (σ 0Z0 , W ) = E g ′ 0 (σ 0Z0 , W ) σ 2 0 =ξ 0Ẽ0,0 by Stein's Lemma given in Fact 2.
(g) Nothing to prove.
(h) Since m 0 ⊥ = m 0 and (τ ⊥ 0 ) 2 = τ 2 0 , this result is equivalent to B 0 (e).
Step 2: Showing H 1 holds
We wish to show results (a)-(h) in (41), (47), (49), (43), (44), (51), (53), (55) 
whereq 0 = √ nq 0 / q 0 , andZ 0 ∈ R is a standard Gaussian random variable. The second equality in (72) is obtained using Fact 1 to write
Then, from (72) we have
Step (a) follows from Lemma A.14 applied to ∆ 1,0 in (72), and and step (b) from Lemma A.2. Label the terms on the RHS of (74) as T 1 − T 3 . To complete the proof, we show that each is bounded by Ke −κnǫ . Term T 1 ≤ Ke −κnǫ using Lemma A.3, Lemma A.4, result B 0 (e), and Lemma A.9. Similarly, T 2 ≤ Ke −κnǫ using Lemma A.3, Lemma A.4, result B 0 (e), and Lemma A.8. Finally,
Step (a) follows from Lemma A.2, and step (b) from Lemma A.3, withǫ defined as
For step (c), we use B 0 (f ) for the first two terms, and the concentration of q 0 given in (13) and Lemma A.6 for the last two.
(b)(i) The proof of (43) is similar to the analogous B 0 (d)(iii) result (45).
(b)(ii) Using the conditional distribution of h 1 stated in Lemma 4 (32), we have
Step (a) follows from Lemma A.2. Label the two terms on the RHS as T 1 and T 2 . To complete the proof we show that each term is upper bounded by Ke −κnǫ 2 . Term T 2 has the desired upper bound by Hoeffding's inequality (Lemma A.1). Now consider T 1 , the first term in (75). From the definition of ∆ 1,0 from Lemma 4,
For ǫ 0 > 0 to be specified later, define event F as
Denoting the event we are considering in T 1 by Π 1 , we have
where the last inequality is by B 0 (e), B 0 (f ) and the concentration assumption (13) on q 0 . Writing
, we now bound
In the above only Z 0 is random as the other terms are all in S 1,0 . In what follows we drop the explicit conditioning on F c , S 1,0 in order to shorten notation. Using Lemma A.2, we have
Label the two terms in (79) as T 1,a and T 1,b . To complete the proof we show that both are upper bounded by Ke −κnǫ 2 . First consider T 1,a when ψ h has a single discontinuity in the first argument at x = d. The case of multiple discontinuities can be handled similarly. For i ∈ [N ], define the events
One can think of C i (δ i ) is the event under which m 0 √ n Z 0 i + u i lies 'close' to the discontinuity at d, and D i (δ i ) is as the event under which the deviation term in T 1,a is small. Using these events we can bound T 1,a (the first term in (79)) using Lemma A.2 as
where the function F i : R N → R is defined as
Since ψ h is bounded (ψ h (x, y) ≤ B for all x, y ∈ R), the first term in (81) can be bounded as
In (83), the last inequality (b) follows from the definition of δ i and the fact i q 0 i / √ N ≤ q 0 (Cauchy-Schwarz).
Step (a) is obtained via Hoeffding's inequality by bounding the expectation of the indicator I{C i (δ i )} as follows. Noting that C i (δ i ) can be written as
we use the fact that the probability of a unit-variance Gaussian lying in any interval is bounded by length of interval times 1/ √ 2π to obtain
where second inequality holds since we are conditioning on event F c defined in (77). Next, the second term in (81) is bounded as follows.
. Therefore, we can use a Taylor expansion bound (Fact 6) for the function F i (.) defined in (82). Thus for a suitable constant C > 0, we obtain
Step (a) holds because we are conditioning on F c defined in (77).
Step (b) is obtained by writing out the expression for the vector P q 0 Z 0 :
where from Fact 1, Z ∈ R is ∼ N (0, 1), step (c) follows from Cauchy-Schwarz, and step (d) by Lemma A.8. Finally, the third term in in (81) can be bounded as
In (86), (a) is obtained using the boundedness of ψ h , while (b) follows by using (85) in (80) to write
Step (c) follows from Lemma A.8. For T 1,b the second term of (79), noting that all quantities except Z 0 are in S 1,0 , define the
Then the upper tail of T 1,b can be written as
Since ψ h is bounded, so is diff(Z 0 i ). Using the conditioning on F c and steps similar to those in B 0 (b)(iv), we can show that
for ǫ 0 ≤ C 0 ǫ, where C 0 can be explicitly computed. For such ǫ 0 , using Hoeffding's inequality the probability in (87) can be bounded by e −nǫ 2 /(32B 2 ) . A similar bound holds for the lower tail of T 1,b . Thus we have now bounded both terms of (79) by Ke −nκǫ 2 . The result follows by substituting the value of ǫ 0 (chosen as described above) in (78). . Therefore,
where (a) follows from Lemma A.3 withǫ := min{ ǫ/3, ǫ/(3Ẽ 0,1 ), ǫσ 2 0 /3}.
Step (b) follows from the concentration of q 0 in (13) and H 1 (e).
(h) From the definitions in Section 4.2, we have q 1
In the chain above, (a) is obtained by applying Lemma A.3, withǫ defined as
The three probability terms are then bounded in step (b) as follows: We use H 1 (e) for the first, and the concentration of q 0 in (13) for the last; the (γ 1 0 ) 2 concentration follows from H 1 (g) and Lemma A.5 (for concentration of the square).
Step 3: Showing B t holds
We prove the statements in B t assuming that B t−1 , H t hold due to the induction hypothesis. First, a couple of lemmas that will be required in the proof.
Lemma 6 (Matrix Inverses). The symmetric matrices Q t+1 := Q * t+1 Q t+1 n , and M t := M * t Mt n concentrate element-wise around the invertible matricesC t+1 andC t , respectively, and are invertible with high probability. In particular,
(88) When the inverses exist, they also concentrate element-wise: for all i, j ∈ [t + 1] and i ′ , j ′ ∈ [t]:
Proof. We prove the M t results and those for Q t+1 follow similarly. 
where the last inequality follows from induction hypotheses B 0 (h) − B t−1 (h). MatrixC t−1 is invertible by Lemma 1 , and the concentration result, (89), follows from Lemma A.7 since M t concentrates onC t entry-wise. 
Proof. Letφ 1 , . . . ,φ t be the eigenvalues of M t . From Lemma A.15, we have
whereκ > 0 is a constant. Label the two terms in (91) T 1 and T 2 . We first bound T 2 . Letφ min := min r∈[t] φ r , the minimum eigenvalue of M t . By Fact 3, if m r ⊥ 2 /n ≥ c t for all 0 ≤ r ≤ t − 1, and for some constant c t > 0, thenφ min ≥κ whereκ is a strictly positive constant depending only on c t and t. Choosing c t = min
and the correspondingκ in (91), we have
where the last inequality follows from the same arguments as (90). For the first term in (91), we bound each element of v as follows. Substituting q t ⊥ = q t − t−1 j=0 γ t j q j in the definition of v and using the triangle inequality, we have for k ∈ [t]:
Therefore,
where we have used Lemma A.2 with ǫ ′ =κ
. We complete the proof by showing that each term in(93) is bounded by Ke −nκǫ ′2 . For k ∈ [t], the first term in (93) can be bounded as
Step (a) follows from Lemma A.3 and induction hypotheses B t−1 (e), and H t (f ). For k ∈ [t], the second term in (93) can be bounded as
where the last inequality follows from induction hypotheses H t (g) and H t (c). Similarly, for k ∈ [t] and i ∈ [t − 1], the third term in (93) can be bounded as
This completes the bound for P ( v ≥κǫ) in (93), and hence the proof.
(a) Recall the definition of ∆ t,t from Lemma 4 (36). Using Fact 1, we have
where matrixM t ∈ R n×t forms an orthogonal basis for the column space of M t such thatM * tM t = nI t andZ ′ t ∈ R t is an independent random vector with i.i.d. N (0, 1) entries. We can then write
where M t ∈ R t×t and v ∈ R t are defined in Lemma 7 . Applying Lemma A.14, we then obtain the bound
where we have used the fact
Then, applying Lemma A.2, we obtain
.
We now bound each of the terms in (94) by Ke −nκǫ to obtain the result. For 0 ≤ r ≤ t − 1,
where the last inequality follows from induction hypotheses H t (g), B 0 (c) − B t−1 (c), and Lemma A.4. Next, the second term in (94) is bounded as
where the last inequality is obtained using induction hypothesis H t (h), Lemma A.9 and Lemma A.4. Since
concentrates around σ ⊥ t by H t (h), the third term in (94) can be bounded as
(95) For the second term in (95), first bound the norm ofM tZ ′ t as follows.
where step (a) follows from Lemma A.14 and step (b) uses the fact that m i
Step (a) is obtained from Lemma A.2, and step (b) from Lemma A.8. Using (96), the RHS of (95) is bounded by Ke −nκǫ/t 2 . Finally, for 0 ≤ j ≤ (t − 1), the last term in (94) can be bounded by
where the last inequality follows from Lemma 7 and the induction hypothesis B t−1 − B t−1 (e). Thus we have bounded each term of (94) by Ke −κnǫ .
(b)(iii) For brevity, we define the shorthand notation Eφ b := E φ b σ 0Z0 , ..., σ tZt , W , and
Then, using the conditional distribution of b t from Lemma 4 (33) and Lemma A.2, we have
Label the two terms of (98) as T 1 and T 2 . To complete the proof we show both are bounded by Ke −κnǫ 2 . First consider term T 2 . Using the pseudo-Lipschitz property of φ b , we have
where the vectors a, c denote the length-n vectors with entries a i , c i ∈ R t+1 , respectively.
Step (a) is obtained as follows using Cauchy-Schwarz and the following application of Lemma A.14:
For step (b), we have used a i − c i = ∆ t,t i , and a i ≤ c i + ∆ t,t i . From (97), we have
From the induction hypothesis, we know that (b k ) * b r /n concentrates aroundẼ k,r for 0 ≤ r, k ≤ (t − 1). Using this in (100), we will argue that c 2 /n concentrates around
where the equality in (101) is obtained usingẼ ℓ,ℓ = σ 2 ℓ , and by rewriting the double sum as follows using the definitions in Section 4.2:
Thus T 2 in (99) can be bounded as
where the concentration for c / √ n follows from (100) by using the induction hypothesis B 0 − B t−1 (d), Lemma A.9 and the concentration assumption (4) on w. The concentration for ∆ t,t / √ n follows from B t−1 (a). Next consider T 1 , the first term in (98). Define functionφ b i : R → R as
, where we treat all arguments except z as fixed. We then have
The first term of (104) is bounded by 2e −κN ǫ 2 using Lemma A.11. We now show the same bound for the second term.
Step (a) uses the function φ ′ b : R t+1 → R defined as
which is P L(2) by Lemma A.13. We will now show that
and then the probability in (105) can be upper bounded by Ke −κnǫ 2 using the inductive hypothesis
where Z is independent ofZ 0 , . . . ,Z t−1 . To prove (106), we need to show that
We do this by demonstrating that: i) var(
where the last equality follows from (102). Next, for any k ≤ (t − 1), we have
In the above, step (a) follows from (24); (b) by recognizing from (26) that the required sum is the inner product ofγ t with row (k + 1) ofC t ; step (c) follows from the definition ofγ t in (27). This proves (106), giving the required concentration inequality for (105).
(b)(iv) Using the conditional distribution of b t in (33) of Lemma 4, we have
Label the terms of (107) as T 1 − T 3 . First consider T 2 . Treating {b 0 , . . . , b t−1 , w} as constants, apply Hoeffding's inequality (since ψ b is bounded) to obtain
To bound T 3 , we first note that the
, is bounded and differentiable in the first argument (due to the smoothness of the Gaussian density). Hence, using the induction hypotheses B 0 (d)−B t−1 (d)(iv), we sequentially obtain the following concentration inequalities:
. . .
where the expectation in each term is over the random variables denoted in upper case. Recall from the proof of (b)(ii) above that
= σ tZt . This shows that T 3 , the third term in (107) is bounded by Ke −κnǫ 2 .
Next consider T 1 , the first term of (107). From the definition of ∆ t,t in Lemma 4, we have
where for i ∈ [n],
For ǫ 0 > 0 to be specified later, define the event F as
Denoting the event we are considering in T 1 by Π t and following steps analogous to (78)-(79) in H t+1 (b)(ii), we obtain
where the bound on P (F c ) is obtained by the induction hypotheses H t (h), B 0 − B t−1 (d), and steps similar to the proof of B t (a). We now bound the second term in (109). We have
where we have omitted the conditioning to shorten notation. Label the two terms in (110) as T 1,a and T 1,b . To complete the proof we show that both are upper bounded by Ke −κnǫ 2 . First consider T 1,b . We consider the case where ψ b has a single discontinuity in its first term at x = d. The case of multiple discontinuities can be handled similarly. For i ∈ [n], define the events
In (112),m r for 0 ≤ r ≤ t − 1 are the columns of the matrixM t , which form an orthogonal basis for M t withM * tM t = nI t . Using indicator functions of these events we can bound T 1,b (the second term in (110)) using Lemma A.2 as
Since ψ b is bounded (ψ b (x, y) ≤ B for all x, y ∈ R), the first term in (113) can be bounded as
In (115), step (a) is due to Hoeffding's inequality, with P (A i (δ i )) bounded as in step (a) of (83); step (b) is due to Cauchy-Schwarz, and the fact that for each r, i (m r i ) 2 = n. To bound the second term in (113), we first note that
Therefore, we can use a Taylor expansion bound (Fact 6) for F i . For a suitable constant C > 0, we then have
Step (a) follows from Lemma A.3, withǫ i := min
, and step (b) using B t (e) and Lemma 6 .
Using the definition of τ ⊥ t in (29), we then have
By B t (e), the first term in (120) is bounded by Ke −κnǫ 2 . For the second term, using
Step (a) follows from the concentration of products, Lemma A.3, usingǫ i := min
, and step (b) using B t (e) and B t (g).
5.4
Step 4: Showing H t+1 holds (a) The proof of H t+1 (a) is similar to that of B t (a), and uses the following lemma, which is analogous to Lemma 7. 
A Appendices

A.1 Concentration Lemmas
In the following ǫ > 0 is assumed to be a generic constant, with additional conditions specified whenever needed.
Lemma A.7 (Matrix Determinant and Inverse Concentration). Let {A n } n≥1 be a sequence of t × t matrices such that for all n, A n ∈ R t×t and
where A ∈ R t×t is a deterministic matrix with entries A i,j , i, j ∈ [t]. Then for any ǫ ∈ (0, 1),
1.
P (|det(A n ) − det(A)| ≥ ǫ) ≤ K(t!) exp − κnǫ 2 9 t (t!) 2 , 2. If A n , A are both invertible, then for each i, j ∈ [t],
In the above, κ and K are positive constants that depend only on the entries of A.
Proof. 1) We prove the result by induction. The determinant concentration is trivially true for t = 1. Assume that the determinant concentration result holds for all matrices of dimension (t − 1) × (t − 1) or smaller (for t > 1). From Laplace's determinant formula, for A n ∈ R t×t , we have
where the minor M n 1j is the determinant of the (t − 1) × (t − 1) matrix formed by removing the first row and the jth column from A. Using Lemma A.2, we have
where M 1j is the minor of the (1, j)th entry in A. Now using Lemma A.3, we have 
where in step (a),ǫ = min{ ǫ/(3t), ǫ/(3tM 1j ), ǫ/(3t[A] 1j )}.
Step (b) is obtained using the concentration of the elements of A in the lemma statement, and the induction hypothesis for determinants of (t − 1) × (t − 1) matrices, which gives the concentration for the minor M n ij . Using (125) in (124) completes the proof of the determinant concentration.
2) The (i, j)th entry of A −1 n is given by [A −1 n ] i,j = (−1) i+j M n ji where M n ji is the minor corresponding to the (j, i)th entry of A n . Therefore
≤ K(t − 1)!e −κnǫ ′2 /9 t−1 [(t−1)!] 2 + K(t)!e −κnǫ 2 /9 t (t!) 2 .
Step (a) follows from the concentration of products, Lemma A.3, with
Step (b) follows from the determinant concentration proved in the first part, and Lemma A.6.
A.2 Gaussian and Sub-Gaussian Concentration Lemmas
Lemma A.8. For a standard Gaussian random variable Z and any ǫ > 0, P (|Z| ≥ ǫ) ≤ 2e
Lemma A.9 (χ 2 -concentration). For Z i , i ∈ [n] that are i.i.d. ∼ N (0, 1), and ǫ ≤ 1,
Lemma A.10.
[7] Let X be a centered sub-Gaussian random variable with variance factor ν, i.e., ln E[e tX ] ≤ t 2 ν 2 , ∀t ∈ R. Then X satisfies the following:
1. For all x > 0, P (X > x) ∨ P (X < −x) ≤ e
2ν , for all x > 0.
For every integer
Lemma A.11 (Sums of pseudo-Lipschitz function of sub-Gaussians concentrates). Let f : R → R be a function ∈ P L(2) with P L constant L. Let Z ∈ R N be a random vector with entries Z 1 , . . . , Z n i.i.d. ∼ p Z , where p Z is sub-Gaussian with variance factor ν. Then for 0 < ǫ ≤ 1,
Proof. Without loss of generality, assume E[f (Z 1 )] = 0. In what follows we demonstrate the upper-tail bound:
and the lower-tail bound follows similarly. To show (127) we will show that
where κ ′ is any constant that satisfies
Using (128), the desired result (127) can be obtained via the Cramér-Chernoff method:
≤ e κ ′ N t 2 −tN ǫ .
where step (a) follows from (128). Then optimizing over t gives (127), for the choice t * = ǫ 2κ ′ . We can ensure that ∀ǫ ≤ 1, t * falls within the range required by (128) by choosing κ ′ large enough (according to (129)).
We now prove (128). For i ∈ [N ], letZ i be an independent copy of Z i . Using Jensen's Inequality and the fact that Ef (Z i ) = 0, E exp −tf (Z i ) ≥ exp −tEf (Z i ) = 1.
SinceZ and Z are independent, using the above, we have
Therefore we can prove (128) by demonstrating that for each i ∈ [N ],
≤ exp(κ ′ t 2 ) for 0 < t < 1 5L(2ν + 24ν 2 ) 1/2 .
For each i ∈ [N ] we write
where step (a) holds because the odd moments of the difference f (Z i ) − f (Z i ) equal 0. Next, using the pseudo-Lipschitz property of f , we have for k ≥ 1:
where (b) is obtained using Lemma A.14. Using this bound in (131), we obtain
≤ e 50L 2 (ν+12ν 2 )t 2 for t < 1 5L(2ν + 24ν 2 ) 1/2 .
(132)
In (132), (c) is obtained using the sub-Gaussian moment bound (126); step (d) is obtained using the inequality (2k)! k! ≥ 2 k k!, which can be seen as follows.
Step (e) holds because . This completes the proof of (130), and hence the result.
Lemma A.14. For any scalars a 1 , . . . , a t and integer k ≥ 1, (|a 1 | + . . . + |a t |)
Consequently, for any vectors u 1 , . . . , u t ∈ R N , t k=1 u k 2 ≤ t t k=1 u k 2 .
Proof. The first result is obtained by applying Hölder's inequality to the length-t vectors (a 1 , . . . , a t ) and (1, . . . , 1). The second statement is obtained by applying the result with k = 1.
Lemma A.15. For an n × n symmetric matrix A with eigenvalues λ 1 , . . . , λ n and any vector x ∈ R n , A −1 x ≤ x max 1≤k≤n |λ k | −1 .
Proof. Note that max 1≤k≤n |λ k | −1 is the spectral norm of A −1 . The lemma then follows from a standard result about the spectral norm of a matrix.
