Spherical models with constant velocity anisotropy β have distribution functions depending on binding energy E and angular momentum L of the form f (E, L) = L −2β f E (E). An inversion for the unknown function f E (E) is straightforward to derive and reduces to Eddington's famous algorithm for isotropic models (β = 0). Importantly, if the anisotropy parameter of the model is a half-integer constant (i.e., β = 1/2, −1/2, ...), then the distribution function can be found by differentiation alone, without the need for any integration! This gives us a very simple way of constructing radially or tangentially anisotropic distribution functions of spherical models. The method is applied to two new families of cusped spherical galaxies. The first is a generalization of the isochrone sphere, the second a generalization of the hypervirial models. There are representatives of each family that possess the important cosmological cusps, with the density ρ behaving like r −1 or r −1.5 at small radii. The superposition of two or more components of the form L −2β f E (E) may permit very general anisotropy behavior to be modelled.
Introduction
In the early 1990s, Hubble Space Telescope imaging of elliptical galaxies and bulges (e.g., Lauer 1992a,b) yielded the surprising result that the surface brightness I(R) is always cusped down to the resolution limit [I(R) ∝ R −γ+1 ]. Motivated by these new observational data, Dehnen (1993) and Tremaine et al. (1994) developed a simple family of cusped spherical stellar systems with potential-density pair
a r γ (r + a) 4−γ ( 1) where M is the mass of the model, a is a scalelength and γ is the cusp slope. This simple and flexible family of cusped model has found widespread applications (e.g., Binney & Merrifield 1998) . It contains the Hernquist (1990) model and the Jaffe (1983) model as special cases. In fact, the family had been anticipated by Saha (1993) . Tremaine et al. (1994) also considered the more general question of whether there are any other families of simple, cusped galaxy models. In this context, they provided a working definition of simplicity as models for which the potential and density are straightforward, the radial velocity dispersion is analytic and the density can be written as a simple function of the potential (useful in Eddington's inversion for the isotropic distribution of velocities). They concluded that it is not so easy to find generalizations or elaborations of equation (1) 
which includes such classical potentials as the Plummer (1911) model (p = 2) and the Hernquist (1990) model (p = 1). This family of cusped models (eq. 2) has two beautiful properties. First, they possess power-law distribution functions of the form of
where E = ψ − (v 2 /2) is the binding energy and L = rv T is the angular momentum. Secondly, the systems described by the distribution functions (3) have the remarkable property of "hyperviriality", that is, the virial theorem holds good not just globally but locally as well,
Here, v 2 1/2 is the three-dimensional velocity dispersion. For this reason, the models given by equation (2) will be referred to the hypervirial family throughout this paper. In addition, Evans & An (2005) proved that equation (2) is the only hypervirial potential of constant anisotropy for a system with finite mass and that equation (3) is the only monomial distribution function of a spherically symmetric system in virial equilibrium.
The models discovered by Evans & An (2005) have simple anisotropic distribution functions, but the isotropic distribution functions are not so pleasant! Although some algorithms are known for building anisotropic models of spherical systems (e.g., Osipkov 1979; Merritt 1985; Dejonghe 1986; Gerhard 1991) , it is clear that the subject is worthy of more exploration.
In this paper, we derive the general algorithm for finding distribution functions with constant anisotropy β consistent with a given potential and density. This algorithm is no more difficult than Eddington's inversion (Eddington 1916) for isotropic spherical stellar systems -and in some cases, it is very much easier, enabling the distribution function to be written by differentiation alone, without the need for any integral transforms! We use the algorithm to study two new families of cusped spherical models. The first is a generalization of the isochrone, the second is a generalization of the hypervirial family of Evans & An (2005) .
Constant Anisotropy Distribution Functions

A Generalization of Eddington's Formula
The anisotropy parameter β is related to the radial velocity second moment v 2 r and the tangential velocity second moment v 2 T by
Systems with constant velocity anisotropy parameter always have distribution functions of the form
where f E (E) is a function of the binding energy alone (e.g., Binney & Tremaine 1987) . It is straightforward to derive an inversion for the unknown function f E (E) which is scarcely more difficult than Eddington's famous inversion (Eddington 1916) . Although this result has been noted before (Dejonghe 1986; Kochanek 1996; Wilkinson & Evans 1999) , the requisite formulae do not all appear to be in the literature, and so we present the results here.
Using equation (6), the density follows from the distribution function as
That is, if we can express r 2β ρ = h(ψ), then this is a straightforward Abel integral equation
The integral equation (8) can be inverted using the inverse Abel transformations (or Laplace transforms, see LyndenBell 1962) .
The simplest case is that β = 1/2 − n where n is an integer, for which the inversion leads to
In other words, these anisotropic distribution functions can be written down using differentiations alone. That is, if h(ψ) can be expressed in terms of elementary differentiable functions and the anisotropy parameter of the model is a half-integer constant (i.e., β = 1/2, −1/2, −3/2, and so on), it is always, at least formally, possible to find distribution functions in terms of similar elementary functions. We have not found an explicit statement of this result in the literature. Of course, we still need to check for the non-negativity of the distribution function. Note that, for the case β = 1/2, this is guaranteed provided that h(ψ) is a monotonically increasing function.
More generally, if β = (1/2) − n + α where n is an integer and 0 < α < 1, then
This includes Eddington's famous formula (Eddington 1916; Binney & Tremaine 1987, p.237 ) as a particular case of β = 0 (and so that n = 0 & α = 1/2).
Let us take as an example the potential-density pair of Evans & An (2005) 
The distribution function for β = 1/2 is just derived by differentiation as
[note that (−1)!! = 1] where the positive definiteness of the distribution function implies that 0 < p ≤ 1. Similarly, for
which is non-negative for 0 ≤ E ≤ 1 if 0 < p ≤ 3. In fact, from equation (9) and (10), we can show that the non-negativity of distribution function means that p ≤ 2(1 − β) if h(ψ) is given by equation (11). In other words, for the potential-density pair of equation (2), the hypervirial models of Evans & An (2005) -which have an anisotropy parameter β = 1 − (p/2) -are the models with the maximally radially biased velocity dispersions.
Second Moments
The velocity dispersion of any constant anisotropy models may be found from h(ψ) without explicitly evaluating the distribution functions. From their definitions, the second moments are
On differentiating equation (14) with respect to ψ and noting that the right-hand side is the same as equation (7), it follows that
and that v
Note that
and so equation (16) is in fact the solution of the Jeans equation with a constant β which can be straightforwardly derived using an integrating factor (see eq. 9 of Evans & An 2005).
Superpositions of Constant Anisotropy Distribution Functions
At first sight, it may seem rather limiting to consider just constant anisotropy distribution functions. Often, we are interested in building models that become more radially or tangentially anisotropic on moving outwards or in which the anisotropy varies. Such models can however be built by the linear superposition of constant anisotropy distribution
As each one of the distribution functions reproduces the density, so the weighted sum does. The sum can incorporate as many terms as we choose. Examples of this technique using two terms are given in following Sections.
Generalized Isochrone Sphere
The isochrone sphere has the potential-density pair (Hénon 1959; Eggen, Lynden-Bell, & Sandage 1962; Evans, de Zeeuw, & Lynden-Bell 1990) ; where s = √ b 2 + r 2 and b is a constant. Like the Plummer model, the density is finite and well-behaved at the center. Unlike the Plummer model, the density falls off as r −4 at large radii, which is a better fit to elliptical galaxies than r −5 fall-off of the Plummer model. There are many available studies regarding its distribution functions (e.g, Gerhard 1991; Bertin et al. 1997) , some of which are essentially numerical in nature.
Next, let us consider the potential-density pair
where
Here, M is the total mass of the system, and b is a constant scalelength while p(> 0) is a parameter. This has of course been generated from the isochrone potential (20) in exactly the same way that hypervirial models of Evans & An (2005) were generated from the Plummer potential. The density profiles of some members of this family are shown in Figure 1 .
The condition that the density decreases monotonically with increasing radius restricts p ≤ 2. The density behaves as ρ ∼ r −(2−p) as r → 0 while ρ ∼ r −q where q = min(4, p + 3) as r → ∞. The enclosed mass and the circular speed are easily found to be
With effort, the isotropic distribution functions for these models can be found, though they are somewhat cumbersome. It is more profitable to find anisotropic distribution functions by choosing appropriate expansions of the density ρ = ρ(r, ψ) (e.g., Dejonghe 1986 Dejonghe , 1987 and applying the methods of Section 2.
Constant Anisotropy Models
For the generalized isochrone, it is straightforward to establish that (with G = M = b = 1 without loss of generality)
Using equation (10), we can write down the constant anisotropy distribution functions, though the actual analytical integrations for general p and β are rather daunting! However, equation (9) implies that the task becomes easy for certain special values of p and β. For example, if β = 1/2, the distribution function can be found entirely by differentiation as
Here, because 0 ≤ E(≤ ψ) ≤ 1/2, the non-negativity of the distribution function is satisfied only if (0 <)p ≤ 1. The distribution function further reduces to a particularly simple form if p = 1,
which is one of the hypervirial models of Evans & An (2005) . In fact, this corresponds to the Hernquist model with a rescaled scale length, that is, a = 2b in equations (2) and (21). The velocity dispersions are simply given by
Another tractable case is p = 2(1 − β) for which
( 30) so that the distribution functions are in general expressible using Gaussian hypergeometric functions of E. After a bit of calculations, we find that
If p = 1 (β = 1/2), this reduces to equation (28). On the other hand, the distribution function of the isotropic isochrone sphere (p = 2 and β = 0) is (e.g., see Hénon 1960; Binney & Tremaine 1987, p.239) f
while its one-dimensional velocity dispersion is
Two Component Distribution Functions
Another possible expansion of the generalized isochrone sphere is
In other words, the density is a linear combination of two monomials of r. Inspired by this, let us suppose that the distribution function is of the form
where f 1 (E) and f 2 (E) are functions of the binding energy E to be determined. Then, the density is found to be
By comparing this to equation (34), possible distribution function may satisfy
which are a form of the integral transforms (8), and so can be inverted using equations (9) and (10). After this inversion, we find that f 1 (E) and f 2 (E) are
Of particular interest is the case that p = 1/2, for which the corresponding distribution function becomes
where the individual terms are in the form of equation (3). For p = 1, we find that
To find the velocity dispersion of these models, we exploit the splitting ρ = ρ 1 + ρ 2 , where
and then
-9 -Note that the anisotropy parameter is now no longer constant.
The most interesting case is that p = 1/2, which leads us to
Astonishingly, this too obeys the virial theorem locally! The total velocity dispersion is just
Specifically, the components of the velocity dispersion tensor are
and the anisotropy parameter is
which varies from β = 3/4 at r = 0 to β = (3 + 2 √ 2)/(4 + 3 √ 2) ≈ 0.7071 at r = 2 back to β → 3/4 as r → ∞.
A New Family of Hypervirial Models
The Hypervirial Constraint
The surprising discovery of a further hypervirial model -in addition to those found by Eddington (1916) and Evans & An (2005) -encourages us to study the matter further. Let us first think of the distribution function given by the sum of the forms of equation (3), that is,
Then, the density is of the form
where the constants D i are
while the velocity dispersions are
Although the anisotropy parameter is no longer constant, it is straightforward to see that the hypervirial relation still holds for this distribution function.
To find the corresponding potential, we must solve Poisson's equation (here G = 1)
The order of this equation can be reduced as follows (c.f., Chandrasekhar 1939) . First, let us consider the substitution
where t = ln r. 
Hence, Poisson's equation becomes
which does not involve the independent variable explicitly, and so its order can be reduced by standard techniques (e.g., Ince 1944) to give dϕ dt
where A is a constant of integration and
Using the boundary condition at infinity (ϕ = 0 and dϕ/dt = 0), we find that A = 0. So, equation (58) 
with ϑ = ln ϕ = ln ψ + (t/2).
For the simplest case when the sum contains only a single term, it is straightforward to show that the solution leads to the models of Evans & An (2005) given in equation (2) with the integration constant being the scalelength a.
New Hypervirial Models
Next, instead of integrating equation (60) for general cases, let us consider the situation when the sum contains two terms with p = p 1 = 2p 2 as in equation (40) 
