Historically, fractal analysis has been remarkably successful in describing wide ranging kinetic processes on (idealized) scale invariant objects in terms of elegantly simple universal scaling laws. However, as nanostructured materials find increasing applications in energy storage, energy conversion, healthcare, etc., one must reexamine the premise of traditional fractal scaling laws as it only applies to physically unrealistic infinite systems, while all natural/engineered systems are necessarily finite. In this article, we address the consequences of the 'finite-size' problem in the context of time dependent diffusion towards fractal surfaces via the novel technique of Cantor-transforms to (i) illustrate how finiteness modifies its classical scaling exponents; (ii) establish that for finite systems, the diffusion-limited reaction is decelerated below a critical dimension D * F and accelerated above it; and (iii) to identify the crossover size-limits beyond which a finite system can be considered (practically) infinite and redefine the very notion of 'finiteness' of fractals in terms of its kinetic response. Our results have broad implications regarding dynamics of systems defined by the same fractal dimension, but differentiated by degree of scaling iteration or morphogenesis, e.g. variation in lung capacity between a child and adult.
INTRODUCTION
Since early 1970s, there has been a broad recognition that the kinetics of natural growth processes 1 (e.g. snowflakes) and/or engineering manufacture (spinodal decomposition, 2 etching, and corrosion 3 ) renders the structure of many objects (spatially) scale invariant, i.e. fractal. 1 For a wide variety of dynamic processes involving such fractals, this structural scale invariance translates to scale invariance of the corresponding time response, allowing them to be compactly described by simple power-laws with fracton time exponents. [4] [5] [6] Despite the success, however, the correspondence between theory and experiments have often presumed quantitative. While all natural systems are finite, theoretical scaling laws characterizing the dynamics on fractals -derived by symmetry or re-normalization group arguments -are relevant only at the asymptotic limit of infinite systems. These analytical approaches therefore do not provide any estimate about how much the dynamics on/within a finite fractal system could differ from the asymptotic limits -a significant limitation of an important theory. 7 Indeed, given the ubiquity of finite fractals, 8 our continued inability to address its consequences has prompted vigorous debates 9 regarding the very essence and usefulness of 'fractal description of nature'. This issue is all the more relevant today as nanostructured materials on finite substrates find increasing applications in diverse fields like bulk heterojunction solar cells, nanobiosensors, ultracapacitors with mesoporous electrodes, etc.
In this article, we address this long standing problem in the context of interaction of finite time-independent fractals with a time-dependent diffusion field by a novel approach of Cantor Transform that provides simple closed form solutions and smooth transitions to asymptotic limits, and in so doing, fundamentally redefine the notion of 'finite fractals' in terms of its response to external stimuli.
A wide range of natural phenomena are dictated by diffusion towards fractals, which includes Diffusion Limited Aggregation, DLA 10 (formation of snowflakes, dielectric breakdown, etc.), particle capture on fractals (e.g. lungs, roots, 11 and nanobiosensors 12 ), etc. The dynamics of these processes is dictated by the time dependent diffusion equation,
where ρ is the concentration and D is the diffusion constant of the particles being absorbed by the time-invariant fractal surface. We assume that the particles are captured irreversibly at the fractal surface S, as identified by the boundary condition ρ(S, t) = 0, and that the capture of particles do not alter the fractal dimension of the capture-surface. Structural complexity of finite fractal adsorbers makes classical analytical/numerical solution of Eq. (1) impossible. We therefore reformulate/transform the diffusion dynamics described by Eq. (1) by using Cantor-like basis sets [13] [14] [15] to allow analytical/numerical solution of the problem and show that the amount of particles captured on a fractal surface, V (t), is still related to its D F through a simple scaling law,
although the exponent θ is now explicitly dependent on the parameter s that describes the finiteness of the system (e.g. the level of branching in human broanchial tree is s ∼ 23 (Ref. 16) ). Diffusion towards fractal surfaces has been an active research area for the past few decades and the asymptotic limits of θ was first identified by de Gennes. 17 The de Gennes limit indicates that for infinite systems, the time exponent is given by θ(s → ∞, D F ) = 3−D F 2 . Later work by Pajkossy and Niykos on current transients at fractal electrodes 14 supported this asymptotic limit. Pfeifer et al. showed the existence of similar time exponents for infinite pore fractals, 18 while Sapoval et al. illustrated the relevance of such time exponents for the electrical response of fractal interfaces. 19 Seri-Levy and Avnir showed that diffusion limited adsorption on fractals follow the same time exponent. 20 Other notable work (although not an exhaustive list) include anomalous diffusion and reaction on fractal interfaces, 21 diffusion and reaction on fractal catalyst pores, 22 transport and reaction on DLAs, 23 etc. The goal of this article is to generalize the problem of current transient 14, 17 to finite fractals, with the expectation that similar generalization could also be achieved for broad range of other topics discussed above.
Specifically, the intuitive derivation, analysis, asymptotic limits, and implications of time exponents of Eq. (2) constitute the motivation of this article. Through this analysis, we address a wide variety of issues related to finite fractals: (i) how finiteness modifies the scaling exponent of its dynamical response; (ii) provide a natural explanation regarding the origin of scale invariant clusters; and (iii) establish the crossover size-limits beyond which a finite system can be considered (practically) infinite. Detailed derivations and numerical validation of our approach/results is reserved for Appendices.
MODEL SYSTEM
A fractal adsorber consists of a collection of scaleinvariant adsorbing surfaces in three-dimensional space Fig. 1(a) immersed in an analyte solution. Once the fractal surface is activated at time t = 0 to allow particle capture, the concentration in the interior or exterior of the volume would evolve over time according to Eq. (1). The fractal surface is assumed to be static (i.e. the growth of fractal surface is negligible due to particle capture) and is identified by the boundary condition ρ = 0. Structural complexity of finite fractal adsorbers makes classical analytical/numerical solution of Eq. (1) is difficult, beyond perturbation approach. [24] [25] [26] We therefore reformulate/transform the diffusion dynamics described by Eq. (1) by using Cantor-like basis sets 13, 15, 27 to allow analytical/numerical solution of the problem (Fig. 1) , while preserving the scale invariance properties of the original structure.
Below we first use the transformations shown in Figs. 1(b) and 1(c) to approximate the random fractal shown in Fig. 1(a) . We then use the notion of scale invariant spatial (S i ) and temporal (U i ) basis functions -a key idea motivated by the analytical/numerical solution of Cantor Voids (C-V) and Cantor Rods (C-R) -to develop a generic model for diffusion towards finite fractal adsorbers. Indeed, we show that through judicious choice of parameters, the transforms based on C-V and C-R can not only represent systems of 2 ≤ D F ≤ 3, but also systems 1 ≤ D F ≤ 2. Finally, we use an entirely different system based on of Cantor Stripes (C-S) on planar surfaces (diffusing particles captured onto striped surfaces, Fig. 1(d) ) to show that our results on finite fractals -be it analytic or numericalare independent of specific transform and are relevant for any fractal of dimension 1 ≤ D F ≤ 3.
An example of such transformation is shown in Fig. 1(b) , where the original transient problem is mapped onto a collection of disjointed hollow cylinders (2 < D F < 3). The size of the system is defined in terms of the parameter s, which represents the number of iterations required to generate the final structure starting from the basic unit (s = 3 for Fig. 1(b) ). Here R R denotes the ratio of radius of the cylinders between adjacent iteration levels
(see the basis functions in Fig. 1(b) ). To ensure that this transformed system ( Fig. 1(b) ) is characterized by the same fractal dimension as the original problem we wish to solve ( Fig. 1(a) ), the ratio of the number of
Although the choice of N R and R R is not unique for a D F , our results indicate that the asymptotic limits remain robust and depend only on D F (independent of N R and R R ). Note that the system of Cantor rods can also be expressed in similar scaling relationships, although the corresponding spatial basis functions are more complex (Fig. 1(c) ).
We now focus on the dynamics of particle capture on the fractal surface shown in Figs. 1(b) and 1(c) . The structure of the C-V system ( Fig. 1(b) ) can be uniquely described using a collection of individual hollow cylinders, denoted as the spatial basis functions (S i ) so that the structure of the fractal surface S(r) is given by
Similarly, the C-R system ( Fig. 1(c) ) can also be uniquely re-constructed using the corresponding set of spatial basis functions. Description of the fractal structure in terms of its corresponding spatial basis functions allows us to formulate the dynamics of particle capture in terms of the corresponding temporal basis functions (U i (t)). For example, let the C-V system ( Fig. 1(b) ) be filled with particles and at time t = 0, the particles are allowed to adsorb on the inner surfaces of the cylinders. The total number of particles captured, V (t), can now be expressed as
where U i (t) represents the dynamics of particle capture on a cylinder with radius R i and serve as the temporal basis function for the system response. Here, we use the term "response" to indicate the time dynamics of particle capture as reflected in the integrated flux transient towards the fractal surface. Equation (3) indicates that given the temporal basis functions U i (t), the dynamics of particle capture on a fractal surface can be easily evaluated. However, the spatial complexity of basis functions -for example, isolated Cantor cylindrical voids (C-V) in Fig. 1(b) or the scale-invariant trapezoidal S i with fragmented adsorption sites for Cantor Rods (C-R, Fig. 1(c) ) -necessarily results in complicated temporal response U i (t). Nonetheless, inspired by the analytical and numerical solution of C-V and C-R systems (see Appendices A-C for details), we develop a model for transient diffusion towards finite fractals using temporal basis functions of generic form (see Fig. 2 ):
where the power-law time exponents α and β characterize the diffusion process, and the magnitude and time-scaling parameters A i and T i are related to R R by the following relations:
In this generalized case, R R is a measure of 'effective radius-ratio' of the successive basis functions (see Figs. 1(b) and 1(c). The parameter δ reflects the scaling of the initial (t = 0) integrated particle count within the volume of S i (before reaction is activated), and the parameter γ is related to the specifics of random walk by the particles in the media (refer to Table 1 for a summary of various variables). For example, while γ = 2 for classical diffusion, the case of γ > 2 represents sub-diffusion towards the reaction-surface through a random fractal media. Precise values of the constants α, β, δ, and γ depend on the specific fractal system under consideration: α and β are determined by (inexpensive) exact numerical calculation of time response on any single spatial basis function, and δ and γ are calculated by comparing the time response of any successive pair of spatial basis functions. Spatial basis function to describe the fractal structure
Temporal basis function for particle capture
Denotes the effective radius of S i N i
Number of S i required to describe the structure R R Effective radius ratio, such that
Size scaling exponent for the spatial basis function γ Random walk exponent for particles; e.g.
Size at which θ(sc, D F ) is 95% of asymptotic limits Table 2 summarizes these values for various fractal systems. Note that α > 0, β = 0 would imply a power-law dynamics that saturates at T i .
RESULTS
The system response V (t) is given by
where N i represents the number of basis functions S i needed to construct the system. For example, N 1 = 16, N 2 = 8, and N 3 = 1 for the C-V system in Fig. 1(b) . The fractal dimension of the system is given by D F = 1 + log(N R )/ log(R R ), Table 2 2.45 ± 0.05
The system response is characterized by time exponent α for t < T 1 and β for t > T s (see Fig. 2 ). For T 1 < t < T s , the time exponent (6) is given by (see Appendix A for the derivation and the conditions for the existence of a unique exponent)
where
Equation (7) is the key result of this article and provides a compact and universal description of diffusion-limited reaction kinetics in finite fractals. Note that the time exponent θ is directly related to the current transient exponents (η) in electrochemistry, θ = −η + 1. 28 To establish the validity of the result, we compare it to two asymptotic limits accessible via analytical (for s → ∞) and numerical (for s ∼ small) methods. At s → ∞, we find that Eq. (7) reduces to
a universal scaling law for diffusion towards infinite fractals. Note that such transparent approach to infinite limits is often not obvious in perturbative solutions. [24] [25] [26] There are several noteworthy features of Eq. (8): First, since γ = 2 for classical diffusion and since δ = 2 for homogenously filled system (from A i ∝ R 2 i , see Figs. 1(b) and 1(c)), the asymptotic limit is given as θ(s → ∞, D F ) = (3 − D F )/2, a well-known result for infinite systems. 18, 27 The results also indicate that the scaling law is indeed universal for all fractals with 1 < D F < 3, even with sub-diffusive transport (γ > 2) in the reaction volume. 28 Remarkably, the asymptotic limit is independent of the specific system under consideration, i.e. independent We validate Eq. (7) for the other asymptotic limit of 'small-s' systems by numerical simulation. While direct numerical simulation of Eq. (1) is possible for isolated structures like C-V for any value of s (see Appendix B), a similar task is computationally tractable only for very small systems (s ≤ 3) for fractals like C-R and C-S. For larger systems with s > 3, one must first identify D Fspecific individual 'spatial' basis functions S i and later sum (via Eq. (3)) the corresponding 'temporal' basis functions U i appropriately to find the composite response (see Fig. 1 (c) and also Appendices D and E). Figure 3(a) shows that the time exponents from numerical simulations agree well with the analytical solution throughout for both Cantor rods (2 ≤ D F < 3) and Cantor stripes (1 ≤ D F ≤ 2). In sum, both the analytical results for the infinite system and numerical results for 'small-s' system validate the finite-size results of Eq. (5) remarkably well.
For the regular fractals discussed till now, we found that the analytic results are well supported by numerical simulations. To explore the possibility that the analytical results may have broader relevance, we simulated the dynamics of particle capture for random fractals. We select a void in 2D percolation cluster as an example (shown in Fig. 4(a) ) with D F = 1.26 for the adsorbing boundary (obtained using box-counting technique). Note that the structure shown resembles the coastline of an island, whose D F is shown to be around system of voids in a percolation cluster. Curve A denotes the response of the smallest void (U r,0 ), while curve B denotes the response of the largest void U r,s (which is the same as the result shown in Fig. 4(a) ). Comparison of curves B, C and D indicates that the total response is dominated by the contribution from the smallest voids and it is due to this reason the time exponent of integrated response is not dictated by the size scaling exponent. In other words, the structure scaling exponent (i.e. 3.78 in N (r) ∝ r −3.78 ) is so much in favor of the smallest structures that the integrated response is dominated by them and hence the time exponent of integrated response is independent of the size scaling parameter. This surprising behavior is also clearly predicted by our analytic model (Appendix F). time range). Given that many natural fractals do occur close to the critical dimension, 31 the finitegeometry of the object do not preclude them from being kinetically infinite and be accessible to classical analysis through infinite fractals. If, on the other hand, the dimension of finite-fractals deviate significantly from D * F , s c increases so rapidly that the kinetic response of many practical systems never reach the 'idealized' limit (see phase diagram, Fig. 5 ). The fractal descriptions of such objects are still valuable, although the use of infinite systems to analyze its dynamics is obviously inappropriate. In sum, we believe that it is the relative response to external stimuli, rather than the geometry of the actual fractal, that defines the essence of 'finiteness' of fractals and such phase diagrams for finiteness is dictated by the physical processes involved.
DISCUSSIONS
The analytic result (Eq. (7) and Table 2 ) as well as the numerical simulations for the structures shown in Figs. 1(b)-1(d) has important implications in many different fields. For example, the structure shown in Fig. 1(b) could be used to study the dynamics of a pore fractal, while the structure shown in Fig. 1(c) could represent a plant root system and allow study of water/nutrient uptake during plant growth. Finally, the structure shown in Fig. 1(d) represents a wide class of finite-size sensors used to detect biological and chemical molecules. Further, once the basis functions are calibrated, Eq. (7) could be used to extract the D F of adsorbing structure with 1 < D F < 3 from its time response. We would also like to mention that D F alone is not sufficient to describe a system. For example, systems with same D F could exhibit different lacunarity. Our methodology is ideally suited to handle such systems, as the spatial and temporal basis functions are not uniquely determined by the D F alone, but by the actual geometry of the system (see Appendices D and E for Cantor rods and stripes). Hence systems with same D F but different lacunarity will need different set of basis functions and the methodology developed in this article can be used to study the critical effects of such anisotropies (also refer to Appendix G). Indeed, our results show that finite systems (small s) are more influenced by the structural details as compared to the asymptotic limits.
CONCLUSIONS
To summarize, our model of transient diffusion to fractal absorbers demonstrates that finiteness of fractals have considerable and non-intuitive influence in defining its temporal response and generalizes the classical results to 1 ≤ D F < 3 and to sub-diffusive transport towards fractal reaction surfaces. The model predicts unique scaling laws and shows that while all infinite systems with same D F exhibit exactly similar dynamics, significant differences exist in the response for small systems, as dictated by their individual basis functions. We find that for any finite systems: (i) the 'reaction' is decelerated below the critical dimension D * F and accelerated above it; (ii) the critical dimension that delineates this transition is characterized by sizeinvariance of the time-exponent and corresponding numerical values coincide closely with universal DLA exponent; and finally (iii) the phase boundary characterized by the crossover iteration s c provides a natural definition of 'finiteness' of the system. Finiteness so defined is not a geometrical attribute, but rather dictated by the physical processes by which the fractal interacts with its environment. Our methodology of using a hierarchy of model systems to address an otherwise intractable problem on random systems and our conclusions regarding the finite-size time-exponent, iteration-invariance of diffusion-limited aggregation, and crossover to asymptotic limits are quite generic; as such our approach may inspire reanalysis of other kinetic problems involving fractals, e.g. bimolecular recombination within fractal volumes, 32 transient charging of a capacitor with mesoporous electrode, 33 etc. . We obtain R max , R min , and D F of aggregates and porous fractals from 
APPENDICES
Here we provide the derivation of key results and detailed simulation methodology for the concepts discussed in this article. The topics discussed are: (i) the theoretical model using Generic SpatioTemporal Basis functions for fractals; (ii) response of Cantor Cylinders, Spheres, Rods, and Stripes, with analytic formulation and numerical validation; (iii) the dynamics of a random fractal (voids in a Percolation cluster); and (iv) the influence of specific basis functions on the system response.
A. DYNAMICS VIA GENERIC BASIS FUNCTIONS
In this section we discuss the dynamics of a generic fractal system. The generic basis functions are defined in Eqs. (4) and (5). Following the definition (Eq. (6)), we first derive the time exponent θ(s, D F ):
A.1. Analytic Expression for θ(s, D F )
From Eq. (3) and Fig. 2 , we obtain
. (9) Similarly,
We also have
Using Eqs. (9)- (11) 
This completes the derivation of Eq. (7) of the main text.
A.2. Asymptotic Limits s → ∞
Our assumption α > β implies that b > d. As s → ∞, the term log(R bs R − 1) (see Eq. (12)) dominates. Evaluating the limit, we find that
It is interesting to note that the asymptotic limit is independent of the parameters α or β. For classical
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diffusion γ = 2 and initial integrated density proportional to area of
The scaling relation, Eq. (13) is universal for 1 ≤ D F < 3, even with sub-diffusive transport γ > 2.
A.3. 's' Invariant D F
Our model also predicts the existence of structures which are 'robust' in terms of invariance of time exponent with respect to the size of the system. In such structures, 's' invariance implies that the exponent evaluated between any two levels of iteration should be the same as the asymptotic limits. For a system with s = 2, this leads to (by equating Eq. (12) with Eq. (13) for s = 2)
where 
. The crictical size s c can now be expressed in terms of F as
For 10% variation, we find that s c ∼ 10 (note that this analysis assumes R bsc R > 1 and hence is not valid for D F very close to 2, 3, D * F , etc.).
A.5. Conditions Necessary for Existence of Characteristic Asymptotic Exponent s → ∞
Finally, we provide the necessary conditions for the exponent θ(s, D F ) to be different from either α or β. The necessary conditions for existence of a distinct exponent are (see Fig. 2 as well): (a) contribution of any level i at its crossover time T i should be more than the contribution of its preceding level at . For other systems, the asymptotic exponent will be either α or β. In Appendix F, we will provide a counter-example (collection of all voids in a percolation cluster) for a system which does not satisfy the above relation and hence without an asymptotic time exponent, dictated by the structure scaling parameter.
All derivations in this section were done based on the assumption α > β. Although same methodology applies for α < β and Eq. (12) remains valid, the asymptotic limit (s → ∞) is given by α + β − (1 + δ − D F )/γ, the dependence on α and β being the most notable difference.
B. SYSTEM OF CANTOR CYLINDERS
Let us now discuss the dynamics of a system of Cantor cylinders. The cylinders are filled with analyte and allowed to adsorb on the inner surfaces from time t = 0 ( Fig. 6(a) ). The structure is defined as follows: R i and N i denote the radius and number of the cylinders at the ith iteration level, respectively. The cylinders with smallest radii constitute the first iteration level (i = 1) and R R denotes the ratio of radius of the cylinders between adjacent iteration levels (
In order to ensure that this transformed system is characterized by the same fractal dimension as the original problem we wish to solve, the ratio of the number of cylinders ( The time response can be obtained analytically by realizing that the region over which the particles are captured grows as c √ Dt (c is a constant) from the surface of the cylinders. 34 For t > 0, the number of particles captured on the inner perimeter of cylinder is given as
. Hence, the basis function for cantor cylinders is given as (see Fig. 6 (b) for numerical validation),
B.1. Variation of Time Exponent with s
Using Eqs. (9)- (11), and (16) following the derivation methodology of generic system, the time exponent is given as
. It should be noted that the basis functions for Cantor cylinders can be represented in terms of the generic basic functions (Eq. (4)) with two sets of parameters α 1 = 1/2, β = 0; α 2 = 1, β = 0. Hence all the characteristics for the generic system are expected to be present in this system also (with some variation for small s). In fact Eq. (17) is similar to the expression for time exponent for generic systems (Eq. (4)) with α = 1/2, β = 0, except for the term P 1 which shows the influence of the specific basis functions. We find that system of Cantor cylinders also show 's' invariant behavior for D F = 2.62 (for s > 10, see Fig. 6(c) ). The predictions of this model are very close to the results for the sophisticated system of Cantor rods (discussed in main text) which illustrates the value of simple models in studying complex systems.
C. SYSTEM OF CANTOR SPHERES
In this section we discuss the dynamics of a system of Cantor Spheres ( Fig. 7(a) ). Following the arguments given in Appendix B for Cantor cylinders, the temporal basis function for cantor spheres is given 
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as (Fig. 6(b) shows a comparison of the analytical and numerical results),
We follow the same methodology of Appendix A to derive the time exponents for the system of spheres. Note that D F = log(N R )/ log(R R ) for Cantor spheres. Using Eq. (18), the response at t = T s is given by
, where the smallest voids are assumed of unit size. The time exponent of the Cantor Sphere set is given as
The basis functions for Cantor spheres can be represented in terms of the generic basic functions (Eq. (4)) with three sets of parameters α 1 = 1/2, β = 0; α 2 = 1, β = 0; α 3 = 3/2, β = 0. Hence all the characteristics for the generic system are expected to be present in this system also (with some variation for small s, also note the similarity between Eqs. (17), (19) , and (12) with α = 1/2, β = 0). In fact the system of Cantor spheres also show 's' invariant behavior for D F ∼ 2.66 (for s > 10, see Fig. 7(c) ).
D. SYSTEM OF CANTOR RODS
In this section we discuss the system of cantor rods, especially the spatial basis functions and the simulation methodology employed to compute the time exponents. 
D.1. Analytic Basis Function (for
As compared to Cantor cylinders or Cantor spheres, analytic expressions for basis functions are difficult to obtain for s > 1. For s = 1, the following expression provides a good approximation (see Fig. 8 ).
or equivalently,
D.2. Spatial Basis Functions
For small systems with s ≤ 3, it is possible to directly compute the overall time response by solving Eq. system and following the partition shown using dotted lines, we find that the basic unit which consist of four cantor rods (bottom right corner of Fig. 9(a) ) can be uniquely represented using the spatial function S 1 . Similarly, the next higher iteration can be represented using S 2 and S 1 and so forth. The integrated time response in terms of the corresponding basis functions is given as
Using the relation
from Appendix B, it can be identified from Eq. (21) that N R = 4 for this structure. As the integrated particle density, i.e. area of S i scales as A i ∝ R 2 i , and assuming classical diffusion, we have δ = γ = 2. The response of individual basis functions are estimated numerically and summed according to Eq. (21) to obtain the integrated response. A comparison between the integrated response obtained by the full numerical simulation (i.e. solving time dependent diffusion equation directly) of the structure shown in Fig. 9(a) and the corresponding response using the basis function approach, shown in Fig. 9(c (7) of main text) in Fig. 3(a) of main text.
time exponents evaluated using both methods compare very well ( Fig. 9(d) ).
D.3. Numerical Extraction of θ(s, D F ) for Cantor Rods
For the basis function (s = 1) shown in Fig. 8(a) for Cantor rods, the crossover time , where γ = 2. The time exponents θ(s, D F ) for any level i is extracted by fitting a straight line in log-log plot over a time interval ∆T = T i −T 1 (see Fig. 10(a) ). The extracted exponents are compared with the analytical results in Fig. 3(a) 
E. CANTOR STRIPES
Numerical solution of the system of Cantor Stripes is tractable till s = 6 (after exploiting the symmetry
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of the system which reduces the computational effort by half). Unlike the system of Cantor rods, the system of Cantor Stripes does not have an obvious representation in terms of basis functions. But it should be noted that the basis functions for Cantor Stripes are the same as that for of Cantor rods shown in Fig. 9(b) , except for the spatial extent in the direction perpendicular adsorbing surface (for Cantor stripes it extend to infinity, while for rods it is only a finite value).
E.1. Numerical Extraction of θ(s, D F ) for Cantor Stripes
Similar to the system of Cantor rods, the crossover time T 1 for s = 1 for Cantor stripes is given by √ DT 1 = L 0 (R R −2)/2. T i for i > 1 is given by T i ∝ R (i−1)γ R , where γ = 2. The time exponents θ(s, D F ) for any level i is extracted by fitting a straight line in log-log plot over a time interval ∆T = T i −T 1 (see Fig. 10(b) ). The extracted exponents are compared with the analytical results in Fig. 3(a) of the main text.
E.2. Critical Size s c and D *

F
Cantor stripes describe a system with 1 < D F < 2. Using the set of parameters given in Table 1 of main text, with α = c 1 /D F + c 2 (we know α ∼ 1/D F from our previous work, 15 c 1 = 1.08 and c 2 = 0.08 predicts the numerical results shown in Fig. 3(c) of main text), β = 0.5 (due to the fact that at large times, the diffusion front for cantor stripes resemble a planar system 34 with a characteristic exponent of 0. 
F. DYNAMICS OF A RANDOM FRACTAL
