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INTRODUCTION 
In this note we shall be concerned with differential equations of the form 
dwldt = Q(w), 
where w is a complex valued function of a real variable t, and CD is analytic near 
the origin and vanishes there. Associated with this equation we have a local flow 
defined near the origin and having the origin as a fixed point. 
Our main result is that there are two numerical invariants associated with Q, 
which classify the induced flow up to conformal equivalence (i.e., up to analytic 
conjugacy). These two invariants are easily computed, and simple representatives 
of each equivalence class can be selected. Section 1 is devoted to a precise 
statement and proof of this classification. Section 2 comprises a gallery of phase 
portraits based on the classification scheme of Section 1. In Section 3, the 
results of the two previous sections are employed to investigate some natural 
questions concerning the recurrent behavior of flows induced by equations of 
the form (1). 
As can be seen from the short bibliography, this paper is essentially self- 
contained, using only standard results from complex analysis and ‘differential 
equations. The work deals with questions which appear to be fundamental and of 
rather broad interest. Yet, so far as we have been able to determine, the results 
are new, except, of course, for the classification in the linear case. There are 
many possible directions in which further research can be undertaken. However, 
we have chosen to present the initial results without delay, regarding them as 
first steps toward a more thorough analysis of analytic flows. 
1. THE CLASIFICATION THEOKEM 
,4s stated in the introduction, we are concerned with differential equations of 
the form 
dzo/dt = G(w), (1) 
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where @ is analytic in a neighborhood of the origin in the complex plane C. For 
a complex number 01 of sulliciently small modulus, and for t E R, with j t j 
sufficiently small depending on 01, we let w(t, a)) denote the solution of the above 
equation with initial value LX; more explicitly, w’(t, a) = @(w(t, a)) and zu(0, PL) = 
DL. Standard existence and uniqueness theorems [l] ensure that zu(t, CX) is well 
defined by these conditions. 
Suppose now that @I and @a are both analytic at 0 and let DI; , j = 1, 2, be 
initial values for which there exist solutions wj = zvj(t, aj) of dw[& = Gj(w), 
j = 1,2. 
DEFINITION. We say that the solutions w1 and w, me cmzformally equivalent 
at 0 provided that there is a function Y analytic to 0, with Y(0) = 0 and 
Y(0) i 0, such that 
Y(wJt, aj) = +(t, Y(a)) (3 
for j 01 / sufficiently small and j t j sufficiently small depending on a. We shall 
also say that theflows induced by the wj are conformally equizalent. As the observant 
reader will have noticed, our solutions need not be defined for all t, so that we are 
really dealing with equivalence of ZocaZJows [3, p. 174; 4, p. 1271. 
Remark 1. It is not difficult to see that if @$(O) f 0, j = 1, 2, then the 
conformal equivalence is automatic. On the other hand if @r(O) = 0 and 
@a(O) + 0, or vice versa, then the conformal equivalence is impossible. Therefore 
we make the 
STRANDING ASGUMPTION. For j = 1, 2, Qj is analytic and nonconstant in a 
neighborhood of 0 with Df(0) = 0. 
Remark 2. The above definition can be formulated for any zero of di, and 
any zero of Qz; we have chosen the origin only for convenience. All our results 
can be transferred from the origin to any other points in C. 
Remark 3. It is easy to check that the above relationship of conformal 
equivalence is indeed an equivalence relation. 
iEkiX4. Condition (2) is equivalent to the d$$rentiul equation. 
Yyw) @ll(m> = aqY(w)), / w / sufficiently small. (3) 
Proof. Suppose (2) holds. Then differentiating and using (1) we obtain 
Y’(w,(t, 4) @&Jlk 4 = @&a w4 = @,,cqz4t, 4)). 
Consequently Y’(zu) @r(zu) = @&P(w)) f or a sufficiently large set of w to ensure 
that (3) holds. In fact for each 01 for which ol(ol) f 0 we obtain a nondegenerate 
arc (wl(t, LX) 1 j t 1 small) on which these two analytic functions agree. 
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Conversely, let us assume (3). Then 
Therefore Y((w,(t, a)) and ~a(t, Y(U)) satisfy the same initial value problem, so 
that (2) follows from uniqueness. 
We are now ready for the main result of this section. 
THEOREM 1. Forj = 1,2, let Qj and wj be as described above. Then w1 alzd wE 
are conformally equivalent at 0 if and only a. the orders of vanishing of @I and Qz 
at 0 are equal, and, secondly, the relation 
Res(l& , 0) = Res(l/@, , 0) (4) 
holds fm the residues of l/B, and l/a2 at 0. 
Proof. Assume first the conformal equivalence of wr and wa . Then there 
exists a Y with a simple zero at 0 such that (2) holds and therefore, by the lemma, 
(3) holds. From the latter it follows easily that @a and Qz vanish at 0 with the 
same multiplicity. 
To prove (4), we choose E > 0 and define y to be the circle 
y(t) = ceit, 0 < t < 27T. 
Then, if E is sufficiently small, (3) yields 
as required. 
Conversely, let us assume that @r and Qe vanish at 0 with order n, n > 1, and 
the residue condition (4) holds. We prove the existence of a function satisfying (3) 
and having a zero of order 1 at the origin. Let X be the common value of the 
residues in (4). We suppose first that n = 1, in which case h # 0. Then 
(l/Qj(zu)) - (+) is analytic at 0, j = 1, 2, and we can define 
for 1 w j sufficiently sm.all. Next, we define 
H(w, PI = f&w) + A 1% EC -f&4 
for w near ‘0 and ,LI near 1, and where log is analytic at 1 with log 1 = 0. Then 
H is analytic, H(0, 1) = 0, and aH/&(O, 1) = X # 0. Therefore, by the 
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implicit function theorem, there is a function Y,, , analytic at 0, with Ya(0) = 1 
and satisfying H(w, Y,,(w)) = 0. Thus, if we define Y‘(U) = wYs(w), we 
obtain the equations Y(0) = 0, Y’(0) = 1, and 
f@+)) + A l~g~(z~>/z~) -f&J) = 0. 
Differentiation now gives 
as required for (3). 
Finally we consider the case where aj, and Q2 vanish at 0 with order YZ, n > 2. 
Again vve let h denote the common residue. Then (l/Qj(w)) - (@u) has an 
antiderivativefj in a deleted neighborhood of 0 with a pole of order n - 1 at 0. 
Therefore gj(w) = run-y’(w) is analytic and nonvanishing at 0, j = I, 2. Now 
choose pt, so that (g2(0)/&r) - g,(O) = 0 and define 
Then H is analytic, H(0, pa) = 0, and 
2 (0, PO) = p+z ge(0)/yl - gejoyp;--l P - PO 
= g,(O)(l - n) /-Lin + 0. 
Therefore we obtain Y,, holomorphic at 0 satisfying Y,,(O) = pa and 
H(zu, YO(w)) = 0. Consequently, letting Y(w) = wY,,(z~~), we obtain 
g,(Y(zu)) wT”-1 
Y(w)“-1 
+ Awn-1 log zQ!2 - &(ZL!) = 0 
‘W 
in a neighborhood of zero. 
We now divide by .z.v-~ and use the definition of gj , j = 1, 3, to conclude that 
$2(!qw)) + h log(Y(zL+) - fr(zu) = 0 
in a deleted neighborhood of 0. As before, differentiation yields the desired 
result. This completes the proof of the main theorem. 
Using the two invariants, order of ranishmg at 0 and residue of I[@ at 0, 
we can now produce a selected group of “model” flows. 
For zeros of order 1, the result is perhaps worthy of being restated as 
COROLLARY 1. If Q(O) = 0 and P(O) f 0, the frozus defined by dzuldt = 
@@) and dzuldt = Q’(O) w are confomally equivalent at 0. Thus if zo(t, a) is the 
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first of theseJZows, then there is a Y analytic and univalent in a neighborhood of 0, 
such that 
w(t, cd) = !F(Y(a) eb’(o)t) 
for ] 01 1 su.ciently small and 1 t 1 sufkiently small depending on 01. 
When CD has a zero of order n > 2 then the flows defined by dwldt = D(w) 
and ((l/w8) + h/zo)(dw/dt) = 1 are conformally equivalent, where, of course, 
h = Res(l/@, 0). If h + 0, then ((A/zP) + (h/w))(dw/dt) = 1 may be a more 
convenient model flow. In summary we have 
COROLLARY 2. The three classes of d$%ential equations dwjdt = yw (y # 0), 
dwjdt == wn (n > 2), and (l/wn) + (l/w)(dw/dt) = y (n > 2, y # 0) form a 
complete set of representatives of equivalence classes under the relation of conformal 
equivalence at 0 (for analytic, autonomousflows having the origin asjqedpoint). 
2. PHASE PORTRAITS OF THE MODEL FLOWS 
First we consider the equation 
((ll@) -t (llwN(~44 = Y, (5) 
where n > 2 and y is a nonzero complex number. If we make the substitution 
‘J = wl-n (6) 
then the equation can be integrated to obtain 
ze” = Ke’l-“hf (7) 
One approach is to graph the curves defined by (7), and then to obtain the 
trajectories of the original equation by “inversion” of the map (6). In this way 
one can get reasonably accurate phase portraits. 
The qualitative nature of (7) is governed mainly by the complex parameter y 
and only peripherally, and in the obvious way, by the value of II. The index ?Z 
plays a larger role when we “invert” the map (6), as will be seen later. 
We consider three cases: Re y = 0; Re y f 0, Im y = 0; and Re y i 0 f 
Im y. The simplest of these is Re y = 0. In this case, the coordinate functions 
of a solution x = 3~’ + iu of (7) satisfy the equation 
x.2 + J.‘” = ce-sz, (8) 
where c > 0. This can be seen by equating the squares of the moduli in Eq. (7). 
The family of curves defined by (8) is pictured in Fig. 1. 
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FIG. 1. The curves 2 + y’ = cc”“. 
Since we will refer to this example in the next section, we pause here to point 
out a few features. The curve corresponding to c = e-a, which we shall refer to 
as the separatrix, passes through z = -1 and encircles the origin. For c < 6, 
each curve has two components, one of which is a simple closed curve lying 
inside the separatrix and enclosing the origin; the other component lies inside 
the left-hand wedge determined by the separatrix. For c > eCZ, the curves have 
one component lying outside the separatrix as indicated. 
Inverting in the unit circle we obtain the picture in Fig. 2. If n = 2, this is 
the phase portarit for (5) modulo orientation. In our picture, the orientation of 
the curves corresponds to y = i, 
Thus when 71 = 2 and Re y = 0, there is an orbit having - 1 as its 01- and 
w-limit set [3, p. 1981; for brevity we shall call such an orbit ‘rhomoclinic’3 
(at -1). This homoclinic orbit encloses the origin and the region exterior to it 
is foliated by a family of analytic Jordan curves which are periodic orbits of 
the flow. (The analyticity of these curves will be discussed in further detail 
in Section 3.) Inside the homoclinic orbit one has relatively simple asymptotic 
behavior. -U but two orbits are homoclinic to the origin, while two orbits run 
from 0 to -1 in opposite directions. 
If n > 2 the phase portrait is simply an (II - I)-fold covering of Fig. 2 with 
singularities at the (~2 - l)-st roots of -1. In Fig. 3, the portrait for lz = 4 and 
y = i is illustrated. 
Multiplication of y by a real scalar affects only speed and direction of the flow 
along orbits, but not the orbits themselves. Hence Figs. 2 and 3 (and the general- 
izations to other values of n) represent all possible phase portraits for pure 
imaginary ‘J. 
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FIG. 2. Portrait of w’ = id/(1 + 20). 
FIG. 3. Portrait of w‘ = iz#/(l + ~8”). 
When Re y + 0, one can obtain phase portraits as follows. With (1 - n)r = 
u + bi, we eliminate t from Eq. (7) b- d’fl v I ‘erentiation, and solve for the real and 
imaginary parts of x = x f i.. The expressions for druldt and dy/dt thus 
obtained define a vector field in the complex plane. Some of the integral curves 
of the corresponding direction field dyjdx are indicated in Fig. 4 for the case 
b = 0. 
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FIG. 4. The curves zei = I(&. 
Of interest here is the hyperbolic nature of the flow at -1 and the source 
(or sink) at 0. 
In the remaining case, b + 0, a picture is obtained which, except near 0, is a 
skewed version of that for B = 0. This is shown in Fig. 5 for b = 1. The 
equations of the upper and lower circles (where the direction field becomes 
vertical and horizontal, respectively) are 9 + N + y” - by = 0 and 
b(x” + x + y”) + y = 0. 
FIG. 5. The curves ze2 = Ke”+“‘. 
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In both these cases, we must invert these portraits in the unit circle and 
“take (n - l)-st roots” as we did in the first model. 
For b = 0 and n = 2, inversion in the unit circle produces Fig. 6, and the 
corresponding picture for b = 1 is shown in Fig. 7. We omit the construction of 
representative (n - I)-fold coverings in these cases. 
FIG. 6. Portrait of w’ = w2/(1 + zu) near 0. 
FIG. 7. Portrait of w’ = (1 + Qw*/(l + W> near 0. 
We turn now now to the remaining two types of differential equations. The 
first order linear equation 
da+& = xw, A#0 
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can be integrated to obtain the solutions 
.w = woeAt. 
Here, of course, one has the classical descriptions depending on X. The fixed 
point 0 is either a center (Re h = 0), a stable or unstable focus (Re h f 0 # 
Im X) or a stable or unstable improper node (Im A = 0). A complete discussion 
can be found, for example, in [1, I). 1031. 
Remark. As will be shown in Section 3, the equation dzuldt = Aw, Re X # 0, 
is the only analytic equation for which the origin has the whole plane as its 
stable [or unstable) manifold; i.e., for which the origin is a global sink (or source). 
We also point out that if Re h and Rep are both nonzero then the portraits 
for the corresponding linear equations are topologically equivalent near 0, 
even though the flows are not conformally equivalent at 0. 
To illustrate this in a special case, consider the isotopy H: 3 >: I + d of the 
closed unit disk given by 
for z + 0 and s in I, and by H(0, s) = 0 for all s in I. This isotopy deforms the 
phase portrait for the equation dzuldt = --TED onto that of dwjdt = (-1 + btjw 
as s varies from 0 to 1. 
Finally, we consider the last class of models, 
It is somewhat simpler to rescale this equation and deal with the conformally 
equivalent 
dwldt = w”/(l - n). 
The solution with initial value w,, satisfies the relation 
W n-1 = w;-l/(l + w;-5). 
Here one obtains ~z - 1 rays along which j w 1 tends to GO in finite positive 
time and n - 1 rays along which 1 w 1 tends to co in finite negative time. All 
other orbits are homoclinic to the origin. In Fig. 8 we have the phase portrait 
for n = 4. 
Remark. We observe that the phase portraits in Figs. 2, 6, and 7 are quali- 
tatively equivalent (near the origin), although the flows, of course, are not 
analytically conjugate. In general one can say that if @r , Qz vanish to the same 
order n > 2 at 0 and if the residues Res(l/@, , 0) are both nonzero (or both zero), 
then the phase portraits near 0 are homeomorphic. 
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FIG. 8. Portrait of w’ = w4. 
3. DYNAMICAL BEHAVIOR 
We now apply the work of the previous two sections to investigate the con- 
sequences of certain types of dynamical behavior of our analytic flows. Our first 
result treats the question of which of these flows admit periodic orbits. The 
remaining results show that only the appropriate linear model flows admit global 
sources, sinks, or centers, respectively. 
By a closed analytic Jordan curve we mean the image of the unit circle y under 
a map that is analytic in a neighobrhood of y, univalent on y, and has a non- 
vanishing derivative on y. 
THEOREM 2. Suppose r is a closed analytic Jordan curve surrounding the 
origin and that CD is a function that is analytic throughout a neighborhood of r 
and its interior, that is not identically zero, and that vanishes at 0. Suppose further 
that r is invariant for tlze jlow deJned bJ1 dwldt = G(w). 
Then the Maclaurin series for di has the form @p(w) = uw + O(we) where o 
is nonzero and pure imaginary. Moreover, if I’is the unit circle, then D(w) = crw. 
Remark. We use the term invariant in the usual sense of dynamical systems 
[3]. Thus, to say that r is invariant means that if CL is a point of r then the 
solution curve w(t, LX) lies in r. 
Proof. By a suitable extension of the Riemann Mapping Theorem [2, p. 3461, 
we may choose a function Y which maps the closed unit disk A onto the closure 
of the region bounded by r, takes y onto r, 0 to 0, and which is analytic and 
univalent throughout a neighborhood of A. 
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Consider the differential equation 
dxjdr = (dY’(z)jdz)-‘@(Y(.z)). (9) 
Denoting the right-hand side by p(x), we see that p is analytic in a neighborhood 
U of A, p(0) = 0, and the unit circle in invariant for the flow defined by (9). 
Thus, for each x on y, the vector p(z) is tangent to the unit circle at x. This 
implies that p(z) is a pure imaginary multiple of Z. 
jlvlow define a function (J in the neighborhood U by U(Z) = p(zj;z. Since 
p(O) = 0, 0 is well defined and analytic in U. However, the restriction of CT to y 
is pure imaginary and it follows (from the maximum principle for harmonic 
functions, for example) that D is constant in U. 
Thus p(z;> = uzz for all 2 in U, where 5 is a pure imaginary constant. Since =@ 
is not identically zero, 5 f 0. This proves the second assertion of the theorem 
en passant. 
Now, since the Maclaurin series for Y begins with a nonzero first order term, 
it follows from the definition of p that G(W) = crw + higher order terms, 
which completes the proof of the theorem. 
Remrk. It is interesting to compare this result with the situation presented 
by the model flow ((l/w”) + (ljw))(d~~/dt) = y, where n. 2 2 and y is pure 
imaginary and nonzero. For this flow there are invariant Jordan curves, yet 
G(w) = .~~“/‘(l + ZU’~-~) has a Rlaclaurin series beginning with terms of order 
12 > 2. The reason that this does not contradict the theorem is that @ is not 
analytic inside these invariant curves, since they all surroung the unit circle 
on which @ has poles. 
To see that the periodic orbits of the above equation are indeed analytic 
Jordan curves notice first that it suffices to prove this for the simple closed 
curves {Pk. defined implicitly for 0 < k < l/e by the equation .seZ = Ke”-“)vt 
(see Section 2). If 0 < K < l/e then this equation defines a curve with two 
LLbranches,” one of which is r, . 
Letting F(Z) = ;ye”, we have F’(0) = 1 so F is univalent near 0. There is a 
well-defined analytic inverse function which maps the circles y,(t) = ke(l-nivt 
onto the curves r, . Thus, at least for k sufficiently small, the r, are analytic 
Jordan curves. 
We turn now to another collection of remarks which focuses ultimately on the 
question of which of our analytic flows admit global sources (or sinks) at the 
origin. Keeping in mind the possibility of other applications of these ideas we 
shall at first keep the remarks general in nature. 
We saw in Corollary 1 of Section 1 that if @(O) = 0 and G’(O) f 0, then the 
flows defined by dwjdt = Q(w) and dwldt = W(O) . ru are conformally equivalent 
at 0. It is interesting to observe that the formula 
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explicitly defines a function Y that maps the former flow onto the model flow. 
Some words of justification and explanation are required. First note that the 
integrand is analytic in any neighborhood of 0 in which @ is analytic and in 
which @(z)/z does not vanish. Thus, if me choose a simply connected neigh- 
borhood with these properties, it is clear that Y is well defined by (10). This 
being so, a calculation shows that Y’(W) Q(W) = G’(O) Y(W), which is Eq. (3) 
with $(zu) = @(w) and @a(w) = G’(O) w. Hence Y is indeed the required 
mapping. More precisely, Eq. (2) yields Y(w(t, a)) = Y(a) e@‘(o)*> where 
~(t, a) is the flow associated with @. 
Formula (10) provides a means of extending Y, originally known to exist 
only locally near 0, to any simply connected region with the properties enumer- 
ated above. As an example, let us suppose that the domain of analyticity of @ 
contains a domain of attraction, say D, for the flow dw/dt = @(zu). Explicitly, 
for each LY. in D, w(t, a) is defined and lies in D for all t 2 0, and w(t, CX) + 0 
as t -+ co. We suppose that D is open, connected, and simply connected (it can 
be shown that, since P(O) # 0, the maximal such D has these properties). 
Clearly @ is nonvanishing in D - (0). H ence the function Y is well defined in D 
by (lo), and, of course, analytic in D. Moreover the univalence of Y, originally 
known only locally, holds throughout D. To see this, suppose Y(U) = Y(/3) 
for some points ol;p in D. By Eq. (2), Y(w(t, a)) = Y(zu(t, p)) for all t > 0. 
But for t sufficiently large, w(t, LX) and w(t, j3) 1 ie in a neighborhood of 0 where Y 
is univalent, and therefore u(f, cz) = w(t, /3) for t sufficiently large. By uniqueness 
it then follows that 01 = /3. 
VVe now use this univalence to prove 
THEOREM 3. Let @ be entire and suppose the zvkole plane is the region of attrac- 
tion for 0. Then Q(w) = cw where c has negative real part. 
Proof. We first show that W(O) # 0. A ssume to the contrary that @ has 
order n at 0, n > 2. By Theorem 1, the flow induced by @ is conformally 
equivalent at 0 to one of the model flows of order n. Hence the phase portrait 
for @ at 0 is an n-fold covering of one of those in Figs. 2, 6, 7 or a variation 
on Fig. 8. In any case, we can select two homoclinic orbits 01 and p and an arc y 
joining them on which the flow is transverse outward, as pictured qualitatively 
in Fig. 9. 
Let x0 be a point inside 01, again as pictured in Fig. 9. Now, if every point in 
the plane tends toward 0 in positive time, then as a point p varies from 01 to /3 
along y, the orbit of p describes a family of simple closed curves missing so . 
The winding numbers of these curves with respect to z, vary continuously 
from 1 (when p = a: n y) to 0 (when p = F n r), which is impossible. So, 
after all, the order of @ at 0 must be 1; Q’(O) + 0. 
By the remarks preceding this theorem, we can now say that @ is conjugate 
by an entire univalent Y to the flow induced by the linear function w -j G’(O) ’ w. 
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Since an entire univalent function has the form am + b, and since Y(O) = 0, 
Y’(0) + 0, we see that If/ is the identity function and @(zoj = @‘(O)zr;, which 
completes the proof. 
FIG. 9. An arc y transverse 10 the flow and meeting two homoclinic orbits Lx and 8. 
Obviously the same result (except that Re c > 0) holds for the case that 0 is 
a global source, i.e., when .zu(t, CX) -+ 0 as t + -K! for every 5 in C. Similar 
ideas will now be applied to the case that 0 is a global center. 
THEOREM 4. Suppose 6, is entire, D(O) = 0 and that the oribt of ereq. point 
in C is a periodic ozrbit emlosing the origin. Then @(zG> = CZL where c is pure 
imaginary and mmzer’o. 
Remark. In particular, one cannot have an analytic equation whose orbits 
form, sap, a family of ellipses. 
Proof. As a cursory examination of the phase portraits in Section 2 shows, 
G’(O) must be nonzero and pure imaginary. (Alternativeip, we can apply Theo- 
rem 2.) It only remains to show that Y is univalent in C! for then as in Theorem 3; 
Y must be the identity map. Notice that @ vanishes only at 0, so that Y is well. 
defined throughout C by (10). 
We now show Y is univalent throughout C. By a standard application of the 
argument principle for analytic functions, Y is univalent inside any orbit of 
our ffow provided it is univalent on that orbit. Hence let us suppose that Y(a) = 
Y(w(s, LX)), where 01 is a point of C - (0) and s E R. By Eq. (3), Y(zs(s, x)) -= 
Y(a) eiks where Q’(O) = ik. Since Y(a) f 0, r me conclude that ks s 0 (mod 2~). 
The proof will be complete if we can show that W(S, ,!3) == /3 for all /? in C. Since 
both sides of this expression are analytic in /3, we need only establish the equation 
for / /3 / small. But then, by the univalence of Y near 0, the problem reduces to 
proving Y((zLI(s, 8)) = Y(p). This, however, is immediate from Eq. (2) and the 
above-noted congruen.ke for s. 
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