Abstract-We derive inner and outer bounds on the capacity region for a class of three-user partially connected interference channels. We focus on the impact of topology, interference alignment, and interplay between interference and noise. The representative channels we consider are the ones that have clear interference alignment gain. For these channels, Z-channel type outer bounds are tight to within a constant gap from capacity. We present near-optimal achievable schemes based on rate-splitting, lattice alignment, and successive decoding.
I. INTRODUCTION
The capacity of the interference channel is one of the most challenging open problems in network information theory. The capacity region is not known in general, except for a specific range of channel parameters. For the two-user scalar Gaussian interference channel (GIC), where the interference alignment is not required, the approximate capacity region to within one bit is known [5] . For the channels where interference alignment is required such as the K-user GIC [6] - [9] , [11] , [15] and the Gaussian X-channel [13] - [15] , a tight characterization of the capacity region is not known, even for symmetric channel cases.
A tractable approach to the capacity of interference channels is to consider partial connectivity of interference links and analyze the impact of topology on the capacity. Topological interference management [12] approach gives important insights on the degrees-of-freedom (DoF) of partially connected interference channels and their connection to index coding problems [22] - [24] . It was shown in [12] that the symmetric DoF of a partially connected interference channel can be found by solving the corresponding index coding problem. The Kuser cyclic Gaussian interference channel is considered in [10] where an approximate capacity for the weak interference regime and the exact capacity for the strong interference regime are derived.
In this paper, we consider a particular class of partially connected three-user GIC of the form: y = Gx + z where
and the topology matrix G ∈ {0, 1}
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fully connected channel with all-one matrix G, which we call channel type 0, is known as a degraded GIC [1] - [4] .
The side information graph representation G of an interference channel satisfies the following: 1) A node represents a transmitter-receiver pair, or equivalently, the message. 2) There is a directed edge from node i to node j if transmitter i does not interfere at receiver j. For example, Fig. 1 describes the side information graphs for 10 channel types, where G i corresponds to channel type i. Based on side information graph representation, the capacity region outer bound is given in the following theorem.
Theorem 1 (Capacity region outer bound): For a partially connected three-user GIC as defined above, any achievable rate triple
for every induced acyclic subgraph K of the side information graph representation G of the channel.
This outer bound is valid for all 64 channel types based on the topology of G. In particular, the outer bound regions R o for 10 channel types in Fig. 1 are summarized in Table  I . The topology-specific outer bounds in the table are slightly tighter than the general expression in Theorem 1. As shown in Fig. 1 , channel types 1, 2, and 3 have a 2-cycle in their side information graphs (G 1 , G 2 , and G 3 ) while channel types 4 and 5 have a 3-cycle in their graphs (G 4 and G 5 ). There are 25 channel types that do not include any of these structures (2-cycle or 3-cycle) in their graphs. For these channel types, the outer bound (and also the approximate capacity) can be characterized by seven inequalities as those for channel type 0 in Table I with slight changes in the right-hand sides. It means that the capacity region does not significantly change from that of channel type 0 unless the channel includes a cycle in its side information graph. The rest of channel types have at least one cycle in their graphs, and their outer bound regions (and the approximate capacity regions) are similar to one of those for channel types 1-9 in Table I .
The outer bounds are derived by giving a subset of messages as side information to each receiver and by showing optimality of i.i.d. Gaussian input distribution. The derivations are similar to those of the outer bounds for the one-sided interference channel or the Z-interference channel [2] - [5] . Due to space limit, the proof is omitted and can be found in [26] . Note the structural similarity of the outer bound in Theorem 1 to that for the broadcast channel with receiver message side information [25, Theorem 4] and that for the index coding capacity region problem [24, Corollary 1] . They are all based on the side information graph representation. In this version of the paper, we present achievable schemes for channel types 1, 2, and 3. Achievable schemes for other channel types and the constant-gap capacity can be found in [26] .
Theorem 2 (Capacity region to within one bit): For channel types 1, 2, and 3, for any rate triple (R 1 , R 2 , R 3 ) on the boundary of the outer bound region, the point (
Lattice coding based on nested lattices is shown to achieve the capacity of the single user Gaussian channel in [16] . The idea of lattice-based interference alignment by decoding the sum of lattice codewords appeared in the conference version of [8] . This lattice alignment technique is used to derive capacity bounds for three-user interference channels in [6] , [7] . The idea of decoding the sum of lattice codewords is also used in [17] - [19] to derive the approximate capacity of the two-way relay channel. An extended approach, compute-and-forward [20] , [21] enables to first decode some linear combinations of lattice codewords and then solve the lattice equation to recover the desired messages. This approach is also used in [11] to characterize approximate sum-rate capacity of the fully connected K-user interference channel.
The single user capacity at receiver k is denoted by
. Let C denote the capacity region of an interference channel. Also, let R i and R o denote the capacity inner bound and the capacity outer bound, respectively. Thus,
on the the boundary of R i with a point (R 1 , R 2 , R 3 ) on the the boundary of R o , the rate gap is denoted by
II. ACHIEVABLE SCHEMES

A. Inner Bound: Channel Type 1
Lattice Λ is a discrete subgroup of R n , Λ = {t = Gu : u ∈ Z n } where G ∈ R n×n is a real generator matrix. Quantization with respect to Λ is Q Λ (x) = arg min λ∈Λ x − λ . Modulo operation with respect to
Suppose that we use nested lattices Λ ⊆ Λ t with σ 2 (Λ) = S, G(Λ) = 
The achievable scheme is based on rate-splitting, lattice coding, and interference alignment. Message M 1 is split into two parts: M 11 and M 10 , so R 1 = R 11 + R 10 . Transmitter 1 sends x 1 = x 11 + x 10 where x 11 and x 10 are coded signals of M 11 and M 10 , respectively. Transmitters 2 and 3 send x 2 and x 3 , coded signals of M 2 ∈ {1, 2, . . . , 2 nR2 } and M 3 ∈ {1, 2, . . . , 2 nR3 }. In particular, x 11 and x 3 are lattice-coded signals. For x 10 and x 2 , i.i.d. random codes with Gaussian distribution can be used since they are not used for lattice interference alignment.
We use the lattice construction of [18] , [19] with the nested lattices Λ 3 ⊂ Λ 1 ⊂ Λ c . The coding lattice Λ c is used for both x 11 and x 3 . Λ 1 and Λ 3 are shaping lattices for x 11 and x 3 , respectively. The lattice signals are formed by
The received signals are given by y 1 = x 11 +x 2 +x 10 +z 1 , y 2 = [x 11 + x 3 ] + x 2 + z 2 , and y 3 = x 3 + z 3 . where x f = [x 11 + x 3 ] is the sum of interference, and z 2 = x 10 + z 2 and z 3 = x 2 + z 3 are the effective Gaussian noise.
At the receivers, successive decoding is performed in the following order: x 11 → x 2 → x 10 at receiver 1, x f → x 2 at receiver 2, and receiver 3 only decodes x 3 
at receiver 1,
at receiver 2 where c 11 =
(1−α0)P
(1−α0)P +P = 1−α0 2−α0 ,
at receiver 3 where c 3 =
In the following, we analyze the gap between inner and outer bounds. We choose the parameter α 0 = N2 P , which is suboptimal but good enough to achieve a constant gap. This choice of parameter, inspired by [5] , ensures making efficient use of signal scale difference between N 1 and N 2 at receiver 1, while keeping the interference of x 10 at the noise level N 2 at receiver 2. We can assume P ≥ 3N k for k = 1, 2, 3. Otherwise, showing one-bit gap capacity is straightforward. can be expressed as is given by
For comparison, let us look at the achievable rate region. The first term of T 1 is lower bounded by
We get the lower bounds:
For fixed α 2 and R 2 = 1 2 log α2P 2N2 , the two-dimensional achievable rate region is given by
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is given by
Now, let us look at the achievable rate region.
Let us look at the achievable rate region. The first term of T 1 is lower bounded by
For fixed α 2 and R 2 = 1 2 log α2P 2N2 , the following twodimensional rate region is achievable.
In all three cases above, by comparing the inner and outer bound rate regions, we can see that Δ 1 ≤ 
B. Inner Bound: Channel Type 2
For this channel type, rate splitting is not necessary. Transmit signal x k is a coded signal of M k ∈ {1, 2, . . . , 2 nR k }, k = 1, 2, 3. In particular, x 2 and x 3 are lattice-coded signals using the same pair of coding and shaping lattices. As a result, the sum x 2 + x 3 is a dithered lattice codeword. The power allocation satisfies E[
2 ] = nP , and E[ x 3 2 ] = nP . The received signals are y 1 = [x 2 + x 3 ] + x 1 + z 1 , y 2 = x 2 + x 1 + z 2 , and y 3 = x 3 + x 1 + z 3 .
• At receiver 1, [x 2 + x 3 ] is first decoded while treating x 1 + z 1 as noise. Next, x 1 is decoded from y 1 − [x 2 + x 3 ] = x 1 + z 1 . For reliable decoding, the code rates should satisfy
• At receiver 2, x 2 is decoded while treating x 1 + z 2 as noise. Similarly at receiver 3, x 3 is decoded while treating x 1 + z 3 as noise. For reliable decoding, the code rates should satisfy
Putting together, we get
In the following, we analyze the gap between inner and outer bounds. The two-dimensional outer bound region at
can be expressed as
Depending on the bottleneck of min{·, ·} expressions, we consider the following three cases.
The two-dimensional outer bound region at
For fixed α 1 and
, the following twodimensional region is achievable.
Case ii) N 2 ≤ α 1 P ≤ N 3 : The two-dimensional outer bound region at
For fixed α 1 and R 1 = 1 2 log α1P N1 , the following twodimensional region is achievable.
Case iii)
In all three cases above, by comparing the inner and outer bounds, we can see that Δ 1 ≤ 3 2 ] = nP for some α ∈ [0, 1]. The received signals are y 1 = x 3 + x 1 + z 1 , y 2 = x 3 + x 2 + z 2 , and y 3 = x 3 + x 1 + x 2 + z 3 .
• At receiver 1, x 3 is first decoded while treating x 1 + z 1 as noise. Next, x 1 is decoded from y 1 − x 3 = x 1 + z 1 . For reliable decoding, the code rates should satisfy
• At receiver 2, x 3 is first decoded while treating x 2 + z 2 as noise. Next, x 2 is decoded from y 2 − x 3 = x 2 + z 2 . For reliable decoding, the code rates should satisfy
• At receiver 3, x 3 is decoded while treating x 1 +x 2 +z 3 as noise. For reliable decoding, the code rates should satisfy
Putting together, we get R 1 ≤ T 1 , R 2 ≤ T 2 , and R 3 ≤ T 3 = min{T 3 , T 3 , T 3 } where T 1 = 
For αP ≥ N 3 , the two-dimensional achievable rate region at R 3 = 1 2 log P 3αP is
By comparing the inner and outer bounds, we can see that Δ 1 ≤ 
