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The Matrix Dyson Equation
and its Applications for Random Matrices
László Erdo˝s
Abstract. These lecture notes are a concise introduction of recent techniques to
prove local spectral universality for a large class of random matrices. The general
strategy is presented following the recent book with H.T. Yau [45]. We extend the
scope of this book by focusing on new techniques developed to deal with gen-
eralizations of Wigner matrices that allow for non-identically distributed entries
and even for correlated entries. This requires to analyze a system of nonlinear
equations, or more generally a nonlinear matrix equation called the Matrix Dyson
Equation (MDE). We demonstrate that stability properties of the MDE play a cen-
tral role in random matrix theory. The analysis of MDE is based upon joint works
with J. Alt, O. Ajanki, D. Schröder and T. Krüger that are supported by the ERC
Advanced Grant, RANMAT 338804 of the European Research Council.
The lecture notes were written for the 27th Annual PCMI Summer Session
on Random Matrices held in 2017. The current edited version will appear in the
IAS/Park City Mathematics Series, Vol. 26.
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1. Introduction
“Perhaps I am now too courageous when I try to guess the
distribution of the distances between successive levels (of en-
ergies of heavy nuclei). Theoretically, the situation is quite
simple if one attacks the problem in a simpleminded fashion.
The question is simply what are the distances of the charac-
teristic values of a symmetric matrix with random coefficients.”
Eugene Wigner on the Wigner surmise, 1956
The cornerstone of probability theory is the fact that the collective behavior
of many independent random variables exhibits universal patterns; the obvious
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examples are the law of large numbers (LLN) and the central limit theorem (CLT).
They assert that the normalized sum of N independent, identically distributed
(i.i.d.) random variables X1,X2, . . . ,XN ∈ R converge to their common expecta-
tion value:
(1.0.1)
1
N
(
X1 +X2 + . . .+XN)→ EX1
as N→∞, and their centered average with a √N normalization converges to the
centered Gaussian distribution with variance σ2 = Var(X):
SN :=
1√
N
N∑
i=1
(
Xi −EXi) =⇒ N(0,σ2).
The convergence in the latter case is understood in distribution, i.e. tested against
any bounded continuous function Φ:
EΦ(SN)→ EΦ(ξ),
where ξ is an N(0,σ2) distributed normal random variable.
These basic results directly extend to random vectors instead of scalar valued
random variables. The main question is: what are their analogues in the non-
commutative setting, e.g. for matrices? Focusing on their spectrum, what do
eigenvalues of typical large random matrices look like? Is there a deterministic
limit of some relevant random quantity, like the average in case of the LLN (1.0.1).
Is there some stochastic universality pattern arising, similarly to the ubiquity of the
Gaussian distribution in Nature owing to the central limit theorem?
These natural questions could have been raised from pure curiosity by math-
ematicians, but historically random matrices first appeared in statistics (Wishart
in 1928 [79]), where empirical covariance matrices of measured data (samples)
naturally form a random matrix ensemble and the eigenvalues play a crucial
role in principal component analysis. The question regarding the universality
of eigenvalue statistics, however, appeared only in the 1950’s in the pioneering
work [78] of Eugene Wigner. He was motivated by a simple observation look-
ing at data from nuclear physics, but he immediately realized a very general
phenomenon in the background. He noticed from experimental data that gaps
in energy levels of large nuclei tend to follow the same statistics irrespective of
the material. Quantum mechanics predicts that energy levels are eigenvalues of
a self-adjoint operator, but the correct Hamiltonian operator describing nuclear
forces was not known at that time. Instead of pursuing a direct solution of this
problem, Wigner appealed to a phenomenological model to explain his observa-
tion. His pioneering idea was to model the complex Hamiltonian by a random
matrix with independent entries. All physical details of the system were ignored
except one, the symmetry type: systems with time reversal symmetry were mod-
eled by real symmetric random matrices, while complex Hermitian random ma-
trices were used for systems without time reversal symmetry (e.g. with magnetic
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forces). This simple-minded model amazingly reproduced the correct gap statis-
tics. Eigenvalue gaps carry basic information about possible excitations of the
quantum systems. In fact, beyond nuclear physics, random matrices enjoyed a re-
naissance in the theory of disordered quantum systems, where the spectrum of a
non-interacting electron in a random impure environment was studied. It turned
out that eigenvalue statistics is one of the basic signatures of the celebrated metal-
insulator, or Anderson transition in condensed matter physics [13].
1.1. Random matrix ensembles Throughout these notes we will consider N×N
square matrices of the form
(1.1.1) H = H(N) =

h11 h12 . . . h1N
h21 h22 . . . h2N
...
...
...
hN1 hN2 . . . hNN
 .
The entries are real or complex random variables constrained by the symmetry
hij = h¯ji, i, j = 1, . . . ,N,
so that H = H∗ is either Hermitian (complex) or symmetric (real). In particular,
the eigenvalues of H, λ1 6 λ2 6 . . . 6 λN are real and we will be interested
in their statistical behavior induced by the randomness of H as the size of the
matrix N goes to infinity. Hermitian symmetry is very natural from the point
of view of physics applications and it makes the problem much more tractable
mathematically. Nevertheless, there has recently been an increasing interest in
non-hermitian random matrices as well motivated by systems of ordinary differ-
ential equations with random coefficients arising in biological networks (see, e.g.
[11, 38] and references therein).
There are essentially two customary ways to define a probability measure on
the space of N×N random matrices that we now briefly introduce. The main
point is that either one specifies the distribution of the matrix elements directly
or one aims at a basis-independent measure. The prototype of the first case is the
Wigner ensembles and we will be focusing on its natural generalizations in these
notes. The typical example of the second case are the invariant ensembles. We
will briefly introduce them now.
1.1.2. Wigner ensemble The most prominent example of the first class is the tra-
ditional Wigner matrix, where the matrix elements hij are i.i.d. random variables
subject to the symmetry constraint hij = hji. More precisely, Wigner matrices are
defined by assuming that
(1.1.3) Ehij = 0, E|hij|2 =
1
N
.
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In the real symmetric case, the collection of random variables {hij : i 6 j} are
independent, identically distributed, while in the complex hermitian case the distri-
butions of {Rehij, Imhij : 1 6 i < j 6 N} and {
√
2hii : i = 1, 2, . . . ,N} are
independent and identical.
The common variance of the matrix elements is the single parameter of the
model; by a trivial rescaling we may fix it conveniently. The normalization 1/N
chosen in (1.1.3) guarantees that the typical size of the eigenvalues remain of
order 1 even as N tends to infinity. To see this, we may compute the expectation
of the trace of H2 in two different ways:
(1.1.4) E
∑
i
λ2i = ETrH
2 = E
∑
ij
|hij|
2 = N
indicating that λ2i ∼ 1 on average. In fact, much stronger bounds hold and one
can prove that
‖H‖ = max
i
|λi|→ 2, N→∞,
in probability.
In these notes we will focus on Wigner ensembles and their extensions, where
we will drop the condition of identical distribution and we will weaken the in-
dependence condition. We will call them Wigner type and correlated ensembles.
Nevertheless, for completeness we also present the other class of random matri-
ces.
1.1.5. Invariant ensembles The ensembles in the second class are defined by the
measure
(1.1.6) P(H)dH := Z−1 exp
(
−
β
2
NTrV(H)
)
dH.
Here dH =
∏
i6j dhij is the flat Lebesgue measure on R
N(N+1)/2 (in case of
complex Hermitian matrices and i < j, dhij is the Lebesgue measure on the
complex plane C instead of R). The (potential) function V : R → R is assumed
to grow mildly at infinity (some logarithmic growth would suffice) to ensure that
the measure defined in (1.1.6) is finite. The parameter β distinguishes between
the two symmetry classes: β = 1 for the real symmetric case, while β = 2 for the
complex hermitian case – for traditional reason we factor this parameter out of
the potential.
Finally, Z is the normalization factor to make P(H)dH a probability measure.
Similarly to the normalization of the variance in (1.1.3), the factor N in the expo-
nent in (1.1.6) guarantees that the eigenvalues remain order one even as N → ∞.
This scaling also guarantees that empirical density of the eigenvalues will have a
deterministic limit without further rescaling.
Probability distributions of the form (1.1.6) are called invariant ensembles
since they are invariant under the orthogonal or unitary conjugation (in case of
symmetric or Hermitian matrices, respectively). For example, in the Hermitian
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case, for any fixed unitary matrix U, the transformation
H→ U∗HU
leaves the distribution (1.1.6) invariant thanks to TrV(U∗HU) = TrV(H) and that
d(U∗HU) = dH.
An important special case is when V is a quadratic polynomial, after shift and
rescaling we may assume that V(x) = 12x
2. In this case
P(H)dH = Z−1 exp
(
−
β
4
N
∑
ij
|hij|
2)dH
= Z−1
∏
i<j
exp
(
−
β
2
N|hij|
2)dhij∏
i
exp
(
−
β
4
Nh2ii
)
dhii,
i.e. the measure factorizes and it is equivalent to independent Gaussians for the
matrix elements. The factor N in the definition (1.1.6) and the choice of β ensure
that we recover the normalization (1.1.3). (A pedantic reader may notice that the
normalization of the diagonal element for the real symmetric case is off by a factor
of 2, but this small discrepancy plays no role.) The invariant Gaussian ensembles,
i.e. (1.1.6) with V(x) = 12x
2, are called Gaussian orthogonal ensemble (GOE) for
the real symmetric case (β = 1) and Gaussian unitary ensemble (GUE) for the
complex hermitian case (β = 2).
Wigner matrices and invariant ensembles form two different universes with
quite different mathematical tools available for their studies. In fact, these two
classes are almost disjoint because the Gaussian ensembles are the only invariant
Wigner matrices. This is the content of the following lemma:
Lemma 1.1.7 ([28] or Theorem 2.6.3 [65]). Suppose that the real symmetric or complex
Hermitian matrix ensembles given in (1.1.6) have independent entries hij, i 6 j. Then
V(x) is a quadratic polynomial, V(x) = ax2 + bx+ c with a > 0. This means that apart
from a trivial shift and normalization, the ensemble is GOE or GUE.
The significance of the Gaussian ensembles is that they allow for explicit calcu-
lations that are not available for Wigner matrices with general non-Gaussian sin-
gle entry distribution. In particular the celebrated Wigner-Dyson-Mehta correla-
tion functions can be explicitly obtained for the GOE and GUE ensembles. Thus
the typical proof of identifying the eigenvalue correlation function for a general
matrix ensemble goes through universality: one first proves that the correlation
function is independent of the distribution, hence it is the same as GUE/GOE,
and then, in the second step, one computes the GUE/GOE correlation functions.
This second step has been completed by Gaudin, Mehta and Dyson in the 60’s by
an ingenious calculation, see e.g. the classical treatise by Mehta [65].
One of the key ingredients of the explicit calculations is the surprising fact that
the joint (symmetrized) density function of the eigenvalues, p(λ1, λ2, . . . , λN) can
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be computed explicitly for any invariant ensemble. It is given by
(1.1.8) pN(λ1, λ2, . . . , λN) = const.
∏
i<j
(λi − λj)
βe−
β
2 N
∑N
j=1V(λj).
where the constant ensures the normalization, but its exact value is typically
unimportant.
Remark 1.1.9. In other sections of these notes we usually label the eigenvalues in
increasing order so that their probability density, denoted by p˜N(λ), is defined
on the set
Ξ(N) := {λ1 6 λ2 6 . . . 6 λN} ⊂ RN.
For the purpose of (1.1.8), however, we dropped this restriction and we consider
pN(λ1, λ2, . . . , λN) to be a symmetric function of N variables, λ = (λ1, . . . , λN)
on RN. The relation between the ordered and unordered densities is clearly
p˜N(λ) = N! pN(λ) · 1(λ ∈ Ξ(N)).
The emergence of the Vandermonde determinant in (1.1.8) is a result of integrat-
ing out the “angle” variables in (1.1.6), i.e., the unitary matrix in the diagonaliza-
tion of H = UΛU∗. This is a remarkable formula since it gives a direct access
to the eigenvalue distribution. In particular, it shows that the eigenvalues are
strongly correlated. For example, no two eigenvalues can be too close to each
other since the corresponding probability is suppressed by the factor λj − λi for
any i 6= j; this phenomenon is called the level repulsion. We remark that level
repulsion also holds for Wigner matrices with smooth distribution [39] but its
proof is much more involved.
In fact, one may view the ensemble (1.1.8) as a statistical physics question by
rewriting pN as a classical Gibbs measure of a N point particles on the line with
a logarithmic mean field interaction:
(1.1.10) pN(λ) = (const.)e−βNH(λ)
with a Hamiltonian
H(λ) =
1
2
∑
i
V(λi) −
1
N
∑
i<j
log |λj − λi|.
This ensemble of point particles with logarithmic interactions is also called log-
gas. We remark that viewing the Gibbs measure (1.1.10) as the starting point and
forgetting about the matrix ensemble behind, the parameter β does not have to
be 1 or 2; it can be any positive number, β > 0, and it has the interpretation of
the inverse temperature. We will not pursue general invariant ensembles in these
notes.
1.2. Eigenvalue statistics on different scales The normalization both in (1.1.3)
and (1.1.6) is chosen in such a way that the typical eigenvalues remain of order
1 even in the large N limit. In particular, the typical distance between neighbor-
ing eigenvalues is of order 1/N. We distinguish two different scales for studying
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eigenvalues: macroscopic and microscopic scales. With our scaling, the macroscopic
scale is order one and on this scale we detect the cumulative effect of cN eigen-
values with some positive constant c. In contrast, on the microscopic scales indiv-
idual eigenvalues are detected; this scale is typically of order 1/N. However, near
the spectral edges, where the density of eigenvalues goes to zero, the typical
eigenvalue spacing hence the microscopic scale may be larger. Some phenomena
(e.g. fluctuations of linear statistics of eigenvalues) occur on various mesoscopic
scales that lie between the macroscopic and the microscopic scales.
1.2.1. Eigenvalue density on macroscopic scales: global laws The first and sim-
plest question is to determine the eigenvalue density, i.e. the behavior of the
empirical eigenvalue density or empirical density of states
(1.2.2) µN(dx) :=
1
N
∑
i
δ(x− λi)dx
in the large N limit. This is a random measure, but under very general condi-
tions it converges to a deterministic measure, similarly to self-averaging property
encoded in the law of large numbers (1.0.1).
Figure 1.2.3. Semicircle law and eigenvalues of a GUE random
matrix of size N = 60.
For Wigner ensemble, the empirical distribution of eigenvalues converges to
the Wigner semicircle law. To formulate it more precisely, note that the typical
spacing between neighboring eigenvalues is of order 1/N, so in a fixed interval
[a,b] ⊂ R, one expects macroscopically many (of order N) eigenvalues. More
precisely, it can be shown (first proof was given by Wigner [78]) that for any fixed
a 6 b real numbers,
(1.2.4) lim
N→∞ 1N#
{
i : λi ∈ [a,b]
}
=
∫b
a
ρsc(x)dx, ρsc(x) :=
1
2pi
√
(4− x2)+,
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where (a)+ := max{a, 0} denotes the positive part of the number a. Alternatively,
one may formulate the Wigner semicircle law as the weak convergence in prob-
ability of the empirical distribution µN to the semicircle distribution, ρsc(x)dx.
This means that the limit∫
R
f(x)µN(dx) =
1
N
∑
i
f(λi)→
∫
R
f(x)ρsc(x)dx, N→∞
holds in probability for any bounded continuous function f, i.e.,
P
(∣∣∣ ∫
R
f(x)µN(dx) −
∫
R
f(x)ρsc(x)dx
∣∣∣ > ε)→ 0
for any ε > 0 as N→∞.
Note that the emergence of the semicircle density is already a certain form
of universality: the common distribution of the individual matrix elements is
“forgotten”; the density of eigenvalues is asymptotically always the same, inde-
pendently of the details of the distribution of the matrix elements.
We will see that for a more general class of Wigner type matrices with zero
expectation but not identical distribution a similar limit statement holds for the
empirical density of eigenvalues, i.e. there is a deterministic density function ρ(x)
such that
(1.2.5)
∫
R
f(x)µN(dx) =
1
N
∑
i
f(λi)→
∫
f(x)ρ(x)dx, N→∞
holds. The density function ρ thus approximates the empirical density, so we will
call it asymptotic density (of states). In general it is not the semicircle density,
but is determined by the second moments of the matrix elements and it is inde-
pendent of other details of the distribution. For independent entries, the variance
matrix
(1.2.6) S = (sij)Ni,j=1, sij := E|hij|
2
contains all necessary information. For matrices with correlated entries, all rele-
vant second moments are encoded in the linear operator
S[R] := EHRH, R ∈ CN×N
acting on N×N matrices. It is one of the key questions in random matrix the-
ory to compute the asymptotic density ρ from the second moments; we will see
that the answer requires solving a system of nonlinear equations, that will be
commonly called the Dyson equation. The explicit solution leading to the semi-
circle law is available only for Wigner matrices, or a little bit more generally, for
ensembles with the property
(1.2.7)
∑
j
sij = 1 for any i.
These are called generalized Wigner ensembles and have been introduced in
[46].
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For invariant ensembles, the self-consistent density ρ = ρV depends on the po-
tential function V . It can be computed by solving a convex minimization problem,
namely it is the the unique minimizer of the functional
I(ν) =
∫
R
V(t)ν(t)dt−
∫
R
∫
R
log |t− s|ν(s)ν(t)dtds.
In both cases, under some mild conditions on the variances S or on the potential
V , respectively, the asymptotic density ρ is compactly supported.
1.2.8. Eigenvalues on mesoscopic scales: local laws The Wigner semicircle law
in the form (1.2.4) asymptotically determines the number of eigenvalues in a fixed
interval [a,b]. The number of eigenvalues in such intervals is comparable with N.
However, keeping in mind the analogy with the law of large numbers, it is natural
to raise the question whether the same asymptotic relation holds if the length of
the interval [a,b] shrinks to zero as N → ∞. To expect a deterministic answer,
the interval should still contain many eigenvalues, but this would be guaranteed
by |b− a| 1/N. This turns out to be correct and the local semicircle law asserts
that
(1.2.9) lim
N→∞ 12Nη#
{
i : λi ∈ [E− η,E+ η]
}
= ρsc(E)
uniformly in η = ηN as long as N−1+ε 6 ηN 6 N−ε for any ε > 0 and E is not
at the edge, |E| 6= 2. Here we considered the interval [a,b] = [E− η,E+ η], i.e.
we fixed its center and viewed its length as an N-dependent parameter. (The Nε
factors can be improved to some (logN)-power.)
1.2.10. Eigenvalues on microscopic scales: universality of local eigenvalue sta-
tistics Wigner’s original observation concerned the distribution of the distances
between consecutive (ordered) eigenvalues, or gaps. In the bulk of the spectrum,
i.e. in the vicinity of a fixed energy level E with |E| < 2 in case of the semicircle
law, the gaps have a typical size of order 1/N (at the spectral edge, |E| = 2, the rel-
evant microscopic scale is of order N−2/3, but we will not pursue edge behavior
in these notes). Thus the corresponding rescaled gaps have the form
(1.2.11) gi := Nρ(λi)
(
λi+1 − λi
)
,
where ρ is the asymptotic density, e.g. ρ = ρsc for Wigner matrices. Wigner
predicted that the fluctuations of the gaps are universal and their distribution is
given by a new law, the Wigner surmise. Thus there exists a random variable ξ,
depending only on the symmetry class β = 1, 2, such that
gi =⇒ ξ
in distribution, for any gap away from the edges, i.e., if εN 6 i 6 (1− ε)N with
some fixed ε > 0. This might be viewed as the random matrix analogue of the
central limit theorem. Note that universality is twofold. First, the distribution of
gi is independent of the index i (as long as λi is away from the edges). Second,
more importantly, the limiting gap distribution is independent of the distribution
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of the matrix elements, similarly to the universal character of the central limit
theorem.
However, the gap universality holds much more generally than the semicircle
law: the rescaled gaps (1.2.11) follow the same distribution as the gaps of the GUE
or GOE (depending on the symmetry class) essentially for any random matrix
ensemble with “sufficient” amount of randomness. In particular, it holds for
invariant ensembles, as well as for Wigner type and correlated random matrices,
i.e. for very broad extensions of the original Wigner ensemble. In fact, it holds
much beyond the traditional realm of random matrices; it is conjectured to hold
for any random matrix describing a disordered quantum system in the delocalized
regime, see Section 5.2 later.
The universality on microscopic scales can also be expressed in terms of the
appropriately rescaled correlation functions. In fact, in this way the formulas are
more explicit. First we define the correlation functions.
Definition 1.2.12. Let pN(λ1, λ2, . . . , λN) be the joint symmetrized probability dis-
tribution of the eigenvalues. For any n > 1, the n-point correlation function is
defined by
(1.2.13) p(n)N (λ1, λ2, . . . , λn) :=
∫
RN−n
pN(λ1, . . . , λn, λn+1, . . . λN)dλn+1 . . . dλN.
The significance of the correlation functions is that with their help one can
compute the expectation value of any symmetrized observable. For example, for
any bounded continuous test function O of two variables we have, directly from
the definition of the correlation functions, that
(1.2.14)
1
N(N− 1)
E
∑
i 6=j
O(λi, λj) =
∫
R×R
O(λ1, λ2)p
(2)
N (λ1, λ2)dλ1dλ2,
where the expectation is w.r.t. the probability density pN or in this case w.r.t. the
original random matrix ensemble. Similar formula holds for observables of any
number of variables. In particular, the global law (1.2.5) implies that the one point
correlation function converges to the asymptotic density
p
(1)
N (x)dx→ ρ(x)dx
weakly, since ∫
R
O(x)p
(1)
N (x)dx =
1
N
E
∑
i
O(λi)→
∫
O(x)ρ(x)dx.
Correlation functions are difficult to compute in general, even if the joint den-
sity function pN is explicitly given as in the case of the invariant ensembles (1.1.8).
Naively one may think that computing the correlation functions in this latter case
boils down to an elementary calculus exercise by integrating out all but a few
variables. However, that task is complicated.
As mentioned, one may view the joint density of eigenvalues of invariant en-
sembles (1.1.8) as a Gibbs measure of a log-gas and here β can be any positive
12 The matrix Dyson equation and its applications for random matrices
number (inverse temperature). The universality of correlation functions is a valid
question for all β-log-gases that has been positively answered in [17,21–23,69] by
showing that for a sufficiently smooth potential V (in fact V ∈ C4 suffices) the
correlation functions depend only on β and are independent of V . We will not
pursue general invariant ensembles in these notes.
The logarithmic interaction is of long range, so the system (1.1.10) is strongly
correlated and standard methods of statistical mechanics to compute correlation
functions cannot be applied. The computation is quite involved even for the sim-
plest Gaussian case, and it relies on sophisticated identities involving Hermite or-
thogonal polynomials. These calculations have been developed by Gaudin, Mehta
and Dyson in the 60’s and can be found, e.g. in Mehta’s book [65]. Here we just
present the result for the most relevant β = 1, 2 cases.
We fix an energy E in the bulk, i.e., |E| < 2, and we rescale the correlation func-
tions by a factor Nρ around E to make the typical distance between neighboring
eigenvalues 1. These rescaled correlation functions then have a universal limit:
Theorem 1.2.15. For GUE ensembles, the rescaled correlation functions converge to the
determinantal formula with the sine kernel, S(x) := sinpixpix , i.e.
1
[ρsc(E)]n
p
(n)
N
(
E+
α1
Nρsc(E)
,E+
α2
Nρsc(E)
, . . . ,E+
αn
Nρsc(E)
)
(1.2.16)
⇀ q
(n)
GUE (α) := det
(
S(αi −αj)
)n
i,j=1
as weak convergence of functions in the variables α = (α1, . . . ,αn).
Formula (1.2.16) holds for the GUE case. The corresponding expression for
GOE is more involved [12, 65]
(1.2.17)
q
(n)
GOE (α) := det
(
K(αi −αj)
)n
i,j=1, K(x) :=
(
S(x) S ′(x)
− 12 sgn(x) +
∫x
0 S(t)dt S(x)
)
.
Here the determinant is understood as the trace of the quaternion determinant
after the canonical correspondence between quaternions a · 1+ b · i+ c · j+ d · k,
a,b, c,d ∈ C, and 2× 2 complex matrices given by
1↔
(
1 0
0 1
)
i↔
(
i 0
0 −i
)
j↔
(
0 1
−1 0
)
k↔
(
0 i
i 0
)
.
Note that the limit in (1.2.16) is universal in the sense that it is independent of
the energy E. However, universality also holds in a much stronger sense, namely
that the local statistics (limits of rescaled correlation functions) depend only on
the symmetry class, i.e. on β, and are independent of any other details. In
particular, they are always given by the sine kernel (1.2.16) or (1.2.17) not only for
the Gaussian case but for any Wigner matrices with arbitrary distribution of the
matrix elements, as well as for any invariant ensembles with arbitrary potential
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V . This is the Wigner-Dyson-Mehta (WDM) universality conjecture, formulated
precisely in Mehta’s book [65] in the late 60’s.
The WDM conjecture for invariant ensembles has been in the focus of very
intensive research on orthogonal polynomials with general weight function (the
Hermite polynomials arising in the Gaussian setup have Gaussian weight func-
tion). It motivated the development of the Riemann-Hilbert method [47], that
was originally brought into this subject by Fokas, Its and Kitaev [47], and the
universality of eigenvalue statistics was established for large classes of invariant
ensembles by Bleher-Its [19] and by Deift and collaborators [28–30]. The key ele-
ment of this success was that invariant ensembles, unlike Wigner matrices, have
explicit formulas (1.1.8) for the joint densities of the eigenvalues. With the help
of the Vandermonde structure of these formulas, one may express the eigenvalue
correlation functions as determinants whose entries are given by functions of or-
thogonal polynomials.
For Wigner ensembles, there are no explicit formulas for the joint density of
eigenvalues or for the correlation functions statistics and the WDM conjecture
was open for almost fifty years with virtually no progress. The first significant
advance in this direction was made by Johansson [58], who proved the univer-
sality for complex Hermitian matrices under the assumption that the common
distribution of the matrix entries has a substantial Gaussian component, i.e., the
random matrix H is of the form H = H0 + aHG where H0 is a general Wigner
matrix, HG is the GUE matrix, and a is a certain, not too small, positive con-
stant independent of N. His proof relied on an explicit formula by Brézin and
Hikami [25,26] that uses a certain version of the Harish-Chandra-Itzykson-Zuber
formula [57]. These formulas are available for the complex Hermitian case only,
which restricted the method to this symmetry class.
Exercise 1.2.18. Verify formula (1.2.14).
1.2.19. The three step strategy The WDM conjecture in full generality has re-
cently been resolved by a new approach called the three step strategy that has
been developed in a series of papers by Erdo˝s, Schlein, Yau and Yin between 2008
and 2013 with a parallel development by Tao and Vu. A detailed presentation of
this method can be found in [45], while a shorter summary was presented in [43].
This approach consists of the following three steps:
Step 1. Local semicircle law: It provides an a priori estimate showing that the
density of eigenvalues of generalized Wigner matrices is given by the semicircle
law at very small microscopic scales, i.e., down to spectral intervals that contain
Nε eigenvalues.
Step 2. Universality for Gaussian divisible ensembles: It proves that the local
statistics of Gaussian divisible ensembles H0 + aHG are the same as those of the
Gaussian ensembles HG as long as a > N−1/2+ε, i.e., already for very small a.
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Step 3. Approximation by a Gaussian divisible ensemble: It is a type of “density
argument” that extends the local spectral universality from Gaussian divisible
ensembles to all Wigner ensembles.
The conceptually novel point is Step 2. The eigenvalue distributions of the
Gaussian divisible ensembles, written in the form e−t/2H0 +
√
1− e−tHG, are the
same as that of the solution of a matrix valued Ornstein-Uhlenbeck (OU) process Ht
(1.2.20) dHt =
dBt√
N
−
1
2
Htdt, Ht=0 = H0,
for any time t > 0, where Bt is a matrix valued standard Brownian motion of
the corresponding symmetry class (The OU process is preferable over its rescaled
version H0 + aHG since it keeps the variance constant). Dyson [31] observed half
a century ago that the dynamics of the eigenvalues λi = λi(t) of Ht is given by
an interacting stochastic particle system, called the Dyson Brownian motion (DBM),
where the eigenvalues are the particles:
(1.2.21) dλi =
√
β
2
1√
N
dBi +
(
−
λi
2
+
1
N
∑
j 6=i
1
λi − λj
)
dt, i = 1, 2, . . . ,N.
Here dBi are independent white noises.
In addition, the invariant measure of this dynamics is exactly the eigenvalue
distribution of GOE or GUE, i.e. (1.1.8) with V(x) = 12x
2. This invariant mea-
sure is thus a Gibbs measure of point particles in one dimension interacting via
a long range logarithmic potential. In fact, β can be any positive parameter, the
corresponding DBM (1.2.21) may be studied even if there is no invariant matrix
ensemble behind. Using a heuristic physical argument, Dyson remarked [31] that
the DBM reaches its “local equilibrium” on a short time scale t & N−1. We call
this Dyson’s conjecture, although it was rather an intuitive physical picture than
an exact mathematical statement. Step 2 gives a precise mathematical meaning
of this vague idea. The key point is that by applying local relaxation to all initial
states (within a reasonable class) simultaneously, Step 2 generates a large set of
random matrix ensembles for which universality holds. For the purpose of uni-
versality, this set is sufficiently dense so that any Wigner matrix H is sufficiently
close to a Gaussian divisible ensemble of the form e−t/2H0 +
√
1− e−tHG with a
suitably chosen H0.
We note that in the Hermitian case, Step 2 can be circumvented by using the
Harish-Chandra-Itzykson-Zuber formula. This approach was followed by Tao
and Vu [75] who gave an alternative proof of universality for Wigner matrices
in the Hermitian symmetry class as well as for the real symmetric class but only
under a certain moment matching condition.
The three step strategy has been refined and streamlined in the last years. By
now it has reached a stage when the content of Step 2 and Step 3 can be presented
as a very general “black-box” result that is model independent assuming that
Step 1, the local law, holds. The only model dependent ingredient is the local
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law. Hence to prove local spectral universality for a new ensemble, one needs
to verify the local law. Thus in these lecture notes we will focus on the recent
developments in the direction of the local laws.
We will discuss generalizations of the original Wigner ensemble to relax the
basic conditions “independent, identically distributed”. First we drop the identical
distribution and allow the variances sij = E|hij|2 to vary. The simplest class
is the generalized Wigner matrices, defined in (1.2.7), which still leads to the
Wigner semicircle law. The next level of generality is to allow arbitrary matrix of
variances S. The density of states is not the semicircle any more and we need to
solve a genuine vector Dyson equation to find the answer. The most general case
discussed in these notes are correlated matrices, where different matrix elements
have nontrivial correlation that leads to a matrix Dyson equation. In all cases
we keep the mean field assumption, i.e. the typical size of the matrix elements
is |hij| ∼ N−1/2. Since Wigner’s vision on the universality of local eigenvalue
statistics predicts the same universal behavior for a much larger class of hermit-
ian random matrices (or operators), it is fundamentally important to extend the
validity of the mathematical proofs as much as possible beyond the Wigner case.
We remark that there are several other directions to extend the Wigner ensem-
ble that we will not discuss here in details, we just mention some of them with a
few references, but we do not aim at completeness; apologies for any omissions.
First, in these notes we will assume very high moment conditions on the matrix
elements. These make the proofs easier and the tail probabilities of the estimates
stronger. Several works have focused on lowering the moment assumption [2, 53, 59]
and even considering heavy tailed distributions [18, 20]. An important special case
is the class of sparse matrices such as adjacency matrix of Erdo˝s-Rényi random
graphs and d-regular graphs [15,16,34,36,56]. Another direction is to remove the
condition that the matrix elements are centered; this ensemble often goes under
the name of deformed Wigner matrices. One typically separates the expectation and
writes H = A+W, where A is a deterministic matrix and W is a Wigner matrix
with centered entries. Diagonal deformations (A is diagonal) are easier to handle,
this class was considered even for a large diagonal in [60, 61, 64, 66]. The general
A was considered in [54]. Finally, a very challenging direction is to depart from
the mean field condition, i.e. allow some matrix elements to be much bigger than
N−1/2. The ultimate example is the random band matrices that goes towards the
random Schrödinger operators [14, 32, 33, 35, 68, 70–73].
1.2.22. User’s guide These lecture notes were intended to Ph.D students and
postdocs with general interest in analysis and probability; we assume knowledge
of these areas on a beginning Ph.D. level. The overall style is informal, the proof
of many statements are only sketched or indicated. Several technicalities are
swept under the rug – for the precise theorems the reader should consult with
the original papers. We emphasise conveying the main ideas in a colloquial way.
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In Section 2 we collected basic tools from analysis such as Stieltjes transform
and resolvent. We also introduce the semicircle law. We outline the moment
method that was traditionally important in random matrices, but we will not rely
on it in these notes, so this part can be skipped. In Section 3 we outline the main
method to obtain local laws, the resolvent approach and we explain in an informal
way its two constituents; the probabilistic and deterministic parts. In Section 4
we introduce four models of Wigner-like ensembles with increasing complexity
and we informally explain the novelty and the additional complications for each
model. Section 5 on the physical motivations to study these models is a detour.
Readers interested only in the mathematical aspects may skip this section. Sec-
tion 6 contains our main results on the local law formulated in a mathematically
precise form. We did not aim at presenting the strongest results and the weakest
possible conditions; the selection was guided to highlight some key phenomena.
Some consequences of these local laws are also presented with sketchy proofs.
Section 7 and 8 contain the main mathematical part of these notes, here we give a
more detailed analysis of the vector and the matrix Dyson equation and their sta-
bility properties. In these sections we aim at rigorous presentation although not
every proof contains all details. Finally, in Section 9 we present the main ideas of
the proof of the local laws based on stability results on the Dyson equation.
These lecture notes are far from being a comprehensive text on random matri-
ces. Many key issues are left out and even those we discuss will be presented
in their simplest form. For more interested readers, we refer to the recent book
[45] that focuses on the three step strategy and discusses all steps in details. For
readers interested in other aspects of random matrix theory, in addition to the
classical book of Mehta [65], several excellent works are available that present
random matrices in a broader scope. The books by Anderson, Guionnet and
Zeitouni [12] and Pastur and Shcherbina [67] contain extensive material starting
from the basics. Tao’s book [74] provides a different aspect to this subject and is
self-contained as a graduate textbook. Forrester’s monograph [48] is a handbook
for any explicit formulas related to random matrices. Finally, [8] is an excel-
lent comprehensive overview of diverse applications of random matrix theory in
mathematics, physics, neural networks and engineering.
Notational conventions. In order to focus on the essentials, we will not follow the
dependence of various constants on different parameters. In particular, we will
use the generic letters C and c to denote positive constants, whose values may
change from line to line and which may depend on some fixed basic parameters
of the model. For two positive quantities A and B, we will write A . B to indicate
that there exists a constant C such that A 6 CB. If A and B are comparable in the
sense that A . B and B . A, then we write A ∼ B. In informal explanations, we
will often use A ≈ B which indicates closeness in a not precisely specified sense.
We introduce the notation JA,BK := Z ∩ [A,B] for the set of integers between
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any two real numbers A < B. We will usually denote vectors in CN by boldface
letters; x = (x1, x2, . . . , xN).
Acknowledgement. A special thank goes to Torben Krüger for many discussions
and suggestions on the presentation of this material as well as for his careful
proofreading and invaluable comments. I am also very grateful to both referees
for many constructive suggestions, as well as to Ian Morrison for the excellent
editing work.
2. Tools
2.1. Stieltjes transform In this section we introduce our basic tool, the Stieltjes
transform of a measure. We denote the open upper half of the complex plane by
H := {z ∈ C : Im z > 0 .}
Definition 2.1.1. Let µ be a Borel probability measure on R. Its Stiltjes transform
at a spectral parameter z ∈H is defined by
(2.1.2) mµ(z) :=
∫
R
dµ(x)
x− z
.
Exercise 2.1.3. The following three properties are straightforward to check:
i) The Stieltjes transform mµ(z) is analytic on H and it maps H to H, i.e.
Immµ(z) > 0.
ii) We have −iηmµ(iη)→ 1 as η→∞.
iii) We have the bound
|mµ(z)| 6
1
Im z
.
In fact, properties i)-ii) characterize the Stieltjes transform in a sense that if a
function m : H → H satisfies i)–ii), then there exists a probability measure µ
such that m = mµ (for the proof, see e.g. Appendix B of [77]; it is also called the
Nevanlinna’s representation theorem).
From the Stieltjes transform one may recover the measure:
Lemma 2.1.4 (Inverse Stieltjes transform). Suppose that µ is a probability measure on
R and let mµ be its Stieltjes transform. Then for any a < b we have
lim
η→0
1
pi
∫b
a
Immµ(E+ iη)dE = µ(a,b) +
1
2
[
µ({a}) + µ({b})
]
Furthermore, if µ is absolutely continuous with respect to the Lebesgue measure, i.e.
µ(dE) = µ(E)dE with some density function µ(E) ∈ L1, then
1
pi
lim
η→0+
Immµ(E+ iη)→ µ(E)
pointwise for almost every E.
In particular, Lemma 2.1.4 guarantees that mµ = mν if and only of µ = ν, i.e.
the Stieltjes transform uniquely characterizes the measure. Furthermore, point-
wise convergence of a sequence of Stieltjes transforms is equivalent to weak con-
vergence of the measures. More precisely, we have
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Lemma 2.1.5. Let µN be a sequence of probability measures and let mN(z) = mµN(z)
be their Stieltjes transforms. Suppose that
lim
N→∞mN(z) =: m(z)
exists for any z ∈ H and m(z) satisfies property ii), i.e. −iηm(iη) → 1 as η → ∞.
Then there exists a probability measure µ such that m = mµ and µN converges to µ in
distribution.
The proof can be found e.g. in [51] and it relies on Lemma 2.1.4 and Montel’s
theorem. The converse of Lemma 2.1.5 is trivial: if the sequence µN converges in
distribution to a probability measure µ, then clearly mN(z) → mµ(z) pointwise,
since the Stieltjes transform for any fixed z ∈ H is just the integral of the con-
tinuous bounded function x → (x− z)−1. Note that the additional condition ii)
is a compactness (tightness) condition, it prevents that part of the measures µN
escape to infinity in the limit.
All these results are very similar to the Fourier transform (characteristic func-
tion)
φµ(t) :=
∫
R
e−itxµ(dx)
of a probability measure. In fact, there is a direct connection between them;∫∞
0
e−ηteitEφµ(t)dt = i
∫
R
dµ(x)
x− E− iη
= imµ(E+ iη)
for any η > 0 and E ∈ R. In particular, due to the regularizing factor e−tη,
the large t behavior of the Fourier transform φ(t) is closely related to the small
η ∼ 1/t behavior of the Stieltjes transform.
Especially important is the imaginary part of the Stieltjes transform since
Immµ(z) =
∫
R
η
|x− E|2 + η2
µ(dx), z = E+ iη,
which can also be viewed as the convolution of µ with the Cauchy kernel on
scale η:
Pη(E) =
η
E2 + η2
,
indeed
Immµ(E+ iη) = (Pη ? µ)(E).
Up to a normalization 1/pi, the Cauchy kernel is an approximate delta function
on scale η. Clearly ∫
R
1
pi
Pη(E)dE = 1
and the overwhelming majority of its mass is supported on scale η:∫
|E|>Kη
1
pi
Pη(E) 6
2
K
for any K. Due to standard properties of the convolution, the moral of the story is
that Immµ(E+ iη) resolves the measure µ on a scale η around an energy E.
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Notice that the small η regime is critical; it is the regime where the integral in
the definition of the Stieltjes transform (2.1.2) becomes more singular, and prop-
erties of the integral more and more depend on the local smoothness properties
of the measure. In general, the regularity of the measure µ on some scales η > 0
is directly related to the Stieltjes transform m(z) with Im z ≈ η.
The Fourier transform φµ(t) of µ for large t also characterizes the local behav-
ior of the measure µ on scales 1/t, We will nevertheless work with the Stieltjes
transform since for hermitian matrices (or self-adjoint operators in general) it is
directly related to the resolvent, it is relatively easy to handle and it has many
convenient properties.
Exercise 2.1.6. Prove Lemma 2.1.4 by using Fubini’s theorem and Lebesgue density
theorem.
2.2. Resolvent Let H = H∗ be a hermitian matrix, then its resolvent at spectral
parameter z ∈H is defined as
G = G(z) =
1
H− z
, z ∈H.
In these notes, the spectral parameter z will always be in the upper half plane,
z ∈ H. We usually follow the convention that z = E+ iη, where E = Re z will
often be referred as “energy” alluding to the quantum mechanical interpretation
of E.
Let µN be the normalized empirical measure of the eigenvalues of H:
µN(dx) =
1
N
N∑
i=1
δ(λi − x)dx.
Then clearly the normalized trace of the resolvent is
1
N
TrG(z) =
1
N
N∑
i=1
1
λi − z
=
∫
R
µN(dx)
x− z
= mµN(z) =: mN(z)
exactly the Stieltjes transform of the empirical measure. This relation justifies
why we focus on the Stieltjes transform; based upon Lemma 2.1.5, if we could
identify the (pointwise) limit of mN(z), then the asymptotic eigenvalue density ρ
would be given by the inverse Stieltjes transform of the limit.
Since µN is a discrete (atomic) measure on small (1/N) scales, it may behave
very badly (i.e. it is strongly fluctuating and may blow up) for η smaller than
1/N, depending on whether there happens to be an eigenvalue in an η-vicinity
of E = Re z. Since the eigenvalue spacing is (typically) of order 1/N, for η 
1/N there is no approximately deterministic (“self-averaging”) behavior of mN.
However, as long as η 1/N, we may hope a law of large number phenomenon; this
would be equivalent to the fact that the eigenvalue density does not have much
fluctuation above its inter-particle scale 1/N. The local law on mN down to the
smallest possible (optimal) scale η 1/N will confirm this hope.
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In fact, the resolvent carries much more information than merely its trace. In
general the resolvent of a hermitian matrix is a very rich object: it gives infor-
mation on the eigenvalues and eigenvectors for energies near the real part of the
spectral parameter. For example, by spectral decomposition we have
G(z) =
∑
i
|ui〉〈ui|
λi − z
where ui are the (`2-normalized) eigenvectors associated with λi. (Here we used
the Dirac notation |ui〉〈ui| for the orthogonal projection to the one-dimensional
space spanned by ui.) For example, the diagonal matrix elements of the resolvent
at z are closely related to the eigenvectors with eigenvalues near E = Re z:
Gxx =
∑
i
|ui(x)|2
λi − z
, ImGxx =
∑
i
η
|λi − E|2 + η2
|ui(x)|2.
Notice that for very small η, the factor η/(|λi − E|2 + η2) effectively reduces the
sum from all i = 1, 2, . . . ,N to those indices where λi is η-close to E; indeed this
factor changes from the very large value 1/η to a very small value η as i moves
away. Roughly speaking
ImGxx =
∑
i
η
|λi − E|2 + η2
|ui(x)|2 ≈
∑
i:|λi−E|.η
η
|λi − E|2 + η2
|ui(x)|2.
This idea can be made rigorous at least as an upper bound on each sum-
mand. A physically important consequence will be that one may directly obtain
`∞ bounds on the eigenvectors: for any fixed η > 0 we have
(2.2.1) ‖ui‖2∞ := max
x
|ui(x)|2 6 η ·max
x
max
E∈R
ImGxx(E+ iη).
In other words, if we can control diagonal elements of the resolvent on some
scale η = Im z, then we can prove an
√
η-sized bound on the max norm of the
eigenvector. The strongest result is always the smallest possible scale. Since the
local law will hold down to scales η  1/N, in particular we will be able to
establish that ImGxx(E+ iη) remains bounded as long as η 1/N, thus we will
prove the complete delocalization of the eigenvectors:
(2.2.2) ‖ui‖∞ 6 Nε√
N
for any ε > 0 fixed, independent of N, and with very high probability. Note that
the bound (2.2.2) is optimal (apart from the Nε factor) since clearly
‖u‖∞ > ‖u‖2√
N
for any u ∈ CN.
We also note that if ImGxx(E+ iη) can be controlled only for energies in a fixed
subinterval I ⊂ R, e.g. the local law holds only for all E ∈ I, the we can conclude
complete delocalization for those eigenvectors whose eigenvalues lie in I.
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2.3. The semicircle law for Wigner matrices via the moment method This sec-
tion introduces the traditional moment method to identify the semicircle law. We
included this material for historical relevance, but it will not be needed later
hence it can be skipped at first reading.
For large z one can expand mN as follows
(2.3.1) mN(z) =
1
N
Tr
1
H− z
= −
1
Nz
∞∑
m=0
Tr
(H
z
)m
,
so after taking the expectation, we need to compute traces of high moments of H:
(2.3.2) EmN(z) =
∞∑
k=0
z−(2k+1)
1
N
ETrH2k.
Here we tacitly used that the contributions of odd powers are algebraically zero,
which clearly holds at least if we assume that hij have symmetric distribution for
simplicity. Indeed, in this case H2k+1 and (−H)2k+1 have the same distribution,
thus
ETrH2k+1 = ETr(−H)2k+1 = −ETrH2k+1.
The computation of even powers, ETrH2k, reduces to a combinatorial problem.
Writing out
ETrH2k =
∑
i1,i2,...i2k
Ehi1i2hi2i3 . . .hi2ki1 ,
one notices that, by Ehij = 0, all those terms are zero where at least one hijij+1
stands alone, i.e. is not paired with itself or its conjugate. This restriction poses
a severe constraint on the relevant index sequences i1, i2, . . . , i2k. For the terms
where an exact pairing of all the 2k factors is available, we can use E|hij|2 = N−1
to see that all these terms contribute byN−k. There are terms where three or more
h’s coincide, giving rise to higher moments of h, but their combinatorics is of
lower order. Following Wigner’s classical calculation (called the moment method,
see e.g. [12]), one needs to compute the number of relevant index sequences that
give rise to a perfect pairing and one finds that the leading term is given by the
Catalan numbers, i.e.
(2.3.3)
1
N
ETrH2k =
1
k+ 1
(
2k
k
)
+Ok
( 1
N
)
.
Notice that the N-factors cancelled out in the leading term.
Thus, continuing (2.3.2) and neglecting the error terms, we get
(2.3.4) EmN(z) ≈ −
∞∑
k=0
1
k+ 1
(
2k
k
)
z−(2k+1),
which, after some calculus, can be identified as the Laurent series of the function
1
2 (−z +
√
z2 − 4). The approximation becomes exact in the N → ∞ limit. Al-
though the expansion (2.3.1) is valid only for large z, given that the limit is an
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analytic function of z, one can extend the relation
(2.3.5) lim
N→∞EmN(z) = 12 (−z+
√
z2 − 4)
by analytic continuation to the whole upper half plane z = E+ iη, η > 0. It is
an easy exercise to see that this is exactly the Stieltjes transform of the semicircle
density, i.e.,
(2.3.6) msc(z) :=
1
2
(−z+
√
z2 − 4) =
∫
R
ρsc(x)dx
x− z
, ρsc(x) =
1
2pi
√
(4− x2)+.
The square root function is chosen with a branch cut in the segment [−2, 2] so
that
√
z2 − 4 ∼ z at infinity. This guarantees that Immsc(z) > 0 for Im z > 0.
Exercise 2.3.7. As a simple calculus exercise, verify (2.3.6). Either use integration by
parts, or compute the moments of the semicircle law and verify that they are given by the
Catalan numbers, i.e.
(2.3.8)
∫
R
x2kρsc(x)dx =
1
k+ 1
(
2k
k
)
.
Since the Stieltjes transform identifies the measure uniquely, and pointwise
convergence of Stieltjes transforms implies weak convergence of measures, we
obtain
(2.3.9) E ρN(dx)⇀ ρsc(x)dx.
The relation (2.3.5) actually holds with high probability, that is, for any z with
Im z > 0,
(2.3.10) lim
N→∞mN(z) = 12 (−z+
√
z2 − 4),
in probability, implying a similar strengthening of the convergence in (2.3.9). In
the next sections we will prove this limit with an effective error term via the
resolvent method.
The semicircle law can be identified in many different ways. The moment
method sketched above utilized the fact that the moments of the semicircle density
are given by the Catalan numbers (2.3.8), which also emerged as the normalized
traces of powers of H, see (2.3.3). The resolvent method relies on the fact that mN
approximately satisfies a self-consistent equation,
(2.3.11) mN(z) ≈ − 1
z+mN(z)
,
that is very close to the quadratic equation that msc from (2.3.6) exactly satisfies:
(2.3.12) msc(z) = −
1
z+msc(z)
.
Comparing these two equations, one finds that mN(z) ≈ msc(z). Taking inverse
Stieltjes transform, one concludes the semicircle law. In the next section we give
more details on (2.3.11).
In other words, in the resolvent method the semicircle density emerges via a
specific relation for its Stieltjes transform. The key relation (2.3.12) is the simplest
form of the Dyson equation, or a self-consistent equation for the trace of the
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resolvent: later we will see a Dyson equation for the entire resolvent. It turns
out that the resolvent approach allows us to perform a much more precise anal-
ysis than the moment method, especially in the short scale regime, where Im z
approaches to 0 as a function of N. Since the Stieltjes transform of a measure at
spectral parameter z = E+ iη essentially identifies the measure around E on scale
η > 0, a precise understanding of mN(z) for small Im z will yield a local version
of the semicircle law.
3. The resolvent method
In this section we sketch the two basic steps of the resolvent method for the
simplest Wigner case but we will already make remarks preparing for the more
complicated setup. The first step concerns the derivation of the approximate equa-
tion (2.3.11). This is a probabilistic step since mN(z) is a random object and even
in the best case (2.3.11) can hold only with high probability. In the second step
we compare the approximate equation (2.3.11) with the exact equation (2.3.12) to
conclude that mN and msc are close. We will view (2.3.11) as a perturbation of
(2.3.12), so this step is about a stability property of the exact equation and it is a
deterministic problem.
3.1. Probabilistic step There are essentially two ways to obtain (2.3.11); either
by Schur complement formula or by cumulant expansion. Typically the Schur
method gives more precise results since it can be easier turned into a full asymp-
totic expansion, but it heavily relies on the independence of the matrix elements
and that the resolvent of H is essentially diagonal. We now discuss these methods
separately.
3.1.1. Schur complement method The basic input is the following well-known
formula from linear algebra:
Lemma 3.1.2 (Schur formula). Let A, B, C be n×n, m×n and m×m matrices. We
define (m+n)× (m+n) matrix D as
(3.1.3) D :=
(
A B∗
B C
)
and n×n matrix D̂ as
(3.1.4) D̂ := A−B∗C−1B.
Then D̂ is invertible if D is invertible and for any 1 6 i, j 6 n, we have
(3.1.5) (D−1)ij = (D̂−1)ij
for the corresponding matrix elements. 
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We will use this formula for the resolvent of H. Recall that Gij = Gij(z)
denotes the matrix element of the resolvent
Gij =
(
1
H− z
)
ij
.
Let H[i] denote the i-th minor of H, i.e. the (N− 1)× (N− 1) matrix obtained
from H by removing the i-th row and column:
H
[i]
ab := hab, a,b 6= i.
Similarly, we set
G[i](z) :=
1
H[i] − z
to be the resolvent of the minor. For i = 1, H has the block-decomposition
H =
(
h11 [a1]∗
a1 H[1]
)
,
where ai ∈ CN−1 is the i-th column of H without the i-th element.
Using Lemma 3.1.2 for n = 1, m = N− 1 we have
(3.1.6) Gii =
1
hii − z− [ai]∗G[i]ai
,
where
(3.1.7) [ai]∗G[i]ai =
∑
k,l 6=i
hikG
[i]
klhli.
Here and below, we use the convention that unspecified summations always run
from 1 to N.
Now we use the fact that for Wigner matrices ai and H[i] are independent. So
in the quadratic form (3.1.7) we can condition on the i-th minor and momentar-
ily consider only the randomness of the i-th column. Set i = 1 for notational
simplicity. Then we have a quadratic form of the type
a∗Ba =
N∑
k,l=2
a¯kBklal
where B = G[1] is considered as a fixed deterministic matrix and a is a random
vector with centered i.i.d. components and E|ak|2 = 1/N. We decompose it into
its expectation w.r.t. a, denoted by Ea, and the fluctuation:
(3.1.8) a∗Ba = Eaa∗Ba+Z, Z := a∗Ba−Eaa∗Ba.
The expectation gives
Eaa∗Ba = Ea
N∑
k,l=2
a¯kBklal =
1
N
N∑
k=2
Bkk =
1
N
TrB,
where we used that ak and al are independent, Eaa¯kal = δkl · 1N , so the double
sum collapses to a single sum. Neglecting the fluctuation Z for a moment (see an
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argument later), we have from (3.1.6) that
(3.1.9) G11 = −
1
z+ 1N TrG
[1] + error
,
where we also included the small h11 ∼ N−1/2 into the error term. Furthermore,
it is easy to see that 1N TrG
[1] and 1N TrG are close to each other, this follows
from a basic fact from linear algebra that the eigenvalues of H and its minor H[1]
interlace (see Exercise 3.1.17).
Similar formula holds for each i, not only for i = 1. Summing them up, we
have
1
N
TrG ≈ − 1
z+ 1N TrG
,
which is exactly (2.3.11), modulo the argument that the fluctuation Z is small.
Notice that we were aiming only at 1N TrG, but in fact the procedure gave us
more. After approximately identifying 1N TrG ≈ 1N TrG[1] with msc, we can feed
this information back to (3.1.9) to obtain information for each diagonal matrix
element of the resolvent:
G11 ≈ − 1
z+msc
= msc,
i.e. not only the trace of G are close to msc, but each diagonal matrix element.
What about the off-diagonals? It turns out that they are small. The simplest
argument to indicate this is using the Ward identity that is valid for resolvents of
any self-adjoint operator T :
(3.1.10)
∑
j
∣∣∣( 1
T − z
)
ij
∣∣∣2 = 1
Im z
Im
( 1
T − z
)
ii
.
We recall that the imaginary part of a matrix M is given by ImM = 12i (M−M
∗)
and notice that (ImM)aa = ImMaa so there is no ambiguity in the notation of
its diagonal elements. Notice that the summation in (3.1.10) is removed at the
expense of a factor 1/ Im z. So if η = Im z  1/N and diagonal elements are
controlled, the Ward identity is a substantial improvement over the naive bound
of estimating each of the N terms separately. In particular, applying (3.1.10) for G,
we get ∑
j
|Gij|
2 =
1
Im z
ImGii.
Since the diagonal elements have already been shown to be close to msc, this
implies that
1
N
∑
j
|Gij|
2 ≈ Immsc
N Im z
,
i.e. on average we have
|Gij| .
1√
Nη
, i 6= j.
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With a bit more argument, one can show that this relation holds for every j 6= i
and not just on average up to a factor Nε with very high probability. We thus
showed that the resolvent G of a Wigner matrix is close to the msc times the
identity matrix I, very roughly
(3.1.11) G(z) ≈ msc(z)I.
Such relation must be treated with a certain care, since G is a large matrix and
the sloppy formulation in (3.1.11) does not indicate in which sense the closeness
≈ is meant. It turns our that it holds in normalized trace sense:
1
N
TrG ≈ msc,
in entrywise sense:
(3.1.12) Gij ≈ mscδij
for every fixed i, j; and more generally in isotropic sense:
〈x,Gy〉 ≈ msc〈x, y〉
for every fixed (deterministic) vectors x, y ∈ CN. In all cases, these relations are
meant with very high probability. But (3.1.11) does not hold in operator norm
sense since
‖G(z)‖ = 1
η
, while ‖mscI‖ = |msc| ∼ O(1)
even if η→ 0. One may not invert (3.1.11) either, since the relation
(3.1.13) H− z ≈ 1
msc
I
is very wrong, in fact
H− z ≈ −z
if we disregard small off-diagonal elements as we did in (3.1.12). The point is that
the cumulative effects of many small off diagonal matrix elements substantially
changes the matrix. In fact, using (2.3.12), the relation (3.1.12) in the form
(3.1.14)
( 1
H− z
)
ij
≈ 1
−z−msc(z)
δij
exactly shows how much the spectral parameter must be shifted compared to the
naive (and wrong) approximation (H− z)−1 ≈ −1/z. This amount is msc(z) and
it is often called self-energy shift in the physics literature. On the level of the
resolvent (and in the senses described above), the effect of the random matrix H
can be simply described by this shift.
Finally, we indicate the mechanism that makes the fluctuation term Z in (3.1.8)
small. We compute only its variance, higher moment calculations are similar but
more involved:
Ea|Z|
2 =
∑
mn
∑
kl
Ea
[
amB¯mna¯n −EaamB¯mna¯n
][
a¯kBklal −Eaa¯kBklal
]
.
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The summations run for all indices from 2 to N. Since Eaam = 0, in the terms
with nonzero contribution we need to pair every am to another a¯m. For simplic-
ity, here we assume that we work with the complex symmetry class and Ea2m = 0
(i.e. the real and imaginary parts of each matrix elements hij are independent
and identically distributed). If am is paired with a¯n in the above sum, i.e. m = n,
then this pairing is cancelled by the EaamB¯mna¯n term. So ai must be paired
with an a from the other bracket and since Ea2 = 0, it has to be paired with a¯k,
thus m = k. Similarly n = l and we get
(3.1.15) Ea|Z|2 =
1
N2
∑
m 6=n
|Bmn|
2 +Ea|a|
4
∑
m
|Bmm|
2,
where the last term comes from the case when m = n = k = l. Assuming that the
matrix elements hij have fourth moments in a sense that E|
√
Nhij|
4 6 C, we have
Ea|a|
4 = O(N−2) in this last term and it is negligible. The main term in (3.1.15)
has a summation over N2 elements, so a priori it looks order one, i.e. too large.
But in our application, B will be the resolvent of the minor, B = G[1], and we can
use the Ward identity (3.1.10).
In our concrete application with B = G[1] we get
Ea|Z|
2 =
1
Nη
1
N
∑
m
ImBmm +
C
N2
∑
m
|Bmm|
2
6 C
Nη
1
N
Im TrG[1] 6 C
Nη
Imm[1] = O
( 1
Nη
)
,
which is small, assuming Nη 1. To estimate the second term here we used that
for the resolvent of any hermitian matrix T we have
(3.1.16)
∑
m
∣∣∣( 1
T − z
)
mm
∣∣∣2 6 1
η
Im Tr
1
T − z
by spectral calculus. We also used that the traces of G and G[1] are close:
Exercise 3.1.17. Let H be any hermitian matrix and H[1] its minor. Prove that their
eigenvalues interlace, i.e. they satisfy
λ1 6 µ1 6 λ2 6 µ2 6 . . . 6 µN−1 6 λN,
where the λ’s and µ’s are the eigenvalues of H and H[1], respectively. Conclude from this
that ∣∣∣Tr 1
H− z
− Tr
1
H[1] − z
∣∣ 6 1
Im z
Exercise 3.1.18. Prove the Ward identity (3.1.10) and the estimate (3.1.16) by using the
spectral decomposition of T = T∗.
3.1.19. Cumulant expansion Another way to prove (2.3.11) starts with the defin-
ing identity of the resolvent: HG = I+ zG and computes its expectation:
(3.1.20) EHG = I+ zEG.
Here H and G are not independent, but it has the structure that the basic random
variable H multiplies a function of it viewing G = G(H). In a single random
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variable h it looks like Ehf(h). If h were a centered real Gaussian, then we could
use the basic integration by parts identity of Gaussian variables:
(3.1.21) Ehf(h) = Eh2Ef ′(h).
In our concrete application, when f is the resolvent whose derivative is its square,
in the Gaussian case we have the formula
(3.1.22) EHG = −EE˜
[
H˜GH˜
]
G,
where tilde denotes an independent copy of H. We may define a linear map S on
the space of N×N matrices by
(3.1.23) S[R] := E˜
[
H˜RH˜
]
,
then we can write (3.1.22) as
EHG = −ES[G]G.
This indicates to smuggle the EHG term into HG = I+ zG and write it as
(3.1.24) D = I+
(
z+ S[G]
)
G, D := HG+ S[G]G.
With these notations, (3.1.22) means that ED = 0. Notice that the term S[G]G acts
as a counter-term to balance HG.
Suppose we can prove that D is small with high probability, i.e. not only
ED = 0 but also E|Dij|2 is small for any i, j, then
(3.1.25) I+
(
z+ S[G]
)
G ≈ 0.
So it is not unreasonable to hope that the solution G will be, in some sense, close
to the solution M of the deterministic equation
(3.1.26) I+
(
z+ S[M]
)
M = 0
with the side condition that ImM := 12i (M −M
∗) > 0 (positivity in the sense
of hermitian matrices). It turns out that this equation in its full generality will
play a central role in our analysis for much larger class of random matrices, see
Section 4.5 later. The operator S is called the self-energy operator following the
analogy explained around (3.1.14).
To see how S looks like, in the real Gaussian Wigner case (GOE) we have
S[R]ij = E˜
[
H˜RH˜
]
ij
= E˜
∑
ab
h˜iaRabh˜bj = δij
1
N
TrR+
1
N
Rji1(i 6= j).
Plugging this relation back into (3.1.25) with R = G and neglecting the second
term 1NGji we have
0 ≈ I+ (z+ 1
N
TrG
)
G.
Taking the normalized trace, we end up with
(3.1.27) 1+ (z+mN)mN ≈ 0,
i.e. we proved (2.3.11).
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Exercise 3.1.28. Prove (3.1.21) by a simple integration by parts and then use (3.1.21) to
prove (3.1.22). Formulate and prove the complex versions of these formulas (assume that
Reh and Imh are independent).
Exercise 3.1.29. Compute the variance E|D|2 for a GOE/GUE matrix and conclude that
it is small in the regime where Nη 1 (essentially as (Nη)−1/2). Compute E∣∣ 1N TrD∣∣2
as well and show that it is essentially of order (Nη)−1.
This argument so far heavily used that H is Gaussian. However, the basic
integration by parts formula (3.1.21) can be extended to non-Gaussian situation.
For this, we recall the cumulants of random variables. We start with a single
random variable h. As usual, its moments are defined by
mk := Eh
k,
and they are generated by the moment generating function
Eeth =
∞∑
k=0
tk
k!
mk
(here we assume that all moments exist and even the exponential moment exists
at least for small t). The cumulants κk of h are the Taylor coefficients of the
logarithm of the moment generating function, i.e. they are defined by the identity
logEeth =
∞∑
k=0
tk
k!
κk.
The sequences of {mk : k = 0, 1, 2 . . .} and {κk : k = 0, 1, 2 . . .} mutually
determine each other; these relations can be obtained from formal power series
manipulations. For example
κ0 = m0 = 1, κ1 = m1, κ2 = m2 −m21, κ3 = m3 − 3m2m1 + 2m
3
1, . . .
and
m1 = κ1, m2 = κ2 + κ21, m3 = κ3 + 3κ2κ1 + 2κ
3
1, . . .
The general relations are given by
(3.1.30) mk =
∑
pi∈Πk
∏
B∈pi
κ|B|, κk =
∑
pi∈Πk
(−1)|pi|−1(|pi|− 1)!
∏
B∈pi
m|B|,
where Πk is the set of all partitions of a k-element base set, say {1, 2, . . . , k}. Such a
pi consists of a collection of nonempty, mutually disjoint sets pi = {B1,B2, . . .B|pi|}
such that ∪Bi = {1, 2, . . . , k} and Bi ∩Bj = ∅, i 6= j.
For Gaussian variables, all but the first and second cumulants vanish, that is,
κ3 = κ4 = . . . = 0, and this is the reason for the very simple form of the relation
(3.1.21). For general non-Gaussian h we have
(3.1.31) Ehf(h) =
∞∑
k=0
κk+1
k!
Ef(k)(h).
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Similarly to the Taylor expansion, one does not have to expand it up to infinity,
there are versions of this formula containing only a finite number of cumulants
plus a remainder term.
To see the formula (3.1.31), we use Fourier transform:
fˆ(t) =
∫
R
eithf(h)dh, µˆ(t) =
∫
R
eithµ(dh) = Eeith,
where µ is the distribution of h, then
log µˆ(t) =
∞∑
k=0
(it)k
k!
κk.
By Parseval identity (neglecting 2pi’s and assuming f is real)
Ehf(h) =
∫
R
hf(h)µ(dh) = i
∫
R
fˆ ′(t)µˆ(t)dt.
Integration by parts gives
i
∫
R
fˆ ′(t)µˆ(t)dt = − i
∫
R
fˆ(t)µˆ ′(t)dt = −i
∫
R
fˆ(t)µˆ(t)
(
log µˆ(t)
) ′dt
=
∞∑
k=0
κk+1
k!
∫
R
(it)kfˆ(t)µˆ(t)dt =
∞∑
k=0
κk+1
k!
Ef(k)(h)
by Parseval again.
So far we considered one random variable only, but joint cumulants can also
be defined for any number of random variables. This becomes especially relevant
beyond the independent case, e.g. when the entries of the random matrix have
correlations. For the Wigner case, many of these formulas simplify, but it is useful
to introduce joint cumulants in full generality.
If h = (h1,h2, . . .hm) is a collection of random variables (with possible repeti-
tion), then
κ(h) = κ(h1,h2, . . .hm)
are the coefficients of the logarithm of the moment generating function:
logEet·h =
∞∑
k=0
tk
k!
κk.
Here t = (t1, t2, . . . , tn) ∈ Rn, and k = (k1, k2, . . . ,kn) ∈Nn is a multi index with
n components and
tk :=
n∏
i=1
t
ki
i , k! =
∏
i
ki!, κk = κ(h1,h1, . . .h2,h2, . . .),
where hj appears kj-times (order is irrelevant, the cumulants are fully symmetric
functions in all their variables). The formulas (3.1.30) naturally generalize, see e.g.
Appendix A of [37] for a good summary. The analogue of (3.1.31) is
(3.1.32) Eh1f(h) =
∑
k
κk+e1
k!
Ef(k)(h), h = (h1,h2, . . . ,hn),
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where the summation is for all n-multi-indices and
k+ e1 = (k1 + 1,k2,k3, . . . ,kn)
and the proof is the same.
We use these cumulant expansion formulas to prove that D defined in (3.1.24)
is small with high probability by computing E|Dij|2p with large p. Written as
E|Dij|
2p = E
(
HG+ S[G]G)ijD
p−1
ij D¯
p
ij,
we may use (3.1.32) to do an integration by parts in the first H factor, considering
everything else as a function f. It turns out that the S[G]G term cancels the second
order cumulant and naively the effect of higher order cumulants are negligible
since a cumulant of order k is N−k/2. However, the derivatives of f can act on
the Dp−1D¯p part of f, resulting in a complicated combinatorics and in fact many
cumulants need to be tracked, see [37] for an extensive analysis.
3.2. Deterministic stability step In this step we compare the approximate equa-
tion (2.3.11) satisfied by the empirical Stieltjes transform and the exact equation
(2.3.12) for the self-consistent Stieltjes transform
mN(z) ≈ − 1
z+mN(z)
, msc(z) = −
1
z+msc(z)
.
In fact, considering the format (3.1.25) and (3.1.27), sometimes it is better to relate
the following two equations
1+ (z+mN)mN ≈ 0, 1+ (z+msc)msc = 0.
This distinction is irrelevant for Wigner matrices, where the basic object to in-
vestigate is mN, a scalar quantity – multiplying an equation with it is a trivial
operation. But already (3.1.24) indicates that there is an approximate equation
for the entire resolvent G as well and not only for its trace and in general we are
interested in resolvent matrix elements as well. Since inverting G is a nontrivial
operation (see the discussion after (3.1.11)), the three possible versions of (3.1.24)
are very different:
I+ (z+ S[G])G ≈ 0, G ≈ − 1
z+ S[G]
, −
1
G
≈ z+ S[G]
In fact the last version is blatantly wrong, see (3.1.13). The first version is closer
to the spirit of the cumulant expansion method, the second is closer to Schur
formula method.
In both cases, we need to understand the stability of the equation
msc(z) = −
1
z+msc(z)
or 1+ (z+msc)msc = 0
against a small additive perturbation. For definiteness, we look at the second
equation and compare msc with mε, where mε solves
1+ (z+mε)mε = ε
for some small ε. Since these are quadratic equations, one may write up the
solutions explicitly and compare them, but this approach will not work in the
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more complicated situations. Instead, we subtract these two equations and find
that
(z+ 2msc)(mε −msc) + (mε −msc)2 = ε
We may also eliminate z using the equation 1+ (z+msc)msc = 0 and get
(3.2.1)
m2sc − 1
msc
(mε −msc) + (mε −msc)
2 = ε.
This is a quadratic equation for the difference mε −msc and its stability thus
depends on the invertibility of the linear coefficient (m2sc − 1)/msc, which is de-
termined by the limiting equation only. If we knew that
(3.2.2) |msc| 6 C, |m2sc − 1| > c
with some positive constants c,C, then the linear coefficient would be invertible
(3.2.3)
∣∣∣∣∣[m2sc − 1msc
]−1∣∣∣∣∣ 6 C/c
and (3.2.1) would imply that
|mε −msc| 6 C ′ε
at least if we had an a priori information that |mε −msc| 6 c/2C. This a priori
information can be obtained for large η = Im z easily since in this regime both
msc and mε are of order η (we still remember that mε represents a Stieltjes
transform). Then we can use a fairly standard continuity argument to reduce
η = Im z and keeping E = Re z fixed to see that the bound |mε −msc| 6 c/2C
holds for small η as well, as long as the perturbation ε = ε(η) is small.
Thus the key point of the stability analysis is to show that the inverse of the sta-
bility constant (later: operator/matrix) given in (3.2.3) is bounded. As indicated
in (3.2.2), the control of the stability constant typically will have two ingredients:
we need
(i) an upper bound on msc, the solution of the deterministic Dyson equation
(2.3.12);
(ii) an upper bound on the inverse of 1−m2sc.
In the Wigner case, whenmsc is explicitly given (2.3.6), both bounds are easy to
obtain. In fact, msc remains bounded for any z, while 1−m2sc remains separated
away from zero except near two special values of the spectral parameter: z = ±2.
These are exactly the edges of the semicircle law, where an instability arises since
here msc ≈ ±1 (the same instability can be seen from the explicit solution of the
quadratic equation).
We will see that it is not a coincidence: the edges of the asymptotic density
ρ are always the critical points where the inverse of the stability constant blows
up. These regimes require more careful treatment which typically consists in
exploiting the fact that the error term D is proportional with the local density,
hence it is also smaller near the edge. This additional smallness of D competes
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with the deteriorating upper bound on the inverse of the stability constant near
the edge.
In these notes we will focus on the behavior in the bulk, i.e. we consider
spectral parameters z = E+ iη where ρ(E) > c > 0 for fixed positive constants.
This will simplify many estimates. The regimes where E is separated away from
the support of ρ are even easier and we will not consider them here. The edge
analysis is more complicated and we refer the reader to the original papers.
4. Models of increasing complexity
4.1. Basic setup In this section we introduce subsequent generalizations of the
original Wigner ensemble. We also mention the key features of their resolvent
that will be proven later along the local laws. The N×N matrix
(4.1.1) H =

h11 h12 . . . h1N
h21 h22 . . . h2N
...
...
...
hN1 hN2 . . . hNN

will always be hermitian, H = H∗ and centered, EH = 0. The distinction between
real symmetric and complex hermitian cases play no role here; both symmetry
classes are allowed. Many quantities, such as the distribution of H, the matrix of
variances S, naturally depend on N, but for notational simplicity we will often
omit this dependence from the notation.
We will always assume that we are in the mean field regime, i.e. the typical
size of the matrix elements is of order N−1/2 in a high moment sense:
(4.1.2) max
ij
E
∣∣√Nhij∣∣p 6 µp
for any p with some sequence of constants µp. This strong moment condition can
be substantially relaxed but we will not focus on this direction.
4.2. Wigner matrix We assume that the matrix elements of H are independent
(up to the hermitian symmetry) and identically distributed. We choose the nor-
malization such that
E|hij|
2 =
1
N
,
see (1.1.4) for explanation. The asymptotic density of eigenvalues is the semicircle
law, ρsc(x) (1.2.4) and its Stieltjes transform msc(z) is given explicitly in (2.3.6).
The corresponding self-consistent (deterministic) equation (Dyson equation) is a
scalar equation
1+ (z+m)m = 0, Imm > 0,
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that is solved by m = msc. The inverse of the stability “operator” is just the
constant
1
1−m2
, m = msc.
The resolvent G(z) = (H− z)−1 is approximately constant diagonal in the entry-
wise sense, i.e.
(4.2.1) Gij(z) ≈ δijmsc(z).
In particular, the diagonal elements are approximately the same
Gii ≈ Gjj ≈ msc(z).
This also implies that the normalized trace (Stieltjes transform of the empirical
eigenvalue density) is close to msc
(4.2.2) mN(z) =
1
N
TrG(z) ≈ msc(z),
which we often call an approximation in average (or tracial) sense.
Moreover, G is also diagonal in isotropic sense, i.e. for any vectors x, y (more
precisely, any sequence of vectors x(N), y(N) ∈ CN) we have
(4.2.3) Gxy := 〈x,Gy〉 ≈ msc(z)〈x, y〉.
In Section 4.6 we will comment on the precise meaning of ≈ in this context,
incorporating the fact that G is random.
If these relations hold for any fixed η = Im z, independent of N, then we talk
about global law. If they hold down to η > N−1+γ with some γ ∈ (0, 1), then we
talk about local law. If γ > 0 can be chosen arbitrarily small (independent of N),
than we talk about local law on the optimal scale.
4.3. Generalized Wigner matrix We assume that the matrix elements of H are
independent (up to the hermitian symmetry), but not necessarily identically dis-
tributed. We define the matrix of variances as
(4.3.1) S :=

s11 s12 . . . s1N
s21 s22 . . . s2N
...
...
...
sN1 sN2 . . . sNN
 , sij := E|hij|2.
We assume that
(4.3.2)
N∑
j=1
sij = 1, for every i = 1, 2, . . . ,N,
i.e., the deterministic N ×N matrix of variances, S = (sij), is symmetric and
doubly stochastic. The key point is that the row sums are all the same. The
fact that the sum in (4.3.2) is exactly one is a chosen normalization. The original
Wigner ensemble is a special case, sij = 1N .
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Although generalized Wigner matrices form a bigger class than the Wigner
matrices, the key results are exactly the same. The asymptotic density of states is
still the semicircle law, G is constant diagonal in both the entrywise and isotropic
senses:
Gij ≈ δijmsc and Gxy = 〈x,Gy〉 ≈ msc〈x, y〉.
In particular, the diagonal elements are approximately the same
Gii ≈ Gjj
and we have the same averaged law
mN(z) =
1
N
TrG(z) ≈ msc(z).
However, within the proof some complications arise. Although eventually Gii
turns out to be essentially independent of i, there is no a-priori complete permu-
tation symmetry among the indices. We will need to consider the equations for
each Gii as a coupled system of N equations. The corresponding Dyson equation
is a genuine vector equation of the form
(4.3.3) 1+ (z+ (Sm)i)mi = 0, i = 1, 2, . . .N
for the unknown N-vector m = (m1,m2, . . . ,mN) with mj ∈ H and we will see
that Gjj ≈ mj. The matrix S may also be called self-energy matrix according to
the analogy explained around (3.1.14). Owing to (4.3.2), the solution to (4.3.3) is
still the constant vector mi = msc, but the stability operator depends on S and it
is given by the matrix
1−m2scS.
4.4. Wigner type matrix We still assume that the matrix elements are indepen-
dent, but we impose no special algebraic condition on the variances S. For nor-
malization purposes, we will assume that ‖S‖ is bounded, independently of N,
this guarantees that the spectrum of H also remains bounded. We only require
an upper bound of the form
(4.4.1) max
ij
sij 6
C
N
for some constant C. This is a typical mean field condition, it guarantees that
no matrix element is too big. Notice that at this stage there is no requirement
for a lower bound, i.e. some sij may vanish. However, the analysis becomes
considerably harder if large blocks of S can become zero, so for pedagogical
convenience later in these notes we will assume that sij > c/N for some c > 0.
The corresponding Dyson equation is just the vector Dyson equation (4.3.3):
(4.4.2) 1+ (z+ (Sm)i)mi = 0, i = 1, 2, . . .N
but the solution is not the constant vector any more. We will see that the system
of equations (4.4.2) still has a unique solution m = (m1,m2, . . . ,mN) under the
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side condition mj ∈ H, but the components of m may differ and they are not
given by msc any more.
The components mi approximate the diagonal elements of the resolvent Gii.
Correspondingly, their average
(4.4.3) 〈m〉 := 1
N
∑
i
mi,
is the Stieltjes transform of a measure ρ that approximates the empirical density
of states. We will call this measure the self-consistent density of states since it is
obtained from the self-consistent Dyson equation. It is well-defined for any finite
N and if it has a limit as N → ∞, then the limit coincides with the asymptotic
density introduced earlier (e.g. the semicircle law for Wigner and generalized
Wigner matrices). However, our analysis is more general and it does not need to
assume the existence of this limit (see Remark 4.4.6 later).
In general there is no explicit formula for ρ, it has to be computed by taking
the inverse Stieltjes transform of 〈m(z)〉:
(4.4.4) ρ(dτ) = lim
η→0+
1
pi
Im〈m(τ+ iη)〉dτ.
No simple closed equation is known for the scalar quantity 〈m(z)〉, even if one is
interested only in the self-consistent density of states or its Stieltjes transform, the
only known way to compute it is to solve (4.4.2) first and then take the average
of the solution vector. Under some further conditions on S, the density of states
is supported on finitely many intervals, it is real analytic away from the edges of
these intervals and it has a specific singularity structure at the edges, namely it
can have either square root singularity or cubic root cusp, see Section 6.1 later.
The resolvent is still approximately diagonal and it is given by the i-th compo-
nent of m:
Gij(z) ≈ δijmi(z),
but in general
Gii 6≈ Gjj, i 6= j.
Accordingly, the isotropic law takes the form
Gxy = 〈x,Gy〉 ≈ 〈x¯my〉
and the averaged law
1
N
TrG ≈ 〈m〉.
Here x¯my stands for the entrywise product of vectors, i.e., 〈x¯my〉 = 1N
∑
i x¯imiyi.
The stability operator is
(4.4.5) 1−m2S,
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where m2 is understood as an entrywise multiplication, so the linear operator
m2S acts on any vector x ∈ CN as
[(m2S)x]i := m2i
∑
j
sijxj.
Notational convention. Sometimes we write the equation (4.4.2) in the concise
vector form as
−
1
m
= z+ Sm.
Here we introduce the convention that for any vector m ∈ CN and for any func-
tion f : C → C, the symbol f(m) denotes the N-vector with components f(mj),
that is,
f(m) :=
(
f(m1), f(m2), . . . , f(mN)
)
, for any m = (m1,m2, . . . ,mN).
In particular, 1/m is the vector of the reciprocals 1/mi. Similarly, the entrywise
product of two N-vectors x, y is denoted by xy; this is the N-vector with compo-
nents
(xy)i := xiyi
and similarly for products of more than two factors. Finally x 6 y for real vectors
means xi 6 yi for all i.
4.4.6. A remark on the density of states The Wigner type matrix is the first
ensemble where the various concepts of density of states truly differ. The wording
“density of states” has been used slightly differently by various authors in random
matrix theory; here we use the opportunity to clarify this point. Typically, in
the physics literature the density of states means the statistical average of the
empirical density of states µN defined in (1.2.2), i.e.
EµN(dτ) = E
1
N
N∑
i=1
δ(λi − τ).
This object depends on N, but very often it has a limit (in a weak sense) as N, the
system size, goes to infinity. The limit, if exists, is often called the limiting (or
asymptotic) density of states.
In general it is not easy to find µN or its expectation; the vector Dyson equation
is essentially the only way to proceed. However, the quantity computed in (4.4.4),
called the self-consistent density of states, is not exactly the density of states, it
is only a good approximation. The local law states that the empirical (random)
eigenvalue density µN can be very well approximated by the self-consistent den-
sity of states, computed from the Dyson equation and (4.4.4). Here “very well”
means in high probability and with an explicit error bound of size 1/Nη, i.e. on
larger scales we have more precise bound, but we still have closeness even down
to scales η > N−1+γ. High probability bounds imply that also the density of
states EµN is close to the self-consistent density of states ρ, but in general they
are not the same. Note that the significance of the local law is to approximate a
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random quantity with a deterministic one if N is large; there is no direct state-
ment about any N → ∞ limit. The variance matrix S depends on N and a-priori
there is no relation between S-matrices for different N’s.
In some cases a limiting version of these objects also exists. For example, if
the variances sij arise from a deterministic nonnegative profile function S(x,y)
on [0, 1]2 with some regularity, i.e.
sij =
1
N
S
( i
N
,
j
N
)
,
then the sequence of the self-consistent density of states ρ(N) have a limit. If the
global law holds, then this limit must be the limiting density of states, defined
as the limit of EµN. This is the case for Wigner matrices in a trivial way: the
self-consistent density of states is always the semicircle for any N. However, the
density of states for finite N is not the semicircle law; it depends on the actual
distribution of the matrix elements, but decreasingly as N increases.
In these notes we will focus on computing the self-consistent density of states
and proving local laws for fixed N; we will not consider the possible large N
limits of these objects.
4.5. Correlated random matrix For this class we drop the independence condi-
tion, so the matrix elements of H may have nontrivial correlations in addition to
the one required by the hermitian symmetry hij = h¯ji. The Dyson equation is
still determined by the second moments of H, but the covariance structure of all
matrix elements is not described by a matrix; but by a four-tensor. We already
introduced in (3.1.23) the necessary “super operator”
S[R] := EHRH
acting linearly on the space of N×N matrices R. Explicitly
S[R]ij = E
∑
ab
hiaRabhbj =
∑
ab
[
Ehiahbj
]
Rab.
The analogue of the upper bound (4.4.1) is
S[R] 6 C〈R〉
for any positive definite matrix R > 0, where we introduced the notation
〈R〉 := 1
N
TrR.
In the actual proofs we will need a lower bound of the form S[R] > c〈R〉 and
further conditions on the decay of correlations among the matrix elements of H.
The corresponding Dyson equation becomes a matrix equation
(4.5.1) I+ (z+ S[M])M = 0
for the unknown matrix M =M(z) ∈ CN×N under the constraint that ImM > 0.
Recall that the imaginary part of any matrix is a hermitian matrix defined by
ImM =
1
2i
(M−M∗).
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In fact, one may add a hermitian external source matrix A = A∗ and consider
the more general equation
(4.5.2) I+ (z−A+ S[M])M = 0.
In random matrix applications, A plays the role of the matrix of expectations,
A = EH. We will call (4.5.2) and (4.5.1) the matrix Dyson equation with or
without external source. The equation (4.5.2) has a unique solution and in general
it is a non-diagonal matrix even if A is diagonal. Notice that the Dyson equation
contains only the second moments of the elements of H via the operator S; no
higher order correlations appear, although in the proofs of the local laws further
conditions on the correlation decay are necessary.
The Stieltjes transform of the density of states is given by
〈M(z)〉 = 1
N
TrM(z).
The matrix M = M(z) approximates the resolvent in the usual senses, i.e. we
have
Gij(z) ≈Mij(z),
〈x,Gy〉 ≈ 〈x,My〉,
and
1
N
TrG ≈ 〈M〉.
Since in general M is not diagonal, the resolvent G is not approximately diagonal
any more. We will call M, the solution to the matrix Dyson equation (4.5.2), the
self-consistent Green function or self-consistent resolvent.
The stability operator is of the form
I− CMS,
where CM is the linear map acting on the space of matrices as
CM[R] :=MRM.
In other words, the stability operator is the linear map R → R−MS[R]M on the
space of matrices.
The independent case (Wigner type matrix) is a special case of the correlated
ensemble and it is interesting to exhibit their relation. In this case the super-
operator S maps diagonal matrices to diagonal matrix. For any vector v ∈ CN
we denote by diag(v) the N ×N diagonal matrix with (diag(v))ii = vi in the
diagonal. Then we have, for the independent case with sab := E|hab|2 as before,(
S[diag(v)]
)
ij
=
∑
a
[
Eh¯aihaj
]
va = δij(Sv)i,
thus
S[diag(v)] = diag(Sv).
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Exercise 4.5.3. Check that in the independent case, the solution M to (4.5.1) is diagonal,
M = diag(m), where m solves the vector Dyson equation (4.4.2). Verify that the state-
ments of the local laws formulated in the general correlated language reduce to those for
the Wigner type problem. Check that the stability operator I−CMS restricted to diagonal
matrices is equivalent to the stability operator (4.4.5).
The following table summarizes the four classes of ensembles we discussed.
Name Dyson Equation For Stability op Feature
Wigner
E|hij|
2 = sij =
1
N
1+(z+m)m = 0 m ≈ 1
N
TrG 1−m2
Scalar Dyson equation,
m =msc is explicit
Generalized Wigner∑
j sij = 1
1+(z+Sm)m = 0 mi ≈ 1N TrG 1−m2S
Vector Dyson equation,
Split S as S⊥ + |e〉〈e|
Wigner-type
sij arbitrary
1+(z+Sm)m = 0 mi ≈ Gii 1−m2S Vector Dyson equation,m to be determined
Correlated matrix
Ehxyhuw 6 δxwδyu I+(z+S[M])M = 0 Mij ≈ Gij 1−MS[·]M
Matrix Dyson equation
Super-operator
We remark that in principle the averaged law (density of states) for generalized
Wigner ensemble could be studied via a scalar equation only since the answer is
given by the scalar Dyson equation, but in practice a vector equation is studied
in order to obtain entrywise and isotropic information. However, Wigner-type
matrices need a vector Dyson equation even to identify the density of states. Cor-
related matrices need a full scale matrix equation since the answer M is typically
a non-diagonal matrix.
4.6. The precise meaning of the approximations In the previous sections we
used the sloppy notation ≈ to indicate that the (random) resolvent G in various
senses is close to a deterministic object. We now explain what we mean by that.
Consider first (4.2.1), the entrywise statement for the Wigner case:
Gij(z) ≈ δijmsc(z).
More precisely, we will see that
(4.6.1)
∣∣Gij(z) − δijmsc(z)∣∣ . 1√
Nη
, η = Im z
holds. Here the somewhat sloppy notation . indicates that the statement holds
with very high probability and with an additional factor Nε. The very precise
form of (4.6.1) is the following: for any ε,D > 0 we have
(4.6.2) max
ij
P
(∣∣Gij(z) − δijmsc(z)∣∣ > Nε√
Nη
)
6 CD,ε
ND
with some constant CD,ε independent of N, but depending on D, ε and the se-
quence µp bounding the moments in (4.1.2). We typically consider only spectral
parameters with
(4.6.3) |z| 6 C, η > N−1+γ
for any fixed positive constants C and γ, and we encourage the reader to think
of z satisfying these constraints, although our results are eventually valid for a
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larger set as well (the restriction |z| 6 C can be replaced with |z| 6 NC and the
lower bound on η is not necessary if E = Re z is away from the support of the
density of states).
Notice that (4.6.2) is formulated for any fixed z, but the probability control is
very strong, so one can extend the same bound to hold simultaneously for any z
satisfying (4.6.3), i.e.
(4.6.4)
P
(
∃z ∈ C : |z| 6 C, Im z > N−1+γ, max
ij
∣∣Gij(z) − δijmsc(z)∣∣ > Nε√
Nη
)
6 CD,ε
ND
.
Bringing the maximum over i, j inside the probability follows from a simple union
bound. The same trick does not work directly for bringing the maximum over all
z inside since there are uncountable many of them. But notice that the function
z→ Gij(z) − δijmsc(z)
is Lipschitz continuous with a Lipschitz constant C/η2 which is bounded by CN2
in the domain (4.6.3). Therefore, we can first choose a very dense, sayN−3-grid of
z values, apply the union bound to them and then argue with Lipschitz continuity
for all other z values.
Exercise 4.6.5. Make this argument precise, i.e. show that (4.6.4) follows from (4.6.2).
Similar argument does not quite work for the isotropic formulation. While
(4.2.3) holds for any fixed (sequences of) `2-normalized vectors x and y, i.e. in its
precise formulation we have
(4.6.6) P
(∣∣〈x,G(z)y〉−msc(z)〈x, y〉∣∣ > Nε√
Nη
)
6 CD,ε
ND
for any fixed x, y with ‖x‖2 = ‖y‖2 = 1, we cannot bring the supremum over
all x, y inside the probability. Clearly maxx,y〈x,G(z)y〉 would give the norm of G
which is 1/η.
Furthermore, a common feature of all our estimates is that the local law in
averaged sense is one order more precise than the entrywise or isotropic laws,
e.g. for the precise form of (4.2.2) we have
(4.6.7) P
(∣∣ 1
N
TrG(z) −msc(z)
∣∣ > Nε
Nη
)
6 CD,ε
ND
.
5. Physical motivations
The primary motivation to study local spectral statistics of large random matri-
ces comes from nuclear and condensed matter physics where the matrix models a
quantum Hamiltonian and its eigenvalues correspond to energy levels. Other ap-
plications concern statistics (especially largest eigenvalues of sample covariance
matrices of the form XX∗ where X has independent entries), wireless communi-
cation and neural networks. Here we focus only on physical motivations.
5.1. Basics of quantum mechanics We start with summarizing the basic setup
of quantum mechanics. A quantum system is described by a configuration space
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Σ, e.g. Σ = {↑, ↓} for a single spin, or Σ = Z3 for an electron hopping on an ionic
lattice or Σ = R3 for an electron in vacuum. Its elements x ∈ Σ are called con-
figurations and it is equipped with a natural measure (e.g. the counting measure
for discrete Σ or the Lebesgue measure for Σ = R3). The state space is a complex
Hilbert space, typically the natural L2-space of Σ, i.e. `2(Σ) = C2 in case of a
single spin or `2(Z3) for an electron in a lattice. Its elements are called wave func-
tions, these are normalized functions ψ ∈ `2(Σ), with ‖ψ‖2 = 1. The quantum
wave function entirely describes the quantum state. In fact its overall phase does
not carry measurable physical information; wave functions ψ and eicψ are indis-
tinguishable for any real constant c. This is because only quadratic forms of ψ
are measurable, i.e. only quantities of the form 〈ψ,Oψ〉 where O is a self-adjoint
operator. The probability density |ψ(x)|2 on the configuration space describes the
probability to find the quantum particle at configuration x.
The dynamics of the quantum system, i.e. the process how ψ changes in time,
is described by the Hamilton operator, which is a self-adjoint operator acting on
the state space `2(Σ). If Σ is finite, then it is an Σ×Σ hermitian matrix. The matrix
elements Hxx ′ describe the quantum transition rates from configuration x to x ′.
The dynamics of ψ is described by the Schrödinger equation
i∂tψt = Hψt
with a given initial condition ψt=0 := ψ0. The solution is given by ψt = e−itHψ0.
This simple formula is however, quite hard to compute or analyze, especially for
large times. Typically one writes up the spectral decomposition of H in the form
H =
∑
n λn|vn〉〈vn|, where λn and vn are the eigenvalues and eigenvectors of H,
i.e. Hvn = λnvn. Then
e−itHψ0 =
∑
n
e−itλn〈vn,ψ0〉vn =:
∑
n
e−itλncnvn.
If ψ0 coincides with one of the eigenvectors, ψ0 = vn, then the sum above col-
lapses and
ψt = e
−itHψ0 = e
−itλnvn.
Since the physics encoded in the wave function is insensitive to an overall phase,
we see that eigenvectors remain unchanged along the quantum evolution.
Once ψ0 is a genuine linear combination of several eigenvectors, quadratic
forms of ψt become complicated:
〈ψt,Oψt〉 =
∑
nm
eit(λm−λn)c¯mcn〈vm,Ovn, 〉.
This double sum is highly oscillatory and subject to possible periodic and quasi-
periodic behavior depending on the commensurability of the eigenvalue differ-
ences λm − λn. Thus the statistics of the eigenvalues carry important physical
information on the quantum evolution.
The HamiltonianH itself can be considered as an observable, and the quadratic
form 〈ψ,Hψ〉 describes the energy of the system in the state ψ. Clearly the energy
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is a conserved quantity
〈ψt,Hψt〉 = 〈e−itHψ0,He−itHψt〉 = 〈ψ0,Hψt〉.
The eigenvalues of H are called energy levels of the system.
Disordered quantum systems are described by random Hamiltonians, here the
randomness comes from an external source and is often described phenomeno-
logically. For example, it can represent impurities in the state space (e.g. the
ionic lattice is not perfect) that we do not wish to (or cannot) describe with a
deterministic precision, only their statistical properties are known.
5.2. The “grand” universality conjecture for disordered quantum systems The
general belief is that disordered quantum systems with “sufficient” complexity
are subject to a strong dichotomy. They exhibit one of the following two behaviors:
they are either in the insulating or in the conducting phase. These two phases are
also called localization and delocalization regime. The behavior may depend
on the energy range: the same quantum system can be simultaneously in both
phases but at different energies.
The insulator (or localized regime) is characterized by the following proper-
ties:
1) Eigenvectors are spatially localized, i.e. the overwhelming mass of the
probability density |ψ(x)|2dx is supported in a small subset of Σ. More
precisely, there exists an Σ ′ ⊂ Σ, with |Σ ′| |Σ| such that∫
Σ\Σ ′
|ψ(x)|2dx 1
2) Lack of transport: if the state ψ0 is initially localized, then it remains so
(maybe on a larger domain) for all times. Transport is usually measured
with the mean square displacement if Σ has a metric. For example, for
Σ = Zd we consider
(5.2.1) 〈x2〉t :=
∑
x∈Z3
x2|ψt(x)|
2,
then localization means that
sup
t>0
〈x2〉t 6 C
assuming that at time t = 0 we had 〈x2〉t=0 < ∞. Strictly speaking
this concept makes sense only if Σ is infinite, but one can require that
the constant C does not depend on some relevant size parameter of the
model.
3) Green functions have a finite localization length `, i.e. the off diagonal
matrix elements of the resolvent decays exponentially (again for Σ = Zd
for simplicity)
|Gxx ′ | 6 Ce−|x−x
′|/`.
44 The matrix Dyson equation and its applications for random matrices
4) Poisson local eigenvalue statistics: Nearby eigenvalues are statistically
independent, i.e. they approximately form a Poisson point process after
appropriate rescaling.
The conducting (or delocalized) regime is characterized by the opposite fea-
tures:
1) Eigenvectors are spatially delocalized, i.e. the mass of the probability
density |ψ(x)|2 is not concentrated on a much smaller subset of Σ.
2) Transport via diffusion: The mean square displacement (5.2.1) grows
diffusively, e.g. for Σ = Zd
〈x2〉t ≈ Dt
with some nonzero constant D (diffusion constant) for large times. If Σ
is a finite part of Zd, e.g. Σ = [1,L]d ∩Zd, then this relation should be
modified so that the growth of 〈x2〉t with time can last only until the
whole Σ is exhausted.
3) The Green function does not decay exponentially, the localization length
` =∞.
4) Random matrix local eigenvalue statistics: Nearby eigenvalues are sta-
tistically strongly dependent, in particular there is a level repulsion. They
approximately form a GUE or GOE eigenvalue point process after appro-
priate rescaling. The symmetry type of the approximation is the same as
the symmetry type of the original model (time reversal symmetry gives
GOE).
The most prominent simple example for the conducting regime is the Wigner
matrices or more generally Wigner-type matrices. They represent a quantum sys-
tem where hopping from any site x ∈ Σ to any other site x ′ ∈ Σ is statistically
equally likely (Wigner ensemble) or at least comparably likely (Wigner type en-
semble).
Thus, a convenient way to represent the conducting regime is via a complete
graph as illustrated below in Figure 5.2.2. This graph has one vertex for each of
the N = |Σ| states and an edge joins each pair of states. The edges correspond
to the matrix elements hxx ′ in (4.1.1) and they are independent. For Wigner
matrices there is no specific spatial structure present, the system is completely
homogeneous. Wigner type ensembles model a system with an inhomogeneous
spatial structure, but it is still a mean field model since most transition rates are
comparable. However, some results on Wigner type matrices allow zeros in the
matrix of variances S defined in (4.3.1), i.e. certain jumps are explicitly forbidden.
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Figure 5.2.2. Graph schematically indicating the configuration
space ofN = |Σ| = 7 states with random quantum transition rates
The delocalization of the eigenvectors (item 1) was presented in (2.2.1), while
item 4) is the WDM universality. The diffusive feature (item 2) is trivial since due
to the mean field character, the maximal displacement is already achieved after
t ∼ O(1). Thus the Wigner matrix is in the delocalized regime.
It is not so easy to present a non-trivial example for the insulator regime. A
trivial example is if H is a diagonal matrix in the basis given by Σ, with i.i.d. en-
tries in the diagonal, then items 1)–4) of the insulator regime clearly hold. Beyond
the diagonal, even a short range hopping can become delocalized, for example
the lattice Laplacian on Zd has delocalized eigenvectors (plane waves). However,
if the Laplacian is perturbed by a random diagonal, then localization may oc-
cur – this is the celebrated Anderson metal-insulator transition [13], which we now
discuss.
5.3. Anderson model The prototype of the random Schrödinger operators is the
Anderson model on the d-dimensional square latticeZd. It consists of a Laplacian
(hopping term to the neighbors) and a random potential:
(5.3.1) H = ∆+ λV
acting on `2(Zd). The matrix elements of the Laplacian are given by
∆xy = 1(|x− y| = 1)
and the potential is diagonal, i.e.
Vxy = δxyvx,
where {vx : i ∈ Zd} is a collection of real i.i.d. random variables sitting on the
lattice sites. For definiteness we assume that
Evx = 0, Ev2x = 1
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and λ is a coupling parameter. Notice that ∆ is self-adjoint and bounded, while
the potential at every site is bounded almost surely. For simplicity we may as-
sume that the common distribution of v has bounded support, i.e. V , hence H are
bounded operators. This eliminates some technical complications related to the
proper definition of the self-adjoint extensions.
5.3.2. The free Laplacian For λ = 0, the spectrum is well known, the eigenvector
equation ∆f = µf, i.e. ∑
|y−x|=1
fy = µfx, ∀x ∈ Zd,
has plane waves parametrized by the d-torus, k = (k1,k2, . . . ,kd) ∈ [−pi,pi]d as
eigenfunctions:
fx = e
ik·x, µ = 2
d∑
i=1
coski.
Although these plane waves are not `2-normalizable, they still form a complete
system of generalized eigenvectors for the bounded self-adjoint operator ∆. The
spectrum is the interval [−2d, 2d] and it is a purely absolutely continuous spec-
trum (we will not need its precise definition if you are unfamiliar with it). Readers
uncomfortable with unbounded domains can take a large torus [−L,L]d, L ∈ N,
instead of Zd as the configuration space. Then everything is finite dimensional,
and the wave-numbers k are restricted to a finite lattice within the torus [−pi,pi]d.
Notice that the eigenvectors are still plane waves, in particular they are completely
delocalized.
One may also study the time evolution eit∆ (basically by Fourier transform)
and one finds ballistic behavior, i.e. for the mean square displacement (5.2.1)
one finds
〈x2〉t =
∑
x∈Zd
x2|ψt(x)|
2 ∼ Ct2, ψt = eit∆ψ0
for large t. Thus for λ = 0 the system in many aspects is in the delocalized
regime. Since randomness is completely lacking, it is not expected that other
features of the delocalized regime hold, e.g. the local spectral statistics is not
the one from random matrices – it is rather related to a lattice point counting
problem. Furthermore, the eigenvalues have degeneracies, i.e. level repulsion, a
main characteristics for random matrices, does not hold.
5.3.3. Turning on the randomness Now we turn on the randomness by taking
some λ 6= 0. This changes the behavior of the system drastically in certain regimes.
More precisely:
• In d = 1 dimension the system is in the localized regime as soon as
λ 6= 0, see [52]
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• In d = 2 dimensions On physical grounds it is conjectured that the
system is localized for any λ 6= 0 [76]. No mathematical proof exists.
• In the most important physical d = 3 dimensions we expect a phase
transition: The system is localized for large disorder, |λ| > λ0(d) or at
the spectral edges [3, 49]. For small disorder and away from the spectral
edges delocalization is expected but there is no rigorous proof. This is
the celebrated extended states or delocalization conjecture, one of the
few central holy grails of mathematical physics.
Comparing random Schrödinger with random matrices, we may write up the
matrix of the d = 1 dimensional operator H (5.3.1) in the basis given by Σ = J1,LK:
H = ∆+
L∑
x=1
vx =

v1 1
1 v2 1
1
. . .
. . . 1
1 vL−1 1
1 vL

.
It is tridiagonal matrix with i.i.d. random variables in the diagonal and all ones in
the minor diagonal. It is a short range model as immediate quantum transitions
(jumps) are allowed only to the nearest neighbors. Structurally this H is very
different from the typical Wigner matrix (5.2.2) where all matrix elements are
roughly comparable (mean field model).
5.4. Random band matrices Random band matrices naturally interpolate be-
tween the mean field Wigner ensemble and the short range random Schrödinger
operators. Let the state space be
Σ := [1,L]d ∩Zd
a lattice box of linear size L in d dimensions. The total dimension of the state
space is N = |Σ| = Ld. The entries of H = H∗ are centered, independent but
not identically distributed – it is like the Wigner type ensemble, but without
the mean field condition sxy = E|hxy|2 6 C/N. Instead, we introduce a new
parameter, 1 6 W 6 L the bandwidth or the interaction range. We assume that
the variances behave as
E|hxy|
2 =
1
Wd
f
( |x− y|
W
)
.
In d = 1 physical dimension the corresponding matrix is an L× L matrix with a
nonzero band of width 2W around the diagonal. From any site a direct hopping
of size W is possible, see the figure below with L = 7, W = 2:
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H =

∗ ∗ ∗ 0 0 0 0
∗ ∗ ∗ ∗ 0 0 0
∗ ∗ ∗ ∗ ∗ 0 0
0 ∗ ∗ ∗ ∗ ∗ 0
0 0 ∗ ∗ ∗ ∗ ∗
0 0 0 ∗ ∗ ∗ ∗
0 0 0 0 ∗ ∗ ∗

Clearly W = L corresponds to the Wigner ensemble, while W = 1 is very
similar to the random Schrödinger with its short range hopping. The former is
delocalized, the latter is localized, hence there is a transition with can be probed
by changing W from 1 to L. The following table summarizes “facts” from physics
literature on the transition threshold:
Anderson metal-insulator transition occurs at the following thresholds:
W ∼ L1/2 (d = 1) Supersymmetry [50]
W ∼
√
logL (d = 2) Renormalization group scaling [1]
W ∼W0(d) (d > 3) extended states conjecture [13]
All these conjectures are mathematically open, the most progress has been done
in d = 1. It is known that we have localization in the regime W  L1/8 [68]
and delocalization for W  L4/5 [35]. The two point correlation function of the
characteristic polynomial was shown to be given by the Dyson sine kernel up to
the threshold W  L1/2 in [70].
In these lectures we restrict our attention to mean field models, i.e. band
matrices will not be discussed. We nevertheless mentioned them because they
are expected to be easier than the short range random Schrödinger operators and
they still exhibit the Anderson transition in a highly nontrivial way.
5.5. Mean field quantum Hamiltonian with correlation Finally we explain how
correlated random matrices with a certain correlation decay are motivated. We
again equip the state space Σwith a metric to be able to talk about “nearby” states.
It is then reasonable to assume that hxy and hxy ′ are correlated if y and y ′ are
close with a decaying correlation as dist(y,y ′) increases.
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For example, in the figure hxy and hxy ′ are strongly correlated but hxy and hxu
are not (or only very weakly) correlated. We can combine this feature with an
inhomogeneous spatial structure as in the Wigner-type ensembles.
6. Results
Here we list a few representative results with precise conditions. The results
can be divided roughly into three categories:
• Properties of the solution of the Dyson equation, especially the singular-
ity structure of the density of states and the boundedness of the inverse
of the stability operator. This part of the analysis is deterministic.
• Local laws, i.e. approximation of the (random) resolvent G by the so-
lution of the corresponding Dyson equation with very high probability
down to the optimal scale η 1/N.
• Bulk universality of the local eigenvalue statistics on scale 1/N.
6.1. Properties of the solution to the Dyson equations
6.1.1. Vector Dyson equation First we focus on the vector Dyson equation (4.4.2)
with a general symmetric variance matrix S motivated by Wigner type matrices:
(6.1.2) −
1
m
= z+ Sm, m ∈HN, z ∈H
(recall that the inverse of a vector 1/m is understood component wise, i.e. 1/m is
an N vector with components (1/m)i = 1/mi). We may add an external source
which is real vector a ∈ RN and the equation is modified to
(6.1.3) −
1
m
= z− a+ Sm, m ∈HN, z ∈H,
but we will consider the a = 0 case for simplicity. We equip the space CN with
the maximum norm,
‖m‖∞ := max
i
|mi|,
and we let ‖S‖∞ be the matrix norm induced by the maximum norm of vectors.
We start with the existence and uniqueness result for (6.1.2), see e.g. Proposi-
tion 2.1 in [4]:
Theorem 6.1.4. The equation (6.1.2) has a unique solution m = m(z) for any z ∈ H.
For each i ∈ J1,NK there is a probability measure νi(dx) on R (called generating
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measure) such that mi is the Stieltjes transform of vi:
(6.1.5) mi(z) =
∫
R
νi(dτ)
τ− z
,
and the support of all νi lie in the interval [−2‖S‖1/2∞ , 2‖S‖1/2∞ ]. In particular we have
the trivial upper bound
(6.1.6) ‖m(z)‖∞ 6 1
η
, η = Im z.
Recalling that the self-consistent density of states was defined in (4.4.3) via
the inverse Stieltjes transform of 〈m〉 = 1N
∑
mi, we see that
ρ = 〈ν〉 = 1
N
∑
i
νi.
We now list two assumptions on S, although for some results we will need
only one of them:
• Boundedness: We assume that there exists two positive constants c,C
such that
(6.1.7)
c
N
6 sij 6
C
N
• Hölder regularity:
(6.1.8) |sij − si ′j ′ | 6
C
N
[ |i− i ′|+ |j− j ′|
N
]1/2
We remark that the lower bound in (6.1.7) can be substantially weakened, in
particular large zero blocks are allowed. For example, we may assume only that
S has a substantial diagonal, i.e. sij > cN · 1(|i− j| 6 εN) with some fixed positive
c, ε, but for simplicity of the presentation we follow (6.1.7).
The Hölder regularity (6.1.8) expresses a regularity on the order N scale in the
matrix. It can be understood in the easiest way if we imagine that the matrix
elements sij come from a macroscopic profile function S(x,y) on [0, 1]× [0, 1] by
the formula
(6.1.9) sij =
1
N
S
( i
N
,
j
N
)
.
It is easy to check that if S : [0, 1]2 → R+ is Hölder continuous with a Hölder
exponent 1/2, then (6.1.8) holds. In fact, the Hölder regularity condition can also
be weakened to piecewise 1/2-Hölder regularity (with finitely many pieces), in
that case we assume that sij is of the form (6.1.9) with a profile function S(x,y)
that is piecewise Hölder continuous with exponent 1/2, i.e. there exists a fixed
(N-independent) partition I1 ∪ I2 ∪ . . .∪ In = [0, 1] of the unit interval into smaller
intervals such that
(6.1.10) max
ab
sup
x,x ′∈Ia
sup
y,y ′∈Ib
|S(x,y) − S(x ′,y ′)|
|x− x ′|1/2 + |y− y ′|1/2
6 C.
The main theorems summarizing the properties of the solution to (6.1.2) are
the following. The first theorem assumes only (6.1.7) and it is relevant in the bulk.
We will prove it later in Section 6.1.11.
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Theorem 6.1.11. Suppose that S satisfies (6.1.7). Then we have the following bounds:
(6.1.12)
‖m(z)‖∞ . 1
ρ(z) + dist(z, suppρ)
, ρ(z) . Im m(z) . (1+ |z|2)‖m(z)‖2∞ρ(z).
The second theorem additionally assumes (6.1.8), but the result is much more
precise, in particular a complete analysis of singularities is possible.
Theorem 6.1.13. [Theorem 2.6 in [6]] Suppose that S satisfies (6.1.7) and it is Hölder
continuous (6.1.8) [or piecewise Hölder continuous (6.1.10)]. Then we have the following:
(i) The generating measures have Lebesgue density, νi(dτ) = νi(τ)dτ and the
generating densities νi are uniformly 1/3-Hölder continuous, i.e.
(6.1.14) max
i
sup
τ 6=τ ′
|νi(τ) − νi(τ
′)|
|τ− τ ′|1/3
6 C ′.
(ii) The set on which νi is positive is independent of i:
S := {τ ∈ R : νi(τ) > 0}
and it is a union of finitely many open intervals. If S is Hölder continuous in
the sense of (6.1.8), then S consist of a single interval.
(iii) The restriction of ν(τ) to R \ ∂S is analytic in τ (as a vector-valued function).
(iv) At the (finitely many) points τ0 ∈ ∂S the generating density has one of the
following two behaviors:
CUSP: If τ0 is at the intersection of the closure of two connected components of S,
then ν has a cubic root singularity, i.e.
(6.1.15) νi(τ0 +ω) = ci|ω|1/3 +O(|ω|2/3)
with some positive constants ci.
EDGE: If τ0 is not a cusp, then it is the right or left endpoint of a connected
component of S and ν has a square root singularity at τ0:
(6.1.16) νi(τ0 ±ω) = ciω1/2 +O(ω), ω > 0,
with some positive constants ci.
The positive constant C ′ in (6.1.14) depends only on the constants c and C in the con-
ditions (6.1.7) and (6.1.8) [or (6.1.10)], in particular it is independent of N. The con-
stants ci in (6.1.15) and (6.1.16) are also uniformly bounded from above and below, i.e.,
c ′′ 6 ci 6 C ′′, with some positive constants c ′′ and C ′′ that, in addition to c and C, may
also depend on the distance between the connected components of the generating density.
Some of these statements will be proved in Section 7. We now illustrate this
theorem by a few pictures. The first picture indicates a nontrivial S-profile (dif-
ferent shades indicate different values in the matrix) and the corresponding self-
consistent density of states.
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In particular, we see that in general the density of states is not the semicircle if∑
j sij 6= const.
The next pictures show how the support of the self-consistent density of states
splits via cusps as the value of sij slowly changes. Each matrix below the pic-
tures is the corresponding variance matrix S represented as a 4× 4 block matrix
with (N/4)× (N/4) blocks with constant entries. Notice that the corresponding
continuous profile function S(x,y) is only piecewise Hölder (in fact, piecewise
constant). As the parameter in the diagonal blocks increases, a small gap closes
at a cusp, then it develops a small local minimum.
−4 −2 0 2 4 −4 −2 0 2 4 −4 −2 0 2 4
Small gap Exact cusp Small minimum
1
N

.07 1 1 1
1 .07 .07 .07
1 .07 .07 .07
1 .07 .07 .07

1
N

.1 1 1 1
1 .1 .1 .1
1 .1 .1 .1
1 .1 .1 .1

1
N

.13 1 1 1
1 .13 .13 .13
1 .13 .13 .13
1 .13 .13 .13
 .
Cusps and splitting of the support are possible only if there is a discontinuity
in the profile of S. If the above profile is smoothed out (indicated by the narrow
shaded region in the schematic picture of the matrix below), then the support
becomes a single interval with a specific smoothed out “almost cusp”.
 
 
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Finally we show the universal shape of the singularities and near singularities
in the self-consistent density of states. The first two pictures are the edges and
cusps, below them the approximate form of the density near the singularity in
terms of the parameter ω = τ− τ0, compare with (6.1.16) and (6.1.15):
Edge,
√
ω singularity Cusp, |ω|1/3 singularity
The next two pictures show the asymptotic form of the density right before and
after the cusp formation. The relevant parameter t is an appropriate rescaling of
ω; the size of the gap (after the cusp formation) and the minimum value of the
density (before the cusp formation) set the relevant length scales on which the
universal shape emerges:
Small-gap Smoothed cusp
(2+t)t
1+(1+t+
√
(2+t)t)2/3+(1+t−
√
(2+t)t)2/3
√
1+t2
(
√
1+t2+t)2/3+(
√
1+t2−t)2/3−1
− 1
t :=
|ω|
gap , t :=
|ω|
(minimum of ρ )3
We formulated the vector Dyson equation in a discrete setup for N unknowns
but it can be considered in a more abstract setup as follows. For a measurable
space A and a subset D ⊆ C of the complex numbers, we denote by B(A,D) the
space of bounded measurable functions on A with values in D. Let (X,pi(dx))
be a measure space with bounded positive (non-zero) measure pi. Suppose we
are given a real valued a ∈ B(X,R) and a non-negative, symmetric, sxy = syx,
function s ∈ B(X2,R+0 ). Then we consider the quadratic vector equation (QVE),
(6.1.17) −
1
m(z)
= z− a+ Sm(z) , z ∈H ,
for a function m : H → B(X,H), z 7→ m(z), where S : B(X,C) → B(X,C) is the
integral operator with kernel s,
(Sw)x :=
∫
sxywypi(dy) , x ∈ X , w ∈ B(X,C) .
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We equip the space B(X,C) with its natural supremum norm,
‖w‖ := sup
x∈X
|wx| , w ∈ B(X,C) .
With this norm B(X,C) is a Banach space. All results stated in Theorem 6.1.13 are
valid in this more general setup, for details, see [4]. The special case we discussed
above corresponds to
X :=
{ 1
N
,
2
N
, . . . ,
N
N
}
, pi(dx) =
1
N
N∑
i=1
δ
(
x−
i
N
)
.
The scaling here differs from (6.1.9) by a factor of N, since now sxy = S
(
x,y
)
,
x,y ∈ X in which case there is an infinite dimensional limiting equation with
X = [0, 1] and pi(dx) being the Lebesgue measure. If sij comes from a continuous
profile, (6.1.9), then in the N→∞ limit, the vector Dyson equation becomes
−
1
mx(z)
= z+
∫1
0
S(x,y)my(z)dy, x ∈ [0, 1], z ∈H.
6.1.18. Matrix Dyson equation The matrix version of the Dyson equation nat-
urally arises in the study of correlated random matrices, see Section 3.1.19 and
Section 4.5. It takes the form
(6.1.19) I+ (z+ S[M])M = 0, ImM > 0, Im z > 0, (MDE)
where we assume that S : CN×N → CN×N is a linear operator that is
1) symmetric with respect to the Hilbert-Schmidt scalar product. In other
words, TrR∗S[T ] = Tr S[R]∗T for any matrices R, T ∈ CN×N;
2) positivity preserving, i.e. S[R] > 0 for any R > 0.
Somewhat informally we will refer to linear maps on the space of matrices as
superoperators to distinguish them from usual matrices.
Originally, S is defined in (3.1.23) as a covariance operator of a hermitian ran-
dom matrix H, but it turns out that (6.1.19) can be fully analyzed solely under
these two conditions 1)–2). It is straightforward to check that S defined in (3.1.23)
satisfies the conditions 1) and 2).
Similarly to the vector Dyson equation (6.1.3) one may add an external source
A = A∗ ∈ CN×N and consider
(6.1.20) I+ (z−A+ S[M])M = 0, ImM > 0
but these notes will be restricted to A = 0. We remark that instead of finite di-
mensional matrices, a natural extension of (6.1.20) can be considered on a general
von Neumann algebra, see [9] for an extensive study.
The matrix Dyson equation (6.1.20) is a generalization of the vector Dyson
equation (6.1.3). Indeed, if diag(v) denotes the diagonal matrix with the com-
ponents of the vector v in the diagonal, then (6.1.20) reduces to (6.1.3) with the
identification A = diag(a), M = diag(m) and S(diag(m)) = diag(Sm). The solu-
tion m to the vector Dyson equation was controlled in the maximum norm ‖m‖∞;
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for the matrix Dyson equation the analogous natural norm is the Euclidean ma-
trix (or operator) norm, ‖M‖2, given by
‖M‖2 = sup{‖Mx‖2 : x ∈ CN, ‖x‖2 = 1}.
Clearly, for diagonal matrices we have ‖diag(m)‖2 = ‖m‖∞. Correspondingly,
the natural norm on the superoperator S is the norm ‖S‖2 := ‖S‖2→2 induced by
the Euclidean norm on matrices, i.e.
‖S‖2 := sup{‖S[R]‖2 : R ∈ CN×N, ‖R‖2 = 1}.
Similarly to Theorem 6.1.4, we have an existence and uniqueness result for the
solution (see [55]) moreover, we have a Stieltjes transform representation (Propo-
sition 2.1 of [5]):
Theorem 6.1.21. For any z ∈ H, the MDE (6.1.19) with the side condition ImM > 0
has a unique solution M = M(z) that is analytic in the upper half plane. The solution
admits a Stieltjes transform representation
(6.1.22) M(z) =
∫
R
V(dτ)
τ− z
where V(dτ) is a positive semidefinite matrix valued measure on R with normalization
V(R) = I. In particular
(6.1.23) ‖M(z)‖2 6 1Im z .
The support of this measure lies in [−2‖S‖1/22 , 2‖S‖
1/2
2 ].
The solution M is called the self-consistent Green function or self-consistent
resolvent since it will be used as a computable deterministic approximation to
the random Green function G.
From now on we assume the following flatness condition on S that is the matrix
analogue of the boundedness condition (6.1.7):
Flatness condition: The operator S is called flat if there exists two positive
constants, c,C, independent of N, such that
(6.1.24) c〈R〉 6 S[R] 6 C〈R〉, where 〈R〉 := 1
N
TrR
holds for any positive definite matrix R > 0.
Under this condition we have the following quantitative results on the solution
M (Proposition 2.2 and Proposition 4.2 of [5]):
Theorem 6.1.25. Assume that S is flat, then the holomorphic function 〈M〉 : H → H
is the Stieltjes transform of a Hölder continuous probability density ρ w.r.t. the Lebesgue
measure:
〈V(dτ)〉 = ρ(τ)dτ
i.e.
(6.1.26) |ρ(τ1) − ρ(τ2)| 6 C|τ1 − τ2|ε
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with some Hölder regularity exponent ε, independent of N (ε = 1/100 would do). The
density ρ is called the self-consistent density of states. Furthermore, ρ is real analytic
on the open set S := {τ ∈ R ; ρ(τ) > 0} which is called the self-consistent bulk
spectrum. For the solution itself we also have
(6.1.27) ‖M(z)‖2 6 C
ρ(z) + dist(z,S)
and
cρ(z) 6 ImM(z) 6 C‖M(z)‖22ρ(z),
where ρ(z) is the harmonic extension of ρ(τ) to the upper half plane. In particular, in the
bulk regime of spectral parameters, where ρ(Re z) > δ for some fixed δ > 0, we see that
M(z) is bounded and ImM(z) is comparable (as a positive definite matrix) with ρ(z).
Notice that unlike in the analogous Theorem 6.1.13 for the vector Dyson equa-
tion, here we do not assume any regularity on S, but the conclusion is weaker. We
do not get Hölder exponent 1/3 for the self-consistent density of states ρ. Further-
more, cusp and edge analysis would also require further conditions on S. Since
in the correlated case we focus on the bulk spectrum, i.e. on spectral parameters
z with Re z ∈ S, we will not need detailed information about the density near
the spectral edges. A detailed analysis of the singularity structure of the solution
to (6.1.20), in particular a theorem analogous to Theorem 6.1.13, has been given
in [9]. The corresponding edge universality for correlated random matrices was
proven in [10].
6.2. Local laws for Wigner-type and correlated random matrices We now state
the precise form of the local laws.
Theorem 6.2.1 (Bulk local law for Wigner type matrices, Corollary 1.8 from [7]).
Let H be a centered Wigner type matrix with bounded variances sij = E|hij|2 i.e. (6.1.7)
holds. Let m(z) be the solution to the vector Dyson equation (6.1.3). If the uniform
moment condition (4.1.2) for the matrix elements, then the local law in the bulk holds. If
we fix positive constants δ,γ, ε and D, then for any spectral parameter z = τ+ iη with
(6.2.2) ρ(τ) > δ, η > N−1+γ
we have the entrywise local law
(6.2.3) max
ij
P
(∣∣Gij(z) − δijmi(z)∣∣ > Nε√
Nη
)
6 C
ND
,
and, more generally, the isotropic law that for non-random normalized vectors x, y ∈ CN,
(6.2.4) max
ij
P
(∣∣〈x,G(z)y〉− 〈x, m(z)y〉∣∣ > Nε√
Nη
)
6 C
ND
.
Moreover for any non-random vector w = (w1,w2, . . .) ∈ CN with maxi |wi| 6 1 we
have the averaged local law
(6.2.5) P
(∣∣ 1
N
∑
i
wi
[
Gii(z) −mi(z)
]∣∣ > Nε
Nη
)
6 C
ND
,
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in particular (with wi = 1) we have
(6.2.6) P
(∣∣ 1
N
TrG(z) − 〈m(z)〉)∣∣ > Nε
Nη
)
6 C
ND
.
The constant C in (6.2.3)–(6.2.6) is independent of N and the choice of wi, but it depends
on δ,γ, ε,D, the constants in (6.1.7) and the sequence µp bounding the moments in
(4.1.2).
As we explained around (4.6.4), in the entrywise local law (6.2.3) one may
bring both superma on i, j and on the spectral parameter z inside the probability,
i.e. one can guarantee that Gij(z) is close to mi(z)δij simultaneously for all
indices and spectral parameters in the regime (6.2.2). Similarly, z can be brought
inside the probability in (6.2.4) and (6.2.5), but the isotropic law (6.2.4) cannot
hold simultaneously for all x, y and similarly, the averaged law (6.2.5) cannot
simultaneously hold for all w.
We formulated the local law only under the boundedness condition (6.1.7) but
only in the bulk of the spectrum for simplicity. Local laws near the edges and
cusps require much more delicate analysis and some type of regularity on sij, e.g.
the 1/2-Hölder regularity introduced in (6.1.8) would suffice. Much easier is the
regime outside of the spectrum. The precise statement is found in Theorem 1.6
of [7].
For the correlated matrix we have the following local law from [5]:
Theorem 6.2.7 (Bulk local law for correlated matrices). Consider a random hermitian
matrix H ∈ CN×N with correlated entries. Define the self-energy super operator S as
(6.2.8) S[R] = E
[
HRH
]
acting on any matrix R ∈ CN×N. Assume that the flatness condition (6.1.24) and the
moment condition (4.1.2) hold. We also assume an exponential decay of correlations in
the form
(6.2.9) Cov
(
φ(WA);ψ(WB)
)
6 C(φ,ψ) e−d(A,B).
Here W =
√
NH is the rescaled random matrix, A,B are two subsets of the index setJ1,NK× J1,NK, the distance d is the usual Euclidean distance between the sets A ∪At
and B∪Bt andWA = (wij)(i,j)∈A, see figure below. LetM be the self-consistent Green
function, i.e. the solution of the matrix Dyson equation (6.1.19) with S given in (6.2.8),
and consider a spectral parameter in the bulk, i.e. z = τ+ iη with
(6.2.10) ρ(τ) > δ, η > N−1+γ
Then for any non-random normalized vectors x, y ∈ CN we have the isotropic local law
(6.2.11) P
(∣∣〈x,G(z)y〉− 〈x,M(z)y〉∣∣ > Nε√
Nη
)
6 C
ND
,
in particular we have the entrywise law
(6.2.12) P
(∣∣Gij(z) −Mij(z)∣∣ > Nε√
Nη
)
6 C
ND
,
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for any i, j. Moreover for any fixed (deterministic) matrix T with ‖T‖ 6 1, we have the
averaged local law
(6.2.13) P
(∣∣∣ 1
N
Tr T
[
G(z) −M(z)
]∣∣∣ > Nε
Nη
)
6 C
ND
.
The constant C is independent of N and the choice of x, y, but it depends on δ,γ, ε,D, the
constants in (6.1.24) and the sequence µp bounding the moments in (4.1.2).
In our recent paper [37], we substantially relaxed the condition on the correla-
tion decay (6.2.9) to the form
Cov
(
φ(WA);ψ(WB)
)
6 C(φ,ψ)
1+ d2
e−d/N
1/4
, d = d(A,B),
and a similar condition on higher order cumulants, see [37] for the precise forms.
In Theorem 6.2.7, we again formulated the result only in the bulk, but similar
(even stronger) local law is available for energies τ that are separated away from
the support of ρ.
(
A
)B
d(A, B )
B
A
In these notes we will always assume that H is centered, EH = 0 for simplicity,
but our result holds in the general case as well. In that case S is given by
S[R] = E
[
(H−EH)R(H−EH)
]
and M solves the MDE with external source A := EH, see (6.1.20).
6.3. Bulk universality and other consequences of the local law In this section
we give precise theorems of three important consequences of the local law. We
will formulate the results in the simplest case, in the bulk. We give some sketches
of the proofs. Complete arguments for these results can be found in the papers
[7] and [5, 37].
6.3.1. Delocalization The simplest consequence of the entrywise local law is the
delocalization of the eigenvectors as explained in Section 2.2. The precise formu-
lation goes as follows:
Theorem 6.3.2 (Delocalization of bulk eigenvectors). Let H be a Wigner type or,
more generally, a correlated random matrix, satisfying the conditions of Theorem 6.2.1 or
Theorem 6.2.7, respectively. Let ρ be the self-consistent density of states obtained from
solving the corresponding Dyson equation. Then for any δ,γ > 0 and D > 0 we have
P
(
∃u, λ, Hu = λu, ‖u‖2 = 1 ρ(λ) > δ, ‖u‖∞ > N− 12+γ) 6 C
ND
.
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Sketch of the proof. The proof was basically given in (2.2.1). The local laws guar-
antee that ImGjj(z) is close to its deterministic approximant, mi(z)δij or Mij(z),
these statements hold for any E = Re z in the bulk and for η > N−1+γ. Moreover,
(6.1.12) and (6.1.27) show that in the bulk regime both |m| and ‖M‖ are bounded.
From these two information we conclude that ImGjj(z) is bounded with very
high probability. 
6.3.3. Rigidity The next standard consequence of the local law is the rigidity of
eigenvalues. It states that with very high probability the eigenvalues in the bulk
are at most N−1+γ-distance away from their classical locations predicted by the
corresponding quantiles of the self-consistent density of states, for any γ > 0.
This error bar N−1+γ reflects that typically the eigenvalues are almost as close to
their deterministically prescribed locations as the typical level spacing N−1. This
is actually an indication of a very strong correlation; e.g. if the eigenvalues were
completely uncorrelated, i.e. given by a Poisson point process with intensity N,
then the typical fluctuation of the location of the points would be N−1/2.
Since local laws at spectral parameter z = E+ iη determine the local eigenvalue
density on scale η, it is very natural that a local law on scale η = Im z locates indi-
vidual eigenvalues with η-precision. Near the edges and cusps the local spacing
is different (N−2/3 andN−3/4, respectively), and the corresponding rigidity result
must respect this. For simplicity, here we state only the bulk result, as we did for
the local law as well; for results at the edge and cusp, see [7].
Given the self-consistent density ρ, for any energy E, define
(6.3.4) i(E) :=
⌈
N
∫E
−∞ ρ(ω)dω
⌉
to be the index of the N-quantile closest to E. Alternatively, for any i ∈ J1,NK one
could define γi = γ
(N)
i to be the i-th N-quantile of ρ by the relation∫γi
−∞ ρ(ω)dω =
i
N
,
then clearly γi(E) is (one of) the closest N-quantile to E as long as E is in the bulk,
ρ(E) > 0.
Theorem 6.3.5 (Rigidity of bulk eigenvalues). Let H be a Wigner type or, more gen-
erally, a correlated random matrix, satisfying the conditions of Theorem 6.2.1 or Theo-
rem 6.2.7, respectively. Let ρ be the self-consistent density of states obtained from solving
the corresponding Dyson equation. Fix any δ, ε,D > 0. For any energy E in the bulk,
ρ(E) > δ, we have
(6.3.6) P
(
|λi(E) − E| >
Nε
N
)
6 C
ND
.
Sketch of the proof. The proof of rigidity from the local law is a fairly standard
procedure by now, see Chapter 11 of [45], or Lemma 5.1 [7] especially tailored to
our situation. The key step is the following Helffer-Sjöstrand formula that expresses
integrals of a compactly supported function f on the real line against a (signed)
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measure νwith bounded variation in terms of the Stieltjes transform of ν. (Strictly
speaking we defined Stieltjes transform only for probability measures, but the
concept can be easily extended since any signed measure with bounded variation
can be written as a difference of two non-negative measures, and thus Stieltjes
transform extends by linearity).
Let χ be a compactly supported smooth cutoff function on R such that χ ≡ 1
on [−1, 1]. Then the Cauchy integral formula implies
(6.3.7) f(τ) =
1
2pi
∫
R2
iηf ′′(σ)χ(η) + i(f(σ) + iηf ′(σ))χ ′(η)
τ− σ− iη
dσdη.
Thus for any real valued smooth f the Helffer-Sjöstrand formula states that
(6.3.8)
∫
R
f(τ)ν(dτ) = −
1
2pi
(
L1 + L2 + L3
)
with
L1 =
∫
R2
ηf ′′(σ)χ(η) Imm(σ+ iη)dσ dη
L2 =
∫
R2
f ′(σ)χ ′(η) Imm(σ+ iη)dσdη
L3 =
∫
R2
ηf ′(σ)χ ′(η)Rem(σ+ iη)dσdη
where m(z) = mν(z) is the Stieltjes transform of ν. Although this formula is a
simple identity, it plays an essential role in various problems of spectral analysis.
One may apply it to develop functional calculation (functions of a given self-
adjoint operator) in terms of the its resolvents [27].
For the proof of the eigenvalue rigidity, the formula (6.3.8) is used for ν :=
µN − ρ, i.e. for the difference of the empirical and the self-consistent density of
states. Since the normalized trace of the resolvent is the Stieltjes transform of the
empirical density of states, the averaged local law (6.2.6) (or (6.2.13) with T = 1)
states that
(6.3.9) |mν(τ+ iη)| 6
Nε
Nη
η > N−1+γ
with very high probability for any τ with ρ(τ) > δ. Now we fix two energies, τ1
and τ2 in the bulk and define f to be the characteristic function of the interval
[τ1, τ2] smoothed out on some scale η0 at the edges, i.e.
f|[τ1,τ2] = 1, f|R\[τ1−η0,τ2+η0] = 0
with derivative bounds |f ′| 6 C/η0, |f ′′| 6 C/η20 in the transition regimes
J := [τ1 − η0, τ1]∪ [τ2, τ2 + η0].
We will choose η0 = N−1+γ. Then it is easy to see that L2 and L3 are bounded
by N−1+ε+Cγ since χ ′(η) is supported far away from 0, say on [1, 2] ∪ [−2,−1],
hence, for example
|L2| .
∫2
1
dη
∫
J
dσ
1
η0
|χ ′(η)|
Nε
Nη
6 N−1+ε+2γ
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using that |J| 6 2η0 . N−1+γ. A similar direct estimate does not work for L1
since it would give
(6.3.10) |L1| .
∫∞
0
dη
∫
J
dσ η
1
η20
χ(η)
Nε
Nη
6 Nε+3γ.
Even this estimate would need a bit more care since the local law (6.3.9) does not
hold for η smaller than N−1+γ, but here one uses the fact that for any positive
measure µ, the (positive) function η→ η Immµ(σ+ iη) is monotonously increas-
ing, so the imaginary part of the Stieltjes transform at smaller η-values can be
controlled by those at larger η values. Here it is crucial that L1 contains only the
imaginary part of the Stieltjes transforms and not the entire Stieltjes transform.
The argument (6.3.10), while does not cover the entire L1, it gives a sufficient
bound on the small η regime:∫η0
0
dη
∫
J
dσηf ′′(σ)χ(η) Imm(σ+ iη)
6
∫η0
0
dη
∫
J
dσ |f ′′(σ)|η0 Imm(σ+ iη0)
6 N−1+ε+3γ.
To improve (6.3.10) by a factor 1/N for η > η0, we integrate by parts before
estimating. First we put one σ-derivative from f ′′ to mν(σ + iη), then the ∂σ
derivate is switched to ∂η derivative, then another integration by parts, this time
in η removes the derivative from mν. The boundary terms, we obtain formulas
similar to L2 and L3 that have already been estimated.
The outcome is that
(6.3.11)
∫
R
f(τ)
[
µN(dτ) − ρ(τ)dτ] 6 N−1+ε
′
for any ε ′ > 0 with very high probability, since ε and γ can be chosen arbitrarily
small positive numbers in the above argument. If f were exactly the characteristic
function, then (6.3.11) would imply that
(6.3.12)
1
N
#
{
λj ∈ [τ1, τ2]
}
=
∫τ2
τ1
ρ(ω)dω+O(N−1+ε
′
)
i.e. it would identify the eigenvalue counting function down to the optimal scale.
Estimating the effects of the smooth cutoffs is an easy technicality. Finally, (6.3.12)
can be easily turned into (6.3.6), up to one more catch. So far we assumed that
τ1, τ2 are both in the bulk since the local law was formulated in the bulk and
(6.3.12) gave the number of eigenvalues in any interval with endpoints in the
bulk.
The quantiles appearing in (6.3.6), however, involve semi-infinite intervals, so
one also needs a local law well outside of the bulk. Although in Theorems 6.2.1
and 6.2.7 we formulated local laws in the bulk, similar, and typically even easier
estimates are available for energies far away from the support of ρ. In fact, in
the regime where dist(τ, suppρ) > δ for some fixed δ > 0, the analogue (6.3.9) is
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improved to
(6.3.13) |mν(τ+ iη)| 6
Nε
N
η > 0,
makingo the estimates on Lj’s even easier when τ1 or τ2 is far from the bulk. 
6.3.14. Universality of local eigenvalue statistics The universality of the local
distribution of the eigenvalues is the main coveted goal of random matrix theory.
While local laws and rigidity are statements where random quantities are com-
pared with deterministic ones, i.e. they are, in essence, law of large number type
results (even if not always formulated in that way), the universality is about the
emergence and ubiquity of a new distribution.
We will formulate universality in two forms: on the level of correlation func-
tions and on the level of individual gaps. While these formulations are “morally”
equivalent, technically they require quite different proofs.
We need to strengthen a bit the assumption on the lower bound on the vari-
ances in (6.1.7) for complex hermitian Wigner type matrices H. In this case we
define the real symmetric 2× 2 matrix
σij :=
(
E(Rehij)2 E(Rehij)(Imhij)
E(Rehij)(Imhij) E(Imhij)2
)
for every i, j and we will demand that
(6.3.15) σij >
c
N
with some c > 0 uniformly for all i, j in the sense of quadratic forms on R2.
Similarly, for correlated matrices the flatness condition (6.1.24) is strengthened to
the requirement that there is a constant c > 0 such that
(6.3.16) E|TrBH|2 > cTrB2
for any real symmetric (or complex hermitian, depending on the symmetry class
of H) deterministic matrix B.
Theorem 6.3.17 (Bulk universality). LetH be a Wigner type or, more generally, a corre-
lated random matrix, satisfying the conditions of Theorem 6.2.1 or Theorem 6.2.7, respec-
tively. For Wigner type matrices in the complex hermitian symmetry class we additionally
assume (6.3.15). For correlated random matrices, we additionally assume (6.3.16).
Let ρ be the self-consistent density of states obtained from solving the corresponding
Dyson equation. Let k ∈ N, δ > 0,E ∈ R with ρ(E) > δ and let Φ : Rk → R be
a compactly supported smooth test function. Then for some positive constants c and C,
depending on Φ, δ,k, we have the following:
(i) [Universality of correlation functions] Denote the k-point correlation function of the
eigenvalues of H by p(k)N (see (1.2.13)) and denote the corresponding k-point correlation
function of the GOE/GUE-point process by Υ(k). Then
(6.3.18)
∣∣∣∣∣
∫
Rk
Φ(t)
[
1
ρ(E)k
p
(k)
N
(
E+
t
Nρ(E)
)
−Υk(t)
]
dt
∣∣∣∣∣ 6 CN−c.
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(ii) [Universality of gap distributions] Recall that i(E) is the index of the N-th quantile
in the density ρ that is closest to the energy E (6.3.4). Then∣∣∣∣∣EΦ((Nρ(λk(E))[λk(E)+j − λk(E)])kj=1)
−EGOE/GUEΦ
((
Nρsc(0)[λdN/2e+j − λdN/2e]
)k
j=1
)∣∣∣∣∣ 6 CN−c,
(6.3.19)
where the expectation EGOE/GUE is taken with respect to the Gaussian matrix ensemble
in the same symmetry class as H.
Short sketch of the proof. The main method to prove universality is the three-step
strategy outlined in Section 1.2.19. The first step is to obtain a local law which
serves as an a priori input for the other two steps and it is the only model de-
pendent step. The second step is to show that a small Gaussian component in
the distribution already produces the desired universality. The third step is a
perturbative argument to show that removal of the Gaussian component does not
change the local statistics. There have been many theorems of increasing general-
ity to complete the second and third steps and by now very general “black-box”
theorems exist that are model-independent.
The second step relies on the local equilibration properties of the Dyson Brow-
nian motion introduced in (1.2.21). The latest and most general formulation of
this idea concerns universality of deformed Wigner matrices of the form
Ht = V +
√
tW,
where V is a deterministic matrix and W is a GOE/GUE matrix. In applications
V itself is a random matrix and in Ht an additional independent Gaussian com-
ponent is added. But for the purpose of local equilibration of the DBM, hence
for the emergence of the universal local statistics, only the randomness of W is
used, hence one may condition on V . The main input of the following result is
that the local eigenvalue density of V must be controlled in a sense of lower and
upper bounds on the imaginary part of the Stieltjes transform mV of the empir-
ical eigenvalue density of V . In practice this is obtained from the local law with
very high probability in the probability space of V .
Theorem 6.3.20 ([62, 63]). Choose two N-dependent parameters, L, ` for which we have
1  L2  `  N−1 (here the notation  indicates separation by an Nε factor for an
arbitrarily small ε > 0). Suppose that around a fixed energy E0 in a window of size L the
local eigenvalue density of V on scale ` is controlled, i.e.
c 6 ImmV (E+ iη) 6 C, E ∈ (E0 − L,E0 + L), η ∈ [`, 10]
(in particular, E0 is in the bulk of V). Assume also that ‖V‖ 6 NC. Then for any t
with Nε` 6 t 6 N−εL2 the bulk universality of Ht around E0 holds both in the sense of
correlation functions at fixed energy (6.3.18) and in sense of gaps (6.3.19).
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Theorem 6.3.20 in this general form appeared in [63] (gap universality) and in
[62] (correlation functions universality at fixed energy). These ideas have been
developed in several papers. Earlier results concerned Wigner or generalized
Wigner matrices and proved correlation function universality with a small energy
averaging [40, 41], fixed energy universality [24] and gap universality [44]. Av-
eraged energy and gap universality for random matrices with general density
profile were also proven in [42] assuming more precise information on mV that
are available from the optimal local laws.
Finally, the third step is to remove the small Gaussian component by realizing
that the family of matrices of the form Ht = V +
√
tW to which Theorem 6.3.20
applies is sufficiently rich so that for any given random matrix H there exists a
matrix V and a small t so that the local statistics of H and Ht = V +
√
tW coincide.
We will use this result for some t with t = N−1+γ with a small γ. The time t
has to be much larger than ` and ` has to be much larger than N−1 since below
that scale the local density of V (given by ImmV (E+ iη)) is not bounded. But t
cannot be too large either otherwise the comparison result cannot hold.
Note that the local statistics is not compared directly with that of V ; this would
not work even for Wigner matrices V and even if we used the Ornstein Uhlenbeck
process, i.e. Ht = e−t/2V +
√
1− e−tW (for Wigner matrices V the OU process
has the advantage that it preserves not only the first but also the second mo-
ments of Ht). But for any given Wigner-type ensemble H one can find a random
V and an independent Gaussian W so that the first three moments of H and
Ht = e
−t/2V +
√
1− e−tW coincide and the fourth moments are very close; this
freedom is guaranteed by the lower bound on sij and σij (6.3.15).
The main perturbative result is the following Green function comparison theorem
that allows us to compare expectations of reasonable functions of the Green func-
tions of two different ensembles whose first four moments (almost) match (the
idea of matching four moments in random matrices was introduced in [75]). The
key point is that η = Im z can be slightly below the critical threshold 1/N: the
expectation regularizes the possible singularity. Here is the prototype of such a
theorem:
Theorem 6.3.21 (Green function comparison). [46] Consider two Wigner type ensem-
bles H and H˜ such that their first two moments are the same, i.e. the matrices of variances
coincide, S = S˜ and the third and fourth moments almost match in a sense that
(6.3.22)
∣∣Ehsij −Eĥsij∣∣ 6 N−2−δ, s = 3, 4
(for the complex hermitian case all mixed moments of order 3 and 4 should match). Define
a sequence of interpolating Wigner-type matrices H0,H1,H2, . . . such that H0 = H, then
in H1 the h11 matrix element is replaced with h˜11, in H2 the h11 and h12 elements are
replaced with h˜11 and h˜12, etc., i.e. we replace one by one the distribution of the matrix
elements. Suppose that the Stieltjes transform on scale η = N−1+γ is bounded for all
these interpolating matrices and for any γ > 0. Set now η ′ := N−1−γ and let Φ a
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smooth function with moderate growth. Then
(6.3.23)
∣∣∣EΦ(G(E+ iη ′))− E˜Φ(G(E+ iη ′))∣∣∣ 6 N−δ+Cγ
and similar multivariable versions also hold.
In the applications, choosing γ sufficiently small, we could conclude that the
distribution of the Green functions of H and H˜ on scale even below the eigen-
value spacing are close. On this scale local correlation functions can be identified,
so we conclude that the local eigenvalue statistics of H and H˜ are the same. This
will conclude step 3 of the three step strategy and finish the proof of bulk univer-
sality, Theorem 6.3.17. 
Idea of the proof of Theorem 6.3.21. The proof of (6.3.23) is a “brute force” resolvent
and Taylor expansion. For simplicity, we first replace Φ by its finite Taylor poly-
nomial. Moreover, we consider only the linear term for illustration in this proof.
We estimate the change of EG(E+ iη ′) after each replacement; we need to bound
each of them by o(N−2) since there are of order N2 replacements. Fix an index
pair i, j. Suppose we are at the step when we change the (ij)-th matrix element
hij to h˜ij. Let R denote the resolvent of the matrix with (ij)-th and (ji)-th ele-
ments being zero, in particular R is independent of hij. It is easy to see from
the local law that maxab |Rab(E+ iη)| . 1 for any η > N−1+γ and therefore, by
the monotonicity of η → η Imm(E+ iη) we find that |Rab(E+ iη ′) . N2γ. Then
simple resolvent expansion gives, schematically, that
(6.3.24) G = R+ RhijR+ RhijRhijR+ RhijRhijShijR+ RhijRhijRhijRhijR+ . . .
and a similar expansion for G˜ = G(hij ↔ h˜ij) where all hij is replaced with h˜ij
(strictly speaking we need to replace hij and hji = h¯ij simultaneously due to
hermitian symmetry, but we neglect this). We do the expansion up to the fourth
order terms (counting the number of h’s). The naive size of a third order term, say,
RhijRhijRhijR is of order N−3/2+8γ since every hij is of order N−1/2. However,
the difference in E and E˜-expectations of these terms are of order N−2−δ by
(6.3.22). Thus for the first four terms (fully expanded ones) in (6.3.24) it holds
that
EG− E˜G˜ = O(N−2−δ+Cγ) + fifth and higher order terms
But all fifth and higher order terms have at least five h factors so their size is
essentially N−5/2, i.e. negligible, even without any cancellation between G and
G˜. Finally, we need to repeat this one by one replacement N2 times, so we arrive
at a bound of order N−δ+Cγ. This proves (6.3.23). 
Exercise 6.3.25. For a given real symmetric matrix V let Ht solve the SDE
dHt =
dBt√
N
, Ht=0 = V
where Bt = B(t) is a standard real symmetric matrix valued Brownian motion, i.e. the
matrix elements bij(t) for i < j as well as bii(t)/
√
2 are independent standard Brownian
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motions and bij(t) = bji(t). Prove that the eigenvalues of Ht satisfy the following
coupled system of stochastic differential equations (Dyson Brownian motion):
dλa =
√
2
N
dBa +
1
N
∑
b 6=a
1
λa − λb
dt, a ∈ J1,NK
where {Ba : a ∈ J1,NK} is a collection of independent standard Brownian motions with
initial condition λa(t = 0) given by the eigenvalues of V . Hint: Use first and second
order perturbation theory to differentiate the eigenvalue equation Hua = λaua with the
side condition 〈ua, ub〉 = δab, then use Ito formula (see Section 12.2 of [45]). Ignore the
complication that Ito formula cannot be directly used due to the singularity; for a fully
rigorous proof, see Section 4.3.1 of [12].
7. Analysis of the vector Dyson equation
In this section we outline the proof of a few results concerning the vector Dyson
equation (6.1.2)
(7.0.1) −
1
m
= z+ Sm, z ∈H, m ∈HN,
where S = St is symmetric, bounded, ‖S‖∞ 6 C and has nonnegative entries.
We recall the convention that 1/m denotes a vector in CN with components
1/mj. Similarly, the relation u 6 v and the product uv of two vectors are under-
stood in coordinate-wise sense.
7.1. Existence and uniqueness We sketch the existence and uniqueness result,
i.e. Theorem 6.1.4, a detailed proof can be found in Chapter 4 [4]. To orient the
reader here we only mention that it is a fix-point argument for the map
(7.1.1) Φ(u) := −
1
z+ Su
that maps HN to HN for any fixed z ∈H. Denoting by
D(ζ,ω) :=
|ζ−ω|2
(Im ζ)(Imω)
, ζ,ω ∈H
the standard hyperbolic metric on the upper half plane, one may check that Φ is
a contraction in this metric. More precisely, for any fixed constant η0, we have
the bound
(7.1.2) max
j
D
(
Φ(u)j,Φ(w)j
)
6
(
1+
η20
‖S‖
)−2
max
j
D(uj,wj)
assuming that Im z > η0 and both u and w lie in a large compact set
(7.1.3) Bη0 :=
{
u ∈HN : ‖u‖∞ 6 1
η0
, inf
j
Imuj >
η20
(2+ ‖S‖)2
}
,
that is mapped by Φ into itself. Here ‖u‖ = maxj |uj|. Once setting up the
contraction properly, the rest is a straightforward fixed point theorem. The repre-
sentation (6.1.5) follows from the Nevanlinna’s theorem as mentioned after Defi-
nition 2.1.1.
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Given (6.1.5), we recall that ρ = 〈ν〉 = 1N
∑
j νj is the self-consistent density of
states. We consider its harmonic extension to the upper half plane and continue
to denote it by ρ:
(7.1.4) ρ = ρ(z) :=
η
pi
∫
R
ρ(dτ)
|x− E|2 + η
=
1
pi
〈Im m(z)〉, z = E+ iη.
Exercise 7.1.5. Check directly from (7.0.1) that the solution satisfies the additional condi-
tion of the Nevanlinna’s theorem, i.e. that for every j we have iηmj(iη)→ −1 as η→∞.
Moreover, check that |mj(z)| 6 1/ Im z.
Exercise 7.1.6. Prove that the support of all measures νi lie in [−2
√‖S‖∞, 2√‖S‖∞].
Hint: suppose |z| > 2
√‖S‖∞, then check the following implication:
If ‖m(z)‖∞ < |z|2‖S‖∞ , then ‖m(z)‖∞ <
2
|z|
and apply a continuity argument to conclude that ‖m(z)‖∞ < 2|z| holds unconditionally.
Taking the imaginary part of (7.0.1) conclude that Im m(E+ iη) → 0 as η → 0 for any
|E| > 2
√‖S‖∞.
Exercise 7.1.7. Prove the inequality (7.1.2), i.e. that Φ is indeed a contraction on Bη0 .
Hint: Prove and then use the following properties of the metric D:
1) The metric D is invariant under linear fractional transformations of H of the
form
f(z) =
az+ b
cz+ d
, z ∈H,
(
a b
c d
)
∈ SL2(R).
2) Contraction: for any z,w ∈H and λ > 0 we have
D(z+ iλ,w+ iλ) =
(
1+
λ
Im z
)−1(
1+
λ
Imw
)−1
D(z,w);
3) Convexity: Let a = (a1, . . . ,aN) ∈ RN+ , then
D
(∑
i
aiui,
∑
i
aiwi
)
6 max
i
D(ui,wi), u, w ∈HN.
7.2. Bounds on the solution Now we start the quantitative analysis of the solu-
tion and we start with a result on the boundedness in the bulk. We introduce the
maximum norm and the `p norms on CN as follows:
‖u‖∞ = max
j
|uj|, ‖u‖pp :=
1
N
∑
j
|uj|
2 = 〈|u|p〉.
The procedure to bound m is that we first obtain an `2-bound which usually
requires less conditions. Then we enhance it to an `∞ bound. First we obtain
a bound that is useful in the bulk but deteriorates as the self-consistent density
vanishes, e.g. at the edges and cusps. Second, we improve this bound to one that
is also useful near the edges/cusps but this requires some additional regularity
condition on sij. In these notes we will not aim at the most optimal conditions,
see [6] and [4] for the detailed analysis.
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7.2.1. Bounds useful in the bulk
Theorem 7.2.2. [Bounds on the solution] Given lower and upper bounds of the form
(7.2.3)
c
N
6 sij 6
C
N
,
as in (6.1.7)), we have
‖m‖2 . 1, |m(z)| . 1
ρ(z) + dist(z, suppρ)
,
1
|m(z)|
. 1+ |z|,
and
ρ(z) . Im m(z) . (1+ |z|)2‖m(z)‖2∞ρ(z),
where we recall that . indicates a bound up to an unspecified multiplicative constant
that is independent of N (also, recall that the last three inequalities are understood in
coordinate-wise sense).
Proof. For simplicity, in the proof we assume that |z| . 1; the large z regime is
much easier and follows directly from the Stieltjes transform representation of m.
Taking the imaginary part of the Dyson equation (7.0.1), we have
(7.2.4)
Im m
|m|2
= η+ S Im m.
Using the lower bound from (7.2.3), we get
S Im m > c〈Im m〉 > cρ
thus
(7.2.5) Im m > c|m|2ρ.
Taking the average of both sides and dividing by ρ > 0, we get ‖m‖2 . 1. Using
Im m 6 |m|, we immediately get an upper bound on |m| . 1/ρ. The alternative
bound
|m(z)| . 1
dist(z, suppρ)
follows from the Stieltjes transform representation (6.1.5).
Next, we estimate the rhs. of (7.0.1) trivially, we have
1
|mi|
6 |z|+
∑
j
sij|mj| . |z|+ ‖m‖1 6 |z|+ ‖m‖2 . 1
using Hölder inequality in the last but one step. This gives the upper bound on
1/|m|.
Using this bound, we can conclude from (7.2.5) that ρ . Im m. The upper
bound on Im m also follows from (7.2.4) and (7.2.3):
Im m
|m|2
6 η+ S Im m 6 η+ 〈Im m〉 . η+Cρ.
Using that
ρ(z) & η
(1+ |z|)2
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which can be easily checked from (7.1.4) and the boundedness of the support of
ρ, we conclude the two-sided bounds on Im m. 
Notice two weak points when using this relatively simple argument. First,
the lower bound in (7.2.3) was heavily used, although much less assumption
is sufficient. We will not discuss these generalizations in these notes, but see
Theorem 2.11 of [4] and remarks thereafter addressing this issue. Second, the
upper bound on |m| for small η is useful only inside the self-consistent bulk
spectrum or away from the support of ρ, it deteriorates near the edges of the
spectrum. In the next sections we remedy this situation.
7.2.6. Unconditional `2-bound away from zero Next, we present a somewhat
surprising result that shows that an `2-bound on the solution, ‖m(z)‖2, away
from the only critical point z = 0 is possible without any condition on S. The
spectral parameter z = 0 is clearly critical, e.g. if S = 0, the solution m(z) = −1/z
blows up. Thus to control the behavior of m around z ≈ 0 one needs some non
degeneracy condition on S. We will not address the issue of z ≈ 0 in these notes,
but we remark that a fairly complete picture was obtained in Chapter 6 of [4]
using the concept of fully indecomposability.
Before presenting the `2-bound away from zero, we introduce an important
object, the saturated self-energy operator, that will also play a key role later in
the stability analysis:
Definition 7.2.7. Let S be a symmetric matrix with nonnegative entries and let
m = m(z) ∈ HN solve the vector Dyson equation (7.0.1) for some fixed spectral
parameter z ∈H. The matrix F = (Fij) with
Fij := |mi|sij|mj|
acting as
(7.2.8) Fu = |m|S
(
|m|u), i.e.
(
Fu
)
i
= |mi|
∑
j
sij|mj|uj
on any vector u ∈HN, is called the saturated self-energy operator.
Suppose that S has strictly positive entries. Since mi 6= 0 from (7.0.1), clearly F
has also positive entries, and F = F∗. Thus the Perron-Frobenius theorem applies
to F, and it guarantees that F has a single largest eigenvalue r (so that for any other
eigenvalue λ we have |λ| < r) and the corresponding eigenvector f has positive
entries: Ff = rf, f > 0. Moreover, since F is symmetric, we have ‖F‖2 = r for
the usual Euclidean matrix norm of F.
Proposition 7.2.9. Suppose that S has strictly positive entries and let m solve (7.0.1) for
some z = E+ iη ∈H. Then the norm of the saturated self-energy operator is given by
(7.2.10) ‖F‖2 = 1− η 〈f|m|〉〈
f Im m
|m|
〉 ,
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in particular ‖F‖2 < 1. Moreover,
(7.2.11) ‖m(z)‖2 6 2
|z|
.
We remark that for the bounds ‖F‖2 < 1 and (7.2.11) it is sufficient if S has
nonnegative entries instead of positive entries; the proof requires a bit more care,
see Lemma 4.5 [4].
Proof. Taking the imaginary part of (7.0.1) and multiplying it by |m|, we have
(7.2.12)
Im m
|m|
= η|m|+ |m|S
(
|m|
Im m
|m|
)
= η|m|+ F
Im m
|m|
.
Scalar multiply this equation by f, use the symmetry of F and Ff = ‖F‖2f to get〈
f,
Im m
|m|
〉
= η〈f|m|〉+ 〈f, F Im m
|m|
〉
= η〈f|m|〉+ ‖F‖2
〈
f,
Im m
|m|
〉
,
which is equivalent to (7.2.10) (note that 〈, 〉 as a binary operation is the scalar
product while 〈·〉 is the averaging).
For the bound on m, we write (7.0.1) as −zm = 1+mSm, so taking the `2-norm,
we have
‖m‖2 6 1
|z|
(
1+ ‖mSm‖2
)
6 1
|z|
(
1+
∥∥|m|S|m|∥∥2) = 1|z|(1+ ‖F1‖2) 6 2|z| ,
where 1 = (1, 1, 1, . . .), note that ‖1‖2 = 1 and we used (7.2.10) in the last step. 
7.2.13. Bounds valid uniformly in the spectrum In this section we introduce an
extra regularity assumption that enables us to control m uniformly throughout
the spectrum, including edges and cusps. For simplicity, we restrict our attention
to the special case when sij originates from a piecewise continuous nonnegative
profile function S(x,y) defined on [0, 1]× [0, 1], i.e. we assume
(7.2.14) sij =
1
N
S
( i
N
,
j
N
)
.
We will actually need that S is piecewise 1/2-Hölder continuous (6.1.10).
Theorem 7.2.15. Assume that sij is given by (7.2.14) with a piecewise Hölder-1/2 con-
tinuous function S with uniform lower and upper bounds c 6 S(x,y) 6 C. Then for any
R > 0 and for any |z| 6 R we have
|m(z)| ∼ 1, Immi(z) ∼ Immj(z),
where the implicit constants in the ∼ relation depend only on c,C and R. In particular,
all components of Im m are comparable, hence
(7.2.16) Immi ∼ 〈Im m〉 = ρ.
We mention that this theorem also holds under weaker conditions. Piecewise
1/2-Hölder continuity can be replaced by a a weaker condition called component
regularity, see Assumption (C) in [6]. Furthermore, the uniform lower bound of
S(x,y) can be replaced with a condition called diagonal positivity see Assumption
(A) in [6] but we omit these generalizations here.
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Proof. We have already obtained an `2-bound ‖m‖2 . 1 in Theorem 7.2.2. Now
we consider any two indices i, j, evaluate (7.0.1) at these points and subtract them.
From
−
1
mi
= z+ (Sm)i, −
1
mj
= z+ (Sm)j
we thus obtain∣∣∣ 1
mi
∣∣∣ 6 ∣∣∣ 1
mj
∣∣∣+∑
k
|sik − sjk||mk| 6
∣∣∣ 1
mj
∣∣∣+ ‖m‖2(N∑
k
|sik − sjk|
2
)1/2
.
Using (7.2.14) and the Hölder continuity (for simplicity assume n = 1), we have
N
∑
k
|sik − sjk|
2 6 1
N
∑
k
∣∣∣S( i
N
,
k
N
)
− S
( j
N
,
k
N
)∣∣∣2 6 C |i− j|
N
,
thus ∣∣∣ 1
mi
∣∣∣ 6 ∣∣∣ 1
mj
∣∣∣+C ′√ |i− j|
N
.
Taking the reciprocal and squaring it we have for every fixed j that
1
N
∑
i
[
1∣∣∣ 1mj ∣∣∣+C ′√ |i−j|N
]2
6 1
N
∑
i
|mi|
2 = ‖m‖22 . 1.
The left hand side is can be estimated from below by
1
N
∑
i
[
1∣∣∣ 1mj ∣∣∣+C ′√ |i−j|N
]2
& 1
N
∑
i
1
1
|mj|
2 +
|i−j|
N
& log |mj|.
Combining the last two inequalities, this shows the uniform upper bound
|m| . 1.
The lower bound is obtained from∣∣∣ 1
mi
∣∣∣ = ∣∣z+∑
j
sijmj
∣∣ 6 |z|+ C
N
∑
|mj| . 1
using the upper bound |m| . 1 and sij . 1/N. This proves |m| ∼ 1.
To complete the proof, note that comparability of the components of Im m now
follows from the imaginary part of (7.0.1), |m| ∼ 1 and from S(Im m) ∼ 〈Im m〉:
Im m
|m|2
= η+ S
(
Im m
)
=⇒ Im m ∼ η+ 〈Im m〉. 
7.3. Regularity of the solution and the stability operator In this section we
prove some parts of the regularity Theorem 6.1.13. We will not go into the details
of the edge and cusp analysis here, see [6] for a shorter qualitative analysis and
[4] for the full quantitative analysis of all possible singularities. Here we will
only show the 1/3-Hölder regularity (6.1.14). We will use this opportunity to
introduce and analyze the key stability operator of the problem which then will
also be used in the random matrix part of our analysis.
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It is to keep in mind that the small η = Im z regime is critical; typically bounds
of order 1/η or 1/η2 are easy to obtain but these are useless for local analysis
(recall that η indicates the scale of the problem). For the fine regularity properties
of the solution, one needs to take η → 0 with uniform controls. For the random
matrix part, we will take η down to N−1+γ for any small γ > 0, so any 1/η bound
would not be affordable.
Proof of (i) and (iii) from Theorem 6.1.13. We differentiate (7.0.1) with respect to z
(note that m(z) is real analytic by (6.1.5) for any z ∈H).
(7.3.1) −
1
m
= z+ Sm =⇒ ∂zm
m2
= 1+ S∂zm =⇒ ∂zm = 11−m2Sm
2.
The (z-dependent) linear operator 1 − m2S is called the stability operator. We
will later prove the following main bound on this operator:
Lemma 7.3.2 (Bound on the stability operator). Suppose that for any z ∈ H with
|z| 6 C we have |m(z)| ∼ 1. Then
(7.3.3)
∥∥∥ 1
1−m2S
∥∥∥
2
. 1
ρ(z)2
=
1
〈Im m〉2 .
In fact, the same bound also holds in the `∞ → `∞ norm, i.e.
(7.3.4)
∥∥∥ 1
1−m2S
∥∥∥∞ . 1ρ(z)2 = 1〈Im m〉2 .
By Theorem 7.2.15 we know that under conditions of Theorem 6.1.13, we have
‖m‖ ∼ 1, so the lemma is applicable.
Assuming this lemma for the moment, and using that m is analytic on HN,
we conclude from (7.3.4) that
|∂z Im m| =
1
2
|∂zm| .
1
〈Im m〉2 ∼
1
(Im m)2
,
i.e. the derivative of (Im m(z))3 is bounded. Thus z → Im m(z) is a 1/3-Hölder
regular function on the open upper half plane with a uniform Hölder constant.
Therefore Im m(z) extends to the real axis as a 1/3-Hölder continuous function.
This proves (6.1.14). Moreover, it is real analytic away from the edges of the self-
consistent spectrum S = {τ ∈ R : ρ(τ) > 0}; indeed on S it satisfies an analytic
ODE (7.3.1) with bounded coefficients by (7.3.4) while outside of the closure of S
the density is zero. 
Exercise 7.3.5. Assume the conditions of Theorem 6.1.13, i.e. (6.1.7) and that S is
piecewise Hölder continuous (6.1.10). Prove that the saturated self-energy operator has
norm 1 on the imaginary axis exactly on the support of the self-consistent density of states.
In other words,
lim
η→0+
‖F(E+ iη)‖2 = 1 if and only if E ∈ supp ρ.
Hint: First prove that the Stieltjes transform of a 1/3-Hölder continuous function with
compact support is itself 1/3-Hölder continuous up to the real line.
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7.4. Bound on the stability operator
Proof of Lemma 7.3.2. The main mechanism for the stability bound (7.3.3) goes
through the operator F = |m|S
(
|m| · ) defined in (7.2.8). We know that F has a
single largest eigenvalue, but in fact under the condition (7.2.3) this matrix has a
substantial gap in its spectrum below the largest eigenvalue. To make this precise,
we start with a definition:
Definition 7.4.1. For a hermitian matrix T the spectral gap Gap(T) is the differ-
ence between the two largest eigenvalues of |T | =
√
TT∗. If ‖T‖2 is a degenerate
eigenvalue of |T |, then the gap is zero by definition.
The following simple lemma shows that matrices with nonnegative entries
tend to have a positive gap:
Lemma 7.4.2. Let T = T∗ have nonnegative entries, tij = tji > 0 and let h be the
Perron-Frobenius eigenvector, Th = ‖T‖2h with h > 0. Then
Gap(T) >
( ‖h‖2
‖h‖∞
)
·min
ij
tij.
Exercise 7.4.3. Prove this lemma. Hint: Set ‖T‖2 = 1 and take a vector u ⊥ h, ‖u‖2 = 1.
Verify that
〈u, (1± T)u〉 = 1
2
∑
ij
tij
[
ui
(hj
hi
)1/2 ± ui(hi
hj
)1/2]2
and estimate it from below.
Applying this lemma to F, we have the following:
Lemma 7.4.4. Assume (7.2.3) and let |z| 6 C. Then F has norm of order one, it has
uniform spectral gap;
‖F‖2 ∼ 1, Gap(F) ∼ 1;
and its `2-normalized Perron-Frobenius eigenvector, f with Ff = ‖F‖2f, has comparable
components
f ∼ 1.
Proof. We have already seen that ‖F‖2 6 1. The lower bound ‖F‖2 & 1 follows
from Fij = |mi|sij|mj| & 1/N, in fact Fij ∼ N−1, thus ‖F1‖2 & 1. For the last
statement, we write f = ‖F‖−12 Ff ∼ Ff ∼ 〈f〉 and then by normalization obtain
1 = ‖f‖2 ∼ 〈f〉 ∼ f. Finally the statement on the gap follows from Lemma 7.4.2 and
that ‖f‖∞ ∼ ‖f‖2. 
Armed with this information on F, we explain how F helps to establish a bound
on the stability operator. Using the polar decomposition m = eiϕ|m|, we can
write for any vector w
(7.4.5) (1−m2S)w = |m|
(
1− e2iϕF
)
|m|−1w.
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Since |m| ∼ 1, it is sufficient to invert 1− e2iϕF or e−2iϕ − F. Since F has a real
spectrum, this latter matrix should intuitively be invertible unless sin 2ϕ ≈ 0.
This intuition is indeed correct if m and thus e2iϕ were constant; the general case
is more complicated.
Assume first that we are in the generalized Wigner case, when m = msc · 1, i.e.
the solution is a constant vector with components m := msc. Writing m = |m|eiϕ
with some phase ϕ, we see that
1−m2S = 1− e2iϕF.
Since F is hermitian and has norm bounded by 1, it has spectrum in [−1, 1]. So
without the phase the inverse of 1 − F would be quite singular (basically, we
would have ‖F‖2 ≈ 1− cη, see (7.2.10) at least in the bulk spectrum). The phase
e2iϕ however rotates F out of the real axis, see the picture.
The distance of 1 from the spectrum of F is tiny, but from the spectrum of e2iϕF
is comparable with ϕ ∼ Imm = ρ:∥∥∥ 1
1−m2S
∥∥∥
2
=
∥∥∥ 1
1− e2iϕF
∥∥∥
2
∼
C
|ϕ|
∼
C
ρ
in the regime where |ϕ| 6 pi/2 thanks to the gap in the spectrum of F both below
1 and above −1. In fact this argument indicates a better bound of order 1/ϕ ∼ 1/ρ
and not only its square in (7.3.3).
For the general case, when m is not constant, such a simple argument does
not work, since the rotation angles ϕj from mj = eiϕj |mj| now depend on the
coordinate j, so there is no simple geometric relation between the spectrum of F
and that of m2S. In fact the optimal bound in general is 1/ρ2 and not 1/ρ.
To obtain it, we still use the identity
(7.4.6) (1−m2S)w = e2iϕ|m|
(
e−2iϕ − F
)
|m|−1w,
and focus on inverting e−2iϕ − F. We have the following general lemma:
Lemma 7.4.7. Let T be hermitian with ‖T‖2 6 1 and with top normalized eigenvector f,
i.e. Tf = ‖T‖2f. For any unitary operator U we have
(7.4.8)
∥∥∥ 1
U− T
∥∥∥
2
6 C
Gap(T) · ∣∣1− ‖T‖2〈f,Uf〉∣∣ .
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A simple calculation shows that this lemma applied to T = F and U =
(
|m|/m
)2
yields the bound C/ρ2 for the inverse of e−2iϕ − F since∣∣1− ‖T‖2〈f,Uf〉∣∣ > Re [1− 〈m2f2
|m|2
〉]
= 2
〈 (Im m)2f2
|m|2
〉
∼ 〈Im m〉2.
This proves the `2-stability bound (7.3.3) in Lemma 7.3.2. Improving this bound
to the stability bound (7.3.4) in `∞ is left as the following exercise. 
Exercise 7.4.9. By using |m(z)| ∼ 1 and (6.1.7), prove (7.3.4) from (7.3.3). Hint: show
that for any matrix R such that 1− R is invertible, we have
(7.4.10)
1
1− R
= 1+ R+ R
1
1− R
R,
and apply this with R = m2S.
Sketch of proof of Lemma 7.4.7. For details, see Appendix B of [6]. The idea is that
one needs a lower bound on ‖(U− T)w‖2 for any `2-normalized w. Split w as
w = 〈f, w〉f + Pw, where P is the orthogonal projection to the complement of f.
We will frequently use that
(7.4.11) ‖TPw‖2 6
[‖T‖−Gap(T)]‖Pw‖2,
following from the definition of the gap. Setting α :=
∣∣1− ‖T‖2〈f,Uf〉∣∣, we distin-
guish three cases
(i) 16‖Pw‖22 > α;
(ii) 16‖Pw‖22 < α and α > ‖PUf‖22;
(iii) 16‖Pw‖22 < α and α < ‖PUf‖22.
In regime (i) we use a crude triangle inequality ‖(U − T)w‖2 > ‖w‖2 − ‖Tw‖2,
the splitting of w and (7.4.11). In regime (ii) we first project (U− T)w onto the
f direction: ‖(U− T)w‖2 > |〈f, (1−U∗T)w〉| and estimate. Finally in regime (iii)
we first project (U− T)w onto the P direction ‖(U− T)w‖2 > ‖P(U− T)w‖2 and
estimate.
Exercise 7.4.12. Complete the analysis of all these three regimes and finish the proof of
Lemma 7.4.7. 
8. Analysis of the matrix Dyson equation
8.1. Properties of the solution to the MDE In this section we analyze the matrix
Dyson equation introduced in (6.1.19)
(8.1.1) I+ (z+ S[M])M = 0, ImM > 0, Im z > 0, (MDE)
where we assume that S : CN×N → CN×N is a symmetric and positivity preserv-
ing linear map. In many aspects the analysis goes parallel to that of the vector
Dyson equation and we will highlight only the main complications due to the
matrix character of this problem.
The proof of the existence and uniqueness result, Theorem 6.1.21, is analogous
to the vector case using the Caratheodory metric, so we omit it, see [55]. The
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Stieltjes transform representation (6.1.22) can also be proved by reducing it to
the scalar case (Exercise 8.1.5). The self-consistent density of states is defined as
before:
ρ(dτ) =
1
pi
〈V(dτ)〉 = 1
piN
TrV(dτ),
and its harmonic extension is again denoted by ρ(z) = 1pi 〈ImM(z)〉.
From now on we assume the flatness condition (6.1.24) on S. We have the
analogue of Theorem 7.2.2 on various bounds on M that can be proven in a
similar manner. The role of the `2-norm, ‖m‖2 in the vector case will be played
by the (normalized) Hilbert-Schmidt norm, i.e. ‖M‖hs :=
( 1
N TrMM
∗)1/2 as it
comes from the natural scalar product structure on matrices. The role of the
supremum norm of |m| in the vector case will be played by the operator norm
‖M‖2 in the matrix case and similarly the supremum norm of 1/|m| is replaced
with ‖M−1‖2.
Theorem 8.1.2. [Bounds on M] Assuming the flatness condition (6.1.24), we have
(8.1.3) ‖M‖hs . 1, ‖M(z)‖2 . 1
ρ(z) + dist(z, supp(ρ))
, ‖M−1(z)‖2 . 1+ |z|
and
(8.1.4) ρ(z) . ImM(z) . (1+ |z|)2‖M(z)‖22ρ(z)
where ‖T‖hs :=
( 1
N Tr TT
∗)1/2 is the normalized Hilbert-Schmidt norm.
Exercise 8.1.5. Prove that if M(z) is an analytic matrix-valued function on the upper
half plane, z ∈ H, such that ImM(z) > 0, and iηM(iη) → −I as η → ∞, then M(z)
has a Stieltjes transform representation of the form (6.1.22). Hint: Reduce the problem to
the scalar case by considering the quadratic form 〈w,M(z)w〉 for w ∈ C.
Exercise 8.1.6. Prove Theorem 8.1.2 by mimicking the corresponding proof for the vector
case but watching out for the non commutativity of the matrices.
8.2. The saturated self-energy matrix We have seen in the vector Dyson equa-
tion that the stability operator 1−m2S played a central role both in establishing
regularity of the self-consistent density of states and also in establishing the local
law. What is the matrix analogue of this operator? Is there any analogue for the
saturated self-energy operator F defined in Definition 7.2.7 ?
The matrix responsible for the stability can be easily found, mimicking the
calculation (7.3.1) by differentiating (8.1.1) wrt. z
I+ (z+ S[M])M = 0 =⇒ (I+ S[∂zM])M+ (z+ S[M])∂zM = 0(8.2.1)
=⇒ ∂zM = (1−MS[·]M)−1M2.
where we took the inverse of the “super operator” 1 −MS[·]M. We introduce
the notation CT for the operator “sandwiching by a matrix T”, that acts on any
matrix R as
CT [R] := TRT .
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With this notation we have 1−MS[·]M = 1− CMS that acts on N×N matrices as
(1− CMS)[R] = R−MS(R)M.
The boundedness of the inverse of the stability operator, 1−m2S in the vector
case, relied crucially on finding a symmetrized version of the operator m2S, the
saturated self-energy operator (Definition 7.2.8), for which spectral theory can be
applied, see the identity (7.4.6). This will be the heart of the proof in the following
section where we control the spectral norm of the inverse of the stability operator.
Note that spectral theory in the matrix setup means to work with the Hilbert
space of matrices, equipped with the Hilbert-Schmidt scalar product. We denote
by ‖ · ‖sp := ‖ · ‖hs→hs the corresponding norm of superoperators viewed as
linear maps on this Hilbert space.
8.3. Bound on the stability operator The key technical result of the analysis of
the MDE is the following lemma:
Lemma 8.3.1. Assuming the flatness condition (6.1.24), we have, for |z| 6 C,
(8.3.2)
∥∥∥(1− CM(z)S)−1∥∥∥
sp
. 1[
ρ(z) + dist(z, supp(ρ))
]C
with some universal constant (C = 100 would do).
Similarly to the argument in Section 7.3 for the vector case, the bound (8.3.2)
directly implies Hölder regularity of the solution and it implies (6.1.26). It is also
the key estimate in the random matrix part of the proof of the local law.
Proof of Lemma 8.3.1. In the vector case, the saturated self-energy matrix F natu-
rally emerged from taking the imaginary part of the Dyson equation and recog-
nizing a Perron-Frobenius type eigenvector of the form Im m
|m| , see (7.2.12). This
structure was essential to establish the bound ‖F‖2 6 1. We proceed similarly for
the matrix case to find the analogous super operator F that has to be symmet-
ric and positivity preserving in addition to having a “useful” Perron-Frobenius
eigenequation. The imaginary part of the MDE in the form
−
1
M
= z+ S[M]
is given by
(8.3.3)
1
M∗
ImM
1
M
= η+ S[ImM], =⇒ ImM = ηM∗M+M∗S[ImM]M.
What is the analogue of Im m
|m| in this equation that is positive, but this time as a
matrix? “Dividing by |M|” is a quite ambiguous operation, not just because the
matrix multiplication is not commutative, but also for the fact that for non-normal
matrices, the absolute value of a general matrix R is not defined in a canonical way.
The standard definition is |R| =
√
R∗R, which leads to the polar decomposition of
the usual form R = U|R| with some unitary U, but the alternative definition
√
RR∗
would also be equally justified. But they are not the same, and this ambiguity
would destroy the symmetry of the attempted super operator F if done naively.
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Instead of guessing the right form, we just look for the matrix version of Im m
|m|
in the form 1Q ImM
1
Q∗ with some matrix Q yet to be found. Then we can rewrite
(8.3.3) (for η = 0 for simplicity) as
1
Q
ImM
1
Q∗
=
1
Q
M∗
1
Q∗
Q∗S
[
Q
1
Q
(ImM)
1
Q∗
Q∗
]
Q
1
Q
M
1
Q∗
.
We write it in the form
X = Y∗Q∗S[QXQ∗]QY, with X :=
1
Q
(ImM)
1
Q∗
, Y :=
1
Q
M
1
Q∗
i.e.
X = Y∗F[X]Y, with F[·] := Q∗S[Q ·Q∗]Q.
With an appropriate Q, this operator will be the correct saturated self-energy
operator. Notice that F is positivity preserving.
To get the Perron-Frobenius structure, we need to “get rid” of the Y and Y∗
above; we have a good chance if we require that Y be unitary, YY∗ = Y∗Y = I. The
good news is that X = Im Y and if Y is unitary, then X and Y commute (check this
fact). We thus arrive at
X = F[X].
Thus the Perron-Frobenius argument applies and we get that F is bounded in
spectral norm:
‖F‖sp 6 1
Actually, if η > 0, then we get a strict inequality.
Using the definition of F and that M = QYQ∗ with some unitary Y, we can
also write the operator CMS appearing in the stability operator in terms of F.
Indeed, for any matrix R
MS[R]M = QYQ∗S
[
Q
1
Q
R
1
Q∗
Q∗
]
QYQ∗ = QYF
[ 1
Q
R
1
Q∗
]
YQ∗
so
R−MS[R]M = Q
(
1− YF[·]Y
)[ 1
Q
R
1
Q∗
]
Q∗.
Thus
(8.3.4) I− CMS = KQ(I− CYF)K−1Q ,
where for any matrix T we defined the super operator KT acting on any matrix
R as KT [R] := TRT∗ to be the symmetrized analogue of the sandwiching operator
CT . The formula (8.3.4) is the matrix analogue of (7.4.5).
Thus, assuming that Q ∼ 1 in a sense that ‖Q‖2 . 1 and ‖Q−1‖2 . 1, we have
I− CMS is stable ⇐⇒ I− CYF is stable ⇐⇒ CY∗ −F is stable
bringing our stability operator into the form of a “unitary minus bounded self-
adjoint” to which Lemma 7.4.7 (in the Hilbert space of matrices) will apply.
To complete this argument, all we need is a “symmetric polar decomposition”
of M in the form M = QYQ∗, where Y is unitary and Q ∼ 1 knowing that M ∼ 1.
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We will give this decomposition explicitly. Write M = A+ iB with A := ReM and
B := ImM > 0. Then we can write
M =
√
B
( 1√
B
A
1√
B
+ i
)√
B
and now we make the middle factor unitary by dividing its absolute value:
M =
√
BWYW
√
B =: QYQ∗
W :=
[
1+
( 1√
B
A
1√
B
)2] 14
, Y :=
1√
B
A 1√
B
+ i
W2
.
In the regime, where c 6 B 6 C and ‖A‖2 6 C, we have
Q =
√
BW ∼ 1
in the sense that ‖Q‖2 . 1 and ‖Q−1‖2 . 1. In our application, we use the upper
bound (8.1.3) for ‖M‖2 and the lower bound on B = ImM from (8.1.4). This
gives a control on both ‖Q‖2 and ‖Q−1‖2 as a certain power of ρ(z) and this will
be responsible for parts of the powers collected in the right hand side of (8.3.2).
In this proof here we focus only on the bulk, so we do not intend to gain the
additional term dist(z, suppρ) that requires a slightly different argument. The
result is
(8.3.5)
∥∥∥ 1
1− CMS
∥∥∥
sp
6 1
ρ(z)C
∥∥∥ 1
U−F
∥∥∥
sp
with U := CY∗ .
We remark that F can also be written as follows:
(8.3.6) F = K∗QSKQ = CWC√ImMSC
√
ImMCW .
Finally, we need to invert CY∗ − F effectively with the help of Lemma 7.4.7.
Since F is positivity preserving, a Perron-Frobenius type theorem (called the
Krein-Rutman theorem in more general Banach spaces) applied to F yields that it
has a normalized eigenmatrix F with eigenvalue ‖F‖sp 6 1. The following lemma
collects information on F and F, similarly to Lemma 7.4.4:
Lemma 8.3.7. Assume the flatness condition (6.1.24) and let F be defined by (8.3.6).
Then F has a unique normalized eigenmatrix corresponding to its largest eigenvalue
F[F] = ‖F‖spF, ‖F‖hs = 1, ‖F‖sp 6 1.
Furthermore
‖F‖sp = 1− 〈F,CW [ImM]〉〈F,W−2〉 Im z,
the eigenmatrix F has bounds
1
‖M‖72
6 F 6 ‖M‖62
and F has a spectral gap:
(8.3.8) Spec
(
F/‖F‖sp
) ⊂ [−1+ θ, 1− θ]∪ {1}, θ > ‖M‖−422
(the explicit powers do not play any significant role).
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We omit the proof of this lemma (see Lemma 4.6 of [5]), its proof is similar but
more involved than that of Lemma 7.4.4, especially the noncommutative analogue
of Lemma 7.4.2 needs substantial changes (this is given in Lemma A.3 in [5]).
Armed with the bounds on F and F, we can use Lemma 7.4.7 with T playing
the role of F and U := CY∗ playing the role of U:∥∥∥ 1
U−F
∥∥∥
sp
. 1
Gap(F)
∣∣1− ‖F‖〈F,U(F)〉∣∣ .
We already had a bound on the gap of F in (8.3.8). As a last step, we prove the
estimate ∣∣1− 〈F,U(F)〉∣∣ = ∣∣1− 〈F, Y∗FY∗〉∣∣ > ρ2(z)‖M‖42 > ρ(z)6.
Exercise 8.3.9. Prove these last two bounds by using
∣∣1 − 〈F, Y∗FY∗〉∣∣ > 〈F,CImY∗F〉,
using the definition of Y and various bounds on M from Theorem 8.1.2.
Combining (8.3.5) with these last bounds and with the bound on the gap of F
(8.3.8) we complete the proof of Lemma 8.3.1 (without the dist(z, suppρ) part). 
Exercise 8.3.10. Prove the matrix analogue of the unconditional bound (7.2.11), i.e. if
M solves the MDE (8.1.1), where we only assume that S is symmetric and positivity
preserving, then ‖M‖hs 6 2|z| . (Hint: use the representation M = QYQ∗ to express
YQ∗Q = − 1z (1+ YF(Y)) and take Hilbert-Schmidt norm on both sides.)
9. Ideas of the proof of the local laws
In this section we sketch the proof of the local laws. We will present the more
general correlated case, i.e. Theorem 6.2.7 and we will focus on the entrywise
local law (6.2.12).
9.1. Structure of the proof In Section 3 around (3.1.24) we already outlined the
main idea. Starting from HG = I+ zG, we have the identity
(9.1.1) I+ (z+ S[G])G = D, D := HG+ S[G]G,
and we compare it with the matrix Dyson equation
(9.1.2) I+ (z+ S[M])M = 0.
The first (probabilistic) part of the proof is a good bound on D, the second (de-
terministic) part is to use the stability of the MDE to conclude from these two
equations that G−M is small. The first question is in which norm should one
estimate these quantities?
Since D is still random, it is not realistic to estimate it in operator norm, in fact
‖D‖2 & 1/η with high probability. To see this, consider the simplest Wigner case,
D = I+
(
z+
1
N
TrG
)
G.
Let λ be the closest eigenvalue to Re z with normalized eigenvector u. Note that
typically |Re z− λ| . 1/N and η  1/N, thus ‖Gu‖2 = 1/|λ− z| ∼ 1/η (suppose
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that Re z is away from zero). From the local law we know that 1N TrG ∼ msc ∼ 1
and z+msc ∼ 1. Thus
‖Du‖2 =
∥∥∥u+ (z+ 1
N
TrG
)
Gu
∥∥∥
2
∼ ‖Gu‖2 ∼ 1/η.
The appropriate weaker norm is the entrywise maximum norm defined by
‖T‖max := max
ij
|Tij|.
9.2. Probabilistic part of the proof In the maximum norm we have the following
Theorem 9.2.1. Under the conditions of Theorem 6.2.7, for any γ, ε,D > 0 we have the
following high probability statement for some z = E+ iη with |z| 6 1000, η > N−1+γ:
(9.2.2) P
(
‖D(z)‖max > N
ε
√
Nη
)
6 C
ND
,
i.e. all matrix elements Dij are small simultaneously for all spectral parameters.
We will omit the proof, which is a tedious calculation and whose basic ingre-
dients were sketched in Section 3. For the Wigner type matrices or for correlated
matrices with fast (exponential) correlation decay as in [5] one may use the Schur
complement method together with concentration estimates on quadratic function-
als of independent or essentially independent random vectors (Section 3.1.1). For
more general correlations or if nonzero expectation of H is allowed, then we may
use the cumulant method (Section 3.1.19). In both cases, one establishes a high
moment bound on E|Dij|p via a detailed expansion and then one concludes a
high probability bound via Markov inequality.
9.3. Deterministic part of the proof In the second (deterministic) part of the
proof we compare (9.1.1) and (9.1.2). From these two equations we have
(9.3.1) (I−MS[·]M)[G−M] =MD+MS[G−M](G−M),
so by inverting the super operator I−MS[·]M = I− CMS, we get
(9.3.2) G−M =
1
I− CMS
[
MD
]
+
1
I− CMS
[
MS[G−M](G−M)
]
.
Not only is ‖M‖ is bounded, see (8.1.3), but also both
(9.3.3) ‖M‖∞ := max
i
∑
j
|Mij| and ‖M‖1 := max
j
∑
i
|Mij|
are bounded. This information is obvious for Wigner type matrices, when M is
diagonal. For correlated matrices with fast correlation decay it requires a some-
what involved additional proof that we do not repeat here, see Theorem 2.5 of [5].
Slow decay needs another argument [37].
Furthermore, we know that in the bulk spectrum the inverse of the stability
operator is bounded in spectral norm (8.3.2), i.e. when the stability operator
is considered mapping matrices with Hilbert Schmidt norm. We may also con-
sider its norm in the other two natural norms, i.e. when the space of matrices is
equipped with the maximum norm (9.3.3) and the Euclidean matrix norm ‖ · ‖.
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We find the boundedness of the inverse of the stability operator in these two other
norms as well since we can prove (see Exercise 9.3.7)
(9.3.4)
∥∥∥ 1
I− CMS
∥∥∥∞ + ∥∥∥ 1I− CMS
∥∥∥
2
.
∥∥∥ 1
I− CMS
∥∥∥
sp
.
Note that the bound on the first term in the left hand side is the analogue of the
estimate from Exercise 7.4.9. Using all this , we obtain from (9.3.2) that
‖G−M‖max . ‖D‖max + ‖G−M‖2max,
where . includes factors of ρ(z)−C, which are harmless in the bulk. From this
quadratic inequality we easily obtain that
(9.3.5) ‖G−M‖max . ‖D‖max,
assuming a weak bound ‖G−M‖max  1. This latter information is obtained
by a continuity argument in the imaginary part of the spectral parameter. We fix
an E in the bulk, ρ(E) > 0 and consider (G−M)(E+ iη) as a function of η. For
large η we know that both G and M are bounded by 1/η, hence they are small, so
the weak bound ‖G−M‖max  1 holds. Then we conclude that (9.3.5) holds for
large η. Since ‖D‖max is small, at least with very high probability, see (9.2.2), we
obtain that the strong bound
(9.3.6) ‖G−M‖max . N
ε
√
Nη
also holds. Now we may reduce the value of η a bit using the fact that the function
η → (G−M)(E+ iη) is Lipschitz continuous with Lipschitz constant C/η2. So
we know that ‖G−M‖max  1 for this smaller η value as well. Thus (9.3.5) can
again be applied and together with (9.2.2) we get the strong bound (9.3.6) for this
reduced η as well. We continue this “small-step” reduction as long as the strong
bound implies the weak bound, i.e. as long as Nη  N2ε, i.e. η  N−1+2ε.
Since ε > 0 is arbitrary we can go down to the scales η > N−1+γ for any γ > 0.
Some care is needed in this argument, since the smallness of ‖D‖max holds only
with high probability, so in every step we lose a set of small probability. This is,
however, affordable by the union bound since the probability of the events where
D is not controlled is very small, see (9.2.2).
The proof of the averaged law (6.2.13) is similar. Instead of the maximum norm,
we use averaged quantities of the form 〈TD〉 = 1N Tr TD. In the first, probabilistic
step instead of (9.2.2) we prove that for any fixed deterministic matrix T we have∣∣〈TD〉∣∣ 6 Nε
Nη
‖T‖
with very high probability. Notice that averaged quantities can be estimated with
an additional (Nη)−1/2 power better; this is the main reason why averaged law
(6.2.13) has a stronger control than the entrywise or the isotropic laws.
Exercise 9.3.7. Prove (9.3.4). Hint: consider the identity (7.4.10) with R = CMS and
use the smoothing properties of the self-energy operation S following from (6.1.24) and
the boundedness of M in all three relevant norms.
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