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When electricity demand is at its highest it is most costly to generate and transmit and is 
usually considered to produce the greatest greenhouse gas (GHG) emissions, so reducing 
peaks can have a double benefit. In most nations, these peaks in demand occur daily in 
the mornings and evenings. This PhD research developed a new way of assessing GHG 
emissions produced by the generation of electricity at different times of the day, including 
at peak time. It also investigated the dominant factors driving peaks in household demand 
and developed a new analytical approach to identify these factors so as to assist in 
developing targeted demand management.  
Two contrasting countries - New Zealand and Bangladesh - were chosen to apply the 
research. These two countries have very different climatic conditions, economic 
conditions, socio-demographic characteristics, electricity generation sector, and 
emissions from electricity generation, so the research findings could be tested and 
compared.  
To assess GHG emissions, an analytical approach was developed - ‘time-varying carbon 
intensity analysis (TVCIA)’ - to explore the relationships between GHG emissions and 
peaks in demand. Applied to 2015 data from New Zealand, a country with around 80% 
renewable generation dominated by hydro, it was found that New Zealand’s carbon 
intensity was largely uncorrelated with demand. This finding was counter to some 
perceptions in the electricity sector in New Zealand where it is assumed that peak demand 
always means higher GHG emissions. 
In contrast, when the method was applied to Bangladesh, which has an electricity system 
dominated by fossil fuel generation, it showed that daily peaks in demand had the highest 
GHG emissions. Therefore, reduction in demand at peak times could be a potential option 
to reduce GHG emissions in Bangladesh. In New Zealand, seasonal demand management 
could be beneficial as GHG emissions can increase significantly in a dry year when hydro 
lakes are low. 
For the latter part of the research, a methodology called ‘time-segmented regression 
analysis (TSRA)’ was developed to identify the dominant factors driving peak electricity 
demand in households. Applied to a New Zealand dataset, the analysis revealed that 
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methods of water and space heating were the dominant factors in determining peak 
demand in New Zealand’s households. In contrast, the number of occupants and the 
number of electrical appliances were dominant factors in determining peak demand in 
Bangladeshi households. 
Together the new approaches that have been developed can assist nations in determining 
the GHG emissions from electricity generation at different times (over days, weeks, 
months or years) and also determining what factors in households are driving peaks in 
demand.  This is important to help design more effective, targeted energy efficiency and 
demand management strategies. Together these methods can help in devising 
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1 CHAPTER ONE: INTRODUCTION 
To ensure security of supply in electricity systems, along with cost reduction and 
environmental benefits, it is critically important to manage electrical peaks in demand. 
This research aims to answer questions relating to peak electricity demand, focusing on 
two contrasting countries, New Zealand and Bangladesh. In both nations, residential 
electricity consumption is variable on a daily and seasonal basis. The purpose of this 
project is: firstly, to assess the greenhouse gas (GHG) emission (i.e., carbon intensity) 
from electricity generation; particularly, emissions during peak demand. The second 
objective of the project is to identify the factors behind daily peak electricity demand in 
the residential sector; and to propose how more effective demand side management 
strategies could be designed. 
Electricity demand is increasing globally (with some exceptions such as the UK) and is 
predicted to continue, a trend which is predominantly led by the developing world [1]. 
Global electricity demand increased by 3.1% in 2017 [2]. The average annual growth rate 
in electricity production was 2.1% and 5.9% for the period of 2000 to 2015 for OECD 
(Organisation for Economic Co-operation and Development) and non-OECD countries, 
respectively [3]. As a consequence the emissions from electricity generation increased 
by 45% for the same time frame [4].  
Electricity generation1 contributes about 42% to global emissions [5]. In 2017, global 
energy-related CO2 emissions increased by 1.4% from the previous year [2]. Twenty five 
percent of global electricity was generated from renewable sources in 2017 [2], which 
appears positive but at the same time generation from coal and gas increased by 3% and 
1.6%, respectively for the same year. Globally, the share of renewable generation in the 
electricity system is increasing (i.e., 8-9% annual capacity growth) [6]; however, due to 
the technology limitations such as rapid ramping up and down time to meet demand 
fluctuations [7], fossil fueled generation will remain in the electricity generation fleet for 
most of the countries in the world for the foreseeable future [8].  
The International Energy Agency’s assessment of future electricity generation and CO2 
emissions reflects these trends (Figure 1.1). To keep GHG emissions as low as possible, 
                                                 
1 Along with heat, as only global electricity generation related emission data is not available. 
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the use of renewables needs to be optimized, and this will require a more nuanced 
understanding of the patterns of GHG emissions as the mix of generation (i.e., renewable 
and non-renewable) varies, especially to meet peak demand.  To reduce GHG emissions 
it will be necessary to make most effective use of any available renewables and also to 
reduce demand at peak times, as peak demand is most often met by fossil fuelled power 
plants [9]. 
 
Figure 1.1 World’s future electricity generation and CO2 emission trends (under countries’ 
current policy scenario) (Data source: World Energy Outlook 2017) 
 
To reduce these GHG emissions, electricity systems around the world are moving 
towards increasing renewables, targeting up to 100% renewable supplies [10-13]. 
However, renewable generation is variable in nature. For example, solar has a diurnal 
rhythm; hydro resources may vary seasonally or more frequently; and wind speed varies 
from minute to minute. This can cause significant issues in integrating these renewables 
into electricity networks. 
In an electricity network, electricity demand must be met at all times across the entire 
interconnected electricity network; therefore, it is crucial to have the required network 
and generation capacity available to meet demand. Peaks in demand may occur for a very 
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to meet these peaks in demand can make up a large proportion of the costs of electricity 
provision. These costs are passed on to the consumer through electricity bills [14].  
As variable renewables increase, the mismatch between renewable supply and peak 
demand is likely to increase. In many countries, gas-fired power plants are used to meet 
peak demand due to their ability to rapidly increase electricity generation. These are often 
simple cycle gas turbines, which requires less capital cost (comparing with combined 
cycle gas turbines) but produce more GHGs due to their lower efficiency [15]. Thus, in 
addition to increasing costs, peaks in demand can also lead to greater GHG emissions 
than other times.  
On the other hand, with more renewables in the generation fuel mix, GHG emissions 
reductions will depend in part on what mix of renewable versus non-renewable occurs at 
different times of day in relation to changes in demand. It makes a difference if peaks are 
met by fossil fuelled plant or by renewables. 
1.1 Research focus 
GHG emissions (in carbon dioxide equivalent: CO2-e) from electricity generation (in 
kWh) are generally measured as absolute emission (in tCO2-e) using an average annual 
carbon emission factor (in gCO2-e/kWh) for different governmental policy-making and 
international reporting [4,16-19]. As a consequence, this type of reporting masks the 
actual time variability of the GHG emissions from the electricity sector. In particular, 
this type of emissions accounting (e.g., carbon intensity) does not provide any 
information about how GHG emissions might differ between peak and off-peak times. 
To understand the emissions associated with demand peaks requires an analysis of the 
time-varying GHG emissions from the electricity generation system.  
Electrical demand is also a time-varying quantity [14], which has daily, weekly, seasonal, 
and annual patterns. The daily electricity demand pattern in most nations is largely 
dominated by households’ activities. New Zealand’s national daily electricity demand 
profile, for example has a double peak all year round, consisting of one peak in the 
morning and the other in the evening due to the dominance of the residential sector during 
these times [20]. Weekday demand is higher than the weekends, and maximum seasonal 
demand is observed during the winter. Generally, the maximum electricity demand that 
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might occur in an electricity network daily, seasonally or annually (e.g., event oriented) 
is referred to as peak demand. 
Demand-side management (DSM) has been considered as one of the potential solutions 
to reduce peaks in demand since the eighties [21-23]. However, current DSM schemes 
are often a relatively blunt instrument, involving for example higher charges at peak 
times to encourage all households to shift their time of electricity use to an earlier or later 
period. Given the variability in demand patterns within and between households, the 
effectiveness of DSM could be improved by more granular knowledge of what 
combinations of factors (e.g., appliances and/or inhabitant behaviours) make the greatest 
contribution to peak demand. This could support a more targeted approach towards the 
most influential factors driving peak demand [24,25]. However, as will be discussed in 
Chapter 6, very little is known about the temporal variability of households’ energy-
use/demand profile. 
1.2 Research questions 
This research investigates time-variability in both supply and demand sides, with a 
particular focus on developing methods for assessing time-varying GHG emissions from 
supply, and for assessing factors involved in peak demand by households. 
Effective and accurate accounting of GHG emissions from the electricity sector is needed 
to help identify opportunities for emissions reduction and the success of actions to reduce 
carbon intensity. Although different emissions accounting approaches such as life cycle 
assessment (LCA), index decomposition analysis (IDA), absolute emissions, marginal 
emissions (reviewed in Chapter 3) are useful, they have certain limitations, including the 
lack of accounting for the time-varying nature of the emission intensity.  
As mentioned earlier DSM has been suggested as a possible solution to reducing peak 
demand. However, as will be discussed in Chapter 6, while a great deal of work has 
investigated the factors influencing daily residential demand, very little is known about 
the temporal variability of the households’ energy-use profiles.  What is needed is a better 
understanding of the factors influencing household electricity demand at different times 
of the day, especially at peak times, so that DSM programmes can be targeted at the main 
causal factors and the households that contribute most to demand peaks. 
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Most previous studies (will be discussed in detail in Chapters 3 and 6) have investigated 
either the supply side [26] or demand side [27], not both. By investigating both supply 
and demand side together, it is hoped that new approaches can be developed to help in 
devising programmes for reducing GHG emissions from electricity generation. 
Therefore, the overarching aim of this thesis is:  
To develop methods to identify factors on both the demand and supply 
sides of an electricity system that are most closely associated with peak 
demand and related GHG emissions 
 
A temporal emission intensity approach could be an effective tool to assess GHG 
emissions from the electricity systems that include both renewable and non-renewable 
generation, but as discussed in detail in Chapter 3, no study has assessed the time-varying 
nature of GHG emissions from electricity generation systems with a focus on peak 
demand. This gap was identified by Gordon and Fung (2009, p.107): “Due to the 
divergence between when electricity can be generated and when it is required, an hourly 
GHG emission analysis is needed to truly understand the impact that these renewable 
technologies have on emissions” [28].  A close examination of emission variability 
during the hours of peak demand could potentially inform exploration of emissions 
reduction opportunities at peaks. Therefore, the first question this investigation will focus 
on answering is:  
What can temporal analysis tell us about the link between peak demand 
and peak time GHG emissions? 
In addition, as discussed in Chapter 6, although many studies have assessed the multiple 
causal factors associated with total electricity consumption in households, very little 
attention has been paid to identifying factors that dominate at different times of the day, 
especially in relation to the daily demand profile of the dwelling. The second question 
that this thesis seeks to address is: 
How can temporal analysis help to identify the dominating factors that 
influence daily electrical energy-use patterns in households? 
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Overall, the findings of this research will help not only policymakers but also the 
electricity industry to better understand the reasons for patterns of electricity-related 
GHG emissions and in designing more effective demand-side management strategies. 
Several papers have been published in the course of doing this research (and more are 
under review/in press/in process) and these are listed on pages v-vi and can be found in 
the Appendix-A8. Chapters 3, 4, 5, 7, and 8 are largely based on the published (and 
unpublished/in process) articles. Thus, there might be some repetition between the 
articles and chapters. In the case of the coauthored publications, the initial idea for the 
publications and the methodology were co-developed by the candidate and other authors 
(the candidate’s supervisors). The data collection, method refinement, data analysis, and 
first draft manuscript preparation were undertaken by the PhD candidate. The other 
authors contributed to the manuscript development by critiquing, reviewing and 
polishing the papers, but the major intellectual and content contribution was by the 
candidate. 
1.3 Thesis overview 
The thesis is divided into several chapters as shown in Figure 1.2. Chapter 1 (this 
chapter) introduces the topic and background of the proposed research. Chapter 2 
provides background on the energy systems of the countries that will be used for the 
analysis.  
Chapters 3-5 address the first research question of this thesis. Chapter 3 reviews current 
literature associated with assessing GHG emissions from electricity generation. Chapter 
4 explains the method of analysis developed in this research for analysing time-varying 
carbon intensity of mixed-generation systems. Results of this analysis applied to 
Bangladesh and New Zealand are presented in Chapter 5.  
Chapters 6-8 address the second research question. Chapter 6 reviews the literature 
relating to causal factors relating to household electricity consumption and demand 
variability. Chapter 7 presents the method of analysis that is developed in this thesis to 
explore the causal factors associated with daily variations in households’ electricity 
consumption. Chapter 8 presents the results of this analysis as applied to household 
datasets from New Zealand and Bangladesh.  
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In Chapter 9, the findings are discussed in relation to the research questions and the 
overall aim of the thesis, and in the context of the current literature. Possible uses for and 
implications of the findings are also indicated. A discussion of the limitations of the 
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2 CHAPTER TWO: COUNTRY CONTEXT 
2.1 Introduction 
For this thesis, two contrasting countries- New Zealand and Bangladesh have been 
chosen for the analysis. These two countries (shown in Figure 2.1) poses divergent 
features across a range of characteristics: 
• Geographical location 
• Climatic conditions 
• Economic conditions 
• Socio-demographic characteristics 
• Electricity generation sector 
• Emissions from electricity generation systems 
 
Figure 2.1 World map: showing the geographical locations of New Zealand and Bangladesh. 
 
By exploring these two very different countries I hope to identify some of the possible 
differences and similarities between time-varying electricity supply and demand that 
might exist globally. The following two sections (sections 2.2 and 2.3) introduce the New 
Zealand and Bangladesh contexts. Note that most of the figures in this thesis (e.g., GHG 
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emissions) are for the year 2015, as data for this year was the most recent available for 
New Zealand and Bangladesh at the time the research was started. 
2.2 New Zealand 
New Zealand, an island country in the southern Pacific Ocean, comprises two main 
islands namely the North and South Islands. The climate varies from cool temperate to 
warm subtropical; annual mean temperature fluctuates between 100 C and 160 C, and the 
rainfall varies from 600 to 1600 mm for most of the areas of New Zealand and falls year-
round2. There are four seasons in New Zealand: Dec-Feb, Mar-May, Jun-Aug, and Sep-
Nov as summer, autumn, winter, and spring, respectively.  
New Zealand is one of the developed countries in the world, with a per capita nominal 
gross domestic product (GDP)3 of about US$37,300 in 2015. According to the UNDP 
human development index4, New Zealand was ranked 13th globally in 2015. 
New Zealand’s electricity sector is dominated by renewable generation; in 2015, more 
than 80% of electricity was generated from renewable sources; mainly from hydro and 
geothermal. This was the highest renewable share of generation since 1995 [29]. 
Electricity generation by fuel type in 2015 is illustrated in Figure 2.2 [29]. The estimated 
total generation capacity was 9432 MW in 2015. 






Figure 2.2 New Zealand’s electricity generation by fuel type in 2015.(Data source: [29]). 
 
Overall, hydro dominates in New Zealand’s electricity system with more than 5000 MW 
installed capacity. This is followed by geothermal and then wind. Bioenergy and solar 
currently contribute a very small amount to the renewable electricity mix. In 2015, one-
fifth of the total generation was from fossil fuels (Figure 2.2). Of these, gas and coal 
were used to support both base and peak load; oil was a backup source of supply [30]. 
Electricity transmission from generation plants to the local substations is conducted by 
the system operator ‘Transpower’ through the national transmission grid. There were 29 
local distributors in 2015; which include publicly-owned and community-owned trusts, 
who are responsible for the distribution system that conveys the electricity from grid exit 
points to different consumers.  
On the demand side, about one-third of the New Zealand’s total electricity was consumed 
by the residential sector with a share of 32% in 2015. This was predominantly consumed 
in the North Island where most of the population lives. Electricity’s share of household 
fuels was within the range of 69-74%. Average total electricity use per household was 
about 7300 kWh per year [31]. Out of this total amount, an average of 2400 kWh, or 
around one third, was used for domestic hot water heating [31].  Apart from residential 
consumption, the next dominating consumer of electricity was the commercial sector 
(~24%) and the industrial sector (~24%). Each sector’s share of consumption is shown 

















Figure 2.3 Sector-specific electricity consumption in New Zealand for year 2015. (Data 
source: [29]). 
 
Figure 2.4 National average electricity demand profile of New Zealand in 2015. Within each 
box, the horizontal line is the median demand, and the lower (and upper) edges of the box are 
the 25th (75th) percentile. Whiskers represent the upper and lower ranges and red crosses 
represent outliers. 
 
As with many other nations, New Zealand has a national daily demand profile with two 
distinct peaks; one in the morning and other in the evening. This demand profile is shown 






















demand also changes from one season to other; for instance, in 2015, the highest and 
lowest demands were observed for winter and summer, respectively.  
Although New Zealand’s electricity sector is dominated by renewable generation (see 
Figure 2.2), according to the International Energy Agency (IEA) this sector along with 
industrial heating5 contributed 5.5 million tonnes (or 17.5%) to New Zealand’s total CO2 
emissions6 in 2015 [4]. The combustion of natural gas, coal and oil to produce electricity 
was the reason behind these emissions. Per capita emissions were about 1187 kgCO2 and 
the average carbon intensity was 124 gCO2/kWh (see Table 2.1).  
2.3 Bangladesh 
Bangladesh is a developing country in South Asia that shares borders with India and 
Myanmar within the Eurasian continent. Due to its geographical location, the climate is 
tropical monsoon with significant variations in rainfall, temperature, and humidity across 
the main three seasons, namely summer (Mar-Jun), monsoon (Jul-Oct), and winter (Nov-
Feb). In general, the maximum summer and the average winter temperature vary between 
35-41o and 15-20oC, respectively. In general, about 80% of rainfall occurs during the 
monsoon season in Bangladesh. The annual rainfall varies between 1600 mm to at least 
2300 mm across the regions.  
Bangladesh had a per capita nominal GDP of about US$1290 in 2015. According to the 
UNDP human development index, Bangladesh was ranked 139th in 2015.  
Unlike New Zealand, the electricity sector in Bangladesh is dominated by fossil fuels. 
More than 90% of electricity generation was from fossil fuels; in particular, gas and oil 
in 2015. Total electricity generation in 2015 by fuel type has been depicted in Figure 
2.5. Total installed generation capacity was about 12365 MW in 2015, however, the 
maximum generation achieved was 9036 MW [32]. Overall, in the electricity system, 
generation from gas dominated with the capacity of 7628 MW followed by oil (3657 
MW) in 2015.  
 
                                                 
5 Electricity and heating related emissions are reported together in international reporting. 
6 IEA uses CO2 emissions as emission measure. 
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Table 2.1 Country characteristics and emissions in 2015 for New Zealand and Bangladesh. 
Characteristics/Parameters New Zealand Bangladesh 
Geographical location Island country in the 
southern Pacific Ocean 
South Asia 
Climate Cool temperate to warm 
subtropical 
Tropical monsoon 




Economic condition Developed Least developed 
GDP/capita (in 2015) US$ 37,300 US$ 1290  
UNDP human development 
index rank in 2015 
13th 139th 
Total Population (million in 
2015)7,8 
4.6 158.9 
Electricity and Heat Production (2015) (Source: [4]) 
Electricity generation system Dominated by renewable 
generations 





Per capita emissions  
(kgCO2/capita) 
1187 208 





Apart from grid-connected hydro of 230 MW, there is also off-grid renewable generation 
in the electricity system from solar (186 MW), wind (2 MW), biogas and biomass (1 
MW) [33].  
The Power Grid Company of Bangladesh (PGCB) is responsible for the power 
transmission from generation plants to different substations in Bangladesh. In addition, 
there are six public and private companies, who are responsible for distributing electricity 
across the country.  
 





Figure 2.5 Bangladesh’s electricity generation by fuel type in 2015. 
 
Figure 2.6 Sector-specific electricity consumption in Bangladesh for year 2015. (Data 
source:[32]). 
 
Being a developing country, industrialization along with population growth and adoption 
of in-house electrical appliances use is driving electricity demand growth in Bangladesh. 
More than 50% of demand was from the residential sector in 2015 followed by the 






















In contrast to New Zealand, Bangladesh’s national average electricity demand profile 
comprises one dominant peak in the evening (Figure 2.7). The maximum electricity 
demand is observed during summer, and the minimum in winter (which is mild).  
 
Figure 2.7 National average electricity demand profile of Bangladesh in 2015. Within each 
box, the horizontal line is the median demand, and the lower (and upper) edges of the box are 
the 25th (75th) percentile. Whiskers represent the upper and lower ranges and red crosses 
represent outliers. 
 
In terms of GHG emissions, 33.5 million tonnes of CO2 were emitted due to electricity 
and heat production in 2015 (Table 2.1); which was about 47.5% of the total CO2 
emissions from fuel combustion including other sectors such as transport [4]. This is 
because more than 90% electricity generation was from fossil fuels (see Figure 2.5). The 




In summary, New Zealand is a developed country with renewable dominated electricity 
generation system, while Bangladesh is a developing country with an electricity 
generation system dominated by fossil fuels. These two distinct countries were chosen 
for the thesis to provide very different examples from which to test the approaches 
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developed to answer the research questions in relation to the supply side (i.e., emissions 
from electricity generation systems) and demand side (household demand profile 





3 CHAPTER THREE: LITERATURE REVIEW 
GHG EMISSIONS ACCOUNTING APPROACHES 
 
3.1 Introduction 
Two-thirds of global GHG emissions are the consequence of energy consumption, and 
electricity generation contributes 42% to global GHG emissions (as mentioned in 
Chapter 1). The electricity sector has been a particular focus for scientists, academics and 
policy-makers due to the fact that it is both the largest single source of GHG emissions 
globally [34-39] and the sector where decarbonisation can potentially be achieved at a 
rapid pace [40]. However, GHG emissions accounting approaches vary from one study 
to another. Therefore, this chapter reviews the GHG accounting methodologies in the 
literature with a focus on those related to the time-varying nature of emissions. 
The rest of the chapter is organized as follows: section 3.2 describes the methodology 
used for this review. Section 3.3 discusses international rules of GHG emissions 
accounting. Section 3.4 presents available approaches that have been used in the literature 
to report GHG emissions from the electricity sector. Section 3.5 discusses the findings. 
The final section concludes the chapter. 
3.2 Methodology 
This is a purposive review that has considered a range of published peer reviewed journal 
and conference articles. International GHG emissions reports have been excluded from 
the review as they do not use diverse methodologies in accounting for GHG emissions.  
The review process was started by exploring the scientific literature using relevant 
keywords, as follows: 
• Greenhouse gas emissions and electricity 
• Greenhouse gas and electricity 
• GHG and electricity 
• Emissions and electricity 
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• Greenhouse gas, electricity 
• GHG methods and electricity  
• Carbon intensity and electricity 
During the search, the word ‘electricity’ was kept constant as the review was focused on 
GHG emissions from electricity sector only. The search resulted in 144 studies; during 
the selecting/ deselecting steps, it was found that 35 studies were not directly associated 
with the electricity generation, thus, discarded from the analysis. Therefore, a total of 109 
studies were considered for the review.  
3.3 GHG emissions accounting 
There are two types of emissions in the electricity sector: direct and indirect emissions. 
According to the GHG Protocol9, “the emissions from the sources that are owned or 
controlled by the reporting entity” are known as direct emissions, while “emissions that 
are a consequence of the activities of the reporting entity, but occur at sources owned or 
controlled by another entity” are the indirect emissions. These direct and indirect 
emissions are further categorized as scope-1, scope-2, and scope-3. Direct GHG 
emissions, electricity indirect GHG emissions, and other indirect GHG emissions are 
associated with scope-1, scope-2, and scope-3, respectively. 
 
Figure 3.1 Overall electricity system and GHG emissions accounting scopes. 
 
Electricity systems include both scope-1 and scope-2 emissions as shown in Figure 3.1. 
Exploration and mining for any new fossil fuel, uranium or building geothermal or hydro 
plants are within the scope-1 direct emissions. Manufacturing of generation technologies 
such as solar PV and wind turbines is also within scope-1 emissions, as is transportation 
that is involved either to carry the fuel to the plant or import it from other countries. Part 
of the electricity generation process (i.e., fuel combustion) is within scope-1 and rest of 
                                                 
9 https://ghgprotocol.org/ 
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the process which includes generation, transmission, distribution, and consumption are 
within scope-2 emissions [41]. The main focus of this review would be the emission from 
electricity generation step only i.e., one of the scope-2 emissions. 
Although there are a number of GHGs that are emitted from electricity generation 
process, in general, carbon dioxide (CO2), methane (CH4), and nitrous oxide (N2O) are 
taken into account as the major gases for most of the emission reporting reviewed. To 
consider all these three GHGs together, carbon dioxide equivalent (CO2-e) is used as the 
unit of overall emissions; which is usually obtained by multiplying the actual amount of 
individual emitted gas with the global warming potentials (GWP)10 of 1, 25, and 298 for 
CO2, CH4, and N2O, respectively, and  adding them together [4,19].  
3.4 Electricity associated emissions accounting approaches 
3.4.1 Absolute emissions approach 
Absolute emissions refer to quantification of the total amount of GHGs that have been 
emitted (in tonnes of CO2-e) to the atmosphere for a certain period of time (e.g., annually) 
through activities such as electricity generation. Most governments and environmental 
organizations, as well as international bodies such as the International Energy Agency 
(IEA) and Intergovernmental Panel on Climate Change (IPCC) use absolute emissions 
for national GHG inventories, policymaking and regulatory efforts in relation to GHG 
emissions reduction [4,16-18,42-48]. Absolute emissions from electricity generation can 





       (3.1) 
Where: 
GHG Emissions : Total emissions from electricity generation (in kg CO2-e). 
CIF   : Carbon intensity of the fossil fuel mix (kgCO2-e/kWh). 
SEF   : Share of electricity generated from fossil fuels. 
                                                 
10 GWP provides a relative measure of the heat that can be trapped into the atmosphere due to a GHG. 
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TE   : Total generated electricity from the system (in kWh). 
ɳ    : Fossil fuelled power plant efficiencies. 
 
In the academic literature, a number of previous studies have reported GHG emissions 
from electricity generation using an absolute emissions approach [49-54]. This has often 
been to evaluate emission reduction potential. For example, Kachoee et al. (2018) found 
that adoption of renewable generation in the Iranian electricity systems could reduce 
GHG emissions by 294.6 million tonnes. A study in the USA investigated CH4 emissions 
from the electricity system and found that only 0.26% CH4 could be reduced by 
increasing the renewable share to 10% in the electricity system [51]. The dramatic 
increase in the renewable share along with some other factors in the British electricity 
sector resulted in a 46% reduction in absolute emissions for the period of 2013 to 2016 
[55].  
Absolute emissions approaches have also been used in studies on the potential for carbon 
capture and storage (CCS) technologies to reduce GHG emissions [50,56,57]. In Mexico, 
Castrejon et al. (2018) considered carbon abatement options through different scenarios 
in the energy sector and found that deployment of CCS technologies could potentially 
reduce the GHG emissions in the electricity sector. Ding et al. (2017), Ozcan (2016) and 
Taseska et al. (2011) estimated GHG emissions from the electricity sector using this 
approach for China, Turkey and Macedonia, respectively, [53,54,58]. India’s future grid 
expansion plan and future CO2 emission scenarios have also been assessed using absolute 
emissions [59]. Other studies also used the absolute emissions method in the electricity 
sectors in a variety of different contexts [60-66]. 
In summary, the absolute emissions assessment approach has been used in many studies 
to track total emissions changes, compare scenarios and assess GHG emissions 
abatement options. However, this approach has not been applied at different time scales 
(e.g., hourly or daily variations). 
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3.4.2 Life cycle assessment approach 
Life cycle assessment (LCA) is an environmental assessment method that includes all 
environmental impacts associated with a product’s entire life, i.e., raw material extraction 
to waste materials deposition after its life expiration as shown in Figure 3.2 [67]. Thus, 
LCA covers both scope-1 and scope-2 emissions from electricity.  The LCA method uses 
either absolute emissions [as per Equation (3.1)] or average emission intensity; often 
both.  When applied to electricity generation systems, average emission intensity (in 
gCO2-e/kWh) is defined as the amount of emissions per unit of electricity generation 
over a fixed period of time (e.g., annually) [4]. This is shown in Equation (3.2). 
 
𝐸𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 =
𝐶𝑂2−𝑒 𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛𝑠 𝑓𝑟𝑜𝑚 𝑓𝑜𝑠𝑠𝑖𝑙 𝑓𝑢𝑒𝑙𝑙𝑒𝑑 𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠
𝑇𝑜𝑡𝑎𝑙 𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑 𝑓𝑟𝑜𝑚 𝑎𝑙𝑙 𝑠𝑜𝑢𝑟𝑐𝑒𝑠
    (3.2) 
 
Figure 3.2 Life cycle assessment method for electricity system. 
 
A large and growing body of literature has investigated GHG emissions from electricity 
generation systems through using [68-84].  
In the electricity sector, LCA has often been used to compare different generation 
technologies and their associated GHG emissions. For example, in some early studies, 
Hondo (2005) and Weisser (2007) evaluated GHG emissions from different generation 
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technologies, which included fossil fuelled, nuclear, and renewable generations 
[38,82,84]; Sovacool (2008) assessed GHG emissions from the nuclear power plants 
[85]; and emissions from hydro and wind power generation were investigated and 
compared with other renewable and non-renewable generation technologies by Raadal et 
al (2011) [81]. Two recent studies considered the electricity generation and related GHG 
emissions from municipal solid waste (MSW) in Macau, China and Iran [68,69]. Li et al. 
(2016) and Ding et al. (2013) used the LCA approach to consider the contribution of 
synthetic natural gas (SNG) as a source of electricity generation towards possible carbon 
cuts in China [74,77]. 
Emissions in renewable generation systems was also investigated through LCA. For 
instance, potential solar PV deployment and associated GHG emissions reduction 
opportunities have been assessed in Peru [34]. Hidrovo et al. (2017) investigated GHG 
emissions from two types of hydro reservoir namely dam and run-of-river and found that 
the latter is better with respect to GHG emissions if a full life cycle is accounted for [71].  
Other studies have used the LCA method in different contexts including assessing 
emissions from electricity consumption [86], GHG emissions as a function of site 
condition [87], emissions reduction through CCS technologies [88], and assessment of 
GHG emissions from electricity trading [89].  
The LCA approach has been widely used in the literature to report GHG emissions in a 
number of applications to electricity systems. Cellura et al. (2018) compared the results 
of using LCA and absolute emissions methods used by the IPCC and found that LCA is 
more effective (as it uses a systemic accounting of emissions) than the IPCC approach 
[35]. However, while LCA is a thorough approach in relation to assessing total GHG 
emissions accounting from the electricity sector, it does not provide any temporal 
information.  
3.4.3 Marginal emissions approach 
Marginal emissions refer to GHG emissions that occur in electricity generation systems 
as a result of an additional unit of generation.  For example, gas fired power plants are 
often used to supply peaks in demand, and the amount of GHGs that would be emitted 
due to an extra unit of generation is referred to as the marginal emissions (i.e., carbon 
intensity). Marginal emissions assessment explores the relationship between changes in 
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system demand and associated GHG emissions, and this is measured by marginal carbon 
intensity (generally in kgCO2-e/kWh). Marginal emissions accounting can be considered 
on annual, seasonal, monthly or even hourly basis [28,90,91]. 




           (3.3) 
Where: 
MCI : Marginal carbon intensity at time t. 
∆𝐶𝐼(𝑡) : Change in carbon intensity at time t. 
∆𝐷(𝑡) : Change in the electricity demand at time t. 
Numerous previous studies have investigated GHG emissions from the electricity 
generation systems using a marginal emissions assessment method [7,36,93-100]. A 
number of studies have used the marginal emissions assessment approach to assess future 
GHG emissions scenarios from the electricity sector; for instance, Howard et al. (2017) 
assessed future GHG emissions reduction potential for New York for different generation 
scenarios [36]. Marginal electricity generation and emissions were also estimated for the 
future European energy systems in [95]. In the UK electricity system, Thomson et al. 
(2017) investigated the marginal emissions change due to the change in the total wind 
power in relation to the change in total system load and found that increasing wind power 
was an effective option for GHG emissions reduction from the electricity sector [93]. In 
an earlier work, Hawkes (2010) also estimated marginal emissions from the UK 
electricity systems [99].  
In electricity generation systems with high reliance on fossil fuels, replacing 
conventional fossil fuelled vehicles with electric vehicles may increase GHGs at the 
margin. This has been assessed through marginal emissions approach in several studies, 
for example, Kim and Rahimi (2014) found that an increase in plug-in electric vehicles 
in the city of Los Angeles would result in greater marginal GHG emissions [7]; a similar 
result was also obtained for California [101]. Thomas (2012) estimated the change in 
GHG emissions due to the increase in number of electric vehicles (EV) in the USA and 
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found that battery EV will produce more GHG emissions than gasoline hybrid EV [102]. 
In Portugal, the EV uptake and associated GHG emissions in the near future was 
estimated by Garcia and Freire (2016) and found similar results as in the USA, i.e., 
increase of GHG emissions [37].  
Collectively, these studies outline a critical role of marginal emissions approach in the 
electricity sector in relation to emission reduction opportunities at the margin. A 
comparison between marginal and average emissions factors by Siler-Evans et al. (2012) 
in the US electricity system found that average emission factor underestimates the actual 
total emissions [103]. However, the emissions that are taken into account are only those 
at the margin, relating to the increase or decrease in electricity demand at a particular 
time. Furthermore, the marginal approach does not enable the examination of emissions 
for the entire electricity generation system over time (including base load to peak load), 
which is particularly important when the system involves a considerable amount of time-
varying generation from renewable sources along with fossil fuels. 
3.4.4 Index decomposition analysis approach 
Divisia decomposition of CO2 intensity [104] or  index decomposition analysis (IDA) is 
another GHG emissions analysis approach used in the electricity sector [105,106]. In this 
approach, change in carbon intensity in the electricity sector is decomposed into three 
components, namely fuel intensity effect, generation mix effect, and fuel quality effect 
as shown in Equation (3.4) [104]. Logarithmic mean divisia (LMDI) is another form of 
IDA proposed in [107].  
Detail mathematical calculation for IDA (i.e., divisia decomposition) can be found in 
[104]. In general, IDA can be represented mathematically as- 
∆𝐶𝐼 = ∆𝐹𝐼 + ∆𝐺 + ∆𝐹𝑄          (3.4) 
Where: 
∆𝐶𝐼 : Change in carbon intensity (in kgCO2/kWh). 
∆𝐹𝐼 : Change in fuel intensities. 
∆𝐺 : Change in generation mix. 
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∆𝐹𝑄 : Change in fuel qualities. 
Several studies have used IDA approach to compare GHG emissions from the electricity 
sector. For example Ang and Su (2016) estimated the change in aggregated carbon 
intensity (level of carbon dioxide emissions for each unit of electricity produced) in the 
electricity production sector for 124 countries [108]. IDA was also used to investigate 
the drivers of aggregate carbon intensity  in ten ASEAN (Association of Southeast Asian 
Nations) member countries [109]. Many other studies also used this approach to 
investigate electricity sector emissions  at national scales [110-120]. However, none of 
the IDA studies considered the time-variability emissions from the electricity generation.  
3.4.5 Pinch analysis approach 
Pinch analysis has been used to support emissions reduction targeting and planning at a 
macro-level. Pinch analysis is an extended version of thermal and mass analysis, and a 
graphical approach [121]. This analysis assesses GHGs through absolute emissions. 
Pinch analysis involves an interplay between electricity demand, supply and GHG 
emissions limit. This process has been illustrated in Figure 3.3 [122]. Based on related 
data availability such as emission factor, electricity demand, supply, and emission limit 
this process involves two main steps: (i) plotting of electricity cumulative curve (i.e., 
demand and supply curves) against cumulative GHG emissions; (ii) identification of the 
carbon pinch point by adjusting the curves in relation to the emission limit that need to 
















Figure 3.3 Pinch analysis approach for electricity systems’ emission accounting. 
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Some studies have used pinch analysis to assess GHG emissions from the electricity 
sector [121,123-126]. It has been applied to the New Zealand [124] and Irish [126] 
electricity sectors to identify possible GHG emissions reduction opportunities. The 
potential of CCS technology deployment in the electricity sector and associated GHG 
emissions abatement was analysed through pinch analysis for Philippine’s electricity 
systems [125].  In a very recent study this approach has been used to assess the emissions 
and plan future electricity generation systems in the United Arab Emirates [127].  
Overall, pinch analysis is a complex graphical emission accounting approach and thus 
not well suited to account variability at different time-scales. 
3.4.6 Time-varying carbon intensity approach 
A time-varying carbon intensity approach considers temporal variations in GHG 
emissions [in gCO2-e/kWh (t)] from electricity generation systems as a result of changes 
in the generation fuel mix. In any system involving a mix of renewable and fossil fuel 
generation, GHG emissions will vary significantly over time, and investigations at 
different time-scales can provide a detailed understanding of this variability. So far this 
assessment approach has been applied in just a few studies in different contexts. For 
instance, Gordon and Fung (2009) applied this approach to the electricity systems of 
Ontario, Canada to explore potential options towards GHG emissions abatement through 
renewable generation [28]. The study considered an hourly interval as the minimum to 
report GHG emissions. Two other studies, one in California, USA and another in Finland 
that also used a time-varying assessment approach considered hourly consumption data 
rather than generation [27,128]. Roux et al. (2016) assessed the temporal variability of 
global warming potential per kWh for the electricity system in France [129].  
The studies all used specific temporal time-blocks i.e., hourly as a minimum. None of 
the studies paid particular attention to comparing GHG emissions at different time-scales 
or using it to contrast GHG emissions at peak and off-peak hours. The studies also had 
some methodological limitations. Gordon and Fung (2009), for example, used ‘average 
GHG intensity factor’, in calculating the emissions from the electricity sector, but how 
the efficiencies of the power plants were taken into account was not explained [28]. In 
addition, the same study did not consider CH4 and N2O, two potential GHGs, due to data 
limitations. Gordon and Fung (2009) recommended future work as: “Future work by 
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looking at peak and marginal emission factors could prove beneficial in order to have a 
middle and upper (direct fossil substitution) limit reduction potential for emissions” [28], 
p.116.   
3.4.7 Other approaches 
A few studies have used other approaches to estimate GHG emissions from the electricity 
sector. For instance, dos Santos et al. (2017) used a net emission approach, investigating 
the difference between post-impoundment and pre-impoundment emissions from the 
hydro reservoirs [130]. Structural decomposition analysis (SDA) along with aggregate 
intensity of CO2 emissions, which is defined as CO2 per unit of GDP, has been used in 
[131,132] to analyse the relationship between emissions and GDP. Soimakallio and 
Saikku (2012) considered production-based and consumption-based GHG emissions 
intensity in the OECD countries; it was found that consumption-based emission intensity 
accounting is more accurate for life cycle assessment than production-based emission 
intensity [133]. 
A study in Poland used total absolute emissions of different European countries and 
conducted cluster analysis based on k-means algorithm to identify different clusters of 
countries that have similar emissions profiles [134]. Ji et al. (2016) proposed a 
‘Boundary-III’ framework as an alternative GHG emissions accounting model that 
considers electricity trading and accounts for direct and indirect emissions [135]. Another 
estimation framework for GHG emissions accounting based on cross-border electricity 
trade within Europe has been introduced in [136].  A simple benchmarking approach was 
used in [137] to find potential global carbon emissions cut from the electricity sector for 
129 countries. However, none of these studies is able to explain the temporal variability 
of emissions from electricity generation. 
3.5 Discussion 
Together these studies provide important insights into the approaches that have been 
developed so far for GHG emissions accounting as applied to the electricity sector. A 
considerable amount of the literature is based on the LCA approach. While LCA is a 
comprehensive method in that it considers all the stages associated with electricity 
generation (as shown in Figure 3.2) to estimate GHG emissions, it has limitations. Life 
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cycle data sourcing can be complex and give uncertain data, and it is also difficult to deal 
with variations over time, so results obtained from the LCA approach need to be 
supported by other decision-making tools [138,139].  The same is true for the IDA 
approach as it considers different decomposed steps of emissions changes.  
Absolute emissions assessments are commonly used in national and international GHG 
emissions reporting, but this approach is less effective than emission intensity, 
particularly, when comparing emissions of two different countries with significant 
economic divergence. A study on absolute versus intensity approaches to account GHG 
emissions was conducted jointly by Center for Global Change Science (CGCS) and the 
Center for Energy and Environmental Policy Research (CEEPR) at MIT.  Empirical tests 
found “...that intensity caps are preferable for a broad range of emission reduction 
commitments. This finding is robust for developing countries, but is more equivocal for 
developed economies” [140], p.1. Furthermore, emission intensity is more useful than 
absolute emissions for comparing emissions over time and between entities with different 
conditions (e.g., economic).  
Emission intensity can be assessed either as average emission intensity (or aggregate 
emission intensity) or marginal emission intensity. These have different definitions and 
applications; average emission intensity is defined as the ratio of total emission from 
electricity generation to the total generation for a certain period of time (e.g., annual); 
whereas, marginal emission intensity is the rate at which emissions would change as a 
consequence of small change to the electricity demand at the margin. In general, marginal 
emissions intensity is mostly used for economic analysis associated with GHG emissions 
[141]. In contrast, average emissions intensity is used for policy-related decision making 
such as demand-side management with respect to GHG emissions. However, it is a 
single-value quantity, which does not provide any temporal information about GHG 
emissions. The same is true for carbon emissions pinch analysis, which is relatively 
complex graphical approach and does not provide any detailed insight about the temporal 
variability of the emissions. 
The percentage of papers describing each of the approaches identified through this review 
(i.e., 109 studies) are shown in Figure 3.4. Their usages in the literature are discussed in 
sections 3.4.1 to 3.4.7, and their advantages and limitations are summarised in Table 3.1, 
along with a note about whether they account for temporal variability.  
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Table 3.1 Dominant features of different GHG emissions accounting approaches. 





Considers total life time 
emissions 
Data uncertainty No 
Absolute 
Good to compare the total 
emissions between similar 
entities 
Not effective to compare 







Data uncertainty No 
Pinch 
Supports emissions 
reduction targeting and 





Varies from one approach 
to other 
Varies from one 
approach to other 
No 
Marginal 
Good for economic 
analysis of emissions at the 
margin 
Unable to account 






information at different 
time-scales 
Unable to account 
indirect emissions from 
renewable sources due to 
proper emission factors 
and data availability 
Yes 
LCA is the main approach that has been extensively used for GHG emissions reporting 
in the published literature, which is about 35% of that total publications. The next most 
common approach was absolute emissions followed by IDA approaches with the 
percentages of 23% and 15%, respectively. Pinch analysis and other approaches were 
used in 4% and 8% of the papers respectively. Marginal and temporal emission 
assessment approaches were used in 15% of studies; of which, marginal approaches 
exceeded temporal approaches. These two approaches are both able to consider temporal 
variability; however, marginal emission approaches consider this variability at the 
margin only, while time-varying emission approaches consider the emissions from entire 
generation system.  
The units of measure in the approaches reviewed were either in tonnes of CO2-e (or kt 
CO2-e or mt CO2-e) or in gCO2-e/kWh (or kg CO2-e/kWh or tCO2-e/MWh). Often both 
were used; for instance, in case of the LCA approach. Time-varying carbon intensity and 
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marginal emissions were measured in gCO2-e/kWh. These are summarized in Figure 
3.5. Most of the approaches have considered the GHGs as including CO2, CH4, and N2O, 
however, a few studies have also taken into account of other gases such as SO2 and NO 
[28]. 
 
Figure 3.4 Approaches used to assess GHG emissions in the electricity sector. (Publications 


















Figure 3.5 GHGs, units of measure, and approaches. 
 
3.5.1 Future scope 
A better understanding of the carbon intensity variability can assist with a number of 
things: firstly, in managing current generation infrastructure to minimise GHG 
emissions; secondly, in the long term, in incorporating an understanding of the variability 
of the renewable generation and implications for carbon intensity into new generation 
expansion plans; and finally, demonstrating how time-varying carbon intensity can be 
characterised and analysed over different time-scales, and discussing the insights that this 
can provide to optimising the mix of renewable to non-renewable generation and also 
demand response to minimise GHG emissions. 
In line with [28] (as mentioned in Chapter 1), temporal GHG emission accounting might 
be significant for the future electricity systems for a number of reasons: 
(i) High penetration of renewable generation: Globally, electricity generation systems 
are moving towards more renewable options to cope with negative climate change. 
Nevertheless, 100% renewable electricity generation system might not be feasible due to 
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technology limitations (e.g., meeting demand flexibility) in near future [8]. It was also 
found that- “Ambitious plans of 30–50% renewable generation are, however, already 
raising concerns about the challenges of managing grids with a mix of renewable 
generation, with much higher levels of supply variability and geographically dispersed 
generation” [142], p.1636. Hydro generation, for example, varies from one month to 
other; solar has diurnal nature, and wind strength varies from minute to minute. Fossil 
fuelled generation, in contrast, can be used as baseload generation or to meet the peaks 
in demand, when there is a shortfall of renewable generations. Therefore, the question is 
how to most effectively measure and mitigate GHG emissions that have time-varying 
nature due to the combination of fossil and non-fossil generation capacity in the 
generation mix. Most importantly, to minimize GHG emissions in highly renewable 
electricity systems, quantification of GHG emissions needs to move beyond yearly 
average carbon intensity to a more nuanced approach that takes into account the time 
variability of emissions. 
(ii) Generation fuel optimization: To ensure minimum GHG emissions from the 
generation mix that has both renewable and non-renewable capacities, it is important to 
identify the optimum generation fuel-mix that would potentially ensure minimal 
emissions.   
(iii) Demand-side management: Time-varying carbon intensity assessment would be 
able to identify the carbon-intensive hours. If these hours coincide with the peak demand, 
then demand-side management might be an effective option to reduce the demand as well 
as GHG emissions from electricity generation. Furthermore, time-varying carbon 
intensity assessment would be a useful supporting tool to plan future grid expansion in 
relation to GHG emissions reduction. 
(iv) Carbon price: Although carbon tax was found effective in some countries for GHG 
emissions reduction [143], a recent report showed that 90% of the carbon emissions were 
not priced at the minimum level for 41 OECD and G20 countries [144,145]. Overall, the 
electricity sector was identified as one of these sectors where sufficient carbon price was 
not ensured for these countries [144,145]. Notably, those carbon pricing schemes were 
based on absolute total emissions. Time-varying carbon price could be an effective option 
towards GHG emissions cut through monetary action, in particular, in the electricity 
generation systems. In addition, a very recent study also ascertains the need of a dynamic 
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(time-varying) carbon pricing scheme as: “Similar to electricity price, future carbon 
price changes daily or even hourly, while existing literature usually considers it as yearly 
constant value. Power generation companies will respond to the dynamic carbon price 
just like demand response to the electricity price. Consequently, dynamic carbon pricing 
mechanism is worth further research” [146], p.304. 
Overall, it is clear that temporal carbon intensity assessment could be an effective option 
towards GHG emissions accounting in relation to potential carbon abatement, 
particularly from electricity generation system during peak hours.  
3.6 Conclusion 
Around one third of the published literature used the life cycle assessment approach 
followed by absolute emissions and index decomposition analysis in accounting GHG 
emissions from the electricity sector. Much less attention has been paid to assessing time-
varying carbon intensity with just a very few studies found. None of the previous studies 
using a time-varying approach have paid particular attention to the time-variability of 
GHG emissions from the electricity systems which takes into account the peak demand 
periods.  
Existing approaches (such as absolute emission, LCA, IDA, pinch analysis) found in the 
literature that are used for accounting GHG emissions from the electricity sector have 
their own advantages and limitations. Notably, they are unsuitable for accounting for 
temporal variability of emissions from electricity generation. Since renewable integration 
in the electricity sector is critical to ensure a global low-carbon future, the implications 
of the temporal variability of the generation mix for GHG emissions will become 
increasingly important for system planning and management. Developing a suitable 
method for analysing time-variable carbon intensity approach could assist with GHG 
emissions accounting in electricity systems. The next chapter develops a time-varying 





4 CHAPTER FOUR: METHODOLOGY FOR CARBON INTENSITY 
ANALYSIS 
4.1 Introduction 
The purpose of this chapter is to present the time-varying carbon intensity analysis 
methodology developed in this thesis. The next section explains the methodology in 
detail, which includes data collections and the method itself. The last section draws 
conclusions from the chapter. 
4.2 Methodology for carbon intensity analysis 
GHG emissions per unit of electricity generation is commonly referred to as the carbon 
intensity. As discussed in section 3.5, Chapter 3; one of the most common measures is 
grams of carbon dioxide equivalent per kWh (gCO2-e/kWh) [91] which is adopted in for 
the purposes of this methodology. ‘Carbon dioxide equivalent’ is used in this thesis as 
this unit is internationally recognized and able to describe various GHGs in a single unit. 
The main greenhouse gases taken into account for the analysis are carbon dioxide (CO2), 
methane (CH4), and nitrous oxide (N2O). These emissions were considered from fossil 
fuel sources only as the renewable generations were assumed as emission free; moreover, 
renewable sources do not have direct emissions. Indirect emissions such as life cycle 
emissions were not included for either renewable or non-renewable generation because 
these vary greatly depending on the characteristics of the particular generation plant (e.g., 
geothermal, hydro) and its context, and data was not available. Moreover, GHG 
emissions from electricity transmission, distribution and consumption were out of scope 
of this research predominantly due to the fact that these emissions (i.e., transmission and 
distribution) are common to all forms of generation so would not add anything to the 
analysis. 
Consistent with the New Zealand government’s approach, GHG analysis excludes 
fugitive emissions from geothermal generation and emissions from wood used for 
electricity production [147]. Emissions from other biofuels used for electricity generation 
was a small fraction of the total emissions and was excluded from the analysis. GHG 
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emissions from any imported electricity were also not taken into account for Bangladesh, 
as the sources of generation were unknown. 
Throughout this thesis the terms carbon intensity and GHG emissions intensity will be 
used interchangeably; as the final unit of measure in this analysis is ‘carbon dioxide 
equivalent’. As both terms are common in this field, the alternate terms avoid the 
monotonous use of a single term. Time-varying carbon intensity analysis refers to 
analysis of carbon intensity in relation to stated time periods (e.g., half-hourly, hourly, 
daily, seasonally). More precisely, it refers to applying carbon emission factors in 
conjunction with fuel specific power plant’s efficiency to the underlying sources of 
carbon emission and identifying GHG emissions per unit of electricity generation at 
given time-periods. 
Although available approaches (as discussed in Chapter 3) might be able to account for 
GHG emissions at half-hourly scale, the time-varying carbon intensity analysis approach 
has been employed in this work for a number of reasons. For instance, LCA and pinch 
analyses are not suitable for half-hourly emission accounting; as the former considers 
emission from the entire life cycle, whereas, the latter is a complex graphical approach.  
Marginal emissions could be used to calculate half-hourly emissions; however, this 
approach has only been used at the margin of any generation system to calculate the 
changes in emission in relation to changes in demand and mostly used for economic 
analysis of electricity generation with respect to emissions. Thus, marginal emissions 
analysis is suitable for looking forward in time with respect to change in demand and 
associated emissions; in contrast, time-varying approach is good to explain actual 
historical emissions at different time scales. IDA is comparatively a complex 
methodology as it involves many factors and requires a large dataset; a zero value in the 
data set has impact on the results of the analysis [106]. In addition, IDA is unable to 
handle residuals in the decomposition process thus ‘the explanation of all the changes in 
carbon emissions is inhibited’ [148]. In general, absolute emission considers emissions 
over a longer period of time such as a year. None of the previous studies taken into 
account absolute emissions in shorter time frame (e.g., half-hourly). Furthermore, it was 
found that ‘intensity caps are preferable to absolute caps for a broad range of emission 
targets’ [140]. Therefore, considering these limitations of the existing GHG emission 
accounting approaches, time-varying carbon intensity has been employed in this analysis. 
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Ji et al. (2016) also identified the importance of temporal variability of emission over 
absolute emission as- “…. emission factors need to reflect the spatial variability and 
temporal dynamics of electricity generation, if detailed fuel mix data for specific 
generators at particular time are available. In practice, however, it is challenging to 
obtain such detailed data. Most studies thus use emission factors representing the grid 
average during a certain period of time (e.g., a year)” [135] p.752.  
Carbon intensity from mixed generation varies depending on the power plants that are in 
operation at any given moment. As an illustration, how carbon intensity can change in 
relation to generations from different fossil fuelled power plants, Figure 4.1 shows 
variations in carbon intensity for different levels of fossil fuelled generation (gas and 
coal) in New Zealand in 2012. Carbon intensity changes dramatically when generation 
from variable renewables also contribute to the total generation fuel mix, which will be 
illustrated and discussed further in Chapter 5. 
 
Figure 4.1 Carbon intensity variations at half-hourly scale due to fossil fuel generation for a 
week in December 2012 in New Zealand. 
 
4.2.1 Data collection 
To look at GHG emissions from electricity generation and how they change over time, 
requires data on the electricity generated from different power plants. Half-hourly 
electricity generation data for power plants (contributing to the national grid) in New 
Zealand and Bangladesh were collected from the Electricity Authority of New Zealand 
and Power Grid Company of Bangladesh (PGCB) for the year of 2015. This data is 
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publicly available through their official websites. Data for the year of 2015 was the most 
recent available at the time the research was undertaken and was chosen for detailed 
analysis. In most respects it was similar to the data for other recent years, but comparisons 
are made with data for 2012, 2013 and 2014 where relevant.  
4.2.2 The method: time-varying carbon intensity analysis 
To determine time varying carbon intensity, generation emission factors (GEF) are 
needed for each fuel used. GEF depend on the fuel type and the efficiency of generation 
technologies.  In case of New Zealand, due to absence of specific information, it was 
necessary to make a number of assumptions about the efficiency of power plants. For 
fossil fuels, the following fuel-specific efficiencies were assumed: gas11 46%, coal 38%, 
and diesel 40%. Due to data limitation, efficiency differences between peak and base 
load thermal plants were ignored. Emission factors for the different fuels were adopted 
from the New Zealand government’s Ministry of Business, Innovation and Employment 
(MBIE) for the year of 2013 [30], and New Zealand’s Greenhouse Gas Inventory 1990-
2014 [147] (see Table A2 in Appendix-A4).  
For Bangladesh, to calculate GEF for non-renewable fuels, average power plant 
conversion efficiencies were taken from BPDB (2015) [149] as follows: gas 31.5%, coal 
(sub-bituminous) 25.4% and oil 35.8%. Fuel-wise emission factors were adopted from 
IPCC (2006) [150], as a greenhouse gas inventory was not available for Bangladesh (see 
Table A3 in Appendix-A4). Fuel specific GEFs were calculated using Equation (4.1) and 




;           (4.1) 
[𝐻𝑒𝑟𝑒, 𝐹𝑢𝑒𝑙 = {𝐺𝑎𝑠, 𝐶𝑜𝑎𝑙, 𝑂𝑖𝑙}; 𝐺𝐻𝐺 = {𝐶𝑂2, 𝐶𝐻4, 𝑁2𝑂}] 
Where: 
𝐺𝐸𝐹𝐹𝑢𝑒𝑙,𝐺𝐻𝐺 : Fuel specific generation emission factor for a particular GHG. 
𝐸𝐹𝐹𝑢𝑒𝑙,𝐺𝐻𝐺  : Fuel specific emission factor for a particular GHG. 
ɳ𝐹𝑢𝑒𝑙  : Fuel specific power plant’s efficiency. 
                                                 
11 Received from one of the senior analysts at Energy & Building Trends, MBIE, New Zealand. 
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Table 4.1 Generation emission factors (GEF) for different fuels. 















Natural Gas 0.42 7.0x10-6 0.70x10-6 
Coal (sub-bituminous) 0.87 9.0x10-6 13.5x10-6 









Natural Gas 0.64 5.70x10-5 1.00x10-6 
Coal (sub-bituminous) 1.36 1.42x10-4 2.10x10-5 
Oil (Furnace oil, Diesel) 0.78 1.01x10-4 6.00x10-6 
 
Electricity production (in kWh) from each generation plant for every half-hourly (this 
was the minimum period for which generation data was available for both countries) 
interval was multiplied by the calculated GEF to determine the time-dependent GHG 
emissions using Equation (4.2).  
𝐸𝐹𝑢𝑒𝑙,𝐺𝐻𝐺(𝑡) = 𝐺𝐹𝑢𝑒𝑙(𝑡) × 𝐺𝐸𝐹𝐹𝑢𝑒𝑙,𝐺𝐻𝐺        (4.2) 
Where: 
𝐸𝐹𝑢𝑒𝑙,𝐺𝐻𝐺(𝑡) : Fuel specific emission for a particular GHG for certain time period t. 
𝐺𝐹𝑢𝑒𝑙(𝑡) : Fuel specific electricity generation in kWh for the time period t. 
 
To calculate the total amount of a particular GHG in carbon dioxide equivalent (CO2-e) 
that was emitted from a fuel, Equation (4.3) was used. For this, the analysis used direct 
global warming potentials (GWP) of 1, 25 and 298 for CO2, CH4 and N2O, respectively 
[19,151].  
𝐸𝐹𝑢𝑒𝑙,𝐺𝐻𝐺









𝐶𝑂2−𝑒  (𝑡) : Fuel specific carbon dioxide equivalent emission for that particular GHG 
for certain time period t. 
Fuel specific total emissions for all the three GHGs was calculated using Equation (4.4). 
𝐸𝐹𝑢𝑒𝑙
𝐶𝑂2−𝑒(𝑡) =  ∑ 𝐸𝐹𝑢𝑒𝑙,𝐺𝐻𝐺
𝐶𝑂2−𝑒 (𝑡)𝐺𝐻𝐺𝑠         (4.4) 
Where: 
𝐸𝐹𝑢𝑒𝑙
𝐶𝑂2−𝑒(𝑡) : Fuel specific total carbon dioxide equivalent GHGs emission at a 
particular time period t. 
The total emissions from the electricity generation systems were calculated using 
Equation (4.5).  
𝐸𝑇𝑜𝑡𝑎𝑙
𝐶𝑂2−𝑒(𝑡) = ∑ 𝐸𝐹𝑢𝑒𝑙
𝐶𝑂2−𝑒(𝑡)𝐹𝑢𝑒𝑙𝑠         (4.5) 
Where: 
𝐸𝑇𝑜𝑡𝑎𝑙
𝐶𝑂2−𝑒(𝑡) : Total carbon dioxide equivalent emissions from all fossil fuels and all 
GHGs at the particular time period t. 
Similarly, total electricity generations from the system were calculated using Equation 
(4.6).  
𝐺𝑇𝑜𝑡𝑎𝑙(𝑡) = ∑ 𝐺𝐹𝑢𝑒𝑙(𝑡)𝐹𝑢𝑒𝑙𝑠          (4.6) 
Where: 
𝐺𝐹𝑢𝑒𝑙(𝑡) : Fuel specific electricity generation at a particular time period t. 
𝐺𝑇𝑜𝑡𝑎𝑙(𝑡) : Total system generation from all fuels (including renewables and non-
renewables) at a particular time period t. 
Finally, carbon intensity (CI) at a particular time period t was calculated using Equation 
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Figure 4.2 Time-varying carbon intensity analysis method at a glance. 
 
GHG emissions per unit of generation (alternately referred to here as ‘carbon intensity’) 
were assessed in relation to half-hour, daily, monthly, seasonal and yearly timescales. 
Correlations between carbon intensity and demand were investigated, as well as the 
average marginal carbon intensity (AMCI) [99]. AMCI is defined [Equation (4.8)] as 
the change in emissions of carbon dioxide in kg of CO2-e when there is a change of 





                              (4.8) 
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A positive value of AMCI indicates that an increase in demand will result in an increase 
in emissions and vice-versa; therefore, in this case, reducing fossil fuel demand by either 
demand side management or an expansion of renewable generation has the potential to 
lead to a reduction in emissions [92,94,100]. The modes of operation of New Zealand 
and Bangladesh’s generation mix were also explored via load duration curves (LDC) for 
each generation resource. These LDCs illustrate the level of variability of a particular 
generation resource. A sharper LDC characterises a fuel that is being used infrequently, 
often to meet demand peaks, while a flat LDC suggests the fuel is being used to meet 
base demand. Related discussion on LDCs will be carried out in Chapter 5. 
Linear regression analyses will be conducted for the carbon intensity analysis, 
predominantly, to check the ‘goodness of fit’ (i.e., R2) for the dataset used and these will 
be reported in Chapter 5. The interpretation of the value calculated for R2 (which is 
known as the coefficient of determination) varies from one subject area to other and 
depends on the context and purposes. Rodgers and Nicewander (1988) explained 
‘Thirteen Ways to Look at the Correlation Coefficient’ which includes algebraic, 
geometric, and trigonometric settings [152]. For instance, Cohen’s explanation for R2 
value is suitable for social science [153]. Similarly, others have recommended different 
R2 values such as Falk and Miller, (1992)  recommended R2 ≥ 0.10 to conduct any 
analysis [154]. In the case of consumer behaviour analysis, R2 values of 0.20 are assumed 
to be ‘high’ [155]. In marketing, R2 is categorized as substantial, moderate, and weak 
with values of 0.75, 0.50, and 0.25, respectively [155]. In physical science, the same 
interpretation of values of R2 as  marketing is followed [156]. In this analysis, the 
interpretation of R2 values is in accordance with physical science disciplines, as it dealt 
with a data set derived from measurements of physical objects. It should be noted that 
the R2 value in physical science provides a higher threshold than that used in social 
science. 
The R2 value is also used to explain the degree of correlation between two variables 
[156,157]. Shevlyakov and Oja (2016) stated that- “The coefficient of determination r2 is 
a measure of the goodness of fit of linear regression to the real data: the relation r2 = 1 
indicates that the regression line perfectly fits the data points. Thus, the representation 
of correlation via the coefficient of determination directly exploits the interrelationship 
42 
between linear dependence and correlation.” [158], p.17. Therefore, the value of R2 is 
also used in this analysis to interpret the relationship between two variables.  
4.3 Conclusion 
In this chapter, the time-varying carbon intensity analysis method has been presented. 
This method will be applied to investigate the link between carbon intensity and electrical 
peaks in demand at different time scales for the electricity systems of New Zealand and 
Bangladesh. The former is renewable dominated electricity system with a renewable 
share of about 80% in 2015 and the latter is dominated by fossil fuelled generations with 





5 CHAPTER FIVE: TIME-VARYING CARBON INTENSITY  
RESULTS 
5.1 Introduction 
The time-varying carbon intensity analysis method introduced in Chapter 4 has been 
applied to the electricity generation systems of New Zealand and Bangladesh to explore 
the link between GHG emissions and peak electrical demands. The analyses and results 
are presented in this chapter. For New Zealand, section 5.2 presents the results and 
section 5.3 discusses the findings. For Bangladesh, section 5.4 presents the results and 
section 5.5 discusses the findings. Conclusions are drawn at the final section of the 
chapter. 
5.2 Results for New Zealand 
5.2.1 Carbon intensity variability 
New Zealand’s yearly average carbon intensity from electricity generation has reduced 
over the last few years. Annual average carbon intensities for the years of 2013, 2014 
and 2015 were found to be 124, 95 and 92 gCO2-e/kWh, respectively. However, based 
on analysis of the timing of fossil fuelled generation, carbon intensity is not a fixed 
quantity, but is variable depending on the time frame under study.  
The time-varying carbon intensity analysis method applied to the New Zealand electricity 
system revealed significant variations in daily average carbon intensity between seasons 
and between years, as illustrated in Figure 5.1.  This shows that, for 2015, summer and 
autumn daily average carbon intensities were higher than those in winter and spring. In 
comparison, for 2014 summer daily average carbon intensity was lowest in that year and 
autumn was highest. For 2013, summer daily average carbon intensity was the lowest 
and the maximum was in autumn. Autumn daily average carbon intensity in 2013 was 
the highest among all the seasons. On the other hand, spring daily average carbon 
intensity in 2015 was more consistent across the seasons. The reasons of these seasonal 




Figure 5.1 Box and whiskers plot showing seasonal daily average carbon intensity variations 
for the four seasons of 2013, 2014 and 2015 in New Zealand. Within each box, the horizontal 
line is the median carbon intensity for that season, and the lower (and upper) edges of the box 
are the 25th (75th) percentile. Whiskers represent the upper and lower ranges. January, 
February and December months were considered as summer for the same year. X-axis key: 
Sum-Summer; Aut-Autumn; Win-Winter; Spr-Spring. 
 
Figure 5.2 Daily, monthly and yearly average carbon intensities for 2015. Along X-axis any 
specific month indicates end of that month. 
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Figure 5.2 compares the variation in carbon intensity over different timescales of year, 
month and day for 2015. The annual average carbon intensity is a single rate for the entire 
year. Monthly average carbon intensity shows significant variability. Note especially the 
difference between Apr-May and Oct-Nov. Daily average variation in any month was 
generally within +/-30 gCO2-e/kWh of the monthly average, but some major variations 
in daily average carbon intensity were detected during Mar, Apr, Jul and Nov. Maximum 
and minimum daily average carbon intensities of 174 and 40 gCO2-e/kWh were found in 
April and May, respectively.  
It is also useful to consider variability over shorter timescales. Figure 5.3 shows the half-
hourly carbon intensity in New Zealand electricity system for the last 73 days (20th Oct 
to 31st Dec) of 2015. These days were chosen to illustrate the most extreme fluctuations 
in carbon intensity during the year. Figure 5.3 also shows the fossil fuel generation 
source underlying the carbon intensity. It is clear that when no coal was used (i.e., gas 
was the only fossil fuel being used in the generation fuel mix) for the last and first week 
of October and November, respectively, carbon intensity was in the range of 41 to 82 
gCO2-e/kWh. In contrast, carbon intensity varied between 50 and 170 gCO2-e/kWh when 
coal was used along with gas from the second to last week of November.  The results 
also illustrate how the seasonal median average (cf. Figure 5.1) masks the significant 




Figure 5.3 Fossil fuel electricity generation sources and carbon intensity for half-hourly 
intervals for the last 73 days (20th Oct to 31st Dec) of 2015. These days comprises half of spring 
(up to the end of Nov) and one thirds of summer (up to the end of Dec) seasons.   
 
5.2.2 Carbon intensity and peak demand 
As with other nations, New Zealand has higher electricity demand in the morning and 
evening throughout the year (as shown in Figure 2.4, Chapter 2). The relative variability 
of the demand changes between seasons and days of the week, but typically shows the 
same double-peak profile. International studies have shown that higher demand is often 
associated with higher carbon intensity [14,15,94,99,159,160]. The method enables 
examination of whether this is also true for New Zealand. For example: New Zealand has 
higher demand for electricity during winter than any other season, so is winter carbon 
intensity higher than for other seasons?  
The analysis carried out in this study shows that seasonal daily average carbon intensities 
do not follow the New Zealand demand profile except to a small extent in winter, which 
will be explained in the next section. Figure 5.4 (a), (b) shows box and whisker plots of 
half-hourly demand over an average day for the autumn and winter seasons of 2015, and 
Figure 5.4 (c), (d) shows box and whisker plots of half-hourly carbon intensity over the 
same timeframe. The results show that despite significant variation in demand, the 
change in the mean carbon intensity over the day in autumn was comparatively minor. 
However, the median carbon intensities remain high for the entire time period comparing 
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with the winter season. Additionally, even when the demand was low during the night 
[see Figure 5.4 (a), (b)], the carbon intensity was still relatively unchanged.  
 
Figure 5.4 Box and whiskers plot showing half-hourly national electricity demand profile for 
(a) autumn, (b) winter and carbon intensity for (c) autumn, and (d) winter in 2015. Within each 
box, the horizontal line is the median demand (carbon intensity) for that season, and the lower 
(and upper) edges of the box are the 25th (75th) percentile. Whiskers represent the upper and 
lower ranges and red crosses represent outliers. 
 
These results hint at a decoupling between demand and carbon intensity in New Zealand. 
To explore this further, half-hourly carbon intensity was plotted against national demand 
in New Zealand for the year of 2015 in Figure 5.5. New Zealand’s maximum base 
demand varies between 4.5 and 5 GW; maximum intermediate demand varies between 
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5.5 and 6 GW; and maximum peak demand varies between 6 and 6.5 GW (from LDC 
analysis for the entire generation system, see Appendix-A6, Figure A8). 
 
Figure 5.5 Half-hourly carbon intensity versus demand in 2015. Each dot represents demand 
and associated carbon intensity at that particular time of the day. Base, intermediate, and peak 









R Square 0.0006 
Adjusted R Square 0.0006 
Standard Error 30.2526 
Observations 17520 






Figure 5.6 Half-hourly carbon intensity versus demand in (a) 2014 and (b) 2013. Each dot 






Table 5.2 Regression statistics for Figure 5.6. (For detailed diagnostics, see Appendix-A11). 
Variable/Parameters Values for Figure 5.6 (a) Values for Figure 5.6 (b) 
Constant 62.0685 59.2978 
Demand 7.4460 14.8525 
R 0.1683 0.2332 
R Square 0.0283 0.0544 
Adjusted R Square 0.0283 0.0543 
Standard Error 33.6868 48.0373 
Observations 17520 17520 
    Note: all the coefficients are significant at the 99% level. 
 
Figure 5.7 Half-hourly carbon intensity versus demand in 2012, a dry year in New Zealand. 
Each dot represents demand and associated carbon intensity at that particular time of the day. 
 





R Square 0.1056 
Adjusted R Square 0.1055 
Standard Error 47.5258 
Observations* 17566 




Figure 5.8 Half-hourly (hh) change in total emission versus total generation and linear fit for 





Table 5.4 Regression statistics for Figure 5.8. (For detailed diagnostics, see Appendix-A11). 
Variables/Parameters Values 
Constant -0.0038 
Change in Total Generation 0.1071 
R 0.7132 
R Square 0.5086 
Adjusted R Square 0.5086 
Standard Error 8.2744 
Observations 17520 
  Note: all the coefficients are significant at the 99% level. 
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No correlation (R2=0.0006, see Table 5.1) was found between carbon intensity and 
demand. Moreover, from Figure 5.5 it can be seen that New Zealand has relatively high 
carbon intensity for base demand and intermediate demand, but relatively low carbon 
intensity for peak demand. The analyses were also conducted for the year of 2014 and 
2013 and revealed similar results as depicted in Figure 5.6 (see Table 5.2 for statistical 
test results). On the other hand, the dry year 2012 was also considered for the analysis 
and found that carbon intensity and demand were very weakly correlated (R2=0.1055, 
see Table 5.3) as depicted in Figure 5.7. In most other countries, the opposite situation 
is a common phenomenon, where lower carbon intensity can be seen for base demand 
and higher carbon intensity during peak demand, as fossil fuelled generators are used to 
support peak demand [159]. It appears that New Zealand’s carbon intensity variation is 
different in that it does not follow demand. 
Figure 5.8 illustrates New Zealand electricity grid’s average marginal carbon intensity 
(AMCI) for the year of 2015; which is weakly correlated (R2=0.508, see Table 5.4). This 
confirms that generation (or demand) and emissions are not closely coupled.  
The New Zealand data was further analysed to assess the proportion of marginal 
generation; which reveals the relation between change in generation from a particular 
fuel and change in total generation. Marginal generation was assessed for each of the 
main fuels used for electricity generation: natural gas, coal, diesel, hydro, geothermal, 
wind, and wood. No correlations were found for diesel, wind, and wood. Significant 
correlation was found for hydro (R2=0.926) and a comparatively weak correlation for gas 
(R2=0.466). Note that if the R2 value from social science [153] was chosen here, the 
correlation would be medium for gas. Almost no correlation was found for geothermal 
(R2=0.004) and a very weak correlation for coal (R2=0.162), these are shown in Figure 
5.9 and Table 5.5; analysis of seasonal marginal generation also reveals similar findings 
(see Appendix-A1).  
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Figure 5.9 Half-hourly (hh) change in fuel-wise generations versus change in total generations 
for the year of 2015. Different vertical scales are used for upper and lower figures to 
distinguish the nature of relation between dots more clearly. 
 
It is evident from the results that hydro is the leading marginal fuel source in New 
Zealand, followed by natural gas; which is quite different from the findings in the USA, 





Table 5.5 Regression statistics for Figure 5.9. (For detailed diagnostics, see Appendix-A11). 
Variables/Parameters Hydro Gas Geothermal Coal 
Constant -0.00039 0.00146 -0.00070 -0.00502 
Change in Total Generation 0.7863 0.17575 -0.00204 0.03837 
R 0.96231 0.68297 0.06496 0.40266 
R Square 0.92605 0.46644 0.00422 0.16214 
Adjusted R Square 0.92604 0.46641 0.00416 0.16209 
Standard Error 17.47014 14.77781 2.46144 6.85806 
Observations 17520 17520 17520 17520 
    Note: all the coefficients are significant at the 99% level. 
 
5.2.3 Generation patterns and carbon intensity 
The findings of the previous section suggest that New Zealand’s daily demand variation 
is predominantly met by hydro. New Zealand’s average daily fuel specific electricity 
generation in 2015 is shown in Figure 5.10. Comparing Figure 5.4 (a), (b) with Figure 
5.10, it can be seen that hydro generation (on average) is following morning and evening 
peaks as per the daily demand variations. Gas and coal are also used to generate 
electricity during peak hours, but to a much lesser extent, and tending to be only when 




Figure 5.10 Half-hourly average daily total electricity generation from different fuels in 2015. 
 
Figure 5.11 Load duration curves (LDC) for different fuels in 2015. 
 
The way in which New Zealand’s generation mix is being utilized to meet demand can 
be further examined using LDCs which illustrate the level of ‘peakiness’ of the electricity 
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the sharp upward turn on the left part of the LDC; a sharper curve characterises a fuel 
that is being used to meet demand peaks. Fuel specific LDCs are shown in Figure 5.11 
for the year of 2015. In contrast, a flat curve suggests the fuel is being used to meet base 
demand. As shown in Figure 5.11, hydro and gas LDCs display greater peakiness than 
for other fuels. Hydro has significantly more peakiness than gas; consistent with the 
previous finding that demand peaks are largely met by hydro. However, the right-hand 
side tail of the LDC for hydro indicates that it was also used to support base demand. In 
this year it met about 50% (see Figure 5.10) of the total base load generation. At the 
same time, gas LDC was quite flat throughout the year; this indicates that gas was also 
used to support base demand. Although coal was not used for the entire year, it was 
utilised for both intermediate demand and base demand. Diesel was used for a very small 
period of the year: basically, to occasionally support peak demand. On the other hand, 
geothermal and wood were used to support base demand. Despite the variable nature of 
wind generation, it provided reasonably consistent generation throughout the year (see 
Figure 5.10). 
5.3 Discussion: Electricity generation in New Zealand 
5.3.1 Daily peaks are not met by fossil fuels in New Zealand 
One of the key findings from the analysis in the previous section is that New Zealand’s 
daily peak electricity demand is predominantly met by hydro generation rather than fossil 
fuelled plants. This means that, unlike other countries such as Great Britain [98,99], the 
USA [101,103], and Portugal [37] New Zealand’s GHG emissions per kWh do not follow 
the daily demand profile in most seasons (see Figure 5.4). Analysis also shows that hydro 
is the leading marginal fuel in New Zealand’s electricity system with strong correlation 
[R2=0.926] with marginal demand (see Figure 5.9), implying that if an extra unit of 
electricity is required (e.g., during peak hours) it is likely to be supplied by hydro. The 
role of hydro to meet peaks can also be seen in the sharp upward turn on the left part of 
the hydro LDC in Figure 5.11. For this reason, carbon intensity during peak demand was 
lower than the carbon intensity for base and intermediate demand, as shown in Figure 
5.5.  
This operating behaviour is supported by New Zealand’s deregulated electricity market. 
In this market hydro generators are able to take full advantage of hydro’s storage (not 
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chemical) capacity to delay generation until they can receive higher peak prices. The 
result is that New Zealand’s spot market price is set by the value of the option to delay 
use of water [161]. 
In summary, when sufficient controlled storage is available, hydro works as a big battery 
in New Zealand’s electricity generation system on a daily to weekly timescale, providing 
the dominant response to daily peak demand, and resulting in the absence of peak GHG 
emissions associated with daily peak demand during much of the year. To a much lesser 
extent, fossil fuelled generation was also used to support daily peak demand (see Figures 
5.10 and 5.9). 
5.3.2 Seasonal carbon intensity variations due to hydro constraint 
Hydro electricity generation in New Zealand depends on hydro storage which receives 
continuous but variable water supplies from rain and snowmelt and has a storage capacity 
of 6 to 10 weeks, [162]. This total storage capacity is around 10% of New Zealand’s 
yearly demand. During periods of low inflows, lake storage decreases and hydro is less 
able to respond to peak demand. Fossil fuels (i.e., gas and coal) are typically used to 
generate electricity during times of limited storage, resulting in significant increases in 
GHG emissions at those times, as can be seen from Figure 5.7. Furthermore, in 2015, 
average monthly carbon intensities were highest in the drier periods of summer and 
autumn (see Figure 5.2). Although maximum electricity demand occurs in winter, the 
daily average carbon intensity in winter 2015 was less than 80 gCO2-e/kWh, the lowest 
amongst all seasons (see Figures 5.1 & 5.4).  
For all 3 years studied, the carbon intensity and absolute emissions were found to be the 
highest in autumn (see Figure 5.1). Autumn daily average carbon intensities in 2013, 
2014, and 2015 were 48%, 56%, and 34% higher than the winter daily average carbon 
intensities in their respective years. At the same time, spring season’s carbon intensities 
for the three years were found to be consistently lower than the autumn season, which 
further confirms the role of hydro meeting peaks as the lake’s water level increases in 
spring due to increased inflow from rain and snow melt. Seasonal demand versus carbon 
intensities for 2013 and 2014 can be found in the Appendix-A2. Importantly, these results 
are in contrast with the New Zealand’s Parliamentary Commissioner for the Environment 
(PCE) report [163] which claimed that carbon intensity is highest in winter. In the PCE 
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report, purported high winter emissions were used to argue that solar photovoltaics did 
not provide much greenhouse gas benefit to New Zealand. 
Although the PCE report did not find the solar generation as effective to reduce peak 
demands in winter, it can reduce GHG emissions from the grid. In particular, solar 
generation would be helpful to reduce GHG emissions during dry seasons such as in 
summer and autumn, when lake levels are low. As can be seen from Figure 5.4 the carbon 
intensity is higher during autumn across the day, so the use of solar generation in summer 
and autumn may help reserve hydro for use when lake levels are low. 
5.3.3 Sub-optimal system 
One of the important findings from this study is that daily peak time carbon intensity in 
New Zealand from electricity generation does not differ significantly from the carbon 
intensity during off-peak periods (e.g., at night) when demand is low (see Figure 5.4). 
This is the result of continuous fossil fuelled generation to support base demand (see 
Figure 5.5). The use of gas and coal fired generation to meet base demand can be seen 
from both Figure 5.10 and Figure 5.11. The LDC for gas in Figure 5.11 is quite flat. 
However, the LDC for gas shows more peakiness than geothermal, indicating that it is 
being used somewhat to support peak demand but to a much lesser extent than hydro. 
The LDC for coal is very flat and shows that it is in use for only a portion of the year. 
The conclusion is that gas and coal are mainly being used for base demand; which is 
supported by Figures 5.10 and 5.11 along with the weak correlation (R2=0.466) for gas 
and very weak correlation (R2=0.162) for coal as marginal generation sources. These 
findings raise the question about whether the New Zealand’s electricity system is 





Table 5.6 Monthly total electricity generation from different fuels. 
Fuel Type 
Generation (GWh) 
Jan Feb Mar Apr 
Hydro 1860.44 1666.21 1674.81 1549.68 
Geothermal 628.05 544.8 604.57 614.2 
Wind 134.26 134.38 114.41 152.74 
Wood 22.66 20.88 24.86 24.32 
Gas 530.36 485.08 706.35 679.95 
Coal 160.17 187.51 181.34 107.22 
Diesel 0.013 0 0 0 
Total 3335.953 3038.86 3306.34 3128.11 
 
To explore if other generation options were available that could have led to lower GHG 
emissions, monthly generation scenarios for the months of January, February, March and 
April in 2015 were considered (see Table 5.6) when average monthly carbon intensities 
(see Figure 5.2) were higher than other months apart from a shorter period in October. 
For these months relatively more fossil fuels (particularly coal) were used to generate 
electricity, leading to a period of greater carbon emission than other months that year 
(see Figure 5.2). During January and February, the controlled hydro storage in New 
Zealand was more than 2,500 GWh but it started to decrease from mid-March due to 
insufficient inflows [164]. At the end of April, the inflows started to increase again, and 
storage rose above the average level. If electricity had been generated from this controlled 
storage during January and February, instead of using coal, this would have reduced 
emissions by 139.51 ktCO2 and 163.32 ktCO2 for the months of January and February, 
respectively. Data indicates that hydro spillage did occur during Jan to Apr [164]; which 
could have been used to generate electricity instead of fossil fuels. However, it is difficult 
to estimate from the data available (volumes) how much electricity could have been 
generated from this spillage. In addition, there are many other possible reasons for 
hydrological spill, including hydraulic and transmission constraints. However, the 
analysis indicates that hypothetically at least, GHG emissions from generation could 
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have been lower if the generation mix over this time period had been managed 
differently.  
Alternatively, the use of gas for electricity generation could have increased (at least up 
to 700 GWh) during this time instead of using coal, as coal is more carbon intensive than 
gas, which would have reduced carbon emissions by 66.79 ktCO2 and 85.13 ktCO2 for 
these two months, respectively. 
For each month in 2015, renewable sources made up more than 80% of the electricity 
supply, except for Jan-Apr. Apart from hydro, renewable sources such as geothermal, 
wood, and wind operated almost at their maximum available capacity during Jan-Apr. At 
the moment, New Zealand doesn’t have increased intensity at peak time, but under future 
conditions it may do, unless the system is designed to avoid it. For example, it is asserted 
that New Zealand needs to produce about 50% more electricity to achieve its low-carbon 
ambitions, including electrification of transport and industrial heating [165], and that 
most of this would come from already-consented but unbuilt wind farms. This would put 
more pressure on the current role of hydro, which is unlikely to grow given public 
concerns about environmental impacts. Under this scenario hydro may not be able to take 
on its peaking role unless the generation mix is managed so as to retain this key role, 
which could involve reviewing how the market operates. For such scenarios, 
understanding the GHG implications of time-variable generation mixes will be critical. 
5.4 Results for Bangladesh 
The time-varying carbon intensity analysis method was also applied to Bangladesh 
electricity generation system. In contrast to New Zealand, the Bangladesh system is 
dominated by fossil fuel generation and this analysis reveals a number of important 
insights in relation to GHG emissions. These are explained in this section. 
5.4.1 National demand profile and carbon intensity  
The daily national electricity demand profile of Bangladesh is shown in Figure 5.12 (a), 
which demonstrates the presence of a sharp evening peak in demand (generally, from 
5:00 pm to 10:30 pm). Compared to New Zealand, there is no morning peak as such, but 
rather a gradual increase in demand from 8 am. To identify the relation, if any, between 
demand and carbon intensity, the carbon intensity has been plotted in Figure 5.12 (b). 
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The comparison reveals, as expected the carbon intensity follows the demand profile. 
This and other analysis discussed shortly shows that regardless of the different seasons, 
there exists a direct relationship between demand and carbon intensity in the country’s 
electricity generation system; if demand increases, carbon intensity also increases and 
vice versa.  
 
Figure 5.12 Box and whisker plot shows daily national (a) electricity demand and (b) carbon 
intensity profiles of Bangladesh in 2015. Within each box, the horizontal line is the median 
demand and carbon intensity for that time, and the lower (and upper) edges of the box are the 
25th (75th) percentile. Whiskers represent the upper and lower ranges and red crosses represent 
outliers. 
 
To analyse further, generation from each fuel source was also investigated. Of the four 
fuels used to generate electricity in 2015, generation from natural gas and oil dominate 
in the electricity system, consisting of about 62% and 30% share of the total generation, 
respectively (see Chapter 2). Half-hourly generation from natural gas and oil follow the 
national demand pattern as shown in Figure 5.13. Due to their insignificant contributions 
to the total generation, coal and hydro do not follow the demand profile. By comparing 
Figure 5.13 and 5.12 (a), it can be observed that electricity generation from oil follows 
the demand profile more precisely than gas, which is an indication that generation from 
gas is being used for both peak and base demands, whereas oil has been used as a 




Figure 5.13 Box and whisker plot shows electricity generations from natural gas and oil in 
Bangladesh for the year of 2015. Within each box, the horizontal line is the median generation 
for that time, and the lower (and upper) edges of the box are the 25th (75th) percentile. Whiskers 
represent the upper and lower ranges and red crosses represent outliers. 
 
Figure 5.14 Load duration curves for different fuels used to generate electricity in 2015. 
 
These findings can be further examined through fuel-specific load duration curve (LDC) 
analysis. The results obtained from the LDC analysis are depicted in Figure 5.14. The 
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sharper bend of the LDCs at the left side points to the generation (demand) that was used 
for short periods of time to mitigate the peaks in demand. On the other hand, flat LDCs 
indicate that the generation was used to support base demand. Figure 5.14 shows that 
the sharp bend (at the left side) is higher for gas than oil. At the same time, oil’s LDC is 
less flat than gas. Together, these results further demonstrate that gas was used to meet 
both peak and base demand. Oil appears to be the marginal fuel predominantly used to 
support peak demand. 
In addition, an investigation was conducted for different fuels that were used to generate 
electricity, to identify the marginal fuel/s in the electricity system. The change in half-
hourly generation from each type of fuel was plotted against half-hourly change in the 
total generation, which reveals the marginal generation source/s in the electricity 
generation system. These results have been plotted in Figure 5.15, which is quite 
revealing in a number of ways: firstly, it confirms that unlike other fuels, oil is the only 
dominant marginal fuel, which has the R2 value of 1 and this is consistent with the 
previous finding; secondly, no correlations were found for gas (R2 = 0.0677), coal (R2 = 
0.00005), and hydro (R2 = 0.0664), see Table 5.7. 
 
Table 5.7 Regression statistics for Figure 5.15. (For detailed diagnostics, see Appendix-A11). 
Variables/Parameters Oil Gas Coal Hydro 
Constant 7.33E-06 -0.00759 2.07E-06 0.00025 
Change in Total Generation 0.99981 0.16529 0.00025 0.02409 
R 1 0.2602 0.0074 0.2578 
R Square 1 0.0677 5.49E-05 0.0664 
Adjusted R Square 1 0.0676 -2.1E-06 0.0664 
Standard Error 0.0413 40.4479 2.2362 5.9530 
Observations 17520 17520 17520 17520 
   Note: all the coefficients are significant at the 99% level except for the coal (see Appendix-A11). 
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Figure 5.15 Half-hourly (hh) change in fuel-wise generations versus change in total 
generations for the year of 2015. Different vertical scales are used for upper and lower figures 
to distinguish the nature of relation between dots more clearly. 
 
To reveal the detailed relationship between demand and carbon intensity, they are plotted 
against each other in Figure 5.16 and statistical results are listed in Table 5.8, which 
show that peak demand hours are more carbon-intensive than base demand hours because 
oil is used to support peak demand in conjunction with gas; moreover, oil is more carbon-
intensive than gas. This finding is in contrast with the finding for the New Zealand 
electricity system; where peak demands are predominantly met by hydro, therefore, peak 
demand hours are less carbon-intensive than the base and intermediate demand.  
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Figure 5.16 Half-hourly carbon intensities versus national demands in 2015. Each dot 
represents demand and associated carbon intensity at that particular time of the day. Base, 
intermediate, and peak demands are defined based on LDC analysis of the entire generation 
system (see Appendix-A6, Figure A9). 
 
 





R Square 0.1893 
Adjusted R Square 0.1893 
Standard Error 15.9167 
Observations 17520 
    Note: all the coefficients are significant at the 99% level. 
 
Noticeably, in Figure 5.16, there were some high carbon intensive hours between 2.5-
3.5 GW, when carbon intensities were high; this is due to the fact that coal was used to 
generate electricity at those time periods, particularly, in winter. This is because in winter 
(which is mild), Bangladesh’s overall electricity demand reduces, and the electricity 
authority usually conducts maintenance work (i.e., no generation) for the gas-fired power 
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plants, which supports base demand, thus, coal and oil-fired power plants run at full 
capacity to support base demand. 
 
Figure 5.17 Half-hourly (hh) change in total emission versus total generation and linear fit for 
the electricity generation system in Bangladesh for the year of 2015. 
 
Table 5.9 Regression statistics for Figure 5.17. (For detailed diagnostics, see Appendix-A11) 
Variables/Parameters Values 
Constant 0.0022 
Change in Total Generation 0.7222 
R 0.9956 
R Square 0.9913 
Adjusted R Square 0.9913 
Standard Error 5.9693 
Observations 17520 
               Note: all the coefficients are significant at the 99% level. 
 
Taken together, these results suggest that there exists a positive relationship between 
emissions and generation (demand) in Bangladesh’s electricity generation system. This 
can be further illustrated by the correlation (R2 = 0.991, see Table 5.9) between change 
in total emissions and change in total generation, which is illustrated in Figure 5.17. The 
slope of this linear-fitted line further points toward the sources that were used to mitigate 
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the base and peak demands. For example, the steeper slope indicates that the peak time 
generation sources are more carbon-intensive than the base load generation sources. In 
addition, it further confirms the coupling between generation (demand) and emissions. 
This result is in accordance with the finding of [159] for  similar fossil fuel-dominated 
electricity generation system in Canada, while in contrast to New Zealand’s hydro 
dominated electricity generation system, [166].  
 
5.5 Discussion: Electricity generation in Bangladesh  
The findings in the previous section provide a number of important insights into DSM 
opportunities to reduce GHG emissions; renewable integration option to further reduce 
emissions; and power plant efficiency monitoring. These are explained in this section. 
5.5.1 Demand-side management opportunities 
Time-varying carbon intensity assessment of Bangladesh’s electricity system confirms 
the suitability of DSM application to reduce GHG emissions. It can be seen from Figure 
5.12 that peak demand hours coincide with peak carbon-intensive hours. This implies 
that GHG emissions could be reduced through DSM strategies in Bangladesh. This is 
only applicable when there exists a positive relationship between peak demand and 
carbon-intensive hours; i.e., peak demand leads to peak carbon intensity as shown in 
Figure 5.16. A strong correlation (R-square = 0.991) between the change in the 
generation (demand) and related change in the emissions (see Figure 5.17) further 
revealed the fact that if evening (mainly residential) demand could be reduced through 
DSM, GHG emissions would also be reduced. Therefore, energy efficiency programs 
and DSM schemes would be beneficial for Bangladesh to reduce GHG emissions from 
the electricity sector. This finding is in line with two recent studies in Brazil and India. 
In Brazil, it was found that energy efficiency programs are able to reduce emissions up 
to 332 kgCO2/MWh [167]. Similarly, DSM strategies were also found useful in reducing 
GHG emissions from the electricity sector in India [168].  
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5.5.2 Renewable integration opportunities 
The analysis results also suggest that integration of renewable generation to expand the 
grid capacity in turn would also enable further emissions reduction from the electricity 
sector. An example is the role played by hydro, which helped mitigate the evening peak 
demand in 2015 (see Figure 5.18). Hence, more hydroelectricity generation would be a 
potential source to mitigate GHG emissions from generation during peak hours in 
Bangladesh; as is the case in New Zealand’s system. However, this depends on the 
country’s hydro potential and storage availability. In Bangladesh, electricity generation 




Figure 5.18 Box and whisker plot shows electricity generation from hydro in Bangladesh for 
the year of 2015. Within each box, the horizontal line is the median generation for that time, 
and the lower (and upper) edges of the box are the 25th (75th) percentile. Whiskers represent the 
upper and lower ranges. 
 
Due to its location, Bangladesh has a long summer period with prolonged sunny hours 
almost every day, which might indicate a potential renewable source to generate 
electricity during the day. Time-varying carbon intensity assessment would be able to 
provide evidence regarding the GHG emissions abatement that could be achieved 
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through this renewable integration. A recent study has investigated the GHG emissions 
reduction opportunities in developing countries through solar photovoltaic system 
deployment, and found that 69-100 million tons of CO2, 126-184 kilo tons of SO2, and 
68-99 kilo tons of NOx reduction is possible by 2030 [169].  
However, the evening peak demand does not coincide with sunshine hours, thus, a 
potential option to explore using time-varying analysis might be: whether solar and hydro 
could work in tandem with hydro generation reducing during sunshine hours and solar 
supplying instead, enabling hydro a bigger role in supplying the evening peaks. 
5.5.3 Power plant efficiency 
This assessment also helps evaluate how power plants’ efficiency impacts GHG 
emissions. Although about 62% of Bangladesh electricity was generated from natural gas 
in 2015, which derives from comparatively less carbon-intensive fossil fuel sources than 
oil and coal, one of the main reasons for high GHG emissions from electricity generation 
was the less efficient fossil fuel power plants. Figure 5.19 shows the impact of power 
plant efficiencies on carbon intensity for gas and oil-fired Bangladesh government owned 
power plants. In the analysis, the maximum carbon intensity was estimated as 712.51 
gCO2-e/kWh, which rated the average power plant efficiencies as 31.5%, 25.4%, and 
35.8% for gas, coal, and oil, respectively [149]. However, the use of actual plant 
efficiencies instead of the average for some of the Bangladesh government-owned12 
power plants revealed that the carbon intensities from gas fired power plants were as high 
as 930.84 gCO2-e/kWh, with plant efficiency of 21.76%. In contrast, the minimum 
carbon intensity was found as 394.06 gCO2-e/kWh, with plant efficiency of 51.57%. On 
the other hand, for oil-fired power plants with 15.97% efficiency, the maximum carbon 
intensity was found to be 1752.02 gCO2-e/kWh and the minimum was 597.45 gCO2-
e/kWh, with 47% efficiency (see Figure 5.19). Unsurprisingly, highly efficient power 
plants have the lowest GHG emissions and vice versa. However, obtaining the actual 
carbon intensity variations due to the plants’ efficiency change remains a difficult issue 
to assess, because of the time variability associated with the power plants’ operation; 
which was conducted in this analysis through the time-varying carbon intensity approach. 
                                                 
12 Privately-owned power plants’ efficiency data was not available. 
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If power plant efficiencies are increased (which is feasible nowadays through technology 
upgrades [170]) to at least 46%, 40%, and 38% for gas, oil, and coal, respectively, there 
would be a significant improvement in carbon intensity as shown in Figure 5.20. Due to 
such improvement, the median carbon intensity range could hypothetically be reduced 
from 660-685 gCO2-e/kWh to 460-520 gCO2-e/kWh. 
 
 
Figure 5.19 Carbon intensities (in gCO2-e/kWh) versus power plant efficiencies (in %) for gas 
and oil-fired power plants (government owned) in Bangladesh. 
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Figure 5.20 Carbon intensity for each half-hour of the day, averaged over a year. Box and 
whisker plot shows daily carbon intensity variations due to power plants’ efficiency 
improvement (a) with present efficiency, (b) with improved efficiency. Within each box, the 
horizontal line is the median carbon intensity for that time, and the lower (and upper) edges of 
the box are the 25th (75th) percentile. Whiskers represent the upper and lower ranges and red 
crosses represent outliers. 
 
5.6 Conclusion 
Taken together, the time-varying carbon intensity analysis revealed a number of 
important findings for the electricity generation systems of New Zealand and 
Bangladesh. It showed that in New Zealand, periods of daily peak demand hours are 
generally no more carbon intensive than other periods, and at times less carbon intensive, 
due to the dominant contribution of hydro in the electricity generation system. Significant 
seasonal variations in carbon intensity were found for New Zealand due to changes in 
hydro storage availability across the year. Generation fuel mix was arguably not utilized 
in an optimized way in 2015 with respect to GHG emissions in New Zealand electricity 
sector. In addition, it was found that hydro is the dominant marginal fuel in New Zealand. 
Hence, at present DSM at peak times would not be an effective option for New Zealand 
to reduce GHG emissions, while seasonal DSM might be beneficial especially in the 
longer term with predicted increases in wind generation but not hydro.  
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In Bangladesh, daily peak demand hours are more carbon intensive due to fossil fuel 
dominance in meeting peaks, oil in particular. Seasonal variation in GHG emissions was 
insignificant. Oil was found to be the only marginal fuel in the generation fleet of 
Bangladesh. Power plant inefficiency was one of the main reasons for Bangladesh’s 
significant GHG emissions from generation. Based on the findings, it is clear that DSM 
would be a potential option for Bangladesh to reduce GHG emissions during peak hours. 
Moreover, power plants’ efficiency improvements and more renewable integration in the 





6 CHAPTER SIX: LITERATURE REVIEW 
FACTORS INFLUENCING HOUSEHOLD ELECTRICITY 
DEMAND 
6.1 Introduction 
Residential electricity users are responsible for an estimated 30% electricity demand 
globally. Consumption varies between nations, regions and households for a number of 
reasons; for example, geographical location, climatic condition, households’ socio-
demographic characteristics [25,171-173]. Another significant factor is whether other 
fuels (e.g., gas, solar, wood) are used for services such as heating, cooling and hot water. 
However, in  most countries [174] residential electricity use is one of the primary drivers 
of electrical network peak demand [175]. They have therefore been the focus of many 
recent studies in different contexts, including paying particular attention to understand 
demand variability and demand reduction opportunities [176-181].  
When the usage of electrical appliances and energy-use practices in households coincide 
with many others in a network, this creates a peak in electrical demand [174,175]. 
Generation capacity and the transmission capacity of distribution infrastructure must be 
sufficiently sized to meet maximum peak demand if consistent electricity supplies are to 
be achieved. Consequently, systems need to be considerably over-built in relation to 
average demand, involving substantial infrastructure investment and over-capacity 
outside of peak demand, which is then transferred as costs to consumers [182].  However, 
demand peaks usually only occur for a relatively short duration once or twice a day, and 
if they can be reduced or shifted to other times of the day the overall costs of electricity 
production can be reduced. At the same time, reducing peaks in demand can also be 
beneficial for the environment, as globally, peak demand hours are often more carbon 
intensive than off-peak hours due to the use of fossil fuelled generation for peaking plants 
as can be seen for Bangladesh (Chapter 5) [9,94,159,166,183]. 
One of the solutions to this problem is demand-side management (DSM) [184-188]. 
DSM is defined as “…a series of measures intended to encourage specific groups of 
customers to modify their energy usage patterns in a manner consistent with the utility’s 
DSM objectives while maintaining or enhancing customer satisfaction” [189], p.2-2. In 
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general, DSM is a measure to reduce load at the demand side (e.g., consumers) to improve 
reliability at the supply side (e.g., electricity generation) and achieve benefits for both 
consumers and suppliers. However, the success of DSM depends on three key issues as 
identified by the International Energy Agency Demand-Side Management (IEADSM) 
programme: (i) deployment of the technologies, (ii) diffusion of efficient products, and 
(iii) changes in behaviour. To address these key issues it is also necessary to know with 
whom and how to engage [190]. Furthermore, in an early IEADSM strategy plan it was 
noted that effective interplay among the country’s government, energy businesses and 
energy consumers is essential to achieve an effective DSM [191]. Figure 6.1 illustrates 
the elements required for effective DSM [191]. 
 
Figure 6.1 Components of an effective DSM programme. 
 
Recent studies into the factors that contribute to household electricity demand have tried 
to identify the factors that are responsible for the total electricity consumption in 
households [176-178,192-194]; some have also started to explore the energy-use patterns 
of households over time (e.g., over day, season or year) [195-197]. For instance, in terms 
of total electricity consumption, Huang (2015) found that households with higher 
income, larger household size, and more elderly people consume more electricity than 
other households in Taiwan. On the other hand, electricity consumption patterns of 
different households with different electric heating systems have been investigated 







that air-to-air heat pump and wood burning stoves can reduce hourly electricity 
consumption of about 2-12% on a cold day; whereas, non-electric central heating can 
reduce the consumption of about 60%. As will be discussed in section 6.2, it is clear that 
dominant factors vary between nations and there is no single overarching factor driving 
demand patterns. Furthermore, none of these studies have attempted to differentiate the 
dominant factors at peak demand and other time periods during the day in a way that 
enables different clusters/groups of households with similar factors to be identified. This 
is particularly important to understand if demand response is to be targeted at the main 
factors driving peaks, which may differ between households, regions and nations. 
The rest of the chapter is organized as follows: section 6.2 explores the factors discussed 
in the literature that are influential in households’ total electricity consumption. Section 
6.3 discusses the main factors that drive the daily demand profile of the households and 
identifies the methods that have been used in the literature to identify factors responsible 
for household demand variations. Gaps in the literature are then highlighted. 
6.2 Factors influencing household’s total electricity consumption 
A large and growing body of literature has attempted to explain why households differ 
in their total energy consumption [171,177,192,193,198,199]. Within this literature a 
number of studies have sought to identify the main factors that influence total electricity 
consumption [171,193,199]. For instance, a recent study in France found that 
demographic characteristics, residential mobility and life cycles could explain the 
variations in average annual residential energy consumptions between households [176]. 
A study in the USA found that floor area, location of the residences, and weather were 
the most important factors driving total household electricity consumption [200]. It 
seems clear that the factors underpinning total electrical energy consumption by 
households varies from one geographical location to another, in part based on the climatic 
conditions but also on many other variables. These variables will be individually 
discussed in the following sections. 
6.2.1 Climate and location of the dwelling 
Electricity demand fluctuates during day, across the week and on seasonal basis [201]. 
Residential electricity demand changes due to natural variations in weather conditions 
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(e.g., hotter or colder weather). Irregular changes can also affect electricity demand such 
as a sudden heat wave in a temperate region, which requires space cooling. The 
geographical location of a country is one of the key factors for seasonal residential and 
network peak demand. For example, daily electricity demand in winter is on average 36% 
higher than on a summer day in the UK [201]. In contrast, in hot countries such as Hong 
Kong, Qatar, and California, USA daily electricity demand on a hot summer day is higher 
than a winter day [202-204]. 
A number of studies have found relationships between climate and electrical energy 
consumption using multiple regression technique [202,205-209]. Sailor (2001) has 
reported that daily or seasonal climatic changes affect annual per capita electrical energy 
consumption of different states in the USA in different ways [210]. For example, the 
author found that change of wind speed has a marginal impact on per capita change in 
annual electrical energy consumption. Per capita change in annual electrical energy 
consumption only happens when wind speed increases significantly during a month.  
Pardo et al. (2002) developed a model to predict electricity demand using a heating and 
cooling degree day method and found a direct impact of season and temperature on 
electricity demand [211]. Similarly, Kros (2011) investigated seasonal influences on 
electricity demand in the mid-Atlantic region and found two main factors that affect 
electricity demand: firstly, external temperature; secondly, seasons [209]. In Hong Kong, 
Tso & Yau (2003) have found a similar seasonal impact on electrical energy demand 
[212]. 
In an early study, Yan (1998) has investigated the impact of cloud and humidity on 
electricity consumption in Hong Kong [207]. The author found an effect of cloud cover 
on electricity consumption in summer; cloud cover is negatively related to residential 
electricity consumption. For instance, if the sky is clear, residential electricity 
consumption is higher due to use of cooling appliances. Thus, cloud is an indirect factor 
of residential electricity consumption as it is associated with temperature. However, the 
author did not find any relationship between humidity and residential electricity 
consumption [207]. In line with [207], Gastli et al. (2013) in Qatar have also found almost 
no effect of humidity but temperature on electricity demand, and the correlation between 
temperature and electricity demand was found to be linear [203]. In contrast, a non-linear 
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relationship between external temperature and residential electricity demand has been 
found in the USA and Europe [213,214]. 
Geographical locations of residences have significant impact on residential electricity 
consumption. Bartusch et al. (2012) chose three geographical locations in Sweden for 
their study and found a statistically significant relation between location and residential 
electrical energy consumption [215]. A study conducted in China found a strong 
relationship between temperature and latitude during winter, which in turn was 
responsible for residential electrical energy consumption through in-house air 
conditioning [216]. In contrast, Yohanis et al. (2008) conducted a study in different 
locations (e.g., city, town, village) in Northern Ireland and did not find any significant 
effect of location on residential electrical energy consumption [217]. 
A direct impact of temperature on electrical peak demand was reported in Brisbane, 
Australia [218]; if temperature increases by 1 degree C, electrical peak demand increases 
around 2%. Similarly, it was found in the USA, if the temperature increases by 1 degree 
C, the impacts on annual per capita electrical energy consumption would be 1.8%, 5.3%, 
0.4%, and 2.6% for California, Florida, New York and Texas, respectively [210]. 
Overall, the evidence suggests that there is a direct relationship between residential 
electrical energy consumption and climatic conditions. The main climatic factor 
responsible for residential electrical energy consumption is temperature. Wind and 
humidity have a marginal or insignificant impact. Geographical location of residences 
also plays a vital role in household electrical energy consumption as it is linked to 
climate. 
 
6.2.2 Physical characteristics of dwelling 
Previous research studies confirm that a dwelling’s physical characteristics make a major 
contribution to residential electricity consumption. Relevant characteristics include size 
of dwelling (e.g., number of bedrooms, floor area), type of dwelling (i.e., the degree of 
detachment), dwelling materials, and age of dwelling. In addition, surface area to volume 
ratio (S/V) of a dwelling is also an important characteristic, which is related to heat 
transfer for that dwelling [219]. A recent study by Kavousian & Rajagopal (2012) in the 
USA has reported that physical characteristics of dwelling are responsible for about 2-
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5% of the total residential electrical energy consumption [220]. In the UK, the building 
characteristics contribute substantially (39%) to electricity consumption variability in 
households compared to other factors such as socio-demographic factors, heating 
behaviour [221]. Particularly, dwelling size and type are the significant ones. 
 
A large body of literature has investigated residential electricity consumption with 
respect to floor area (i.e., size) of the dwelling [212,217,220-226]. For example, Yohanis 
et al. (2008) have found that average electrical energy consumption per square meter 
varies from 2.5 to 5 kWh in UK dwellings [217]. In contrast, Bedir et al. (2013) did not 
find any significant relation between floor area and electrical energy consumption in the 
Netherlands [224]. Alternately, dwelling size can be defined according to number of 
bedrooms, which has similarly been found to contribute to residential electrical energy 
demand [223].  
 
Dwelling type is interpreted in different ways in a number of studies and found significant 
in relation to residential electrical energy consumption [223,224,227] such as degree of 
detachment [217]. Comparisons are also made between public rental, government 
subsidized, private, and village houses [222].  
 
A number of studies have argued that dwelling age is one of the insignificant factors in 
relation to residential electrical energy consumption [212,222,223,228]. However, a 
Swedish study showed that residential energy consumption varied depending on age of 
the dwellings [215]; the study was conducted in three different geographical locations in 
Sweden and revealed that residential energy consumption in houses those were built 
before 1980s consume more energy than houses built after 1980. Another study also 
found a relationship between building age and residential energy consumption for 
Hellenic residential buildings in Greece [229]. Unlike [229] and [215], O’Doherty et al. 
(2008) argue that dwelling age has a minimal effect on electricity consumption in Irish 
dwellings [230]. 
 
Renting a home may also influence consumption [212,230,231].  For example, Tso & 
Yau (2003) in Hong Kong found that “private housing, on average, showed a significant 
increase of about 16 kW in electricity energy consumption per week relative to the public 
rental” [212], p.1679. On the other hand, a study in Germany has reported that home 
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ownership might impact residential electrical energy consumption (i.e., due to energy 
price increase or decrease) indirectly and found that “Households in owner-occupied 
properties are less affected compared to those in rented accommodation,...” [231], p.167. 
 
Together these studies provide important insights into how the physical characteristics 
of dwellings may contribute to residential electrical energy consumption. One of the most 
significant findings to emerge from this section is that there is a proportional relationship 
between dwelling size and electrical energy consumption. Dwelling type is the second 
major contributor to electricity consumption after dwelling size/floor area. In general, 
dwelling type and dwelling materials relate to historical, cultural and geographical 
factors, as well as policies (e.g., building standards).  
 
6.2.3 Household activities and services 
Residential electricity consumption is closely related to occupants’ electricity use 
behaviour in their houses. For example, it has been reported that human behaviour is 
responsible for about 2-25% of the variation of total residential electrical energy 
consumption in the USA [220]. 
The majority of the previous studies have considered occupant’s behaviour in relation to 
saving residential electricity [232-240]. Therefore, energy saving related behaviours are 
reviewed in this section to identify the behaviours most responsible for electrical energy 
consumption. 
 
6.2.3.1 Energy-use behaviour and activities 
Many studies suggest that electrical energy-use could be reduced through human 
behaviour change. For example, Allcott & Mullainathan (2010) in the USA found 2.7% 
electricity consumption can be reduced through behavioral interventions (e.g., feedback, 
goal setting, commitments etc.) [241]. The European Environment Agency reported that 
energy-use behaviour change can reduce energy consumption between 5 and 20% [242], 
which is higher than the finding in the USA [241].  
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Electricity consumption due to heating practices was investigated in retrofitted 
apartments in Germany and three groups were identified, namely light (20% of 
households), medium (57% of households) and heavy (23% of households) consumers 
[243]. The study concluded that a focus on the ‘heavy consumer’ was warranted to reduce 
electricity consumption rather than focusing on all in general because ‘heavy consumers’ 
consumed around 52% of the total heating energy across the households. Another recent 
study in Denmark revealed that heating energy (i.e., space & water heating) depends on 
socio-cultural characteristics of the occupants [244], where households with immigrants 
were found to be best at saving heating energy. A study in Austria found that consumer 
behaviour significantly affects household heating energy demand, which in turn is 
associated with electricity consumption [245]. It was found that heating behaviour of the 
occupants in English households is responsible for about 14% of residential electricity 
consumption variation [221]. At the same time, attitudes and other energy related 
behaviours could explain 5% variability in residential energy consumption in the UK 
[221]. 
 
6.2.3.2 Use of electrical appliances 
One of the foremost reasons behind residential electrical energy consumption is the use 
of household electrical appliances aligned with energy-use behaviour of the occupants. 
A number of previous research studies have reported on the impact of household 
electrical appliance use on residential electricity demand [192,220-222,226,242,246-
252]. Electrical energy consumption due to the use of household electrical appliances 
varies from one country to other. In an early study, Lam (1996) identified two major 
household electrical appliances that consume a significant amount of electrical energy in 
Hong Kong: firstly, air conditioning systems (for cooling), and secondly, refrigerators 
[221]. In colder countries, different residential energy consumption scenarios are 
observed. A study considered 12 European Union (EU) countries and found that 
approximately one-third of the total residential electrical energy consumption was for 
refrigeration (28%) with the greatest second consumption being lighting (18%) [249]. 
New Zealand’s typical household consumes 30% of its total residential electrical energy 
for water heating, 16% for refrigeration, and 12% for lighting [253]. Residential electrical 
energy consumption for space conditioning was 14% for New Zealand compared to 2% 
across 12 EU countries and one of the reasons for this is likely to be differences in the 
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method of heating (e.g., electricity versus gas). A typical household in Brazil consumes 
a weighted average of 42%, 11%, and 10% of the total residential electrical energy 
consumption for refrigerators/freezers, lighting, and space conditioning, respectively 
[247]. Clearly, residential electrical energy consumption via appliance use varies 
significantly.  
In the UK, a study has categorized four types of electrical appliances at houses namely 
continuous appliances (e.g., clock), standby appliances (e.g., TV in standby mode), cold 
appliances (e.g., fridges), and active appliances (e.g., lights, kettle in use) [248]. The 
study found that annual electrical energy consumption was increased by 4.5% due to the 
increase in ‘continuous’, ‘standby’ and ‘active’ appliances. Soares et al. (2014) have 
categorized (according to the degree of control) household electrical appliances (i.e., 
electrical load) based on end-user activities toward appliances use and their related 
operation in Portugal [251]. Appliance ownership was found as another factor, 
responsible for household electricity consumption in several studies 
[222,226,246,247,250,254]. For example, there is a positive linear relationship between 
ownership of electric showers13, air conditioning systems and residential electrical 
energy consumption [247].  
Two studies have considered the relationship between TV watching activities, TV 
programs and residential electricity consumption [198,255]. The USA-based research by 
Sekar et al. (2016) used a time of use strategy for their study and identified three groups 
of people based on time spent on watching TV [198]. It found that the group consisting 
of older, less employed and less educated people, spent 7.7 hours per day watching TV. 
This group represents 14% of the total USA population, which consumes 34% of TV 
energy consumption. TV watching time for all three groups overlaps with electrical 
network peak time. A very early study by Bunn & Seigal (1983) showed that commercial 
breaks during popular TV programme contributed to residential peak demand due to 
various activities by the occupants at the breaks (e.g., use of electric kettles to prepare 
hot drinks) in the UK [255].  
                                                 
13this shower heats up the water instantaneously by a heating element and then mixed with cold water to 
get the final water temperature for use 
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In summary, residential total electrical energy consumption, unsurprisingly, varies due 
to ownership and use of household electrical appliances.  
6.2.4 Income and wealth 
Energy researchers have found a relation between income/wealth and residential 
electricity consumption. The majority of research has found a positive relation between 
income and residential electrical energy consumption [226,228,256-259], although some 
research has claimed an insignificant relationship [220,222,260]. 
Francisco et al. (2006) found a strong correlation between income and residential 
electrical energy consumption in Brazil [257]. Another study of residential electrical 
energy consumption in different bioclimatic conditions in 5 regions in Brazil found that 
in the northeast region electricity consumption was less than other studied regions; one 
of the reasons for this reduced consumption was lower household income [247]. A more 
recent study in Brazil has revealed that if family income rises by 1% electricity 
consumption increases by 0.19% [261]. Genjo et al. (2005) have found a positive and 
linear relationship between income and annual electricity consumption in Japan [256]. 
Similar positive relationships were also observed in other studies [226,258].  
Other studies show less income effect. Sanquist et al. (2012) found a marginal impact of 
income on electricity consumption in the USA [260]. Kavousian & Rajagopal (2012) 
have found no significant correlation between income and residential electricity 
consumption in the USA [220]. Many other studies have a mix of conclusions on this 
point: some of them found a positive relation, some found negative and other found no 
relation with income at all [262-273]. 
On the other hand, in terms of wealth of the households, Miah et al. (2011) have found a 
significant positive relationship between wealth (i.e., land ownership) and energy 
consumption in rural households in Bangladesh [274]. A similar result has also been 
found in Bhutan [275]. 
An implication of the findings from this section is that income often has an influence on 
residential electrical energy consumption. 
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6.2.5 Socio-demographic characteristics  
Socio-demographic characteristics affect residential electricity consumption directly and 
indirectly; which includes lifestyle of the occupants, number of occupants and their age, 
gender, family composition, education, occupational status and income. However, as 
income and wealth are closely associated with each other they have been discussed in the 
previous section.  
 
In the UK, it was found that socio-demographic factors could explain 24% of electricity 
consumption variation at residences [221]. Several studies have discussed lifestyle as one 
of the factors affecting residential electricity consumption [213,224,256,260,276] and 
this refers to a combination of different demographic and psychological aspects of an 
individual. A significant relation between residential electrical energy consumption and 
lifestyle (social status/comfort preference) has been found in [230] and [224]. In the 
USA, Sanquist et al. (2012) have reported that about 42% of residential electricity 
consumption varies due to occupants’ lifestyle pattern, lifestyle associated with air 
conditioning contributing highest to electricity consumption [260]. A study in Japan 
found that number of electric appliances varies considerably with respect to the lifestyle 
or social status of the family [256].  
 
In relation to occupants’ age, a nonlinear pattern on residential electrical energy 
consumption was found in [230]; in particular, occupants within the age of 40 to 64 use 
more energy than the occupants under 40 and over 65 years. In contrast, other studies 
found a positive relationship between occupant’s age (up to 50s) and electrical energy 
consumption [277]. Whereas, some studies did not find occupants’ age to be a significant 
factor in residential electrical energy consumption [224,278-280]. 
 
Inconsistent findings have also been shown with the relationship between gender and 
residential electrical energy consumption. Some studies have explored pro-
environmental attitudes and behaviour of men and women in relation to household 
electricity consumption and found that women have more pro-environmental attitudes 
and behaviour than men [281-284]. These findings were in line with [277] in Japan, 
which reported that females use less energy than males at houses. Likewise, a study in 
the UK found that females were more aware of residential electricity consumption than 
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males [285]. A similar result was also found in Bhutan [275]. Conversely, some other 
studies have found no influence of gender on residential electricity consumption 
[258,286-288].  
 
Education may also play a role in residential electrical energy consumption. It has been 
reported that people who spent many years in education save more energy than others 
with less education [228,272,285,289]. The opposite has been found in China and Ireland 
[290,291] where the authors reported that highly educated people consume more energy 
than less educated. A similar result has also found in Bangladesh, where rural household 
energy consumption increases with an increase in literacy [274]. Apart from these, other 
studies have not found any relationship between education and electricity consumption 
in Dutch [224] and US [292] households. 
 
The number of occupants, often referred as ‘household size’, is also a significant driver 
of residential electrical energy consumption and extensively researched in the literature. 
Most of the previous studies have reported a positive relationship between electricity 
consumption and number of occupants at houses [200,217,221,224,228,274,293-297]. It 
has been reported in [293] that an additional occupant in a household would increase 
electricity consumption by 7.7% in India. Similarly, Brounen et al. (2012) found 21% 
increase in electricity consumption for an additional occupant in Dutch households. On 
the other hand, Tso & Yau (2003) found the number of household members was not a 
significant factor in winter residential energy consumption, but was in summer in Hong 
Kong [212]. A negative relationship has been found between electrical energy 
consumption and number of occupants in urban households in India [298]. Other studies 
have found insignificant relationships between the number of occupants and electrical 
energy consumption [215,217,277,299].  
 
Family composition, which here refers to the presence of different aged people (i.e., 
children, teenagers, adults and elderly people) in the household, is another notable factor 
that is contributing to residential electrical energy consumption. The majority of studies 
have found a significant impact on residential electrical energy consumption due to 
family composition [180,215,223,290,295,297,300]. As an illustration, Wiesmann et al. 
(2011) found a significant influence of household characteristics (e.g., people per 
household, children) on residential electricity consumption [295]. Furthermore, 
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McLoughlin et al. (2012) considered household composition as a variable in their 
residential load profile characterisation and found a strong correlation (i.e., adults living 
with children consume more electricity than others) with residential electricity 
consumption in Ireland [223]. Conversely, some other studies found an insignificant 
relationship between residential electrical energy consumption and family composition 
[301,302]. 
 
Very few studies have considered occupational status in relation to household electricity 
consumption. Hansen (2016) in Denmark has found that heat consumption was high for 
households with higher income and occupational status [244]. Another study found that 
while occupational status was insignificant as a driver of residential electrical energy 
consumption [217], occupational working hours might have an impact. If an occupant 
attends their office at a different time than usual office hours, the electrical energy 
consumption scenario would be different for that household compared with households 
with people who attend regular office hours. This variation will occur due to occupants’ 
occupancy at houses [303].  
 
Taken together, these findings suggest a role of socio-demographic characteristics in 
influencing household total electrical energy consumption. Factors that appear to be 
relatively consistently influential include number of occupants, family composition along 
with occupants’ age and occupants’ lifestyle. Residential total electrical energy 
consumption is markedly influenced by number of occupants in the households. Most of 
the studies suggest that if there is an increase in number of occupants in a household, 
electrical energy consumption will start to escalate accordingly. Family composition, in 
particular, families with children and elderly people consume more electrical energy than 
families with adults only. There are few studies in the literature that discuss the 
relationships between gender, level of education, occupational status, and total electrical 
energy consumption. On the other hand, studies about the role of occupants’ ethnicity 
and other cultural factors in residential electrical energy consumption seem not covered 
well in the literature. 
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6.2.6 Cost of energy 
Electricity consumption is also related to cost of electrical energy. O’Doherty et al. 
(2008) found that an off-peak electricity tariff increased electricity consumption [230]. 
The study found that an increase of about 2.1% energy use was due to the off-peak tariff 
(i.e., lower electricity rate during off-peak hours) in Ireland. The relationship between 
economic factors and energy use behaviour has been investigated in [261] which found 
that if an electricity tariff is increased by 1%, electricity consumption would decrease by 
0.23%. A recent study in the USA has found that average electricity price is one of the 
significant factors related to residential electrical energy consumption [213] and reported 
that policymakers could control average electricity price to reduce residential electricity 
consumption. On the other hand, a survey was conducted in Japan and found that 
electricity price is not a major determinant of electricity consumption for the use of 
electrical appliances [304]; the authors concluded that residential electrical energy 
consumption is not only influenced by variations in electricity rate and use of appliances 
but also strongly correlated with consumers’ psychology. This result is closely related to 
the finding of [305] which found that small differences in time of use (TOU) tariff, peak 
and off-peak rate per unit of electricity do not have a noticeable impact on average 
electrical energy consumption. Many other studies have also investigated the impact of 
a higher TOU tariff on peak electricity demand [306,307] and found that TOU tariff can 
contribute to reduce peak electricity demand in the range of 1-6% [308-310]. This 
suggests that electricity demand is relatively inelastic i.e., not strongly influenced by 
price. 
 
Clearly, cost of energy use can have an impact on electrical energy consumption, shown 
by it increasing consumption (due to off-peak low rate) or decreasing consumption during 
peak demand hours (due to higher peak time rate), but that the impact is minor due to 
relatively inelastic demand. 
 
6.2.7 Potential drivers of future residential consumption 
Globally, residential electricity consumption is likely to increase in coming decades due 
to new technology deployment. One such sector is the transportation sector, where the 
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number of electric vehicle (EV) is expected to grow. Consequently, residential electricity 
demand is also going to increase due to the charging activities of these increased EVs. 
EVs will be increasingly used for road transport in the near future. Although at the 
moment the price of EV is higher than an equivalent internal combustion engine (ICE), 
EVs are lowering in price and becoming increasingly popular. EV uptake will impact on 
electricity networks due to battery charging, and may become one of the more significant 
electricity consuming devices at residences in the near future [311-317].  
As an illustration, consider 1.5 million EV uptakes in New Zealand by 2040; each EV 
requires 1 kWh electrical energy to run each 5 km; total 40 km per day, to support this 
charging annual electrical energy requirement will increase by 1% [314]. It has been 
reported, if 500,000 EVs start charging at 6 PM after returning to respective houses, there 
would be an increase of 1.5 GW load within 30 minutes of time. This represents 20% 
extra peak demand during peak periods. Importantly, the total increase in consumption 
is small but the timing of charging has a major impact at evening peak.  
A model developed by Shafiee et al. (2013) has been tested on different residential 
distribution networks in different time zones and found that EVs will increase peak load 
and network losses in distribution networks unless charging times are managed [315]. 
The problem would become more complex during winter, when network load increases 
due to space heating activities in colder climates. In line with this result, voltage 
deviation, power loss, and peak load increment have also reported in another study in 
Belgium [311].  
An electrical peak demand projection by 2050 for Germany and Britain has been 
conducted in [316] and estimated that uncontrolled charging of 15-23 million electric 
vehicles would result in an additional peak load of 101-105 GW and 91-92 GW in 
Germany and Britain, respectively. 
Developing countries in the world are also adopting electric vehicles. For example, 
Bangladesh introduced its first electric three-wheelers (called Easy Bike/Auto Rickshaw) 
in 2004 [318] and in 2014, there were more than 400,000 across the country [319]. Most 
of these easy bikes are charged at their respective residences. Normally, an easy bike’s 
battery takes 4-5 hours to be fully charged. This charging time coincides with the evening 
peaks, which can result in a power cut (load shedding) during peak demand period, as in 
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Bangladesh demand for electricity is often higher than the generation capacity during 
peak hours [320]. The situation is likely to be worse in the near future as the average 
growth rate of this easy bike is 43% per year [321]. 
Although electrical home appliances are becoming more efficient due to technology 
developments, increasing ownership of electrical home appliances, especially space 
conditioning appliances (e.g., air conditioner, room heater etc.) will also drive up 
residential electricity consumption. For example, a projection based study has reported 
that a million extra heat pumps in winter would add 1.2GW and 0.8GW of load to 
national peaks by 2050 in Germany and Britain, respectively [316].  
Therefore, growing number of EVs and space conditioning electrical home appliances 
would have significant implication for electrical networks in the near future. 
Consequently, not only additional generation of electricity is required but also 
transmission and distribution networks need to be upgraded and enhanced to support 
these extra peaks in demand during peak hours. Alternately, more effective demand-side 
management strategies need to be developed to cope with this situation. 
6.2.8 Summary 
Overall, there are many factors that have been identified in the literature, which influence 
levels of electricity consumption at houses. From this review of the literature, the most 
frequently identified factors that are relevant to this research are summarized in Table 
6.1. Although climatic conditions and dwellings’ physical properties were found as two 
factors that contribute to total electricity consumption, they were not included here 
because this study used data for households within the same region and similar dwelling 
types in New Zealand. The same is true for Bangladeshi dwellings, and climatic 
conditions did not vary significantly between surveyed regions as the survey was 
conducted during summer only and no other season was considered due to the time 




Table 6.1 Household factors considered for this study, derived from literature. 
Factor 
No. 
Household Factors References 
1 Household age (years) [171,199,212,215,222,223,230] 
2 No. of bedrooms  
(size of the household) 
[171,177,199,212,217,222,223,225] 
3 Average electricity 
consumption (kWh) 
Most of the studies considered electricity consumption in 
different time scale such as daily, weekly, monthly or annually.  
4 Number of major electrical 
appliances 
[192,220,222,226,247-249,251,259,322,323] 
5 Space heating method* [171,173,204,222,243,244,259,260,316,323-328] 
6 Water heating method* [171,173,222,244,324,325,328-331] 
7 No. of occupants [171,177,186,199,212,222,224,277,332] 
8 No. of children [171,186,193,198,199,224,230,333] 
9 No. of teenagers [171,186,193,198,199,224,230,333] 
10 No. of adults [198,224,230,332] 
11 No. of elderly people [171,186,193,198,199,224,230,333] 
12 No. of male including teen 
(i.e., gender impact) 
[199,277,285] 
13 No. of female including teen 
(i.e., gender impact) 
[199,277,285] 
14 No. of university graduates 
(i.e., level of education) 
[171,198,199224,244,272,285] 
15 Monthly income [171,198,199,220,222,226,230,244,247,256-
259,261,265,266,322,334,335] 
16 Energy saving behaviour [192,199,232,237,239,241,242,272,304,334,336-340]  
17 Energy use attitude [199,258,288,337] 
*As Bangladesh has mild winter and survey was conducted during hot and humid summer season these 
two factors were not in common with New Zealand, therefore, two other factors were used instead, that is, 
‘house ownership’ and ‘energy efficiency knowledge to purchase’. 
  
6.3 Factors influencing household’s electricity demand (consumption) 
profile 
An electricity demand profile – here referring to a household’s demand profile - refers to 
the variation in electricity demand over a certain period of time such as hourly, daily, 
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weekly, or monthly. Demand profiles are often shown graphically, and if data is available 
can be broken down in more detail (e.g., Figure 6.2 which shows relative demand from 
different measured household circuits).  
 
Figure 6.2 A New Zealand household’s (HH03) daily average half-hourly demand profile in 
winter for a month (July 2014). 
 
Figure 6.2 illustrates a New Zealand household’s (HH03, Table 7.1, Chapter 7) total 
daily average demand profile for a month in winter 2014. The total or overall household’s 
demand profile is the aggregation of different electrical appliance use patterns throughout 
the day. 
 
Studies reported in section 6.2 looked at factors involved in total electricity consumption. 
In contrast, this section will discuss literature that has investigated the impact of different 
household factors on electricity demand profiles, i.e., temporal variability. A number of 
studies have paid particular attention to daily residential electricity demand profiles 
[212,223,251,341-344].  
 
In an early study, Tso and Yau (2003) found that use of air conditioners at houses had an 
impact on electricity demand profiles in summer in Hong Kong [212]. A simulation-
based study showed that appliance scheduling could reduce daily peak demand at houses 
[327]. Similarly, another study in Portugal showed that different penetration rates of 
energy management systems [EMS] (i.e., automated demand response) along with the 
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willingness of the occupants to use EMS would have different level of impacts (i.e., 
savings within the range of 0.5-5%) on electricity demand patterns (including peak 
demand) at residences [251]. Another study in Scotland found that household electricity 
consumption patterns vary from one household to other based on number of bedrooms 
and occupants [345]. The authors also found that there is a significant impact of family 
composition on household demand profile, for instance, demand profiles varied 
significantly between households of couples without children and households of couples 
with children.  
 
A study in Ireland found that dwelling types, number of bedrooms, head of households’ 
age, household compositions, social classes, water heating systems and cooking types 
have significant influence on residential electricity consumption profiles [223]. In an 
early study in Ireland, Yohanis et al. (2008) found: “The type of dwelling, its location, 
ownership and size, household appliances, attributes of the occupants including number 
of occupants, income, age and occupancy patterns have differing but significant impacts 
on electricity consumption (pattern)” [217], p.1053. Gouveia and Seixas (2016) in 
Portugal found that demand profiles vary from one group to other based one physical 
characteristics of the dwelling, number of occupants, monthly income and heating 
systems at houses [226]. In Norway, Kipping and Trømborg (2015) showed how different 
heating methods impact daily electricity demand profile [195].  
 
In summary, the majority of the previous studies considered different household factors 
that have an impact on total electricity consumption of the households as discussed in the 
previous section. A very few studies looked specifically at demand profiles and have 
identified the same kinds of influential factors as those that have looked at influences on 
total consumption. However, comparatively less attention has been paid to the time-
varying demand profile of the households and their relation to different household 
factors.   
 
6.3.1 Approaches used for household demand-profile analyses 
Smart meters are being increasingly deployed in most developed nations to better 
understand electricity demand, in particular, residential electricity demand, as 
92 
households are one of the most unpredictable consumers of electricity. Most often, it is 
difficult to analyses this time series electricity consumption data (from smart meters) 
with detailed household factors to better understand demand profiles14. Importantly, in 
order to design effective demand-side management strategies it is indispensable to be 
able to identify the household factors that dominate at different times (including peak 
demand hours). However, none of the previous approaches are able to identify the 
dominant household factors at different time-slot across the day. 
To date, there are a number of time series data analysis approaches that have been 
reported in the literature, each with both strengths and limitations [346]. For example, 
cluster analysis [180,347-349] is able to identify the group of households with similar 
demand profiles. However, cluster analysis is unable to reveal the factors that are 
responsible for these time-varying demand profiles.  
A review of the literature revealed that the main time series approaches/methods used for 
electricity demand profile analysis can be categorized as: 
a) Clustering/Others 
b) Autoregressive 
c) Fourier Series 
d) Fuzzy Logic 
e) Gaussian Process 
f) Neural Network 
g) Probabilistic 
h) Regression Analysis 
i) Wavelet 
The advantages and limitations of these approaches for understanding factors involved 
in variable household demand profiles is discussed below and summarized  in Table 6.2, 
adopted from [346]. 
Cluster analysis is an exploratory data mining method that allows the grouping of data 
into different categories, emphasizing the similarities and dissimilarities within and 
between different groups through analytical techniques such as k-means, k-medoid, and 
                                                 
14 The term profile and pattern are interchangeably used in the text. 
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self-organizing maps [180,350,351]. This approach has been used extensively in the 
literature to identify how total electricity consumption pattern varies between households 
with different household characteristics, which allows targeting of a group of households 
to undertake relevant measures in reducing total electricity consumption [194,196,352-
354].  
A number of studies have investigated the residential total energy-use through cluster 
analysis and identified different clusters of households with similar energy consumption/ 
demand patterns to explore the factors that underpin the differences  
[180,186,194,196,226,350,352,355-359]. For instance, the clustering method was used 
in relation to the residential daily consumption/demand patterns due to heating activities 
at houses and found three clusters as low, medium, and high for the Danish households 
[186]. Rhodes et al. (2014) used clustering analysis to “determine the shape of 
seasonally-resolved residential demand profile” in Austin, USA and identified two main 
clusters of profile in each season [196], p.461. In New Zealand, a study identified three 
clusters of households based on different daily electricity use profiles: the first cluster of 
households (76%) use more electricity in the evening than in the morning; second cluster 
households (18%) use almost equal amount of electricity in the morning and evening; the 
electricity use pattern of the final cluster (5%) use more in the morning [353]. 
Other studies have used a range of approaches to explore either the in-house appliance 
uses patterns or overall household consumption patterns/profiles associated with 
different variables. For example, in Australia, Fan et al. (2017) used a non-time series 
statistical model to analyze household energy demand during peak hours. A stochastic 
bottom-up approach was used by Fischer et al. (2016, 2015) in Germany to explain 
thermal demand profiles of the households [324,360]. Fast Fourier Transforms was used 
by Ozawa et al. (2016) to identify the lifestyle patterns of households from their 
electricity consumption data [361]. Ge et al. (2016) used multiple Gaussian functions to 
characterize regional electric load patterns using the number of households, bedrooms, 
and occupants in the UK [343]. A method that considers hourly profile of different 
household appliances and explores their relation to annual consumption has been 
developed and used in Denmark [179]; Sumner and Robinson (2017) stochastically 
modelled the temporal electrical energy-use of low load appliances in the households in 
the UK [355].  
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Table 6.2 Approaches used in analyzing residential demand profiles.(Source: [346] and 
Author). 
Approaches/Methods Major Advantages Major Limitations References 
Autoregressive 
Good for aggregated 
system demand load 
profiling. 
Includes large 








Good at identifying 
magnitude and 











number of variables, 




Simpler and able to 
characterize short 
interval in electricity 
demand. 









Unable to consider 
magnitude and 
temporal change in 
load profile.  
[371,379-387] 
Probabilistic 
Good for standard 
load profiling. 
Profiles are average 
if shorter intervals 




Good for standard 
load profiling. 
Profiles are average 
if shorter intervals 




Electricity demand or 
load can be divided 
into high and low 
frequency, thus, good 
in identifying peak 
and off-peak loads. 
Due to high and low 
load differentiation, 





Good in identifying 
similar load profiles 
between households. 
Unable to explore 







In light of the advantages and limitations as listed in Table 6.2, it is evident that 
regression analysis could be a potential approach in identifying the dominant household 
factors that contribute in different magnitudes to household demand variability across the 
day. 
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In summary, the majority of recent studies of household electricity demand have focused 
on explaining why households differ in their total energy consumption 
[171,177,192,193,198,199,357] and identifying the factors that are responsible for the 
differences between households [176-179,192-196,200]. However, apart from time-use 
studies that identify household activities over time [223,251,341-344,402-404] and 
clustering the household with similar profiles, little attention has been paid to identifying 
the dominant factors underpinning demand variability across the day (particularly at the 
time of peak grid demand), or to clustering these to identify groups of households with 
similar dominant household factors. Recently, Fan et al. (2017) looked at factors that 
contribute to peak demand and found a number of factors such as air conditioning 
ownership, number of occupants, swimming pool ownership, and clothes dryer usage in 
Australia [174]. However, the method did not consider the contribution of the factors at 
other time slots of the day, which might be different and need different measures. Their 
application of the method was just for the peak period, one of the possible reasons could 
be the complexity of the model.  
The need to be able to identify factors involved in daily demand variability has been 
identified by McLoughlin et al. (2013) as: “...ideally it would be advantageous to 
characterise domestic load profiles based on the temporal and magnitude properties of 
the time series since this will result in cyclical patterns (i.e., diurnal, intra-daily, etc.) 
being captured in the variable coefficients. This would also allow demand variations 
between customers to be investigated by determining the influence of dwelling and 
occupant characteristics on the load profile shape throughout the day, however, this is 
beyond the scope of the paper” [346], pp.124-125. The method developed in Chapter 7 
addresses this gap. 
6.4 Conclusion 
The literature review revealed that there are many factors that contribute to total electrical 
energy consumption at houses and these factors differ markedly between studies in 
relevance and impact. The majority of recent studies of household electricity demand 
have focused on explaining why households differ in their total energy 
consumption/demand, and have found that there is a wide range of factors the influence 
residential demand, and that this varies significantly from one household to another, from 
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one study to another, and from one nation to another.  Factors such as socio-economic, 
socio-technical, and dwelling characteristics contribute to both total demand and to 
demand profiles. To date, only one study in Australia [174] has used a method that 
identifies key factors relating to peak demand, however, due to potential complexity of 
the method it was unable to assess the contributions of different factors across a daily 
demand profile. 
For some of the studies mentioned above, cluster analysis was conducted to identify the 
households with similar demand/consumption patterns based on their daily, monthly or 
annual total electrical energy consumption. Others tried to identify correlations between 
different household factors (e.g., electrical appliances) and electricity consumption 
through different approaches. However, none of the studies has paid particular attention 
to identifying the dominant household factors that drive consumption at different time 
slots during the day (including at the time of peak grid demand) and identify groups of 
households with similar dominant household factors.  
Therefore, to fill this gap in the literature, this research will develop and apply a new 
analytical approach to identify the dominating household factors at different time periods 
during the day, and thence identify groups of similar households based on similar 
dominant factors in common. To do so, regression analysis would be a potential approach 









In this chapter, a methodology will be introduced to identify the dominating household 
factors at different time periods across the day. This methodology was developed as part 
of this PhD project. The methodology will be illustrated by applying it to two datasets 
from New Zealand and Bangladesh, both of which will also be introduced here. In the 
case of New Zealand, secondary data collected outside this PhD was used, whereas, in 
the case of Bangladesh primary data was collected as part of this research project. 
The rest of the chapter has been organized as follows: sections 7.2 and 7.3 introduce the 
New Zealand and Bangladesh datasets used for this study. Section 7.4 explains the 
method in detail. The final section concludes the chapter. 
7.2 Introducing the New Zealand dataset 
Globally, the residential sector’s electricity demand tends to vary over the day more 
significantly than any other sector. In New Zealand, residential daily peaks are about 3 
times the minimum demand and have the most volatile demand profile compared to 
industrial, commercial and agricultural sectors [405]. Typical New Zealand residential 
demand profiles consist of one peak in the morning and another relatively broader peak 
in the evening. Furthermore, these peaks in demand vary from one season to other across 
the year. As an illustration, for one of the households from the 22 in the dataset used in 
this chapter (see Table 7.1, HH22) four seasonal daily average consumption profiles are 
shown in Figure 7.1. 
98 
 
Figure 7.1 Seasonal daily average consumption profiles for a New Zealand household (HH22, 
Table 7.1). Data was averaged over a month from each season. 
 
The average New Zealand household uses approximately 30% of its power for water 
heating, 22% for electronic equipment, and 12-16% for each of lighting, space heating 
and refrigeration, respectively (see Figure 7.2). The averaging masks a wide range of 
consumption patterns across households, and these figures do not provide any insights 
into how appliance use might differ throughout the day. Some recent studies have begun 
to explore time-varying appliance use in New Zealand households. For example, a very 
recent study found that daily hot water usage at the houses coincide with the morning 
and evening peaks in the electricity network [329] and therefore represent a significant 
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Figure 7.2 Typical New Zealand household’s electricity consumption. (Data source:[253]). 
 
This study uses a detailed dataset collected from 22 houses in New Zealand as part of an 
earlier research project and all houses were in the Taranaki region of New Zealand [142]. 
The collected data consisted of (i) appliance surveys; (ii) householder surveys and; (iii) 
circuit-level electricity consumption at one-minute intervals. The appliance surveys 
collected detailed information on major electricity-using appliances such as brand, make 
and model, age, and presence of a timer function. Households’ socio-economic 
characteristics and attitudes towards energy use were collected through an online survey, 
as well as physical characteristics such as dwelling type and appliance ownership (see 
Appendix-A3 for sample survey questions) in June-July 2014. 
The electricity consumption was monitored from July 2014 to April 2015. For various 
reasons (e.g., device-level data recording problem) there were several missing days in 
the electricity consumption data of some households. To achieve consistency, a month 
with full data from each of the four seasons of the year was selected for the analysis. 
From this monthly data, an average daily half-hourly consumption profile for each of the 
households was established for each season. All these steps are explained in section 7.4. 
Although the sample size was small, many previous studies show that crucial findings 
can be achieved from a small sample size, which provides the basis of future studies 

















the houses were only located in one region of New Zealand, the findings will not be 
nationally representative.  
Surveyed households’ general characteristics are summarized in Table 7.1. All the 
households were in separate houses except one, which was an apartment. All households 
were owner-occupied. Furthermore, the houses were all located in one geographic region 
(Taranaki, with a population of about 0.1 million15), so the impacts of weather variability 
were minor. The number of bedrooms of the surveyed households varied between 2 and 
6; the majority of the dwellings had 3 bedrooms (45%) followed by 4 bedrooms (27%). 
Of these houses, some used electricity for both space and water heating; some used 
electricity either for space heating or water heating; and a few did not use electricity for 
any type of heating (i.e., may use gas or wood heating). 
The number of occupants in the households varied between one and six. Thirty-two 
percent of households had two occupants, and 32% had three occupants. Nine percent of 
households had one and six occupants, respectively. Two thirds (64%) of households had 
children aged between 0 and 12 years; and 14% of households had teenagers (aged 
between 12 and 18 years). Nine per cent of households had elderly people (aged above 
60 years). Of the smaller households, 32% were couples and 9% were single adults. 
Excluding the children, the number of males and females in the households varied from 
0 to 2 and 0 to 4, respectively. Highest educational qualification varied from ‘no 
qualification completed’ to ‘postgraduate degree’. Forty-one percent of households 
included university graduates.  
 
  
                                                 
15 http://archive.stats.govt.nz/ (population census 2013) 
101 




House was  
Built 








Total No. of 
Major Electrical 
Appliances  





HH01 1978-1999 3 2 Electric Non-Electric 16 120001-130000 
HH02 Before 1978 4 4 Non-Electric Non-Electric 10 140001-150000 
HH03 2000-2007 3 2 Non-Electric Electric 16 120001-130000 
HH04 Before 1978 4 3 Non-Electric Electric 12 100001-110000 
HH05 After 2007 3 3 Non-Electric Electric 13 170001-180000 
HH06 Before 1978 3 3 Electric Electric 14 140001-150000 
HH07 2000-2007 2 2 Electric Non-Electric 12 170001-180000 
HH08 Before 1978 6 6 Electric Electric 16 180001-190000 
HH09 Before 1978 2 2 Electric Non-Electric 12 40001-50000 
HH10 Before 1978 3 3 Electric Non-Electric 13 100001-110000 
HH11 1978-1999 2 1 Non-Electric Non-Electric 11 90001-100000 
HH12 Before 1978 2 2 Electric Non-Electric 12 90001-100000 
HH13 1978-1999 5 6 Electric Non-Electric 13 More than 250000 
HH14 Before 1978 3 3 Electric Non-Electric 12 100001-110000 
HH15 2000-2007 3 1 Non-Electric Electric 14 70001-80000 
HH16 2000-2007 3 4 Electric Electric 13 130001-140000 
HH17 2000-2007 4 3 Non-Electric Electric 10 100001-110000 
HH18 1978-1999 3 2 Electric Electric 13 120001-130000 
HH19 After 2007 4 4 Electric Non-Electric 11 150001-160000 
HH20 Before 1978 3 3 Electric Electric 9 80001-90000 
HH21 Before 1978 4 2 Non-Electric Non-Electric 14 110001-120000 




7.3 Introducing the Bangladesh dataset 
7.3.1 Data collection 
In Bangladesh, the household survey was conducted using a linear snowball sampling 
technique [408]. In linear snowball sampling, the sample size starts to grow from one 
individual, who then refers to another individual using their social network and the 
process continues until a desired number of participants are collected. This sampling 
technique was used because it is quicker to recruit participants within a short period of 
time and cost effective as no effort needs to be made to collect new participants compared 
to other methods. However, there is a chance of potential sampling bias, that is, through 
this method only a similar group of people can be reached. Thus, collected data would 
not be regionally or nationally representative. 
For this study, in person (by the PhD candidate) surveys were carried out at 65 houses in 
Bangladesh during May-July (summer) in 2017. Summer was chosen because daily 
electricity demand reaches its maximum due to hot weather during this season. To 
achieve diversity in household characteristics, three regions were selected for the survey, 
namely Dhaka, Khulna, and Jessore (this district name changed to ‘Jashore’ in 2018). 
Dhaka is the capital of Bangladesh and a metropolitan city (with a population of about 
6.9 million); Khulna is a divisional city (with a population of about 0.6 million); Jessore 
is a town (with a population of about 0.2 million)16. No rural areas were considered for 
this study as often rural households have few electrical appliances and thus make minimal 
contributions to peak demand. These three regions are shown in Figure 7.3. Of these 
regions, 21, 15, and 29 houses were surveyed in Dhaka, Khulna, and Jessore, 
respectively.  
During the survey, households’ socio-economic characteristics were collected through 
structured interviews with one of the adult householders (most often this was the head of 
the house and usually male). Major electrical appliances brands, wattage information, 
age and their time of use patterns (as reported by the householder interviewed) were also 
recorded along with average summer monthly electricity bill. The questionnaires include 
different demographical and socio-economic questions to answer. These questionnaires 
                                                 
16 http://www.bbs.gov.bd/ (population census 2011) 
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are included in Appendix-A5. As a demonstration, how the data was collected for a 
particular appliance (air conditioner as an example) use is illustrated in Figure 7.3.  
 
Do you have air conditioner (or 
other appliances) at home?
How many?
How big (capacity) is it?
When do your family 









Figure 7.3 Steps of interview questions used to know the appliance (for example, air 
conditioner) use pattern at households in Bangladesh. 
 
Among the surveyed houses, 52% were occupied by owners and 48% were rented. 
Maximum age of the houses was 37 years and the minimum was 7 years. Type of houses 
varies between three categories; 58% houses were separate, 36% were apartments and 
6% were other house types. Other houses included concrete wall with metal roofing 
sheets. They varied from 5-bedroom houses to 2-bedroom houses. The majority were 3-
bedroom houses with 42%, followed by two, four, and five bedrooms houses with shares 




Figure 7.4 Surveyed regions in Bangladesh (in 2017). Note17: The district name ‘Jessore’ 
changed to ‘Jashore’ in 2018. 
 
The number of occupants varied between 9 and 2 among houses; these are listed in Table 
7.2. The compositions of the households are shown in Table 7.3. The number of adult 
males and females in household varied from 0 to 4 and 1 to 3, respectively. In terms of 
highest level of education, most of the houses had at least one university graduate and 
number of these graduates in each household varied between 0 and 4. Monthly income 
range for households varied between a minimum of 20000 BDT (Bangladeshi Currency) 
and a maximum of 160000 BDT (1 USD ≅ 82 BDT). The number of major electrical 
home appliances (as listed in Table A1 in the Appendix-A4 excepting lights, fans and 
cell phones) varied between 3 and 18 for the surveyed households. 
 




Table 7.2 Number of occupants in the surveyed houses. 














0-12 Years  
[% of HHs] 
Teenagers:  
12-18 Years  
[% of HHs] 
Adults:  
18-60 Years  
[% of HHs] 
Elderly:  
Above 60 Years  
[% of HHs] 
0 58 58 - 68 
1 22 38 10 26 
2 18 4 46 6 
3 2 - 34 - 
4 - - 8 - 
5 - - - - 
6 - - 2 - 
* ‘Category’ refers to each of the remaining four columns. 
7.3.2 Electricity data interpretation 
Being a developing country, smart meters are not yet available at houses for electricity-
use monitoring, and detailed monitoring over a year such as with the New Zealand houses 
was not feasible. Instead, energy-use profiles were approximated from available 
interview data. Thus, during the interviews, detailed electrical appliance use related 
information was collected (as was in [409]). For instance, the times of use of air 
conditioners, water pumps, TVs, computers, and rice cookers were collected. 
Furthermore, ceiling fans, types of light, number of lights and fans and their periods of 
operation were also recorded through the interviews. Average input wattages were 
calculated for the electrical appliances from the appliance power rating (e.g., wattage 
label) data that was also collected during the survey; these are listed in Table A1 in 
Appendix-A4. The working cycles/operation of different appliances were estimated from 
available literature [250,251,327,410]. Electrical appliances that usually run less than 10 
minutes such as the microwave oven were not considered as part of the electricity 
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consumption estimation. From this data, daily electricity consumption patterns for the 
houses were estimated as follows. 
Using the appliances’ wattage information, together with time of use, total daily average 
and monthly average electricity consumption was calculated and cross checked with the 
electricity bills for each of the households. In this estimation, daily average power cut18 
hours during summer were also considered (it was one of the interview questions). 
Electricity tariffs allocated by Bangladesh Power Development Board (BPDB)19 were 
used for monthly electricity bill estimation. During this stage, 15 of the estimates were 
found to be significantly higher or lower than the average bill range provided by the 
householders during interview. These 15 households were discarded from the analysis. 
In addition, during statistical analysis, 5 households’ data were found to be outliers 
through SPSS box plot, and therefore were removed from dataset, as significant 
variations in statistical result might occur due to outliers [411,412]. Finally, a total of 45 
households’ data was used for further analysis. 
7.3.2.1 Demand profile derivation 
Appliance use data from interviews was used to estimate the demand profile for each of 
the households. To do so, steps in constructing household load profile were followed 
from [413]. The following five steps were followed to construct the household load 
profiles: 
 
(i) Working cycle estimation for certain appliances: To interpret the interview 
data, it is necessary to know the working cycle for some household appliances 
such as air conditioners, refrigerators. Existing literature was used to estimate 
the working cycles. For example, [251] and [410] were used to estimate the 
working cycles for refrigerator. For the air conditioners [251] and [414] were 
used. 
(ii) Power demand that was not defined by household activities: For certain 
appliances such as refrigerators, the power demand does not depend on users’ 
activities except few actions. For instance, the refrigerator runs continuously 
all the time based on its thermostat’s cyclic operation, however, if the 
                                                 
18 Due to insufficient generation capacities at peaks. 
19 http://www.bpdb.gov.bd/ 
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refrigerator’s door is opened, the working cycle duration varies [410]. 
Although this is true, for simplicity, this type of variations was not taken into 
account for demand profile construction.  
(iii) Power demand was considered as constant during activities: For some 
household appliances such as TV, computer the power demand was 
considered as constant during the activities associated with these appliances.  
(iv) Power demand was considered constant after activities (switch-on activities): 
For certain electrical appliances, power demand was considered as constant 
after that activities. For example, if an individual switch on the water pump 
or rice cooker, it will draw power constantly afterwards until it is switched 
off. Although there are two modes of operation for rice cooker: ‘cook’ and 
‘warm’. For the former mode of operation, it draws more power (assumed as 
constantly) than the latter mode. However, people at houses in Bangladesh 
normally switch off the rice cooker after rice is being cooked. Thus, the power 
consumption during ‘warm mode’ has not been considered in this analysis. 
(v) Time dependent power demand: For the common household appliances such 
as lights, fans power demand was considered as activity dependent, that is, 
the time of use depends on the users at home. However, if the appliances are 
being used for less than 10 minutes such as microwave oven is not taken into 
account for demand profile construction. 
 
These five main steps were followed along with other steps to interpret the demand 
profile for Bangladeshi households and all these steps are illustrated in Figure 7.5. 




• Working cycle estimation for certain appliances from literature (e.g., Air 
conditioner, refrigerator)
• Power demand was not defined by household activities for certain appliances 
(e.g., Refrigerator)
• Power demand was considered constant during activities for certain appliances 
(e.g., TV, computer)
• Power demand was considered constant after activities for certain appliances 
(e.g., Rice cooker, water pump)
• Time dependent power demand was considered for certain appliances (e.g., 
Light, fan, cell phone charging)
Half-hourly demand interpretation of the appliances according to the capacity 
and number in excel
Time of use data from the interview
Estimated daily total demand (W)
Estimated daily total consumption (kWh)
Estimated monthly total consumption (kWh) without power cut
Total average hours of power cut per month in summer (from interview data)
Estimated net monthly total consumption (kWh)
Estimated monthly electricity bill in BDT (Bangladeshi Currency)
Residential tariff rate applied
Is the estimated bill within the range of average monthly summer bill provided by 
the interviewee?
Household discarded
No, varied by more than ±10%Yes








After half-hourly demand profile construction (in Microsoft Excel) based on the five 
steps, total daily demand was calculated (in W). This daily demand was then converted 
to daily energy consumption (in kWh). Total daily consumption was then multiplied by 
thirty to get monthly consumption. Total hours of power cut during a summer month was 
taken into account and these hours were deducted from monthly consumption, which 
results in net electricity consumption for a summer month. Residential electricity tariff 
rate was then applied to estimate the monthly electricity bill for each of the houses. If 
this estimated electricity bill varied by ±10% from the bill range provided by the 
interviewee, that household was discarded from further analysis (i.e., 15 households), 
otherwise taken into account for TSRA. As an example, a load profile construction has 
been shown in Appendix-A7 for household 38 in Jessore (HH38). 
 
Although the load profile interpretation steps were followed from [413], there are a 
number of differences between this work and [413]. Firstly, in [413] the authors used a 
time of use diary for each member of the house who was old enough to record their 
energy use across the day. In contrast, due to time limitations this was not possible for 
this work. Thus, during the interview the interviewee (mostly head of the house) was 
asked the time of use of different electrical appliances as depicted in Figure 7.3. 
 
Secondly, the constructed load profiles were compared with measured electricity data in 
[413]. On the other hand, in case of Bangladesh, due to unavailability of smart meters, it 
was not possible to check the demand variability across the day. Instead, the monthly 
total electricity bill and estimated electricity bill were compared to check the estimation 
accuracy. Later on, regional household profiles (considering all individual household 
profiles in a region) have been compared with the national daily profile to further confirm 
the load profile estimation accuracy.  
 
Due to the way the load profile was estimated, there are some possible sources of error 
that might occur: 
 
(i) The use of time dependent appliances vary in numbers at household such as 
the number of lights, fans thus, exact numbers of appliances in operation at 
certain time period might not be correct as reported by the interviewee.  
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(ii) As it was not possible to follow exact operation cycles for some appliances 
such as air conditioners and refrigerators, there might be demand variability 
between half-hours. 
(iii) For working cycle estimation related literature was used and same power 
rating for an appliance was used for all the houses. In actual case, power 
consumption by any individual appliance depends on many factors such as 
age of the appliance, efficiency thus, actual power demand by an appliance in 
one house will vary from other. However, they will be within a range. 
(iv) Although power demand for certain appliance was considered as constant 
during activities such as TV, computer, in reality, the power demand might 
fluctuate.  
(v) For certain appliances such as rice cooker, it was common for most of the 
Bangladeshi houses to switch off the cooker after the rice is being cooked. 
However, this might not the case for every day, thesefore, the power demand 
might vary from one day to other. 
 
Overall, due to these reasons the demand from one day to other might vary for a 
households, which was not possible to consider in the current work due to technological 
limitations (i.e., unavailability of smart meters). In addition, a study found that interview-
based estimated demand profile would not be accurate enough to take decision in relation 
to technical and economic investment [415]. The same study also found that the 
variations or mismatches between the actual measured household demand profile and 
interview-based estimated demand profile are mainly observed during the night and in 
the morning usage. The two main factors behind these variations were ‘lack of correct 
identification of appliances and their usage and lack of coincidence using the interview-
based approach’. Notably, during peak hours the mismatch was about only 11% [415], 
which is the main focus time period of this thesis. 
 
Despite these limitations, the estimated load profile could be used as a first step towards 
demand profile analysis for the countries where smart meters are not available. This 
similar approach was also used to construct demand profile in another developing 
country, Tanzania [416]. The estimated demand profiles for Bangladesh were further 
confirmed by comparing with [417], in which the author estimated hourly load profiles 
for a mini-grid consisting of 108 households in Bangladesh for different seasons and 
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those profiles, in particular, summer profile looks similar to the estimated regional 
profiles that have been estimated from this work [417].  
As mentioned in the demand profile estimation steps, to confirm the accuracy of 
households’ estimated daily electricity consumption patterns, average regional household 
consumption patterns were compared with the typical national daily electricity demand 
pattern [418]. This comparison is useful because the residential sector makes up a large 
percentage of national electricity demand in Bangladesh (see Figure 7.6). 
 
 
Figure 7.6 Electricity consumption sectors in Bangladesh. (Data source: [418]). 
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Figure 7.7 National average (red long dash dot dot line) and regional average household 
demand patterns of Bangladesh. National average includes all demand, while the regional 
figures are just households’ demand. Each dot represent demand at that time period for that 
region; blue solid, orange dash, and black round dot lines represent moving average for 
Dhaka, Khulna, and Jessore, respectively. Moving average: “given a series of numbers and a 
fixed subset size (here 4), the first element of the moving average is obtained by taking the 
average of the initial fixed subset of the number series. Then the subset is modified by "shifting 
forward"; that is, excluding the first number of the series and including the next value in the 
subset20.” 
 
Figure 7.7 depicts the national average demand pattern, which has one clear peak in the 
evening and a minor increase during day [418]. Note that the peak found in the morning 
between 08:00 and 09:00 hours (i.e., 16-18 half-hourly periods) for the estimated regional 
household demand patterns, is not visible in the national profile. This is because from 
09:00 hours and onwards most of the commercial and industrial demands (general office 
hours: 09:00-17:00 hours) start to increase, leading to the gradual increase in demand 
that can be observed in the national demand pattern. Notably, the regional household 
demand patterns vary from one region to other for many distinct reasons, however, 
exploring these reasons are beyond the scope of this study due to data limitations. Taken 
together, these results suggest that the electricity consumption estimates were sufficiently 
good to carry out further analysis. 
                                                 
20 https://en.wikipedia.org/wiki/Moving_average 
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In summary, the home appliances which have high wattage ratings such as air 
conditioning systems, water pumps and rice cookers are the most influential on 
household total electricity demand. As will be discussed below, the patterns of use of 
these appliances vary between houses and from one region to other. 
The data that has collected for both case studies covers off the main factors identified in 
the literature review as being influential in consumption/demand profiles. These are listed 
in Table 6.1, Chapter 6. The New Zealand dataset covers all the factors, whereas, for 
Bangladesh two factors were not in common with New Zealand, therefore, two other 
factors were used instead (to consider equal number of factors for both cases), i.e., ‘house 
ownership’ and ‘energy efficiency knowledge to purchase. These all factors are listed in 




Table 7.4 Household factors used for this study. 
Factor 
No. 
Household Factors used 
for New Zealand 
Household Factors used 
for Bangladesh 
1 Household age (years) Household age (years) 
2 No. of bedrooms  
(size of the household) 
No. of bedrooms  
(size of the household) 




4 Number of major 
electrical appliances 
Number of major 
electrical appliances 
5 Space heating method House ownership 
6 Water heating method Energy efficiency 
knowledge to purchase 
7 No. of occupants No. of occupants 
8 No. of children No. of children 
9 No. of teenagers No. of teenagers 
10 No. of adults No. of adults 
11 No. of elderly people No. of elderly people 
12 No. of male including teen 
(i.e., gender impact) 
No. of male including teen 
(i.e., gender impact) 
13 No. of female including 
teen (i.e., gender impact) 
No. of female including 
teen (i.e., gender impact) 
14 No. of university 
graduates (i.e., level of 
education) 
No. of university 
graduates (i.e., level of 
education) 
15 Monthly income Monthly income 
16 Energy saving behaviour Energy saving behaviour 
17 Energy use attitude Energy use attitude 
 
7.4 The Method: Time-segmented regression analysis (TSRA) 
The objective of this study is to identify the factors that have a dominating influence on 
the daily variability of households’ electricity consumption, and from there to 
group/cluster households with similar factors. The method that has been developed, 
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which is here named time-segmented regression analysis (TSRA), involves 2 key steps.  
First, the average daily consumption profile for each household (for each seasonal month 
under inquiry) is divided into a number of time intervals across the 24-hour period. Then 
multiple regression analyses are carried out for each time interval, investigating factors 
(see Table 7.4) that might have a significant relationship with the demand variability for 
each household. Although there are many other methods available to characterize 
residential demand, they have their own advantages and limitations as discussed in 
Chapter 6. For the purposes of this study, multiple regression analysis has been chosen 
for a number of reasons: firstly, it is capable of determining relative influence of many 
factors on the dependent variable; secondly, it shows the strength of impact of different 
independent variables on the dependent variable; and finally, it is able to identify the 
outliers or data anomalies [346,419].  
Some initial analysis was undertaken looking at daily average demand. Regression 
analysis for ‘total daily average consumption’ and different household factors (see Table 
7.4) was conducted with the New Zealand data. However, the validity criteria were not 
met by any of the regression models for spring, summer, and autumn. A valid regression 
model was found for winter for the factors water heating (WH) and space heating (SH). 
Households with electric water heating were found to be generally medium to high users 
of electricity, which is not surprising as it is one-third of a household’s total consumption. 
This can be seen from Figure 7.8, which depicts box and whisker plot of ‘total daily 
average consumption’ for the studied households in the winter season. 
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Figure 7.8 Box and whisker plot showing total daily average electricity consumption for the 
New Zealand households in winter season with different space and water heating methods. 
Within each box, the horizontal line is the median consumption, and the lower (and upper) 
edges of the box are the 25th (75th) percentile. Whiskers represent the upper and lower ranges 
and the crosses represent average value. SH: Space Heating; WH: Water Heating. 
 
Even if valid models had been found for the other seasons, the main limitation of this 
type of analysis is that it does not provide any time specificity of the household factors 
in relation to consumption; in particular, it is unable to show which factors are dominant 
at what magnitudes and times of the day.  
To get the data in the correct form, prior to the first step a data processing step was carried 
out. The three steps as applied to New Zealand and Bangladesh dataset are described in 
detail below. 
7.4.1 Data processing  
For New Zealand (see section 7.2), data was processed in two ways. For each of the four 
seasons (summer, autumn, winter, and spring) the months of January, March, July, and 
October, respectively were chosen as representative months. These do not reflect three-
month gaps but are as close as possible given data limitations, data for an entire season 
was not available (e.g., due to circuit-level data recording issues). Due to missing data in 
the electricity consumption, additional days were added from the same data set to create 
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30-day months. Secondly, data averaging was conducted. For each house we determined 
an average daily consumption profile for each season by taking the mean over 30 days’ 
consumption. 
For the winter season, data from 20 households was used for the regression analysis as 2 
households were outliers and thus discarded [411,420]. Winter was the first month of 
recording, and 5 households’ socio-technical characteristics changed during the study 
period. In particular, two dwellings installed solar PV and their electricity use patterns 
changed. These households were therefore eliminated from the regression analysis for 
the spring, summer, and autumn seasons. Thus, 20 households were used for the 
regression analysis in winter and 17, 15, and 15 households were used in spring, summer, 
and autumn, respectively. 
For Bangladesh, in this step, initial data processing was conducted. Interview data and 
appliance usage pattern datasets were used. Data pre-processing was conducted to 
estimate the electricity consumption for the major electrical appliances for each half-
hourly period. These half-hourly consumptions were then aggregated together to get 
daily electricity consumption pattern for the houses i.e., processed data. Based on this 
daily electricity consumption, monthly electricity consumption was estimated and cross-
checked with the monthly average summer electricity bill (with a minimum and a 
maximum range as mentioned by the interviewee). If the estimated monthly electricity 
consumption and monthly average bill matched with each other the process proceed to 
the ‘data segmentation’ step.  
7.4.2 Data segmentation 
For both the New Zealand and Bangladesh datasets, seven time intervals over the day 
were selected for the regression analysis. This part of the thesis aims to understand 
domestic demand variability, and the main factors driving that variability (including 
peaks in demand), therefore the time segments for TSRA were chosen on the basis of 
typical daily activities the residents undertake within their homes, and in the context of 
typical working hours (around 9am to 5pm for both countries). Working hours determine 
the pattern by which people get up in the morning and go to work and come home, and 
this determines the nature and timing of their activities, and thus the variability in 
electricity demand. For instance, people typically take a shower, have breakfast and 
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prepare themselves to go to work at some point during the T2 (05-09 Hour) segment (see 
Table 7.5), thus creating a peak in residential demand over this time.  This does not 
necessarily coincide directly with national demand peaks, as the national demand profile 
combines not only the residential demand but also other demands such as commercial, 
and industrial.  
 
It should be noted that the time segment selection for TSRA is not dependent on the 
findings from the time-varying carbon intensity analysis (in Chapter 5), as these two 
methods of analysis are independent. Nevertheless, if future work was interested in the 
question of how domestic demand reduction might play a role in reducing national peaks 
and/or greenhouse gas emissions in the system as a whole  (i.e., including commercial 
and industrial demand), then it may be useful to select time segments that aligned with 
the patterns of the national demand profile.  In this instance it would be useful to analyse 
the same time segments at both the supply side (i.e., TVCIA) and the demand side (i.e., 
TSRA) to design targeted DSM schemes. This will be explored further in the discussion 
chapter (Chapter 9) of this thesis. 
 
In brief, the selection of these time intervals was based on two main considerations: (i) 
considering typical household activities across the day, and (ii) ensuring the regression 
step of the analysis would produce a valid model.  
 
Regression analysis for hourly and bi-hourly electricity consumption produced no valid 
models, while the 3-hour periods were more fruitful. On this basis, the time intervals 
were chosen at least 3 hours in duration and longer time segments were selected where 
minimal variation in electricity consumption occurred. The chosen time segments are 
shown in Table 7.5. The T1 and T2 segments were set at longer intervals to better reflect 
the daily patterns of household activity. Between midnight and 5am people are generally 
sleeping, thus T1 was chosen to reflect this 5-hour period of low energy use. A different 
approach was tested by dividing the early morning into two 3 hours intervals (00:00-
03:00 and 03:00-06:00 hours) but a valid regression model was found only for the earlier 
segment, probably because the latter segment contains an hour (05:00-06:00 hours) when 
household demand usually starts to increase. No valid regression model was obtained if 
this hour was included within the latter segment. Therefore, to cover the morning 
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household activities, T2 was selected as a 4-hour segment, i.e., 05:00-09:00 hours. The 
variation between weekdays and weekends was found to be negligible using a time 
interval of 3 hours, therefore, they were not treated separately in this analysis. Note that 
the time periods chosen are not an integral part of the TSRA, and other time segments 
could be chosen as discussed above. 
 
Table 7.5 Time of the day divided into seven segments. 
















7.4.3 Factor identification 
To arrive at the factors to be included in the regression analysis a review of academic 
studies that have identified factors that are correlated with total electricity consumption 
was carried out (Chapter 6). These studies show considerable variation in which factors 
were identified as influencing consumption. Across all studies (including total 
consumption and demand profile analysis), however, there are a number of factors that 
have been consistently identified as important. These factors are shown in Table 7.4 and 
data collected on these factors for both New Zealand and Bangladesh. These 17 factors 
were used for the regression analysis in the current study. The causal influence of these 
factors on time-varying consumption was considered here. However, the level of 
occupancy at houses during the day was not taken into account due to data limitations. 
Data on these factors (Table 7.4) was sourced from surveys and smart meters in New 
Zealand. For example, data for factor ‘daily average electricity consumption’ was 
collected from smart meters (i.e., circuit-level electricity consumption), data for factor 
‘number of major electrical appliances’ was collected from in-person appliance surveys, 
and the rest of the factors were collected through online surveys. Fourteen of the 17 
factors were able to be measured as scale variables. The three remaining variables: space 
heating method, water heating method, and energy-use attitude were measured as binary 
variables as summarised in Table 7.6. Similar binary variables have been also used in 
previous studies [179,186]. 
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Similar to the New Zealand case, 17 household factors were selected for Bangladesh as 
well, which are listed in Table 7.4. In contrast to New Zealand, two factors, ‘house 
ownership’ and ‘energy efficiency knowledge to purchase (minimum knowledge about 
electrical home appliances’ efficiency and its benefits)’ were included for Bangladesh 
instead of water heating and space conditioning, as these are not common in Bangladesh 
due to mild winters (i.e., temperature between 15o and 20oC). On the other hand, in New 
Zealand, all of the houses were owner occupied, thus, ‘house ownership’ was not taken 
into account for analysis. Including these two different factors for Bangladesh is not only 
because these factors have influence on residential electricity demand but also to make 
the total number of factors (i.e., 17) to be equal for both countries. 
For New Zealand, 14 of the 17 factors were measured as scale variables. The three 
remaining variables: space heating method, water heating method, and energy-use 
attitude were measured as binary variables (Table 7.6). For Bangladesh four variables 






Table 7.6 Binary variables and their values for New Zealand. 
Variables Criteria Value 
Space heating method Electric / Non-electric 1 / 0 
Water heating method Electric / Non-electric 1 / 0 
Energy-use attitude Tendency to reduce the electricity usage: Yes / No 1 / 0 
 
Table 7.7 Binary variables and their values for Bangladesh. 
Variables Criteria Value 







Switching off unused electrical appliances (Yes/No) 1/0 
House ownership Own/Rent 1/0 
 
Table 7.8 List of energy saving behaviours considered in the analysis for New Zealand. 
Serial Energy Saving Behaviours 
A Turning off appliances at the wall 
B Rinsing the dishes with cold water 
C Reduce heating in unoccupied rooms 
D Switching off lights in unused rooms 
E Wait for a full load before using the washing machine 
F Put on more clothing before turning up heating 
G Keep household heating low to save energy (below 18°C) 
H Line drying of laundry 
I Taking shorter showers 
J Doing dishes by hand 
K Pulling curtains at night 
L Wash laundry on cold 
M Open a few windows and doors at least once a day to air the house 
N Clean windows regularly 
O Prune trees to keep windows unshaded 
P Monitor the temperature in living room(s) 
Q Cover pots when cooking 
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In addition, the factor ‘energy saving behaviour’ was based on a household score 
determined from answers to survey questions about energy saving behaviour. These 
behaviours are listed in Table 7.8. The score was based on the number of these 
behaviours that the household claimed they undertook on a regular basis. Due to socio-
technical and socio-economic characteristics of the households in Bangladesh, not all the 
seventeen energy saving behaviours were applicable. Only two behaviours were 
considered: ‘turning off appliances at the wall’ and ‘switching-off lights and fans in 
unused rooms’ (sample interview questions can be found in Appendix-A5).  
 
7.4.3.1 Regression criteria & equation  
IBM Statistical Package for the Social Sciences (SPSS) software (v. 24) was employed 
for the statistical analysis. Five criteria were used to determine the statistical validity of 
the trial regression models based on the 17 factors. Firstly, scatter plot were used to check 
the linear relationship; secondly, Shapiro-Wilk test were conducted to check the 
multivariate normality [421]; thirdly, multicollinearity was tested via a correlation 
matrix, tolerance, and variance inflation factor (VIF); fourthly, auto-correlation was 
cheeked through a condition index check; and finally, homoscedasticity was tested 
through standardized residuals versus standardized predicted (ZRESID vs ZPRED) plots 
[411,412]. 
For each of the time segments the following general regression equation was considered: 
𝐶𝑡 = 𝑎
𝑡 + ∑ 𝑏𝑗
𝑡
𝑗 𝑥𝑗                  (7.1) 
Where: 
𝐶𝑡 : total average consumption for the time segment t. 
t : time segment label; 𝑡 = 1,2, … 7. 
𝑎 : constant. 
𝑏 : regression coefficients for each of the segment. 
j : number of variables or household factors; 𝑗 = 1,2, … .17.  
𝑥𝑗 : variables or household factors. 
 
123 
There are a number of variable or predictor selection approaches available for statistical 
analysis. The most common ones are listed in Table 7.9. 
 
Table 7.9 Common approaches for variables (predictors) selection in regression analysis. 
Approaches Brief Description 
Stepwise In this regression, the process selects independent variables in 
a step-by-step manner; which involves adding and removing of 
independent variables one at a time based on statistical 
significance [411,422]. 
Forward stepwise The procedure starts with no predictor/independent variable 
and add one predictor from the dataset at each step and checks 
its predefined statistical validity. The process continues until 
some stopping rule is satisfied [411,422]. 
Backward stepwise/ 
elimination 
This process works opposite to forward stepwise method, that 
is, the model starts with all the predictors and discard one 
predictor at each step based on the predefined statistical validity 
(statistically least significant). The procedure continues until 
the stopping rule is satisfied [411,422]. 
All possible subsets In this regression, the process compares all possible models that 
can be obtained from a set of independent variables or 
predictors. The final result is a set of best fit models of different 
sizes [411]. 
Hierarchical This is a framework that compares between regression models. 
In this framework, an independent variable is added to the 
previous regression model at each step and compares it R2 
values21. 
 
“Stepwise regression has the advantage of flexibility and economy of description, but is 
limited in discovering interactions and other complex features of the data” [423], p.185. 
In case of a small data set, all stepwise regression methods (including stepwise, forward 
and backward stepwise) have limited power to select potential covariables [424]. There 
is a risk that one or a number of random covariables might be selected, as multiple 
comparisons are conducted during the process [425]. There is also probability of finding 
at least an independent variable significant by chance [426]. Additionally, the stepwise 
method might identify a model that is not correct [427]. Stepwise methods do not 
consider model uncertainty, thus, ‘causes an underestimation variability of the estimated 
coefficients in the resulting model’ [428,429]. Furthermore, the estimated regression 
                                                 
21 https://data.library.virginia.edu/hierarchical-linear-regression/ 
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coefficient might be biased due to stepwise selection [430]. In the stepwise approach, ‘a 
slight change in data can lead to different results’ [426].  
Moreover, stepwise regression might yield p-values that are problematic and difficult to 
correct [431]. Sometimes, an increase in sample size does not help [425,427]. Most 
common problems include “inconsistencies among model selection algorithms, and an 
inappropriate focus or reliance on a single best model, where data are often inadequate 
to justify such confidence” [432], p.1183. Thompson (1995) identified three main 
problems with stepwise regression; first, the use of incorrect degrees of freedom; second, 
inability to correctly identify the best predictor set of a given size, and third, due to 
sampling error the results might not be replicable [433]. The sampling error in stepwise 
methods was also reported by Huberty (1989) [434]. 
On the other hand, the stepwise method is a sequential variable selection approach and 
can be a helpful tool, in particular, at the exploratory stages [435]. The final single model 
produced by the stepwise regression model can be simpler for the analyst. In addition, 
when there are a large number of independent variables, stepwise regression can be 
helpful [436]. “Furthermore, the robustness and effectiveness of a stepwise regression 
depends on the choice of procedure options, as each option has its advantages and 
weakness” [422], pp. 313-314. 
Computationally, the stepwise procedure (combination of forward and backward 
process) is economic but it has some drawbacks22 [437]: 
(i) In the stepwise process an ‘optimal’ model might be missed due to the ‘one-
at-a-time’ nature of adding/dropping variables. 
(ii) It might not help to solve the problem of interest as the procedure is not 
directly linked to the final aims of prediction or explanation. 
(iii) It might pick models that are not sufficient or smaller than desired for 
prediction or explanation. 
Comparing between forward and backward regression methods, the backward 
elimination method is advantageous over the forward stepwise approach for a number of 
reasons: 
                                                 
22 http://www.biostat.jhsph.edu/~iruczins/teaching/jf/ch10.pdf 
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(i) “In BE (Backward Elimination) procedure the equation with the full variable 
set is calculated and available for inspection even though it may not be used 
as the final equation” [411], p.291. 
(ii) The backward elimination method performs better than forward stepwise, 
when there is a chance of collinearity in the dataset [438].  
(iii) “It makes one examine a full model fit, which is the only fit providing accurate 
standard errors, error mean square, and p-values” [439], p.70. 
(iv) Using Wald statistics, the method proposed by Lawless and Singhal (1978) 
allows efficient modelling through the backward elimination method [440]. 
In addition, Draper and Smith (1998) identified the backward elimination method as ‘a 
satisfactory procedure’; in contrast, the authors commented about the forward stepwise 
procedure as “We do not recommend use of Forward Selection unless it is specifically 
desired never to remove variables that were retained at earlier stages” [441], p.338. 
However, “….the problems associated with stepwise regression suggest that extreme 
caution should be taken if it is selected” for analysis [442], p.21. 
‘All possible subsets’ is also a sequential variable selection approach. All subsets provide 
more information at the final stage, which is potentially important. This method allows 
the analyst to consider all possible models with maximum information regarding the 
nature of relationship between the dependent and independent variables [441]. However, 
the generated models and supplementary information that must be looked at is very large 
[411]. For instance, in this analysis, the number of independent variables or predictors is 
17, thus, the total number of possible models will be 217 = 131072. Hence, this approach 
is most suitable when the number of predictor variables are small [427,437]. 
Furthermore, Olejnik et al., (2000) conducted a study to compare variable selection 
performance between stepwise and all possible subsets based on adjusted R2 and 
Mallow’s Cp criteria, and found that the stepwise approach performed better than all 
possible subsets [427]. 
Hierarchical regression is another sequential process which “can be useful for evaluating 
the contributions of predictors above and beyond previously entered predictors, as a 
means of statistical control, and for examining incremental validity” [442], p.9. Unlike 
stepwise, the selection of predictor in hierarchical regression is made by the researcher 
based on theory and past research experience. Hierarchical regression is a useful method 
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of analysis for correlated variables, and thus appropriate for social science research, in 
which correlated variables are commonly seen [443]. This method of analysis is also 
popular for analyzing ‘the effect of a predictor variable after controlling for other 
variables’ [442]. Furthermore, the hierarchical regression method is free from the 
stepwise methods’ problems such as ‘degree of freedom’ and ‘identification of best 
predictor set of a prespecified size’ [442,444]. However, the problems associated with 
sampling error still exist for hierarchical regression. 
In summary, the ‘all possible subsets’ approach is a very time-consuming procedure; the 
hierarchical approach was found to be a reasonable procedure; however, to use this 
approach, requires extensive experience. On the other hand, among the stepwise 
approaches, the backward elimination method was found to be comparatively better than 
the stepwise (combination of forward and backward process) and forward stepwise 
methods. In addition, the backward elimination method has previously been found to be 
a robust model for electricity demand analysis [445]. In the Netherlands, Bedir et al., 
(2013) also used the backward elimination method to determine the factors that are 
responsible for electricity consumption in Dutch households [224]. 
On balance, therefore, the backward elimination procedure was identified as most 
suitable, and was employed to identify the dominating factors (i.e., independent 
variables) out of the 17 for each time segment; this procedure started with the full 
Equation (7.1), which considered all the variables; and then successively dropped one 
variable at a time, maintaining the five validity criteria described above [411,412].  
Although the backward elimination approach has been employed for this analysis, other 
methods such as hierarchical, all possible subsets, stepwise, forward stepwise regression 
could have also been used to identify the dominant factors. A comparison between 
different regression methods for the TSRA might be a potential future study. 
 
To check the validity of the obtained results some statistical diagnostics were carried out 
along with the tests mentioned in [445]. For example, multivariate normality was tested 
by using Shapiro-Wilk test; if the p-value was found greater than 0.05, the data was found 
as normal. No or little multicollinearity was tested through correlation matrix and 
variation inflammation factor (VIF); if the correlation coefficient was found smaller than 
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1 and VIF<5, there was no, or little multicollinearity present in the data. Auto-correlation 
was checked through condition index. 
 
Furthermore, as it was a very small sample size for New Zealand, further statistical test 
the Pearson correlation was also checked for each of the independent factor for each of 
the segments’ consumption. All these diagnostics and Pearson correlation results can be 
found in Appendix-A8 and A9, respectively. 
Due to the small sample size, there was some partial heteroscedasticity and normality 
problems observed in the analysis for one or two segments’ regression models, this is a 
very common phenomena in statistical analysis with small sample sizes [446].  
For simplicity, the total consumption for each time segment was considered as constant 
for that time period (cf. Figure 7.9); this approach was adopted from [413]. To compare 
the results graphically, each segmented profile (i.e., after the factors identification step) 
was normalized by the total daily consumption. 
In Chapter 8, this TSRA approach will be applied to the datasets of New Zealand and 
Bangladesh to identify the household factors that dominate at different time segments 
(i.e., T1 to T7) of the day, which includes the peak demand hours. 
7.5 Conclusion 
A method for undertaking time-segmented regression analysis (TSRA) has been 
presented in this chapter along with the New Zealand and Bangladesh datasets. TSRA 
applied to New Zealand and Bangladesh datasets reveals different findings for each of 




8 CHAPTER EIGHT: DOMINANT FACTORS IN HOUSEHOLD 
DEMAND PROFILES-RESULTS 
8.1 Introduction 
In this chapter, results obtained from the time-segmented regression analysis (TSRA) 
applied to New Zealand and Bangladesh dataset are presented. Note that all the 
consumption that will be mentioned in text is normalized consumption (normalized by 
the total daily consumption), unless otherwise stated.  
The rest of the chapter has been organized as follows: section 8.2 presents the results for 
New Zealand. Section 8.3 discusses policy implications for New Zealand. Similarly, 
section 8.4 presents results for Bangladesh, section 8.5 discusses policy implications for 
Bangladesh. The final section concludes the chapter. 
8.2 Results: The case of New Zealand 
The regression analysis was initially conducted on the electricity consumption of the 
selected 20 households during each of the time segments for an average day of winter. 
From Equation (7.1), Chapter 7, the general regression equation for the winter season 
was found to be: 
𝐶𝑡 = 𝑎
𝑡 + 𝑏1
𝑡 × 𝑊𝐻 + 𝑏2
𝑡 × 𝑆𝐻       (8.1) 
The regression analysis was then applied to the data set of 17, 15, and 15 households for 




𝑡 × 𝑊𝐻         (8.2) 
In Equation (8.1) and (8.2): 
𝐶𝑡 : total average consumption for the time segment t. 
t : time segment label; here, t=1, 2, ….,7. 
𝑎𝑡  : constant. 
𝑏𝑗
𝑡 : regression coefficients for the jth factor; here, j=1, 2, ……,17. 
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WH : water heating method; binary variable: electric=1, non-electric=0. 
SH : space heating method; binary variable: electric=1, non-electric=0. 
 
However, there was no valid regression model found for the segments T1, T4, and T5 for 
the spring season. This has been explained later in sub-section 8.2.2. 
In the following sections the obtained results for different seasons will be discussed. First, 
the winter season’s results will be discussed followed by the other seasons together. This 
breakdown is used because winter reveals four distinct household profiles, while the 
spring, summer, and autumn seasons’ have only one type of household profile. 
8.2.1 Winter household profiles 
The presence of electrical space heating and/or water heating were the only factors that 
correlated with the patterns of electricity demand across the seven time periods. From 
Equation (8.1) four possible household profiles can be categorized for the winter season, 
they are- 
(i) household with electric water heating method only (WH-Elec.) 
(ii) household with electric space heating method only (SH-Elec.) 
(iii) household with electric heating method for both space and water heating (Both-
Elec.) 
(iv) household with non-electric heating method for both space and water heating 
(Non-Elec.) 
The regression model details results are listed in Table 8.1 and the profiles are shown in 
Figure 8.1. Detailed model diagnostics can be found in Appendix-A8. In this part of 
analysis Cohen’s R2 values have been considered as standard [153]. It can be seen from 
Table 8.1 that the coefficients of SH and WH for the segments T2 and T6, that is, peak 
periods are comparatively higher than other segments. Notably, SH is more influential 






Table 8.1 Regression model results for winter season in New Zealand. 
Variable/ 
Parameters 











































R-square 0.297 0.433 0.328 0.231 0.496 0.641 0.413 
Adj. R-square 0.258 0.367 0.290 0.188 0.437 0.599 0.344 
Sample size 20 20 20 20 20 20 20 
  Note: all the coefficients are significant at the 95% level. 
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Figure 8.2 Household profile obtained from the analysis (dotted line) compared with the actual 
(solid line) profiles for both electric heating system for winter season. 
 
These obtained profiles were also compared with the individual households’ profiles. For 
example, households’ profiles that have both electric heating methods are compared with 
the obtained profile in Figure 8.2. 
The analysis reveals that the identified dominant household factors contribute in different 
magnitudes across the day (see Figure 8.1), which has been further explained in sub-
section 8.2.4. Furthermore, the obtained household’s consumption pattern was also found 
to be consistent with the actual normalized households’ consumption patterns (e.g., 
Figure 8.2). Importantly, these contributions also coincide with the national peak 
demand patterns (i.e., morning and evening peaks), the relevance of which will be 
discussed later. 
As can be seen from Figure 8.1, for the T2 segment, the morning peak hours, all types 
of households show almost the same level of consumption. 
The morning peak time (segment T2) consumption for all four types of households were 
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(segment T6) consumption varied considerably between household types based on their 
method of water and space heating. Dwellings with ‘Both-Elec’ heating consume the 
most followed by the households with electric space heating ‘SH only’ for these peak 
hours. 
Maximum variations in consumption occurred in the T1 and T3 segments. For instance, 
‘WH-Elec’ consumed about 46% higher than the ‘Non-Elec’ during T1. In contrast, 
during the T3 segment, households with ‘SH-Elec’ consumed about 50% higher than 
‘WH-Elec’. 
 
8.2.2 Household profiles in spring, summer and autumn 
For these three seasons the dominant factor identified was the water heating method. 
From Equation (8.2), two possible household profiles can be obtained for these seasons: 
households with electric water heating and household with non-electric water heating. 
These regression models’ results are listed in Tables 8.2 to 8.4 and the household profiles 
are shown in Figures 8.3 and 8.4 for spring, summer, and autumn seasons. Detailed 
model diagnostics can be found in Appendix-A8. For all these three seasons the 
coefficient values at segments T2 and T6 are comparatively higher than the other periods 
as was the case in winter season (see Tables 8.2-8.4).   
Table 8.2 Regression model results for spring season in New Zealand. 
Variable/ 
Parameters 

























R-square - 0.272 0.304 - - 0.326 0.307 
Adj. R-square - 0.224 0.257 - - 0.281 0.261 
Sample size 17 17 17 17 17 17 17 






Table 8.3 Regression model results for summer season in New Zealand. 
Variable/ 
Parameters 

































R-square 0.333 0.433 0.479 0.492 0.387 0.475 0.357 
Adj. R-square 0.282 0.389 0.439 0.453 0.340 0.434 0.308 
Sample size 15 15 15 15 15 15 15 
  Note: all the coefficients are significant at the 95% level. 
 
 
Table 8.4 Regression model results for autumn season in New Zealand. 
Variable/ 
Parameters 

































R-square 0.421 0.481 0.456 0.391 0.405 0.488 0.459 
Adj. R-square 0.376 0.441 0.414 0.344 0.360 0.449 0.418 
Sample size 15 15 15 15 15 15 15 




Figure 8.3 Seasonal normalized household profiles with electric WH. Dotted lines (average 
value) indicate no valid model for that segment (average value was used to complete the 
profile). 
 
Figure 8.4 Seasonal normalized household profiles with non-electric WH. Dotted lines 
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No valid regression models were found for segments T1, T4, and T5 for the spring season 
so these are shown in Figures 8.3 and 8.4 as dotted lines (average value was used to 
complete the profile). This is because none of the considered factors were dominant 
during these segments in spring. One of the possible reasons might be the same level of 
contributions from different factors, which are dependent on occupants’ energy-use 
behaviour; however, this analysis is beyond the scope of this current work. It is clear 
from Figure 8.3 that the consumption for the T1 segment during summer and autumn 
were in the same range. This contrasts with the winter season that differs significantly by 
heating method. During the T2 segment, for all the three seasons, the households with 
electric WH have a high morning peak; which is in line with the findings for the winter 
season for all household profiles. Unlike winter, the consumption at different time-slots 
of the day does not vary significantly for spring, summer, and autumn seasons.  
These findings indicate that during spring and autumn, households contribute more to 
morning and evening peaks than in summer; however, the level of contribution in the 
evening is comparatively lower than in the morning peak.  
8.2.3 Time-varying demand 
Across all seasons, the households’ morning peak hours (approximately 4 hours) are 
shorter than the evening peak hours (approximately 5 hours). However, the total 
consumption over 4 hours in the morning is greater than the total consumption over 5 
hours in the evening. Notably, T2 and T6 are the segments that coincide with the daily 
national peak demand.  
Significant variations in consumption at different time slots can be seen for winter 
compared with the other three seasons (see Tables 8.1-8.4). For the two dominant factors 
in the daily consumption patterns in winter (i.e., the use of electric space heating and 
electric hot water heating) the magnitude of contributions [i.e., 𝑏1
𝑡  & 𝑏2
𝑡 in Equation (8.1)] 
from each of these factors varied from one time slot to other across the day. For instance, 
the highest contributions from SH and WH were for the T2 and T6 segments, 
respectively. In contrast, the minimum contributions of SH and WH were found for the 
T7 and T4 segments, respectively.  
On the other hand, in relation to the dominant factor for spring, summer, and autumn, 
water heating method; the maximum magnitude of contributions [i.e., 𝑏1
𝑡 in Equation 
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(8.2)] from WH were found at T6 for spring and at T2 for both summer and autumn. The 
minimum contribution in spring was in segment T7, and for summer and autumn the 
minimum contribution was in segment T1. 
In summary, household electricity consumption varies from one time segment to other 
across the day for all the seasons, with differing magnitude of contributions from the two 
dominant household factors: space heating and water heating. On the other hand, no valid 
model was found for any other household factors, this implies that they are not dominant 
compared to space heating and water heating methods for this sample. 
8.3 Discussion and policy implications for New Zealand 
The TSRA methodology has been tested on a New Zealand dataset and revealed the 
dominating household factors (i.e., water and space heating method) influencing time-
varying demand. This test has provided empirical findings that, while of interest in their 
own right, are not representative of all New Zealand households and thus not sufficient 
to develop sound policy. However, it is useful to explore what these findings might 
suggest for energy policy in New Zealand and in particular what they suggest for targeted 
DSM approaches aimed at reducing peak demand. Note that it is an illustration of the 
methodology rather than making strong claims about the results. If these were 
representative of New Zealand, then the following might be some solutions. However, to 
do this work properly, it needs a large dataset, representative of New Zealand households. 
8.3.1 Appliance-focused DSM programmes 
Although there are many household factors influencing consumption, this study found 
that overall, the water and space heating methods used by households have the dominant 
effect on the seasonal electricity-use profiles. This finding, if found to be more widely 
applicable in a broader study, could help develop targeted efforts to (i) reduce peaks 
permanently or (ii) temporarily reduce or shift peaks. Both are known as demand-side 
management but lead to very different approaches. 
Improving the efficiency of New Zealand hot water cylinders could lead to a permanent 
reduction in peak demand. The nation-wide HEEP (Household Energy End-use Project) 
study found that about 87% of households use electricity to heat their hot water cylinders 
[31]. The HEEP study also found that the average standing loss from hot water cylinders 
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was about 2.4 kWh/day. Therefore, efficiency improvements of hot water cylinders 
through replacement of aging cylinders, improved insulation and more consistent 
temperature controls could lead to a permanent reduction in energy consumption, 
including at peak times.  
The results also suggest that there is also potential to shift demand in New Zealand’s 
dwellings by controlling households’ electric water heating systems (see Tables 8.1-8.4). 
Although ripple control has historically been widely implemented in New Zealand, 
recently its use has significantly diminished in many regions [447]. It is also a blunt tool, 
not designed to differentiate between households. With the availability of low-cost smart 
controllers there are possibilities for more intelligent DSM programmes. For example, a 
very recent study in New Zealand evaluated the potential of the smart control of  hot 
water cylinders [329] in conjunction with smart grid development; which revealed the 
potential for individual  household  to participate in demand response programmes.  
There are more limited options available to apply DSM to space heating, due to its 
potential impact on the comfort level of householders. In particular, the HEEP study 
found a statistically significant relation between household income and the mean evening 
winter temperature in the living room being below 160C [31]. These findings clearly 
indicate the existence of fuel poverty in New Zealand houses. Lloyd (2006) also found 
similar results for New Zealand households [448]. Furthermore, during the household 
survey, under-floor and ceiling insulation were investigated along with the window 
double glazing. It was found that most of the high electricity consuming households did 
not have the minimum level of insulation, which was responsible for a substantial heat 
loss. Therefore, DSM that reduces SH may not be a good idea for many homes in New 
Zealand given how poorly they are currently heated, and a lack of effective insulation for 
heat retention. Opportunities for DSM of heating may arise in the future if there is a 
significant improvement in the thermal performance of New Zealand’s housing stock and 
if householders’ heating practices change from temporary spot heating to ongoing space 
heating [235,320,332,337,449,450]. On the other hand, alternative methods of heating 
such as night store heaters, gas, and wood may be beneficial for permanently reducing 
peaks in demand. 
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8.3.2 Household-characteristic targeted programmes 
Often, application of a common DSM scheme to all households in general does not work 
effectively due to households’ diverse characteristics [310]. The findings from this study 
suggest that instead of applying a common DSM scheme to all the houses irrespective of 
their characteristics, focusing on groups of houses with similar dominant household 
factors and profiles might help in designing more effective DSM strategies. For example, 
based on dominant household factors, in winter, four distinct types of electricity-use 
profiles (cf. Figure 8.1) were obtained for New Zealand. Hence, by asking two simple 
questions to the householder about heating systems (i.e., water and space heating method 
- electric/non-electric), four distinctive household profiles can be determined. Four 
different targeted DSM strategies could then be developed for each of the different 
household types, instead of applying a single broad DSM strategy to all.  
8.4 Results: The case of Bangladesh 
Multiple regression analyses were conducted for each of the segments as explained in the 
methodology chapter. From Equation (7.1), Chapter 7, general regression model 
equation for summer season was found to be: 
𝐶𝑡 = 𝑎
𝑡 + 𝑏1
𝑡 × 𝑁𝐸𝐴 + 𝑏2
𝑡 × 𝑁𝑂       (8.3) 
Where : 
𝐶𝑡 : total average consumption for the time segment t. 
t : time segment label; here, t=1, 2, ….7. 
𝑎 : constant. 
𝑏 : regression coefficients for each of the segment. 
NEA : number of electrical appliances. 
NO : number of occupants. 
Note that for t= 1 to 5, 𝑏2
𝑡 = 0. 
Applied to Bangladeshi households, TSRA revealed that the dominating factor 
contributing to electricity demand in households from midnight to evening (00:00-18:00 
Hr) is the number of household electrical appliances and the influence of the type of 
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appliances will be discussed later in the chapter. On the other hand, the number of 
occupants along with number of electrical appliances dominate on electricity-use profile 
from evening to midnight (18:00-00:00 Hr). Figures 8.5 and 8.6 show the impacts of 
these dominating factors on electricity-use profile at houses. The regression results for 
Bangladesh is listed in Table 8.5. Detailed model diagnostics can be found in Appendix-
A10. Figure 8.5 shows houses with the same number of occupants (i.e., 4 occupants) to 
check the impact of the number of household electrical appliances on electricity-use 
profiles. Appliance numbers varied between 11 and 15 in the houses. Although the 
number of appliances varied, the consumption was almost constant during T1 and T3; 
however, the level of consumption was higher at night (T1) than noon (T3). Households 
with the lowest number of appliances contribute relatively more to electricity 
consumption (normalized) during segments T2 and T6. Interestingly, T6 is the grid peak 
demand period. In contrast, electricity consumption increased for segments T4, T5, and 
T7 with the increase of electrical appliances. 
 
Table 8.5 Regression model results for summer season in Bangladesh. 
Variable/ 
Parameters 


































No. of Occupants 
(Std. Error) 





R-square 0.362 0.321 0.188 0.349 0.432 0.391 0.539 
Adj. R-square 0.347 0.305 0.169 0.333 0.419 0.362 0.517 
Sample size 45 45 45 45 45 45 45 




Figure 8.5 Normalized household profiles showing impact of the number of electrical 
appliances where the number of occupants were fixed at 4 (i.e., household with 4 occupants). 
 
Figure 8.6 Normalized household profiles showing impact of the number of occupants where 
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Households with the same number of appliances (i.e., 15) but with different number of 
occupants; between 2 and 6, has been shown in Figure 8.6. With the increase in number 
of occupants, electricity consumption decreased successively for segments T1 to T3. This 
implies that households with the lowest number of occupants (i.e., 2) consumed the 
highest electricity and vice versa. For instance, per capita consumption (median) of a 
household with 4 occupants is lower than the household with 2 occupants and this has 
been illustrated in Figure 8.7. This was true for all the houses except household with 6 
occupants. One of the possible reasons might be the family composition of the houses, 
which may consist children and elderly people, however to explore the reasons for this 
is beyond the scope of this study. For the segments T4 and T5, consumption increased 
for all the households. However, the consumption was relatively higher during T5 than 
T4. At T6 (i.e., grid peak period), households with the highest number of occupants 
consumed maximum electricity. In summary, during the evening peak hours, houses with 
the lowest number of occupants (i.e., 2) consumed the lowest amount of electricity and 
vice versa. The profiles follow a similar trend consistently for segment T7 as in T6. 
 
 
Figure 8.7 Box and whisker plot showing per capita daily average electricity consumption for 
households with different number of occupants in Bangladesh. Within each box, the horizontal 
line is the median consumption for that household, and the lower (and upper) edges of the box 




In comparison, variations in the level of electricity consumption (normalized) due to 
change in number of appliances was found less than change in number of occupants in 
Bangladeshi’ houses. Most importantly, both of these identified dominating factors are 
influential within evening peak demand hours (T6).  
Being one of the dominant factors, number of electrical appliances was investigated 
further. It was found that peak time rice cooker and air conditioning systems were the 
influential electrical appliances at houses that contribute most to the peaks. These results 
are listed in Table 8.6. 
A moderately strong positive correlation (Pearson correlation) exists between the 
electricity consumption for 18-24 Hr and air conditioner (AC) usage. The same was true 
for rice cooker usage during 18-21 Hr. Notably, these are the grid peak demand periods 
in Bangladesh. It was also found that there was a positive relation between household 
income and number of electrical home appliances, which implies that households with 
higher income, unsurprisingly, have more electrical appliances than households with 
lower income. Clearly, households with high income range have a positive relation with 
daily average electricity consumption (cf. Table 8.6).  
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Sig.  
(2-tailed) 
              








.638** 1           
Sig.  
(2-tailed) 
0.000             








.742** .508** 1         
Sig.  
(2-tailed) 
0.000 0.000           






.340* 0.269 .386** 1       
Sig.  
(2-tailed) 
0.022 0.074 0.009         






.552** .418** .536** 0.292 1     
Sig.  
(2-tailed) 
0.000 0.004 0.000 0.052       







0.148 .528** 0.051 0.164 -0.073 1   
Sig.  
(2-tailed) 
0.333 0.000 0.738 0.281 0.633     






.790** .414** .693** .422** .582** 0.096 1 
Sig.  
(2-tailed) 
0.000 0.005 0.000 0.004 0.000 0.531   
N 45 45 45 45 45 45 45 
**. Correlation is significant at the 0.01 level (2-tailed). 
*. Correlation is significant at the 0.05 level (2-tailed). 
 
To get further insights from the results, three individual households with 3 occupants 
from each of the regions were selected and their socio-demographic characteristics were 
analyzed along with electricity demand. These electricity demand profiles are plotted in 
Figure 8.8.  
The household in Dhaka (HH12) had 3 bed rooms with 3 occupants; of these occupants, 
there were 1 teenager and 2 adults.  The female adult stays at home all the time. The 
house had 13 major electrical appliances including 2 air conditioners (AC) for cooling 
144 
and one rice cooker. They use the rice cooker to cook dinner during grid peak demand 
hours (18-21 Hr). They also use to switch on AC after 22:00 Hr and run it for the whole 
night (see Figure 8.8). Monthly highest income for this household was BDT 160000.  
 
 
Figure 8.8 Summer daily average demand profiles for a household in Dhaka (HH12), Khulna 
(HH32), and Jessore (HH37) in Bangladesh with 3 occupants. Moving average was calculated 
following the same procedure as was in Figure 7.7 in Chapter 7. 
 
Household HH32 in Khulna was a 2-bedroom house with 3 occupants; 1 child and 2 
adults. The adult female along with the child stays at home all the time. The house had 5 
major electrical appliances and did not have any AC but did have a rice cooker. However, 
they do not use the rice cooker regularly. Thus, the household demand profile is almost 
flat with a small peak during T6 segment (see Figure 8.8). Monthly highest income for 
this household was BDT 80000. 
The household in Jessore (HH37) had 1 adult and 2 elderly people; all were unemployed 
and stay at home. It was a 4-bedroom house with 10 major electrical appliances; of these, 
the rice cooker and electric hob were regularly used for cooking. The electric hob and 




















Time (half-hourly intervals from midnight)
HH12 HH32 HH37
4 per. Mov. Avg. (HH12) 4 per. Mov. Avg. (HH32) 4 per. Mov. Avg. (HH37)
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dinner. The demand profile for this household was found to be in line with their use of 
electrical appliances i.e., peaks during mid-day and in the evening (see Figure 8.8). Note 
that the household did not have any AC. Monthly highest income for this household was 
BDT 60000. 
Furthermore, to check the impact of socio-demographic characteristics in relation to large 
numbers of electrical appliances, 3 households with 13 appliances were chosen for 
investigation in Dhaka, Khulna, and Jessore.  Their demand profiles have been plotted in 
Figure 8.9. The same household was considered for Dhaka as it had 13 appliances. 
 
 
Figure 8.9 Summer daily average demand profiles for a household in Dhaka (HH12), Khulna 
(HH36), and Jessore (HH65) in Bangladesh with 13 electrical appliances. Moving average was 
calculated following the same procedure as was in Figure 7.7 in Chapter 7. 
 
In Khulna, the household (HH36) was a 4-bedroom house with 6 occupants. There were 
3 adults, 2 children and 1 elderly person in the house; among them 4 people always stay 
at home. The house had 2 ACs and one rice cooker, which were used during peak hours. 
The rice cooker was used to cook lunch and dinner and the ACs were used during the 




















Time (half-hourly intervals from midnight)
HH12 HH36 HH65
4 per. Mov. Avg. (HH12) 4 per. Mov. Avg. (HH36) 4 per. Mov. Avg. (HH65)
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Similar patterns can be seen from the demand profile of the household in Jessore (HH65). 
However, the peaks in the morning and mid-day were higher in magnitude than that were 
for HH36 in Khulna; this is because the household in Jessore used an electric hob along 
with the rice cooker during those two time periods. On the other hand, the evening peak 
was lower for HH65 than HH36, because the household in Khulna (HH36) had 2 ACs, 
whereas, the household in Jessore (HH65) had 1 AC that ran during the evening peak 
hours (see Figure 8.9). The household in Jessore also had 6 occupants: 1 child, 1 
teenager, 1 elderly, and 3 adults. Two occupants always stayed at home. Monthly highest 
income for this household was BDT 150000.  
In summary, a household with 10 or more major electrical appliances, there was at least 
one space conditioning system (i.e., AC) and electrical cooking appliance (i.e., rice 
cooker) that contribute most to the electricity demand at Bangladeshi houses during peak 
hours. In the surveyed households, there were 17 households that had 10 or more major 
electrical appliances and about 88% of these households had an AC. Out of the 45 
households, 80% of them had a rice cooker. The number of occupants was also an 
important factor. Households with a smaller number of occupants, particularly 
households with 2 occupants, contributed disproportionately more to peak demand than 
the other households. Therefore, it is clear that the presence of occupants at home along 
with the use of electrical appliances, in particular, cooking and space conditioning 
appliances at Bangladeshi houses, dominate the electricity demand profile during grid 
peak demand periods. 
8.5  Discussion and policy implications for Bangladesh 
In Bangladesh, DSM schemes have already been proved as a successful step towards 
peak demand reduction in all sectors other than residential. For example, shifting 
irrigation load to off-peak hours has reduced peak demand of about 500 MW in the 
agriculture sector; holiday staggering has reduced peak load of about 200 MW in 
industries; closing shops/market at 8 pm has contributed to evening peak reduction of 
about 400 MW in the commercial sector [418]. On the other hand, only motivational 
programs through electronic and print media have been initiated by Bangladesh Power 
Development Board (BPDB) to enhance awareness of consumers. In particular, 
residential consumers have been encouraged to reduce electricity usage during peak 
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hours by switching off unnecessary loads. Notably, about 50% of total electricity is 
consumed by the residential sector in Bangladesh (see Figure 7.4, Chapter 7), however, 
there was no evidence in the literature or policy reports that any peak reductions were 
achieved from residences using this strategy, as was the case such as commercial sector 
[418]. To achieve more effective application of appropriate DSM strategies at houses 
could involve targeted DSM schemes, aligned with dominant household factors at peak 
times. TSRA applied to the Bangladesh dataset revealed dominant household factors at 
different time segments of the day, which are listed in Table 8.7. The findings of this 
study may have significant implications in helping develop effective DSM strategies for 
Bangladeshi households. Note that it is an illustration of the methodology rather than 
making strong claims about the results. 
Table 8.7 Dominating household factors at different time segments of the day. 
Time 




00:00-05:00 Hr √ - 
05:00-09:00 Hr √ - 
09:00-12:00 Hr √ - 
12:00-15:00 Hr √ - 
15:00-18:00 Hr √ - 
18:00-21:00 Hr √ √ 
21:00-24:00 Hr √ √ 
 
It may be true that the number of household electrical appliances or the number of 
occupants could not be reduced at houses, nonetheless, other approaches do exist to 
reduce consumption during peak demand hours. If these were representative of 
Bangladesh, then the following might be some solutions. However, to do this work 
properly, it needs a large dataset with real time data, representative of Bangladesh 
households. 
8.5.1 Occupant targeted peak hour energy savings at houses 
To reduce electricity consumption during peak hours without any technology change, it 
is indispensable to ensure energy savings at houses through occupants’ energy-use 
behaviour change. In addition to motivational programs that are run by BPDB to enhance 
awareness of the householders to reduce consumption during peak hours through 
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electronic and print media, it would also be effective if a separate nation-wide campaign 
could be launched to encourage household energy savings; which might involve 
workshops, sticker distribution [451], and seminars. This is one of the effective short-
term DSM schemes as reported in [452]. 
Many studies have found that energy lessons at schools are very effective in achieving 
energy saving (e.g., reducing electricity usage) behaviour at houses [453-459]. Energy 
education could help students to “…cope with present and future energy needs and the 
adoption of appropriate, attitudes, lifestyle practices and behavior” [454], p.1. 
Importantly, households with 2 occupants need particular attention towards DSM 
schemes selection in Bangladesh, because per capita average electricity consumption for 
this type of households is comparatively higher than other households during peak hours, 






Figure 8.10 Box and whisker plot showing per capita electricity consumption for households 
with different number of occupants for the segments T6 and T7 (peak hours) in Bangladesh. 
Within each box, the horizontal line is the median consumption for that household, and the 
lower (and upper) edges of the box are the 25th (75th) percentile. Whiskers represent the upper 
and lower ranges and red crosses represent outliers. 
 
In addition, region-specific DSM schemes might be a potential option for Bangladesh as 
residential electricity demand patterns vary from one region to other. Noticeably, the 
evening peaks vary in magnitude from a metropolitan city to a town, for instance, it is 
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clear from Figure 7.5 (Chapter 7) and Figures 8.8 and 8.9 that the peaks are higher for 
Khulna and Jessore than Dhaka.  
 
8.5.2 Energy efficiency measures 
As it is not likely to be possible to reduce the number of electrical home appliances, their 
efficiency could be improved. During the household survey, it was found that about 48% 
households’ head did not know about energy efficient appliances at all. After a brief 
explanation of potential benefits of energy efficient appliances, 87% households’ head 
showed interest in buying those appliances. Improving energy efficiency knowledge 
amongst householders could have a significant influence, as well as government policies 
or regulations to ensure manufacturing/importing of household appliances with higher 
efficiencies. For example, high energy efficient appliances might get tax reduction when 
importing or manufacturing. Regular market monitoring might also be a part of this 
initiative.  
 It was reported by the United Nations Environment Programme (UNEP) that using ‘Best 
Current Global Minimum Energy Performance Standards’ and ‘Current Best Available 
Technology’ could reduce the electricity consumption in Bangladesh in 2030 of about 10 
TWh and 17 TWh, respectively; which include efficiency improvement of lighting, 
residential refrigerators, room air conditioners, transformers, and industrial electric 
motor [460], and this is one of the effective long-term DSM strategies as reported in 
[452]. Although UNEP did not consider the peak time energy reduction opportunities, 
the report showed overall savings from energy efficiency measures. However, at present, 
Bangladesh has only voluntary energy efficiency and conservation rules such as ‘Label 
Comparative’ (e.g., energy labelling) [461,462]. In particular, there is only voluntary 
‘minimum energy performance standard’ policy that is under development for room air 
conditioners [461].  
Taken together, this analysis results suggest that new policymaking in relation to 
effective DSM scheme at Bangladeshi houses should target specific appliances such as 
air conditioning systems and rice cookers. In addition, households with 2 occupants with 
a large number of electrical appliances need particular attention towards more effective 
DSM scheme designing. Overall, policymakers should develop DSM related policies that 
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need to be mandatory and that must involve proper monitoring, verification and 
enforcement process, which is not in place at the moment in Bangladesh. 
8.6 Conclusion 
The time-segmented regression analysis has been used to identify the factors that 
dominate at different time periods across the day for New Zealand and Bangladesh 
households. The findings from this study make several contributions to current literature. 
Firstly, the application of TSRA shows which household factors have greatest influence 
at times of peak demand and thus need particular attention in selecting effective DSM 
strategies. Secondly, it can identify different groups of households that need distinct 
approaches in designing effective DSM schemes such as New Zealand households with 
different space and water heating methods. Thirdly, it offers some insights into the 
interplay between one or more dominating factors during peak hours; for instance, the 
interplay between number of occupants and electrical appliances at Bangladeshi houses.  
The time-segmented regression analysis approach that reveals these findings for New 
Zealand and Bangladesh could also be applied to other countries and may identify 
different factors and thus offer different DSM opportunities. Hence, TSRA approach is a 
generic approach that could be applied to other countries and situations where relevant 
data is available. It is likely that different national characteristics would give rise to 
different sets of dominant factors, and different DSM opportunities. The approach is 
likely to be of use to policymakers and those in the electricity sector seeking to implement 
more effective, targeted DSM strategies. 
Notably, developing countries like Bangladesh, where smart meter data is not available, 
the method developed and used for assessing household demand profiles appears to be 
an effective substitute. 
The current study applied the methodology to a limited dataset specific to New Zealand 
and Bangladesh but is more widely applicable to other countries. The more representative 
the dataset the more valuable the findings for policy application. 
-----x-----  
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9 CHAPTER NINE: DISCUSSION 
9.1 Introduction 
This thesis has examined the time variation of both electricity supply, focusing on the 
time-varying nature of GHG emissions from fossil fuel generation – and electricity 
demand, focusing on daily variation in residential demand. By considering both supply 
and demand aspects, deeper insights into the issues with peak demand and how they 
might be overcome can be determined. This is explored in section 9.3.  
In Chapters 3-5 the time varying nature of GHG emissions were explored for both New 
Zealand and Bangladesh. Similarly, Chapters 6-8 explored the time varying nature of 
residential daily demand in both New Zealand and Bangladesh. Bangladesh is a 
developing country with a high percentage of electricity generated from fossil fuels 
whereas New Zealand is a developed country with a high level of electricity generated 
from renewables. They therefore represent two extremes of the spectrum and it is 
interesting to contrast the results from these two countries and explore what this might 
mean for other countries. This is carried out in section 9.2 and 9.4. Limitations of this 
study and future research directions are indicated in section 9.5. 
9.2 Temporal carbon intensity analysis: Contrasting renewable versus 
fossil fuel dominated electricity generation systems 
The contrast between Bangladesh – with a fossil fuel dominated electricity supply – and 
New Zealand – with a renewable energy supply with a large amount of hydro is illustrated 
by a comparison between the relation between demand and carbon intensity. Table 9.1 
shows that in the case of New Zealand, carbon intensity changes by ±15% and ±40% 
while demand changes by ±5% and ±10% on a seasonal and daily basis, respectively. In 
contrast, in Bangladesh the carbon intensity changes by only ±1.5% and ±3% while 
demand changes by ±12% and ±20% on a seasonal and daily basis, respectively. This 
emphasises that an electricity system with a large share of renewable generation will 
often also have large temporal variations in GHGs emissions due to the variable nature 
of renewable generation. Whereas, a country with a large share of fossil fuel generation 
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will experience very little variation in emissions even though demand is changing 
dramatically [183].  
Table 9.1 Electricity demand and carbon intensity variations. 
Type of Change 



















(with respect to monthly 
average) 
±10 ±40 ±20 ±3 
Monthly  
(with respect to seasonal 
average) 
±4 ±35 ±9 ±2 
Seasonal  
(with respect to yearly 
average) 
±5 ±15 ±12 ±1.5 
 
The application of the method provided very different insights into the time-varying 
GHG emissions and underlying generation mix of the two countries. A summary 
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Explains the interplay between 
renewable and non-renewable 
generations 
Explains the interplay between 




Varies due to high share of 
renewable generations in 
accordance with their 
availability 
Almost fixed due to continuous 
fossil fuelled generations in 





Can be identified; for example, 
hydro in New Zealand 
Can be identified; for example, 




Provide insights towards fuel 
optimization in relation to 
GHG emissions reduction 
Provide insights towards fuel 
optimization in relation to 
GHG emissions reduction; 
however, difficult to achieve 
Daily DSM 
opportunities 
Not always useful, if peaks are 
met by renewables, e.g., hydro 
Always useful, as peaks are 
met by fossil fuels, e.g., oil 
Seasonal DSM 
opportunities 
Useful, as renewable 
generation varies from one 
season to the next 
Marginally useful 
 
One of the key findings of this analysis was that average yearly carbon intensity obscures 
the time varying nature of carbon emissions from electricity systems. The average yearly 
carbon intensity sometimes over and underestimates the actual time varying carbon 
intensity. In New Zealand, for example, it was found that the maximum underestimation 
could be 87.31% and 48.91% for daily and monthly carbon intensity in March (Autumn) 
for the year 2015 (see Figure 5.2, Chapter 5). Whereas, the maximum overestimation 
could be 56.51% (in May, Autumn) and 34.28% (in October, Spring) for daily and 
monthly carbon intensity, respectively. On the other hand, for Bangladesh, the maximum 
underestimation could be 4.32% (in February, Winter) and 2.83% (in June, Summer) for 
daily and monthly carbon intensity, respectively (to compare between New Zealand and 
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Bangladesh see Figure A6, Appendix-A6). In contrast, 4.47% (in November, Winter) 
and 2.68% (in December, Winter) maximum overestimation could occur for daily and 
monthly carbon intensity in 2015, respectively.  
New Zealand and Bangladesh represent two extreme cases in the spectrum of electricity 
generation systems. Application of this method to other countries is likely to lie between 
these two extremes. However, as each country has a particular mix of generation types 
(e.g., high level of renewables but very little hydro) time varying analysis may reveal 
completely new insights for any country. For example, a country with a high level of 
renewables but very little hydro will lead to very different results from those for New 
Zealand. As another example, if this temporal carbon intensity analysis is applied to the 
UK electricity generation system23; which comprised of fossil fuels (54.1%), nuclear 
(21%), and renewable (24.5%) in 2016, this would provide new insights in relation to 
GHG emissions from the electricity sector.  
Time-varying carbon intensity can also be used to evaluate the impact of the various 
renewable integration options into the grid. For instance, a simulation of changes in the 
time-varying carbon intensity from the installations of 500 MW of solar photovoltaics is 
shown in Figure 9.1. This simulation made simplifying assumptions that demand was 
kept unchanged and day time (9AM-4PM) electricity generation from high carbon 
intensive fuel (i.e., oil) was replaced by solar generation in Bangladesh. 




Figure 9.1 Electricity demand (first left graph) and related time-varying carbon intensity (i) 
without [actual] and (ii) with [simulated] solar generation in Bangladesh (BD). Within each 
box, the horizontal line is the median demand (carbon intensity) for that time, and the lower 
(and upper) edges of the box are the 25th (75th) percentile. Whiskers represent the upper and 
lower ranges and red crosses represent outliers. 
 
As a result, related carbon intensity has been reduced by 10 gCO2-e/kWh during the day 
[Figure 9.1 (ii)]. In this case, this option may offset growing use of air-conditioning in 
buildings, it also suggests the need for supporting policy instruments that shift 
industrial/residential demand to these times. This simple example demonstrates the 
importance of considering how a particular choice of renewable energy will impact the 
time-varying carbon intensity. 
9.3 Grid carbon intensity and demand-side management 
Managing variability on the grid is important for reducing GHG emissions and keeping 
infrastructure investments as low as possible. This can be done either by managing the 
supply side or demand side, or ideally, both. This thesis has explored both supply side 
and demand side aspects of peak demand. This enables a more in-depth understanding of 
how electricity peaks might be reduced and how this relates to GHG emissions. In 
particular, this research provides an understanding of what is occurring in households 
during peak demand periods and how this relates to GHG emissions from electricity 
generation during those times.  This understanding can be used to develop DSM options 
that result in the largest environmental benefits.  
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The time segmentation used for TSRA in this analysis reveals the activities or appliances 
that make the greatest contribution to domestic demand variability at predetermined time 
periods.  As discussed in Chapter 7, the time periods were selected on the basis of typical 
patterns of domestic activities, not on the basis of national demand profiles.  
Nevertheless, the T2 and T6 segments do have some level of coincidence with the 
national peak times for New Zealand, and T6 with the national peak in Bangladesh (see 
Figure 9.2).  Policy interventions to reduce domestic demand at these times could assist 
with reducing overall system demand. However, if policy wanted to specifically target 
system peaks rather than residential peaks, TSRA could be applied to time segments that 
coincided exactly with national demand peaks to help identify the major opportunities on 
the residential side to help reduce peak load.  Similarly, if the policy intent was to target 
typical periods of high supply-side GHG emissions that did not coincide with system 
peaks, these periods could be targeted. 
Applied to New Zealand, as a country with a high renewable component, the method 
reveals that New Zealand’s daily peak electrical demands are predominantly met by 
hydro, i.e., peak demand periods are not carbon-intensive (see Figures 5.5, 5.10 and 5.11, 
Chapter 5). Thus, management of daily peaks would rarely be beneficial with respect to 
GHG emission cut rather than infrastructure cost reduction. More attention should be 
paid to ensuring that the use of hydro and other renewables is optimised to reduce dry-
year and seasonal peaks in GHG emissions. 
On the other hand, in Bangladesh, peak demand hours are more carbon-intensive than 
off-peak hours (see Figure 5.12 and 5.16, Chapter 5), this implies that use of DSM 
strategies during peak periods would be beneficial in reducing GHG emissions from the 
electricity system. This is due to the fact that peak demand is mostly met by oil-fired 
‘peaker’ plants. For instance, the relation between carbon intensity and demand (i.e., the 
slope of the fitted line, see for comparison Figure A7, Appendix-A6) revealed that if the 
peak demand in any amount could be reduced in Bangladesh that is going to reduce the 
carbon intensity. This is not true for New Zealand as the demand is not correlated (R2 = 










9.3.1 Time-varying carbon price 
A potential method of reducing time varying carbon emissions is to introduce a time-
varying carbon price. This is explored briefly here. Even though carbon tax was found to 
be effective in some countries to reduce emission [143], a recent report found that 90% 
of the carbon emissions for the 41 OECD and G20 countries studied were not priced at 
the minimum effective level, which was estimated at EUR 30 per tCO2 [144,145]. It was 
reported that emissions from the electricity sector were unpriced or priced at a low rate. 
Importantly, the findings specify the necessity of time-varying carbon prices. As 
mentioned in the literature review (Chapter 3), Chen et al. (2018) explicitly identified the 
need for a dynamic carbon price as: “Similar to electricity price, future carbon price 
changes daily or even hourly, while existing literature usually considers it as yearly 
constant value. Power generation companies will respond to the dynamic carbon price 
just like demand response to the electricity price. Consequently, dynamic carbon pricing 
mechanism is worth further research” [146], p.304. 
These authors are suggesting that if carbon prices are charged based on average carbon 
intensity, it might not be a sufficiently effective measure, as this masks the temporal 
variability of carbon intensity of an entity. For this reason, time-varying carbon price 
could be a more effective way to design carbon pricing strategies which in turn would 
help to ensure a low-carbon future, but this requires incorporation of temporal carbon 
intensity variations.  
One possibility suggested by the temporal carbon intensity analysis is to define a 
threshold carbon intensity level with respect to the time of day. If an entity produces 
GHGs at a level higher than the threshold level during GHG emissions peak hours, the 
entity must pay an extra price for the carbon intensity they produced beyond the threshold 
for that time period. It can be calculated using the following formula: 
𝐶𝑃𝑝𝑒𝑎𝑘 = 𝐶𝐼𝑃𝑀 × 𝐶𝑃𝑈 × 𝑇𝐼;  when  𝐶𝐼𝑎𝑣𝑔 > 𝐶𝐼𝑝𝑘−𝑡ℎ        (9.1) 
𝐶𝐼𝑃𝑀 = 𝐶𝐼𝑎𝑣𝑔 − 𝐶𝐼𝑝𝑘−𝑡ℎ           (9.2) 




𝐶𝑃𝑝𝑒𝑎𝑘  : peak time carbon price. 
𝐶𝐼𝑃𝑀  : peak time measured carbon intensity (gCO2-e/kWh or kgCO2-e/kWh). 
𝐶𝐼𝑎𝑣𝑔  : peak time average carbon intensity for the considered period. 
𝐶𝐼𝑝𝑘−𝑡ℎ : peak time threshold carbon intensity for the considered period. 
𝐶𝑃𝑑𝑎𝑦  : day time carbon price. 
𝐶𝐼𝐷𝑀  : day time measured carbon intensity (in gCO2-e/kWh or kgCO2-e/kWh). 
𝐶𝐼𝑑−𝑡ℎ  : day time threshold carbon intensity for the considered period. 
𝐶𝑃𝑈  : unit carbon intensity price. 
𝑇𝐼  : time intervals (half-hourly or hourly). 
 
 
Table 9.3 Half-hourly carbon price, based on time varying carbon intensity and threshold. 
(illustrative example). 
Quantity GHG Peak Hours GHG Day Hours 
Carbon Intensity Thresholds 
(gCO2-e/kWh): 
𝐶𝐼𝑝𝑘−𝑡ℎ = 100 𝐶𝐼𝑑−𝑡ℎ = 50 




As an illustration, consider the carbon intensity thresholds as defined in Table 9.3. If an 
entity produces an average 165 gCO2-e/kWh during the GHG emissions peak hours for 
the period of 2 hours, the entity needs to pay $26 [using Equation (9.1) and (9.2)] for 
this carbon emission. On the other hand, if the entity produces an average 45 gCO2-
e/kWh for 5 hours, the entity should pay $22.5 [using Equation (9.3)]. Unit carbon 
intensity price, threshold carbon intensity, and time intervals could be defined by the 
government or proper authority. Additionally, it is essential to confirm the time-varying 
carbon intensity estimation for that entity. Note that the equations used here are just 
illustrative; in a real scenario, these can be formulated in accordance with actual needs. 
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9.4 Time-segmented regression analysis: Contrasting Bangladesh and 
New Zealand 
Time-segmented regression analysis applied to New Zealand and Bangladesh datasets 
revealed different dominant household factor influencing demand at different time 
periods of the day (see Table 9.4). 
Table 9.4 Dominant household factors in New Zealand and Bangladesh. 
Time of Day/ 
Segments 
Dominant Household Factors 
New Zealand Bangladesh 
00-05 Hour/T1 
Water and Space 
Heating Method- 
Electric or Non-electric 






18-21 Hour/T6 Number of Electrical 




The obtained results for New Zealand are completely different from Bangladesh. For 
example, the dominance of electric hot water heating in New Zealand contrasted with the 
complete absence of space or water heating in Bangladesh; this is due to the geographical 
location of Bangladesh with a hot and humid weather year-round (except a mild winter 
season). In addition, use of air conditioners (for cooling) do not have widespread use in 
the residential sector of Bangladesh due to the economic conditions of the households, 
that is, every household is not capable of buying an air conditioner. 
On the other hand, ‘number of electrical appliances’ was found to be the dominant factor 
in Bangladeshi houses across the day. Result suggests that if a household has an 
appliance, most often this is one of the appliances that is for regular use (e.g., rice cooker). 
Whereas, in developed countries like New Zealand, there are many appliances just for 
occasional use. In addition, efficiency of the appliances in Bangladeshi houses are lower 
than the standard average. Unlike New Zealand24, there is no mandatory policy (except 
                                                 
24 http://www.legislation.govt.nz/act/public/2000/0014/latest/DLM54948.html 
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some voluntary) in relation to efficiency measure of the electrical appliances at the 
moment in Bangladesh. Moreover, the type and use of electrical appliances varies 
depending on the cultural factor such as the use of rice cooker in Bangladeshi houses, 
which is different from New Zealand due to the cooking habits of the people. 
Therefore, this is an indication that if TSRA is applied to any other country with 
nationally representative data set that would reveal a different set of dominant factors 
depending on their cultural, socio-economic and geographical characteristics. 
9.5 Limitations and future research 
There are some limitations associated with the analyses, predominantly due to the lack 
of required data availability for the analysis. 
9.5.1 Time-varying carbon intensity analysis 
Although renewable generations such as wind, solar, hydro are considered as GHG 
emission free in the analysis, there are life cycle emissions associated with these sources, 
as there are with fossil fuelled plants. For example, onshore wind has life cycle GHG 
emission range of 1.7-81 gCO2-e/kWh, hydro has a range of 2-60 gCO2-e/kWh [138]. 
Many other studies have also found considerable amount of GHG emissions from 
renewable sources [84,463,464]. However, time-varying carbon intensity analysis did not 
take into account the time-varying indirect emissions from renewable sources, due to the 
unavailability of the proper emission factors and conversion efficiencies of the associated 
technologies. This could be an area for future research. Another potential future research 
could be looking at marginal emissions from the electricity sector using time-varying 
carbon intensity analysis approach. 
Furthermore, there is an emission (CO2) range of 10-400 gCO2/kWh from geothermal 
power plants in New Zealand [465]. Current GHG accounting methods in New Zealand 
use a different process in order to allocate emissions to a particular sector of the economy 
(e.g., geothermal emission was considered as fugitive emission), and this study is New 
Zealand wide, thus, it was not included in the calculation and geothermal was considered 
as renewable generation source in the analysis. Thus, future research could apply this 
time-varying carbon intensity analysis approach in accounting for the GHG emissions 
from the geothermal power plants.  
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Moreover, average power plant conversion efficiencies were considered for different 
conversion technologies from the literature for the analysis, as plant specific efficiency 
data was not available. Therefore, future research could explore the variations in carbon 
intensity due to power plant efficiency change in New Zealand. 
On the other hand, country specific GHG inventory was not available for Bangladesh, 
therefore, emission factors that were used to calculate generation emission factor were 
considered from IPCC [150]. 
It is important to note that temporal carbon intensity analysis could be applied to a longer 
periods (e.g., continuous period of 5 years or more), however, there are some factors that 
need to be taken into account: the use of a fixed generation emission factor would not be 
accurate because country-specific emission factors (which can be found in national GHG 
inventory report) and power plants’ efficiency vary from one year to the next. The former 
could change because of the different types of fossil fuels (e.g., imported or domestic), 
their net calorific values, carbon contents, and carbon oxidation factors. The latter change 
might occur due to aging or technology upgradation of the power plants.  
 
9.5.2 Time-segmented regression analysis 
9.5.2.1 Limitations with New Zealand data 
The sample size for New Zealand was relatively small (i.e., 22 households), and for the 
spring, summer and autumn seasons the final analysis was conducted for 17, 15, and 15 
households only, respectively. Moreover, as this data was secondary, it was not possible 
to find the participant household selection criteria for the survey, nor the response rate of 
the online survey from the participants. Times of occupancy at houses was not included. 
In addition, the analysis was carried out for 4 seasons, with data available for 1 month 
per season, and averaged to one day per month. Thus, there is likely to be a smoothing 
effect on the use of the appliances, which was unavoidable due to given data limitation. 
If a larger sample size can be ensured with longer period data availability (several years), 
the day segmentation could be done as hourly instead of three-hour period; consequently, 
this would be able to remove the smoothing effect from the analysis. 
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The main limitation of the New Zealand data is its very small sample size, which is not 
ideal for regression analysis [466]. For example, as a minimum, two subjects per variable 
is required for any linear regression analysis [467], thus, at least 34 (17 variables x 2) 
subjects or households were required for complete validation of the results obtained from 
this analysis. Wilson et al. (2007) recommended as a rule of thumb, 50 cases would be a 
reasonable sample size for regression analysis with some other conditions [468]. 
Furthermore, Harris (2001) suggested that the number of cases should exceed the number 
of independent variables by at least 50 [469]. Overall, it is clear that the larger the sample 
size is, the more valuable the results will be.  
At the same time, similar situation like this analysis was also observed in the literature, 
in which 62 cases were used for a total number of 59 predictor variables for residential 
electricity consumption analysis [296]. Although the sample size for New Zealand is very 
small and results in some regression model validity issues, this test has been conducted 
predominantly to check the applicability (e.g., how to apply) and usefulness of the 
proposed TSRA method for a real time data set. Therefore, it is an illustration of the 
methodology rather than making strong claims about the results. Hence, the results 
obtained from this analysis is not sound for policy making for a number of reasons: 
 
• It is neither regionally nor nationally representative. 
• With a large sample size TSRA might reveal some other dominant factors. 
• Applying this TSRA to a nationally representative sample, a nonsignificant factor 
of this analysis might turn out as a significant factor.  
In addition, the obtained results should not be used explicitly to reach a decision related 
to any significant investment towards demand-side management. 
The most definite solution to this problem is to use a large sample size, which was not 
possible to gather due to time constraint of the project. The initial plan was to conduct in 
person surveys for both countries (New Zealand and Bangladesh). As real time household 
data collection (smart meter data and in person survey data) is not only difficult but also 
time consuming to gather, it was not possible to collect data in New Zealand due to the 
PhD time limit. But it is good to check the applicability of the developed method and its 
usefulness with a real data set (as Bangladesh electricity data is estimated). Thus, in this 
analysis available real time secondary data (collected from another project) was used.  
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Other solutions to this problem might be separate regression analyses for different types 
of factors for example, separate regression analysis for building factors, socio-
demographic factors, and appliance factors [470]. This could be a potential future 
research. 
9.5.2.2 Limitations with Bangladesh data 
Notwithstanding that the dominant factors from houses were identified using TSRA, 
reasons behind the level of electricity consumption variations at houses due to change in 
the dominant factors is beyond the scope of this study. However, possible reasons might 
be the level of occupancy at houses along with their energy-use behaviour at different 
time segments of the day; which requires further studies to explore. The main limitation 
is that the analysis was conducted based on estimated electricity consumption profile for 
each of the households due to the unavailability of smart meters at the residences. In 
addition, there are some other limitations such as appliance specific power demand was 
considered as constant for all houses for the demand profile estimation, exact operation 
cycles and power consumption were not taken into account. Taken together, all these 
issues cause inter- and intra-day variations in demand within and between houses, which 
were not considered in the analysis. Thus, using smart meter data in future along with 
TSRA would provide more accurate results.  
Although regional household demand profile varies significantly from one region to 
other, regional impact of the household factors was not conducted in this study due to 
small sample size and diversity in sub-categories per region. Therefore, future studies 
need to involve regional as well as national profile analysis with a representative sample 
size (i.e., regional and national). 
In brief, the obtained results should not be used as sound policy making rather could be 
used as a guideline: (i) how TSRA method can be applied to a dataset, and (ii) how the 
obtained results need to be interpreted towards related policymaking, if these were 
representative of New Zealand or Bangladesh households. 
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9.5.2.3 Possibility of generating false positive results 
Although the TSRA was tested by applying it on a limited dataset to check its 
applicability rather than intending to make a strong claim on the results, there are still 
some potential uncertainties about the results. Considering the data limitations and the 
choice of the backward elimination regression as a method of analysis for TSRA, there 
is a possibility of generating false positive results [432,471,472]. This possibility 
predominantly arises from the statistical procedure followed [473,474], and the analyst’s 
‘degrees of freedom’ [471]. Thus, misinterpretation of different parameters such as p-
values or confidence intervals might have occurred [475]. 
In line with Simmons et al., (2011), the potential issues related to false positive results 
are elaborated as follows [471]:  
(i) Sample size: In both cases (New Zealand and Bangladesh), the sample sizes were 
small. These issues were unavoidable due to time constraints. Hence, this small 
sample size might result in false positive findings, in particular, for New Zealand. 
(ii) Statistical conditions and obtained results: All statistical conditions and valid 
model results are reported and included in the thesis. However, due to the 
limitations of the chosen approach (i.e., Backward Elimination), there is a chance 
of generating false positive results. For instance, statistical significance levels 
shown in backward stepwise regression output might be inflated, resulting in 
inflated chances for a false positive (Type I errors) [442,472,476]. In addition, 
the number of independent variables were equal and lower than the sample size 
for spring, summer, and autumn seasons for New Zealand, thus, there is a 
possibility that the backward elimination method might have identified an 
incorrect model; consequently, this would produce false positive results [427]. 
A possible solution to these problems as proposed by Olejnik et al., (2000) would be 
the selection of  predictor variables by using theory and professional judgement with 
a sufficiently large sample size [427]. This was not possible for this research due to 
time limitations, but could be potential future work. 
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9.6 Conclusion 
Temporal analysis of both supply and demand is able to explore the nature of the link 
between household factors that lead to peak demand and GHG emissions. By considering 
both aspects it is possible to develop DSM options that result in the largest environmental 
benefits. Although the developed methods were able to explain the links at the supply 
side through TVCIA and at the demand side through TSRA, this is important to note that 
this is an illustration of the methodological application, particularly for TSRA rather 
putting emphasis on the results for both countries predominantly due to small sample size 




10 CHAPTER TEN: CONCLUSION 
10.1 Electricity peaks 
Globally, peaks in electricity demand are a policy concern as they are associated with a 
system’s infrastructure cost, reliability, efficiency, security of supply, affordability, and 
negative environmental impact of electricity generation from fossil fuels. Of these, a 
system’s infrastructure cost is the one which currently has a direct impact on electricity 
price that is paid by customers. To meet peak electricity demand many countries use less 
efficient ‘peaker’ plants which are fossil fuelled and thus produce greater GHG emissions 
during operation. However, the links between peaks in demand and peak time GHG 
emissions have not been well investigated in the literature. Therefore, a new temporal 
analysis called ‘time-varying carbon intensity analysis’ has been developed in this 
research to explore this link. This method has been employed to answer the research 
question: what can temporal analysis tell us about the link between peak demand and 
peak time GHG emissions. This method has been applied to New Zealand and 
Bangladesh electricity generation systems due to their different contrasting features.  
One proposed solution to the electrical peak demand problem is demand-side 
management, in particular, at residences; as residential demands are volatile and most 
unpredictable compared to industrial and commercial demands and are often responsible 
for network peaks in demand [174,175]. Thus, DSM at residences could be an effective 
option to reduce peaks, which in turn could reduce peak time GHG emissions, if peaks 
are more carbon intensive. Studies to date tended to focus on identifying the overall 
household factors that are responsible for total residential electricity demand such as 
household income, physical characteristics of house, age of the house, number of 
occupants, daily practices, appliances; and it is difficult to design policy to address all of 
these factors. Hence, current DSM strategies are often a relatively blunt instrument. 
Given the variability in demand patterns within and between households, the 
effectiveness of DSM could be improved by more granular knowledge of what 
combinations of factors make the greatest contribution to peak demand. This could 
support a more targeted approach towards the most influential factors driving peak 
demand. To address this issue this research developed a temporal analysis called ‘time-
segmented regression analysis’ to identify the dominating household factors that are 
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most influential on daily electrical energy-use profiles in the residences, including 
demand during peak hours. This method was employed to answer the research question: 
how can temporal analysis help to identify the dominating factors that influence daily 
electrical energy-use patterns in households.  Targeting only these dominating factors at 
houses would enable more effective DSM approaches to reducing peaks in demand as 
well as GHG emissions. 
Overall, the developed temporal methodologies were able to characterize the peaks in 
demand in relation to GHG emissions at the electricity supply side and revealed targeted 
demand-side management opportunities at the demand side (e.g., at houses). Thus, these 
temporal methodologies achieved the overarching aim of this thesis.  
10.2 Key findings and recommendations 
Employing the developed methodologies to the datasets of New Zealand and Bangladesh 
revealed some interesting results and indicates related policy implications (keeping the 
limitations in mind as mentioned in Chapter 9).  
10.2.1 Time-varying carbon intensity analysis (TVCIA) 
In New Zealand, greenhouse gas emissions from electricity generation predominantly 
arise from generation for base demand and intermediate demand, not from generation at 
times of peak demand, except in dry years (e.g., 2012). Peak demand was mainly met by 
hydro during almost all of 2015, apart from a short period of low hydro storage. These 
findings raise questions about whether the system is optimally designed or maintained to 
ensure best use of generation mix to keep GHGs to a minimum, especially as the system 
moves to supply increased demand from variable renewables and approaches 100% 
renewable. 
This analysis shows that the carbon intensity of generation can vary greatly over short 
timeframes, suggesting not only that the mix of generation types is highly variable, but 
also that periods of very low carbon intensity are technically feasible. For instance, 
minimum daily average carbon intensity of 40 gCO2-e/kWh was found in May 2015. The 
results show a small daily variation in the carbon intensity of less than +/-10% and a large 
seasonal variation of up to +/- 40%, while demand varied daily by +/-30% and seasonally 
by +/-10%. Seasonal variations in carbon intensity are due to seasonal variations in hydro 
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reservoir inflows that have a storage capacity of only 6-10 weeks. The results also show 
that although winter has the highest demand, autumn has the greatest total carbon 
emissions and carbon intensity. For the all three years studied, autumn daily average 
carbon intensities were found as 48%, 56%, and 34% higher than the winter daily average 
carbon intensities for 2013, 2014, and 2015, respectively. 
Further investigation of the operating regime of different types of generation to produce 
these carbon intensity variations raised a number of important policy considerations. The 
analysis indicates that New Zealand's electricity system is being operated in a sub-
optimal manner from a GHG minimisation perspective. Coal and gas were shown to only 
have weak correlation with demand and in addition to being used during the season where 
there was insufficient hydro storage, are also largely used to support base demand. To 
minimise carbon intensity across all timeframes may require a different market 
arrangement. Implementation of a capacity market structure is one method of ensuring 
that thermal generators receive payments to keep generation capacity available but 
minimize generation time. Alternatively, given the daily to weekly storage role of hydro 
there is the opportunity for a far greater proportion of wind in New Zealand's electricity 
system, especially from sites with complementary seasonal variation. Biomass from 
sustainable forestry could also play in on-demand electricity role if required. The findings 
also strongly suggest that time-varying carbon intensity rather than a yearly average 
should be used as a basis for both real-time response to carbon emissions via demand 
management and also as a basis for long term decision making about the future generation 
mix.  
The application of this time-varying carbon intensity approach to the electricity system 
of Bangladesh explored a number of crucial findings in relation to GHG emissions. For 
instance, the peak demand hours in Bangladesh were found to be carbon-intensive, thus, 
demand-side management could be a potential option towards peak-time GHG emissions 
reduction. On the other hand, integration of renewable generations in the generation fleet 
would also be a high-priority option towards carbon cuts in the electricity sector. Simple 
simulation result shows that if day time (9AM-4PM) generations of 500MW from oil 
fired plants can be replaced by solar generations, it would reduce carbon intensity by 10 
gCO2-e/kWh for that time period. Another important finding concerned power plants’ 
efficiencies, which are lower than the standard average of the respective generation 
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technologies nowadays. Hence, improvement of the efficiencies of the power plants 
would be one of the critical measures to mitigate GHG emissions from the electricity 
sector. For example, the simulation showed that if the power plant efficiencies of gas, 
oil, and coal can be improved up to present available standard, that is, 46%, 40%, and 
38%, respectively; the median carbon intensity range could be reduced from 660-685 
gCO2-e/kWh to 460-520 gCO2-e/kWh. 
Overall, the time-varying carbon intensity analysis reveals a number of significant policy 
implications for the country’s electricity sector to reduce GHG emissions. Although the 
obtained results are specific to New Zealand and Bangladesh, the importance of 
quantifying time-varying carbon intensities instead of just yearly averages is relevant to 
other countries wanting to optimize their GHG emissions, especially as the proportion of 
renewables, with their associated characteristic variability, increases. For instance, time-
varying carbon price might not be applicable to the developing world at present; however, 
future policy-making should consider this matter for both developed and developing 
nations in ensuring a global low-carbon future.  
10.2.2 Time-segmented regression analysis (TSRA) 
Applying this TSRA methodology to a limited New Zealand dataset: (i) demonstrated 
segregation of households based on their daily demand profile and (ii) identified a small 
number of factors that characterized these profiles. This included identifying the 
households and factors that contributed the most to peak demand. This method therefore 
provides a simple method of determining which houses and what factors to target in DSM 
programmes aimed at either permanently reducing peaks or temporary demand response. 
The analysis revealed that appliance-focused (e.g., heating systems) and household-
characteristic targeted DSM programmes would be more effective in reducing household 
demands during peak hours at New Zealand houses. 
On the other hand, TSRA applied to Bangladesh dataset revealed that the factors that 
dominate on household electricity consumption are number of electrical appliances and 
occupants at houses. Therefore, to make DSM more effective, initiatives such as 
efficiency improvement of the electrical home appliances along with energy efficiency 
knowledge development of the householder could potentially reduce demand during peak 
hours at Bangladeshi houses. It was found that about 48% of the surveyed households’ 
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head did not know about the energy efficient home appliances. Furthermore, study 
suggests that peak time energy saving behaviour could save energy between 15.7% and 
21.7% [477]. Therefore, occupant targeted peak hour energy saving at houses would also 
be a potential option towards peak time demand reduction at residences.  
In summary, TSRA was able to identify the dominating household factors that dictate 
daily electricity energy-use pattern in the residences. Furthermore, TSRA was capable in 
identifying the key factors that giving rise to residential peak demand. For instance, 
TSRA applied to New Zealand and Bangladesh identified the key factors at residences 
that contribute predominantly to the peaks than others: space and water heating method 
in New Zealand households and number of electrical appliances and number of occupants 
in Bangladesh households. However, these findings are not appropriate for sound policy 
making due to the limitations as mentioned in Chapter 9, that is, small sample size for 
New Zealand and estimated electricity demand profile for Bangladesh. 
10.3 Novelty of the work 
Overall, time-varying carbon intensity analysis is able to provide detail insights into the 
emissions from electricity generation sector at different time scales (e.g., half-hourly, 
daily, seasonal) with different level of demand (including peak demand) for the entire 
system; which is important, as the future electricity systems will need to cope with more 
intermittent renewable generations to achieve low-carbon solutions. Other available 
analytical approaches such as average carbon intensity and marginal carbon intensity are 
not suitable for this kind of analysis, and marginal carbon intensity accounts only for 
temporal variability at the margin of the electricity generation system. Being novel work, 
four peer reviewed journal and one IEEE conference publications have been produced 
from this section of the thesis [9,166,183,478,479].  
On the other hand, time-segmented regression analysis investigates the household factors 
at different time periods (including peak demand hours) across the day that dictate the 
household electricity demand and thus supports demand-side management being targeted 
at dominating household factors within particular time periods (e.g., peak demand hours).  
Other approaches identified in the literature are less able of identifying household factors 
at different time-periods of the day and therefore, not useful for targeted DSM strategies. 
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As a proof of novel work, so far, one peer reviewed journal article and one IEEE 
conference publication have been published from this section of the thesis  [480,481]. 
The temporal methods of analysis developed in this thesis are new contributions in this 
field. As well as their individual contributions, if these two generic methods of analysis 
- one at the demand side (i.e., TSRA) and the other at the supply side (i.e., TVCIA) - can 
be applied together, this can reveal what time periods are problematic from a GHG 
emissions perspective, and what factors to target on the demand side to reduce these 
emissions. Being able to investigate peak issues from both demand and supply 
perspectives is an additional contribution to a field where demand and supply are usually 
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12.1 Appendix-A1: Seasonal marginal generation for New Zealand 
 
 








Figure A3. Seasonal marginal generation from coal for New Zealand in 2015.  
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12.3 Appendix-A3: Sample survey questions for New Zealand 
Sample survey questions (not a complete list) for New Zealand: 
1) What type of dwelling do you live in?  
2) When was your house built? 
3) What are the external walls of your house constructed from? 
4) How many rooms does your dwelling have and which do you heat regularly?  
5) Do you rent or own the dwelling you live in? 
6) Can you apply a temperature setting to your main living area (e.g. with a 
thermostat for heat pump or central heating)? 
7) What temperature do you set your main living area at in degrees Celsius? 
8) What is your main method of space heating? 
9) What times during the day do you typically have heating on in your house?  
10) Which method do you use for heating your water cylinder- electric/other?  
11) Has your cylinder been fitted with any extra insulation wrapping? (For example, 
a woollen or fibreglass wrap). 
12) What are the major household appliances you own and use? 
13) What is your household’s approximate monthly electricity bill in the summer?  
14) What is your household’s approximate monthly electricity bill in the winter?  
15) What is your approximate combined household income before tax?  
16) How many people live in your household? 
17) About you and your household members: Gender, age, employment status, 
highest educational qualification. 
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12.4 Appendix-A4: Supplementary information 
Table A1. Average wattage information for different electrical appliances used in the study. 
Appliances Watt (Input) 
TV-Old CRT 110 (M), 200 (B) 
TV-LCD, LED 50 (LCD-M), 120 (LCD-B), 40 (LED-M), 
80 (LED-B) 
Refrigerator 140 (M), 200 (B) 
Separate deep fridge 85 
Rice cooker 700 (S), 800 (M), 1000 (B) 
Curry cooker 900 (Average) 
Laptop 60 (Average) 
Desktop 110 
Air conditioner 1270 (1 ton), 1650 (1.5 ton), 2460 (2 ton) 
Electric cooker (electric hobs) 1000 (Average) 
Room heater 750 
Water heater/geyser 1000/1500/2000 
Light 15 (CFL), 60 (Conventional), 40 (Tube) 
Fan 75 (Ceiling), 60 (Stand) 
Cell phone 5 
Water pump 746 (S), 1118 (M), 1500 (B) 
Instant Power Supply (IPS) Unit 
with battery (550 VA) 
400 (Average) 




Table A2. Fuel-specific emission factors for New Zealand (Source: [30], [147]) 
Fuel Type kt CO2/PJ Fuel-specific  
Emission Factor 
(kg CO2/kWh) 
Natural Gas (National weighted average) 53.24 0.416 
Diesel 69.57 0.626 
Coal (Sub-bituminous) 92.00 0.871 
 
Table A3. Fuel-specific emission factors for Bangladesh (Source: [150])  
Fuel Type kg CO2/TJ Fuel-specific 
Emission Factor 
(kg CO2/kWh) 
Natural Gas 56100 0.202 
Oil 77400 0.279 
Coal (Sub-bituminous)  96100 0.346 
 
Unit Conversion: 
1 PJ = 1000 TJ 


































Interview questions associated with the binary variables used in the analysis for 
Bangladesh: 
1. Do you try to save electrical energy at home?  If yes, how do you do that? Could 
you please give an example? 
2. Do you switch off the TV from the switch board after watching or just do power 
off using remote controller? 
3. Do you switch off the lights and fans in an unoccupied room?  
4. Have you heard about energy efficient electrical appliances, for example, energy 
star rated appliances? 
5. If you need to buy any new electrical appliances, and the energy efficient (e.g. 
energy star rated) appliances cost more than conventional one, will you purchase 
the energy efficient appliances? If yes, why? 
6. Which of the following statements best describes your overall attitude to 
electrical energy use? 
(i) I am happy with my current level of consumption, but would like to use it 
more efficiently 
(ii) I would like to reduce my energy consumption to save money and to help 
conserve the environment 
(iii) I would like to reduce my energy consumption to save money 
(iv) I would like to use more electricity 
7. Do you own the house? 
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Figure A6. Average daily, monthly and yearly carbon intensities for the year of 2015 for (A) 






Figure A7. Electricity demand versus carbon intensity for (A) New Zealand and (B) 




Figure A8. Load duration curve of New Zealand electricity generation system for the year of 
2015. 
 






12.7 Appendix-A7: Demand profile estimation for Bangladesh 















12.8 Appendix-A8: Statistical (TSRA) test results for New Zealand 
Note: 
(1) For winter season the dependent variable ‘Daily Avg Consumption (00 hr to 05 
hr)’ represents consumption at T1 segment, ‘Daily Avg Consumption (05 hr to 
09 hr)’ represents consumption at T2 segment and so on. 
(2) For spring season ‘SprC2’ represents consumption at T2 segment, ‘SprC3’ 
represents consumption at T3 segment and so on. ‘WHM’ represents Water 
Heating Method. 
(3) For summer season ‘SumC1’ represents consumption at T1 segment, ‘SumC2’ 
represents consumption at T2 segment and so on. ‘WHM’ represents Water 
Heating Method. 
(4) For autumn season ‘AutC1’ represents consumption at T1 segment, ‘AutC2’ 






Winter (sample size: 20) 
For T1: 00:00-05:00 Hr 
Model Summaryb 
Model R R Square 
Adjusted R 
Square 
Std. Error of 
the Estimate 
1 .545a 0.297 0.258 1.61569 
a. Predictors: (Constant), Space Heating Method-Electric/Non-Electric 
b. Dependent Variable: Daily Avg Consumption (00 hr to 05 hr) 
 
ANOVAa 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 19.840 1 19.840 7.600 .013b 
Residual 46.988 18 2.610     
Total 66.828 19       
a. Dependent Variable: Daily Avg Consumption (00 hr to 05 hr) 










Interval for B 
Collinearity 
Statistics 




Bound Tolerance VIF 





1.992 0.723 0.545 2.757 0.013 0.474 3.510 1.00 1.00 







1 Correlations Space Heating Method-
Electric/Non-Electric 
1.000 
Covariances Space Heating Method-
Electric/Non-Electric 
0.522 









1 1 1.707 1.000 0.15 0.15 
2 0.293 2.414 0.85 0.85 
a. Dependent Variable: Daily Avg Consumption (00 hr to 05 hr) 
 
Residuals Statisticsa 
  Minimum Maximum Mean Std. Deviation N 
Predicted Value 1.5870 3.5790 2.5830 1.02187 20 
Residual -2.34900 4.29100 0.00000 1.57260 20 
Std. Predicted Value -0.975 0.975 0.000 1.000 20 
Std. Residual -1.454 2.656 0.000 0.973 20 




Tests of Normality 
Space Heating Method-Electric/Non-Electric 
Shapiro-Wilk 
Statistic df Sig. 
Daily Avg Consumption 
(00 hr to 05 hr) 
0 0.906 10 0.257 




For T2: 05:00-09:00 Hr 
Model Summaryb 
Model R R Square Adjusted R Square Std. Error of the Estimate 
1 .658a 0.433 0.367 1.61752 
a. Predictors: (Constant), Water Heating Method-Electric/Non-Electric, Space Heating Method-Electric/Non-Electric 







Square F Sig. 
1 Regression 34.034 2 17.017 6.504 .008b 
Residual 44.479 17 2.616     
Total 78.512 19       
a. Dependent Variable: Daily Avg Consumption (05 hr to 09 hr) 






















Bound Tolerance VIF 










1.914 0.763 0.461 2.511 0.022 0.306 3.523 0.989 1.011 


































1 1 2.366 1.000 0.04 0.06 0.05 
2 0.482 2.215 0.01 0.63 0.27 
3 0.152 3.950 0.95 0.31 0.68 




  Minimum Maximum Mean Std. Deviation N 
Predicted Value 2.4889 6.4678 4.7655 1.33837 20 
Residual -2.31778 3.30222 0.00000 1.53002 20 
Std. Predicted Value -1.701 1.272 0.000 1.000 20 
Std. Residual -1.433 2.042 0.000 0.946 20 
a. Dependent Variable: Daily Avg Consumption (05 hr to 09 hr) 
 
Tests of Normality 
Space Heating Method-Electric/Non-Electric 
Shapiro-Wilk 
Statistic df Sig. 
Daily Avg Consumption 
(05 hr to 09 hr) 
0 0.948 10 0.644 
1 0.916 10 0.326 
 
Tests of Normality 
Water Heating Method-Electric/Non-Electric 
Shapiro-Wilk 
Statistic df Sig. 
Daily Avg Consumption 
(05 hr to 09 hr) 
0 0.959 7 0.808 
1 0.922 13 0.264 
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For T3: 09:00-12:00 Hr 
Model Summaryb 
Model R R Square Adjusted R Square Std. Error of the Estimate 
1 .572a 0.328 0.290 1.00184 
a. Predictors: (Constant), Water Heating Method-Electric/Non-Electric 
b. Dependent Variable: Daily Avg Consumption (09 hr to 12 hr) 
 
ANOVAa 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 8.808 1 8.808 8.775 .008b 
Residual 18.066 18 1.004     
Total 26.874 19       
a. Dependent Variable: Daily Avg Consumption (09 hr to 12 hr) 











Interval for B 
Collinearity 
Statistics 




Bound Tolerance VIF 






1.391 0.470 0.572 2.962 0.008 0.405 2.378 1.000 1.000 






1 Correlations Water Heating Method-Electric/Non-Electric 1.000 
Covariances Water Heating Method-Electric/Non-Electric 0.221 









1 1 1.806 1.000 0.10 0.10 
2 0.194 3.053 0.90 0.90 
a. Dependent Variable: Daily Avg Consumption (09 hr to 12 hr) 
 
Residuals Statisticsa 
  Minimum Maximum Mean Std. Deviation N 
Predicted Value 1.3071 2.6985 2.2115 0.68086 20 
Residual -1.55846 1.81154 0.00000 0.97512 20 
Std. Predicted Value -1.328 0.715 0.000 1.000 20 
Std. Residual -1.556 1.808 0.000 0.973 20 




Tests of Normality 
Water Heating Method-Electric/Non-Electric 
Shapiro-Wilk 
Statistic df Sig. 
Daily Avg Consumption 
(09 hr to 12 hr) 
0 0.719 7 0.006 
1 0.930 13 0.342 
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For T4: 12:00-15:00 Hr 
Model Summaryb 
Model R R Square Adjusted R Square Std. Error of the Estimate 
1 .480a 0.231 0.188 0.86538 
a. Predictors: (Constant), Water Heating Method-Electric/Non-Electric 
b. Dependent Variable: Daily Avg Consumption (12 hr to 15 hr) 
 
ANOVAa 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 4.039 1 4.039 5.394 .032b 
Residual 13.480 18 0.749     
Total 17.519 19       
a. Dependent Variable: Daily Avg Consumption (12 hr to 15 hr) 












Interval for B 
Collinearity 
Statistics 




Bound Tolerance VIF 
1 (Constant) 1.259 0.327   3.84
8 





0.942 0.406 0.480 2.32
2 
0.032 0.090 1.795 1.000 1.00
0 






1 Correlations Water Heating Method-Electric/Non-Electric 1.000 
Covariances Water Heating Method-Electric/Non-Electric 0.165 




Model Eigenvalue Condition Index 
Variance Proportions 
(Constant) Water Heating Method-Electric/Non-Electric 
1 1 1.806 1.000 0.10 0.10 
2 0.194 3.053 0.90 0.90 
a. Dependent Variable: Daily Avg Consumption (12 hr to 15 hr) 
 
Residuals Statisticsa 
  Minimum Maximum Mean Std. Deviation N 
Predicted Value 1.2586 2.2008 1.8710 0.46107 20 
Residual -1.38077 1.76923 0.00000 0.84230 20 
Std. Predicted Value -1.328 0.715 0.000 1.000 20 
Std. Residual -1.596 2.044 0.000 0.973 20 




Tests of Normality 
Water Heating Method-Electric/Non-Electric 
Shapiro-Wilk 
Statistic df Sig. 
Daily Avg Consumption 
(12 hr to 15 hr) 
0 0.982 7 0.968 




For T5: 15:00-18:00 Hr 
Model Summaryb 
Model R R Square Adjusted R Square Std. Error of the Estimate 
1 .704a 0.496 0.437 1.06885 
a. Predictors: (Constant), Space Heating Method-Electric/Non-Electric, Water Heating Method-Electric/Non-Electric 
b. Dependent Variable: Daily Avg Consumption (15 hr to 18 hr) 
ANOVAa 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 19.101 2 9.550 8.360 .003b 
Residual 19.422 17 1.142     
Total 38.522 19       
a. Dependent Variable: Daily Avg Consumption (15 hr to 18 hr) 












Interval for B 
Collinearity 
Statistics 




Bound Tolerance VIF 










1.774 0.481 0.639 3.690 0.002 0.760 2.788 0.989 1.011 

































1 1 2.366 1.000 0.04 0.05 0.06 
2 0.482 2.215 0.01 0.27 0.63 
3 0.152 3.950 0.95 0.68 0.31 
a. Dependent Variable: Daily Avg Consumption (15 hr to 18 hr) 
 
Residuals Statisticsa 
  Minimum Maximum Mean Std. Deviation N 
Predicted Value 1.4379 4.2889 3.0250 1.00265 20 
Residual -1.53520 2.18107 0.00000 1.01103 20 
Std. Predicted Value -1.583 1.261 0.000 1.000 20 
Std. Residual -1.436 2.041 0.000 0.946 20 
a. Dependent Variable: Daily Avg Consumption (15 hr to 18 hr) 
 
Tests of Normality 
Water Heating Method-Electric/Non-Electric 
Shapiro-Wilk 
Statistic df Sig. 
Daily Avg Consumption 
(15 hr to 18 hr) 
0 0.920 7 0.468 
1 0.961 13 0.774 
 
 
Tests of Normality 
Space Heating Method-Electric/Non-Electric 
Shapiro-Wilk 
Statistic df Sig. 
Daily Avg Consumption 
(15 hr to 18 hr) 
0 0.885 10 0.147 




For T6: 18:00-21:00 Hr 
Model Summaryb 
Model R R Square Adjusted R Square Std. Error of the Estimate 
1 .801a 0.641 0.599 1.30775 
a. Predictors: (Constant), Space Heating Method-Electric/Non-Electric, Water Heating Method-Electric/Non-Electric 
b. Dependent Variable: Daily Avg Consumption (18 hr to 21 hr) 
 
ANOVAa 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 51.981 2 25.990 15.197 .000b 
Residual 29.074 17 1.710     
Total 81.055 19       
a. Dependent Variable: Daily Avg Consumption (18 hr to 21 hr) 




















Bound Tolerance VIF 












2.862 0.588 0.711 4.867 0.000 1.621 4.103 0.989 1.011 



































1 1 2.366 1.000 0.04 0.05 0.06 
2 0.482 2.215 0.01 0.27 0.63 
3 0.152 3.950 0.95 0.68 0.31 




  Minimum Maximum Mean Std. Deviation N 
Predicted Value 1.6944 6.4589 4.3620 1.65404 20 
Residual -2.03667 2.33333 0.00000 1.23701 20 
Std. Predicted Value -1.613 1.268 0.000 1.000 20 
Std. Residual -1.557 1.784 0.000 0.946 20 
a. Dependent Variable: Daily Avg Consumption (18 hr to 21 hr) 
 
 
Tests of Normality 
Water Heating Method-Electric/Non-Electric 
Shapiro-Wilk 
Statistic df Sig. 
Daily Avg Consumption 
(18 hr to 21 hr) 
0 0.903 7 0.350 
1 0.941 13 0.473 
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Tests of Normality 
Space Heating Method-Electric/Non-Electric 
Shapiro-Wilk 
Statistic df Sig. 
Daily Avg Consumption 
(18 hr to 21 hr) 
0 0.886 10 0.154 





For T7: 21:00-24:00 Hr 
Model Summaryb 
Model R R Square Adjusted R Square 
Std. Error of the 
Estimate 
1 .643a 0.413 0.344 1.15282 
a. Predictors: (Constant), Space Heating Method-Electric/Non-Electric, Water Heating Method-Electric/Non-Electric 
b. Dependent Variable: Daily Avg Consumption (21 hr to 24 hr) 
 
ANOVAa 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 15.912 2 7.956 5.986 .011b 
Residual 22.593 17 1.329     
Total 38.504 19       
a. Dependent Variable: Daily Avg Consumption (21 hr to 24 hr) 






















Bound Tolerance VIF 










1.446 0.518 0.521 2.790 0.013 0.353 2.540 0.989 1.011 





































1 1 2.366 1.000 0.04 0.05 0.06 
2 0.482 2.215 0.01 0.27 0.63 
3 0.152 3.950 0.95 0.68 0.31 




  Minimum Maximum Mean Std. Deviation N 
Predicted Value 1.0206 3.7320 2.5660 0.91513 20 
Residual -1.58196 2.89804 0.00000 1.09045 20 
Std. Predicted Value -1.689 1.274 0.000 1.000 20 
Std. Residual -1.372 2.514 0.000 0.946 20 








Tests of Normality 
Water Heating Method-Electric/Non-Electric 
Shapiro-Wilk 
Statistic df Sig. 
Daily Avg Consumption 
(21 hr to 24 hr) 
0 0.923 7 0.492 
1 0.902 13 0.140 
 
 
Tests of Normality 
Space Heating Method-Electric/Non-Electric 
Shapiro-Wilk 
Statistic df Sig. 
Daily Avg Consumption 
(21 hr to 24 hr) 
0 0.818 10 0.024 




Spring (sample size: 17) 
 
For T1: 00:00-05:00 Hr 
No valid model was found. 
 
For T2: 05:00-09:00 Hr 
Model Summaryb 
Model R R Square Adjusted R Square Std. Error of the Estimate 
1 .522a 0.272 0.224 1.64519 
a. Predictors: (Constant), WHM 
b. Dependent Variable: SprC2 
 
ANOVAa  
Model Sum of Squares df Mean Square F Sig. 
1 Regression 15.202 1 15.202 5.617 .032b 
Residual 40.600 15 2.707     
Total 55.802 16       
a. Dependent Variable: SprC2 




















Bound Tolerance VIF 
1 (Constant) 2.118 0.736   2.878 0.01
1 
0.550 3.686     
WHM 2.075 0.876 0.522 2.370 0.03
2 
0.209 3.942 1.000 1.00
0 




1 Correlations WHM 1.000 
Covariances WHM 0.767 




Model Eigenvalue Condition Index 
Variance Proportions 
(Constant) WHM 
1 1 1.840 1.000 0.08 0.08 
2 0.160 3.393 0.92 0.92 
a. Dependent Variable: SprC2 
 
Residuals Statisticsa 
  Minimum Maximum Mean Std. Deviation N 
Predicted Value 2.1178 4.1932 3.5828 0.97475 17 
Residual -1.87594 3.83496 0.00000 1.59294 17 
Std. Predicted Value -1.503 0.626 0.000 1.000 17 
Std. Residual -1.140 2.331 0.000 0.968 17 




Tests of Normality 
WHM 
Shapiro-Wilk 
Statistic df Sig. 
SprC2 0 0.857 5 0.219 




For T3: 09:00-12:00 Hr 
Model Summaryb 
Model R R Square Adjusted R Square Std. Error of the Estimate 
1 .551a 0.304 0.257 0.83820 
a. Predictors: (Constant), WHM 
b. Dependent Variable: SprC3 
ANOVAa 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 4.596 1 4.596 6.542 .022b 
Residual 10.539 15 0.703     
Total 15.135 16       
a. Dependent Variable: SprC3 











Interval for B 
Collinearity 
Statistics 




Bound Tolerance VIF 
1 (Constant) 1.131 0.375   3.017 0.009 0.332 1.930     
WHM 1.141 0.446 0.551 2.558 0.022 0.190 2.092 1.000 1.000 




1 Correlations WHM 1.000 
Covariances WHM 0.199 




Model Eigenvalue Condition Index 
Variance Proportions 
(Constant) WHM 
1 1 1.840 1.000 0.08 0.08 
2 0.160 3.393 0.92 0.92 




  Minimum Maximum Mean Std. Deviation N 
Predicted Value 1.1311 2.2723 1.9366 0.53597 17 
Residual -1.16105 1.76753 0.00000 0.81158 17 
Std. Predicted Value -1.503 0.626 0.000 1.000 17 
Std. Residual -1.385 2.109 0.000 0.968 17 
a. Dependent Variable: SprC3 
 
Tests of Normality 
WHM 
Shapiro-Wilk 
Statistic df Sig. 
SprC3 0 0.905 5 0.440 




For T4: 12:00-15:00 Hr 
No valid model was found. 
 
For T5: 15:00-18:00 Hr 
No valid model was found. 
 
For T6: 18:00-21:00 Hr 
Model Summaryb 
Model R R Square Adjusted R Square Std. Error of the Estimate 
1 .571a 0.326 0.281 1.43155 
a. Predictors: (Constant), WHM 




Model Sum of Squares df Mean Square F Sig. 
1 Regression 14.837 1 14.837 7.240 .017b 
Residual 30.740 15 2.049     
Total 45.577 16       
a. Dependent Variable: SprC6 






















Bound Tolerance VIF 
1 (Constant) 1.553 0.640   2.427 0.028 0.189 2.918     
WHM 2.050 0.762 0.571 2.691 0.017 0.426 3.674 1.000 1.000 










1 Correlations WHM 1.000 
Covariances WHM 0.581 





Model Eigenvalue Condition Index 
Variance Proportions 
(Constant) WHM 
1 1 1.840 1.000 0.08 0.08 
2 0.160 3.393 0.92 0.92 





  Minimum Maximum Mean Std. Deviation N 
Predicted Value 1.5535 3.6038 3.0008 0.96297 17 
Residual -2.23584 2.15837 0.00000 1.38609 17 
Std. Predicted Value -1.503 0.626 0.000 1.000 17 
Std. Residual -1.562 1.508 0.000 0.968 17 




Tests of Normality 
WHM 
Shapiro-Wilk 
Statistic df Sig. 
SprC6 0 0.823 5 0.123 




For T7: 21:00-24:00 Hr 
Model Summaryb 
Model R R Square Adjusted R Square Std. Error of the Estimate 
1 .554a 0.307 0.261 0.92586 
a. Predictors: (Constant), WHM 




Model Sum of Squares df Mean Square F Sig. 
1 Regression 5.697 1 5.697 6.645 .021b 
Residual 12.858 15 0.857     
Total 18.555 16       
a. Dependent Variable: SprC7 




















Bound Tolerance VIF 
1 (Constant) 0.778 0.414   1.879 0.080 -0.104 1.661     
WHM 1.270 0.493 0.554 2.578 0.021 0.220 2.321 1.000 1.000 







1 Correlations WHM 1.000 
Covariances WHM 0.243 









Model Eigenvalue Condition Index 
Variance Proportions 
(Constant) WHM 
1 1 1.840 1.000 0.08 0.08 
2 0.160 3.393 0.92 0.92 
a. Dependent Variable: SprC7 
 
Residuals Statisticsa 
  Minimum Maximum Mean Std. Deviation N 
Predicted Value 0.7781 2.0486 1.6749 0.59668 17 
Residual -1.49532 1.79150 0.00000 0.89646 17 
Std. Predicted Value -1.503 0.626 0.000 1.000 17 
Std. Residual -1.615 1.935 0.000 0.968 17 
a. Dependent Variable: SprC7 
 
Tests of Normality 
WHM 
Shapiro-Wilk 
Statistic df Sig. 
SprC7 0 0.934 5 0.623 




Summer (sample size: 15) 
 
For T1: 00:00-05:00 Hr 
Model Summaryb 
Model R R Square Adjusted R Square Std. Error of the Estimate 
1 .577a 0.333 0.282 0.53502 
a. Predictors: (Constant), WHM 
b. Dependent Variable: SumC1 
 
ANOVAa 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 1.860 1 1.860 6.498 .024b 
Residual 3.721 13 0.286     
Total 5.581 14       
a. Dependent Variable: SumC1 



















Bound Tolerance VIF 
1 (Constant) 0.688 0.268   2.572 0.023 0.110 1.266     
WHM 0.796 0.312 0.577 2.549 0.024 0.121 1.471 1.000 1.000 




1 Correlations WHM 1.000 
Covariances WHM 0.098 






Model Eigenvalue Condition Index 
Variance Proportions 
(Constant) WHM 
1 1 1.856 1.000 0.07 0.07 
2 0.144 3.595 0.93 0.93 





  Minimum Maximum Mean Std. Deviation N 
Predicted Value 0.6880 1.4842 1.2719 0.36449 15 
Residual -0.97037 0.77723 0.00000 0.51556 15 
Std. Predicted Value -1.602 0.583 0.000 1.000 15 
Std. Residual -1.814 1.453 0.000 0.964 15 




Tests of Normality 
WHM 
Shapiro-Wilk 
Statistic df Sig. 
SumC1 0 0.977 4 0.886 




For T2: 05:00-09:00 Hr 
Model Summaryb 
Model R R Square Adjusted R Square Std. Error of the Estimate 
1 .658a 0.433 0.389 0.96836 
a. Predictors: (Constant), WHM 




Model Sum of Squares df Mean Square F Sig. 
1 Regression 9.301 1 9.301 9.919 .008b 
Residual 12.190 13 0.938     
Total 21.492 14       
a. Dependent Variable: SumC2 





















Bound Tolerance VIF 
1 (Constant) 0.975 0.484   2.014 0.065 -0.071 2.021     
WHM 1.781 0.565 0.658 3.149 0.008 0.559 3.002 1.000 1.000 





1 Correlations WHM 1.000 
Covariances WHM 0.320 
a. Dependent Variable: SumC2 
 
Collinearity Diagnosticsa 
Model Eigenvalue Condition Index 
Variance Proportions 
(Constant) WHM 
1 1 1.856 1.000 0.07 0.07 
2 0.144 3.595 0.93 0.93 





  Minimum Maximum Mean Std. Deviation N 
Predicted Value 0.9749 2.7556 2.2808 0.81509 15 
Residual -1.44871 1.56981 0.00000 0.93314 15 
Std. Predicted Value -1.602 0.583 0.000 1.000 15 
Std. Residual -1.496 1.621 0.000 0.964 15 
a. Dependent Variable: SumC2 
 
Tests of Normality 
WHM 
Shapiro-Wilk 
Statistic df Sig. 
SumC2 0 0.816 4 0.134 





For T3: 09:00-12:00 Hr 
Model Summaryb 
Model R R Square Adjusted R Square Std. Error of the Estimate 
1 .692a 0.479 0.439 0.60185 
a. Predictors: (Constant), WHM 





Model Sum of Squares df Mean Square F Sig. 
1 Regression 4.325 1 4.325 11.940 .004b 
Residual 4.709 13 0.362     
Total 9.034 14       
a. Dependent Variable: SumC3 






















Bound Tolerance VIF 
1 (Constant) 0.817 0.301   2.714 0.018 0.166 1.467     
WHM 1.214 0.351 0.692 3.455 0.004 0.455 1.973 1.000 1.000 





1 Correlations WHM 1.000 
Covariances WHM 0.123 







Model Eigenvalue Condition Index 
Variance Proportions 
(Constant) WHM 
1 1 1.856 1.000 0.07 0.07 
2 0.144 3.595 0.93 0.93 
a. Dependent Variable: SumC3 
 
Residuals Statisticsa 
  Minimum Maximum Mean Std. Deviation N 
Predicted Value 0.8166 2.0308 1.7070 0.55582 15 
Residual -1.03415 0.86771 0.00000 0.57996 15 
Std. Predicted Value -1.602 0.583 0.000 1.000 15 
Std. Residual -1.718 1.442 0.000 0.964 15 
a. Dependent Variable: SumC3 
 
Tests of Normality 
WHM 
Shapiro-Wilk 
Statistic df Sig. 
SumC3 0 0.973 4 0.861 




For T4: 12:00-15:00 Hr 
Model Summaryb 
Model R R Square Adjusted R Square Std. Error of the Estimate 
1 .701a 0.492 0.453 0.46528 
a. Predictors: (Constant), WHM 




Model Sum of Squares df Mean Square F Sig. 
1 Regression 2.726 1 2.726 12.592 .004b 
Residual 2.814 13 0.216     
Total 5.540 14       
a. Dependent Variable: SumC4 





















Bound Tolerance VIF 
1 (Constant) 0.743 0.233   3.195 0.007 0.241 1.246     
WHM 0.964 0.272 0.701 3.549 0.004 0.377 1.551 1.000 1.000 




1 Correlations WHM 1.000 
Covariances WHM 0.074 
a. Dependent Variable: SumC4 
 
Collinearity Diagnosticsa 
Model Eigenvalue Condition Index 
Variance Proportions 
(Constant) WHM 
1 1 1.856 1.000 0.07 0.07 
2 0.144 3.595 0.93 0.93 




  Minimum Maximum Mean Std. Deviation N 
Predicted Value 0.7433 1.7073 1.4502 0.44127 15 
Residual -0.96173 0.97500 0.00000 0.44835 15 
Std. Predicted 
Value 
-1.602 0.583 0.000 1.000 15 
Std. Residual -2.067 2.096 0.000 0.964 15 
a. Dependent Variable: SumC4 
 
Tests of Normality 
WHM 
Shapiro-Wilk 
Statistic df Sig. 
SumC4 0 0.963 4 0.800 




For T5: 15:00-18:00 Hr 
Model Summaryb 
Model R R Square Adjusted R Square Std. Error of the Estimate 
1 .622a 0.387 0.340 0.69808 
a. Predictors: (Constant), WHM 
b. Dependent Variable: SumC5 
 
ANOVAa 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 3.995 1 3.995 8.198 .013b 
Residual 6.335 13 0.487     
Total 10.330 14       
a. Dependent Variable: SumC5 




















Bound Tolerance VIF 
1 (Constant
) 
0.991 0.349   2.839 0.014 0.237 1.745     
WHM 1.167 0.408 0.622 2.863 0.013 0.286 2.048 1.000 1.00
0 





1 Correlations WHM 1.000 
Covariances WHM 0.166 





Model Eigenvalue Condition Index 
Variance Proportions 
(Constant) WHM 
1 1 1.856 1.000 0.07 0.07 
2 0.144 3.595 0.93 0.93 
a. Dependent Variable: SumC5 
 
Residuals Statisticsa 
  Minimum Maximum Mean Std. Deviation N 
Predicted Value 0.9909 2.1579 1.8467 0.53418 15 
Residual -1.18065 1.57742 0.00000 0.67269 15 
Std. Predicted Value -1.602 0.583 0.000 1.000 15 
Std. Residual -1.691 2.260 0.000 0.964 15 




Tests of Normality 
WHM 
Shapiro-Wilk 
Statistic df Sig. 
SumC5 0 0.918 4 0.524 





For T6: 18:00-21:00 Hr 
Model Summaryb 
Model R R Square Adjusted R Square Std. Error of the Estimate 
1 .689a 0.475 0.434 0.86625 
a. Predictors: (Constant), WHM 
b. Dependent Variable: SumC6 
 
ANOVAa 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 8.812 1 8.812 11.744 .005b 
Residual 9.755 13 0.750     
Total 18.567 14       
a. Dependent Variable: SumC6 





















Bound Tolerance VIF 
1 (Constant) 0.979 0.433   2.261 0.042 0.043 1.915     
WHM 1.733 0.506 0.689 3.427 0.005 0.641 2.826 1.000 1.000 





1 Correlations WHM 1.000 
Covariances WHM 0.256 




Model Eigenvalue Condition Index 
Variance Proportions 
(Constant) WHM 
1 1 1.856 1.000 0.07 0.07 
2 0.144 3.595 0.93 0.93 
a. Dependent Variable: SumC6 
 
Residuals Statisticsa 
  Minimum Maximum Mean Std. Deviation N 
Predicted Value 0.9792 2.7125 2.2502 0.79338 15 
Residual -1.28911 1.56844 0.00000 0.83474 15 
Std. Predicted Value -1.602 0.583 0.000 1.000 15 
Std. Residual -1.488 1.811 0.000 0.964 15 




Tests of Normality 
WHM 
Shapiro-Wilk 
Statistic df Sig. 
SumC6 0 0.992 4 0.969 




For T7: 21:00-24:00 Hr 
Model Summaryb 
Model R R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 .598a 0.357 0.308 0.73153 
a. Predictors: (Constant), WHM 
b. Dependent Variable: SumC7 
 
ANOVAa 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 3.871 1 3.871 7.233 .019b 
Residual 6.957 13 0.535     
Total 10.827 14       
a. Dependent Variable: SumC7 




















Bound Tolerance VIF 
1 (Constant) 0.597 0.366   1.632 0.127 -0.193 1.387     
WHM 1.149 0.427 0.598 2.689 0.019 0.226 2.071 1.000 1.000 





1 Correlations WHM 1.000 
Covariances WHM 0.182 





Model Eigenvalue Condition Index 
Variance Proportions 
(Constant) WHM 
1 1 1.856 1.000 0.07 0.07 
2 0.144 3.595 0.93 0.93 
a. Dependent Variable: SumC7 
 
Residuals Statisticsa 
  Minimum Maximum Mean Std. Deviation N 
Predicted Value 0.5968 1.7455 1.4392 0.52581 15 
Residual -1.12609 1.10596 0.00000 0.70492 15 
Std. Predicted Value -1.602 0.583 0.000 1.000 15 
Std. Residual -1.539 1.512 0.000 0.964 15 
a. Dependent Variable: SumC7 
 
Tests of Normality 
WHM 
Shapiro-Wilk 
Statistic df Sig. 
SumC7 0 0.960 4 0.780 
1 0.919 11 0.314 
  
274 
Autumn (sample size: 15) 
 
For T1: 00:00-05:00 Hr 
Model Summaryb 
Model R R Square 
Adjusted R 
Square 
Std. Error of the 
Estimate 
1 .648a 0.421 0.376 0.51401 
a. Predictors: (Constant), WHM 
b. Dependent Variable: AutC1 
 
ANOVAa 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 2.492 1 2.492 9.434 .009b 
Residual 3.435 13 0.264     
Total 5.927 14       
a. Dependent Variable: AutC1 




















Bound Tolerance VIF 
1 (Constant) 0.685 0.257   2.664 0.019 0.129 1.240     
WHM 0.922 0.300 0.648 3.071 0.009 0.273 1.570 1.000 1.000 




1 Correlations WHM 1.000 
Covariances WHM 0.090 




Model Eigenvalue Condition Index 
Variance Proportions 
(Constant) WHM 
1 1 1.856 1.000 0.07 0.07 
2 0.144 3.595 0.93 0.93 
a. Dependent Variable: AutC1 
 
Residuals Statisticsa 
  Minimum Maximum Mean Std. Deviation N 
Predicted Value 0.6846 1.6064 1.3606 0.42194 15 
Residual -0.83681 0.71517 0.00000 0.49531 15 
Std. Predicted Value -1.602 0.583 0.000 1.000 15 
Std. Residual -1.628 1.391 0.000 0.964 15 
a. Dependent Variable: AutC1 
 
Tests of Normality 
WHM 
Shapiro-Wilk 
Statistic df Sig. 
AutC1 0 0.952 4 0.727 
1 0.943 11 0.557 
  
276 
For T2: 05:00-09:00 Hr 
Model Summaryb 
Model R R Square Adjusted R Square Std. Error of the Estimate 
1 .693a 0.481 0.441 1.28043 
a. Predictors: (Constant), WHM 
b. Dependent Variable: AutC2 
 
ANOVAa 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 19.747 1 19.747 12.045 .004b 
Residual 21.313 13 1.639     
Total 41.061 14       
a. Dependent Variable: AutC2 











Interval for B 
Collinearity 
Statistics 




Bound Tolerance VIF 
1 (Constant) 1.071 0.640   1.672 0.118 -0.313 2.454     
WHM 2.595 0.748 0.693 3.471 0.004 0.980 4.210 1.000 1.000 





1 Correlations WHM 1.000 
Covariances WHM 0.559 





Model Eigenvalue Condition Index 
Variance Proportions 
(Constant) WHM 
1 1 1.856 1.000 0.07 0.07 
2 0.144 3.595 0.93 0.93 
a. Dependent Variable: AutC2 
 
Residuals Statisticsa 
  Minimum Maximum Mean Std. Deviation N 
Predicted Value 1.0706 3.6652 2.9733 1.18765 15 
Residual -1.67124 2.55747 0.00000 1.23385 15 
Std. Predicted 
Value 
-1.602 0.583 0.000 1.000 15 
Std. Residual -1.305 1.997 0.000 0.964 15 
a. Dependent Variable: AutC2 
 
Tests of Normality 
WHM 
Shapiro-Wilk 
Statistic df Sig. 
AutC2 0 0.802 4 0.106 
1 0.917 11 0.291 
  
278 
For T3: 09:00-12:00 Hr 
Model Summaryb 
Model R R Square Adjusted R Square Std. Error of the Estimate 
1 .675a 0.456 0.414 0.71596 
a. Predictors: (Constant), WHM 




Model Sum of Squares df Mean Square F Sig. 
1 Regression 5.585 1 5.585 10.896 .006b 
Residual 6.664 13 0.513     
Total 12.249 14       
a. Dependent Variable: AutC3 



















Bound Tolerance VIF 
1 (Constant) 0.844 0.358   2.357 0.035 0.070 1.617     
WHM 1.380 0.418 0.675 3.301 0.006 0.477 2.283 1.000 1.000 




1 Correlations WHM 1.000 
Covariances WHM 0.175 
a. Dependent Variable: AutC3 
 
Collinearity Diagnosticsa 
Model Eigenvalue Condition Index 
Variance Proportions 
(Constant) WHM 
1 1 1.856 1.000 0.07 0.07 
2 0.144 3.595 0.93 0.93 




  Minimum Maximum Mean Std. Deviation N 
Predicted Value 0.8437 2.2236 1.8556 0.63162 15 
Residual -1.24414 1.14390 0.00000 0.68992 15 
Std. Predicted Value -1.602 0.583 0.000 1.000 15 
Std. Residual -1.738 1.598 0.000 0.964 15 
a. Dependent Variable: AutC3 
 
Tests of Normality 
WHM 
Shapiro-Wilk 
Statistic df Sig. 
AutC3 0 0.932 4 0.603 





For T4: 12:00-15:00 Hr 
Model Summaryb 
Model R R Square Adjusted R Square Std. Error of the Estimate 
1 .625a 0.391 0.344 0.60042 
a. Predictors: (Constant), WHM 
b. Dependent Variable: AutC4 
 
ANOVAa 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 3.003 1 3.003 8.331 .013b 
Residual 4.687 13 0.361     
Total 7.690 14       
a. Dependent Variable: AutC4 



















Bound Tolerance VIF 
1 (Constant) 0.768 0.300   2.557 0.024 0.119 1.416     
WHM 1.012 0.351 0.625 2.886 0.013 0.255 1.769 1.000 1.000 







1 Correlations WHM 1.000 
Covariances WHM 0.123 







Model Eigenvalue Condition Index 
Variance Proportions 
(Constant) WHM 
1 1 1.856 1.000 0.07 0.07 
2 0.144 3.595 0.93 0.93 
a. Dependent Variable: AutC4 
 
Residuals Statisticsa 
  Minimum Maximum Mean Std. Deviation N 
Predicted Value 0.7678 1.7796 1.5098 0.46317 15 
Residual -0.90723 1.06084 0.00000 0.57858 15 
Std. Predicted Value -1.602 0.583 0.000 1.000 15 
Std. Residual -1.511 1.767 0.000 0.964 15 
a. Dependent Variable: AutC4 
 
Tests of Normality 
WHM 
Shapiro-Wilk 
Statistic df Sig. 
AutC4 0 0.955 4 0.748 





For T5: 15:00-18:00 Hr 
Model Summaryb 
Model R R Square Adjusted R Square Std. Error of the Estimate 
1 .637a 0.405 0.360 0.86377 
a. Predictors: (Constant), WHM 
b. Dependent Variable: AutC5 
 
ANOVAa 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 6.610 1 6.610 8.859 .011b 
Residual 9.699 13 0.746     
Total 16.309 14       
a. Dependent Variable: AutC5 










Interval for B 
Collinearity 
Statistics 




Bound Tolerance VIF 
1 (Constant) 1.008 0.432   2.334 0.036 0.075 1.941     
WHM 1.501 0.504 0.637 2.976 0.011 0.412 2.591 1.000 1.000 





1 Correlations WHM 1.000 
Covariances WHM 0.254 






Model Eigenvalue Condition Index 
Variance Proportions 
(Constant) WHM 
1 1 1.856 1.000 0.07 0.07 
2 0.144 3.595 0.93 0.93 
a. Dependent Variable: AutC5 
 
Residuals Statisticsa 
  Minimum Maximum Mean Std. Deviation N 
Predicted Value 1.0081 2.5092 2.1089 0.68711 15 
Residual -1.42377 1.63641 0.00000 0.83235 15 
Std. Predicted Value -1.602 0.583 0.000 1.000 15 
Std. Residual -1.648 1.894 0.000 0.964 15 
a. Dependent Variable: AutC5 
 
Tests of Normality 
WHM 
Shapiro-Wilk 
Statistic df Sig. 
AutC5 0 0.965 4 0.807 
1 0.945 11 0.584 
  
284 
For T6: 18:00-21:00 Hr 
Model Summaryb 
Model R R Square Adjusted R Square Std. Error of the Estimate 
1 .699a 0.488 0.449 1.16007 
a. Predictors: (Constant), WHM 
b. Dependent Variable: AutC6 
 
ANOVAa 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 16.694 1 16.694 12.405 .004b 
Residual 17.495 13 1.346     
Total 34.189 14       
a. Dependent Variable: AutC6 




















Bound Tolerance VIF 
1 (Constant) 0.942 0.580   1.624 0.128 -0.311 2.195     
WHM 2.386 0.677 0.699 3.522 0.004 0.922 3.849 1.000 1.000 





1 Correlations WHM 1.000 
Covariances WHM 0.459 





Model Eigenvalue Condition Index 
Variance Proportions 
(Constant) WHM 
1 1 1.856 1.000 0.07 0.07 
2 0.144 3.595 0.93 0.93 
a. Dependent Variable: AutC6 
 
Residuals Statisticsa 
  Minimum Maximum Mean Std. Deviation N 
Predicted Value 0.9418 3.3274 2.6913 1.09199 15 
Residual -1.48745 2.02731 0.00000 1.11787 15 
Std. Predicted Value -1.602 0.583 0.000 1.000 15 
Std. Residual -1.282 1.748 0.000 0.964 15 
a. Dependent Variable: AutC6 
 
Tests of Normality 
WHM 
Shapiro-Wilk 
Statistic df Sig. 
AutC6 0 0.980 4 0.904 
1 0.894 11 0.155 
  
286 
For T7: 21:00-24:00 Hr 
Model Summaryb 
Model R R Square Adjusted R Square Std. Error of the Estimate 
1 .678a 0.459 0.418 0.59224 
a. Predictors: (Constant), WHM 
b. Dependent Variable: AutC7 
 
ANOVAa 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 3.873 1 3.873 11.042 .005b 
Residual 4.560 13 0.351     
Total 8.433 14       
a. Dependent Variable: AutC7 




















Bound Tolerance VIF 
1 (Constant) 0.592 0.296   2.001 0.067 -0.047 1.232     
WHM 1.149 0.346 0.678 3.323 0.005 0.402 1.896 1.000 1.000 





1 Correlations WHM 1.000 
Covariances WHM 0.120 









Model Eigenvalue Condition Index 
Variance Proportions 
(Constant) WHM 
1 1 1.856 1.000 0.07 0.07 
2 0.144 3.595 0.93 0.93 





  Minimum Maximum Mean Std. Deviation N 
Predicted Value 0.5925 1.7415 1.4351 0.52596 15 
Residual -0.89276 1.19944 0.00000 0.57069 15 
Std. Predicted Value -1.602 0.583 0.000 1.000 15 
Std. Residual -1.507 2.025 0.000 0.964 15 




Tests of Normality 
WHM 
Shapiro-Wilk 
Statistic df Sig. 
AutC7 0 0.938 4 0.640 




12.9 Appendix-A9: Significant Pearson correlations between household 
factors and segmented consumptions for New Zealand  
 
Table A4. Pearson correlations between electricity consumption at different segments and 
household factors (only factors that were found significant are shown). 





Space Heating Method 
(Elec/Non-Elec.) 
.545* .473* 0.132 0.291 .600** .664** .476* 0.411 
Water Heating Method 
(Elec/Non-Elec.) 
0.049 0.406 .572** .480* 0.303 0.376 0.380 0.418 
No. of Uni. Graduates .580** 0.363 0.184 0.249 0.298 0.292 0.428 0.328 
No. of Teenagers 0.219 0.242 0.145 0.416 .498* 0.424 0.343 0.265 
No. of Female including 
Teenagers 
0.093 0.121 0.194 .598** .602** .485* 0.256 0.379 
Spring: N=17 
Space Heating Method 
(Elec/Non-Elec.) 
0.229 -0.139 -0.139 -0.067 0.052 0.024 0.065 0.006 
Water Heating Method 
(Elec/Non-Elec.) 
0.307 .647** .547* 0.395 0.145 .542* .544* 0.510 
No. of Children -0.271 -0.442 -0.467 -.551* -0.340 -0.420 -0.378 -0.459 
No. of Female including 
Teenagers 
0.397 0.053 0.323 0.434 0.453 0.423 .540* 0.424 
Summer: N=15 
Space Heating Method 
(Elec/Non-Elec.) 
-0.372 -.529* -0.412 -0.346 -0.102 -0.392 -0.384 -0.416 
Water Heating Method 
(Elec/Non-Elec.) 
.577* .658** .692** .701** .622* .689** .598* .724** 
No. of Children -0.436 -0.423 -0.499 -0.449 -.615* -0.457 -0.404 -.520* 
Autumn: N=15 
Space Heating Method 
(Elec/Non-Elec.) 
-0.290 -0.401 -0.426 -0.493 -0.157 -0.294 -0.233 -0.365 
Water Heating Method 
(Elec/Non-Elec.) 
.648** .693** .675** .625* .637* .699** .678** .746** 
No. of Children -.560* -.542* -0.461 -.557* -0.506 -.545* -.538* -.588* 
**. Correlation is significant at the 0.01 level (2-tailed). 




12.10 Appendix-A10: Statistical (TSRA) test results for Bangladesh 
Note:  
Dependent variable ‘Avg Consumption 0-5 Hr’ represents consumption at T1 segment, 
‘Avg Consumption 5-9 Hr’ represents consumption at T2 segment and so on. 
 
For T1: 00:00-05:00 Hr 
Model Summaryb 
Model R R Square Adjusted R Square Std. Error of the Estimate 
1 .602a 0.362 0.347 0.89385 
a. Predictors: (Constant), No. of Electrical Appliances 
b. Dependent Variable: Avg Consumption 0-5 Hr 
 
ANOVAa 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 19.502 1 19.502 24.409 .000b 
Residual 34.355 43 0.799     
Total 53.857 44       
a. Dependent Variable: Avg Consumption 0-5 Hr 










Interval for B 
Collinearity 
Statistics 




Bound Tolerance VIF 
1 (Constant) 0.206 0.348   0.592 0.55
7 




0.185 0.038 0.602 4.941 0.00
0 
0.110 0.261 1.000 1.000 





Model No. of Electrical Appliances 
1 Correlations No. of Electrical 
Appliances 
1.000 
Covariances No. of Electrical 
Appliances 
0.001 
a. Dependent Variable: Avg Consumption 0-5 Hr 
 
Collinearity Diagnosticsa 
Model Eigenvalue Condition Index 
Variance Proportions 
(Constant) No. of Electrical Appliances 
1 1 1.924 1.000 0.04 0.04 
2 0.076 5.019 0.96 0.96 
a. Dependent Variable: Avg Consumption 0-5 Hr 
 
Residuals Statisticsa 
  Minimum Maximum Mean Std. Deviation N 
Predicted Value 0.7620 3.5436 1.7922 0.66575 45 
Residual -1.78271 2.63624 0.00000 0.88363 45 
Std. Predicted Value -1.547 2.631 0.000 1.000 45 
Std. Residual -1.994 2.949 0.000 0.989 45 






Tests of Normalitya,b,e,f,g,h,i 
No. of Electrical Appliances 
Shapiro-Wilk 
Statistic df Sig. 
Avg Consumption 0-5 Hr 5 0.729 4 0.024 
6 0.918 8 0.416 
7 0.777 6 0.036 
8 0.953 5 0.761 
10 0.910 4 0.483 
11 0.824 3 0.174 
13 0.943 4 0.673 
    
a. Avg Consumption 0-5 Hr is constant when No. of Electrical Appliances = 3. It has been omitted. 
b. Avg Consumption 0-5 Hr is constant when No. of Electrical Appliances = 4. It has been omitted. 
c. Lilliefors Significance Correction 
e. Avg Consumption 0-5 Hr is constant when No. of Electrical Appliances = 9. It has been omitted. 
f. Avg Consumption 0-5 Hr is constant when No. of Electrical Appliances = 14. It has been omitted. 
g. Avg Consumption 0-5 Hr is constant when No. of Electrical Appliances = 15. It has been omitted. 
h. Avg Consumption 0-5 Hr is constant when No. of Electrical Appliances = 16. It has been omitted. 
i. Avg Consumption 0-5 Hr is constant when No. of Electrical Appliances = 18. It has been omitted. 
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For T2: 05:00-09:00 Hr 
Model Summaryb 
Model R R Square Adjusted R Square Std. Error of the Estimate 
1 .566a 0.321 0.305 0.68662 
a. Predictors: (Constant), No. of Electrical Appliances 
b. Dependent Variable: Avg Consumption 5-9 Hr 
 
ANOVAa 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 9.575 1 9.575 20.309 .000b 
Residual 20.272 43 0.471     
Total 29.847 44       
a. Dependent Variable: Avg Consumption 5-9 Hr 



















Bound Tolerance VIF 




0.130 0.029 0.566 4.507 0.000 0.072 0.188 1.000 1.000 








No. of Electrical 
Appliances 
1 Correlations No. of Electrical Appliances 1.000 
Covariances No. of Electrical Appliances 0.001 
a. Dependent Variable: Avg Consumption 5-9 Hr 
 
Collinearity Diagnosticsa 
Model Eigenvalue Condition Index 
Variance Proportions 
(Constant) No. of Electrical Appliances 
1 1 1.924 1.000 0.04 0.04 
2 0.076 5.019 0.96 0.96 
a. Dependent Variable: Avg Consumption 5-9 Hr 
 
Residuals Statisticsa 
  Minimum Maximum Mean Std. Deviation N 
Predicted Value 0.9150 2.8641 1.6369 0.46648 45 
Residual -1.10451 1.91556 0.00000 0.67877 45 
Std. Predicted Value -1.547 2.631 0.000 1.000 45 
Std. Residual -1.609 2.790 0.000 0.989 45 







Tests of Normalityc,d,e,f,g 
No. of Electrical Appliances 
Shapiro-Wilk 
Statistic df Sig. 
Avg Consumption 5-9 Hr 
 
      
5 0.903 4 0.448 
6 0.918 8 0.416 
7 0.941 6 0.671 
8 0.825 5 0.127 
10 0.860 4 0.259 
11 0.750 3 0.000 
13 0.988 4 0.945 
c. Avg Consumption 5-9 Hr is constant when No. of Electrical Appliances = 9. It has been omitted. 
d. Avg Consumption 5-9 Hr is constant when No. of Electrical Appliances = 14. It has been omitted. 
e. Avg Consumption 5-9 Hr is constant when No. of Electrical Appliances = 15. It has been omitted. 
f. Avg Consumption 5-9 Hr is constant when No. of Electrical Appliances = 16. It has been omitted. 




For T3: 09:00-12:00 Hr 
Model Summaryb 
Model R R Square Adjusted R Square Std. Error of the Estimate 
1 .434a 0.188 0.169 0.55471 
a. Predictors: (Constant), No. of Electrical Appliances 
b. Dependent Variable: Avg Consumption 9-12 Hr 
 
ANOVAa 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 3.069 1 3.069 9.975 .003b 
Residual 13.231 43 0.308     
Total 16.300 44       
a. Dependent Variable: Avg Consumption 9-12 Hr 










Interval for B 
Collinearity 
Statistics 




Bound Tolerance VIF 




0.074 0.023 0.434 3.158 0.003 0.027 0.121 1.000 1.000 







No. of Electrical 
Appliances 
1 Correlations No. of Electrical Appliances 1.000 
Covariances No. of Electrical Appliances 0.001 
a. Dependent Variable: Avg Consumption 9-12 Hr 
 
Collinearity Diagnosticsa 
Model Eigenvalue Condition Index 
Variance Proportions 
(Constant) No. of Electrical Appliances 
1 1 1.924 1.000 0.04 0.04 
2 0.076 5.019 0.96 0.96 
a. Dependent Variable: Avg Consumption 9-12 Hr 
 
Residuals Statisticsa 
  Minimum Maximum Mean Std. Deviation N 
Predicted Value 0.2793 1.3828 0.6880 0.26411 45 
Residual -0.67279 2.62504 0.00000 0.54837 45 
Std. Predicted Value -1.547 2.631 0.000 1.000 45 
Std. Residual -1.213 4.732 0.000 0.989 45 







Tests of Normalityc,d,e,f,g 
No. of Electrical Appliances 
Shapiro-Wilk 
Statistic df Sig. 
Avg Consumption 9-12 Hr 
 
      
5 0.925 4 0.565 
6 0.942 8 0.629 
7 0.839 6 0.128 
8 0.887 5 0.344 
10 0.857 4 0.248 
11 0.896 3 0.372 
13 0.842 4 0.201 
c. Avg Consumption 9-12 Hr is constant when No. of Electrical Appliances = 9. It has been omitted. 
d. Avg Consumption 9-12 Hr is constant when No. of Electrical Appliances = 14. It has been omitted. 
e. Avg Consumption 9-12 Hr is constant when No. of Electrical Appliances = 15. It has been omitted. 
f. Avg Consumption 9-12 Hr is constant when No. of Electrical Appliances = 16. It has been omitted. 




For T4: 12:00-15:00 Hr 
Model Summaryb 
Model R R Square Adjusted R Square Std. Error of the Estimate 
1 .590a 0.349 0.333 0.99280 
a. Predictors: (Constant), No. of Electrical Appliances 
b. Dependent Variable: Avg Consumption 12-15 Hr 
 
ANOVAa 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 22.674 1 22.674 23.004 .000b 
Residual 42.383 43 0.986     
Total 65.057 44       
a. Dependent Variable: Avg Consumption 12-15 Hr 





















Bound Tolerance VIF 




0.200 0.042 0.590 4.796 0.000 0.116 0.284 1.000 1.000 






Model No. of Electrical Appliances 
1 Correlations No. of Electrical Appliances 1.000 
Covariances No. of Electrical Appliances 0.002 




Model Eigenvalue Condition Index 
Variance Proportions 
(Constant) No. of Electrical Appliances 
1 1 1.924 1.000 0.04 0.04 
2 0.076 5.019 0.96 0.96 
a. Dependent Variable: Avg Consumption 12-15 Hr 
 
Residuals Statisticsa 
  Minimum Maximum Mean Std. Deviation N 
Predicted Value 0.2445 3.2438 1.3553 0.71786 45 
Residual -1.43402 3.83602 0.00000 0.98145 45 
Std. Predicted Value -1.547 2.631 0.000 1.000 45 
Std. Residual -1.444 3.864 0.000 0.989 45 






Tests of Normalityb,c,d,e,f 
No. of Electrical Appliances 
Shapiro-Wilk 
Statistic df Sig. 
Avg Consumption 12-15 Hr 
 
      
5 0.867 4 0.284 
6 0.859 8 0.117 
7 0.828 6 0.103 
8 0.633 5 0.002 
10 0.849 4 0.223 
11 0.756 3 0.014 
13 0.924 4 0.561 
b. Avg Consumption 12-15 Hr is constant when No. of Electrical Appliances = 9. It has been omitted. 
c. Avg Consumption 12-15 Hr is constant when No. of Electrical Appliances = 14. It has been omitted. 
d. Avg Consumption 12-15 Hr is constant when No. of Electrical Appliances = 15. It has been omitted. 
e. Avg Consumption 12-15 Hr is constant when No. of Electrical Appliances = 16. It has been omitted. 




For T5: 15:00-18:00 Hr 
Model Summaryb 
Model R R Square Adjusted R Square Std. Error of the Estimate 
1 .657a 0.432 0.419 0.98904 
a. Predictors: (Constant), No. of Electrical Appliances 
b. Dependent Variable: Avg Consumption 15-18 Hr 
 
ANOVAa 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 31.995 1 31.995 32.709 .000b 
Residual 42.062 43 0.978     
Total 74.058 44       
a. Dependent Variable: Avg Consumption 15-18 Hr 











Interval for B 
Collinearity 
Statistics 




Bound Tolerance VIF 




0.238 0.042 0.657 5.719 0.000 0.154 0.321 1.000 1.000 








No. of Electrical 
Appliances 
1 Correlations No. of Electrical Appliances 1.000 
Covariances No. of Electrical Appliances 0.002 




Model Eigenvalue Condition Index 
Variance Proportions 
(Constant) 
No. of Electrical 
Appliances 
1 1 1.924 1.000 0.04 0.04 
2 0.076 5.019 0.96 0.96 
a. Dependent Variable: Avg Consumption 15-18 Hr 
 
Residuals Statisticsa 
  Minimum Maximum Mean Std. Deviation N 
Predicted Value -0.0669 3.4960 1.2527 0.85274 45 
Residual -1.58834 4.57414 0.00000 0.97773 45 
Std. Predicted Value -1.547 2.631 0.000 1.000 45 
Std. Residual -1.606 4.625 0.000 0.989 45 






Tests of Normalityc,d,e,f,g 
No. of Electrical Appliances 
Shapiro-Wilk 
Statistic df Sig. 
Avg Consumption 15-18 Hr 
 
      
5 0.874 4 0.312 
6 0.949 8 0.701 
7 0.880 6 0.270 
8 0.840 5 0.164 
10 0.962 4 0.794 
11 0.785 3 0.080 
13 0.687 4 0.008 
c. Avg Consumption 15-18 Hr is constant when No. of Electrical Appliances = 9. It has been omitted. 
d. Avg Consumption 15-18 Hr is constant when No. of Electrical Appliances = 14. It has been omitted. 
e. Avg Consumption 15-18 Hr is constant when No. of Electrical Appliances = 15. It has been omitted. 
f. Avg Consumption 15-18 Hr is constant when No. of Electrical Appliances = 16. It has been omitted. 




For T6: 18:00-21:00 Hr 
Model Summaryb 
Model R R Square Adjusted R Square Std. Error of the Estimate 
1 .625a 0.391 0.362 0.69041 
a. Predictors: (Constant), No. of Occupants, No. of Electrical Appliances 
b. Dependent Variable: Avg Consumption 18-21 Hr 
 
ANOVAa 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 12.845 2 6.422 13.474 .000b 
Residual 20.020 42 0.477     
Total 32.865 44       
a. Dependent Variable: Avg Consumption 18-21 Hr 










Interval for B 
Collinearity 
Statistics 




Bound Tolerance VIF 




0.071 0.030 0.295 2.371 0.022 0.011 0.131 0.939 1.064 
No. of 
Occupants 
0.294 0.075 0.484 3.893 0.000 0.141 0.446 0.939 1.064 







Model No. of Occupants 
No. of Electrical 
Appliances 
1 Correlations No. of Occupants 1.000 -0.246 
No. of Electrical 
Appliances 
-0.246 1.000 
Covariances No. of Occupants 0.006 -0.001 
No. of Electrical 
Appliances 
-0.001 0.001 
a. Dependent Variable: Avg Consumption 18-21 Hr 
 
Collinearity Diagnosticsa 
Model Eigenvalue Condition Index 
Variance Proportions 
(Constant) 
No. of Electrical 
Appliances No. of Occupants 
1 1 2.842 1.000 0.01 0.02 0.01 
2 0.102 5.285 0.02 0.82 0.40 
3 0.056 7.134 0.97 0.16 0.59 
a. Dependent Variable: Avg Consumption 18-21 Hr 
 
Residuals Statisticsa 
  Minimum Maximum Mean Std. Deviation N 
Predicted Value 1.0958 3.0700 1.9669 0.54031 45 
Residual -1.32947 2.10588 0.00000 0.67454 45 
Std. Predicted Value -1.612 2.042 0.000 1.000 45 
Std. Residual -1.926 3.050 0.000 0.977 45 





Tests of Normalityc,d,e,f,g 
No. of Electrical Appliances 
Shapiro-Wilk 
Statistic df Sig. 
Avg Consumption 18-21 Hr 
 
      
5 0.864 4 0.276 
6 0.959 8 0.802 
7 0.963 6 0.840 
8 0.857 5 0.217 
10 0.876 4 0.323 
11 0.979 3 0.723 
13 0.892 4 0.395 
c. Avg Consumption 18-21 Hr is constant when No. of Electrical Appliances = 9. It has been omitted. 
d. Avg Consumption 18-21 Hr is constant when No. of Electrical Appliances = 14. It has been omitted. 
e. Avg Consumption 18-21 Hr is constant when No. of Electrical Appliances = 15. It has been omitted. 
f. Avg Consumption 18-21 Hr is constant when No. of Electrical Appliances = 16. It has been omitted. 
g. Avg Consumption 18-21 Hr is constant when No. of Electrical Appliances = 18. It has been omitted. 
Tests of Normalityc 
No. of Occupants 
Shapiro-Wilk 
Statistic df Sig. 
Avg Consumption 18-21 
Hr 
2 0.860 8 0.119 
3 0.899 12 0.155 
4 0.928 12 0.361 
5 0.920 6 0.503 
6 0.897 6 0.359 




For T7: 21:00-24:00 Hr 
Model Summaryb 
Model R R Square Adjusted R Square Std. Error of the Estimate 
1 .734a 0.539 0.517 1.09386 
a. Predictors: (Constant), No. of Occupants, No. of Electrical Appliances 
b. Dependent Variable: Avg Consumption 21-24 Hr 
 
ANOVAa 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 58.657 2 29.328 24.511 .000b 
Residual 50.254 42 1.197     
Total 108.911 44       
a. Dependent Variable: Avg Consumption 21-24 Hr 










Interval for B 
Collinearity 
Statistics 




Bound Tolerance VIF 




0.277 0.047 0.632 5.843 0.000 0.181 0.373 0.939 1.064 
No. of 
Occupants 
0.275 0.119 0.249 2.302 0.026 0.034 0.516 0.939 1.064 






Model No. of Occupants 
No. of Electrical 
Appliances 
1 Correlations No. of Occupants 1.000 -0.246 
No. of Electrical 
Appliances 
-0.246 1.000 
Covariances No. of Occupants 0.014 -0.001 
No. of Electrical 
Appliances 
-0.001 0.002 








No. of Electrical 
Appliances No. of Occupants 
1 1 2.842 1.000 0.01 0.02 0.01 
2 0.102 5.285 0.02 0.82 0.40 
3 0.056 7.134 0.97 0.16 0.59 
a. Dependent Variable: Avg Consumption 21-24 Hr 
 
Residuals Statisticsa 
  Minimum Maximum Mean Std. Deviation N 
Predicted Value 0.1773 4.8808 1.9540 1.15460 45 
Residual -2.65202 3.73242 0.00000 1.06871 45 
Std. Predicted Value -1.539 2.535 0.000 1.000 45 
Std. Residual -2.424 3.412 0.000 0.977 45 




Tests of Normalityc,d,e,f,g 
No. of Electrical Appliances 
Shapiro-Wilk 
Statistic df Sig. 
Avg Consumption 21-24 Hr 
 
      
5 0.965 4 0.812 
6 0.924 8 0.464 
7 0.961 6 0.824 
8 0.938 5 0.650 
10 0.786 4 0.079 
11 0.778 3 0.064 
13 0.956 4 0.756 
c. Avg Consumption 21-24 Hr is constant when No. of Electrical Appliances = 9. It has been omitted. 
d. Avg Consumption 21-24 Hr is constant when No. of Electrical Appliances = 14. It has been omitted. 
e. Avg Consumption 21-24 Hr is constant when No. of Electrical Appliances = 15. It has been omitted. 
f. Avg Consumption 21-24 Hr is constant when No. of Electrical Appliances = 16. It has been omitted. 
g. Avg Consumption 21-24 Hr is constant when No. of Electrical Appliances = 18. It has been omitted. 
 
Tests of Normalityc 
No. of Occupants 
Shapiro-Wilk 
Statistic df Sig. 
Avg Consumption 21-24 
Hr 
2 0.842 8 0.079 
3 0.831 12 0.022 
4 0.837 12 0.025 
5 0.731 6 0.013 
6 0.911 6 0.445 




12.11 Appendix-A11: Statistical results and diagnostics for carbon 
intensity analysis 
 





R Square 0.0006 
Adjusted R Square 0.0006 




ANOVA      
  df SS MS F Significance F 
Regression 1 10531.77237 10531.77 11.50738 0.0006947 
Residual 17518 16032800.56 915.2187   




  Coefficients Standard 
Error 








Intercept 87.8420 1.3476 65.1855 0 85.2007 90.4834 85.2007 90.4834 










R Square 0.028317163 
Adjusted R Square 0.028261695 




ANOVA      
  df SS MS F 
Significance 
F 
Regression 1 579332.9382 579332.9 510.5164 1.9085E-111 
Residual 17518 19879387.97 1134.798   




  Coefficients Standard 
Error 








Intercept 62.0686 1.4877 41.7201 0 59.1525 64.9847 59.1525 64.9847 











R Square 0.0543892 
Adjusted R Square 0.05433522 
Standard Error 48.03734507 
Observations 17520 
 
ANOVA      
  df SS MS F 
Significance 
F 
Regression 1 2325106.025 2325106 1007.592 4.7547E-215 
Residual 17518 40424300.69 2307.587   




  Coefficients Standard 
Error 








Intercept 59.2978 2.0873 28.4082 1.4E-173 55.2064 63.3892 55.2064 63.3892 









R Square 0.105588 
Adjusted R Square 0.105537 




ANOVA      
  df SS MS F Significance F 
Regression 1 4683355 4683355 2073.474 0 
Residual 17564 39671804 2258.7   




  Coefficients Standard 
Error 








Intercept 50.9267 2.0315 25.0684 2.7E-136 46.9447 54.9086 46.9447 54.9086 









Change in Total Generation 0.107077 
R 0.713169 
R Square 0.50861 
Adjusted R Square 0.508582 




ANOVA      
  df SS MS F Significance F 
Regression 1 1241428 1241428 18131.86 0 
Residual 17518 1199399 68.46664   




  Coefficients Standard 
Error 








Intercept -0.0038 0.0625 -0.0606 0.9517 -0.1263 0.1187 -0.1263 0.1187 
Change in Total 
Generation 




For Figure 5.9 
In case of Hydro: 
Regression Statistics 
Constant -0.0003929 
Change in Total Generation 0.7863487 
R 0.962313953 
R Square 0.926048145 
Adjusted R Square 0.926043924 





ANOVA      
  df SS MS F 
Significance 
F 
Regression 1 66951705.4 66951705 219365.8 0 
Residual 17518 5346593.304 305.2057   





  Coefficients Standard 
Error 








Intercept -0.0004 0.1319 -0.0029 0.9976 -0.2591 0.2583 -0.2591 0.2583 
Change in Total 
Generation 








Change in Total Generation 0.1757507 
R 0.682967647 
R Square 0.466444807 
Adjusted R Square 0.46641435 





ANOVA      
  df SS MS F 
Significance 
F 
Regression 1 3344458.913 3344459 15314.59 0 
Residual 17518 3825647.521 218.3838   




  Coefficients Standard 
Error 




















Change in Total Generation -0.002038 
R 0.064958553 
R Square 0.004219614 
Adjusted R Square 0.00416277 




ANOVA      
  df SS MS F 
Significance 
F 
Regression 1 449.7503808 449.7504 74.23242 7.52629E-18 
Residual 17518 106135.9269 6.058678   




  Coefficients Standard 
Error 








Intercept -0.0007 0.01859 -0.03788 0.9698 -0.0372 0.0357 -0.0372 0.0357 
Change in Total 
Generation 





In case of Coal: 
Regression Statistics 
Constant -0.0050229 
Change in Total Generation 0.038373 
R 0.402665387 
R Square 0.162139414 
Adjusted R Square 0.162091585 





ANOVA      
  df SS MS F 
Significance 
F 
Regression 1 159442.4023 159442.4 3390.013 0 
Residual 17518 823923.6937 47.03298   





  Coefficients Standard 
Error 
















For Figure 5.15 
In case of Oil: 
Regression Statistics 
Constant 7.33E-06 
Change in Total Generation 0.99981 
R 1 
R Square 1 
Adjusted R Square 1 





ANOVA      
  df SS MS F 
Significance 
F 
Regression 1 76125020 76125020 4.47E+10 0 
Residual 17518 29.86056 0.001705   




  Coefficients Standard 
Error 








Intercept 7.33E-06 0.00031 0.0235 0.9813 -0.0006 0.0006 -0.0006 0.0006 













Change in Total Generation 0.165292 
R 0.26016 
R Square 0.067683 
Adjusted R Square 0.06763 





ANOVA      
  df SS MS F 
Significance 
F 
Regression 1 2080642 2080642 1271.755 5.9E-269 
Residual 17518 28660135 1636.039   





  Coefficients Standard 
Error 








Intercept -0.0076 0.3056 -0.0248 0.9802 -0.6066 0.5914 -0.6066 0.5914 
Change in Total 
Generation 









Change in Total Generation 0.000251 
R 0.007413 
R Square 5.49E-05 
Adjusted R Square -2.1E-06 






ANOVA      
  df SS MS F 
Significance 
F 
Regression 1 4.813543 4.813543 0.962638 0.326537 
Residual 17518 87596.44 5.000367   







  Coefficients Standard 
Error 








Intercept 2.07E-06 0.0169 0.0001 0.9999 -0.0331 0.0331 -0.0331 0.03311 
Change in Total 
Generation 





In case of Hydro: 
Regression Statistics 
Constant 0.000255 
Change in Total Generation 0.024089 
R 0.257781 
R Square 0.066451 
Adjusted R Square 0.066398 






ANOVA      
  df SS MS F 
Significance 
F 
Regression 1 44190.02 44190.02 1246.949 6.3E-264 
Residual 17518 620811.7 35.43851   





  Coefficients Standard 
Error 








Intercept 0.0003 0.0449 0.0057 0.9955 -0.0879 0.0884 -0.0879 0.0884 
Change in Total 
Generation 










R Square 0.189349 
Adjusted R Square 0.189303 





ANOVA      
  df SS MS F 
Significance 
F 
Regression 1 1036614 1036614 4091.787 0 
Residual 17518 4438011 253.3401   






  Coefficients 
Standard 
Error t Stat 
P-







Intercept 631.0591 0.6284 1004.229 0 629.8274 632.2908 629.8274 632.2908 









Change in Total Generation 0.722203 
R 0.99562 
R Square 0.99126 
Adjusted R Square 0.99126 





ANOVA      
  df SS MS F 
Significance 
F 
Regression 1 70797378 70797378 1986846 0 
Residual 17518 624219.7 35.63304   




  Coefficients Standard 
Error 








Intercept 0.0022 0.0451 0.0491 0.9608 -0.0862 0.0906 -0.0862 0.0906 
Change in Total 
Generation 




12.12 Appendix-A12: Approved ethical application for the survey in 
Bangladesh 
 
UNIVERSITY OF OTAGO HUMAN ETHICS COMMITTEE 
APPLICATION FORM: CATEGORY A 
 
1. University of Otago staff member responsible for project:  
Stephenson Janet  Dr 
 
2. Department/School: Centre for Sustainability 
 
3. Contact details of staff member responsible: 
Email:  janet.stephenson@otago.ac.nz ; Phone: 03 479 8779 
 
4. Title of project: Electrical peak demand characterization 
 
5. Indicate project type and names of other investigators and students:  
            Staff Co-investigators Names: Dr Michael Jack 
            Student Researchers Names: Imran Khan 
            Level of Study (PhD, Masters, Hons): PhD 
6. Is this a repeated class teaching activity?  
 NO 
7. Fast-Track procedure  
 Do you request fast-track consideration?  
NO 
8. When will recruitment and data collection commence? 
Mar 2017 




9. Funding of project 
 Is the project to be funded by an external grant? 
 NO 
 
10. Brief description in lay terms of the purpose of the project (approx. 75 words): 
This research is part of a PhD project being undertaken by Imran Khan, who is a 
Bangladeshi national. 
Patterns of residential electricity consumption are highly variable on a daily and 
seasonal basis. This residential variability in conjunction with patterns of use from 
industrial and commercial users create peaks in demand which are critically important 
to manage for electrical power security in Bangladesh. The purpose of this project is to 
identify the reasons behind daily peak electricity demand in the residential sector; and 
to propose more effective demand side management strategies.   Peak demand refers to 
the times of day when electricity use is at its highest – usually between 7 and 9am, and 
5 and 8pm. 
 
11. Aim and description of project: 
Much research has already been conducted on the various factors that influences total 
electricity consumption by households, but the underlying reasons or driving factors of 
peak demands in the residential sector are less well understood.  
The research which is the subject of this Ethics application is to identify the factors 
behind residential electrical peaks in Bangladesh.  
The relevant research questions that will be answered through this research are: 
1) What are the household activities that contribute to electrical peak 
demand? 
2) Are any common patterns of electrical energy use evident amongst 
households with similar demographic characteristics? 
The data will need to be gathered through field research in Bangladesh.  This will 
involve structured interviews of households in the Dhaka and Khulna regions of 
Bangladesh. 
 
12. Researcher/instructor experience and qualifications in this research area: 
Dr Janet Stephenson, who is one of the supervisors of this PhD project, is the Director 
of Centre for Sustainability, University of Otago. She has widespread experience in 
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conducting research that involves social science approaches to energy and mobility 
transitions. She chairs the National Energy Research Institute, the Smart Grid Forum, 
and Dunedin City Council’s Sustainability Audit Subcommittee. She is one of the 
project leaders of Energy Culture- I & II projects. She is one of the principal 
investigators of GREEN Grid project financed by MBIE, NZ; which involves 
multidisciplinary (i.e., social science, information science, and engineering) research. 
 
Dr Michael Jack, who is co-supervising this PhD project, is a Senior Lecturer in the 
Department of Physics, University of Otago. He is also the Director of Otago Energy 
Studies Programme and Co-Director of Otago Energy Research Centre. He has more 
than 15 years research experience in a wide range of sustainable energy areas such as 
electrical energy, renewable energy, energy efficiency technologies. Currently, he is 
also one of the principal investigators of GREEN Grid project financed by MBIE, NZ; 
which involves multidisciplinary (i.e., social science, information science, and 
engineering) research. 
  
The researcher, Imran Khan, who will be conducting the fieldwork, has completed his 
Bachelor and Master’s degree in Engineering. He has previous experience in collecting 
primary data through structured interviews in Bangladesh; while he was working in 
electrical energy conservation measure project in Jashore University of Science and 
Technology. He has participated in a workshop regarding qualitative and quantitative 
research techniques during his PhD. He has also participated in two workshops related 
to data analysis, and system dynamics, which will also support his PhD research work.  
 
13. Participants   
13(a) Population from which participants are drawn: 
We will interview householders from the Dhaka and Khulna regions of 
Bangladesh regarding their patterns of electricity use.    
13(b) Inclusion and exclusion criteria: 
 All participants must have enough knowledge about their households’ 
demographics and electrical energy consumption. The study participants 
must be aged 18 years minimum. 
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 Anyone who could be at risk because of the research, such as people who 
are psychologically disturbed or have low intellectual capacity will be 
excluded. 
13(c) Estimated number of participants:  
 Minimum 40; maximum number 60. 
13(d) Age range of participants: 
 Adult (at least 18 years) 
13(e) Method of recruitment: 
 Snowball sampling; where existing participant will propose future 
participants from among their connections.  
13(f) Specify and justify any payment or reward to be offered: 
 No payment.  
 
14. Methods and Procedures: 
Interviews will take place either in the participant’s home or in a location of their 
choosing.   The researcher/interviewer will ask structured questions of the participant and 
record the answers at the specified space on the paper. The interview will be conducted 
either in Bengali or English, depending on the participant’s preference and ability.  
The participants will be asked to answer a series of questions related to their household 
demographics and electrical energy consumption. For example- 
- Age  
- Gender 
- Number of occupants at home, their ages and genders 
- Monthly income 
- Level of education 
- Home address 
- Home characteristics (e.g. structural characteristics, flat or house, number 
of bedrooms, size, whether rented or owned) 
- Electrical home appliances 
- Typical pattern of daily energy-using activities while at home 
- Monthly electricity consumption 
 
15. Compliance with The Privacy Act 1993 and the Health Information Privacy 
Code 1994 imposes strict requirements concerning the collection, use and disclosure 
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of personal information.  The questions below allow the Committee to assess 
compliance. 
15(a) Are you collecting and storing personal information (e.g.name, 
contact details, designation, position etc) directly from the individual 
concerned that could identify the individual?  
YES 
15(b) Are you collecting information about individuals from another 
source?  
No 
If YES, explain: 
 
15(c) Collecting Personal Information: 
• Will you be collecting personal information (e.g. name, 
contact details, position, company, anything that could identify the 
individual)? 
 YES – name and address will be collected on the survey sheet, but 
not used in the research apart from using this as a basis for applying 
a unique identifier to each household 
• Will you inform participants of the purpose for which you 
are collecting the information and the uses you propose to make of 
it? 
 YES 
• Will you inform participants of who will receive the 
information? 
 YES 
• Will you inform participants of the consequences, if any, 
of not supplying the information? 
 YES 
• Will you inform participants of their rights of access to and 
correction of personal information? 
 YES 
 Where the answer is YES, make sure the information is included in the 
Information Sheet for Participants. 
 
15(d) Outline your data storage, security procedures and length of 
time data will be kept: 
The researcher will record the answers of each interview on the paper 
along with the questions; and will enter the information in a computer 
which will be protected by password within the Department. The papers 
will also be locked in a filing cabinet within the Department. Access to the 
data will be limited to Dr Janet Stephenson, Dr Michael Jack, and Imran 
Khan. The data will be managed in accordance with the requirements of 
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the University of Otago. The data will not be destroyed until at least 5 years 
after the completion of the project. 
To ensure further security- during data collection in the field, computerized 
data will be stored in researcher’s Syncplicity account on weekly basis.   
 
All the participants will be informed about the data security before starting 
the interviews.  
15(e) Who will have access to personal information, under what 
conditions, and subject to what safeguards? If you are obtaining 
information from another source, include details of how this will be 
accessed and include written permission if appropriate.  Will 
participants have access to the information they have provided? 
Access to the data will be limited to Dr Janet Stephenson, Dr Michael Jack, 
and Imran Khan. 
Participants can ask for a copy of the information they have provided. 
 
15(f) Do you intend to publish any personal information they have 
provided? 
 YES 
 If YES, specify in what form you intend to do this: 
 The demographics such as age, gender, education level, income, 
occupation etc. will be used for analysis. However, personal identification 
related data (e.g. name, address) will not be published. 
15(g) Do you propose to collect demographic information to describe 
your sample? For example: gender, age, ethnicity, education level, etc. 
Yes. In order to describe the household characteristics in some cases, the 
researcher would use some demographic information like gender, age, 
occupation, education level etc. 
15 (h) Have you, or will you, undertake Māori consultation?  
NO 
 
16. Does the research or teaching project involve any form of deception?   
NO 
 




18. *Applicant's Signature:   .............................................................................   
 Name (please print): Dr Janet Stephenson 
         Date:  ................................ 





19. Departmental approval:  I have read this application and believe it to be valid 
research and ethically sound.  I approve the research design.  The Research proposed in 
this application is compatible with the University of Otago policies and I give my consent 
for the application to be forwarded to the University of Otago Human Ethics Committee 
with my recommendation that it be approved. 
 
 
Signature of **Head of Department: .......................................................................... 
 
 Name of HOD (please print): ………………………………………………… 
 
      Date: ........................................ 
**Where the Head of Department is also the Applicant, then an appropriate senior staff 
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Electrical Peak Demand Characterization 
INFORMATION SHEET FOR PARTICIPANTS  
Thank you for showing an interest in this project.  Please read this information sheet 
carefully before deciding whether or not to participate.  If you decide to participate, we 
thank you.  If you decide not to take part, there will be no disadvantage to you and we 
thank you for considering our request.   
What is the Aim of the Project? 
This project is being undertaken as part of the requirements for Imran Khan’s Doctor of 
Philosophy (PhD) in Energy Management at the University of Otago, New Zealand.  
The aim of this project is to identify the reasons for peaks in electricity demand in the 
residential sector in Bangladesh. 
What Type of Participants are being sought? 
We are seeking householders over the age of 18 years in the Dhaka and Khulna regions.     
Participation is voluntarily (no money will be paid).    
What will I be Asked to Do? 
Should you agree to take part in this project, you will be asked to participate in an 
interview lasting approximately 30 minutes and the interview will take place either in 
your home or in a location of your choosing. 
Please be aware that you may decide not to take part in the project without any 
disadvantage to yourself of any kind. 
You may request a copy of the completed survey to make sure the information recorded 
is accurate.   
What Data or Information will be Collected and What Use will be Made of it? 
The data collected will be securely stored in such a way that only those mentioned at the 
end of this information sheet will be able to gain access to it. Data obtained as a result of 
the research will be retained for at least 5 years in secure storage.  
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The data from between 40-60 households will be analysed to find out about patterns of 
electricity use in households, particularly around the periods of peak demand (morning 
and evening).  Only Imran Khan and his two PhD supervisors will have access to the raw 
data. 
The results of the project may be published and will be available from the University of 
Otago Library (Dunedin, New Zealand) but every attempt will be made to preserve your 
anonymity. 
This project involves a structured-questioning technique. The general line of questioning 
includes but not limited to: 
- Age, Gender 
- Number of occupants at home 
- Monthly income 
- Level of education 
- Daily activities 
- Home address 
- Home characteristics (e.g. type, size) 
- Electrical home appliances 
- Monthly electricity consumption 
We will record your name and address, but this will not be used in any work published 
from the research.   
The University of Otago Human Ethics Committee is aware of the general areas to be 
explored in the interview, although the Committee has not been able to review the precise 
questions to be used. 
In the event that the line of questioning does develop in such a way that you feel hesitant 
or uncomfortable you are reminded of your right to decline to answer any particular 
question(s). 
You may withdraw from participation in the project at any time and without any 
disadvantage to yourself of any kind. 
What if I have any Questions? 
If you have any questions about our project, either now or in the future, please feel free 
to contact either: 
 
Imran Khan       or Dr Janet Stephenson 
Centre for Sustainability  Centre for Sustainability 
Telephone Number: +643479 5327  Telephone Number: +643479 8779 
Email: imran.khan@postgrad.otago.ac.nz Email: janet.stephenson@otago.ac.nz 
This study has been approved by the University of Otago Human Ethics Committee. If 
you have any concerns about the ethical conduct of the research you may contact the 
Committee through the Human Ethics Committee Administrator (ph +643 479 8256 or 
email gary.witte@otago.ac.nz). Any issues you raise will be treated in confidence and 
investigated and you will be informed of the outcome. 
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Electrical Peak Demand Characterization  
CONSENT FORM FOR PARTICIPANTS 
I have read the Information Sheet concerning this project and understand what it is about.  
All my questions have been answered to my satisfaction.  I understand that I am free to 
request further information at any stage. 
I know that:- 
1. My participation in the project is entirely voluntary; 
2. I am free to withdraw from the project at any time without any disadvantage; 
3. Any raw data on which the results of the project depend will be retained in secure 
storage for at least five years; 
4. The results of the project may be published and will be available in the University 
of Otago Library (Dunedin, New Zealand) but every attempt will be made to 
preserve my anonymity. 
I agree to take part in this project. 
 
.............................................................................   ............................... 
       (Signature of participant)      (Date) 
 
............................................................................. 
       (Printed Name) 
 
…………………………………………………….. 
Name of person taking consent 
 
This study has been approved by the University of Otago Human Ethics Committee. If 
you have any concerns about the ethical conduct of the research you may contact the 
Committee through the Human Ethics Committee Administrator (ph +643 479 8256 or 
email gary.witte@otago.ac.nz). Any issues you raise will be treated in confidence and 
investigated and you will be informed of the outcome. 
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12.13 Appendix-A13: Published articles from thesis 
Published peer reviewed articles from the thesis: 
(1) Khan, I. (2019). Household factors and electrical peak demand: a review for 
further assessment. Advances in Building Energy Research (Taylor & Francis), 
pp. 1–33.  
Available at: https://doi.org/10.1080/17512549.2019.1575770 
(2) Khan, I. (2019). Greenhouse gas emission accounting approaches in electricity 
generation systems: A review. Journal of Atmospheric Environment (Elsevier), 
200, 131–141.  
Available at: https://doi.org/10.1016/j.atmosenv.2018.12.005 
(3) Khan, I. (2019). Temporal carbon intensity analysis: renewable versus fossil fuel 
dominated electricity systems. Energy Sources, Part A: Recovery, Utilization, 
and Environmental Effects (Taylor & Francis), Vol:41, No.3, pp. 309-323. 
Available at: https://doi.org/10.1080/15567036.2018.1516013 
(4) Khan, I. (2018). Importance of GHG emissions assessment in the electricity grid 
expansion towards a low-carbon future: A time-varying carbon intensity 
approach. Journal of Cleaner Production (Elsevier), Vol:196, pp.1587–1599.  
Available at: https://doi.org/10.1016/j.jclepro.2018.06.162 
(5) Khan, I., Jack, M.W., Stephenson, J. (2018). Analysis of greenhouse gas 
emissions in electricity systems using time-varying carbon intensity. Journal of 
Cleaner Production (Elsevier), Vol:184, pp.1091–1101.  
Available at: https://doi.org/10.1016/j.jclepro.2018.02.309 
(6) I. Khan (2018), Time-segmented Regression Analysis : An Approach in 
Designing more Effective DSM Scheme, 6th IEEE Conference on Technologies 
for Sustainability, IEEE, Long Beach, CA, USA, pp. 1–2. 
Available at:  https://doi.org/10.1109/SusTech.2018.8671364 
(7) I. Khan, M.W. Jack, J. Stephenson (2017). Use of Time-varying Carbon Intensity 
Estimation to Evaluate GHG Emission Reduction Opportunities in Electricity 
Sector, 5th IEEE Conference on Technologies for Sustainability., IEEE, Phoenix, 
AZ, USA, pp. 1–2.  
Available at:  https://doi.org/10.1109/SusTech.2017.8333479 
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