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xABSTRACT
There are three topics in the thesis. In the first topic, we addressed a control problem
for a queueing system, known as the “N -system”, under the Halfin-Whitt heavy traffic regime
and a static priority policy was proposed and is shown to be asymptotically optimal, using
weak convergence techniques. In the second topic, we focused on the hospitals, where faster
servers(nurses), though work more efficiently, have the heavier workload, and the Randomized
Most-Idle (RMI) routing policy was proposed to tackle this unfairness issue, trying to reward
faster servers who serve more with less workload. we extended the existing result to show
that this desirable property of the RMI policy holds under a system with multiple customer
classes using theoretical exact analysis as well as numerical simulations. In the third topic, the
problem was to decide an appropriate number of representatives over time according to the
prescribed service quality level in the call center. We examined the stability of two methods
which were designed to generate appropriate staffing functions on a simulated data and real
call center data from an actual bank.
1CHAPTER 1. ASYMPTOTICALLY OPTIMAL CONTROL OF
N-SYSTEMS WITH H∗2 SERVICE TIMES UNDER MANY-SERVER
HEAVY TRAFFIC
A paper published in Queueing Systems
Arka Ghosh, Keguo Huang
Abstract
We address a control problem for a queueing system, known as the “N -system”, under the
Halfin-Whitt heavy traffic regime. It has two customer classes and two server pools: servers
from one pool can serve both customer classes, while servers from the other pool can only
serve one class. The service time is assumed to follows a special case of hyper-exponential
distributions, called the H∗2 distribution, and customers are impatient. We consider an ex-
pected infinite-horizon discounted cost function, with linear holding and abandonment cost-
components. A static priority policy is proposed and is shown to be asymptotically optimal,
using weak convergence techniques.
MSC2000: primary 60K25, 68M20, 90B22; secondary 60G22, 90B18.
Keywords: N-systems; parallel server systems; H∗2 service times, asymptotic optimality; many-
server limit; heavy-traffic limit; Halfin-Whitt regime.
1.1 Introduction
Stochastic networks are widely-used models for dealing with problems arising from fields
such as manufacturing, communication, service and computer systems; and the parallel-server
system is an important class of stochastic networks (cf. [13], [5]). In this paper, we focus on
a special type of parallel-server models, known as the N -systems. It is a common sub-class of
2parallel server systems that has been studied thoroughly under different conditions by many
researchers for more that a decade - see [16], [5], [18], [12], [14], [20]). The reason for popularity
of this network is the fact that it is one of the simplest non-trivial parallel server systems that
retains much of the complexity inherent in more general models. In this paper, we study this
network with general arrivals, exponential customer impatience-times and the so-called H∗2
service-time distributions. For an infinite horizon discounted cost, we prove an intuitive and
static priority routing policy is asymptotically optimal, under the Halfin-Whitt heavy-traffic
regime.
In more details, we consider an N -system consisting of two customer classes and two server
pools with different service rates. Readers can refer to Figure 1.1 for a schematic diagram (a
more detailed description is in Section 1.2). A control problem for this system is not directly
tractable, so we consider an asymptotic framework where a sequence of N -systems indexed
by r. The parameters of this sequence satisfy the many-server heavy-traffic condition in the
Halfin-Whitt regime (cf. [15]). As in [5] and [20], we mainly focus on the interesting case
when the server pool 1 is not adequate to handle the class 1 customers - so, it is necessary for
server-pool 2 to serve some of class 1 customers. This is commonly referred to as the resource
pooling condition, cf. [17], [20] and [5]. Our goal is to design a control policy that minimizes the
total expected infinite-horizon discounted cost, composed of linear holding and abandonment
cost-components. A control policy for the N -system is a routing policy pi = {pir} which gives
the system manager the instructions in two scenarios: First, when a new class 1 customer
comes and there are idle servers available, should the manager hold this customer in the buffer
(keeping servers free for more expensive customers), or send this customer immediately to one
of the idle servers - if so, which server pool should it be routed to? Secondly, when a server
from pool 2 becomes available for both customer classes, should the manager keep this server
idle or assign a customer to this server immediately - if so, which customer class should be
routed to this server? In this paper, we only consider non-idling policies, i.e., no server in any
pool idles unless the buffers it can serve are empty.
We assume a general inter-arrival time distribution (with finite variance) for the arrivals
in each class. The service time distribution we consider is a special case of hyper-exponential
3distribution, know as H∗2 distribution (cf. [21], [19]). Specifically, the service time of a customer
routed to pool j follows an exponential distribution with rate µj with a probability pj > 0, and
equals to zero with probability 1− pj . Though zero service time is unrealistic, this provides a
good approximation to customers with a very short service times. It also provides an illustration
of the use of heavy-traffic analysis methodology for a general hyper-exponential distributions.
In our model, the service time distribution is only pool-dependent, not class-dependent (as in
[20]). The optimal policy pi∗ we propose is a static routing policy: In addition, a free server
from pool 2 picks the more expensive customer class and a class 1 customer picks the faster
server pool with idle servers. The detailed description will be given with the main results in
Section 1.4. One surprising result is that the values of pj will not affect the choice of the
optimal policy, as long as the pj values are not zero.
The main contribution of our paper is the generalization of service time distribution for
the N -system. Compared with [19] where H∗2 service distribution was applied to a system
with single customer class, we consider multiple customer classes. In addition, we incorporate
customer impatience into our model. In [20], the authors considered N -systems similar to
the one in this paper, but with exponential service times. Our model incorporates both these
features: N -system with abandonment and H∗2 service times. Our proof of the optimality of
the proposed policy follows the standard steps for showing optimality in heavy-traffic analysis:
First, in Theorem 1 we establish an asymptotic lower bound for the total cost of any admissible
policy. Second, in Theorem 2 we prove the total cost of our proposed policy achieves the lower
bound asymptotically. The lower bound is obtained from solving an approximating diffusion
control problem. A major difficulty we encountered is in proving results in Section 1.5 and
Section 1.6. In particular, the proof of Lemma 2 and Lemma 3 required much more detailed
analysis where the processes Cij(t) and Aij were involved. In [20], the result of fluid processes
being C-tight was straightforward (although the term C-tight was not formally used), but we
had to make much more detailed estimation and careful analysis of the associated processes
to prove the two lemmas which are at the heart of our analysis. The analysis in this paper,
we believe, can be generalized to a general parallel-server settings (see [10]). However, as in
[20], our main idea of the proof fails to work if we assume that service distribution is not only
4pool-dependent, but also customer class-dependent. The main difficulty lies in the fact that
the inequalities similar to (1.20) do not hold under this general distribution. Similar issues
arise when we deal with more general service-time distributions, such as hyper-exponential
distributions. We discuss this in more detail in Section 1.7.
The rest of this paper is organized as follows. In Section 1.2 we give a complete description
of the N -systems and the corresponding asymptotic framework. In section 1.3, we define the
processes of the model and the fluid and diffusion scaled processes. In section 1.4, we present
our main results. Sections 1.5 and 1.6 are devoted to prove the main results. Section 1.7 has
some concluding remarks.
1.1.1 Notations
We assume the all the stochastic processes are defined on the complete probability space
(Ω,F ,P), and the expectation with respect to P is denoted by E. We use “a.s.” to denote the
convergence almost surely with respect to P.
We will use the capital letter without subscripts i or j, to denote the vector of the corre-
sponding stochastic processes. For example, Er := (Er1 , E
r
2) and Z
r := (Zr11, Z
r
12, Z
r
22), etc.
The set of nonnegative integers will be denoted by N. The d-dimensional Euclidean space
will be denoted by Rd and R+ will denote the interval [0,∞). For any x ∈ R, let [x] denote
the greatest integer that is less than or equal to x. Let | · | denote the norm on Rd given
by |x| = maxi=1,2,...,d{|xi|} for x ∈ Rd. For x ∈ R, x+ = max{x, 0}, x− = max{0,−x}. Let
Dd := Dd[0,∞) be the space of “Skorokhod paths” in Rd with domain [0,∞). For any x ∈ Dd,
‖x(·)‖T = sup
t∈[0,T ]
|x(t)|.
Consider Dd be endowed with the Skorokhod J1-topology; see [7]. A sequence {xr} ⊆ Dd is
said to converge uniformly on compact set to x ∈ Dd as r →∞, if for any T > 0,
‖xr(·)− x(·)‖T → 0, as r →∞.
It will be denoted by xr → x u.o.c., as r →∞. We also define for s ≤ t,
x(s : t) = x(t)− x(s).
51.2 The N-system Model and the Asymptotic Framework
Figure 1.1 A schematic diagram of an N -system
In this section, we present a detailed description of our N -system. A schematic diagram
for the N -system is shown in Figure 1.1. The two circles represent server pools, each of which
contains servers with the same capability, working in parallel. The two open ended rectangles
represent infinite capacity buffers for holding customers awaiting service. Arrivals to the two
infinite capacity buffers are given by independent renewal processes given by (1.5). Customers
arriving to buffer i are called “class i customers”, for i = 1, 2. Each customer requires one
single service at a server in one of the server pools. We assume that servers in the pool j
have a common service time distribution, denoted by H∗2 as in [19], which is a mixture of
an exponential distribution with rate µj with probability pj and a unit point mass at 0 with
probability 1− pj , for j = 1, 2.
For notational convenience, we use I = {1, 2} to denote the set of customer classes and
J = {1, 2} to denote the set of server pools. We assume the restriction that server 1 can only
6serve class 1 customers, whereas server 2 can serve class 1 and class 2 customers. Let J (i) be
the set of server pools which can serve class i customers and I(j) be the set of customer classes
which the server pool j can serve. Hence, for our N -system, I(1) = {1}, I(2) = {1, 2},J (1) =
{1, 2},J (2) = {2}.
Upon arrival of a class i customer, its service starts immediately if there is an idle server in
at least one of the pools in J (i). Otherwise, this customer joins the queue i which is formed
in the buffer i, awaiting to be served later by one of the servers. We assume each customer
will renege from the system before the service if its waiting time in queue exceeds its patience.
We model this behaviour by assuming that class i customer has an exponentially distributed
patience time with rate γi ≥ 0, for i = 1, 2.
We formulate an asymptotic analysis by considering a sequence of N -systems indexed by r.
The arrival rates for the two customer classes in the r-th system is denoted by λr := (λr1, λ
r
2).
Let N r := (N r1 , N
r
2 ) be the numbers of servers in the two server pools and |N r| := N r1 +N r2 be
the total number of servers in the r-th system.
We focus on the parameter regime in which the system is nominally heavily loaded in the
Halfin-Whitt setting. First, we require that there exist λ1, λ2, β1, β2 > 0 such that
N rj
|N r| = βj , and |N
r| → ∞, λ
r
i
|N r| → λi, as r →∞, ∀i ∈ I, j ∈ J . (1.1)
The first equality is needed for (1.4). We assume that the average arrival rate to class 1
exceeds the average service rate at the server pool 1, i.e.,
λ1 >
β1
p1
µ1. (1.2)
This condition is referred to as the complete resource pooling condition as in [17] and [5].
Namely, we assume there exists x12, x22 > 0 such that x12 + x22 = 1, where xij represents the
portion of servers in pool j serving class i customers in the long run, and we have that
λ1 =
µ1
p1
β1 +
µ2
p2
x12β2, and λ2 =
µ2
p2
x22β2 (1.3)
We also have the following many-server heavy-traffic assumption:
λr1 =
µ1
p1
N r1 +
µ2
p2
x12N
r
2 +
√
|N r|θ1, λr2 =
µ2
p2
x22N
r
2 +
√
|N r|θ2. (1.4)
for θ1, θ2 ∈ R. Let θ := θ1 + θ2.
71.3 Preliminaries
1.3.1 Processes
Consider the r-th system. The stochastic processes in this section are defined for appropriate
values of indices i, j. For i = 1, 2, let Eri (t) be the number of class i arrivals up to time t, and
we define
Eri (t) := sup
{
n ≥ 0 :
n∑
l=1
ui(l) ≤ λri t
}
, t ≥ 0, (1.5)
where {ui(l), l = 1, 2 . . .} is a sequence of nonnegative i.i.d. random variables with mean 1
and variance σ2i ≥ 0, and the empty sum is assumed to be zero. For i = 1, 2, ui(l)’s can
be interpreted as inter-arrival time between consecutive class i arrivals. Let Fi(t) and Sij(t)
be independent Poisson processes with the rates γi and µj respectively, for i, j = 1, 2. They
represent the reneging and service processes. Next we define processes counting the number of
customers with positive service time, i.e., for i ∈ I, j ∈ J (i),
Cij(t) :=
[t]∑
n=1
ξij(n), t ≥ 0,
where {ξij(n), n = 1, 2, . . .} is a sequence of i.i.d. Bernoulli random variables, which equal to 1
with probability pj > 0 and equal to 0 with probability 1 − pj . Specifically, Cij(m)’s counts
the number of class i customers in pool j whose service times are positive, out of the total m
class i customers heading to pool j, for m ∈ N. The processes
{(Er(t), S(t), F (t), C(t)) : t ≥ 0}
defined above are referred to as primitive processes.
For the appropriate values of the indices i, j, let Qri (t) be the number of class i customers
in the queue i at time t, Arij(t) be the number of class i customers whose service started in
server pool j up to time t, and Zrij(t) be the number of class i customers being served in server
pool j at time t. Similarly, let
Gri (t) :=
∫ t
0
Qri (u)du, T
r
ij(t) :=
∫ t
0
Zrij(u)
pj
du, t ≥ 0. (1.6)
Gr(t) := (Gr1(t), G
r
2(t)) denotes the cumulative queue length up to time t and T
r(t) :=
(T r11(t), T
r
12(t), T
r
22(t)) can be interpreted as the total “expected” busy time of the correspond-
8ing servers without the “leaking” of zero-service-time customers. Let Rri (t) := Fi(
∫ t
0 Q
r
i (s)ds)
be the number of class i customers who have reneged from the queue i up to time t and
Drij(t) := Sij(
∫ t
0 Z
r
ij(s)ds) be the number of class i departures in the server pool j up to time
t, only for those whose service times are positive. Let
Xri (t) := Q
r
i (t) +
∑
j∈I(j)
Zrij(t)
pj
, i ∈ I, Y r(t) := Xr1(t) +Xr2(t), t ≥ 0.
Xri (t)’s can be interpreted as the “expected” number of class i customers in the system at
time t. Y r(t) can be interpreted as the “expected” total number of customers in the system at
time t. Next, we define the so-called performance processes for the r-th system:
Xr(t) := (Ar(t), Qr(t), Zr(t), Gr(t), Rr(t), T r(t), Dr(t), Xr(t), Y r(t)), t ≥ 0. (1.7)
1.3.2 Scaled processes
We define the fluid scaled processes as follows, for t ≥ 0:
E¯(t) :=
Er(t)
|N r| , F¯ (t) :=
F (|N r|t)
|N r| , S¯(t) :=
S(|N r|t)
|N r| , C¯
r(t) :=
C(|N r|t)
|N r| ,
and,
X¯r(t) :=
Xr(t)
|N r| .
Next, we define the corresponding diffusion scaled processes for t ≥ 0, and appropriate values
of i, j:
Qˆri (t) :=
Qri (t)√|N r| , Gˆri (t) := Gri (t)√|N r| , Rˆri (t) := Rri (t)√|N r|
Eˆri (t) :=
√
|N r|
(
E¯ri (t)−
λri
|N r| t
)
, Aˆrij(t) :=
√
|N r|
(
A¯rij(t)−
µj
pj
xijβjt
)
Zˆij(t) :=
√
|N r|
(
Z¯rij(t)− xijβj
)
, Cˆrij(t) :=
√
|N r|
(
C¯rij(t)− pjt
)
Tˆ rij(t) :=
√
|N r|
(
xijβj
pj
t− T¯ rij(t)
)
, Fˆ ri (t) :=
√
|N r|
(
F¯ ri (t)− γit
)
,
Sˆrij(t) :=
√
|N r|
(
S¯rij(t)− µjt
)
, Dˆrij(t) := Sˆ
r
ij
(∫ t
0
Z¯rij(s)ds
)
.
Note that from definitions above, (1.6), and Zˆij(t) ≤ 0 for all t ≥ 0, we obtain
Tˆ rij(t) = −
∫ t
0
Zˆij(u)
pj
du. (1.8)
9We also need to define the initial conditions in order to analyse asymptotic behaviour. We
assume Qr(0) := (0, 0) for each r ∈ N and Z¯r(0) is constant for each r ∈ N, and assume
Z¯r(0)→ Z¯(0) := (β1, x12β2, x22β2), as r →∞. (1.9)
Similarly, we assume
Zˆr(0)→ Zˆ(0), as r →∞, (1.10)
for some vector Zˆ(0).
Furthermore, we define the diffusion scaled number of customers coming from different
queues in the r-th system at t ≥ 0, as
Xˆr1(t) :=
√
|N r|
(
X¯r1(t)−
(
β1
p1
+
x12β2
p2
))
, Xˆr2(t) :=
√
|N r|
(
X¯r2(t)−
x22β2
p2
)
,
and we define the diffusion scaled total number of customers in the system at time t, as
Yˆ r(t) :=
√
|N r|
(
Y¯ r(t)−
(
β1
p1
+
β2
p2
))
.
Then we have for all t ≥ 0,
Xˆr1(t) = Qˆ
r
1(t) +
Zˆr11(t)
p1
+
Zˆr12(t)
p2
, Xˆr2(t) = Qˆ
r
2(t) +
Zˆr22(t)
p2
, Yˆ r(t) = Xˆr1(t) + Xˆ
r
2(t). (1.11)
1.3.3 Properties of Processes
The processes defined previously satisfy the following equations for t ≥ 0:
Qri (t) = E
r
i (t)−
∑
j∈J (i)
Arij(t)− F ri (Gri (t)), i ∈ I, (1.12)
Zrij(t) = Z
r
ij(0) + Cij(A
r
ij(t))− Sij
(∫ t
0
Zrij(s)ds
)
, i ∈ I, j ∈ J (i), (1.13)
Qri (t) ≥ 0, i ∈ I, (1.14)∑
i∈I(j)
Zrij(t) ≤ N rj , j ∈ J . (1.15)
Equation (1.12) is true because the number of customers in the i-th queue at time t equals the
total i-th arrivals by time t minus the total number of class i customers which have abandoned
the queues and started the service by time t. Equation (1.13) is true because the number
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of class i customers in the server pool j at time t equals the number of class i customers
who have joined the server pool j minus which have finished the service in pool j. Note that
the underlying performance process (1.7) is pathwise different from the Xr(t) defined in [11],
which is called perturbed system. But it is also shown that the two processes have the same
distribution. For more details, see [11]. Then by (1.11), (1.12) and (1.13), we obtain, for all
t ≥ 0,
Xˆr1(t) = Wˆ
r
1 (t)− γ1Gˆr1(t) + µ1Tˆ r11(t) + µ2Tˆ r12(t),
Xˆr2(t) = Wˆ
r
2 (t)− γ2Gˆr2(t) + µ2Tˆ r22(t),
(1.16)
Yˆ r(t) = Wˆ r(t)− γ1Gˆr1(t)− γ2Gˆr2(t) + µ1Tˆ r11(t) + µ2Tˆ r12(t) + µ2Tˆ r22(t), (1.17)
where
Wˆ r1 (t) :=
Zˆr11(0)
p1
+
Zˆr12(0)
p2
+ Eˆr1(t)− Fˆ r1 (G¯r1(t)) +
1
p1
Cˆr11(A¯
r
11(t))
+
1
p2
Cˆr12(A¯
r
12(t))−
1
p1
Sˆr11(p1T¯
r
11(t))−
1
p2
Sˆr12(p2T¯
r
12(t)) + θ1t,
Wˆ r2 (t) :=
Zˆr22(0)
p2
+ Eˆr2(t)− Fˆ r2 (G¯r2(t)) +
1
p2
Cˆr22(A¯
r
22(t))−
1
p2
Sˆr22(p2T¯
r
22(t)) + θ2t,
Wˆ r(t) := Wˆ r1 (t) + Wˆ
r
2 (t).
By (1.11) and (1.15), we have the following properties for all 0 < s < t,
Gˆr1(t)(s : t)− Tˆ r11(s : t)− Tˆ r12(s : t) =
∫ t
s
Xˆr1(u)du,
Gˆr2(t)(s : t)− Tˆ r22(s : t) =
∫ t
s
Xˆr2(u)du,
(1.18)
Tˆ r11(s : t) ≥ 0, Tˆ r12(s : t) + Tˆ r22(s : t) ≥ 0. (1.19)
Then from (1.19) and how we defined Tˆ r, setting s = 0, one has, for all t ≥ 0,
p1T¯
r
11(t) ≤ β1t, p2T¯ r12(t) + p2T¯ r22(t) ≤ β2t. (1.20)
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Note that by (1.16) one has, for all t ≥ 0,
X¯r1(t) =
Xˆr1(t)√|N r| +
(
β1
p1
+
x12β2
p2
)
=
Z¯r11(0)
p1
+
Z¯r12(0)
p2
+ E¯r1(t)− F¯ r1
(
G¯r1(t)
)
+
θ1√|N r| +
(
1
p1
C¯r11(A¯
r
11(t))− A¯r11(t)
)
+
(
1
p2
C¯r12(A¯
r
12(t))− A¯r12(t)
)
− 1
p1
S¯r11
(
p1T¯
r
11(t)
)− 1
p2
S¯r12
(
p2T¯
r
12(t)
)
+ µ1
β1
p1
t+ µ2
x12β2
p2
t− λ
r
1
|N r| t,
X¯r2(t) =
Z¯r22(0)
p2
+ E¯r2(t)− F¯ r2
(
G¯r2(t)
)
+
θ2√|N r| +
(
1
p2
C¯r22(A¯
r
22(t))− A¯r22(t)
)
− 1
p2
S¯r22
(
p2T¯
r
22(t)
)
+ µ2
x22β2
p2
t− λ
r
2
|N r| t.
(1.21)
Moreover, by (1.18), one has
Tˆ r11(s : t) + Tˆ
r
12(s : t) + Tˆ
r
22(s : t) ≥ −
∫ t
s
Yˆ r(u)du,
as Gˆri (s : t) ≥ 0 for each i and 0 ≤ s ≤ t. Hence, for regular points t ≥ 0 of Tˆ rij ’s, one has
d
dt
[Tˆ r11(t) + Tˆ
r
12(t) + Tˆ
r
22(t)] ≥ −Yˆ r(t).
Since Tˆ rij ’s are non-decreasing, this implies
d
dt
[Tˆ r11(t) + Tˆ
r
12(t) + Tˆ
r
22(t)] ≥ (Yˆ r(t))−.
Then, by the absolute continuity of Tˆ rij ’s, one has a.s., for all t ≥ 0,
Tˆ r11(t) + Tˆ
r
12(t) + Tˆ
r
22(t) ≥
∫ t
0
(Yˆ r(u))−du.
Then together with (1.18), one can obtain that, for all t ≥ 0,
Gˆr1(t) + Gˆ
r
2(t) ≥
∫ t
0
(Yˆ r(u))+du (1.22)
This fact will be used in our analysis in Section 1.5.
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1.4 Asympotically Optimal Policy: Main Results
The evolution of the system depends on the choice of the policy. We use pi = {pir} to
denote a control policy. For the sake of the simplicity, we will omit the superscript pi when
the employed policy is clear from the context. We restrict our attention to admissible policies
which are non-idling, head-of-the-line, non-preemptive and have the Markovian structure as in
[20] and [11].
Recall that in the r-th system, Qri (t) denotes the number of class i customers in the queue i
at time t, Rri (t) denotes the cumulative amount of class i customers who have reneged from the
queue i in the time interval [0, t], for i = 1, 2. The diffusion scaled processes associated with
Qr(t), Rr(t) are Qˆr(t), Rˆr(t), respectively. We consider an expected cumulative discounted
holding and reneging cost for the diffusion scaled queue length processes. Let h = (h1, h2) be a
constant vector of the holdings costs per customer per unit time, and c = (c1, c2) be a constant
vector of the costs per reneging customer in the diffusion scaled reneging amount. In the r-th
system, the expected cumulative discounted cost for an admissible policy pir is defined as:
V r,pi
r
:=
2∑
i=1
E
[∫ ∞
0
e−δt
(
hiQˆ
r,pir
i (t)dt+ cidRˆ
r,pir
i (t)
)]
=
2∑
i=1
E
[∫ ∞
0
e−δt(hi + ciγi)Qˆ
r,pir
i (t)dt
]
. (1.23)
For the equivalence between two expressions above, see the discussion on p.1104 in [4]. In this
paper, we will propose a routing policy pi that minimizes V r,pi
r
in the limit.
The following parameter regime will be assumed for the most of this paper, and additional
cases will be discussed in Section 1.7.
0 ≤ γ1 ≤ γ2 ≤ µ1 ≤ µ2, h1 + c1γ1 ≥ h2 + c2γ2. (1.24)
The first part says both the abandonment rates are less than either of the service rates, and
indicates that class 1 customers are less patient and than class 2 customers and customers in
pool 1 are served more slowly than customers in pool 2. The second part indicates it is more
expensive to hold class 1 customers than to hold the class 2 customers. Note that hi + ciγi
is the total cost per customer in the queue i per time unit, for i = 1, 2. Careful readers may
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already notice that pj values are not considered in the parameter regime, and the choice of
optimal policy is independent of the pj values.
Under assumption (1.24), we propose the following static admissible policy as the asymp-
totically optimal policy in r-th system.
Proposed Asymptotically Optimal Policy pi∗ := {pir,∗}: Server 1 works on buffer
1 unless buffer 1 is empty, and
1. When a server in pool 2 is available for customers from both classes, this server chooses
the leading customer from queue 1 for service.
2. When a class 1 customer arrives at an empty buffer and there are idle servers in both
pools, this customer is routed to a server from pool 2.
We use pir,∗ to denote the above admissible policy in the r-th system. This is our proposed
asymptotically optimal policy, and the asymptotically optimality will be shown in Theorem 1
and 2.
Before we present our main theorems, we first present a lemma, which is essential to identify
the lower bound process. The proof will be omitted, since this is just a restatement of Lemma
3.1 and Lemma 4.2 in [20].
Lemma 1 (Tezcan-Dai, 2010). (i) For each x ∈ D and a ∈ R2, there exists a unique y ∈ D
that satisfies
y(t) = x(t) + a1
∫ t
0
(y(s))−ds− a2
∫ t
0
(y(s))+ds. (1.25)
Let ψa : D → D be the map satisfying ψa(x) := y, then ψa is Lipschitz continuous on
D with respect to the sup norm on finite intervals and is continuous in the Skorohod J1
topology.
(ii) Let b = (b1, b2) ∈ R2 and d = (d1, d2) ∈ R2 and (b, d), satisfying the following condition:
0 ≤ max{d1, d2} ≤ min{b1, b2}.
Let x ∈ D be fixed. Assume that (y˜, u1, u2, v1, v2) ∈ D×D4 satisfies
y˜(t) = x(t) + b1u1(t) + b2u2(t)− d1v1(t)− d2v2(t), t ≥ 0,
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ui(·) and vi(·) are nondecreasing, and ui(0) = 0 and vi(0) = 0, i = 1, 2, ui(·) is absolutely
continuous,
v1(s : t) + v2(s : t)− u1(s : t)− u2(s : t) =
∫ t
s
y˜(s)ds, 0 ≤ s < t,
where x(s : t) = x(t)− x(s) for x ∈ Dn for n ≥ 1 and s ≤ t.
Then
ψa(x)(t) ≤ y˜(t) for all 0 ≤ t <∞,
where a = (min{b1, b2},max{d1, d2}).
Let
ψ := ψ(µ1,γ2) and Yˆ
∗(·) := ψ(Wˆ ∗)(·), (1.26)
where Wˆ ∗ is a Brownian motion with drift θ, variance
2∑
i=1
(
λiσ
2
i + λi +
µiβi(1− pi)
p2i
)
,
and the initial distribution Zˆ11(0)p1 +
Zˆ12(0)+Zˆ22(0)
p2
. We propose the lower bound of mean cost V r
as
V ∗ := E
[∫ ∞
0
e−δt(h2 + c2γ2)(Yˆ ∗(t))+dt
]
. (1.27)
For the sake of completeness, we give the definition of asymptotical optimality of control poli-
cies.
Definition 1. An admissible control policy {pir,∗} is said to be asymptotically optimal if for
any admissible policy {pir},
lim inf
r→∞ V
r,pir ≥ lim inf
r→∞ V
r,pir,∗ .
Our main results are presented given below.
Theorem 1. Assume that (1.1), (1.4), (1.10) and (1.24) hold. Then for any admissible policy
{pir},
lim inf
r→∞ V
r,pir ≥ V ∗. (1.28)
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Theorem 2. Assume that (1.1), (1.4), (1.10) and (1.24) hold and let {pir,∗} denote the proposed
admissible policy. Then,
lim
r→∞V
r,pir,∗ = V ∗. (1.29)
In Section 1.5 and 1.6, we will prove Theorem 1 and 2, respectively. The next theorem
directly follows from Theorem 1 and 2.
Theorem 3. Assume that(1.1), (1.4), (1.10) and (1.24) hold. Then the proposed admissible
policy {pir,∗} is asymptotically optimal.
1.5 Key Results for Proof of Optimality
In this section, we provide results for proving Theorem 1 and Theorem 2, including two
lemmas and three propositions.
A sequence of processes in Dd for d ≥ 1 is called C-tight if it is tight in Dd and any weak
limit point of the sequence has continuous paths a.s. (cf. DEFINITION 9.1 in [5]).
Lemma 2. Assume (1.1) holds. Let {pir} be any admissible policy, Then
{(S¯r,pir(·), E¯r,pir(·), F¯ r,pir(·), C¯r,pir(·), T¯ r,pir(·), Q¯r,pir(·), G¯r,pir(·), A¯r,pir(·))} (1.30)
is C-tight.
Proof. Our proof is similar to that of Lemma 9.2 in [5] and Theorem B.1 in [11]. We will omit
the superscript pir for the rest of the proof. By the Functional Strong Law of Large Numbers
(FSLLN, cf. Theorem 5.10 in [9]), one has
(S¯r(·), E¯r(·), F¯ r(·), C¯r(·))⇒ (µ(·), λ(·), γ(·), p(·)), (1.31)
where for t ≥ 0,
µ(t) = (µ1t, µ2t), λ(t) = (λ1t, λ2t), γ(t) = (γ1t, γ2t), p(t) = (p1t, p2t). (1.32)
Next, note that for any i ∈ I, j ∈ J (i) and 0 ≤ s ≤ t, and from (1.8), and the fact that
Zrij(t) ≤ N rj ≤ |N r|,
T¯ rij(t)− T¯ rij(s) =
∫ t
s
Zrij(u)
pj |N r|du ≤
t− s
pj
,
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then the sequence of processes {T¯ r(·)} is C-tight by Theorem 15.5 in [6]. Also, by the random
time change theorem (cf. p.145 in [6]) and the fact that D¯rij(t) = S¯
r
j (pj T¯
r
ij(t)), {D¯r(·)} is
C-tight. Next, by (1.31), for any T > 0, there exists M > 0 such that
‖E¯r(·)‖T < M, (1.33)
for large enough r. Then for 0 ≤ s ≤ t ≤ T and large r, by (1.6), (1.12) and (1.33),
G¯ri (t)− G¯ri (s) =
∫ t
s
Q¯ri (u)du ≤
∫ t
s
E¯ri (u)du ≤M(t− s).
Hence, the sequence of processes {G¯r(·)} is C-tight, so is {Q¯r(·)}. We next show the sequence
of processes {A¯r(·)} is C-tight. Note that, for any i ∈ I, j ∈ J (i) and 0 ≤ s ≤ t,
C¯rij(A¯
r
ij(t))− C¯rij(A¯rij(s)) ≤ [E¯ri (t)− E¯ri (s)] + [D¯rij(t)− D¯rij(s)],
i.e., the number of class i customers whose services started in pool j with positive service time
is no larger than the sum of the number of class i arrivals and the number of corresponding
departure from pool j. So {C¯r(A¯r(·))} is C-tight by Theorem 15.5 in [6]. Also, one has
Arij(t) ≤ Eri (t) ≤M for any t ≥ 0 on [0, T ] for large r. Then by (1.33), one has a.s.,
‖C¯rij(A¯rij(·))− pjA¯rij(·)‖T ≤ ‖C¯rij(·)− pj(·)‖M → 0.
The inequality is true because taking supremum of the same expression over larger domain
yields larger value. So by the the convergence-together theorem (cf. Theorem 3.1 [7]), {A¯r(·)}
is C-tight. This completes the proof.
Now for any admissible policy {pir}, we choose a subsequence {r′} such that
lim
r′→∞
V r
′,pir
′
= lim inf
r→∞ V
r,pir . (1.34)
By the C-tightness of the sequence in (1.30) indexed by r′, we can assume
(S¯(·), E¯(·), F¯ (·), C¯(·), T¯ (·), G¯(·), Q¯(·), A¯(·)) (1.35)
is a weak limit of a subsequence indexed by {r′′}. By the Skorohod representation theorem, we
may choose an equivalent distributional representation, such that all the stochastic processes in
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(1.30) (for which we will use the same symbols) indexed by r′′ and the limit (1.35) are defined
on the same probability space (which will still be denoted by (Ω,F ,P)), and a.s.,
(S¯r
′′
(·), E¯r′′(·),F¯ r′′(·), C¯r′′(·), T¯ r′′(·), G¯r′′(·), Q¯r′′(·), A¯r′′(·))
→ (S¯(·), E¯(·), F¯ (·), C¯(·), T¯ (·), G¯(·), Q¯(·), A¯(·)) u.o.c. as r′′ →∞ (1.36)
Using the processes in (1.30) indexed by r′′, we could rebuild all the fluid and diffusion scaled
processes in the system on the new probability space, which are equivalent in distribution to
the original processes, so we will simply keep the same symbols for all the processes. Recall
that the limits E¯(·), S¯(·), F¯ (·) and C¯(·) are shown in (1.31) and (1.32), and A¯(·), T¯ (·) and G¯(·)
are non-decreasing processes.
Lemma 3. Fix an admissible policy {pir} satisfying
lim inf
r→∞ V
r,pir <∞. (1.37)
Then the limit in (1.35) along the subsequence indexed by r′ is, a.s.,
(µ(·), λ(·), γ(·), p(·), T¯ ∗(·),0,0, A¯∗(·)), (1.38)
where (µ(·), λ(·), γ(·), p(·)) are defined in (1.32), T¯ ∗(t) := (β1t, x12β2t, x22β2t), 0 is a two-
dimensional vector of zeros and A¯∗(t) := (µ1p1 β1t,
µ2
p2
x12β2t,
µ2
p2
x22β2t).
Proof. The first four terms have been proved in (1.31). For Q¯(·), by
lim
r′′→∞
V r
′′,pir
′′
= lim inf
r→∞ V
r,pir <∞,
with (1.36) and the Fatou’s lemma, we have
0 = lim
r′′→∞
1√
|N r′′ |V
r′′,pir
′′
≥
2∑
i=1
E
[∫ ∞
0
e−δt(hi + ciγi) lim inf
r′′→∞
Q¯r
′′
i (t)dt
]
=
2∑
i=1
E
[∫ ∞
0
e−δt(hi + ciγi)Q¯i(t)dt
]
.
(1.39)
Since Q¯ is non-negative and has continuous paths, it follows that a.s., Q¯(·) := 0. Note that
Q¯ := 0 implies G¯ := 0.
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Consider the inequality in (1.22) indexed by {r′′}, after dividing both sides by
√
|N r′′ | and
taking r′′ →∞, we obtain for all T > 0,
0 = G¯1(T ) + G¯2(T ) ≥
∫ T
0
(
Y¯ (s)−
(
β1
p1
+
β2
p2
))+
ds, (1.40)
where, for all t ≥ 0, Y¯ (t) = X¯1(t) + X¯2(t) and
X¯1(t) := X¯1(0) + λ1t− γ1G¯1(t)− µ1T¯11(t)− µ2T¯ r12(t),
X¯2(t) := X¯2(0) + λ2t− γ2G¯2(t)− µ2T¯22(t).
(1.41)
obtained by applying the continuous mapping theorem on X¯r in (1.21). From (1.9), (1.40) and
(1.41), we have
(λ1 + λ2)t ≤ µ1T¯11(t) + µ2(T¯12(t) + T¯22(t)), 0 ≤ t ≤ T.
By (1.3) and (1.20), the following equality holds
p1T¯11(t) = β1t, p2T¯12(t) + p2T¯22(t) = β2t, t ≥ 0. (1.42)
Then by (1.18),
p2T¯12(t) = x12β2t, p2T¯22(t) = x22β2t, t ≥ 0. (1.43)
Next, Consider the equality in (1.22) indexed by {r′′}, after dividing both sides by
√
|N r′′ | and
taking r′′ →∞, we obtain
A¯11(t) + A¯12(t) = λ1t, A¯22(t) = λ2t, t ≥ 0.
Then (1.3) and (1.13) will give us
p1A¯11(t) = µ1β1t, p2A¯12(t) = µ2x12β2t, p2A¯22(t) = µ2x22β2t, t ≥ 0, (1.44)
and this completes the proof.
Note that if {pir} is an admissible policy satisfying lim infr→∞ V r,pir = ∞, then (1.28) is
trivially true. So we will restrict our attention on those {pir} satisfying (1.37).
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Next, we define a Brownian motion Wˆ (t) which has the same distribution of Wˆ ∗(t) in (1.26),
for all t ≥ 0,
Wˆ (t) := Yˆ (0) + Eˆ1(t) + Eˆ2(t) +
1
p1
Cˆ11
(
µ1
p1
β1t
)
+
1
p2
Cˆ12
(
µ2
p2
x12β2t
)
+
1
p2
Cˆ22
(
µ2
p2
x22β2t
)
− 1
p1
Sˆ11 (β1t)− 1
p2
Sˆ12 (x12β2t)− 1
p2
Sˆ22 (x22β2t) + θt. (1.45)
Proposition 1. Fix an admissible policy {pir} satisfying (1.37). Then for any t ≥ 0
lim inf
r→∞ Yˆ
r(t) ≥ Yˆ ∗(t). (1.46)
Proof. By Lemma 4.2 in [20],
Yˆ r(·) ≥ ψ(Wˆ r)(·),
for any r > 0. Also, by (1.43) and (1.44) in Lemma 3, for any {pir} with (1.37), a.s.,
Wˆ r
′′
(·)→ Wˆ (·) d= Wˆ ∗(·) u.o.c.
Therefore, as a result of the continuous mapping theorem (see [9]), (1.46) holds.
In order to prove Theorem 1, we need to define a cumulative running “cost process” for all
t ≥ 0,
ζˆr(t) : =
2∑
i=1
(∫ t
0
hiQˆ
r
i (s)ds+ ciRˆ
r
i (t)
)
=
2∑
i=1
(
(hi + ciγi)Gˆ
r
i (t) + ciFˆ
r
i
(
G¯r(t)
))
.
(1.47)
Also, we propose a corresponding process, which will be shown as a lower bound in the following
proposition.
ζˆ∗(t) :=
∫ t
0
(h2 + c2γ2)(Yˆ
∗(u))+du, t ≥ 0. (1.48)
Proposition 2. Under the assumptions of Theorem 1, the following inequality holds for any
T > 0,
lim inf
r→∞ E[ζˆ
r(T )] ≥ E[ζˆ∗(T )] (1.49)
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Proof. Recall we restrict our attention on those {pir} satisfying (1.37). Define
ζ˜r(t) := (h2 + c2γ2)
∫ t
0
(Yˆ r(s))+ds, t ≥ 0. (1.50)
Then by (1.24), (1.22) and (1.47), we have
ζˆr(T ) ≥ ζ˜r(T ) +
2∑
i=1
ciFˆ
r
i (G¯
r
i (T )). (1.51)
But note that, by Lemma 3
Fˆ r
′′
i (G¯
r′′
i (T ))→ 0, as r′′ →∞. (1.52)
Hence, we have
lim inf
r→∞ ζˆ
r(T ) ≥ lim inf
r→∞ ζ˜
r(T ) ≥ ζˆ∗(T ). (1.53)
The first inequality follows from (1.51) and (1.52), while the second inequality follows from
(1.48) and Proposition 1.
Therefore, for any y ≥ 0,
lim inf
r→∞ P(ζˆ
r(T ) > y) = lim inf
r→∞ E[I{ζˆ
r(T ) > y}]
≥ E
[
lim inf
r→∞ I{ζˆ
r(T ) > y}
]
≥ P(ζˆ∗(T ) > y) (1.54)
The first inequality is due to Fatou’s Lemma and the second inequality is due to (1.53). Now
since E[ζˆr(T )] =
∫∞
0 P(ζˆ
r(T ) > y)dy, with the Fatou’s lemma and (1.54), the inequality (1.49)
holds.
The following proposition is also needed for the proof of Theorem 1.
Proposition 3. Under the assumptions of Theorem 1, for any  > 0, there exists T > 0 such
that
E
[∫ ∞
T
e−δs(h2 + c2γ2)(Yˆ ∗(s))+ds
]
≤ . (1.55)
Proof. To show (1.55), we first introduce the framework and the same framework will be used
to prove Propostion 4 and Theorem 2 as well. On p.2612, [2] defines two types of policies:
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preemptive and nonpreemptive, where nonpreemptive polices, which our current policies belong
to, are special cases of preemptive ones. We will start with the general preemptive set-ups, in
which we will use (X˜, Y˜ , · · · ) to denote the formal limits of the diffusion-scaled processes in
Section 1.3.2.
Similar to the discussion on p.2618-2619 in [2], with (1.16) and (1.17) we have for all t ≥ 0,
X˜1(t) = W˜1(t) +
∫ t
0
b1(X˜(s), U˜(s)ds,
X˜2(t) = W˜2(t) +
∫ t
0
b2(X˜(s), U˜(s)ds,
(1.56)
Y˜ (t) = X˜1(t) + X˜2(t) = W˜ (t) +
2∑
i=1
∫ t
0
bi(X˜(s), U˜(s))ds, (1.57)
where W˜ (t) := W˜1(t) + W˜2(t) equals to Wˆ (t) in (1.45) in distribution, U = (u(t), v(t)) taking
values in U := {(u, v) ∈ R4, u1, u2, v1, v2 ≥ 0, u1 + u2 = v1 + v2 = 1} and
b1(X˜, U˜) = −µ1Gˆ11(X˜, U˜)− µ2Gˆ12(X˜, U˜)− γ1Y˜ +u1,
b2(X˜, U˜) = −µ2Gˆ22(X˜, U˜)− γ2Y˜ +u2.
(1.58)
Here Gˆ is defined as in (45) in [2], and in our model we have
Gˆ11 + Gˆ12 = X˜1 − Y˜ +u1, Gˆ22 = X˜2 − Y˜ +u2,
Gˆ11 = −Y˜ −v1, Gˆ12 + Gˆ22 = −Y˜ −v2.
(1.59)
Note that, under the preemptive scheduling policies, we have the jointly work conserving prop-
erty as in (35) and (41) in [2], i.e.,
(Q˜1 + Q˜2)(Z˜11 + Z˜12 + Z˜22) = 0, (1.60)
and then for any t ≥ 0,
Q˜1(t) = (Y˜ (t))
+u1(t), Q˜2(t) = (Y˜ (t))
+u2(t),
− Z˜11
p1
= (Y˜ (t))−v1(t), − Z˜12 + Z˜22
p2
= (Y˜ (t))−v2(t).
(1.61)
Consider the family of admissible policies Π which are Markovian, i.e., for any policy pi there
exists a function hpi such that
U(t) = hpi(X(t)), t ≥ 0.
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Now we claim our proposed optimal policy pi∗ corresponds to the control
u∗(t) = (0, 1), v∗(t) = (1, 0), t ≥ 0. (1.62)
In fact, (1.62) implies Q˜1 = Z˜12 + Z˜22 = 0 as in (1.61), which means in the limit all the waiting
customers will be held on the second queue and all the idle servers will be in the first server
pool.
To show (1.55), plugging (1.62) to (1.57)-(1.59), we have
Y˜ ∗(t) = W˜ (t) + µ1
∫ t
0
(Y˜ ∗(s))−ds− γ2
∫ t
0
(Y˜ ∗(s))+ds, t ≥ 0. (1.63)
Comparing with (1.17), we notice that Y˜ ∗ and Yˆ ∗ are equal in distribution. Hence, from (1.57),
Yˆ ∗(t) has the form of (27) in [4]. Then we could use Proposition 4 (ii) in [4], and obtain
E(Yˆ ∗(t))+ ≤ E|Yˆ ∗(t)| ≤ C(1 + t), t ≥ 0,
for some constant C. Then we have
E
[∫ ∞
0
e−δs(h2 + c2γ2)(Yˆ ∗(s))+ds
]
=
∫ ∞
0
e−δs(h2 + c2γ2)E(Yˆ ∗(s))+ds
≤
∫ ∞
0
e−δs(h2 + c2γ2)C(1 + s)ds <∞, (1.64)
which yields (1.55). This completes the proof.
To prove Theorem 2, we mainly use the result of Theorem 2 (iii) in [2], which is restated
as the following proposition.
Proposition 4. Under the assumptions of Theorem 2, for any admissible control policy {pir},
lim sup
r→∞
V r,pi
r ≤ V, (1.65)
where V is defined as a limiting cost function, as follows,
V := inf
pi∈∏C(pi), where C(pi) :=
2∑
i=1
E
[∫ ∞
0
e−δt(hi + ciγi)(Y˜ (t))+ui(t)dt
]
. (1.66)
Here pi is any admissible policy in the limit and
∏
is the family of admissible policies of the
same kind, cf. [2].
We skip the proof of Propositon 4 since this is precisely the Theorem 2 (iii) in [2].
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1.6 Proof of Theorems 1 and 2
PROOF OF THEOREM 1. First, We discretize the integrand h∗(t) := e−δt(h2+c2γ2)(Yˆ ∗(t))+
by defining sm := mT/M for m = 1, . . . ,M where M is fixed, and
h∗M (t) := e
−δf(t)(h2 + c2γ2)(Yˆ ∗(t))+, (1.67)
where f(t) = sm for t ∈ (sm−1, sm] and f(0) = 0. By the bounded convergence theorem, one
has a.s., ∫ T
0
h∗M (s)ds→
∫ T
0
h∗(s)ds. (1.68)
From Proposition 4 (ii) in [4], we have E|(Y ∗(t))+|2 ≤ C(1 + t2), t ≥ 0, for some constant C.
Then we have
E
∣∣∣∣∫ T
0
h∗M (t)dt
∣∣∣∣2 ≤ E ∫ T
0
e−δf(t)(h2 + c2γ2)|(Yˆ ∗(t))+|2dt
=
∫ T
0
e−δf(t)(h2 + c2γ2)E|(Yˆ ∗(t))+|2dt
=
∫ T
0
e−δf(t)(h2 + c2γ2)C(1 + t2)dt <∞. (1.69)
for any M > 0. So
∫ T
0 h
∗
M (s)ds is uniform integrable in M and its expectation will converge.
Then we choose M0 large enough such that for all T ≥ 0,
E
[∫ T
0
h∗M0(s)ds
]
≥ E
[∫ T
0
h∗(s)ds
]
− . (1.70)
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Then we have
lim inf
r→∞ V
r,pir ≥ lim inf
r→∞
2∑
i=1
E
[∫ T
0
(hi + ciγi)e
−δf(s)Qˆri (s)ds
]
= lim inf
r→∞
2∑
i=1
M0∑
m=2
(e−δsm−1 − e−δsm)E
[∫ sm−1
0
(hi + ciγi)Qˆ
r
i (s)ds
]
+
2∑
i=1
e−δTE
[∫ T
0
(hi + ciγi)Qˆ
r
i (s)ds
]
≥
2∑
i=1
M0∑
m=2
(e−δsm−1 − e−δsm)E
[∫ sm−1
0
(hi + ciγi)(Y
∗(s))+ds
]
+
2∑
i=1
e−δTE
[∫ T
0
(hi + ciγi)(Y
∗(s))+ds
]
= E
[∫ T
0
h∗M0(t)dt
]
≥ E
[∫ T
0
h∗(t)dt
]
− 
≥ V ∗ − 2. (1.71)
The first inequality is due to the definition of f(·). The equality in the second line is due to the
discretization and the inequality in the third line comes from Proposition 2. The equality in
the fourth line follows from basic algebraic manipulations. The last two inequalities are due to
(1.70) and Proposition 3, respectively. This proves (1.28) since  > 0 is arbitrary and completes
the proof of Theorem 1.
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To prove Theorem 2, we will use the notations and framework of Proposition 3.
PROOF OF THEOREM 2. Note that C(pi∗) = V ∗ in (1.27), due to the fact of (1.62) in
Appendix. Then by Proposition 4, to show the equality (1.29) in Theorem 2, we only need to
show
V ∗ = V. (1.72)
First, V ≤ V ∗ holds by the first equality in (1.66). Then, by the framework in (1.57)-(1.59) in
the Appendix and the second part of (1.24), we have for any t ∈ [0, T ] with any fixed T > 0,
Y˜ (t) = W˜ (t)−
∫ t
0
[µ1Gˆ11(s) + µ2(Gˆ12(s) + Gˆ22(s)) + γ1Y˜
+(s)u1(s) + γ2Y˜
+(s)u2(s)]ds
= W˜ (t)−
∫ t
0
[µ1Y˜
−(s)v1(s) + µ2Y˜ −(s)v2(s) + γ1Y˜ +(s)u1(s) + γ2Y˜ +(s)u2(s)]ds
≥ W˜ (t)−
∫ t
0
[µ1Y˜
−(s) + γ2Y˜ +(s)]ds. (1.73)
Comparing with (1.63), by the Lemma 3.1 in [20], we obtain Y˜ (t) ≥ Y˜ ∗(t) on [0, T ]. Then,
with the first part of (1.24), on [0, T ],
2∑
i=1
(hi + ciγi)(Y˜ (t))
+ui(t) ≥ (h2 + c2γ2)(Y˜ ∗(t))+. (1.74)
Then let T > 0 be defined in Proposition 3, but with Y˜ ∗ in place of Yˆ ∗, then we have
E
[∫ ∞
0
e−δt
2∑
i=1
(hi + ciγi)(Y˜ (t))
+ui(t)ds
]
≥ E
[∫ ∞
0
e−δt(h2 + c2γ2)(Y˜ ∗(t))+dt
]
− , (1.75)
which proves (1.72), since  > 0 is arbitrary.
Finally, by applying Proposition 4, (1.29) in Theorem 2 holds.
1.7 Concluding Remarks
Different parameter regimes: Now we briefly discuss other parameter regimes. So far we
only discussed the parameter regime defined in (1.24), i.e.,
0 ≤ γ1 ≤ γ2 ≤ µ1 ≤ µ2, h1 + c1γ1 ≥ h2 + c2γ2.
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In particular, our proofs require the following two conditions,
(C1) 0 ≤ max{γ1, γ2} ≤ min{µ1, µ2},
(C2) γi’s and hi + ciγi’s are ordered in opposite direction.
The first assumption cannot be dropped since it is required in Lemma 1 (ii), which is an
integral part of our proof. Also, observed in [20], the assumption (C1) is matches the empirical
findings from real networks (c.f. [30]). Also, it makes intuitive sense to consider the case when
the abandonment rates are lower than the corresponding service rates.
Here is the intuition behind the second assumption: In our case it is more expensive to hold
customers in the first queue (h1 + c1γ1 ≥ h2 + c2γ2), so in the solution to the limit problem
we have the first queue empty and all the waiting customers will be held on the second queue:
i.e. Q˜1 = 0 as described in the paragraph following (1.62). So, our proposed policy puts high
priority on class 1 customers – which means the class 2 queue can become large. But this
simple static policy only works if there is a high number of abandonment from class 2 - making
sure class 2 queue does not blow up (γ1 ≤ γ2). In fact, the same types of policies are optimal
as long as γi’s and hi + ciγi’s are ordered in opposite way (see the paragraph below). To see
what happens in the other case, when γi’s and hi + ciγi’s are ordered in same way, take the
case when γ1 > γ2 = 0 and h1 = h2 (and hence h1 + c1γ1 ≥ h2 + c2γ2 is trivially satisfied), a
simple static policy where pool 2 prioritizes any one class of customers would not be optimal.
In such cases, we believe a more complicated policy, like the carefully constructed threshold
policy in [5], might be optimal.
Technically, the second assumption is needed for the proof of Proposition 3. To minimize
the holding costs, we choose u∗(t) = (0, 1) in (1.62), meaning that the idle server will keep the
second queue (cheaper queue) busy in the limit, and u∗(t) = (0, 1) gave the (1.63) where γ2,
as the larger γi value, correctly appears as the coefficient of the second integral to satisfy the
condition of Lemma 1 (ii).
Now we consider all the cases where similar asymptotically optimal policies can be obtained.
Switching the orders of µi’s and hi + ciγi’s, we found the following three cases,
1. γ1 ≤ γ2, µ1 ≥ µ2 and h1 + c1γ1 ≥ h2 + c2γ2.
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2. γ1 ≥ γ2, µ1 ≥ µ2 and h1 + c1γ1 ≤ h2 + c2γ2.
3. γ1 ≥ γ2, µ1 ≤ µ2 and h1 + c1γ1 ≤ h2 + c2γ2.
Asymptotically optimal controls for the three regimes above follow the same principle as in our
optimal policy: the idle server will keep the “cheapest” (smallest hi + ciγi value) queue busy,
and the customer will be routed to the “fastest” (largest µj value) server pool.
For example, for the second regime above, the asymptotically optimal policy will give
priority to server pool 1 over server pool 2 since the server pool 1 has a faster service rate,
and give priority to the customer class 1 over customer class 2 as the customer class 1 has a
lower cost. The proof will be similar, with the following changes. The terms µ1 and γ2 will
be replaced by µ2 and γ1 in (1.26), (1.63) and (1.73). The term h2 + c2γ2 will be replaced by
h1 + c1γ1 as in (1.27), (1.48), (1.50), (1.55), (1.64), (1.67), (1.69), (1.74) and (1.75).
Now we briefly discuss the two general cases where we cannot find asymptotically optimal
controls using similar analysis :
More general service distributions: Assume that the service distribution is a hyper-
exponential service distribution (H2). So there are two kinds of customers in each pool receiving
services according to two different exponental distributions:
service time in pool j =

Exp(µj1) with probability pj1, (Type I)
Exp(µj2) with probability pj2, (Type II)
where pj1 + pj2 = 1. In that case, for each customer, we need to keep track of which type of
service was needed, leading to processes (Zij1, Zij2), (Tij1, Tij2), (Sij1, Sij2) and (Dij1, Dij2) etc.
instead of the processes in the paper: Zij , Tij , Sij and Dij etc. Their corresponding fluid scaled
and diffusion scaled processes can be defined in a similar manner. For example,
T¯ rijk(t) =
T rijk(t)
|N r| , Tˆ
r
ijk(t) =
√
|N r| (pjkxijβjt− T¯ rijk(t)) (T)
(compare with processes at the beginning of Sec 1.3.2). And we have the following form of the
heavy traffic assumption (compare (4’) below with (4) earlier)
λr1 = µ˜1N
r
1 + µ˜2x12N
r
2 +
√
|N r|θ1,
λr2 = µ˜2x22N
r
2 +
√
|N r|θ2,
(4’)
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where µ˜j := µj1pj1 + µj2pj2 is the “weighted average service rate”. When we write equations
for these processes, equations (13) and (15) become
Zrij1(t) = Z
r
ij1(0) + Cij(A
r
ij(t))− Sij1
(∫ t
0
Zrij1(s)ds
)
, i ∈ I, j ∈ J (i),
Zrij2(t) = Z
r
ij2(0) +A
r
ij(t)− Cij(Arij(t))− Sij2
(∫ t
0
Zrij2(s)ds
)
, i ∈ I, j ∈ J (i),
(13’)
∑
i∈I(j)
(Zrij1(t) + Z
r
ij2(t)) ≤ N rj , j ∈ J . (15’)
This formulation for H2 service distributions can be extended from the analysis in this paper
easily as far as we keep track of the sum of both types of service in each pool. For example,
(1.19) and (1.20) still hold as follows,
[Tˆ r111(s : t) + Tˆ
r
112(s : t)] ≥ 0, [Tˆ r121(s : t) + Tˆ r122(s : t)] + [Tˆ r221(s : t) + Tˆ r222(s : t)] ≥ 0, (19’)
[T¯ r111(t) + T¯
r
112(t)] ≤ β1t, [T¯ r121(t) + T¯ r122(t)] + [T¯ r221(t) + T¯ r222(t)] ≤ β2t. (20’)
But we could not obtain similar inequality for individual T¯ rijk or Tˆ
r
ijk. The reason is that the
Tˆ rijk in Equation (T) could either be greater than or less than 0, unlike in the setup of this
paper where the terms are always greater than 0. Because of this, we cannot show the fluid
limit for each individual T¯ rijk (see (1.42) and (1.43) in earlier in the paper), hence cannot prove
Lemma 3, which is crucial for our analysis.
We also believe similar results for the phase-type distributions are not achievable by similar
analysis since it is a more difficult case than the H2 distribution.
Service rates are both pool and class-dependent: If we assume µ12 6= µ22, i.e. the service-
rates are not only pool-dependent, but also class-dependent, we run into the same difficulty of
keeping track of higher dimensional processes. As in the case of H2 service times, we have to
keep track of the class of each customer for each pool. In this case also, we can only obtain
bounds for the sum of the processes for each pool, and not for individual process (similar to
(19’) and (20’) above). As a result, we cannot prove Lemma 3 that is used in proving the lower
bound in the optimality proof.
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CHAPTER 2. FAIRNESS TOWARDS SERVERS IN ROUTING
PATIENTS WITHIN HOSPITALS
A paper in preparation
Arka Ghosh, Keguo Huang
Abstract
Real hospital data reveals typical patient routing policies would route more customers to faster
server pools. This fact implies that faster servers, though work more eciently, have a heavier
workload. The Randomized Most-Idle (RMI) routing policy was proposed to tackle this un-
fairness issue, trying to reward faster servers who serve more with less workload. In this paper,
we extended this result to show that this desirable property of the RMI policy holds under
a system with multiple customer classes using exact theoretical analysis as well as numerical
simulations.
2.1 Introduction
We focus on the patient flow from the emergency department (ED) to the four internal
wards (IWs) in a large Israeli hospital, which will be referred to as the Anonymous Hospital
in this paper as in [26] and [28]. Motivated by a closer look at the real data, we have two
operational objectives here: to shorten the patients’ waiting times in the ED (efficiency) and to
allocate workload to the servers in different wards fairly (fairness). Many studies address the
first objective. But a sheer effort to increase the efficiency of the queueing system could raise
the impartiality issues towards the servers. For example, the optimal policies usually assign
more jobs to the faster servers to minimize the waiting lines. But in that case, the faster servers
will have a larger workload overall, which is not fair to the servers. In fact, out of the four
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internal wards in the Anonymous Hospital, Ward B is the “fastest” one which means it has the
shortest average length of stay (ALOS). Data and other information suggested that has better
staff practices. But data also shows that Ward B has a larger workload: namely, the mean
number of patients hospitalized per bed per month in this ward is highest among all wards. So
the current allocation policy is unfair towards Ward B (see section 2.4 in [26] for more details).
In this paper, we will propose a control policy which maintains the fairness towards servers
while achieving satisfactory efficiency performance.
As in the earlier papers ([26] and [28]), we model the “ED-to-IW” process as a parallel-
server system of multiple customer classes and server pools. The server pools represent different
wards in the hospital while the servers represent the beds in these wards. The customer classes
represent different types of patients. Since in the real data, all IWs can assist all four types of
customers, we make the same assumption in our model, i.e., servers in all the pools can serve all
types of customers. We denote this model as ./ model, which we named “bow-tie” model. We
depict it in Figure 2.2: when there are two customer classes and two server pools, four processing
routes will form a bow-tie shape diagram. Note that this bow-tie model is a generalization of
the inverted-V model introduced by [22], which only had one type of customers.
As shown in Figure 2.1, a control policy for the bow-tie model is a routing policy which
gives the system manager the directions in the following scenarios. First, when a new customer
comes to the system, and there are idle servers available from more than one server pool, to
which server pool should we route this client? Secondly, when a server becomes available for
the waiting customers from multiple classes, from which class should we pick a client for this
server? Note that we only consider the non-idling policies here, i.e., no server in any pool idles
unless all queues are empty. For the first scenario, the fair control policy we propose follows
first-come-first-serve policy, while for the second scenario it follows the Randomized Most-Idle
(RMI) routing policy which was initially introduced in [26]. Under the RMI policy, a new
customer is assigned to one of the available pools, with the probability that equals the fraction
of idle servers in that pool out of the overall number of idle servers in the system. Note that
in our system, we apply the same policy to all customer classes.
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Figure 2.1 A control policy of the bow-tie model
The primary contribution of our paper is to extend some of the results in [26] to accommo-
date multiple customer classes. As mentioned in [26], patients hospitalized in the IWs can be
classified into various categories: patients are labeled as “walking” or “lying” when entering
the ED, while labeled as “regular,” “special care” or “ventilated” before been allocated into
the wards. Also, the service rate in our model is not only pool-dependent but also customer-
class-dependent. This assumption is in accord with the fact that different types of customers
have a different length of stays. Most of the literature only provide analytic proofs for the pool-
dependent-only case, though the results will intuitively hold with the customer-class-dependent
assumption. See [22], [23], and [24].
2.2 Model Formulation
In this section, we present a detailed description of the bow-tie system in our study. A
schematic diagram of the system is shown in Figure 2.2. The circles represent a total of J
server pools (IWs), each of which contains servers (i.e., beds in the wards) working in parallel
with the same service rates. They are indexed by j, and server pool j contains Nj i.i.d. servers
for j = 1, 2, . . . , J . The total number of servers in the system is denoted by N ≡∑Jj=1Nj . The
open-ended rectangles represent infinite capacity queues for holding different types of customers
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Figure 2.2 A schematic diagram of the bow-tie model
awaiting service in the ED. Customers arriving to queue i are called “class i customers,” for
i = 1, 2, . . . , I. A newly arrived class i customer will be directly routed to one of those server
pools which have idle servers or joins the queue i if all the servers in all the pools are occupied.
Note that each customer can be served in any of the server pools. We assume class i customers
arrive according to a Poisson process with rate λi > 0 and servers in the pool j, when processing
class i customers, have a common exponential service time distribution with rate µij > 0.
Next, we define the stochastic processes in the model for appropriate values of indices i, j.
Let Ij(t) be the number of idle servers in pool j at time t. Let Qi(t) be the number of customers
awaiting in queue i at time t. Let
I(t) =
J∑
j=1
Ij(t)−
I∑
i=1
Qi(t)
By the work conservation property, we have
∑J
j=1 Ij(t) = (I(t))
+ and
∑I
i=1Qi(t) = (I(t))
−,
where (·)+ and (·)− are arithmetic operations taking positive and negative parts of real numbers.
Note that under the RMI policy, the probability of a customer to be routed to server pool j at
time t is Ij(t−)/I(t−)+, where I(·) ≡
∑J
j=1 Ij(·).
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The arrival rate of class i customers is λi, while the numbers of servers in the pool j is Nj .
The service capacity of pool j for class i customers is cij ≡ Njµij and the total capacity for class
i customers is ci ≡
∑J
j=1 cij . The steady-state (long-run) number of idle servers at pool j is
denoted by Ij ; note that Ij is a random variable taking values 0, 1, . . . , Nj . Let ρj ≡ 1−EIj/Nj
(E here means expectation) be the steady-state utilization rate in pool j. Also, by the Little’s
Law, we let γij = µijρj be the flux of customer class i through pool j, i.e., the number of
service completions of customer class i per server j per time unit. We also define the average
flux through pool j, adjusted by arrivals, by γ˜j ≡ µ˜jρj , where µ˜j is the weighted harmonic
mean of µ1j , µ2j , . . . , µIj with weights λ1, λ2, . . . , λI : (
∑I
i=1 λi)/(
λ1
µ1j
+ λ2µ2j + . . .+
λI
µIj
).
2.3 Results
The main result we use is the following lemma by [25].
Lemma 4 (Kelly, 2011). For an ergodic continuous-time Markov process Xt on a discrete state
space S, Xt is reversible if and only if there exists a collection of positive numbers {pix, x ∈ S},
where
∑
x∈S pix = 1, which satisfies the detailed balance conditions:
pixiqxixj = pixjqxjxi ,∀xi, xj ∈ S, (2.1)
where qxi,xj represents the transition rate from state xi to state xj. When there exists such a
collection {pix, x ∈ S}, it is the unique stationary distribution of the process Xt.
Theorem 4. Assume µ1j = µ2j = . . . = µIj ≡ µj for all j = 1, 2, . . . , J (pool-dependent only).
In the bow-tie model under the first-come-first-serve and RMI policy, for any two server pool u
and v: if µu > µv, then ρu < ρv and γu > γv. That is, servers in the faster pools have lower
utilization (work less) but higher flufx (serve more customers) than those in the slower pool.
Proof. We will defer the proof after the proof of Theorem 5.
Next, we consider the case when the service rates are not only pool-dependent but also
customer-class-dependent, i.e., for each i, not all µi1, µi2, . . . , µiJ are equal. Note that up to
now the queues were assumed to have infinite capacity. However, with the more general service
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rate setting, we could not perform exact analysis on the bow-tie model with infinite capacity
queues. Instead, we can prove the fairness results for RMI policy in the bow-tie model with
zero capacity queues, which was called a “loss-model” in [28]. For a loss-model, essentially a
customer arriving at the system with all servers busy will leave the system without receiving
any service.
Theorem 5. In the loss-model of the bow-tie model under the RMI policy, for any two pools r
and s, if µir > µis for any i, then ρr < ρs and γ˜r > γ˜s.
Proof. There are two steps in the proof: first, we find the stationary distribution of states;
second, we obtain the inequalities in the theorem conclusion. Similar to Chapter 4 of [28],
one can obtain the stationary distributions as follows. For simplicity, we assume I = J = 2.
Let pia bc d represent the stationary probability of state where a class 1 customers and c class 2
customers are in pool 1 and b class 1 customers and d class 2 customers are in pool 2.
pi1 00 0 · µ11 = pi0 · λ1
N1
N
⇒ pi1 00 0 = pi0 ·
N1 · λ1
N · µ11
pi0 10 0 · µ12 = pi0 · λ1
N2
N
⇒ pi0 10 0 = pi0 ·
N2 · λ1
N · µ12
pi0 01 0 · µ21 = pi0 · λ2
N1
N
⇒ pi0 01 0 = pi0 ·
N1 · λ2
N · µ21
pi0 00 1 · µ22 = pi0 · λ2
N2
N
⇒ pi0 00 1 = pi0 ·
N2 · λ2
N · µ22
pi2 00 0 = pi
1 0
0 0 ·
(N1 − 1) · λ1
(N − 1) · 2µ11 = pi0 ·
N1(N1 − 1) · λ21
N(N − 1) · 2µ211
pi0 20 0 = pi
0 1
0 0 ·
(N2 − 1) · λ1
(N − 1) · 2µ12 = pi0 ·
N2(N2 − 1) · λ21
N(N − 1) · 2µ212
pi0 02 0 = pi
0 0
1 0 ·
(N1 − 1) · λ2
(N − 1) · 2µ21 = pi0 ·
N1(N1 − 1) · λ22
N(N − 1) · 2µ221
pi0 00 2 = pi
0 0
0 1 ·
(N2 − 1) · λ2
(N − 1) · 2µ22 = pi0 ·
N2(N2 − 1) · λ22
N(N − 1) · 2µ222
pi1 10 0 = pi
1 0
0 0 ·
N2 · λ1
(N − 1) · µ12 = pi0 ·
N1N2 · λ21
N(N − 1) · µ11µ12
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pi1 10 0 = pi
0 1
0 0 ·
N1 · λ1
(N − 1) · µ11 = pi0 ·
N1N2 · λ21
N(N − 1) · µ11µ12
...
pia bc d = pi0
(
N1
a+ c
)(
N2
b+ l
)
(N −m)!
N !
λa+b1 λ
c+d
2
µi11µ
j
12µ
k
21µ
l
22
,
where m := a + b + c + d represents the total number of busy servers in the system. More
generally, we use M = (mij)I×J as a matrix representation of an arbitrary state, where any
entry mij represents there are mij class i customers served in pool j. Similar to the process
above, one can obtain the stationary distribution for any state:
piM = pi0
(N −m)!
N !
J∏
j=1
(
Nj∑I
i=1mij
)∏I
i=1 λ
mij
i∏I
i=1 µ
mij
ij
where m = |M | := ∑i,jmij .
Due to the equivalence of SSP under the RA policy and MSP under the RMI policy (see
section 4.3.2 of [28]), we only need to prove the case where Nj = 1 for all j. In this case, any
mij can only take 0 or 1 and
∑I
i=1mij ≤ 1 for all j. Suppose Xm is a set of states where the
pool r and s are empty and the number of busy pools is m, where m ≤ J − 2. Also, we use
r ∪Xm, s∪Xm and {r, s} ∪ Xm to denote a set of states similar to Xm except that the state r,
s or both is busy, respectively. Then, we have
pir∪Xm = pi0 ·
(N − (|Xm|+ 1))!
N !
∑
M∈r∪Xm
I∏
i=1
λ
∑J
j=1mij
i∏J
j=1 µ
mij
ij
= pi0 · (N − (|Xm|+ 1))!
N !
∑
M∈r∪Xm
 I∏
i=1
 λ∑j 6=r,smiji∏
j 6=r,s µ
mij
ij
 λm1r1 λm2r2 · · ·λmIrI
µm1r1r µ
m2r
2r · · ·µmIrIr

= pi0 · (N − (|Xm|+ 1))!
N !
 ∑
M∈Xm
I∏
i=1
λ
∑
j 6=r,smij
i∏
j 6=r,s µ
mij
ij
 · 1
γ˜r
, (2.2)
and
pi{r,s}∪Xm = pi0 ·
(N − (|Xm|+ 1))!
N !
( ∑
M∈Xm
λ
∑
j 6=r,sm1j
1 λ
∑
j 6=r,sm2j
2∏
j 6=r,s µ
m1j
1j µ
m2j
2j
)
· 1
γ˜rγ˜s
. (2.3)
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The last equality holds because
∑I
i=1mir = 1. Then, similar to (2.2), we also have
pis∪Xm = pi0 ·
(N − (|Xm|+ 1))!
N !
 ∑
M∈Xm
I∏
i=1
λ
∑
j 6=r,smij
i∏
j 6=r,s µ
mij
ij
 · 1
γ˜s
. (2.4)
By the assumption that µir > µis is true for any i, together with (2.2) and (2.4), one can obtain
pir∪Xm < pis∪Xm ,∀m ≤ N (2.5)
We define prm as the stationary probability that m servers are busy including server r. Then,
prm =
∑
X :|X |=m−1,r,s/∈X
pir∪X +
∑
X :|X |=m−2,r,s/∈X
pi{r,s}∪X , (2.6)
psm =
∑
X :|X |=m−1,r,s/∈X
pis∪X +
∑
X :|X |=m−2,r,s/∈X
pi{r,s}∪X . (2.7)
With (2.5), (2.6), and (2.7), one has
ρr =
N∑
m=1
prm <
N∑
m=1
psm = ρs.
One also has
µ˜rpm =
∑
X :|X |=m−1,r,s/∈X
µ˜rpir∪X +
∑
X :|X |=m−2,r,s/∈X
µ˜rpi{r,s}∪X ,
µ˜spm =
∑
X :|X |=m−1,r,s/∈X
µ˜spis∪X +
∑
X :|X |=m−2,r,s/∈X
µ˜spi{r,s}∪X .
and for X : |X | = m− 1, r, s /∈ X ,
µ˜rpir∪X = pi0 · (N − (|Xm|+ 1))!
N !
 ∑
B∈Xm
I∏
i=1
λ
∑
j 6=r,s bij
i∏
j 6=r,s µ
bij
ij
 = µ˜spis∪X
and
µ˜rpi{r,s}∪X = pi0 ·
(N − (|Xm|+ 1))!
N !
( ∑
B∈Xm
λ
∑
j 6=r,s b1j
1 λ
∑
j 6=r,s b2j
2∏
j 6=r,s µ
b1j
1j µ
b2j
2j
)
· 1
µ˜s
> pi0 · (N − (|Xm|+ 1))!
N !
( ∑
B∈Xm
λ
∑
j 6=r,s b1j
1 λ
∑
j 6=r,s b2j
2∏
j 6=r,s µ
b1j
1j µ
b2j
2j
)
· 1
µ˜r
= µ˜spi{r,s}∪X
So µ˜rpm > µ˜spm and hence
γ˜r =
N∑
m=1
µ˜rpm >
N∑
m=1
µ˜spm = γ˜s.
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Proof of Theorem 4.
Since all types of customers are processed in the same way in the same server pool, we could
consider all customer arrivals as parts of a big arrival stream with arrival rate λ1+λ2+ . . .+λI ,
as shown in Figure 2.4, without keeping track of the types of arrivals. Then this problem
essentially can be treated as a problem in the inverted-V model, which has been proved as
Theorem 1 in [26]. See the transition rate diagrams in Figure 2.5 for the equivalence between
a bow-tie system and an inverted-V system when the service rates are pool-dependent only.
Figure 2.4 A schematic diagram of the loss bow-tie model when service rates are pool-depen-
dent only
2.4 Simulations
In Theorem 5, we proved the fairness of the RMI policy for a loss bow-tie model with zero
capacity queues, and it also can be verified by numerical simulations. One would wonder if
same results would hold for a general bow-tie model with positive queues. We encountered
difficulties when attempting to extend the result. The main problem is the reversibility of the
Markov process does not hold with positive queues. However, simulation techniques allow us
to verify the result numerically.
For the queue model, the model parameter values were selected based on the real hospital
data. There were three main types of customers: “regular,” “special care” or “ventilated,” but
for the simplicity we will just consider first two as they totally accounted for about 98% of
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total customers. Also, though the hospital contains four wards, we will just use two wards in
the following simulation study to better illustrate the results. The parameters are chosen to be
close to the hospital case and are shown as follows:
N1 = 45 (Ward A), N2 = 30 (Ward B),
µ11 = 1/6 (Regular in Ward A), µ12 = 1/4 (Regular in Ward B),
µ21 = 1/7 (Special Care in Ward A), µ22 = 1/5 (Special Care in Ward B).
Note that the assumption that pool 2 is faster than pool 1 for both customer classes (µ11 < µ12
and µ21 < µ22) meets the condition in Theorem 5. Since we would like to observe if the fairness
result hold under different traffic intensity, we chose three λ pairs based on the hospital data,
i.e.,
1. High traffic intensity (λ1 = 5, λ2 = 6)
2. Moderate traffic intensity (λ1 = 3, λ2 = 4)
3. Low traffic intensity (λ1 = 1, λ2 = 2)
The traffic intensity levels were classified (high, moderate, low) based on the relative values
of arrival and service rates. We could perform a crude calculation to demonstrate it: Under High
traffic intensity, if we ignore the customer class difference for the moment, we know there will
be on average 5 + 6 = 11 patients hospitalized per day. If we also assume each ward distribute
half of the resources for each customer class, then the service rate could be considered around
1/5.5 for each of the 45 + 30 = 75 servers, which on average serves 75/5.5 = 13.6 patients
per day. Then the ratio between arrival and service is 11/13.6 = 80.9% - so we labeled it as
high traffic intensity. This percentage is 51.5% and 22.1% respectively for the moderate and
low traffic intensity cases. Note that we didn’t consider patient abandonment since that is not
common in the hospital case.
Also, to examine the performance of the RMI policy, we performed simulation for the other
Faster Server First (FSF) policy as well, which essentially will route waiting customers to an
available server in the fastest server pool.
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Below are the simulation results. For each case, we have two figures. One plotted the
utilization rate - the proportion of busy servers - over time for each pool under either policy.
This characterized the actual workload for each pool each policy. The other figure gave the
number of service completions over time for each pool. This characterized how many customers
each pool served over time in each pool.
The plots were created by replicating the simulation 5000 times for each policy and traffic
intensity scenario. We recorded the utilization rate ρij(t) and the number of service completions
γij(t) for pool j at day t in replication i, where i = 1, · · · , 5000, j = 1, 2, t = 1, · · · , 100, and
then averaged over 5000 replications for each pool each day,
ρ¯j(t) =
5000∑
i=1
ρij(t)
5000
, γ¯j(t) =
∑5000
i=1 γij(t)
5000
, j = 1, 2.
Note that we started from empty systems for each simulation, and we discretize the continuous
timeline with the time unit per day.
We could at least made two major observations from the plots. First, for all three traffic
intensity, we found that, under the FSF policy the faster pool (pool 2) accomplished more jobs
over time as expected but also spent more time serving customers, while under the RMI policy,
pool 2 served more but worked less which accomplished the fairness goal. The violation of
fairness by the FSF policy was most severe when the traffic was low when servers in pool 2
held responsibility for all the customers. Secondly, the FSF policy still had a higher efficiency,
meaning the system had a higher service completion number per day under the FSF policy.
Specifically, we computed the average number of service completion per day for each policy as
follows, ∑100
i=1 ρ¯1
100
·N1 +
∑100
i=1 ρ¯2
100
·N2
Table 2.1 shows that value under different scenarios as well as the ratio between the RMI policy
and the FSF policy. From the table we could see the RMI policy is almost as good as the FSF
policy, especially when the traffic intensity is high.
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Figure 2.6 High traffic intensity (λ1 = 5, λ2 = 6)
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Figure 2.7 Moderate traffic intensity (λ1 = 3, λ2 = 4)
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Figure 2.8 Low traffic intensity (λ1 = 1, λ2 = 2)
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Table 2.1 Average number of service completions per day under two policies and three traffic
intensity, as well as the ratio between two policies
Traffic Intensity RMI FSF RMI/FSF*100%
High 10.387 10.395 99.92%
Moderate 6.599 6.646 99.29%
Low 2.827 2.855 99.00%
2.5 Concluding Remarks
We showed that the fairness property of the RMI policy could be extended to the case with
multiple customer classes. We established this theoretically in the “Loss-model”, we could not
establish this theoretically for the case with positive queues. However, our simulation study
strongly suggests that it does hold for that case as well.
For future work, one may consider establishing the same result theoretically for the positive
queue case employing other methods or approach the problem in an asymptotic sense. Also, the
bow-tie model we considered here assume all servers could serve all customer classes. One could
extend the result to arbitrary service assignments, i.e., certain types of customers could only
be served by certain types of servers. This could not be handled using the current approach,
since the reversibility properties will not hold when attempting the prove the result. One needs
to consider other approaches here as well.
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CHAPTER 3. TIME-STABLE PERFORMANCES OF TWO METHODS
FOR STAFFING
A paper in preparation
Dong Dai, Arka Ghosh, Keguo Huang
Abstract
An inescapable task for a call center manager is to decide an appropriate number of staff
over time according to the prescribed service quality level. Two methods have been proposed:
Iterative Staffing Algorithm (ISA) and Square Root Staffing Formula (SRSF). In this paper,
we examine the stability of these two methods on simulated data and real data from a bank call
center. The service quality level measure we use is the delay probability - the probability that a
new customer needs to wait upon arrival. The ISA method works slightly better than the SRSF
method in terms of generating a staffing function which can maintain stability around target
delay probability over time. From the call center data, the stability performance appears to
drop when the service and patient rates are large, and it becomes better if these rates become
smaller.
3.1 Introduction
Telephone call centers are inevitable parts of the modern business world. Figure 3.1 is a
diagram depicting a typical call center. Companies like banks and hospitals use call centers
as a channel for customers to communicate their requests and opinions. For more information
about queueing models for call centers, see [33]. The most expensive costs to operate a call
center is the labor cost such as representatives’ salaries and training, which leads to the most
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Figure 3.1 A diagram of a call center.
important decision to be made by a manager: what is an appropriate number of representatives
for a call center?
Figure 3.2 illustrates average hourly arrival-rates in an Israeli bank cell center for each day
of a week. People take weekends on Fridays and Saturdays in Israel, so the call center is closed
on part of these two days as shown in the figure. There are more incoming customers during
the late morning and early afternoon than during other time. In response to the changing
arrival rates over time, one needs to come up with a good staffing level which changes over
time too. Roughly speaking, the manager probably wants to assign more people to the time
when the arriving volume is high and less people during the light hours. Relative high-staffing
will provide high quality of services but waste resources; while low-staffing would give low
service quality and high workload to representatives. In other words, the manager needs to
identify the sweet spot. This lies at the heart of the staffing problem, which we will formulate
as follows.
To make a staffing decision, one needs to find the least number of representatives
needed in order to achieve the target service quality level stably (being relatively
constant) over time.
In this paper, the service quality mentioned above will be characterized by the delay
probability α, which is the probability that a new arrival needs to wait before getting service.
Here we only consider constant target delay probability over time since we plan to achieve time-
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Figure 3.2 Average number of hourly incoming calls in an Israeli bank call center for each
day of the week. The observations are plotted at the half hours and the average
are taken over data in November and December, 1999. Note that the call center
normally opens at 7 a.m. and closes at midnight, and it closes from early afternoons
on Friday to early evenings on Saturday.
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stable performance of staffing functions. The abandonment probability is another performance
measure one could consider.
In [32], the authors propose two methods to compute time-dependent staffing functions in
Mt/M/St +M multi-server queues: the Square-Root Staffing Formula (SR) and the Iterative-
Staffing Algorithm (ISA). Both methods aim to produce a time-dependent staffing function
according to a given arrival-rate function, independent abandonment and service processes,
and a prescribed target delay probability. Ideally, the real delay probability would be relatively
stable around the target delay probability over an one day period under the generated staffing
function. In this paper, we will examine these two methods in a simulated data example and
using a real call center data from an actual bank.
3.2 Preliminaries
In this section, we will introduce two methods generating time-varying staffing functions,
as well as some of the performance measures which will be calculated in the simulation.
3.2.1 Square-Root Staffing Formula (SRSF)
The SRSF method suggests computing the staffing function with the following formula:
St ≡ mt + β√mt, 0 ≤ t ≤ T, (3.1)
where β is a constant measuring the service quality level (the higher the better) and mt is called
the offered load, representing the average number of busy servers at time t in the associated
Mt/M/∞ infinite-server queues with the same arrival process and service distributions as the
original queues. The constant β has an one-to-one relationship with the delay probability α
using the following Garnett function:
α ≡
[
1 +
√
θ
µ
· h(βˆ)
h(−β)
]−1
, (3.2)
where βˆ = β
√
θ/µ with µ being the service rate, θ the abandonment rate, and h(x) ≡ φ(x)/(1−
Φ(x)) with φ and Φ being the probability density function (pdf) and cumulative distribution
function (cdf) of the standard normal distribution.
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The offered load mt for an Mt/M/St+M queue can be denoted by E[Lt(∞)], where Lt(∞)
is the number of busy servers in the associated infinite-server queue at time t. One could obtain
the estimated offered load by averaging over all replications in the simulation. Another way is
to solve the following equation (see Theorem 1 in [32]):
d
dt
mt = λt − µt ·mt. (3.3)
Since mt, λt and µt are functions of t, (3.3) is an ordinary differential equation. We could solve
this equation by moving µt ·mt to the left and multiplying e
∫
µt dt, which gives
e
∫
µt dt · d
dt
mt + e
∫
µt dt · µtmt = λt · e
∫
µt dt =⇒ mt =
∫
λte
∫
µt dt dt
e
∫
µt dt
. (3.4)
Therefore, with the information of arrival and service processes, one could determine the offered
load function.
3.2.2 Iterative-Staffing Algorithm (ISA)
The ISA is a simulation-based method, proposed in [32]. Now assume in a Mt/M/St +
M system, we know the arrival process being a non-homogeneous Poisson process with rate
function λ(t), t ∈ [0, T ], an i.i.d. service-time distribution, an i.i.d. patience (abandonment)
distribution. In this paper, we will measure time in hours of a day. To implement the algorithm,
we will discretize the timeline into small intervals of length ∆. The value of ∆ depends on values
of the arrival, server, and patient rates. To be concrete, we will let ∆ = 1/10 for the simulation
example in Section 3.3 and ∆ = 1/60 for the real data example in Section 3.4. The staffing
function will be constant within each of the small intervals.
Given any staffing function, we will perform simulation of the system on a daily basis by
recording events such as new customers calling in, customers in the queue advancing to available
server, long-waiting customers abandoning the queue, and service completion. To generate the
arrival process, a non-homogeneous Poisson process, we will apply the thinning or random
sampling approach (see [31]). Specifically, we found a constant λ∗ such that λ(t) ≤ λ∗ for all
t > 0. Let t∗1, t∗2, . . . be the time sequence of arrivals of a Poisson process with rate λ∗. We
accept the arrival at time i with probability λ(ti)/λ
∗, independently of all other arrivals. The
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time sequence of the accepted arrivals forms a realization of the NHPP with the rate function
λ(t). λ∗ will be chosen to be 120.
We use subscripts to denote the iterations of a simulation. For example, we let Si(t) be the
number of servers at time t, and Li(t) be the random variable representing the total number
of customers in the system at time t in iteration i for 0 ≤ t ≤ T .
The following are the iterative steps of the ISA method, which is taken from [32]. The
algorithm will keep running until the uniform change of the staffing function Si(t) between two
consecutive iteration is less than τ = 1.
The Steps of ISA (Feldman et al., 2008):
1. Given the ith staffing function {Si(t) : 0 ≤ t ≤ T}, evaluate the distribution of Li(t) for
all t, using simulation. (For S0(t), one could choose a constant function at the average
ratio between arrival rate and service rate.)
2. For each 0 ≤ t ≤ T , let Si+1(t) be the least number of servers so that the delay-probability
constraint is met at time t; i.e., let
Si+1(t) = arg min{c ∈ N : P{Li(t) ≥ c} < α}.
3. If there is negligible change in the staffing from iteration i to iteration i + 1, then stop;
i.e., if
||Si+1(·)− Si(·)||∞ ≡ max{|Si+1(t)− Si(t)| : 0 ≤ t ≤ T} ≤ τ,
then stop and let Si+1(·) be the proposed staffing function. Otherwise, advance to the
next iteration, i.e., replace i by i+ 1 and go back to step 1. (We let τ = 1)
We use N = 5000 independent replications to estimate the distribution of Li(t) in the second
step. Specifically, we could write out an explicit expression of Si+1(t). Suppose the simulation
outcome for {Li(t), i = 1, 2, · · · , N} is in a form of
L(1)(t), · · · , L(1)(t)︸ ︷︷ ︸
n1
, L(2)(t), · · · , L(2)(t)︸ ︷︷ ︸
n2
, · · · , L(m)(t), · · · , L(m)(t)︸ ︷︷ ︸
nm
.
where L(1) < L(2) < · · · < L(m) and n1 + n2 + · · ·+ nm = N . Then
Si+1(t) = L(k+1)(t),where k ≡ argmax
c :
m∑
j=c
nj ≥ dαNe
 .
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3.2.3 Performance Measures
The performance measures will be used to evaluate the stability performance of staffing
functions under certain arrival, service and patience settings. These measures are time-varying.
Since we divide the timeline into intervals of length ∆, we will apply the same changes to these
measures, i.e., they will be constant at each interval t. As in [32], we use ∞ in subscript to
denote quantities related to the final result of the ISA steps. Specifically, in the time interval
t, S∞(t) denotes the final staffing level, and L∞(t) denotes the random variable representing
the total number of customers in the system with S∞(t). We suppose there will be a total of R
replications and r represents the r-th replication. Note this R here does not necessarily equal
to N in Section 3.2.2. But we did make R = N = 5000 for all simulations in this paper.
The delay probability α(t) in interval t will be estimated by
αˆ(t) =
∑R
r=1 I{L(r)∞ (t)− S∞(t) ≥ 0}
R
, (3.5)
where I(·) is the indicator function and L(r)∞ (t) represents L∞(t) in replication i. The server
utilization ρ(t) in interval t represents the fraction of busy servers at interval t, and it will be
estimated by
ρˆ(t) =
∑R
r=1 br(t)
R · S∞(t) ,
where br(t) denotes the total number of busy servers in interval t. The tail probability in
interval t, which represents the probability that the queue length is no less than 5 (5 is chosen
to match [32]). Its expression is the same as (3.5) except that the 0 in the numerator being
replaced by 5. The abandon probability in interval t means the probability of abandonment,
which will be estimated by
Aˆb(t) =
∑R
r=1 I
(r){Abandonment occurs in interval t}
R
.
3.3 Simulated Example
In this chapter, we will apply two methods introduced in the last chapter to a simulated
example to calculate the final staffing functions and evaluate their performance. Similar steps
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will be applied to a real data in the next section. Consider a multi-server Mt/M/St + M
queueing system with a non-homogeneous Poisson arrival process with arrival-rate function
λ(t) = 100 + 20 · sin(t), 0 ≤ t ≤ T.
Assume both the abandonment rate θ and the service rate µ equal to 1. The system is empty
in the beginning. This is the same set-up as chapter two of [32], but here we compare the
differences between these two methods.
3.3.1 Staffing functions
We first obtain the final staffing functions from these two methods. For the SRSF method,
based on (3.4), we could attain the theoretical offered load mt = 100+10[sin(t)− cos(t)]. Then
by (3.1) and (3.2), we could easily achieve the final staffing functions which vary with the choice
of target delay probabilities α. For the ISA method, since the arrival rate is centered around
100, we choose S0(t) ≡ 100 for the initial input for the ISA method. Most of results based
on the ISA method converges within two iterations as stated in [32]. Besides using (3.1), one
could attain the offered load by counting the average number of busy server in the associated
Mt/M/∞ system using simulation, and we obtain the offered load for ISA using this approach.
All of the staffing functions for both methods are displayed in Figure 3.13 together with the
associated arrival and offered load function.
3.3.2 Time-Stable Performance
The staffing function S(t) with different α values are in Figure 3.3. The staffing levels
decreases as α increases. We then compute the performance measures listed in Section 3.2.3.
They are displayed in Figure 3.4, 3.5, 3.6, and 3.7. Under the staffing levels generated by ISA
method, the delay probabilities are close to the target and very stable. While in the SRSF
method, the performance is stable but slightly above the target. Other performances has
relative good performance as well, except for the server utilization when the delay probabilities
are small and the abandon probabilities when the delay probability are high.
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Figure 3.3 Arrival function λ(t), offered load mt, and final staffing function S(t) associated
with different α based on two methods: ISA and SRSF
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Figure 3.4 Delay probability α(t) over time based on two methods: ISA and SRSF
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Figure 3.5 Server utilization over time based on the two methods: ISA and SRSF
0 5 10 15 20
0.
0
0.
2
0.
4
0.
6
0.
8
ISA
Time
Ta
il P
ro
ba
bil
ity
Target Alpha
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
0 5 10 15 20
0.
0
0.
2
0.
4
0.
6
0.
8
Square Root Formula
Time
Ta
il P
ro
ba
bil
ity
Target Alpha
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
Figure 3.6 Tail probability over time based on the two methods: ISA and SRSF
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Figure 3.7 Abandon probability over time based on the two methods: ISA and SRSF
3.4 Practical Example (Call Center Data)
In this section, we will apply the ISA and SRSF methods to a call center data and examine
if the stability of performance measures still holds.
3.4.1 Some Backgrounds
The detailed information of how this data is collected and cleaned and some descriptive
analysis can be found in [29] and [30]. This call center provides different types of services,
including regular (PS in the database), stock transaction (NE), new/potential customer (NW),
and Internet assistance (IN). But 66.7% of the customers are regular (PS) (see Table 3.1),
so these calls are the focus of this paper for the sake of simplicity. As we mentioned in the
isucaption of Figure 3.2, we will just consider the data from the weekdays (Sunday to Thursday
in Israel), when the center opens from 7 a.m. to midnight.
Table 3.1 Service time by type of service, November-December
Type of customer PS NE NW IN TT & PE
Pecentage 66.7% 10.2% 11.7% 8.7% 3.4%
Mean of service time 178.38 273.53 115.34 408.06 126.09
SD of service time 206.48 348.96 176.33 504.88 234.04
Median of service time 119 174 72 220 60
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Now let us describe what follows when a customer calls the center. He will be first directed
to a voice response unit (VRU), receive recorded information in VRU. Customers with easy
service requests can be handled in the VRU, and in fact, 65% of the banks customers complete
their service in this step. The other 35% calls need to get help from a representative. These
calls are the focus of our study. If there is at least one available representative who could help
this customer, then the system will connect this customer to a representative and the service
starts. Otherwise, the customer will join a virtual queue and wait for the service. Customers
in the queue will be served based on first come, first served (FCFS) policy. While waiting, each
customer periodically receives information on his or her progress in the queue. About 80% of
those requesting service are in fact served, and about 20% are abandoned before being served.
As mentioned above, this study will focus on the calls that coming out from the VRU.
To be specific, we could use three steps to describe the process. The first step is the arrival
step, which is the time the customer leaving the VRU. If no appropriate server is available, the
customer has to stay in queueing step, which is the second stage. The time leaving the queue
is recorded with the statue of getting serviced or abandoning (censoring). The third step is the
service completion step with the records of time of leaving the system.
In Figure 3.8, we could see many short service times in January - October. “Service times
< 10 seconds are questionable. And indeed, the manager of the call center discovers that short
service times are primarily caused by agents who simply hung up on customers to obtain extra
rest time. ”(see [30]) This is not an effective incentive scheme. So they made a change at the
end of October, and we could see the service time distribution became normal in November
and December in Figure 3.8. Thus the analysis in this paper is based on the November and
December data.
3.4.2 Arrival Rate Function
In order to compute the offered load in (3.4) for the SRSF method, one needs to find the
arrival-rate function. Two approaches, using sinusoidal functions and normal density functions,
are used to approximate the arrival-rate function. [35] proposed a piece-wise linear function
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as the approximation to the non-homogeneous arrival-rate function, which is not applicable to
our case when we try to solve the ODE.
As mentioned before, we only focus on all arrival times from 7 a.m. to midnight during the
weekdays in November and December. We use the total number of arrivals for each hour as
one observation. As shown in Figure 3.9, each grey line are connected by points representing
17 hourly observations for each day. We then fit the assumed functions to the data consisting
of all the grey lines. Specifically, we assume the following statistical model
yit = f(β, t) + it, it ∼ N(0, σ),
for i = 1, 2, . . . , 44 (there are 44 weekdays in Nov and Dec) and t = 7.5, 8.5, . . . , 23.5. Here yit
is the number of arrivals at time interval around t on day i, β is the parameter vector, f is the
assumed function expression(sinusoidal functions or normal density functions).
3.4.2.1 Sinusoidal function
First, we assume the arrival-rate function can be characterized by a linear combination of
three sinusoidal functions. We have the following estimated curves after fitting the model:
λ(t) =102.87 · sin(0.26t− 0.22) + 10.40 · sin(1.18t+ 2.29)
+ 191.35 · sin(0.16t+ 4.99)− 37.83
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Figure 3.9 Mixture of sine functions: the fitted curves and the residual plots
The fitted curve against the raw data is showed in Figure 3.9, with the corresponding
residual plot. One then could use formula (3.4) to calculate the mt function. Note that in this
61
bank data we treat the service rate, µt, as constant µ. Specifically, with λ(t) = a+ b sin(ct+ d)
where a, b, c and d are constants and (3.4),
mt =
1
µ
{
a+
µ2b
µ2 + c2
[
sin(ct+ d)− c
µ
cos(ct+ d)
]}
.
The raw data are recorded in seconds, so the service rate and abandonment rate are
µ =
3600
average service time
= 20.15, θ =
3600
average abandon time
= 5.59.
Notice that the abandon time average is calculated using the Kaplan-Meier estimates. More
details about abandonment data can be found in the next section. The following are values for
β with some α values using (3.2):
β(0.1) = 1.7729, β(0.5) = 0.4955, β(0.9) = −1.4094.
3.4.2.2 Normal Density Function
The other method is using the normal density function to approximate the arrival. Note
that the bimodal pattern of the arrival can be well approximated by the combination of several
normal densities. The arrivals could be approximated by
λt(t) = 254.40 · φN(10.13,1.25)(t) + 195.70 · φN(14.35,1.71)(t) + 915.78 · φN(17.38,7.39)(t),
where φN(a,b) is the density function for the normal distribution with mean a and standard
deviation b.
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Figure 3.10 Mixture of normal density functions: the fitted curves and the residual plots
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Finally, using (3.1) one could find the final staffing function (rounded to integer values) for
the SRSF method. One could observe that the final staffing functions under both cases are
quite similar.
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Figure 3.11 Final Staffing functions under sinusoidal and normal density assumptions for the
SRSF method
3.4.3 Abandonment Distribution
In this section, We address the customer abandonment behavior. A customer in the queue
either abandons the queue without service if the waiting time exceeds his patience time, or
finally receives the service after the waiting. Both times to abandonment and times to service
are censored data. If R denotes the “patience” or “time willing to wait” and V denotes the
“virtual waiting time”. What we actually observe is W = min{R, V }, as well as the indicator
1{R<V }, for the status R or V . We make the assumption that R and V are independent for
each customer. Under this assumption, the distribution of R and V can be estimated using
the standard Kaplan-Meier estimator or parametric exponential estimator. Figure 3.12 shows
the distribution of R using both estimates. The Kaplan-Meier estimator appears to be biased
due to large proportion of censored observations. We will sample patience time from these
distributions in our simulation.
3.4.4 Performance Measures
Here we display the final staffing function and the four performance measures in Figure
3.13, 3.14, 3.15, 3.16, and 3.17, both ISA and SRSF with exponential abandonment rate. For
63
0 200 400 600 800 1000
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Kaplan−Meier
Exponential
Figure 3.12 Survival functions from Kaplan-Meier and exponential estimators
the SRSF method, the offered load function is calculated using normal density arrival-rate
function.
The nice stability performance in Section 3.3 did not show in this practical call center data
for either methods. The ISA method behaves more stably than the SRSF method, especially
with small delay probabilities and high staffing levels. The ISA undershot the delay probabilities
and the SRSF method is the other way around. This is due to the fact that the ISA method
generates high staffing function (more conservative) and the SRSF mehtod produces low staffing
function. This also leads to the differences in the tail probabilities and abandon probabilities.
In order to study under which circumstance could we hold the stability of the performance
measures. We change the patience and service rates, θ and µ with the condition θ = µ (which is
the condition proposed by [32]). The delay probabilities for all three cases are shown in Figure
3.18. We notice that as both rates decreases, with the same bi-modal arrival-rate function, the
stability starts to show. When θ = µ = 1 as in the simulated example in 3.3, the stability is as
good as the one shown in Figure 3.5. This suggests that the reason this practical example lost
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Figure 3.13 offered load mt, and final staffing function S(t) associated with different α
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Figure 3.14 Delay probability α(t) over time based on two methods: ISA and SRSF
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Figure 3.15 Server utilization over time based on the two methods: ISA and SRSF
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Figure 3.16 Tail probability over time based on the two methods: ISA and SRSF
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Figure 3.17 Abandon probability over time based on the two methods: ISA and SRSF
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Figure 3.18 Three cases with equal exponential service and abandonment rate θ = µ under
ISA
the stability is the service and abandonment rates are high (The customers are impatient and
the service time are short).
3.5 Concluding Remarks
In the first example, the ISA method offers very good stability performance, and the SRSF
method also produces relatively stable performance, though undershooting the staffing levels
which gave higher delay probabilities than expected. In the second example, the nice stability
performance does not hold anymore for both method, especially when the staffing level are low
and the target delay probabilities are large. For both examples, the ISA method generates a
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high staffing level which would undershoot the target delay probability, while the SRSF method
produces results deviating to the opposite direction.
We take a step to discover the reason for lack of stability, and find that when the abandon-
ment rate and service rate became small, the stability gradually appeared again. However, the
shape of the arrival-rate function appears not to affect the stability performance as the staffing
function will be created to match the trends by both methods. For future direction, we hope
to study more theoretical aspects of this problem and understand more about the key elements
of maintaining stability of performance measures.
3.6 Appendix: More Graphs for the Practical Example
We apply the two methods to other cases as well. The staffing functions and the four
performance measures are displayed in Figure 3.19, 3.20, 3.21, 3.22, and 3.23.
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Figure 3.19 The staffing function and the four performance measures with offered load cal-
culated from sinusoidal arrival functions and exponential patient rates under the
SRSF method.
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Figure 3.20 The staffing function and the four performance measures with simulated offered
load and exponential patient rates under the SRSF method.
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Figure 3.21 The staffing function and the four performance measures with offered load calcu-
lated from normal density arrival functions and Kaplan-Meier patient rates under
the SRSF method.
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Figure 3.22 The staffing function and the four performance measures with offered load cal-
culated from sinusoidal density arrival functions and Kaplan-Meier patient rates
under the SRSF method.
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Figure 3.23 The staffing function and the four performance measures with simulated offered
load and Kaplan-Meier patient rates under the SRSF method.
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