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This paper considers the eﬀect of an exponential variation in the background density
ﬁeld (as exists in compressible atmospheres) on the structure and dynamics of the
quasi-geostrophic system, and compares the results with the corresponding Boussinesq
limit in which background density variations are assumed small. The behaviour
of the compressible system is understood via a closed-form analytic expression
for the Green’s function of the inversion operator relating potential vorticity and
streamfunction. This expression makes explicit the anisotropy of the Green’s function,
inherited from the density proﬁle, which has a slow, algebraic decay directly above the
source and an exponential decay in all other directions. An immediate consequence
for ﬁnite-volume vortices is a diﬀerential rotation of upper and lower levels that
results in counterintuitive behaviour during the nonlinear evolution of ellipsoidal
vortices, in which vortex destruction is conﬁned to the lower vortex and wave activity
is seen to propagate downwards. This is in contrast to the Boussinesq limit, which
exhibits symmetric destruction of the upper and lower vortex, and in contrast to
naive expectations based on a consideration of the mass distribution alone, which
would lead to greater destruction of the upper vortex. Finally, the presence of a
horizontal lower boundary introduces a strong barotropic component that is absent
in the unbounded case (the presence of an upper boundary has almost no eﬀect). The
lower boundary also alters the diﬀerential rotation in the lower vortex with important
consequences for the nonlinear evolution: for very small separation between the
lower boundary and the vortex, the diﬀerential rotation is reversed leading to strong
deformations of the middle vortex; for a critical separation, the vortex is stabilized
by the reduction of the diﬀerential rotation, and remains coherent over remarkably
long times.
1. Introduction
The evolution of coherent vortical structures in rotating stratiﬁed ﬂuid has long been
recognized as a central theme in typical geophysical ﬂows. This motion constitutes an
approximate slow-manifold to which the low-frequency balanced motion is restricted
by constraints imposed by the rotation and stratiﬁcation. On this manifold, the ﬂow
is characterized by a single scalar quantity, the potential vorticity, which is materially
conserved and which, under suitable balance conditions that eliminate high-frequency
gravity wave motions, can be exactly inverted to obtain all other variables of the
ﬂow. By deﬁning the length scales over which a given potential vorticity structure has
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an inﬂuence on the external ﬂow ﬁeld, the form of the inversion operator essentially
characterizes the balanced system.
Because of the dominant hydrostatic and geostrophic balances, ﬂuid particles in
typical geophysical ﬂows are constrained to lie on quasi-horizontal surfaces and the
motion is layerwise two-dimensional. For this reason, the ﬂow is often modelled
as two-dimensional barotropic ﬂow, in which the potential vorticity reduces to the
vertical component of the ordinary vorticity. However, the inversion relation relating
the potential vorticity (PV) and streamfunction in the two-dimensional barotropic
model has very diﬀerent decay properties from that of any three-dimensional system.
Speciﬁcally, the two-dimensional barotropic inversion operator is the inverse of the
two-dimensional Laplacian, whose Green’s function has a logarithmic dependence on
the two-dimensional distance.
The simplest (non-trivial) three-dimensional model of rotating stratiﬁed ﬂow is
the Boussinesq form of the three-dimensional quasi-geostrophic equations, obtained
from the standard quasi-geostrophic equations (deﬁned below) by assuming that
density variations are a small perturbation to a uniform background density proﬁle.
This assumption is appropriate for ﬂuid motion in the oceans. In that case, using a
suitably scaled vertical coordinate, the inversion operator is the inverse of the usual
three-dimensional Laplacian, and the Green’s function decays as the inverse of the
three-dimensional distance.
In the atmosphere, because the vertical density proﬁle is exponentially decreasing
with height, the Boussinesq approximation of constant background density is a
poor approximation to ﬂows spanning more than a density scale height, H . For
such ﬂows, it is appropriate to retain the exponential dependence of background
density, ρ = ρs exp−z/H , leading to what we refer to here as the compressible quasi-
geostrophic system. If the vertical domain is bounded, it is possible to decompose the
equations into vertical modes, each mode possessing a (horizontal) two-dimensional
equivalent barotropic structure (Waugh & Dritschel 1999). The inversion operators for
these modes are of Helmholtz form, and the Green’s function for each mode decays
exponentially in the horizontal direction with a length scale given by the Rossby
radius of deformation, LR , the length scale on which gravitational and Coriolis forces
balance (Waugh & Dritschel 1991).
In this paper we show how the Green’s function for the compressible quasi-
geostrophic equations in an unbounded vertical domain can be constructed analy-
tically using a non-standard separation of variables involving a vertical coordinate
and a three-dimensional radial coordinate. This analytic form shows explicitly that the
decay is anisotropic, with exponential decay in every direction except vertically above
the source, where the decay is algebraic as in the Boussinesq limit. In particular,
the vertical decay is exponential below and algebraic above. An important
consequence of this anisotropy is that upper and lower regions of a ﬁnite-volume of
uniform potential vorticity have diﬀerent rotation rates, the upper part rotating faster
because the induced circulation of the vortex core decays more slowly above than
below.
The full implications of this anisotropy for ﬁnite-volume vortices and their nonlinear
evolution are further investigated using high-resolution numerical modelling.
Anisotropy in the atmosphere and its importance for vertical wave propagation
are well known. One the one hand, the exponential decrease in density with height
means that wave amplitudes (as measured by particle displacements) will increase
for upward propagating waves and decrease for downward propagating waves. For a
spectrum of upward and downward propagating waves, wave breaking will therefore
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tend to occur at upper levels. On the other hand, as is shown below, the diﬀerential
rotation associated with the Green’s function means that general disturbances more
readily lead to downward propagation than to upward. For the potential vorticity
distributions studied here, the latter eﬀect is dominant and almost all wave breaking
is conﬁned to lower vortex levels.
Finally, the eﬀect of upper and lower boundaries on this isotropy is considered.
It turns out that when the lower boundary is about one scale-height distant from
the bottom of the vortex there is an almost exact cancellation between the tendency
for downward propagation on the free space vortex and the barotropization of the
Green’s function response by the lower boundary. This distance corresponds roughly
to the distance between the ground and the bottom of the winter stratospheric polar
vortex.
2. Green’s function for the compressible case
The quasi-geostrophic system is the simplest model of rotating stratiﬁed ﬂow. It is
derived from the primitive equations (e.g. Pedlosky 1987) by an asymptotic expansion
in Rossby number, Ro, the ratio of the normal component of the relative vorticity
ζ to the normal component of the planetary vorticity f =2Ω sinφ, and the Froude
number Fr , the ratio of the horizontal velocity U to the gravity wave speed associated
with the stratiﬁcation c=NH . Here, Ω is the planetary rotation rate, φ is latitude,
N is the buoyancy frequency, and H is a vertical length scale and is assumed to be
much smaller than the horizontal length scale L. Taking Fr2 Ro  1 results in the
usual quasi-geostrophic system applicable to midlatitude planetary scale motions.
In dimensional variables this system takes the form:
Dq
Dt
≡ ∂q
∂t
+ u · ∇q =0, (2.1a)
∇2hψ + 1ρ
∂
∂z
(
ρ
f 2
N2
∂ψ
∂z
)
= q, (2.1b)
(u, v)=
(
−∂ψ
∂y
,
∂ψ
∂x
)
, (2.1c)
where, q(x, y, z, t) is the potential vorticity (PV), ψ is the geostrophic streamfunction,
u =(u, v) is the horizontal geostrophic velocity, ρ is the background density, ∇2h is
the horizontal Laplacian, x and y are horizontal coordinates and z ∝ −H logp is an
appropriate log-pressure vertical coordinate.
For simplicity, we make the further assumption that f and N are constant, which
allows the vertical coordinate z to be rescaled by f/N . We also assume that the
density decreases exponentially with height as ρ = ρs exp (−z/H ), where ρs is a surface
reference density, which is a natural approximation in the atmospheric context.
Further, scaling horizontal and vertical coordinates by L=NH/f and H , respectively,
allows (2.1b) to be written as
∇2ψ − ∂ψ
∂z
= q, (2.2)
where ∇2 is the usual three-dimensional Laplacian.
Under the Boussinesq approximation, in which the background density is approxi-
mately constant, (2.1b) simpliﬁes further by the elimination of the term ∂ψ/∂z. The
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eﬀect of compressibility, therefore, is the retention of an anisotropy in the inversion
relation between ψ and q .
Separation of variables is possible using R and z as independent coordinates, where
R=
√
x2 + y2 + (z − z′)2 is a full three-dimensional radial coordinate from a source
point located at (0, 0, z′), without any loss of generality. The Green’s function for
(2.2) satisﬁes the equation
∇2G∞ − ∂G∞
∂z
= δ(r, z − z′), (2.3)
where r =
√
x2 + y2 is a horizontal radial coordinate. Posing a solution of the form
G∞(R, z; z′)= (ρ ′/ρ)1/2F (R), it can be shown directly that G∞ has the form
G∞(R, z; z′)=− 1
4π
(
ρ ′
ρ
)1/2
e−R/2
R
, (2.4)
where we have used the shorthand notation for the density ρ =e−z and ρ ′ =e−z′ .
Note that the same Green’s function structure arises in the context of the advection–
diﬀusion equation with uniform ﬂow, whose operator also takes the form (2.2) (see,
e.g. Morton 1996).
Directly above and below the source, i.e. along the vertical line r =0, G∞ reduces
to
G∞(r =0)=− 1
4π|z − z′|
{
1 for z> z′,
ρ ′/ρ for z< z′.
(2.5)
The anisotropy introduced by the compressibility term in (2.2) is now apparent: above
the source point z′, the Green’s function decays algebraically like 1/R, similar to the
Boussinesq limit, whereas below the source the decay is exponential, with a decay
scale of one (H in dimensional units). Note that locally, i.e. for R  1, G∞ ∼ 1/4πR,
which is the form taken by the Boussinesq Green’s function. The structure of G∞
is shown by ﬁgure 1(b). Again, the anisotropy introduced by the compressibility is
evident.
We next compare the properties of the free-space Green’s function G∞ with the
Green’s function GD obtained by Waugh & Dritschel (1999, their equation 5b rescaled
by a factor of ρ(z′) for consistency) in a vertically bounded domain of depth D, with
ψz = at z=0 and z=D. We note in passing that it is impossible to construct GD
from G∞ using the method of images because the anisotropic term in (2.2) breaks the
necessary symmetry in the vertical coordinate. Figure 1(a) shows GD in a domain of
depth D=12, whose boundaries coincide with the upper and lower boundaries of the
ﬁgures, for various locations of the source point z′. When z′ is well away from either
boundary, the agreement between G∞ and GD is very good: ﬁgure 1(c) shows the
diﬀerence GD − G∞. In other words, boundaries have a very weak eﬀect if they are
far enough away. When z′ is located near the upper boundary, the structure of G∞ is
also very similar to GD , with only the magnitude being increased by the presence of
the upper boundary.
On the other hand, it is immediately clear from the lower panels in ﬁgure 1 that
the presence of the lower boundary greatly inﬂuences the bounded Green’s function.
As the source point z′ approaches the lower boundary, GD becomes increasingly
dominated by a strong barotropic component, associated with the zeroth mode in the
vertical decomposition. That mode has a horizontal dependence of the form log r ,
(cf. the two-dimensional barotropic model), in contrast to the exponential horizontal
decay of all higher modes (cf. the two-dimensional equivalent barotropic model).
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Figure 1. (a) Bounded and (b) free-space Green’s functions, GD and G∞, respectively, and
(c) their diﬀerence, GD − G∞, for the compressible quasi-geostrophic inversion relation (2.3).
For GD , the source is located at z0 = 12, 11, 9, 6, 3, 1, 0 in units of scale-height H , and the
vertical domain is 12. Tickmarks are at unit intervals on the horizontal (r) and vertical (z)
axes. Negative contours are dashed.
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It becomes large when z′ lies within one or two density scale heights of the lower
boundary.
3. Finite vortices
Having described the Green’s function for the inversion problem, we are in a
position to understand the consequences of density anisotropy for the properties of
ﬁnite-volume vortices. In this section, we consider the simplest conﬁguration, that of
a spherical patch of uniform potential vorticity. We note that, for spheres of radius
much smaller than the density scale height, the Boussinesq limit is recovered (for the
ﬂow ﬁeld within and close to the vortex).
The velocity ﬁeld induced by an arbitrary three-dimensional patch of uniform PV
is given by (see Dritschel 1989)
u(x, z)= − q
∫ D
0
dz′
∮
Γ (z′)
G∞(x, z; x′, z′) d{x ′, y ′}, (3.1)
where x =(x, y) is the horizontal position, and where the horizontal integral is taken
around a contour enclosing the horizontal cross-section of the patch at height z′. In
the examples presented in this section, the velocity ﬁeld was calculated numerically
using the contour dynamics algorithm described below, using 480 horizontal layers
spanning the depth of the vortex patch. The algorithm essentially computes (3.1) in
each horizontal layer and sums the induced velocity ﬁelds. See § 4 below for further
details.
Because G∞ decays more slowly above the vortex than below, we expect the rotation
rate of the upper vortex to be greater than that of the lower vortex: PV at the vortex
centre induces a stronger circulation above than below. This is illustrated in ﬁgure 2,
which shows the velocity (upper panels) and angular velocity, or rotation rate (lower
panels) for spherical PV patches of varying depths D=1/4, 2, and 16. As expected,
for D=1/4 the vortex rotates approximately as a solid body, as it would in the
absence of compressibility. Similarly, the exterior velocity and angular velocity ﬁelds
are almost symmetric in z. For larger D, the eﬀects of the compressibility become
apparent: in particular, the angular velocity within the vortex develops a strong
vertical dependence, increasing with z and with a maximum at the top of the vortex.
Outside the vortex, both ﬁelds show much weaker decay above the vortex, consistent
with the properties of the Green’s function.
For large D, the angular velocity ω along the vortex axis has a clear maximum at
z=D, a consequence of the weakest decay of GD being directly above the source point.
In ﬁgure 3(a), we plot ω along the vortex axis as a function of height, z/D, within the
vortex for vortex depths D=1/16, 1/8, . . . , 16, 32. The proﬁle for D=1/16 is almost
exactly constant with ω ≈ 2. As D increases, the average rotation rate decreases, in
contrast to the Boussinesq case where ω=2 regardless of vortex size. Again, this is
a result of the shorter-range nature of G∞. At the top of the vortex, however, where
the inﬂuence of the lower vortex decays more slowly, ω actually increases beyond
the Boussinesq value with increasing D, reaching a maximum for D ≈ 4. This can
be seen from the solid line in ﬁgure 3(b) which shows ω at the top of the vortex.
As will be seen below, this diﬀerential rotation, which maximizes at D ≈ 8, plays an
important role in the nonlinear evolution of an ellipsoidal disturbance on a spherical
patch.
Finally, from ﬁgure 2, it can be seen that the velocity ﬁeld has a maximum that
moves upward oﬀ the horizontal plane of symmetry as D increases. The value of the
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Figure 2. Azimuthal velocity (upper panels) and angular velocity (lower panels) corresponding
to spherical patches of uniform PV of diameters (a) D=1/4, (b) D=2 and (c) D=16 in the
unbounded compressible case. Contour interval is D/20 for the velocity and 0.1 for the angular
velocity; tickmarks on horizontal (r) and vertical (z) axes are every D/8. Calculation is made
using n
 =640 vertical layers (see § 4).
velocity maximum, divided by the vortex radius D/2, is plotted in ﬁgure 3b (dotted
line) and shows a steady decrease with increasing D, again a result of the short
range nature of G∞ and the fact that the velocity maximum is located away from the
vertical axis.
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Figure 3. (a) Angular velocity ω(z) along the vertical axis of rotation for spherical vortices of
diameters D=1/16, 1/8, . . . , 16, 32 (D decreasing left to right, with D=1/16 approximately
vertical); (b) —, maximum angular velocity ωmax; . . . , maximum azimuthal velocity divided
by vortex radius umax/(D/2); - - -, diﬀerential angular velocity ω(D/2)−ω(−D/2) as a function
of vortex size D.
4. Numerical methods
Two related numerical methods have been used to simulate the nonlinear evolution
of vortices having a variety of initial shapes and sizes. Both methods explicitly advect
material PV contours, but diﬀer in the way they compute the velocity ﬁeld u from
these contours. The ﬁrst method, contour dynamics or contour surgery (CS), solves
(3.1) directly, by vertically discretizing the ﬂow into n
 layers spanning the vortex.
As there is no vertical advection, the vertical extent of the PV distribution does not
change. The velocity u is evaluated directly on the contours x ∈Γ (z), for z in the
middle of each layer. The contours themselves are discretized into a variable number
of points (adjusted dynamically to maintain adequate resolution). The details diﬀer
little from those described in Dritschel (2002) for the Boussinesq case (G∞ =−1/4πR),
apart from the way in which the vertical integration is performed in (3.1). In the
Boussinesq case, the integration is done explicitly owing to the simple form of G∞. In
the compressible case, this is not possible; instead two-point Gaussian quadrature is
used over each layer. This leads to the same formal accuracy in (3.1), with the mean
error proportional to n−2
 , but in fact Gaussian quadrature proves to be more accurate
than explicit integration in the Boussinesq limit (e.g. for ellipsoids, when the exact
form of u is known). Evidently, explicit integration over-emphasizes the vertical step-
like character of the PV ﬁeld, while Gaussian quadrature makes it appear smoother.
The system evolves through the advection of PV contours,
dx
dt
= u(x, z), (4.1)
which is handled numerically by a fourth-order Runge–Kutta method.
The second numerical method, the CASL algorithm (Dritschel & Ambaum 1997),
instead computes the velocity ﬁeld u on a ﬁxed horizontal and vertical grid in a ﬁnite
domain, here a cylinder (full details are available in Macaskill, Padden & Dritschel
2003). The CASL algorithm solves (2.1b) and (2.1c) using standard semi-spectral
methods (ﬁnite diﬀerence in radius r and spectral in azimuthal angle θ). The velocity
is then interpolated at the contour points in order to use (4.1) for the contour
advection. While it is seemingly wasteful to obtain the velocity ﬁeld everywhere when
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Figure 4. As ﬁgure 2(b) (D=2 case), but computed using the CASL algorithm in a cylindrical
domain of total depth 5D and radius 5D. Contour intervals and axes are as in ﬁgure 2.
Calculation is made using n
 =512, nr =512 and nθ =1024.
it is needed only at the contour points, in practice, it is often much more eﬃcient
than the explicit contour integration in (3.1). In the results shown here, we use a
focused radial grid, spaced uniformly in r1/2, to resolve adequately vortices which are
small compared to the width of the cylinder. The number of radial and azimuthal
grid points, nr and nθ , are chosen so that the grid is approximately isotropic at the
horizontal edge of the vortices simulated. An example of the ﬂow ﬁeld computed
by CASL is given in ﬁgure 4 corresponding to the case D=2 shown in ﬁgure 2(b)
computed by CS. The results are closely similar, despite the ﬁnite domain used in
CASL. The main diﬀerences come from a weaker azimuthal velocity in CASL at
the vortex edge, which arises from smearing the PV discontinuity at the vortex edge
over one horizontal grid length (Dritschel & Ambaum 1997). For the evolution of the
contours however, this has little importance since only the normal velocity component
can change the shape of the contours.
The nonlinear simulations presented in § 5.1 and § 5.2 below were carried out using
CS to remove completely all boundary eﬀects. We note that the CASL and CS
algorithms agree well in all cases, provided a suﬃciently large domain is used for the
CASL simulations. The bounded simulations presented in § 5.3 were carried out using
the CASL algorithm.
5. Nonlinear evolution
Using the numerical methods outlined above, we now consider the nonlinear
evolution of some particular ellipsoidal vortices. In the Boussinesq limit these are
steadily rotating states, whose various stability properties have been well documented
(Meacham 1992; Miyazaki, Ueno & Shimonishi 1999; Dritschel, Scott & Reinaud
2005). In the compressible case considered here, on the other hand, such ellipsoidal
vortices are no longer steady states, and so it is not possible to carry out a similarly
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detailed stability analysis. However, it is instructive to examine how the compressibility
alters the nonlinear evolution in certain cases and how the symmetry of the Boussinesq
model is broken.
5.1. Boussinesq system
To begin with we recap some stability results of the Boussinesq system and use this
system to illustrate a nonlinear wave-activity diagnostic that will prove useful in the
examination of the compressible system. We note that the nonlinear dynamics of the
instability of freely rotating ellipsoids of the form considered here has not yet been
well documented.
We consider ellipsoidal patches of uniform potential vorticity with horizontal aspect
ratio λ= a/b and vertical aspect ratio c/r¯ , where x2/a2 + y2/b2 + z2/c2 = 1 deﬁnes
the ellipsoid and where r¯ =
√
ab is the mean horizontal radius. For deﬁniteness we
take a b. For a given c/r¯ = 1, there is a critical horizontal eccentricity λc such that
for λc < λ 1 the ellipsoid is stable and for 0< λ< λc it is unstable (Meacham 1992;
Dritschel et al. 2005). In what follows, we will restrict our attention to prolate vortices
with c/r¯ =4/3. Note that for c/r¯ =1, the ellipsoid is always unstable to a tumbling
mode, analogous to that of a solid body rotating about its intermediate inertial
axis, but dynamically uninteresting in that the vortex retains its original ellipsoidal
shape. Our restriction to prolate vortices is motivated in part by our consideration
of atmospheric ﬂows, a particular example where a vortex spans many scale heights
being the winter stratospheric polar vortex, for which the value c/r¯ =4/3 is not
unrealistic. Tests with c/r¯ =2 and c/r¯ =2/3 indicate that the behaviour described
below is robust and only weakly dependent on vertical aspect ratio.
For c/r¯ =4/3, the critical value λc separating stable and unstable regions is
approximately 0.68. We note that this value of λc is diﬀerent from that implied
by the analysis of Meacham (1992) and refer the reader to Dritschel et al. (2005) for
details of why we believe Meacham’s M2II mode to be stable.
The nonlinear evolution of the Boussinesq-unstable vortex with λ< λc takes the
form of a vertical mode-3 distortion of the vortex. Figure 5 shows the evolution for
λ=0.5 at selected times before, during and after the instability. Up to about t =40,
the vortex retains its original ellipsoidal shape to a good approximation. By t =50,
the mode-3 disturbance is well developed, with the central vortex layers extended in
one direction and the upper and lower layers extended in the opposite direction. For
this λ, well inside the unstable region, the mode-3 deformation is large enough so that
weak ﬁlamentation occurs in the central layers. However, the largest and most visible
ﬁlamentation occurs in the upper and lower layers, where the vortex deformation
is largest and where substantial material is thrown oﬀ symmetrically from the main
vortex. The stabilization process can be understood in terms of horizontal ellipticity:
during the onset of instability, ellipticity moves towards the vertical extremities, where
it is eventually lost to ﬁlamentation. In addition, the vertical ellipticity is reduced by the
loss of the outermost layers, again to ﬁlamentation. The loss of vortex material during
ﬁlamentation reduces both the horizontal and the vertical aspect ratios, bringing the
vortex into a new, stable, quasi-steady conﬁguration. See Dritschel et al. (2005) for
further discussion of the linear modal structure of the instability and details of the
unstable region of parameter space.
The initial elliptical horizontal cross-section can also be regarded as a disturbance to
a vortex of circular cross-section, the disturbance having an approximately azimuthal
wave-number two structure. The departure from circularity can be regarded as
a nonlinear pseudo-momentum-based wave activity, second order in disturbance
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(d ) (e) ( f )
Figure 5. Nonlinear evolution of the freely rotating Boussinesq ellipsoid of initial horizontal
and vertical aspect ratios a/b=0.5 and c/r¯ =4/3, respectively, at times (a) t =0, (b) 30,
(c) 50, (d) 60, (e) 70 and ( f ) 100. Vertical resolution, n
 =80. In this and all subsequent images
of vortex evolution, only the contours in every second layer are shown.
amplitude, that satisﬁes an exact conservation relation (Dritschel 1988; Dritschel &
Saravanan 1994). The wave activity A can be deﬁned as
A(z, t)= ρ(z)q
∮
Γ (z)
[Y (θ, z, t) − Ye(z)]2 dθ, (5.1)
where the integral is taken around a closed contour Γ (or collection of contours, if
the original contour breaks up) at height z, θ is an azimuthal coordinate, Y = r2/2
(so that dY dθ is the diﬀerential area), Ye = r
2
e /2, and where re is the radius of the
undisturbed circular contour enclosing the same area as Γ .
Figure 6 shows the evolution of A as a function of height and time. The onset of
instability is clearly visible around time t =45. Before that time, the disturbance is
initially distributed over the depth of the vortex and remains almost constant in time.
Around day 50, the disturbance wave activity propagates rapidly to the upper and
lower parts of the vortex at the onset of the instability, where it is eventually dissipated
through nonlinear processes. Note that before ﬁlamentation begins, the vertical
integral of A is exactly conserved. Thus, the rapid increases in A near the vertical extre-
mities around day 50 are exactly balanced by the reduction of A of the central vortex.
The instability stabilizes the vortex by moving eccentricity away from the central
levels of the vortex and toward the extremities, and eventually removing it through
ﬁlamentation.
5.2. Compressible system
We now look at the nonlinear evolution of the compressible system for vortex
conﬁgurations having λ< λc. For comparison with the Boussinesq case described
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Figure 6. Wave activity, A, for the case shown in ﬁgure 5 as a function of height within the
vortex and time from t =0 to t =100. Contour interval is 0.0005; tickmarks are every 10 on
the horizontal (t) axis and every D/10 on the vertical (z)-axis, where D is the (arbitrary) depth
of the vortex.
above, we again keep the vertical aspect ratio ﬁxed with c/r¯ =4/3. Later, we describe
brieﬂy the behaviour for other values of c/r¯ and for λ> λc. Because the compressibility
introduces a vertical length scale, H =1 in non-dimensional units, we must now
consider how the evolution depends on the size of vortex. Since the vertical aspect
ratio is ﬁxed, we use the total depth of the vortex, D, as a single parameter to deﬁne
the vortex size. We expect that for D small compared with H , the evolution should
be close to that of the Boussinesq system.
To illustrate the main eﬀect of the compressibility, we begin by presenting the
single case D=2, for which the nonlinear evolution is shown in ﬁgure 7 for times
t =2, 4, 6, 8, 10, 12. Two features are immediately obvious. First, the vortex deforms
rapidly in a much shorter time scale here than in the Boussinesq system, with strong
ﬁlamentation beginning as early as t =8. This should not be completely surprising as
the initial conﬁguration is no longer an equilibrium state of the compressible system.
Secondly, there is now a strong asymmetry to the evolution, with all deformation
occurring in the lower vortex layers. Near the top of the vortex, contours become
nearly circular early on in the evolution, whereas near the bottom, they are rapidly
elongated and drawn out away from the main vortex. Thus the asymmetry associated
with the compressibility has the eﬀect of stabilizing the upper part of the vortex and
destabilizing the lower part.
The asymmetry of the evolution can be understood by reference to the asymmetry in
the Green’s function introduced by the compressibility, and the consequent diﬀerential
rotation of the upper and lower contours of the vortex. From ﬁgure 2(a) we see that
for this size of vortex, the Green’s function implies a considerable diﬀerence between
the rotation rates of the upper and lower parts of the vortex. The diﬀerential rotation
in turn leads to upper and lower vortex contours whose semi-axes either lead or
lag, respectively, that of the central vortex. The orientation of these contours to the
straining ﬂow induced by the central vortex is depicted schematically in ﬁgure 8.
Because ﬂuid particles furthest from the axis of rotation (i.e. those at the ends of
the longer of the horizontal semi-axes) move slower than those nearest, the dominant
straining ﬂow associated with the ellipticity is as represented by the arrows in the
ﬁgure. The eﬀect of this straining ﬂow on the upper and lower vortex contours is then
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(a) (b) (c)
(d ) (e) ( f )
Figure 7. Nonlinear evolution for the compressible case of an ellipsoid of initial horizontal
and vertical aspect ratios a/b=0.5 and c/r¯ =4/3, respectively, and size D=2, at times
(a) t =2, (b) 4, (c) 6, (d) 8, (e) 10, ( f ) 12. Vertical resolution, n
 =80.
Figure 8. Schematic top-view of the eﬀect of the strain induced by the central part of a
cyclonic vortex on the upper and lower parts of the vortex, which have faster and slower
rotation rates, respectively. A typical contour in the central part of the vortex is denoted by
the thick elliptical line with arrows indicating the motion. The straining ﬂow induced by this
motion is represented by the large exterior arrows and by the small interior arrows and axes.
The thin solid elliptical lines denoted contours near the top and bottom, and the thin dashed
lines show those contours at a later time (in a frame of reference rotating with the vortex).
The upper contour is squashed toward circularity while the lower contour is elongated.
determined by their orientation. Upper vortex contours rotate faster and align along
the compressing axis of the strain ﬂow, and are therefore deformed toward circularity.
Lower vortex contours rotate slower and align along the extending axis, and are
318 R. K. Scott and D. G. Dritschel
(a) (b) (c)
Figure 9. As ﬁgure 7 but for vortices of size D=1/2 (top panels) and D=8 (bottom panels)
at times (a) t =4, (b) 8, (c) 12. Vertical resolution, n
 =80.
therefore elongated. The mechanism is analogous to that discussed in Legras &
Dritschel (1991) in the context of the inner and outer contours in a distributed two-
dimensional vortex. Note that it is completely absent in the Boussinesq case because
there the vortex rotation rate is independent of height.
The same behaviour is found over a wide range of vortex sizes. Figure 9 shows the
evolution of vortices with D=1/2 (top panels) and D=8 (bottom panels). In both
cases the upper vortex contours quickly become circular, while the lower contours
elongate and eventually eject material from the vortex. As in the Boussinesq case, the
result is a reduction in the average horizontal and vertical aspect ratios of the vortex,
and an evolution into new stable quasi-steady state. Note that the eﬀect is largest, i.e.
there is greatest vortex deformation and material ejection, when D ≈ 2, that is for a
vortex radius around one density scale height.
The nonlinear evolution described above is somewhat surprising given the mass
distribution of the vortex. If wave activity were to propagate equally upward and
downward, then particle displacements and ﬁlamentation would be expected to be
much greater in the upper vortex. Therefore, the behaviour shown in ﬁgure 7 suggests
that most wave activity propagates downward. Again, this can be understood in terms
of the diﬀerential rotation of the vortex, together with known properties of Rossby
wave propagation: the diﬀerential rotation causes the initial elliptic disturbance to
tilt with height such that the group velocity is directed downward. Although our
results depend on the geometry of our initial ellipsoid and its PV distribution, these
considerations also apply to the stratospheric winter polar vortex, which spans a depth
of approximately 6H and which typically exhibits positive vertical shear throughout
that region (see Scott & Dritschel 2005 for more details).
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Figure 10. Wave activity, A, for the compressible cases and vortex sizes D=1/16, 1/8, . . . , 4, 8
(left to right and top to bottom) as a function of height within the vortex and time from t =0
to t =100. Contour interval is 0.0005; tickmarks are every 10 on the horizontal (t) axis and
every D/10 on the vertical (z) axis.
To further illustrate the downward propagation, in ﬁgure 10 we plot the wave
activity, A(z, t), for a range of vortex sizes D=1/16, 1/8, . . . , 4, 8. For all cases with
D 1/2, the rapid downward propagation of the initial disturbance is clear. As wave
activity is concentrated into the lower levels, its local value increases (again note that
the vertical integral is conserved in time in the absence of dissipation) as contours
are elongated, before ﬁlamentation eventually dissipates wave activity away from the
vortex. The vertical asymmetry in A at t =0 results from the density weighting in (5.1).
For D 1/4, the diﬀerential rotation induced by the density asymmetry is no
longer large enough to cause a signiﬁcant downward propagation. In these cases,
the Boussinesq mode of instability is dominant, taking the form of an approximately
symmetrical vertical mode 3 disturbance (not shown, but similar in character to
ﬁgure 5). The broken symmetry is still apparent, however, for D=1/4 and D=1/8
in that the lower levels of the vortex exhibit the instability ﬁrst. Early times of these
cases also show an initial downward propagation of wave activity, similar to that seen
for larger D, but not strong enough to reach lower levels. Note that the Boussinesq
case is recovered in the limit of small D.
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Finally, we brieﬂy note the dependence of the nonlinear evolution on the parameters
λ and c/r¯ . The choice λ=0.5 was made based on its location well within the unstable
mode 3 region of the Boussinesq system, to provide a suitable contrast with the
compressible evolution described above. Simulations were also carried out using the
larger value of λ=0.7, which lies within the stable region of the Boussinesq system.
The compressible evolution was qualitatively the same, with downward propagation
of wave activity occurring over a large range of vortex sizes, although the magnitude
of the wave activity, and the intensity of the lower-level ﬁlamentation were reduced,
as should be expected.
The vertical aspect ratio of c/r¯ =4/3 was chosen so that the Boussinesq mode 3
instability occurred for a moderate value of the horizontal aspect ratio λ. For oblate
or more prolate ellipsoids this instability is still present, but for much smaller values of
λ. In the compressible case, this value of c/r¯ is also appropriate as it is representative
of the stratospheric polar vortex, but similar behaviour was observed over a wide
range of values. Simulations with c/r¯ =2 and c/r¯ =2/3, with r¯ ﬁxed, showed the same
downward propagation of ellipticity and ﬁlamentation of the lower vortex layers. In
general, the lower vortex ﬁlamentation was stronger for more prolate vortices and
weaker for oblate vortices, consistent with the stronger density variation across the
more prolate vortices.
5.3. Eﬀect of boundaries
We now return to the eﬀect of horizontal upper and lower boundaries on the nonlinear
evolution. In § 2, we showed how the presence of a lower boundary, in particular, had
a signiﬁcant impact on the structure of the Green’s function through the introduction
of a barotropic mode which was absent in the vertically unbounded case. It should
be expected, therefore, that there will also be a signiﬁcant change in the nonlinear
evolution in the presence of a lower boundary.
We consider a ﬁnite vertical domain of depth 12H containing an ellipsoidal vortex
of horizontal and vertical aspect ratios λ=0.5 and c/r¯ =4/3, as above, and of vertical
extent 6H , i.e. occupying half the domain depth. The vortex is centred at a height
z0, which is varied between cases to examine the relative inﬂuence of the upper and
lower boundaries. Here, the CASL algorithm in cylindrical geometry is employed,
which is a suitable model for an axisymmetric vortex in a bounded vertical domain
(see § 4 above for details and numerical settings). The evolution of ﬁve cases is shown
in ﬁgure 11 for z0 = 9, 6, 4.6, 3.6, 3 (from top to bottom) and at times t =4, 12, 40.
The diﬀerent types of evolution can be grouped into three categories. For z0 > 4, the
evolution is qualitatively similar, each case resembling the evolution of the unbounded
case described above, with the disturbance decreasing at upper levels and growing at
lower levels until ﬁlamentation occurs. Note that this is the case even for z0 = 9 and
the vortex is touching the upper boundary; remarkably, the presence of the upper
boundary has practically no eﬀect on the evolution.
In contrast, the presence of the lower boundary has a signiﬁcant eﬀect, and gives
rise to a qualitatively diﬀerent type of evolution. For z0 = 3, i.e. the vortex is touching
the lower boundary, the barotropic component of the vortex circulation is signiﬁcant,
Figure 11. Nonlinear evolution for the bounded compressible case, with domain depth 12H ,
of an ellipsoid of initial horizontal and vertical aspect ratios a/b=0.5 and c/r¯ =4/3,
respectively, of vertical extent D=6H , centred at z0 = 9, 6, 4.6, 3.6 and 3 (top to bottom)
at times (a) t =4, (b) 12 and (c) 40. Resolution, n
 =120, nr =64, nθ =128.
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Figure 11. For caption see facing page.
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Figure 12. Angular velocity corresponding to spheroidal patches of uniform PV (with circular
horizontal cross-section) of vertical depth D=6H in a domain of depth 12H and with
horizontal radius r¯ =2.25, centred at heights (from left to right) z0 = 9, 6, 4.6, 3.6, 3. Contour
interval is 0.2; tickmarks on horizontal (r) and vertical (z) axes are every horizontal length
scale L and vertical scale height H , respectively. Resolution, n
 =256, nr =384, nθ =768.
in accordance with the structure of the bounded Green’s function shown in ﬁgure 1.
As a consequence, the vortex experiences a much stronger barotropic straining ﬂow,
which results in the rapid ﬁlamentation of the vortex. Further, because the straining
ﬁeld is strongest at a radius approximately equal to the average vortex radius, the
central levels experience a stronger strain than the upper and lower extremities, and
ﬁlamentation occurs ﬁrst at these central levels.
The diﬀerence in behaviour can again be best understood in terms of the diﬀerential
rotation. Figure 12 shows the angular velocity associated with a spheroid of the
same vertical aspect ratio (c/r¯ =4/3) at the corresponding heights in the domain
(z0 = 9, 6, 4.6, 3.6, 3 from left to right). For z0 = 9, the eﬀect of the upper boundary is
to intensify the rotation of the uppermost vortex, increasing the diﬀerential rotation
and stabilizing the vortex. Because the rotation of the lower vortex is unaﬀected
by the upper boundary, the nonlinear evolution is also largely unaﬀected. On the
other hand, for z0 = 3, the eﬀect of the lower boundary is to reverse the sense of the
diﬀerential rotation, stabilizing the lower most vortex, but rendering the mid-levels
unstable to the same mechanism as that described in ﬁgure 8. There is thus change
in the topology of the rotation as the distance between the vortex and the lower
boundary is reduced.
Between these two extremes lies a third type of evolution. For z0 = 3.6, we ﬁnd
the surprising result that no instability occurs. At this distance from the boundary,
it appears that there is an almost exact cancellation in the lower vortex between the
diﬀerential rotation induced by the compressibility and the reversal associated with
the lower boundary. Thus, it appears that for z0 = 3.6, the whole lower vortex rotates
quasi-rigidly, and the deformation mechanism described in ﬁgure 8 is absent.
Finally, we show in ﬁgure 13 the wave activity for the ﬁve cases described above.
In each of the three cases with z0 > 4, the downward propagation of wave activity is
clear. Note that there is an initial strong downward pulse followed by repeated and
progressively weaker and slower pulses as the reservoir of wave activity in the vortex
is depleted. Evidence of this downward propagation is clear as far out as t =50, long
after the initial pulse has cause the destruction of the lower vortex, and indicates the
robustness of this feature.
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z0 = 9
z0 = 4.6
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z0 = 3
Figure 13. Wave activity, A, for the bounded compressible cases shown in ﬁgure 11 as a
function of height within the vortex and time from t =0 to t =100. Contour interval is 0.001;
tickmarks are every 10 on the horizontal (t) axis and every scale height H on the vertical (z)
axis.
For z0 = 3, on the other hand, the dominant eﬀect of the lower boundary is clear:
wave activity remains concentrated near the central levels of the vortex as these are
rapidly distorted. There is even some evidence of upward propagation over the ﬁrst
few days of the simulation. By day twenty, the intense ﬁlamentation seen in ﬁgure 11
has led to the depletion of almost all of the original wave activity of the vortex.
In the intermediate regime with z0 = 3.6, there is a hint of downward propagation,
but the maximum in wave activity remains around 2–3 scale-heights above the lower
boundary. Because there is no ﬁlamentation in this case, the domain average wave
activity remains constant throughout the simulation, with only small local changes
caused by gentle undulations of the unsteady vortex.
6. Discussion
We have shown how certain dynamical features of the compressible quasi-
geostrophic system can be understood naturally in terms of a simple expression
for the Green’s function, which makes explicit the dependence of PV inversion on
spatial direction. In contrast to the three-dimensional Boussinesq system, the Green’s
function in the compressible system, in which density decreases exponentially with
height, has an exponential decay in all directions except vertically upward, in which
case the decay is like 1/R. The anisotropic dependence is a direct consequence of the
anisotropy of the background density proﬁle, and vanishes in the Boussinesq limit.
The anisotropy of the Green’s function has important consequences for the
nonlinear evolution of a ﬁnite volume PV anomaly. In particular, because the induced
circulation is stronger above than below, the upper parts of a coherent vortex will
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in general rotate faster than the lower parts. This was demonstrated explicitly for a
spherical PV patch, but is also valid for more general PV distributions.
The consequences of this diﬀerential rotation on perturbed vortices are particularly
startling when the half-depth of the vortex is of the same order as the vertical density
scale height. For vortices with a horizontal elliptical disturbance, the eﬀect of the
diﬀerential rotation combines with the straining ﬂow associated with the ellipticity
to ensure that ellipticity is reduced in the upper vortex and enhanced in the lower
vortex, giving rise to a purely downward propagation of the disturbance. Given
that the density decreases exponentially with height, this result is somewhat counter
intuitive: particle excursions associated with a given amount of wave activity being
larger where the density is lower, one would expect contour displacements to grow
exponentially with height. However, as seen in the simulations of § 5.2, wave activity
in the upper vortex decreases rapidly as the upper vortex is stabilized by the straining
ﬂow and the diﬀerential rotation, and grows rapidly in the lower vortex. For the
parameters chosen above, the eﬀect is strongest, as measured by the destruction of
the lower vortex, when the half-depth of the vortex is exactly one density scale height.
Although we presented simulations of purely ellipsoidal vortices, we believe the
above mechanism to be robust and present in a wider range of situations. Consider,
for example, the wave activity shown in the last panel of ﬁgure 10 in which D=8,
approximately representative of the stratospheric polar vortex. In addition to the
initial downward propagation event prior to t =10, there are numerous subsequent
events long after the vortex has lost its initially ellipsoidal shape. In light of recent
interest in the ability of dynamical events in the stratosphere to inﬂuence tropospheric
weather patterns (e.g. Baldwin & Dunkerton 2001) an interesting question is whether
such a mechanism for downward propagation is at play in the atmosphere.
The introduction of horizontal lower and upper boundaries into the system leads
to further unexpected properties, which can again be understood in terms of the
Green’s function in a bounded domain. Remarkably, an upper boundary has almost
no eﬀect on the structure of the Green’s function, nor, because it is stabilizing, on the
nonlinear evolution of ﬁnite vortices. In contrast, the presence of a lower boundary
close to the source point changes the structure of the Green’s function signiﬁcantly
through the introduction of a large barotropic component. The change occurs when
the lower boundary is within around a density scale height from the source point.
The eﬀect of a lower boundary on the nonlinear evolution of a ﬁnite vortex is
similarly dramatic. When the vortex is close to the boundary, the increase of the
Green’s function response owing to the boundary acts to reverse the diﬀerential
rotation in the lower vortex, with the result that the lowermost vortex is stabilized
and the entire mid-level vortex is strongly deformed. A surprising regime is found
for a critical separation between the vortex and the lower boundary, where the
reversal induced by the boundary is too weak to destabilize the mid-level vortex, but
strong enough to cancel the diﬀerential rotation in the lower vortex associated with
the anisotropy of the unbounded Green’s function. In this regime, the vortex remains
coherent for a remarkably long time, with no growth of disturbances or ﬁlamentation.
Since the critical separation corresponds closely (in terms of density scale heights) to
the separation between the stratospheric polar vortex and the ground, an investigation
of the eﬀect of the lower boundary on the inversion of more realistic atmospheric PV
distributions seems warranted.
Finally, we note that, unlike in the Boussinesq system, the ellipsoidal initial
conditions used in the nonlinear simulations of the compressible system above are
not exact steadily rotating solutions of the governing equations. Given the explicit
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form of the Green’s function, however, it is now possible to use the techniques
described in Reinaud & Dritschel (2002) to search for equilibria of single vortices in
the compressible system. Finding these would permit a more detailed and systematic
analysis of the stability of ellipsoidal vortices in a wider range of parameter space.
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