D. Cox, J. Little, H. Schenck, Toric Geometry, forthcoming.
Problem 2 * . Monomial Jacobian ideals. This problem aims at a classification of hypersurfaces that admit a purely combinatorial description. For a hypersurface X, let J(X) be the ideal generated by the defining function of X and all its partial derivatives. This is the sum of the ideal of X and the Jacobian ideal of the defining equation. Characterize the (germs of) hypersurface singularities X for which J(X) is a monomial ideal.
Note. By the Mather-Yau Theorem and its generalization by Gaffney and Hauser, any germ of a complex analytic hypersurface (of isolated singularity type) is determined up to analytic isomorphism by its singular subspace, defined by the (generally non-radical) ideal J(X). If the ideal J(X) is a monomial ideal, then the singular subspace has a combinatorial description. The simplest examples of singularities with monomial ideals J(X) are Brieskorn singularities x a1 1 + . . . + x an n = 0 (in this case, the ideal coincides with the Jacibian ideal).
References. J. Mather, S. S.-T. Yau, Classification of isolated hypersurface singularities by their moduli algebras, Invent. Math., 69 (1982) Problem 3. Integral closure of monomial ideals. This is a warm-up exercise for getting some acquaintance with the concept of integral closure. For an ideal I of a commutative ring R, define the integral closure I of I as the elements x of R which satisfy an integrality relation x k + a 1 x k−1 + · · · + a k−1 x + a k = 0 with a i in the i-th power I i of I.
(a) Show that the integral closure is again an ideal. (b) Let R = C{x} be the ring of convergent power series in n variables, and let I be generated by g 1 , . . . , g m . Show that f ∈ I if and only if there is a constant C > 0 and a neighborhood U of 0 in C n so that |f (a)| < C · max {|g 1 (a)|, . . . , |g m (a)|} for all a ∈ U . (c) Determine the integral closure of an ideal generated by monomials.
Note. An answer to (c) was given by Howald in terms of Newton polyhedra. An alternative, analytic proof of this characterization was found by McNeal and Zeytuncu.
Problem 4. Ordering monomial ideals. This is an exercise on Hironaka's standard bases. Consider N n with a total order ε compatible with addition such that zero is the smallest element. Let < ε be the induced order on the monomials in n variables.
(a) Show that < ε induces naturally an order, also denoted by < ε , on the set of monomial ideals in K[x 1 , . . . , x n ]. (b) Show that this order is a well-ordering.
(c) For an ideal I of the formal power series ring K[[x 1 , . . . , x n ]], let in x (I) be the initial ideal of I, given as the ideal generated by all minimal monomials of the expansions of elements of I. Show that the minimum min(I) and the maximum max(I) of in x (I) over all coordinates x 1 , . . . , x n exist.
(
(e) Let < ε be compatible with the total degree. Let g 1 , . . . , g m be generators of I whose initial monomials generate in x (I). Show that the strict transform I of I under the blowup of A n with center 0 at any point a of the exceptional divisor is generated by the strict transforms of g 1 , . . . , g m .
(f) Show that min(I ) ≤ ε min(I).
Note. Generators of ideals as in (e), but taking instead of the initial monomials the initial forms with respect to the natural grading, were called by Hironaka standard basis (and are called nowadays Macaulay basis). Hironaka developed the extension of the Weierstrass Division Theorem to ideals as in (d) in order to construct reduced standard bases, whose orders were then used to define his invariant ν * . At about the same time, Grauert established the Division Theorem for convergent power series, using it for the construction of the semi-universal deformation of an isolated singularity. Proofs for (c) and (f) can be found in Hauser's paper. The inequality of (f) is the analog of Bennett's Theorem asserting the non-increase of the Hilbert-Samuel function under blowup with center along which normal flatness holds. Polyhedra.
References
Problem 5. Lattice points in simplices. Here is a simple counting exercise that has some relation to resolution in positive characteristics. For integers m, c ≥ 1 consider the simplex ∆ = {α ∈ N n , |α| = m} and the lattice L = c · N n . Characterize the vectors r ∈ Z n /L such that |(r + ∆) ∩ L| = |(∆ ∩ L)|. Obviously, the set of these vectors is a union of equivalence classes of the set of vectors of length 0 modulo L. How many such vectors do exist?
Note. For n = 3, m = 3, c = 2, your answer should be 3. Counting lattice points in simplices and their translates appears in the theory of wild singularities and kangaroo points. These singularities represent one of the main obstructions to the resolution of singularities in positive characteristic. See also Abhyankar's notion of good points.
Problem 6. Newton polyhedra with compact facets. Attempts to define an invariant of hypersurface singularities in terms of their Newton polyhedra has lead us to study this problem.
Let P ∈ K[x] be a polynomial in n variables and N its Newton polyhedron at a given point a ∈ A n (i.e., the positive convex hull in R n of the exponents of the expansion of P at a). For a blowup of A n along a coordinate subspace of codimension ≥ 2, consider the total transforms P * of P in any of the the affine coordinate charts, together with their associated Newton polyhedra N * , taken at the origin of the respective chart. (a) Determine N * in terms of N . (b) Show that for any sequence of such blowups the transformed polyhedra have eventually no compact facet.
(c) * For a hypersurface f = 0 in A n , consider the locus of points where the Newton polyhedron of f has in all local coordinates at least one compact facet. Show that this locus is finite.
Note. Newton polyhedra have been studied by Hironaka (and others) in order to control the improvement of singularities under suitable blowups. A hypersurface singularity has normal crossings if and only if its Newton polyhedron is in some local coordinates an orthant. Hypersurface singularities whose Newton polyhedron has a compact facet in all local coordinate systems can be seen as being far away from being normal crossings. It is not clear how to define an invariant which is able to capture this distance from normal crossings in a coordinate independent manner and which improves under blowup until all compact faces have disappeared. Considering only monomial blowups in fixed coordinates, such a measure can be defined and used to prove (b Problem 7 * . Hironaka's polyhedral game. Two player's A and B play a game on a non-empty finite subset Γ of N n , where n ∈ N is a positive integer (3 is a good candidate). Player A specifies a subset J ⊆ {1, . . . , n}, followed by player B who selects an element j ∈ J. Then the finite subset Γ is replaced by a transformed subset, in the following way: the j-th coordinate of every point is replaced by the sum of all coordinates with index in J. Then player A specifies again a finite subset, and so on. Player A has won if Γ has become an orthant, i.e., if it contains a point γ such that Γ ⊂ γ + N n . Find a winning strategy for A without using induction on the dimension.
Note.
The polyhedral game appears in various disguises within resolution of singularities, with various proposals how to win it, the first going probably back to Zariski. When Hironaka formulated his polyhedral game -with a succinct winning strategy proposed soon afterwards by Spivakovsky -it was quickly seen that this game is too coarse to imply resolution of singularities. There then appeared a more exigent version of the game, the hard polyhedral game, which turned out to be too hard -it does not admit a winning strategy. It is believed today that resolution of singularities cannot be reduced to a purely combinatoric problem. Transversality.
References. M. Spivakovsky,
Problem 8. Analytic irreducibility. Here are a few problems that should keep PhD students in algebraic geometry busy for some time. Of course, the students could also gain something: insight, satisfaction over a solved puzzle, and credit for a publication.
(a) Find an effective criterion for checking whether a polynomial in n variables over C is analytically irreducible at 0.
(b) Find an effective criterion for checking whether a polynomial in n variables over C defines locally at 0 a normal crossings divisor, i.e. is analytically equivalent to a monomial.
(c) * Is it true that a free divisor in (C n , 0) has normal crossings if and only if the singular subspace (defined by the equation and its partial derivatives) is reduced? Here, a divisor is called free if and only if the module of logarithmic vector fields is free, and a vector field is called logarithmic if and only if the derivative of any multiple of the defining equation is a multiple of the defining equation.
(d) * Which hypersurface singularities have a reduced singular subspace? (e) * Classify all (not necessarily reduced) curves which may appear as the singular subspace of a surface.
Note. Clearly, (b) is an easy consequence of (a) . A divisor is free if the module of analytic vector fields on (C n , 0) which are tangent to the divisor is a free module. Such divisors have been introduced and studied by Saito. Tangent vector fields are also called logarithmic, being dual to the logarithmic differential forms.
As for (a) , one can consider the normalization of the divisor defined by the polynomial. We have irreducibility if and only if the preimage of zero under the normalization map has exactly one closed point. A more direct approach is via the Artin Approximation Theorem. There exists, for any integer m and any polynomial f , a number k such that if f ≡ g · h modulo terms of degree > k for some polynomials g and h then f = g · h for convergent series g and h coinciding up to degree m with g and h. The problem is to determine the bound k explicitly in terms of m and f . This is related to the more general problem of the existence and the computability of the Artin function.
Problem (e) is related to the integral of an ideal studied by Pelikaan. This is the ideal of functions all whose derivatives belong to the given ideal, or, alternatively, the symbolic square of the ideal.
Problem 9 * . Distance to normal crossings. The resolution problem can be formulated as the problem of constructing a sequence of blowups such that the total transform becomes normal crossing. This motivates the following question.
Find a (significant) measure for the distance of a hypersurface singularity from having normal crossings. This measure should not increase under point blowup.
Note. The condition on point blowups comes from the observation that Hironaka's invariants generally do not increase if the center is chosen too small (but one may have problems to achieve an actual decrease). Another argument is that the total transforms of normal crossings divisors under point blowup are again normal crossings.
This problem is related to problem (6). Any reasonable resolution invariant should not increase under point blowup (though, in general, it will only decrease if the center of the blowup is sufficiently large). Most proposals in the literature try to capture the monomiality of a function by factoring it into a monomial part (usually given as the defining equation of the exceptional divisor produced by earlier blowups) and a singular non monomial part, whose multiplicity is then taken as the required measure. It is known by examples of Moh that in positive characteristic this invariant does not behave well under descent in dimension (i.e., when passing to coefficient ideals) and taking the transform of the coefficient ideal under blowup.
Already for plane curves the problem is interesting and consists in finding a substitute for the usual invariant given as the lexicographic pair formed by the local multiplicity and the maximal slope of the first segment of the Newton polygon. (a) Construct an example of two analytically non-isomorphic mikado hypersurface singularities of the same dimension and having the same number of components.
(b) Construct a union of smooth hypersurfaces whose pairwise scheme-theoretic intersections are smooth, but which is not mikado.
(c) Find a mikado hypersurface singularity which is not analytically isomorphic to a hyperplane arrangement.
(d) * Find a characterization of mikado singularities through unions of linear spaces.
Note. Clearly, any union of linear spaces is mikado, as well as any union of smooth plane curves meeting pairwise transversally. An answer to (a) was given by Whitney, taking unions of four lines in the plane passing through a given point, with different cross ratios. Problem 11. Blowup of mikado. This exercise shows that it is not a straightforward matter to replace normal crossings by mikado schemes in the resolution process. Show that the blowup of a mikado scheme in A n along a center Z ⊂ A n transversal to all its components need not be again mikado.
Note.
Make first precise what could be meant by transversal (one possible option is that the union of the variety and the center is again mikado). The instability of mikado under blowup was observed by Li Li. Problem 12 * . Resolution of mikado. Find for any mikado scheme an (explicitly given) birational proper map which transforms the scheme into normal crossings.
Note. Compare this with the resolution of hyperplane arrangements, respectively wonderful models as proposed by Li Li. From a geometric viewpoint, mikado singularities are suitable final forms for the resolution of singular varieties, but algebraically, normal crossings are much easier to handle. The problem exhibits this difference. Problem 13. Non normal crossings locus. This exercise exhibits a sublety in the definition of normal crossings. In (8) (b) , we gave the definition of analytic normal crossings. A divisor is called algebraically normal crossings if for each of its points, there is a regular system of parameters such that the divisor can be defined locally by a product of (some of) the parameters.
References. G. Goward,
(a) Find an example of a singularity where the algebraic and the analytic non normal crossings locus differ.
(b) * Show that any variety admits an embedded resolution with centers inside the algebraic non normal crossings locus.
(c) Show that this is not the case for the analytic non normal crossings locus.
Note. As an embedded resolution aims at transforming all singularities into normal crossings it is natural to expect that this can be achieved by blowups along centers which lie inside the non normal crossings locus. However, as mentioned by Kollár, there is a slight difference between the algebraic and analytic setting.
References. J. Kollár, Semi log resolutions, arXiv:0812.3592v1.
Problem 14 * * . Casas-Alvero conjecture. We find it intriguing because it is a simple algebraic questions on polynomials, but yet still open. Let P be a univariate polynomial over a field of characteristic zero. Assume that each (non constant) derivative shares a divisor with P .
(a) Is P a monomial (ax + b) k ? (b) What could be the respective statement for multivariate polynomials?
Note. The conjecture was proposed by Casas-Alvero. The common divisors may a priori be different for each derivative. A proof for polynomials of prime degree (and several more cases) was given by Graf von Bothmer, Labs, Schicho and van de Woestijne. For positive characteristic, there exist easy counterexamples. For fixed degree, it is easy to set up a system of equations which has a solution over K if and only if there is a counter-example. Problem 15. Singular singular locus. For illustrative purposes, we wanted to find an easy example of a surface with a singular curve in its singular locus. This lead us to the following question. (a) Construct a complex algebraic surface X whose singular locus S = Sing(X) (i.e., the support of the singular subspace) equals the curve parametrized by (t 3 , t 4 , t 5 ).
(b) * Answer (a) by a surface whose generic transversal plane section along S is an ordinary cusp x 2 = y 3 .
(c) Is it possible to realize (a) by a surface whose singular subspace is reduced?
Note. Any reduced hypersurface with an equation in the square of the ideal of C has C in its singular locus, but the singular locus might be bigger. Following an idea of R. Bryant, you may try for (a) with a quasi-homogeneous equation f , using that f belongs to m · j(f ), where m denotes the maximal ideal generated by the coordinates and j(f ) the Jacobian ideal.
Reference. E. Faber, H. Hauser, Today's Menu: Geometry and resolution of singular algebraic surfaces, Bull. Amer. Math. Soc., 47 (2010), pp. 373-417.
Problem 16. Symmetric singularities. The following exercise should lead to an understanding of the difficulties of resolution imposed by symmetries.
(a) Construct an algebraic surface X in A 3 whose singular locus is a union of two or three coordinate axes, say e.g. Sing(X) = V (xy, z), and so that X is invariant under the linear map exchanging x with y.
(b) Can you achieve that the local multiplicity is constant equal to 2 along Sing(X)?
(c) * Find a non reduced ideal structure on a given union of coordinate subspaces of A n so that the blowup of A n with center this ideal gives a smooth transform.
Note. The type of singularities as in (a) causes problems when trying to resolve them, because, due to the symmetry, one does not know which component of the singular locus to prefer as the first center of blowup. This is usually handled by instead blowing up the origin in order to separate the two local branches of the singular locus. Then, after this preparation, each component of the singular locus can be taken simultaneously as the center of the next blowup. Observe here that if the type of the singularity would have reappeared after the first point blowup, one component of the singular locus would lie in the exceptional divisor, which allows to break the symmetry.
Allowing centers with mild singularities (e.g., normal crossings) could be convenient for resolution purposes. Rosenberg and Faber-Westra have described suitable non reduced ideals defining normal crossings and giving smooth blowups.
In characteristic 0, there is an obstacle for (b) in the case that the singular locus consists of all three coordinate axes. See also problem 23.
Resolution.
Problem 18. Affine real resolution. Our efforts to visualize resolutions lead us to the following problem.
(a) * Classify the real algebraic surfaces X in A 3 R which admit an affine resolution, i.e., a smooth algebraic surface X in A 3 R and a birational morphism π : X → X which is "real proper", i.e., the induced map on subsets of R 3 is proper in the Euclidean topology. Figure 1 . An A 2 -singularity and its real resolution. The exceptional locus is the union of two -2-curves intersecting transversally.
(b) * Is it also possible to define a deformation of X such that the general fiber is isomorphic (as an embedded real analytic surface) to X (smoothing)?
Note. A typical example is the cone x 2 +y 2 = z 2 whose resolution is the cylinder x 2 + y 2 = 1 induced by the affine map A 3 R → A 3 R sending (x, y, z) to (xz, yz, z). The respective smoothing is given by the family x 2 + y 2 = t + z 2 . A more interesting example is the A n -singularity x 2 − y 2 = z n+1 with the "real smoothing" x 2 − y 2 = z(z − t)(z − 2t) · · · (z − nt). The exceptional divisors are the compact components of the intersections with the planes x = 0 and y = 0.
A necessary criterion for a resolution to be affine real in the above sense is that the self intersection numbers of the real exceptional divisors are even. This follows from the fact that smooth hypersurfaces in R 3 are orientable, so they cannot contain closed curves with an odd self intersection number. This also shows that any affine real resolution is real isomorphic to the minimal resolution. Problem 19. Drop of order under blowup. An amusing and easy observation. Let X be a plane curve singularity and consider a sequence of monomial point blowups (i.e., the successive centers are the origins of the affine charts of the preceding blowup).
(a) Show that the local multiplicity of X drops at least to its half if there appears in the sequence of blowups at least one chart change.
(b) Take now a surface in three-space and three monomial point blowups in three different charts (i.e., the final point is the intersection point of the three exceptional components). How does the local multiplicity behave? Problem 21 * * . Higher Nash modifications. A single Nash modification does in general not achieve resolution, for instance because branches with the same tangent space are not separated. This motivates the following question.
Nash modifications of hypersurfaces are defined as the blowups at the Jacobian ideal. Geometrically, they are obtained by replacing the singular locus of a hypersurface by the projectivized first jet space. Extend this to higher jet spaces.
Note. The first jet space is just the tangent bundle. For higher jet spaces, it is a priori not clear how to projectivize suitably, i.e., how to take limits of jets.
References. G. Gonzalez-Sprinberg, Désingularisation des surfaces par des modifications de Nash normalisées, Sém. Bourbaki 1985 /86. Astérisque, 145-146 (1987 ), pp. 187-207. H. Hironaka, On Nash blowing-up, In: Arithmetic and Geometry II. Progr. Math. 36. Birkhäuser 1983 A. Nobile, Some properties of the Nash blowing-up, Pacific J. Math., 60 (1975) Problem 22 * . Global descent for resolution. Hiranaka-type resolution uses induction on the dimension: one constructs singularity objects in lower codimension. The existing constructions are local, and this leads to the necessity of proving that the local constructions induce globally defined centers.
Construct a globally defined descent object for the resolution of singularities in characteristic zero.
Note. The classical descent via hypersurfaces of maximal contact is necessarily local, by the only local existence of these hypersurfaces. W lodarczyk showed how to make the local descents intrinsic up to analytic isomorphsims by using homogenized coefficient ideals. Using modules of derivations and differential operators there is a certain chance to construct globally defined objects which give a substitute for the local descent.
Reference. H. Hironaka, Theory of infinitely near singular points, J. Korean Math. Soc., 40 (2003) , pp. 901-920.
Problem 23 * . Failure of maximal contact. An obvious necessary condition for a hypersurface of maximal contact is that the locus of maximal multiplicity lies in a hypersurface. This condition fails in positive characteristics.
Characterize all hypersurfaces in A n K , K a field of positive characteristic, whose locus of points of maximal multiplicity has local embedding dimension n at 0.
Note. The first example was given by Narasimhan, of equation x 2 + y 3 z + zw 3 + wy 7 = 0 over a field of characteristic 2. The equimultiple locus is the curve parametrized by (t 32 , t 7 , t 19 , t 15 ). Note that this example also shows that there need not always exist locally at a singular point a smooth hypersurface whose transforms contain all points where the local multiplicity has remained constant. Namely, any such hypersurface through 0 would get separated from the above curve under a sequence of point blowups, while the multiplicity must remain the same for semicontinuity reasons (it remains constant along the curve).
Problem 24 * * . Quings. In characteristic p, it is natural to consider polynomials modulo p-th powers, because p-th powers of a descent object can be removed by an automorphism of the original resolution object.
(a) Let K be perfect. Show that the surface x p + y p z = 0 is locally at each point of the z-axis isomorphic to its germ at 0.
(b) Let K be a field of characteristic p > 0. Develop a reasonable concept of local multiplicity for hypersurfaces in an equivalence class of power series in
Note. Problem 26. Algebraic series. The purpose of the following exercise is to providesome familiarity with multivariate algebraic power series. A formal power series is called algebraic or Nash if it is an algebraic element over the polynomial ring, i.e., satisfies a polynomial equation in one variable with polynomial coefficients. The simplest examples are (1 + x) −1 and √ 1 + x. (a) Show that any complex algebraic power series in n variables is convergent in some neighborhood of zero in C n .
(b) * Show that for any algebraic power series h with h(0) = 0 there is a polynomial mapping F : C n+p → C p , F (0) = 0, with non zero Jacobian determinant det(D y F (0)) = 0 (where y = (y 1 , . . . , y p ) are the coordinates on C p ) such that the first component y 1 of the implicit solution y(x) of F (x, y) = 0 equals h.
Note. For (a) , you may want to find a suitable dominating series. For (b) , normalize the variety defined by the minimal polynomial of h and use Zariski's Main Theorem.
Symmetry.
Problem 31 * * . Symmetries of hypersurfaces. The following is one of the main challenges in Cauchy-Riemann geometry, and even for manifolds no complete answer is known.
(a) Let X be the germ of a smooth real analytic hypersurface in (C n , 0). Describe the group of local biholomorphic automorphisms of (C n , 0) fixing X.
(b) Determine the relation of the holomorphic automorphism group of X with its Lie algebra.
(c) Same problem as in (a) , with X singular.
Note. The subgroup of Aut(C n , 0) of ambient analytic automorphisms fixing X is an infinite dimensional Lie group whose Lie algebra consists of the germs of analytic vector fields on (C n , 0) which are tangent to X. It was shown by Hauser and Müller that for n ≥ 3 the group as well as its Lie algebra determine X up to isomorphism. Note. The inequality of (b) is due to Zariski. To prove it, reduce first to the case where R/p has dimension 1 and then use (a) and resolution of curves. You may also consult Hironaka, Thm. III. 3.1.
References. H. Hironaka, Resolution of singularities of an algebraic variety over a field of characteristic zero, Ann. Math., 79 (1964) , pp. 109-326.
Problem 39 * . Adjoints. Adjoint functions are a classical computational tool in birational geometry. The arithmetic and geometric genus of X can be read off from the Hilbert function of the ideal of adjoint functions. Similarily, the plurigeni of X are related to higher adjoint ideals. The homogenuous parts of the adjoint ideals can be used to define canonical maps, minimal models, and Mori fibrations. For singular hypersurfaces, the computation of adjoint function requires some sort of resolution. Invent a method for computing adjoints without resolution of singularities.
Note. For curves, computing of adjoints is basically equivalent to computing the normalization. For surfaces, there is an efficient algorithm computing adjoints, available in the computer algebra system Magma. It requires the computation of "pieces of a resolution", which are analytically isomorphic to some resolution of the singularities of the given surfaces.
