Abstract. In this paper, we prove the existence and uniqueness of weak entropy solutions to the Burgers-Poisson equation for initial data in L 1 (R). In addition an Oleinik type estimate is established and some criteria on local smoothness and wave breaking for weak entropy solutions are provided.
Introduction
The Burgers-Poisson equation is given by the balance law obtained from Burgers' equation by adding a nonlocal source term Equation (1.1) has been derived in [9] as a simplified model of shallow water waves and admits conservation of both momentum and energy. For sufficiently smooth initial data (1.2) u(0, x) = u(x) , the local existence and uniqueness of solutions of (1.1) have been established in [5] .
In addition the analysis of traveling waves showed that the equation features wave breaking in finite time. Hence it is natural to study existence and uniqueness of weak entropy solutions which are global in time.
) is a weak entropy solution of (1.1)-(1.2) if u satisfies the following properties: (ii) For any k ∈ R and any non-negative test function φ ∈ C For any initial dataū ∈ BV (R), the existence of a global weak entropy solution to (1.1)-(1.2) has been studied in [5] . The proof is based on the vanishing viscosity method yielding a sequence of approximating smooth solutions. Due to the BV bound ofū, one obtains that the approximating solutions also satisfy an a priori uniform BV bound for all positive times, yielding the compactness of the approximating sequence of solutions. However this method cannot be applied in the more general case with initial data in L 1 (R). In addition there are no uniqueness or continuity results for global weak entropy solutions of (1.1) established in [5] . Thus our main goal is to study the existence and uniqueness for global weak entropy solutions for initial dataū ∈ L 1 (R). To be more explicit we are going to show the following theorem. 
and u(t, y) − u(t, x) ≤ 1 t + 2 + 2t + 4te t ū L 1 (R) (y − x), x < y .
Moreover, let v(t, x) be the weak entropy solution of (1.1) with initial data v(0, ·) = v(·) ∈ L 1 (R). Then, for every t > 0, it holds
The above solutions will be constructed by a flux-splitting method. Relying on the decay properties of the semigroup generated by Burgers' equation [3, 8] and the Lipschitz continuity of solutions to the Poisson equation (see Lemma 2.2), we prove that the approximating solutions satisfy an Oleinik type inequality. As a consequence the sequence of approximating solutions is precompact and converges in L 1 loc (R). Moreover, we show using an energy estimate, that the characteristics are Hölder continuous. This allows us to derive a Tightness Property for the sequence of approximating solutions, which implies the continuity property of the solutions.
It is well-known that the nonlocal Poisson source term in the Burgers-Poisson equation cannot prevent the breaking induced from the Burgers term uu x . This means it is possible that the velocity slope u x blows up in finite time even if the initial data is very smooth and has small C 1 -norm. In [7] , a criterion on wave breaking has been established in the class of spatially periodic solutions. By a careful study of the derivative of the solution u x along characteristics, we extend the result in [7] to the general case (see Theorem 4.1). Furthermore, we provide some criteria on local smoothness. In particular, we prove that if the L ∞ -norm of the derivative u 0,x of the initial data u 0 is small then the corresponding weak entropy solution of (1.1) will remain smooth for a large time.
The paper is organized as follows. In Section 2 we construct approximating solutions and provide some a priori estimates. In Section 3 we will prove the existence and uniqueness for weak entropy solutions. Finally, we are going to study local smoothness and wave breaking criteria for weak entropy solutions.
Approximating solutions and some a priori estimates
The proof of the existence and uniqueness of weak entropy solutions to the Burgers-Poisson equation with initial data in L 1 (R) is based on a limiting process for approximating solutions, which are constructed by the flux-splitting method. Thus this section is concerned with the construction of the approximating solutions as well as the derivation of some a priori estimates for them.
1. Approximating solutions. For some fixed integer ν ≥ 1, we define the time steps
The approximating solution of (1.1) is then defined inductively as
Here S B denotes the semigroup generated by Burgers' equation. More precisely, t → S B t (ū) denotes the Kruzkov entropy solution to
For every u ∈ L 1 (R), we have
which implies
By (2.3), we obtain that
2. Oleinik type inequality. We claim that for any i ≥ 1 and t ∈ [t i , t i+1 [ it holds that (2.6)
The proof relies heavily on the positive decay of Burgers' semigroup and the Lipschitz continuity of solutions to the Poisson equation.
for some constant K > 0. Then
Proof. It is sufficient to prove (2.8) for any point of continuity x i of S B t (u 0 ). Let ξ xi (·) be the characteristic through the point (t, x i ), then we have
From the assumption (2.7), we get
and the proof is complete.
Proof. For any x 1 < x 2 , we compute
Concluding as in the proof of [1, Lemma 4.2], (2.9) implies that
and hence (2.10).
Using Lemma 2.1 and Lemma 2.2, we now show by induction that for any i = 1, 2, . . . , one has (2.12)
where 
for any x 1 < x 2 .
Applying Lemma 2.1 to u 0 (·) = u ν (t i , ·) and t = 2 −ν , we obtain
for any x 1 < x 2 , which is (2.12) for i + 1.
Note that (2.13) together with Lemma 2.1 implies, for all t ∈ [t i , t i+1 [, that
for all x 1 < x 2 . Hence (2.6) follows if we can show that (2.14)
We therefore establish an upper bound for {a i }. Observe first that 1
Fix any T > 0, set
and define the sequence {z i } by (2.15)
By a comparison argument, one has
On the other hand, since
Recalling (2.15) we get
Equivalently,
T . This implies that
ν . Thus,
Recalling (2.16), we have
and in particular,
Since the above inequality holds for any T > 0, we obtain
which implies (2.14) and thus (2.6).
3. Minimal and maximal backward characteristics. Given some initial dataū(x), we can split it into a positive and a negative part
Similarly we can split the source term for each x ∈ R into a positive and a negative part,
We then define the function u ν,+ (t) as follows
Similarly one defines the function u ν,− (t) as follows
Here it should be noted that one has in general
However, one has
Denote by t → x(t) the generalized characteristic to the approximating solution u ν (t, x) through the point (τ, x(τ )). In addition, let t → y(t) be the minimal backward characteristic, i.e. the characteristic for the positive solution
Applying the Cauchy Schwarz inequality then yields
Denote by t →ỹ(t) the maximal backward characteristic, i.e. the characteristic for the negative solution
A similar argument as before shows that
we have shown the following lemma.
where
4. Lipschitz type estimate with respect to time. We claim that for any fixed δ, R, T > 0 there exist constants C 1,δ , C 2,δ > 0 such that
Due to (2.1) and (2.4), we have
On the other hand, for any s, t ∈ [t i , t i+1 [, we have following [6, Theorem 7 .10],
We are going to establish an upper bound for u
. Combining (2.5), (2.6), and (2.11) then yields
Thus it is left to establish an upper bound for the total variation. Observe first that (2.6) implies that the function u ν (t, x) − b i x is decreasing. Then we have, for
Combining (2.19) and (2.20) finally yields for
5. Tightness property. We are establishing a Tightness Property for the sequence u ν (t, x). Namely, given ε > 0 and T > 0, there exists L(T ) > 0 such that
To prove (2.21) we are going to use a comparison argument. Givenū ∈ L 1 (R), let
constructed by the flux splitting. By induction we define the sequence of radii (R i ) i≥1 as follows.
(i) The radius R 1 is chosen so that
(ii) If R i−1 is given, we choose R i in such a way that
Given the approximating solution u ν (t, x), we denote by R ± i (t) the minimal and maximal backward characteristics through the point (t, x) = (T, ±R i ). For each t ∈ [0, T ], we define
t and define a i (t) for i ≥ 2 inductively as the solution to
, and hence to each ε, T > 0 there exists I ≥ 1 such that a i (t) ≤ ε for all t ∈ [0, T ] and i ≥ I.
Hence if we can show that p i (t) = π
the claim follows. As far as p 1 (t) is concerned we have
which proves (2.22). By construction we have for i ≥ 2,
due to Lemma 2.3. Since the curves R − i (t) and R + i (t) are characteristics, we have
On the other hand, for t j = j · 2 ν , we have
.
As far as the first term on the right hand side is concerned we can apply (2.23).
The second one on the other hand is a bit more challenging,
e −|x−y| |u ν (t j −, y)| dy dx
Now we can use the estimates for the minimal and maximal backward characteristics to conclude the proof. We have
according to (2.1) and (2.3), and
This means in particular, together with (2.23), that
However, Lemma 2.3 yields
Given ε > 0 and T > 0, we choose i such that a i (T ) ≤ ε and hence a i (t) ≤ ε for all t ∈ [0, T ]. Choosing L(T ) = R i + C T finishes the proof of (2.21).
Existence and uniqueness of weak entropy solutions
After introducing the approximating sequence {u ν (t, x)} ν∈N and deriving some a priori estimates in the last section, we are going to establish the existence and uniqueness of weak entropy solutions, i.e. Theorem 1.2.
Proof of Theorem 1.2.
Existence of a limiting function. Let {u
ν (t, x)} ν∈N be the sequence of approximating solutions constructed in Section 2. In addition, we introduce a new sequence {ũ ν (t, x)} ν∈N , by defining
, for all i = 1, 2, . . . , a property which plays a crucial role in establishing the existence of a convergent subsequence. To this end we are going to apply [6, Theorem A.8], which we state here, in a slightly modified version, for the sake of completeness.
family of functions such that for each
for a constant C T independent of ν. Assume in addition for all compact B ⊂ R and for t ∈ [δ, T ] that
for a modulus of continuity v B,T . Furthermore, assume for s and t in [δ, T ] that
for some modulus of continuity w B,T . Then there exists a sequence
We start by checking that all the assumptions in the above theorem are fulfilled for the sequence {ũ ν (t, x)}. Without loss of generality, we assume that ν satisfies
It suffices to show that for any fixed δ, R, T > 0, there exists a constant L δ such that
where we used (2.18). In the general case, s, t ∈ [δ, T ] with s = (1 − θ s )t i + θ s t i+1 < t = (1 − θ t )t j + θ t t j+1 and i = j one obtains
Thus choosing L δ = C 1,δ + C 2,δ yields (3.5) and hence (3.4). (3.2): Observe that due to (2.6), we have for t = (1 − θ t )t i + θ t t i+1 and all x < y,
and hence, as in the proof of Lemma 2.2, we obtain (3.7)
Thus choosing C T = 2(
finishes the proof of (3.2). 
sinceũ ν − D T is decreasing, due to (3.6), and hence (3.3) is satisfied. Thus, Theorem 3.1 implies that there exists a subsequence ν j → ∞ and a limit functionũ :
By construction, see (3.1), we have for any δ ≤ t ≤ T , with t = (1 − θ t )t i + θ t t i+1 that
Recalling (2.18), we obtain
with L δ := C 1,δ + C 2,δ . Thus combining (3.8), (3.9) and (3.10), we get
Since (3.11) and (3.12) hold for any δ, T, R > 0, there exists I ⊂ N and
. Moreover, by the Tightness property, we have that to any ε > 0 there exists R ε > 0 such that
Thus we get for all R ≥ R ε
Since the above estimate is uniform, we can conclude that u(t, .) ∈ L 1 (R) for all t ≥ 0. Let t ∈ [0, T ], then there exists R 1 ε > 0 such that
Recalling (2.5) and (2.6), we have for all t > 0,
In particular,
. By the Tightness Property for {u ν (t, x)} ν∈N , we have that to any ε > 0, there exists R ε > 0 such that
Thus for R ε big enough (3.12) and (3.14) imply for t ∈ (δ, T ) that
Therefore, for any fixed δ > 0 and for any s, t ∈ (δ, T ) we obtain
where we applied (2.18) in the last step. This implies that u(t, ·) is continuous from (0, T ) to L 1 (R). On the other hand, the continuity also holds at t = 0, i.e., (3.15) lim
Indeed, for any ν ∈ N and t > 0, we have
for all i ∈ {1, 2, . . . , ⌊2 ν · t⌋}. Thus,
and in particular, lim
Therefore, (3.15) follows from the continuity of Burgers semigroup S B t at time t = 0.
3. Weak entropy condition. We show that u(t, x) satisfies the entropy condition (1.3). Let η(u) = |u − k| and q(u) = sign(u − k)
2 . In addition define η δ (u) = (u − k) 2 + δ 2 and denote by q δ (u) the solution to
Then we get for any φ ∈ C c 1 (]0, ∞[×R, R), since u(t, x) is uniformly bounded on the support of φ according to (3.13) , that
4. Lipschitz continuity with respect to time. Let u 1 , u 2 be weak entropy solutions of (1.1) with u 1 (0, ·) =ū 1 (·) and u 2 (0, ·) =ū 2 (·), respectively. We will prove that
which implies the uniqueness of the weak entropy solution to (1.1)-(1.2). Since t → u i (t, ·) is continuous with values in L 1 (R), for every ε > 0 there exists
This implies that
On the other hand, since u 1 (t, x) and u 2 (t, x) are weak entropy solutions, for any T > 0 there exists M T > 0 such that for any t ∈ [t ε , T ] it holds 
Thus, the function Z(t) := u 2 (t, ·) − u 1 (t, ·) L 1 (R) satisfies the integral inequality
Applying Gronwall's inequality, we get
Recalling (3.18), we finally obtain that
for all ε > 0 , which yields (3.17) .
Local smoothness and wave breaking
In this final section we want to focus on the prediction of wave breaking. In particular, we are interested in identifying for initial dataū(·) ∈ C 1 (R) ∩ L 1 (R) if wave breaking occurs in the nearby future or not by following solutions along characteristics as long as they exist in the classical sense. 
Denote by x(t) the characteristic throughx, i.e.,
Then the following statements hold.
then u x (t, x(t)) becomes unbounded before time T * where
or, equivalently,
. Thus a lower bound on t * is given by T l , which is defined implicitly through
Hence
which finally implies (4.1) .
To derive an upper bound on t * we look at the supersolution defined through
Let s 1 (t) = s(t)e −t , then
Observe that s
Hence if we assume that
, the function s(t) will be strictly decreasing on [0, t * ) and
Thus an upper bound on t * is given by T u , which is defined through
Recalling (4.2), we finally obtain
As an immediate consequence we obtain the following corollary. 
(ii) If .
Proof. Givenx ∈ R, denote by x(t) the characteristic throughx, i.e. x ′ (t) = u(t, x(t)) and x(0) =x. In addition, it is well-known that
and hence
Since the right hand side is independent ofx, we have shown the first part. As far as the second part is concerned, observe first of all that m < 0, since by assumptionū ∈ C 1 (R) ∩ L 1 (R). Moreover, (4.5) and (4.7) imply that for all x ∈ R , where the right hand side is independent ofx and hence it yields (4.6).
Finally we want to show that if the L ∞ -norm of the derivative of the initial datā u is small then the corresponding entropy solution of (1.1) will remain smooth for a long time. Proof. Given anyx ∈ R, denote by x(t) the characteristic throughx at time t = 0, i.e., x ′ (t) = u(t, x(t)) and x(0) =x. Then the function z(t) = u x (t, x(t)) satisfies the differential equation z ′ (t) = −z(t) 2 + [G x * u x (t, ·)](x(t)) .
This implies that
Let Q(t) = u x (t, ·) L ∞ (R) , then we have
or equivalently, d dt ln Q(t) Q(t) + 1 ≤ 1 . Thus if Q(t) becomes unbounded at time t * , the left hand side tends to zero as t ↑ t * and in particular, 0 ≤ t * − ln 1 + 
