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Abstrak— Clustering merupakan salah satu metode Data 
Mining yang bersifat tanpa arahan (unsupervised). Ada dua 
jenis data clustering yang sering dipergunakan dalam proses 
pengelompokan data yaitu hierarchical (hirarki) data 
clustering dan non-hierarchical (non hirarki) data clustering. K-
Means Clustering merupakan salah satu metode data clustering 
non hirarki yang berusaha mempartisi data yang ada ke dalam 
bentuk satu atau lebih cluster/kelompok. Salah satu ciri 
clustering yang baik atau optimal adalah jika menghasilkan 
cluster yang berisi data dengan tingkat kemiripan (similarity) 
yang tinggi pada cluster yang sama dan tingkat kemiripan 
rendah pada cluster yang berbeda. Distance measure 
digunakan untuk mengukur kemiripan data dalam suatu 
cluster. Hasil dari proses clustering akan menghasilkan hasil 
yang berbeda apabila distance measure yang digunakan 
berbeda. Fitness atau kebugaran didefinisikan sebagai 
keberhasilan seseorang dalam beradaptasi dengan tekanan 
fisik dan mental yang ditemui dalam hidupnya. Fitness secara 
umum didefinisikan sebagai program latihan yang disusun 
secara ilmiah dan sistematis untuk membantu atlet dalam 
beradaptasi dengan beban fisik yang dihadapinya dalam suatu 
latihan yang terkontrol. Peminat fitness yang semakin 
bertambah membuat member di setiap fitness centre ikut 
bertambah. Pengelompokkan terhadap member tersebut 
dibutuhkan oleh setiap fitness centre. Member fitness tersebut 
dapat dikelompokkan dengan cara clustering. Alvaro fitness 
merupakan salah satu fitness centre yang berkembang saat ini. 
Pengujian pada penelitian ini dilakukan dengan pengujian 
silhouette coefficient. Hasil pengujian Silhouette Coefficient 
setiap distance measure nya, antara lain Euclidean Distance 
bernilai 0,232149, Manhattan Distance bernilai 0,240016, dan 
Chebyshev Distance bernilai 0.242821. Berdasarkan hasil dari 
pengujian silhouette coefficient yang dilakukan, distance 
measure paling optimal untuk kasus ini adalah Chebyshev 
Distance ,yaitu dengan nilai silhouette coefficient paling 
mendekati 1 adalah 0.242821. 
Kata kunci— Clustering, K-Means Clustering, Distance 
Measure, Euclidean Distance, Manhattan Distance, Chebyshev 
Distance, Silhouette Coefficient 
 
I. PENDAHULUAN 
Clustering merupakan salah satu metode Data Mining 
yang bersifat tanpa arahan (unsupervised). Ada dua jenis 
data clustering yang sering dipergunakan dalam proses 
pengelompokan data yaitu hierarchical (hirarki) data 
clustering dan non-hierarchical (non hirarki) data 
clustering. [1] Tujuan dari proses clustering yaitu untuk 
mengelompokkan data ke dalam suatu cluster, sehingga 
objek pada suatu cluster memiliki kemiripan yang sangat 
besar dengan objek lain pada cluster yang sama, tetapi 
sangat tidak mirip dengan objek pada cluster yang lain. 
K-Means Clustering merupakan salah satu metode data 
clustering non hirarki yang berusaha mempartisi data yang 
ada ke dalam bentuk satu atau lebih cluster/kelompok. 
Penelitian mengenai clustering menggunakan metode K-
Means Clustering sudah pernah dilakukan oleh Silvi 
Agustina dengan judul Clustering Kualitas Beras 
Berdasarkan Ciri Fisik Menggunakan Metode K-Means. 
Metode ini juga dapat digunakan dalam mengelompokkan 
member fitness yang merupakan kasus berbeda. 
Salah satu ciri clustering yang baik atau optimal adalah 
jika menghasilkan cluster yang berisi data dengan tingkat 
kemiripan (similarity) yang tinggi pada cluster yang sama 
dan tingkat kemiripan rendah pada cluster yang berbeda. 
Distance measure digunakan untuk mengukur kemiripan 
data dalam suatu cluster. Hasil dari proses clustering akan 
menghasilkan hasil yang berbeda apabila distance measure 
yang digunakan berbeda. 
Fitness atau kebugaran didefinisikan sebagai 
keberhasilan seseorang dalam beradaptasi dengan tekanan 
fisik dan mental yang ditemui dalam hidupnya. Fitness 
secara umum didefinisikan sebagai program latihan yang 
disusun secara ilmiah dan sistematis untuk membantu atlet 
dalam beradaptasi dengan beban fisik yang dihadapinya 
dalam suatu latihan yang terkontrol. [2] 
Fitness centre saat ini seperti menjadi kebutuhan 
sekarang ini dimana seseorang tidak perlu mencari waktu 
libur untuk berolahraga, sebab dari jam operasional dan 
jadwal yang ditawarkan dari manajemen fitness centre 
sangat membantu mereka dalam menentukan jadwal fitness 
mereka. Peminat fitness yang semakin bertambah membuat 
member di setiap fitness centre ikut bertambah. 
Pengelompokkan terhadap member tersebut dibutuhkan oleh 
setiap fitness centre. Member fitness tersebut dapat 
dikelompokkan dengan cara clustering. 
Member di Alvaro fitness saat ini berjumlah 120 orang. 
Masing-masing member di Alvaro fitness memiliki ukuran 
fisik dan umur yang berbeda. Kebutuhan masing-masing 
member fitness tentunya dapat berbeda-beda, dilihat dari 
ukuran fisik dan umurnya. Contoh kebutuhan tersebut, 
antara lain jenis latihan, jenis suplemen yang cocok, 
tingkatan beban, dan lain-lain. 
Oleh karena itu, diperlukan penelitian untuk Pemilihan 
Distance Measure Pada K-Means Clustering Untuk 
Pengelompokkan Member Di Alvaro Fitness  Penelitian ini 
diharapkan dapat menentukan jenis distance measure yang 
paling baik dalam proses clustering. 
II. URAIAN PENELITIAN 
A. Data Mining 
Data mining adalah proses yang menggunakan teknik 
statistik, matematika, kecerdasan buatan, dan machine 
learning untuk mengekstrasi dan mengidentifikasi informasi 
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yang bermanfaat dan pengetahuan yang terkait dari berbagai 
database besar. [3] 
Menurut Gatner Group data mining adalah suatu proses 
menemukan hubungan yang berarti, pola dan kecenderungan 
dengan memeriksa dalam sekumpulan besar data yang 
tersimpan dalam penyimpanan, dengan menggunakan teknik 
pengenalan pola seperti teknik statistik dan matematika. [4] 
 
B. Clustering 
Pada dasarnya clustering merupakan suatu metode untuk 
mencari dan mengelompokkan data yang memiliki 
kemiripan karakteriktik (similarity) antara satu data dengan 
data yang lain. Clustering merupakan salah satu metode 
data mining yang bersifat tanpa arahan (unsupervised), 
maksudnya metode ini diterapkan tanpa adanya latihan 
(training) dan tanpa ada guru (teacher) serta tidak 
memerlukan target output. Dalam data mining ada dua jenis 
metode clustering yang digunakan dalam pengelompokan 
data, yaitu hierarchical clustering dan non-hierarchical 
clustering.[5] 
Hierarchical clustering adalah suatu metode 
pengelompokan data yang dimulai dengan mengelompokkan 
dua atau lebih objek yang memiliki kesamaan paling dekat. 
Kemudian proses diteruskan ke objek lain yang memiliki 
kedekatan kedua. Demikian seterusnya sehingga cluster 
akan membentuk semacam pohon dimana ada hierarki 
(tingkatan) yang jelas antar objek, dari yang paling mirip 
sampai yang paling tidak mirip. Secara logika semua objek 
pada akhirnya hanya akan membentuk sebuah cluster. 
Dendogram biasanya digunakan untuk membantu 
memperjelas proses hierarki tersebut [6] 
Berbeda dengan metode hierarchical clustering, metode 
non-hierarchical clustering justru dimulai dengan 
menentukan terlebih dahulu jumlah cluster yang diinginkan 
(dua cluster, tiga cluster, atau lain sebagainya). Setelah 
jumlah cluster diketahui, baru proses cluster dilakukan tanpa 
mengikuti proses hierarki. Metode ini biasa disebut dengan 
K-Means Clustering.[6] 
C. K-Means 
K-Means merupakan salah satu metode data clustering 
non hirarki yang berusaha mempartisi data yang ada ke 
dalam bentuk satu atau lebih cluster/kelompok. Metode ini 
mempartisi data ke dalam cluster/kelompok sehingga data 
yang memiliki karakteristik yang sama dikelompokkan ke 
dalam satu cluster yang sama dan data yang mempunyai 
karakteristik berbeda dikelompokkan ke dalam kelompok 
yang lain. Adapun tujuan dari data clustering ini adalah 
untuk meminimalisasikan objective function yang diset 
dalam proses clustering, yang pada umumnya berusaha 
meminimalisasikan variasi di dalam suatu cluster dan 
memaksimalisasikan variasi antar cluster.[1] 
Data clustering menggunakan metode K-Means ini 
secara umum dilakukan dengan algoritma dasar sebagai 
berikut : 
1. Tentukan jumlah cluster. 
2. Alokasikan data ke dalam cluster secara random 
3. Hitung centroid/rata-rata dari data yang ada di 
masing-masing cluster 
4. Alokasikan masing-masing data ke centroid/rata-
rata terdekat 
5. Kembali ke Step 3, apabila masih ada data yang 
berpindah cluster atau apabila perubahan nilai 
centroid, ada yang di atas nilai threshold  yang 
ditentukan atau apabila perubahan nilai pada 
objective function yang digunakan di atas nilai 
threshold  yang ditentukan. 
D. Distance Measure 
Meskipun clustering adalah pengelompokkan data yang 
mirip, tetap diperlukan beberapa pengukuran untuk 
menentukan dua objek mirip atau tidak mirip. Untuk 
menentukan kemiripan tersebut dapat digunakan 
pengukuran yang disebut dengan distance measure. 
Berikut adalah beberapa cara perhitungan jarak yang 
dapat dilihat pada persamaan 1, 2 [1] dan 3 [7]: 
1. Euclidean Distance 
𝐷𝐿2(𝑋2, 𝑋1) = ‖𝑋2 − 𝑋1‖ 2 = √∑ (𝑋2𝑗 − 𝑋1𝑗)
2𝑝
𝑗=1    (1) 
Keterangan :  
𝑝 = Dimensi Data 
𝑋1 = Posisi titik 1 
𝑋2 = Posisi titik 2 
 
2. Manhattan Distance 
𝐷𝐿1(𝑋2, 𝑋1) = ‖𝑋2 − 𝑋1‖ 1 = ∑ |𝑋2𝑗 − 𝑋1𝑗|
𝑝
𝑗=1          (2) 
Keterangan : 
𝑝 = Dimensi Data 
|. | = Nilai Absolut 
𝑋1 = Posisi titik 1 
𝑋2 = Posisi titik 2 
 




|𝑥𝑖𝑘 − 𝑥𝑗𝑘|                                        (3) 
Keterangan : 
𝑘 = Dimensi Data 
E. Silhouette Coefficient 
Silhouette Coefficient digunakan untuk melihat kualitas 
dan kekuatan cluster, seberapa baik suatu objek ditempatkan 
dalam suatu cluster. Metode ini merupakan gabungan dari 
metode cohesion dan separation. Tahapan perhitungan 
Silhouette Coefficient adalah sebagai berikut: 
1. Hitung rata-rata jarak dari suatu dokumen misalkan i 
dengan semua dokumen lain yang berada dalam satu 
cluster 
𝑎(𝑖) =  
1
|𝐴|−1
∑ 𝑗 ∈𝐴,𝑗≠𝑖 𝑑(𝑖, 𝑗)            (4) 
dengan j adalah dokumen lain dalam satu cluster A 
dan d(i,j) adalah jarak antara dokumen i dengan j. 
2. Hitung rata-rata jarak dari dokumen i tersebut 
dengan semua dokumen di cluster lain, dan diambil 
nilai terkecilnya. 
𝑑(𝑖, 𝐶) =  
1
|𝐴|
∑ 𝑗 ∈ 𝐶 𝑑(𝑖, 𝑗)        (5) 
dengan d(i,C) adalah jarak rata-rata dokumen i 
dengan semua objek pada cluster lain C dimana A ≠ 
C. 
 𝑏(𝑖) = min 𝐶 ≠ 𝐴 𝑑(𝑖, 𝐶)           (6) 
 
3. Nilai Silhouette Coefficient nya adalah : 
𝑠(𝑖) =  
𝑏(𝑖)− 𝑎(𝑖)
max(𝑎(𝑖),𝑏(𝑖))
      `     (7) 
[8] 
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III. HASIL DAN DISKUSI 
A. Hasil Clustering 
1. Hasil Clustering menggunakan Euclidean Distance 
Berikut ini adalah hasil clustering akhir dari 
Euclidean Distance. Adapun total member yang 
terkelompok ke dalam masing-masing cluster adalah 
Cluster 1 20 member, Cluster 2 23  member, Cluster 3 
12 member. Member yang terkelompok dapat dilihat 
pada tabel 1. 
Tabel 1 
Hasil Clustering Euclidean Distance 
No. Nama T B U C 1 C 2 C 3 












4 hengky 172 59 24 X 
  




6 junius 170 60 21 X 
  
7 frans rajabala w 167 53 18 X 
  
8 hendra 167 59 23 X 
  
9 juniardi 172 97 17 
  
X 
10 herry 169 52 23 X 
  
11 suwandi 160 55 22 X 
  
12 vega deandra l s 178 76 17 
  
X 
13 andre 172 78 20 
  
X 
















18 yanto 170 99 24 
  
X 
19 erick wijaya 168 50 17 X 
  
20 hardy wijaya 170 54 25 X 
  
21 biondy 182 80 22 
  
X 




23 martian goldwin 168 60 18 X 
  
24 aulia reza d 178 75 27 
  
X 
25 pramudi k 170 69 46 
  
X 








28 noval 170 76 20 
  
X 
29 eko haryanto 173 76 29 
  
X 
30 andy 167 85 24 
  
X 








33 piter haryanto 180 55 16 X 
  
34 andi aliyadod k 175 80 23 
  
X 
35 danu 180 90 23 
  
X 








38 erwin 173 58 19 X 
  
39 veronimus 170 51 19 X 
  
40 leonardus 168 54 18 X 
  




42 agung 170 55 19 X 
  




44 jacky alviondo  160 55 19 X 
  
45 edwin 170 59 25 X 
  
46 kevin 160 55 18 X 
  












50 andre 172 58 20 X 
  




52 devid hengky 175 55 21 X 
  








55 thomas a 172 56 21 X 
  
  TOTAL       20 23 12 
 
 
2. Hasil Clustering dengan Manhattan Distance 
Berikut ini adalah hasil clustering akhir dari 
Manhattan Distance. Adapun total member yang 
terkelompok ke dalam masing-masing cluster adalah 
Cluster 1 20 member, Cluster 2 25  member, Cluster 3 
10 member. Member yang terkelompok dapat dilihat 
pada tabel 2. 
Tabel 2 
Hasil Clustering Manhattan Distance 
No. Nama T B U C 1 C 2 C 3 












4 hengky 172 59 24 X 
  




6 junius 170 60 21 X 
  
7 frans rajabala w 167 53 18 X 
  
8 hendra 167 59 23 X 
  
9 juniardi 172 97 17 
  
X 
10 herry 169 52 23 X 
  
11 suwandi 160 55 22 X 
  
12 vega deandra l s 178 76 17 
  
X 
13 andre 172 78 20 
  
X 
















18 yanto 170 99 24 
  
X 
19 erick wijaya 168 50 17 X 
  
20 hardy wijaya 170 54 25 X 
  
21 biondy 182 80 22 
  
X 




23 martian goldwin 168 60 18 X 
  
24 aulia reza d 178 75 27 
  
X 
















29 eko haryanto 173 76 29 
  
X 
30 andy 167 85 24 
  
X 








33 piter haryanto 180 55 16 X 
  
34 andi aliyadod k 175 80 23 
  
X 
35 danu 180 90 23 
  
X 








38 erwin 173 58 19 X 
  
39 veronimus 170 51 19 X 
  
40 leonardus 168 54 18 X 
  




42 agung 170 55 19 X 
  




44 jacky alviondo 160 55 19 X 
  
45 edwin 170 59 25 X 
  
46 kevin 160 55 18 X 
  












50 andre 172 58 20 X 
  




52 devid hengky 175 55 21 X 
  












   
20 25 10 
 
3. Hasil Clustering dengan Chebyshev Distance 
Berikut ini adalah hasil clustering akhir dari 
Euclidean Distance. Adapun total member yang 
terkelompok ke dalam masing-masing cluster adalah 
Cluster 1 20 member, Cluster 2 23  member, Cluster 3 
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12 member. Member yang terkelompok dapat dilihat 
pada tabel 3. 
Tabel 3 
Hasil Clustering Chebyshev Distance 
No. Nama T B U C 1 C 2 C 3 












4 hengky 172 59 24 X 
  




6 junius 170 60 21 X 
  
7 frans rajabala w 167 53 18 X 
  
8 hendra 167 59 23 X 
  
9 juniardi 172 97 17 
  
X 
10 herry 169 52 23 X 
  
11 suwandi 160 55 22 X 
  
12 vega deandra l s 178 76 17 
  
X 
13 andre 172 78 20 
  
X 
















18 yanto 170 99 24 
  
X 
19 erick wijaya 168 50 17 X 
  
20 hardy wijaya 170 54 25 X 
  
21 biondy 182 80 22 
  
X 




23 martian goldwin 168 60 18 X 
  
24 aulia reza d 178 75 27 
  
X 
25 pramudi k 170 69 46 
  
X 








28 noval 170 76 20 
  
X 
29 eko haryanto 173 76 29 
  
X 
30 andy 167 85 24 
  
X 








33 piter haryanto 180 55 16 X 
  
34 andi aliyadod k 175 80 23 
  
X 
35 danu 180 90 23 
  
X 








38 erwin 173 58 19 X 
  
39 veronimus 170 51 19 X 
  
40 leonardus 168 54 18 X 
  




42 agung 170 55 19 X 
  




44 jacky alviondo  160 55 19 X 
  
45 edwin 170 59 25 X 
  
46 kevin 160 55 18 X 
  












50 andre 172 58 20 X 
  




52 devid hengky 175 55 21 X 
  












   
20 23 12 
 
Catatan : 
T  = Tinggi 
B = Berat 
U = Umur 
C = Cluster 
B. Hasil Pengujian Silhouette Coefficient  
Pengujian Silhouette Coefficient digunakan untuk 
melihat kualitas dan kekuatan cluster, seberapa baik suatu 
objek ditempatkan dalam suatu cluster. Pengujian dilakukan 
pada hasil clustering setiap distance measure pada metode 
K-Means Clustering. Berikut akan dipaparkan contoh dari 
perhitungan untuk mendapatkan nilai Silhouette Coeficient, 
dengan menggunakan Chebyshev Distance sebagai contoh. 
Berikut langkah-langkah perhitungannya : 
1. Hitung rata-rata jarak dari suatu dokumen misalkan i 
dengan semua dokumen lain yang berada dalam satu 
cluster 
𝑎(𝑖) =  
1
|𝐴|−1
∑ 𝑗 ∈𝐴,𝑗≠𝑖 𝑑(𝑖, 𝑗)               
(8) 
Dari rumus diatas didapat hasil yang dapat dilihat 
pada tabel 4. 
Tabel 4 
Hasil perhitungan nilai a(i) 
a(i) Hasil a(i) Hasil 
a(1) 6.421053 a(29) 5 
a(2) 6.210526 a(30) 5.909091 
a(3) 5.947368 a(31) 4.454545 
a(4) 6.210526 a(32) 6.727273 
a(5) 6.473684 a(33) 5.272727 
a(6) 9.894737 a(34) 4.818182 
a(7) 7.368421 a(35) 4.727273 
a(8) 6.526316 a(36) 9.090909 
a(9) 6.789474 a(37) 7.863636 
a(10) 11.52632 a(38) 5 
a(11) 6.210526 a(39) 4.727273 
a(12) 6.736842 a(40) 5.954545 
a(13) 5.684211 a(41) 7.590909 
a(14) 5.368421 a(42) 8.136364 
a(15) 9.736842 a(43) 5.5 
a(16) 6.578947 a(44) 17.63636 
a(17) 9.789474 a(45) 13.18182 
a(18) 5.684211 a(46) 11.09091 
a(19) 6.894737 a(47) 19.36364 
a(20) 5.315789 a(48) 12.09091 
a(21) 7.727273 a(49) 11.90909 
a(22) 6.954545 a(50) 24.36364 
a(23) 5.454545 a(51) 12.45455 
a(24) 6.863636 a(52) 12.18182 
a(25) 7.181818 a(53) 11.90909 
a(26) 5 a(54) 9.909091 
a(27) 4.954545 a(55) 13 
a(28) 5.909091   
 
2. Hitung rata-rata jarak dari dokumen i tersebut 
dengan semua dokumen di cluster lain, dan diambil 
nilai terkecilnya. 
𝑑(𝑖, 𝐶) =  
1
|𝐴|
∑ 𝑗 ∈ 𝐶 𝑑(𝑖, 𝑗)          (9) 
dengan d(i,C) adalah jarak rata-rata dokumen i 
dengan semua objek pada cluster lain C dimana A ≠ 
C. 
𝑏(𝑖) = min 𝐶 ≠ 𝐴 𝑑(𝑖, 𝐶)             (10) 
 
Nilai d(i,C) yang dihasilkan akan memiliki 2 nilai 
dikarenakan jumlah cluster pada penelitian ini yang 
berjumlah 3. Setelah itu akan diambil nilai 
minimum dari 2 nilai d(i,C) yang dihasilkan untuk 
mendapatkan nilai b(i). Hasil perhitungannya dapat 
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Tabel 5 
Hasil perhitungan nilai d(i,C) dan b(i) 
d(i,C) Hasil d(i,C) Hasil b(i) Hasil 
d(1,1) 8.956522 d(1,2) 23.75 b(1) 8.956522 
d(2,1) 8.304348 d(2,2) 23.08333 b(2) 8.304348 
d(3,1) 14.91304 d(3,2) 29.75 b(3) 14.91304 
d(4,1) 9.73913 d(4,2) 23.83333 b(4) 9.73913 
d(5,1) 15.78261 d(5,2) 30.25 b(5) 15.78261 
d(6,1) 14.86957 d(6,2) 27.58333 b(6) 14.86957 
d(7,1) 17.73913 d(7,2) 32.58333 b(7) 17.73913 
d(8,1) 13.82609 d(8,2) 28.25 b(8) 13.82609 
d(9,1) 9.043478 d(9,2) 23.33333 b(9) 9.043478 
d(10,1) 13.08696 d(10,2) 28.08333 b(10) 13.08696 
d(11,1) 9.956522 d(11,2) 25.08333 b(11) 9.956522 
d(12,1) 16.73913 d(12,2) 31.5 b(12) 16.73913 
d(13,1) 13.91304 d(13,2) 28.83333 b(13) 13.91304 
d(14,1) 12.86957 d(14,2) 27.83333 b(14) 12.86957 
d(15,1) 14.86957 d(15,2) 27.83333 b(15) 14.86957 
d(16,1) 9.173913 d(16,2) 23.66667 b(16) 9.173913 
d(17,1) 14.86957 d(17,2) 27.91667 b(17) 14.86957 
d(18,1) 9.956522 d(18,2) 25 b(18) 9.956522 
d(19,1) 12.73913 d(19,2) 27.66667 b(19) 12.73913 
d(20,1) 11.82609 d(20,2) 26.75 b(20) 11.82609 
d(21,1) 16.5 d(21,2) 12.83333 b(21) 12.83333 
d(22,1) 8.3 d(22,2) 21.25 b(22) 8.3 
d(23,1) 10.35 d(23,2) 18.75 b(23) 10.35 
d(24,1) 7.25 d(24,2) 21.08333 b(24) 7.25 
d(25,1) 8.8 d(25,2) 19.91667 b(25) 8.8 
d(26,1) 11.05 d(26,2) 17.75 b(26) 11.05 
d(27,1) 9.8 d(27,2) 18.58333 b(27) 9.8 
d(28,1) 15.35 d(28,2) 14.91667 b(28) 14.91667 
d(29,1) 14.35 d(29,2) 14.83333 b(29) 14.35 
d(30,1) 15.35 d(30,2) 13.91667 b(30) 13.91667 
d(31,1) 13.35 d(31,2) 14.91667 b(31) 13.35 
d(32,1) 7.75 d(32,2) 20.16667 b(32) 7.75 
d(33,1) 10.3 d(33,2) 18.58333 b(33) 10.3 
d(34,1) 12.35 d(34,2) 15.66667 b(34) 12.35 
d(35,1) 12.35 d(35,2) 16.41667 b(35) 12.35 
d(36,1) 11.45 d(36,2) 21.58333 b(36) 11.45 
d(37,1) 13.4 d(37,2) 16.66667 b(37) 13.4 
d(38,1) 14.35 d(38,2) 14.5 b(38) 14.35 
d(39,1) 11.35 d(39,2) 16.66667 b(39) 11.35 
d(40,1) 15.35 d(40,2) 14.75 b(40) 14.75 
d(41,1) 18.35 d(41,2) 12.33333 b(41) 12.33333 
d(42,1) 19.35 d(42,2) 12.83333 b(42) 12.83333 
d(43,1) 14.35 d(43,2) 13.83333 b(43) 13.83333 
d(44,1) 41.35 d(44,2) 29.26087 b(44) 29.26087 
d(45,1) 20.35 d(45,2) 9.478261 b(45) 9.478261 
d(46,1) 22.35 d(46,2) 10.26087 b(46) 10.26087 
d(47,1) 43.35 d(47,2) 31.26087 b(47) 31.26087 
d(48,1) 24.35 d(48,2) 13.3913 b(48) 13.3913 
d(49,1) 19.35 d(49,2) 9.565217 b(49) 9.565217 
d(50,1) 25.7 d(50,2) 25.6087 b(50) 25.6087 
d(51,1) 20.35 d(51,2) 8.652174 b(51) 8.652174 
d(52,1) 20.35 d(52,2) 10.3913 b(52) 10.3913 
d(53,1) 29.35 d(53,) 17.26087 b(53) 17.26087 
d(54,1) 24.35 d(54,2) 12.30435 b(54) 12.30435 
d(55,1) 34.35 d(55,2) 22.26087 b(55) 22.26087 
 
3. Nilai Silhouette Coefficient nya adalah : 
𝑠(𝑖) =  
𝑏(𝑖)− 𝑎(𝑖)
max(𝑎(𝑖),𝑏(𝑖))
       (11) 
Dari rumus di atas didapat hasil perhitungan s(i) 




































































Setelah didapat hasil dari s(i) masing-masing data, akan 
diambil nilai rata-ratanya digunakan sebagai nilai Silhouette 
Coeficient dari hasil clustering manhattan distance pada 
metode K-Means Clustering. Maka, nilai silhouette 
coefficient Chebyshev distance pada metode K-Means 
Clusering adalah 0.242821. 
Hasil pengujian Silhouette Coefficient secara 
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Tabel 7 
Hasil Pengujian Silhouette Coefficient 













Berdasarkan hasil analisis dan pengujian terhadap 
pengelompokkan member di Alvaro fitness menggunakan 
metode K-Means Clustering dengan menggunakan 3 macam 
distance measure, dapat disimpulkan bahwa. 
1. Pengujian Silhouette Coefficient Clustering 
menggunakan metode K-Means Clustering pada 
setiap distance measure adalah sebagai berikut. 
a. Euclidean Distance nilai Silhouette 
Coefficient-nya adalah 0,232149. 
b. Manhattan Distance nilai Silhouette 
Coefficient-nya adalah 0,240016. 
c. Chebyshev Distance nilai Silhouette 
Coefficient-nya adalah 0.242821. 
2. Distance measure paling optimal untuk digunakan 
dalam kasus pengelompokkan member di Alvaro 
fitness adalah Chebyshev Distance. 
3. Aplikasi clustering member di Alvaro fitness 
menggunakan metode K-Means Clustering telah 
berjalan dengan baik. 
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