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Integration of embedded multimedia devices with powerful computing platforms, e.g., machine learning
platforms, helps to build smart cities and transforms the concept of Internet of Things into Internet of
Multimedia Things (IoMT). To provide different services to the residents of smart cities, the IoMT technology
generates big multimedia data. The management of big multimedia data is a challenging task for IoMT
technology. Without proper management, it is hard to maintain consistency, reusability, and reconcilability of
generated big multimedia data in smart cities. Various machine learning techniques can be used for automatic
classification of raw multimedia data and to allow machines to learn features and perform specific tasks. In
this survey, we focus on various machine learning platforms that can be used to process and manage big
multimedia data, generated by different applications in smart cities. We also highlight various limitations and
research challenges that need to be considered when processing big multimedia data in real-time.
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1 INTRODUCTION
Today, almost every second person is living in a city, and is connected to the Internet using one or
more electronic devices [70]. As a result, within the infrastructure of a city in the modern world,
billions of smart devices are communicating with different systems and applications. These smart
devices include end-user devices, home appliances, surveillance cameras, traffic signals on streets
and major roads, health monitoring systems, etc. The main idea behind the smart city concept is
not only utilizing the unused communication, storage and computing resources to analyze and
manage both multimedia and non-multimedia data generated by different applications in real-time,
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but also facilitating its inhabitants. The idea of smart cities can make the life of citizens easier
and safer, and can help in establishing smart governments and ultimately improving the overall
economy [115]. The fundamental objectives and solutions, e.g., production through smart factories
and warehouses, energy production through smart grids, services through smart communities,
healthcare, and hospitality, and traffic management through smart transportation systems, of smart
cities are depicted in Fig. 1.
Fig. 1. Fundamental objectives and solutions for smart cities [87]
Most smart city applications, e.g., transportation management, power management, water man-
agement, waste management, health monitoring, and surveillance, generate big multimedia data
data. In these applications, the most important phase is data management. The data management
phase can further be divided into sub-phases, i.e., data collection and processing [60, 65, 90]. The
generated data can not only be used to improve the performance of these applications, but also can
improve the lifestyle of inhabitants of smart cities [84, 102]. To achieve these tasks, there is a need
for a unified framework to efficiently manage the generated big multimedia data. The generated
data are always sensitive and time-critical, and need to be processed and managed in real-time.
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Without proper management, the sensitive multimedia data can be leaked and misinterpreted,
and may cause severe harms to public, and ultimately damage the reputation of the smart city
government. In multimedia data management, it is always important to provide seamless data
collection and processing services in an efficient and timely manner. Without proper management,
the data collection and processing may not properly be done, and as a result, the goals of smart
cities may be compromised.
The data collection services deal with the quality and rules related to data type and way of
collection, respectively. The main purpose of the data collection rules is to maintain the consistency
between the collected data, coming from various sources. In the smart cities, smart devices may
be connected to Wireless Sensor Networks (WSNs), Wireless Local Area Networks (WLANs), or
Mobile Ad-hoc Networks (MANETs). It is mandatory for data coming from different resources to
be consistent in terms of format and type. The consistency of data helps in minimizing extra efforts
required to perform a type conversion. The quality of data, on the other hand, helps in making
effective decisions if the data cover many dimensions, and can be processed in clusters to extract
the required information.
For data processing, data analysis tools play an important role. These tools are required to access
various patterns in the input data for efficient processing and to improve the overall performance
of smart city applications. For example, in a weather forecasting application, it is mandatory to
extract various pieces of information, e.g., wind speed, direction, air pressure, humidity and current
temperature, from the supplied data to provide an accurate weather forecast. The data may be
supplied by an entire WSN, some parts of a WSN, or just a single node. Unlike the data coming
from some parts of a WSN or a single node, the data coming from an entire WSN can be huge
in volumes. This data need to be analyzed by different tools to find variations between different
geographical locations. However, there is a trade-off between the data quality and analysis. As
compared to multi-purpose data obtained from a single source, data obtained from multiple sources
can create data inconsistency, and as a result, it may lead to various problems, e.g., communication
and computational costs and data redundancy.
To improve the results of data processing, data analysis tools use machine learning algorithms to
build predictive models for expected outcomes. In the machine learning domain, there are different
types of algorithms, e.g., feature or representation learning, deep learning and data analytics
algorithms. The representation learning algorithms allow a system to automatically discover
representations required to detect and classify features from raw input data [10]. The automatic
discovery of representations eliminates the need for manual learning and enables machines to
automatically learn features and perform specific tasks based on the learned features. The deep
learning, also known as a deep structured or hierarchical learning, category consists of machine
learning algorithms that are based on learning data representations. Some deep learning algorithms
are also a part of representation learning algorithms. The data analytics algorithms are used to
examine raw input datasets and conclude useful information hidden in them [51, 77, 118]. The
data analytics algorithms are widely used in commercial industries and help them in making
informed decisions. These algorithms are also used by researchers and data scientists to verify
models, theories, and hypotheses.
The algorithms in the deep learning and data analytics categories are divided into three main
categories, i.e., supervised, semi-supervised, and unsupervised [52, 85]. The representation learning
algorithms, on the other hand, are distributed into supervised, unsupervised and multilayer/deep
architecture categories [31, 52, 64]. In these categories, the algorithms have the ability to analyze run-
time behaviors of various objects and services before forwarding the data to the next phase. However,
the outputs of representation learning algorithms depend on the amounts, nature, and dimensions
of input data. Examples of the state-of-the-art representation learning algorithms in the supervised
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category are supervised neural networks and supervised dictionary learning. The unsupervised
category consists of k-means clustering, principal component analysis, local linear embedding,
independent component analysis, and unsupervised dictionary learning. To avoid overlapping
between the representation learning and deep learning, we discuss multilayer/deep architecture
in the deep learning category. Well-known algorithms in this category are deep convolutional
networks, deep belief networks, restricted Boltzmann machines, contractive autoencoders, and
long short term memory networks. These algorithms are powerful and offer many predictive
services. Popular algorithms in the data analytics category are support vector machines, Bayesian
classifier, k-nearest neighbors classifier, linear discriminant analysis, learning vector quantization,
and regression trees.
In this survey, we present a discussion on how different machine learning algorithms can be
used to process and manage big multimedia data in the smart cities. We concentrate on most
recent advances made in the past few years along with challenges and limitations. Various machine
learning algorithms to facilitate computing technologies for big multimedia data in the smart cities
are also highlighted in this survey. The rest of this survey is organized as follows. Contributions
and recent surveys on smart cities are presented in Section 2. Deployment of various smart city
applications generating big multimedia data is discussed in Section 3. Multimedia data collection
and processing related issues are presented in Sections 4 and 5, respectively. Finally, the survey is
concluded in Section 6.
2 SURVEYS AND CONTRIBUTIONS
In the past few years, many surveys were presented discussing various applications of smart cities.
However, none of them has discussed the involvement of multimedia data in various smart city
applications. Various state-of-the-art techniques to integrate Internet of Things (IoT) and cloud
computing for big datamanagementwere reviewed and discussed in [21]. Extensive interdisciplinary
reviews were conducted for smart sustainable cities of future in [12, 117]. These reviews also
highlighted various critical issues in data collection and management. Various technical issues, e.g.,
data collection, aggregation, analytics and access, in smart city applications were discussed in [8].
Various data aggregation mechanisms for IoT applications were reviewed and analyzed in [75].
The studies presented in [8, 12, 21, 75, 117] discuss numerous research issues for data collection
and management in various applications of smart cities. However, a discussion on multimedia data
collection and management is still missing in these studies.
A participatory sensing-based prototype platform to efficiently collect and manage data from
smartphones for various smart city applications, e.g., transportation management, environmental
monitoring, and public health, was discussed in [109]. A mobile cloud computing platform for
big healthcare data sharing, processing and analysis in the smart cities was proposed in [40].
Large-scale distributed (dedicated and non-dedicated) smart city sensing systems for capturing,
preprocessing and transmitting data to centralized centers were discussed in [27]. A large-scale
data analytics platform for smart cities was proposed in [76]. An adaptive IoT and social sensing
platform to support the selection of most appropriate data sources, and establish and control data
communication in the smart cities was proposed in [74]. The problem of imperfection of collected
data in the smart cities and its impact on information retrieval and data integration was discussed
in [89]. The platforms presented in [27, 40, 74, 76, 89, 109] can be helpful to deal with various
technical issues related to data processing in smart city applications. However, these solutions focus
on the processing of non-multimedia data only, and as a result, may not be feasible for real-time
multimedia data.
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This survey is different from aforementioned studies due to its focus on multimedia data man-
agement in the smart city applications using various machine learning algorithms. The major
contributions of this survey can be summarized as follows.
• We present and discuss three major applications of smart cities, e.g., transportation man-
agement, healthcare, and surveillance. These applications are discussed in terms of their
implementation strategies and requirements.
• We provide an in-depth overview of various machine learning algorithms that can be used
for big multimedia data management in terms of collection and processing.
• Finally, we highlight and discuss various research challenges that can be faced during big
multimedia data management in the smart city applications.
3 SMART CITIES AND MULTIMEDIA APPLICATIONS
In this section, we discuss three major applications of smart cities, i.e., transportation management,
healthcare, and surveillance. We also provide a discussion on various components used in these
applications.
3.1 Transport Management Systems
Transport management is one of the major applications of smart cities. It empowers its users to make
smart decisions for parking and driving based on the current statuses of transport in surrounding
areas. Various technologies, such as traffic signals at main junctions, vehicular navigation systems,
and Close-Circuit Television Cameras (CCTV), are used to help drivers in making smart decisions.
In these technologies, the CCTV is considered to be the most reliable one. It shows a live picture of
surrounding environments and volumes of traffic at certain places. The smart transport management
services are already implemented in various international cities, e.g., Boston [36], New York [39],
and Louisville [37]. An example scenario of the smart transport management system is shown in
Fig. 2.
As shown in the above figure, the data can be obtained from multiple road sensors, e.g., road-side
sensors and in-road sensors. Other smart technologies, e.g., embedded sensors in vehicles and video
cameras at major traffic junctions and streets, also provide data to manage the traffic. In the case of
road sensors, whenever a vehicle passes through a WSN, its presence and direction are detected
and determined and forwarded to a Traffic Management Controller (TMC). Based on the received
information from the WSN, the TMC can easily decide about on-peak and off-peak traffic hours and
estimate the total number of vehicles during specific traffic hours. While driving, many people use
their smartphones for playing music, making calls, and finding routes to destination. The presence
of smartphones in the vehicles can easily be detected when the vehicles pass through the WSNs
installed at various highways, streets, and city roads. The installedWSNs can use the built-in sensors
of smartphones to obtain the required information. Furthermore, the global positioning system can
also help in finding the locations of smartphones. Travel speed of a vehicle can be estimated using
the time and location information when the presence of a smartphone is detected for the first time
and the time when the same smartphone is detected again at a different geographical location.
Speed monitoring and surveillance cameras are usually installed on the top of poles at highways,
city roads, streets, and car parking to track speeds, entries, and exits of vehicles. These cameras
work 24/7 and continuously record and forward videos to the a centralized server. In practical
scenarios, the WSNs may be affected by various natural factors, e.g., bad weather and signal
interference. The multimedia data captured by roadside cameras are always considered reliable
and authentic. Furthermore, the cameras can record clearly and precisely at a very long range.
Unlike the traditional WSNs, few cameras are enough to cover a large geographical area at different
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Fig. 2. A smart traffic management system [59]
angles. If one camera is compromised due to some technical fault, another camera in a nearby
location can easily cover its area without any disruption in the recordings. If the recorded videos
are used properly, it can be helpful for the TMC to not only manage traffic at different geographical
locations, but also suggest drivers to take alternate routes by sharing recorded multimedia data in
the form of images and videos.
3.2 Healthcare Systems
Inexpensive and high quality healthcare services are very important in the smart cities. However,
in remote areas and towns, it is hard to find a medical facility that is available 24/7 with specialist
doctors and nurses. This challenge poses a need for a smart healthcare system. In the smart health-
care system, objects and technologies like wearable sensors and Information and Communication
Technologies (ICT), can help in providing necessary health services [7]. The smart healthcare
services are already implemented in the Saensuk in Thailand [19]. An example smart healthcare
system is depicted in Fig. 3.
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Fig. 3. A smart healthcare system [114]
As shown in the above figure, the smart healthcare systems also include rehab centers and remote
patient monitoring through emergency and community services. Hospitals in the smart healthcare
systems offer various services, e.g., virtual operating theaters and remote observations to handle
patients with different requirements. In the virtual operating theaters, a surgeon can perform a
delicate operation under the guidance of a team of experts from a remote hospital. The virtual
operating theaters can be used to train new medical staff and interns by sharing live and stored
videos of various operations. In the remote observation scenario, a patient can be at home and
need to be observed remotely. The remote observation assists a carer to deal with patients with
different medical conditions. Patients’ data can be shared with different hospitals through the ICT
and real-time decisions can be made by processing the shared data using various data analysis
techniques.
In the traditional healthcare systems, sensing devices are usually deployed close to patients or
attached with patients’ bodies to get various measurements, e.g., heart rates, body temperatures,
and muscle movements. In either case, the patients have to be within the range of sensing devices
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to provide accurate measurements. However, it is not easy to carry sensing devices everywhere.
Sometimes, the patients may not be comfortable in carrying the sensing devices with them every-
where. In this situation, an alternate option is to monitor activities and behaviors of patients using
smart multimedia systems. Processing the sensed data generated by traditional healthcare systems
and producing the final results of patients’ medical situations may be time-consuming processes.
Chances of errors in the generated results are also possible and cannot be ignored. On the other
hand, the multimedia systems can help remote doctors to quickly diagnose a patient’s symptoms
and they can suggest a quick medical aid to the carer of the patient in emergency situations. Later,
the doctors can get the final results from the processed sensed data and match with the multimedia
data to make final and accurate decisions.
3.3 Surveillance Systems
In the smart cities, the main goal is to improve the overall sustainability and efficiency of urban
areas through the ICT at low costs. In this context, surveillance is one of the major concerns
in the urban areas. The inhabitants of smart cities can be monitored using different ICT-based
technologies, e.g., global positioning systems based tracking and WSNs. The collected data can be
processed and analyzed by various government organizations to improve the lifestyle of inhabitants
of smart cities through better urban plannings and prevention of local crimes. The surveillance data
(multimedia and non-multimedia data) captured and forwarded by various technologies can be
used by government agencies to take necessary actions based on proactive and predictive policies
[100]. The smart surveillance systems have been implemented in various international cities, e.g.,
Santa Cruz, Barcelona, Amsterdam and Stockholm [105]. An example of implementing the smart
surveillance system in the smart cities is shown in Fig. 4. As shown in this figure, the security
cameras mounted at poles can provide views of different spots in the smart cities.
For a successful implementation of smart surveillance systems, various factors need to be
considered and documented. For example, within the smart cities, all public areas should be under
surveillance observations to protect the inhabitants and public assets. All shops and shopping malls
need to have CCTVs installed to monitor different activities. Other factors, such as installation,
mounting angles, coverage, resolution, maintenance, upgradation, and connectivity to the Internet
and back-end servers, also need to be considered.
The installation of smart surveillance systems at public places may also raise privacy issues.
People usually do not feel comfortable in observed environments. Their recordings can be used
for malicious purposes by third parties. Therefore, it is important to follow predefined standard
privacy and security policies before installing smart surveillance systems. The recorded videos
should be stored on secured servers. The transmission of recorded videos also needs to be protected.
The privacy and security policies enforce various laws when recorded videos are shared between
different organizations and agencies. Based on the importance and sensitivity of data, the recorded
videos can be stored for shorter or longer time periods.
4 MULTIMEDIA DATA COLLECTION PLATFORMS
In the smart city applications, the most important factor is how to collect and manage data to
meet different requirements. For data collection, various standards and quality aspects related
to the use of collected data need to be considered. The data collection standards define rules
about how to process similar data types. On the other hand, the data quality aspects define the
usefulness of collected data for targeted applications. The use of collected data focuses on whether
the collected data can be used by more than one application or not. In the smart cities, the data
collected from various resources may include multimedia and non-multimedia contents. Therefore,
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Fig. 4. A smart city with a security and surveillance system [23]
there is a need for a unified framework to support the collection and sharing of both multimedia
and non-multimedia data.
In the following subsections, we provide an overview of three major technologies that can be
used to collect data in the smart cities. These technologies can capture both multimedia and non-
multimedia data. As a result, they can be used in different smart city applications. However, each
technology has its own limitations. The benefits, challenges and limitations of these technologies
are summarized in Table 1. We also discuss various issues that need to be considered when using
these technologies in the smart city applications.
4.1 Wireless Multimedia Sensor Networks
In Wireless Multimedia Sensor Networks (WMSNs), the sensor nodes are able to capture and
process multimedia data through embedded components, e.g., cameras and microphones. These
sensor nodes are known as Multimedia Sensor Nodes (MSNs). The MSNs can capture, sense and
transmit both multimedia and non-multimedia data, simultaneously [1]. Due to this ability, the
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Table 1. Communication network benefits and challenges
MSNs generate huge volumes of multimedia and non-multimedia data traffic and require concurrent
access to network resources. The WMSNs are used in a wide variety of applications, e.g., military
and civil applications, and provide accurate data. These networks are low cost and easy to manage.
Based on the versatility feature in terms of data collection, the WMSNs can easily be deployed,
scaled, and used in many smart city applications, e.g., surveillance, automated assistance to elderly
people, industrial automation, and many more. However, due to the heterogeneous nature of MSNs,
the WMSNs may face various standardization issues, e.g., changes in protocols, operating systems,
applications, and hardware of devices. Furthermore, some devices may not be able to communicate
over a long range and may be restricted to specific applications. In this section, we provide a
discussion on the use of WMSNs in smart city applications.
For smart city applications, various types of sensors are suggested in the literature. However, our
focus is on the use of WMSNs in the smart cities. A survey on various applications and testbeds
of WMSNs in the smart cities was presented in [2]. In this survey, issues like controlling the
network environment and enhancing the network performance are discussed in detail. A survey
on multimedia streaming over WSNs was presented in [63]. In this survey, various technical issues
related to multimedia streaming over low-bandwidth networks are highlighted and discussed in
detail. A survey on recent developments in WMSNs was presented in [4]. This survey highlights
current trends and future directions that need to be considered when using WMSNs in different
applications. The surveys presented in [2, 4, 63] address a wide range of research challenges and
technical issues related to WMSNs’ deployment and can be helpful in improving the performance
of smart city applications.
A framework based onwireless visual sensor network was proposed for smart cities in [73]. In this
framework, mobile sinks are used to collect data from underlying sensor network to support various
smart city applications, e.g., surveillance and road safety. A framework based on mobile MSNs was
proposed in [3]. In this framework, mobile MSNs are used to deal with multi-hop communication
to support applications like intelligent transport systems. A joint active duty scheduling and
encoding rate allocation based framework was proposed for WMSNs in [101]. The main purpose of
this framework is to support different smart city applications to reduce energy consumption in
computationally complex tasks, e.g., video capturing, packetization, and transmission. A framework
based on virtual streaming was proposed in [116]. In this framework, the streaming is based on
the artificial fish-swarm technique, and is used to increase the coverage of WMSNs in the smart
transport systems. The frameworks proposed in [3, 73, 101, 116] use both fix and mobile nodes and
can be helpful in improving the performance of various smart city applications.
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4.2 Multimedia Ad-hoc Networks
Due to the availability of high bandwidth wireless technologies and low-cost mobile devices
with multimedia processing abilities, many popular real-time multimedia applications can now
be streamed over multi-hop networks. Few popular examples are online gaming, video con-
ferencing, mobile TV, peer-to-peer streaming, and video surveillance. The most popular and
common example of multi-hop networks is multimedia ad-hoc networks. These networks are
formed over multiple wireless technologies and consist of mobile devices. These networks are also
known as infrastructure-free networks due to frequently changing network topology. Due to their
infrastructure-free nature, they are easy to scale. Furthermore, due to the mobility of devices, the
nodes may be distributed at different geographical locations in a non-uniform style. Although they
are based on unreliable wireless channels and face issues like security, network congestion, and
resource contention, they are still popular due to their fault tolerance ability [98]. In this section,
we limit the discussion on the use of multimedia ad-hoc networks in the smart city applications.
A survey on technical challenges of using multimedia applications of smart cities on software-
defined vehicular ad-hoc networks was presented in [16]. In this survey, the impact of software-
defined networks over smart cities is discussed in detail. Another survey on multimedia streaming
over information-centric networks was presented in [58]. In this survey, most recent advancements
in the field of information-centric networking are highlighted as future research challenges for
smart city applications. A communication-oriented perspective of smart transport management
systems for smart cities was presented in [22]. In this survey, various networking technologies
are discussed to deal with traffic management problem using multimedia and non-multimedia
data. The concept of vehicular social networks in the context of Internet of vehicles to control
traffic mobility using social multimedia information was discussed in [69]. In this survey, existing
supporting communication technologies are discussed and various research challenges and open
issues are highlighted. The surveys presented in [16, 22, 58, 69] discuss various communication
technologies that can be used to support smart city applications. These surveys also highlight
various technical challenges that need to be considered when streaming multimedia data over
discussed communication technologies.
A priority enforced algorithm for multimedia transmission over wireless ad-hoc networks and
its applications in the smart cities was proposed in [20]. In this paper, the issue of long waiting
time to send a video frame on transmission links is addressed. The performance of scalable video
streaming using H.264 standard over ad-hoc networks in the smart cities was evaluated in [24].
In this paper, a cross-layer routing protocol is introduced to estimate the available bandwidth.
A combined framework to support video streaming and node authentication was proposed for
mobile ad-hoc networks in [95]. In this framework, optimal transmission links between authorized
nodes are selected to improve the quality of service. A scalable solution for unicast video streaming
over vehicular ad-hoc networks to support smart city applications was proposed in [78]. In this
paper, the problem of load balancing between relay nodes is targeted. A quality of service aware
hierarchical web caching scheme to support online video streaming applications over vehicular
ad-hoc networks in the smart cities was presented in [50]. In this paper, intelligent transport systems
and mobile multimedia applications are targeted in vehicular ad-hoc networks. An information-
centric multimedia streaming framework for vehicular ad-hoc networks was presented in [110]. In
this paper, issues like quality of experience and energy efficiency, in the smart city applications are
discussed in detail. A multimedia map-aware routing protocol to support video-reporting messages
over vehicular ad-hoc networks in the smart cities was proposed in [61]. In this paper, a smart
transport system was targeted to avoid the occurrence of road accidents. The approaches and
frameworks presented in [20, 24, 50, 61, 78, 95, 110] deal with different problems when multimedia
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data are streamed over communication networks. These aproaches and frameworks can be useful
to improve the overall quality of service of smart city applications.
4.3 Internet of Multimedia Things
Due to the popularity of multimedia applications in our daily lives, services like seamless integration,
cooperative sensing, connectivity, and autonomy, are required in the IoT framework. Furthermore,
popular applications of IoT, e.g., surveillance, healthcare, and transport management, generate
huge volumes of real-time multimedia data. The generated data need to be processed, transmitted,
fused, and analyzed in an efficient way to improve the performance of IoT applications. To deal
with these challenges, the concept of Internet-of-Multimedia-Things (IoMT) has been introduced
[43]. The IoMT framework consists of low-cost devices and applications that offer different services
like daily task automation and tracking of suspicious objects. The IoMT devices and applications
are able to deal with both multimedia and non-multimedia data, simultaneously [96]. The IoMT
framework is easy to scale, however, it may face various standardization issues, e.g., changes in
protocols, operating systems, applications, and hardware of devices. Furthermore, some devices
may not be able to transmit over a long range, and as a result, they may be restricted to specific
applications. In this section, we provide a discussion on the use of IoMT in smart city applications.
A survey on routing schemes and challenges in the WMSNs for IoMT applications was presented
in [86]. In this survey, the routing schemes are classified based on their design and optimization
objectives. A survey on the visions and challenges of IoMT was presented in [5]. In this survey,
various aspects of IoMT, such as multimedia sensing, addressing, cloud, and multi-agent systems,
are discussed. The concept of Internet of multimedia nano things was presented in [45]. In this
concept, various research challenges and future research trends of multimedia data processing
over nano-things are discussed. The surveys and concept presented in [5, 45, 86] highlight various
aspects of IoMT and can be useful to improve the performance of smart city applications.
Algorithms to maintain a balance between video coding and the received video quality when
maximizing the overall network lifetime in the WMSNs were proposed in [46, 97, 99]. These algo-
rithms aim to support various applications of IoMT. These algorithms are dynamic in nature and can
deal with channel transmission errors. A distributed algorithm to solve an inter-layer optimization
problem based on network coding to support multimedia multicast traffic in IoT applications was
proposed in [103]. This algorithm uses primal decomposition to provide global convergence and
stability. A compressed sensing-based security approach for smart video surveillance in the smart
cities was proposed in [67]. In this approach, the WMSNs are used as testbed to compute the
security processing overhead. A cross-layer routing approach for efficient video dissemination in
mobile multimedia applications of IoT was proposed in [80]. This approach relies on beaconless
routing and uses multiple metrics for routing decisions. A comparison between the performances
of various joint coding solutions based on application layer to support video transmission between
mobile devices in IoT applications was provided in [14, 92–94]. In this comparison, the quality
of video streaming is evaluated based on quality of experience. A quality-optimized multimedia
information gathering scheme for a WSN-based IoT framework was proposed in [113]. In this
scheme, power control and relay node selection strategies are jointly optimized. A routing scheme
to support multimedia data transmission in IoT was proposed in [33]. In this scheme, spanning
tree and shortest path routing algorithms are utilized to support multimedia data transmission.
An adaptive protocol for multimedia data transmission in the IoT environment was proposed
in [83]. This protocol is based on a real-time transport protocol and a real-time control proto-
col and focuses on wireless channel diversity and network status. The approaches presented in
[14, 33, 46, 67, 80, 83, 92–94, 97, 99, 103, 113] are very useful in improving the overall quality of
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service when streaming multimedia data over communication networks. These approaches can be
used by smart city applications to ensure a smooth end-to-end delivery of multimedia data.
4.4 Research Challenges in Data Collection
In Subsections 4.1,4.2,4.3, we have discussed various networking technologies and techniques that
can be used to collect multimedia data in IoT-related frameworks. In this section, we highlight
various issues that need to be considered when using these technologies and techniques to collect
multimedia data in the smart cities.
4.4.1 Management and Coordination Issues. Each technology uses a different technique to collect
data. For their deployment in the smart cities, it is very important for technologies to be synchronized
and coordinated. Proper synchronization and coordination help in making smart decisions in real-
time. For example, in the smart surveillance and transport systems, different technologies can be
combined together to track suspicious objects. The suspicious objects can be human beings or
vehicles. Visual sensors and cameras are mainly deployed on main roads, junctions, and highways.
Small streets are usually uncovered. In this scenario, technologies like wireless networks, can
be used to track suspicious objects. However, without proper coordination and synchronization
between organizations controlling wireless networks, laws may be violated and suspicious objects
may not be tracked well. As a result, serious public safety issues may occur.
4.4.2 Data Integrity and Quality Issues. Smart city applications generate huge volumes of data.
In the case of multimedia data, facts like quality and integrity of the generated data, need to be
ensured by various technologies. The technologies should be well-scaled and able to identify useful
data quickly in order to minimize the redundancy in the generated data. For example, in the smart
surveillance systems, cameras generate multimedia data 24/7. The generated multimedia data are
huge in volumes when captured through high-resolution colored cameras. However, it is possible
that in some areas, no suspicious activity may happen for several hours or days. In this case, the
captured multimedia data are redundant and need not to be processed. On the other hand, if any
suspicious activity happens, the cameras should be able to identify and immediately respond to
the back-end servers for quick actions. In this situation, if the quality and integrity of captured
multimedia data are compromised, some serious incidents may happen.
Another example is the smart transport systems where the quality and integrity of generated
data play important roles in optimizing the traffic flows in different areas of the smart cities. A
timely management of data and quick response help in making life of the inhabitants of smart
cities easier by managing traffic at peak hours. Drivers can report traffic situations and jams at
places where smart cameras are not deployed. Drivers can also suggest about alternate routes, thus
helping other drivers by informing them current situations of traffic at different places in the smart
cities.
4.4.3 Computing Platform Issues. Data processing requirements vary from one application to
another in the smart cities. Data collection and management organizations need to decide whether
the collected data should be processed locally or sent to nominated cloud platforms. This decision
depends on various factors, e.g., nature of applications, time deadlines to make decisions, and pro-
cessing capabilities of local computing platforms. For example, in the smart transport management
systems, the collected data can be processed locally for an immediate action to control the traffic
and signals at various locations. On the other hand, the data generated from smart surveillance and
healthcare systems need to be sent to the cloud platforms. This data are always huge in volumes
and need to be shared with other organizations dealing with public safety and healthcare.
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5 MULTIMEDIA DATA PROCESSING
Multimedia data collected from various smart city technologies and applications are always het-
erogeneous in nature and bulk in volumes. It becomes a challenging task to process such big data
in real-time and extract meaningful information [29, 54, 71]. In this section, we discuss how the
collected multimedia data can be processed efficiently using representation learning, deep learning,
and data analytics algorithms.
5.1 Data Processing Using Representation Learning Algorithms
The concept of representation learning was motivated by the concept of classification in the
field of machine learning. The classification often requires input that are mathematically and
computationally convenient to process. However, themultimedia data do not contain algorithmically
defined features set. The best way to discover the required features from multimedia data is through
representations and examinations without relying on explicit algorithms and techniques. In the
representation learning domain, various algorithms are developed and used to infer patterns from
collected multimedia data. The inferred patterns can later be used by computer programs to adjust
actions accordingly. In general, the representation learning algorithms are classified into three
major categories, i.e., supervised, unsupervised and multilayer/deep architectures [31, 52, 64]. In the
supervised learning category, a training dataset is required to make a final decision. For example, an
initial input and an expected output are always provided in the supervised learning algorithms. The
algorithms infer patterns from provided datasets and apply the same inferred patterns on newly
provided input and output datasets. In the unsupervised learning category, the algorithms work
without a labeled training dataset. The algorithms need to find hidden patterns in the provided
data without any instructions and guidance. In the multilayer/deep architectures, the algorithms
are inspired by human neurological systems and stack multiple layers of learning nodes. These
architectures are based on distributed representations. Multiple interactions based on different
factors are performed between different levels to generate the observed data. Each intermediate
layer generates an output that can be viewed as a representation of the original data. The output of
each level is used as an input for next levels to produce a new representation, i.e., the original data
are the input of the first level and final representation of features is the output of the last level.
5.1.1 Representation Learning Algorithms. Each category, i.e., supervised, unsupervised and deep
architecture, consists of multiple representation learning algorithms. In this section, we discuss
literature on supervised and unsupervised algorithms only. The algorithms in the deep architecture
category are discussed in Section 5.2. The supervised learning category consists of supervised
dictionary learning and supervised neural networks. The unsupervised learning algorithms category
consists of k-means clustering, principal component analysis, local linear embedding, independent
component analysis, and unsupervised dictionary learning. In the following subsections, we discuss
these algorithms in detail.
Supervised Dictionary Learning. In the dictionary learning based approaches, a set/dictionary
of representative elements is developed from input data. The input data are represented as a
weighted sum of representative elements to minimize the average representation errors. In the case
of multimedia data, the Supervised Dictionary Learning (SDL) algorithms exploit the structures of
input multimedia data and labels of dictionary elements to formulate the minimization problem
with minimum classification errors. In literature, there exist surveys that discuss various SDL
algorithms along with their architecture and performances from different perspectives. For example,
surveys on SDL algorithms was presented in [30]. In this survey, different learning algorithms are
explained, analyzed and evaluated based on various performance metrics. Based on features, the SDL
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algorithms are distributed into four categories, i.e., reconstructive approach, generative approach,
discriminative approach, and multiclass extension [57]. In each category, the SDL algorithms follow
different mathematical models for learning, preventing overfitting, and minimizing the overall cost.
Supervised Neural Networks. Supervised Neural Networks (SNNs) are just like simple neural
networks with a supervised feature [34]. The SNNs consist of multiple layers with interconnected
nodes. The SNNs comprise of multiple edges eachwith an associated weight. Multiple computational
rules are defined in each SNN to pass input data from input to output layers. The relationship
between input and output layers is defined through a network function which is parameterized by
some weights. Various learning tasks can easily be performed if network functions are properly
defined. A most common example of multilayer SNNs is Siamese networks [11].
k-means Clustering. In the k-means clustering approach, the input is distributed into k clusters
in a way that each member of the input belongs to the cluster with the closest mean [28]. This
algorithm is usually used to distribute unlabeled sets of inputs into multiple clusters. The centroid of
formed clusters are used to produce features of unlabeled data. There are different ways to generate
the features out of which the most simple one is based on the addition of k binary features [17]. It
is also believed that some variants of k-means clustering algorithm are similar to sparse coding
algorithms [18]. Furthermore, it is noted that the k-means clustering algorithm can outperform
autoencoders and restricted Boltzmann machines in certain tasks, e.g., image classification. It can
also be used in the natural language processing domain for named-entity recognition and can
perform better than the Brown clustering algorithm [91].
Principal Component Analysis. The Principal Component Analysis (PCA) is used to reduce
the dimension of input data [107]. For an unlabeled set of n input data vectors, the PCA generates
m right singular vectors where the dimension ofm is much smaller than the dimension of the input
data. The generatedm vectors correspond to a data matrix of large singular values. The generated
m singular vectors are called feature vectors that are learned from the input data. These feature
vectors are used to represent the directions along which the input data has the largest variations.
The PCA is a linear feature learning approach and them vectors are generated through simple
iterative algorithms. The PCA has several limitations. For example, it is based on an assumption that
the directions with large variance are the most important ones which may not be true. Secondly,
the PCA exploits only the first and second-order moments of input data which may not well
characterize data distribution. Thirdly, the PCA can reduce the dimensions only if the input data
vectors are correlated which may not be true in most cases.
Local Linear Embedding. The Local Linear Embedding (LLE) is a nonlinear learning approach
[81]. It is used to generate low-dimensional representations from unlabeled high-dimensions input
data. There are two major steps in the LLE approach. In the first step, each input data point
is reconstructed from weighted sums of k nearest neighbor data points. The optimal weights
are computed by minimizing the average squared reconstruction error. In the second step, the
dimensions of input data are reduced by minimizing the representation error through optimized
weights computed in the first step. In the first step, the weights are optimized with fixed data. On
the other hand, the lower-dimensional points are optimized with fixed weights in the second step.
Unlike the PCA, the LLE is a powerful and useful approach to exploit underlying data structures.
Independent Component Analysis. The Independent Component Analysis (ICA) technique
is used to form data representations through weighted sums of independent non-Gaussian com-
ponents [35]. The independent Gaussian components are found by maximizing the statistical
independence of estimated components. There are two broadest definitions of independence for
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ICA, i.e., minimization of mutual information and maximization of non-Gaussianity. In the mini-
mization of mutual information type, maximum entropy is used to measure the components. On
the other hand, the maximization of non-Gaussianity type uses negentropy to achieve the target.
The ICA algorithms use techniques like centering, whitening, and dimensionality reduction, as
preprocessing steps to reduce the complexity of a problem. There are many practical applications
of the ICA algorithms, e.g., blind signal separation, face recognition, prediction of stock market
prices, and analysis of EEG data.
Unsupervised Dictionary Learning. The Unsupervised Dictionary Learning (UDL) algorithms
do not utilize labels and rely on the exploitation of structures of input multimedia data. Sparse
coding is a well-known example of the UDL algorithms [112]. A survey on UDL algorithms was
presented in [104]. In this survey, different UDL algorithms are explained, analyzed and evaluated
based on various performance metrics. The UDL algorithms are used for different purposes, e.g.,
signal reconstruction and classification [108]. A major difference between SDL and UDL algorithms
is overcompleteness, i.e., the learned dictionaries in the SDL category have more elements than the
signal dimensions [56]. Stochastic gradient descent algorithms are well-suited to UDL category if
their learning rate is well tuned [55].
5.1.2 Computing Platforms for Representation Learning. Big multimedia data are streaming from
different sources over the Internet, such as WMSNs, ad hoc networks, and IoMT. There are many
companies, such as IBM, Google, Microsoft and Amazon, that help their clients to process big
multimedia and non-multimedia data using an Application Programming Interface (API). These
APIs are based on various representation learning algorithms and help developers to create and
develop applications in an easy way. These APIs abstract complexities involved in implementing
representation learning models and allow developers to focus on manipulating data and designing,
experimenting and delivering of results. These APIs also help developers to integrate various
representation learning algorithms for real-time smart city applications without worrying about
scaling and implementation issues. In this section, we discuss five different computing platforms
fromwell-known global organizations. These platforms make use of various representation learning
algorithms and also help programmers to develop new ones. Examples include IBM Watson API,
Microsoft Azure Machine Learning API, Google Prediction API, Amazon Machine Learning API,
and BigML API. A comparison between these computing platforms is summarized in Table 2.
IBM Watson API. The IBM Watson API offers a cognitive service to simplify the process of
data preparation and analysis. It also offers various visual tools to display analysis results. It is a
public API and available for public use through IBM’s Bluemix cloud service platform [38]. The
developers can use these APIs to develop applications, services and products with cognitive skills
for various smart city applications. There are more than 25 APIs powered by 50 technologies under
the IBM Watson platform. Some desirable features offered by the IBM Watson API are listed below.
• Machine translation service to interpret text in different language pairs
• Finding popularity of a specific word or phrase with predetermined audience using message
resonance
• Providing answers to questions triggered by primary document resources
• Predicting social characteristics of someone from a given text
By using these features, audio data collected from various sensors or extracted from videos can
be converted into simple text and analyzed for various purposes.
MicrosoftAzure API. TheMicrosoft Azure API helps data scientists to quickly analyze their data
and skip the time-consuming process of developing complex representation learning models. By
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Support for computed
result evaluation Advanced Advanced Advanced No support Advanced
Support for
parameter tunning Advanced Advanced Basic Basic Advanced
Table 2. Supported features of different computing platforms
using this API, the data scientists can analyze multimedia data collected from smart city applications
and predict various abnormal events in different scenarios using predictive models. This API offers
representation learning abilities and is available in different Microsoft products, such as Xbox and
Bing [62]. There are many features offered by this API. Some of them are listed below.
• It allows data scientists to create a customized and configurable model to train and predict
tasks based on their own R language code.
• It allows data scientists to include Python language scripts using different Python libraries,
e.g., SciPy, Pandas and NumPy. Other popular Python tools, e.g., iPython Notebook and
Visual Studio-based tools, are also supported by this API.
• It allows data scientists to train petabyte of data using PCA or support vector machines to
predict malicious behaviors in video data captured through surveillance cameras.
• It supports other data processing platforms, such as Hadoop and Spark, to process huge
volumes of big multimedia and non-multimedia data.
By using these features, the multimedia data collected from various smart city applications can
be processed quickly to make real-time decisions.
Google Prediction API. The Google Prediction API helps its users to process big multimedia
data and generate results for real-time applications. This API is a cloud computing based facility
and can be utilized in many applications, e.g., behavior analysis, spam detection, classification of
data, and prediction of certain events [25]. This API uses classifiers to predict results and allows its
users to crunch big multimedia data with little programming and machine learning knowledge. The
multimedia data need to be uploaded to the Google cloud storage. This API reads the uploaded data
using the BigQuery. This API has been used in many smart applications. Two popular examples
are listed below.
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• Ford is a company that designs and sells vehicles. Ford is using this API in its research
laboratories to facilitate customers in improving their driving skills. This API helps drivers
to map their daily-routine routes. Once the route and location information are saved, the API
helps vehicles to determine automatically where the driver wants to drive based on previous
driving knowledge at a specific time on a particular day of a week. This API also monitors
the behaviors of drivers during driving using various sensors.
• Pondera Solutions is a USA-based company to detect frauds. This company uses advanced
machine learning algorithms on cloud platforms to address various government issues, such
as fraud, abuse and waste in different public sectors. For machine learning computations, the
Pondera Solutions uses the Google Prediction API.
If properly utilized, this API can be used to analyze multimedia data collected from various
technologies to monitor citizens’ behaviors in different situations and can be helpful in various
smart city applications, e.g., transportation management, surveillance and healthcare.
Amazon API. The Amazon API is another popular facility to simplify the process of predictions.
It abstracts the processes of model building, data filtering, and statistical analysis [6]. The Amazon
machine learning model deals with prediction problems only. The speed of processing big multime-
dia data depends on the ratio of prediction error. The Amazon API offers visualization tools to its
users to get a better insight of the processed data. This API has certain restrictions in terms of user
interface and representation learning algorithms. However, it is still user-friendly and easy to use.
This API can be utilized in a wide variety of applications. Some of them are summarized below.
• It helps data analysts in finding genre of songs by analyzing features of signal levels.
• To recognize human actions and activities from multimedia and non-multimedia data. In the
case of non-multimedia data, geo-location information can be utilized to approximate users’
activities.
• It helps to analyze payments in the first week in any shopping center to predict whether the
users will pay using cash or by card.
• It helps to detect fake users and identities by analyzing web activities.
From above use cases, it is clear that this API can be used to analyze data and predict events.
The accuracy of prediction depends on the amount of provided data. Hence, this API can be used
in many smart city applications, e.g., surveillance, transportation management, and healthcare.
BigML. The BigML is a user-friendly API for representation learning developers and is based on
decision trees. It makes predictive analytics tasks easy and understandable for its users. It offers
features like understanding business requirements and analysis reports. There are three main
modes in this API, i.e., RESTful API, Web Interface, and Command Line Interface, among which the
Web Interface is the most popular one [13]. This API offers many useful features to data analysts
for making smart decisions in real-time. Some well-known examples are listed below.
• It helps in dealing complex forms of multimedia data collected from various resources, finding
relationships between different attributes of input data, and predicting about features of
similar objects so that a user can efficiently utilize specific objects rather than using all
objects.
• It helps its users to create predictive models based on some past examples and the same input
dataset. The predictive models can be designed in a way that various data instances can be
processed in batches to save computational time and perform accurate analysis.
• It offers a remote access facility so that once the predictive model is developed, it can be
accessed remotely via a Command Line Interface.
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From above examples, it can clearly be seen that this API offers many useful features and can
support various forms of data. Due to its versatility in terms of data support, it can be used to process
multimedia and non-multimedia data collected from various resources in the smart cities. However,
the accuracy of predictions depends on the amount of provided data. Once the predictive model is
developed, it can be accessed remotely via a Command Line Interface to perform batch processing
tasks for various organizations and agencies dealing with different smart city applications.
5.2 Data Processing Using Deep Learning
Although multilayer/deep learning is considered as a part of the representation learning paradigm,
we discuss deep learning algorithms and computational platforms separately in this section due to
their increasing importance in academia and research domains and smart city applications.
5.2.1 Deep Learning Algorithms. Deep learning algorithms are unique and suitable for a diverse
range of applications. They are based on multiple layers of non-linear processing units. The layers
usually include artificial neural networks. The non-linear units work in a cascading style and are
used to extract features and perform transformations. The non-linear processing units can work in
a supervised or an unsupervised manner. The deep learning algorithms learn from multiple levels
of representations corresponding to different levels of abstraction.
In practice, there are various machine learning models in the deep learning domain. Examples
include deep convolutional networks [88], deep belief networks [53], restricted Boltzmannmachines
[66], contractive autoencoders [68, 79], and long short term memory networks [32]. These models
are briefly discussed in the following subsections.
Deep Convolutional Network. The Deep Convolutional Networks (DCNs), also known as a
feed-forward artificial neural networks, are mainly used to analyze visual imagery. They use a
variation of multi-level perceptrons to minimize the preprocessing overhead. The DCNs consist of
multiple layers including input, output and hidden layers. The hidden layers can be convolutional,
pooling or fully connected. In the convolutional type, a convolution operation is applied to input
data and results are forwarded to the next layer in sequence. In the pooling type, the output of
neuron clusters at one layer can be combined into a single neuron in the next layer in sequence. In
the fully connected type, every neuron of one layer is connected to every neuron in the next layer. A
network of this type is similar to traditional multi-layer perceptron neural network. The DCNs can
be used in many useful applications, such as image recognition, video analysis, natural language
processing, drug discovery, and checker games. Due to their applications in the multimedia domain,
they can be applied to multimedia data generated by many applications of smart cities.
Deep Belief Network. The Deep Belief Networks (DBNs) are generative graphical models and
composed of multiple layers with hidden units. The layers can be connected to each other, however,
there is no connection between the hidden units in each layer. The DBNs can be viewed as a simple
unsupervised network where the hidden units of one layer serve as visible layers for other layers.
In this composition, a layer-by-layer unsupervised training procedure becomes very fast and layers
can be utilized to detect different features of objects. For classification, the DBNs can be trained with
a suitable supervision. There are many applications of DBNs in real-life, such as drug discovery
and electroencephalography. Due to the feasibility of DBNs for medical applications, they can be
applied to smart healthcare and chemical industries in the smart cities.
Restricted Boltzman Machine. The Restricted Boltzman Machines (RBMs) are based on gener-
ative stochastic artificial neural networks and learns from probability distribution over the set of
inputs. Training of the RBMs can be supervised or unsupervised. The RBMs have many technical
applications, such as modeling, learning of features, collaborative filtering, and dimension reduction.
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Neurons in the RBMs form bipartite graphs. These graphs consists of visible and hidden nodes.
These nodes may or may not have a connection between them. By default, hidden and visible units
are based on binary values. A DBN can be constructed by stacking an RBM and a fine-tuned deep
network together. Due to their popularity, the RBMs can be utilized to process big multimedia data
generated by many smart city applications and learn various features to predict certain events.
Contractive AutoEncoders. The Contractive AutoEncoders (CAEs) belong to a family of au-
toencoders and is designed to make learned representations robust towards small changes around
training examples. To achieve this robustness, the CAEs apply different penalties on learned rep-
resentations. The CAEs are very similar to denoising autoencoders in terms of robustness. The
denoising autoencoders achieve the robustness in the reconstruction phase while the CAEs achieve
it during the encoding phase. Due to the encoding phase operation, the CAEs perform better than
the denoising autoencoders when dealing with classification problems. Another major difference
between these two encoders is the way of achieving robustness. In the denoising autoencoders,
the robustness is achieved by adding the noise in the input data. On the other hand, the CAEs
achieve robustness analytically by applying penalties on learned representations. The CAEs can be
used in many applications, such as data clustering, reduction of dimensions, prediction of specific
structures, and anomaly detection. When applied to the collected multimedia data, the CAEs can
be used to make smart decisions in real-time with small variations in the input data.
Long Short Term Memory Network. The Long Short Term Memory (LSTM) network is based
on a recurrent neural network architecture. During arbitrary intervals in the training process,
the LSTM network remembers values and does not modify those values as the learning process
proceeds. It also allows forward and backward connections between neurons. It can easily process
and predict time series events apart from variable duration between important time events. Due to
its successful applications in text compression and recognition, the LSTM network is adopted by
many well-known companies, such as Google, Apple and Microsoft, in their fundamental products.
The LSTM network usually consists of multiple LSTM units which can further be distributed into
multiple LSTM blocks to facilitate parallel processing. The LSTM block may contain more than one
LSTM unit. Each LSTM block has multiple gates to control the flow of information. There are many
applications of the LSTM network, e.g., robotics, time-series prediction, speech recognition, music
composition, handwriting detection, human action recognition, protein homology detection, and
prediction of subcellular localization of proteins. Due to its usage in a wide variety of applications,
the LSTM network can be used in many smart city applications, such as smart healthcare, smart
surveillance, and chemical industry.
5.2.2 Computing Platforms for Deep Learning. In the field of deep learning, many software products
are introduced in the market to facilitate deep learning developers. These products offer different
facilities and can support multiple baseline platforms, i.e., operating systems. Most of them are
open-source and can be used with popular programming languages, e.g., Python, C++, R and Matlab.
A comparison between multiple deep learning computing platforms is summarized in Table 3.
5.3 Data Processing Using Data Analytics
In the field of data analytics, input datasets are examined to draw conclusion about the information
contained in the input datasets [118]. Data analytics techniques are widely used in business
and research industries to make informed decisions and verify theories and scientific models,
respectively. The data analytics techniques can be classified as quantitative or qualitative [72].
In the quantitative category, numerical data are analyzed based on quantifiable variables. The
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qualitative category is more interpretive and focuses on the contents of non-numerical data, e.g.,
texts, images, audio and videos.
5.3.1 Data Analytics Algorithms. Data analytics projects consist of multiple phases, i.e., pre-
processing, visualization, correlation, regression, forecasting, classification, and clustering [82]. In
each phase, different techniques are applied to input data to extract the required information. From
representation learning perspective, last two phases, i.e., classification and clustering, are the most
important ones. The representation learning techniques are applied in these phases to produce
final outputs. Remaining phases are mostly used to filter input data so that the classification and
clustering phases can produce accurate outputs. In this section, we mainly focus on classification
and clustering phases and highlight algorithms used in them.
Classification. The classification is considered as a supervised learning phase where labeled
data are used to classify various data objects. The performance of a classifier is assessed by various
indicators that are used in pairs. In smart city applications, the classification of data plays an
important role. Multimedia and non-multimedia data collected from different resources are always
huge in volumes and the classification can help in reducing the processing overhead. Due to the
shortage of computing and storage resources, there must be some techniques to find redundancy
in the collected data. The classification techniques can help in finding the redundant data that need
to be discarded. In this section, we discuss various classifiers along with their applications. Some
well-known classifiers are support vector machine, Bayesian classifier, k-nearest neighbor, linear
discriminant analysis [41], learning vector quantization [48], and regression trees [15].
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Support Vector Machine The Support Vector Machine (SVM), also known as a support vector
network, is based on supervised learning models and is used to analyze data for regression and
classification purposes. During a training process, a set of training examples is provided to an SVM
learning model where the training examples are classified to one of the two classes and make the
SVM learning model a non-probabilistic binary linear classifier. Along with linear classification,
the SVM can also perform a non-linear classification using kernel tricks. The supervised learning is
not possible with non-labeled data. Therefore, when input data are not labeled, an unsupervised
algorithm is applied to form data groups before the SVM is applied. This algorithm is known as
Support Vector Clustering (SVC) [9]. The SVM and SVC are used in many industrial applications
where either the data are not labeled properly or some of the data are labeled. These techniques
can be applied in many real-life applications, e.g., text and hypertext categorization, classification
of images, handwriting detection, and biomedical applications.
Bayesian Classifier The Bayesian classifier is a simple probabilistic classifier based on a well-
known Bayes’ theorem with naive assumptions to classify data using various features. The Bayesian
classifier is highly scalable and requires linear parameters in learning problems. The Bayesian
model is used to assign class labels to various data features. The assigned labels are drawn from a
set of finite values. Unlike other classification algorithms, the Bayesian classifier involves multiple
algorithms with common principles. Despite of oversimplified assumptions, the Bayesian classifier
has successfully been used to solve complex real-world problems. There are many applications
of this classifier, e.g., text retrieval, text categorization, activity recognition, image and video
classification, and medical diagnosis.
k-Nearest Neighbors Classifier The k-Nearest Neighbors (k-NN) is a non-parametric method
and is used in regression and classification problems. In both cases, the input consists of k-closest
training examples in the feature space. However, the output depends on whether the k-NN is
used for regression or classification. The k-NN is an instance-based learning technique where
the classification function is approximated locally and the computations are deferred until the
classification is done. For both regression and classification, different weights are assigned to
neighbors based on their contributions so that the nearest neighbors should contribute more on
average as compared to the others. The neighbors are picked from well-known classes and can
be considered as training samples. In the case of big multimedia data, the data may be redundant
and may need to be transformed into a reduced form to lower the computational overhead. This
transformation can be performed using various features. This procedure is known as feature
extraction. The feature extraction can efficiently be performed by thek-NN algorithm. Awell-known
example of the k-NN is face recognition where different facial features are used to identify facial
images. There are many practical applications of the k-NN, e.g., text mining, weather forecasting,
financial modeling, stock exchange, and healthcare.
Linear Discriminant Analysis The Linear Discriminant Analysis (LDA) is a machine learning
technique used for classification of objects and events. The successful classification outcomes can
later be used as linear classifiers for further classifications. Default implementation of an LDA
technique requires all data samples be known in advance. However, there may be situations where
the input data are provided as streams. In this situation, it depends on the feature extraction
capability of the LDA technique to observe data streams without running actual classification
algorithm. There are many practical applications of the LDA technique, e.g., bankruptcy prediction,
face recognition, marketing and finance, earth science, and biomedical studies.
Learning Vector Quantization The Learning Vector Quantization (LVQ) is a prototype-based
supervised classification algorithm. Sometimes, it is considered as a special case of an artificial
neural network. Due to its prototype-based nature, it is easy for experts to use in various application
domains and can be applied to multi-class classifications. Initially, the choice of an appropriate value
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for training and classification purposeswas amajor issue. However, in recent times, many techniques
have been developed to compute a parameterized distance measure during a training process [47].
The LVQ can be used in many practical applications, e.g., classification of text documents, speech
recognition, robotics, automated synthesis of digital systems, and data compression.
Regression Trees The regression trees are based on decision trees that take continuous values
in the targeted variables. The regression trees-based learning is one of the predictive modeling
approaches used in the representation learning domain to classify various objects. In the regression
trees, the main goal is to create a model to predict values of a targeted variable based on multiple
input variables. In the decision trees, each node is labeled with input and selected features belong to
finite discrete domains. In the regression trees, the learning process can be performed by splitting
trees recursively into multiple subsets based on an attribute value test. The recursion stops when
the subset on a node has the same values of a targeted variable or further splitting adds on
unique values to predict. In the data mining domain, the regression trees are used for providing
description, categorization and generalization of given datasets. The decision and regression trees
have been applied in many real-life applications, e.g., agriculture, astronomy, control systems,
financial analysis, biomedical engineering, object recognition, power stability predictions in power
systems, and remote sensing.
Clustering. The clustering is a method of identifying similar groups of data in a dataset. Entities
within one data group share similar properties. The clustering is an unsupervised representation
learning approach. However, it can be used to improve the performance of supervised representation
learning algorithms by dividing datasets into clusters with proper labels as independent variables
[42]. The clustering domain can broadly be classified into two sub-domains, i.e., soft and hard
clustering. In the soft clustering, instead of assigning each data point to a cluster, a probability
value is assigned to data points to indicate their possible relationships with one of the defined
data clusters. In the hard clustering, instead of assigning a probabilistic value, the data points are
assigned to one of the defined data clusters.
The task of clustering is subjective in nature and there are many techniques to achieve this task.
Each technique follows a different set of rules to define similarity between data points. In literature,
there exist many clustering algorithms. However, the most popular ones are connectivity models
[44], centroid models [26], distribution models [111], and density models [49]. Each of these models
follow different strategies to form data clusters. The connectivity models are based on the fact that
data points in close proximity share similar attributes as compared to those that are lying further
away. The hierarchical clustering algorithm and its variant belong to this category. The centroid
models are based on iterative algorithms and the similarity of data points is found by closeness of
data points to the center of a data cluster. The k-means clustering is a popular algorithm in this
category. The distribution models are based on the fact that how probable all data points within the
same cluster belong to the same distribution. Popular expectation-maximization algorithm belongs
to this category. In the density models, data space is searched to estimate varied densities of data
points, isolate multiple density regions, and assign data points to isolated regions within the same
clusters. OPTICS and DBSCAN are popular examples in this category.
The clustering has a number of practical applications and can be applied to various scientific
and technical domains. Some of the most popular applications of clustering are recommendation
engines in websites, market segmentation, social network analysis, grouping of search results,
medical imaging, image segmentation, and anomaly detection.
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5.4 Research Challenges in Data Processing
In Subsections 5.1,5.2,5.3, we have discussed different machine learning techniques to process big
multimedia and non-multimedia data generated by various data sources in an IoT environment.
However, each technique has its own limitations. In this section, we discuss various issues that
need to be considered when using these techniques to process multimedia data produced by smart
city applications.
5.4.1 Data Processing Issues. Multimedia data generated by smart city applications are always
huge in volumes and heterogeneous in nature. Due to the heterogeneous nature and large size,
it becomes critical for data processing platforms to process the generated data in real-time. For
example, during some important public events or ceremonies in a smart city, the transportation
management system needs to process huge volumes of data to efficiently manage traffic at different
places. Smart cameras installed at major routes produce big multimedia data. Multimedia sensor
nodes deployed at different streets report vehicles and people movements. To estimate total number
of people visiting a smart city for a particular event, social sites can also be monitored. To track
movements of pedestrians, wireless and mobile networks can also be utilized. If data collected
from all these resources are properly handled and processed, the smart transportation management
systems can efficiently manage the traffic loads in the smart cities, the smart surveillance systems
can ensure proper security measures, and the smart healthcare systems can alert medical staff for
emergency situations.
5.4.2 Learning Issues. In the case of supervised learning techniques in the representation learning,
deep learning, and data analytics domains, the availability of labeled data is a challenging task.
Multimedia and non-multimedia data collected from different resources in the smart cities are
always unlabeled and it costs a lot to label such big and heterogeneous data. Furthermore, it
is important to select right data and performance metrics for training. A wrong decision can
lead to a performance degradation. In these situations, the only implementable solution is to use
semi-supervised learning techniques that can take benefits from labeled and unlabeled data by
utilizing features of supervised and unsupervised learning techniques. For example, in public events
mentioned in above subsection, the data are collected from heterogeneous data sources and are a
combination of both labeled and unlabeled data. The smart transportation management system may
find hidden factors from a combination of labeled and unlabeled data by applying semi-supervised
learning techniques. However, the main challenge is to select right learning techniques to perform
semi-supervised learning and computing platforms to process data in real-time. Similar cases may
be found in other smart city applications, e.g., smart surveillance and smart healthcare systems.
5.4.3 Dependency Issues. It is very important for smart city applications to determine data depen-
dency before processing the collected data. Some data sections may be dependent on critical factors,
such as time and location. Ignoring such factors may lead to bad decisions in critical situations like
natural disasters and medical emergencies. For example, in smart medical emergency systems, two
factors, i.e., time and location, play important roles. Data processing platforms need to be updated
from time-to-time by data collecting sources to keep medical staff well-aware of medical situations.
Moreover, the locations of patients need to be reported so that an initial medical treatment can be
suggested to the attendants of patients or a person in a nearby location of patients. In the case of
an incident where an attendant of a patient does not have sufficient medical knowledge, various
symptoms on a patient’s body need to be reported to make an exact approximation. When data
processing platforms are able to identify such dependencies, emergency medical staff can quickly
and accurately respond to the situation.
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5.4.4 Deployment Issues. For data processing platforms, two most important factors are quality
and interpretation of meaningful information. These factors are difficult to achieve when collected
data are huge and heterogeneous. To address the data quality, an information management system
needs to be deployed before data processing systems start processing the collected data. Due
to limited processing capabilities, data collection technologies cannot guarantee the quality of
collected multimedia data. Therefore, there is a need to maintain the quality of collected multimedia
data in the smart cities. The interpretation of meaningful information obtained from collected
multimedia data depends on data representation techniques. If data representation techniques
can efficiently summarize and present the processed data, it becomes easy for decision-making
organizations to understand the interpreted results and take proper actions. If the processed data are
represented in a hierarchical format where data with similar attributes are presented in one group,
it becomes easy to analyze and understand. For example, in the smart transportation management
system, if the processed data are interpreted in a meaningless way, it can affect decisions of
transportation management authorities and can result in an unsatisfactory performance causing
traffic management problems.
6 CONCLUSION
The main goal of a smart city is to improve the lifestyle of its inhabitants by providing them a
sustainable environment at low costs. Realizing the concept of a smart city deployment requires
an understanding of various components, e.g., data collection and processing. In this survey, we
have discussed the concept of smart cities from the perspective of multimedia data and have
discussed various data collection technologies, data processing techniques and platforms. Data
collection technologies are dependent on various industry standards to support the connectivity of
heterogeneous devices, systems and applications. Various data processing techniques and platforms
are implemented to process huge multimedia data, reduce volumes of redundant data, and extract
meaningful information. Throughout this survey, we have highlighted benefits and limitations
of various data collection and processing techniques, presented in the literature. Although there
are many valuable surveys on the concept of smart cities, the use of representation learning, deep
learning and data analytics techniques and platforms to process multimedia data in the smart cities
has not been highlighted yet. The research challenges point out that there exist many open research
areas in the smart cities and need to be focused and solved by efficiently utilizing the representation
learning, deep learning, and data analytics techniques and platforms to process and manage the
generated multimedia data.
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