Recent studies examining the feedback consistency effect have been criticized for poor item selection (Peereman, Content, & Bonin, 1998) . In the present study, an experiment was run with a new set of items, in which feedback consistency was manipulated at a phoneme-grapheme level. The results suggested that participants responded faster to feedback-consistent words than to feedback-inconsistent words. This was despite the feedback-consistent and feedback-inconsistent word groups' being matched on many other dimensions, including word frequency and subjective orthographic frequency. These results may differ from those of previous studies, since previous studies in English have measured feedback consistency at the rime-body level.
The type of interactivitythat exists between different representational levels of cognitive models provides an important constraint on the type of behavior that they can predict. Both the speech recognition model of Norris, McQueen, and Cutler (2000) and the speech production model of Levelt, Roelofs, and Meyer (1999) have no top-down interactivity between different representationallevels; in these two models, activationflows in a strictly bottom-up feedforward manner. The authors of both models made strong claims against the need to add top-down interactivitybetween representations, given current evidence. Norris et al. argued further that there is no evidence for any top-down interactivity between representations in word reading. This claim contrasts with the computationalimplementation of the word reading model of Coltheart, Rastle, Perry, Langdon, and Ziegler (2001) , in which cascaded activation flows in both bottom-up and top-down directions among different representational levels of the model.
Contrary to Norris et al.'s (2000) claims, the feedback consistency effect (e.g., Stone, Vanhoy, & Van Orden, 1997; Ziegler & Ferrand, 1998; Ziegler, Montant,& Jacobs, 1997) has been used as evidence to suggest that the word recognition system is highly interactive, with activation flowing not only from orthography to phonology, but also from phonology to orthography. Studies examining this effect have demonstrated that people respond to words whose rimes can be spelled in many ways more slowly than they do to words whose rimes can be spelled in only one way. It has been hypothesizedthat this is because words with rimes that can be spelled in many ways (i.e., feedback-inconsistent words) cause activationto feed back from phonologyto multiple orthographic patterns, whereas words with rimes that can be spelled in only one way cause activation to feed back from phonology to only one orthographic pattern. In addition when activation feeds back to orthographic patterns that differ from the word being responded to, the speed at which the correct activation can build up is slowed, owing to incorrect orthographic patterns' having an inhibitory effect on the correct pattern. This inhibitoryeffect causes people's responses to be slower.
Recently, some of the results thought to support the feedback consistency effect have been criticized by Peereman, Content, and Bonin (1998) , who argued that the words used as stimuli may have been confounded on either subjective orthographic frequency or word frequency. More specifically, Peereman et al. noted that when participants were asked to judge how frequently printed words occurred (subjective orthographic familiarity), the two treatment conditions in Ziegler et al.'s (1997) stimulus set differed on that measure. When a set of words was chosen that was not confounded on that variable and run in a similar experiment, Peereman et al. found no effect of feedback consistency. In addition, Peereman et al. suggested that Stone et al.'s (1997) stimuli may have been confounded on word frequency if measured using the CELEX (Baayen, Piepenbrock, & van Rijn, 1993) versus the KuÏ cera and Francis (1967) database. Norris et al. (2000) offered an additional criticism of the feedback consistency effect in general. They argued that feedback-inconsistentwords tend to have lower bodyrime frequencies than feedback-consistent words do. That is, the number of times that a given body-rime relationship occurs tends to be less for feedback-inconsistent than for feedback-consistent words. Norris et al. argued that since this factor could be important in predicting reaction times, it could provide an alternative explanation of Stone et al.'s (1997) data.
One reason why previous feedback consistency results may have been difficult to obtain in English is that all stud-ies examining the effect at a subsyllabiclevel have used the rime-body relationship to calculate feedback consistency. 1 At least in English, this may not provide the strongest manipulation, for two reasons.
First, when spelling, people tend to use spelling-sound and sound-spellingcorrespondencesthat are based on small (i.e., grapheme-phoneme and phoneme-grapheme) rather than large sized relationships (which is not to say they do not use large-sized relationships). This can be seen in the study of Perry, Ziegler, and Coltheart (2002a) , who found that people typically spelled nonwords by using phonemegrapheme correspondences, rather than larger rime-body correspondences. Thus it appears that when spelling, people tend to use smallunits.Therefore, a stronger manipulation of feedback consistency might be possible using smallsized rather than rime-body sized relationships.
Second, at least in English, vowels tend to be much more inconsistent than the rimes in which they are embedded. In the analysis of Perry, Ziegler, and Coltheart (2002b) , for instance, where counts for all phonemegrapheme relationships were obtained, there were 10 different spellings for the /eI/ vowel (e.g., raid ), and that vowel was not unusual. This contrasts with most rimes, which typically have fewer spellings.
A further observation in support of the possibility that the feedback consistency effect might be stronger at a phoneme-grapheme level rather than a rime-body level is that in Stone et al.'s (1997) study, when the reaction times of feedforward-inconsistent words that were also feedback inconsistent were compared with those of feedforwardconsistent words that were feedback inconsistent, no additive effect of feedforward consistency was found. One explanation for this is that if feedback consistency effects occur at a phoneme-grapheme level, this means that words that appear to be feedforward inconsistent but feedback consistent are really also feedback inconsistent. The reason is as follows. If a correspondence is feedforward inconsistent at a grapheme-phoneme level, it will tend to be highly feedback inconsistent at that level. For example, the vowel in the word rasp is feedforward inconsistent at a grapheme-phoneme level but feedback consistent at a rime-body level. However, at a phoneme-grapheme level, the /A:/®a relationship occurs much less frequently than /A:/®ar (the most common relationship that occurs with the /A:/ phoneme). This means that the vowel in the word gasp is more feedback inconsistent than the vowel in the word harm. Note that the actual measurement of feedback consistency depends on how the phoneme-grapheme relationships are calculated, and this calculation can differ depending on different assumptions that are made (e.g., Perry et al., 2002b) . For most correspondences, however, the level of consistency remains very similar, independent of different assumptions that are made.
Since feedback consistency may be measured at a number of levels (Stone et al., 1997) , and since the rime-body level may not provide the strongest manipulation, in the present study we examined the effect of feedback consistency at a phoneme-grapheme level. Three groups of words were constructed:a feedforward-consistent group that contained a vowel that was the most common spelling of that vowel (C-C); a feedforward consistent group that contained a vowel correspondence that was not the most common spelling for that vowel (C-I); and a feedforward irregular vowel group that therefore contained a vowel that was not the most common spelling (I-I). The use of these three groups was intended to reveal whether there would be an effect of feedback consistency at the phonemegrapheme level (C-C vs. C-I) and feedforward irregularity with feedback consistency controlled (C-I vs. I-I).
METHOD Participants
Thirty-six students from a 1st-year psychology course at Macquarie University participated in the experiment in return for course credit. Twenty participated in the lexical decision task. Sixteen gave subjective orthographic frequency judgments for the word set used.
Procedure
The participants were seated 50 cm in front of an IBM-compatible computer. They were given verbal instructions about the task, which was lexical decision. They were specifically asked to respond as quickly and as accurately as possible to each stimulus, but to try not to make too many errors. Ten filler items were presented before the 150 experimental trials. The order of the experimental trials was randomized for each participant. Each experimental trial began with a 1,000-msec presentation of a fixation mark ("*") centered in the middle of the screen. After the 1,000-msec had elapsed, the marker was replaced by the experimental stimulus. The experimental stimulus then remained on the screen until the participant had responded with either the "a" (nonword) or the ";" (word) key.
The stimuli were presented using the Inquisit experimental psychology package in lowercase 14-point Courier font. Reaction times were measured between the onset of the stimulus and the participant's response.
Stimuli
Three groups of 25 words were used. Across the three groups, the following variables were balanced (i.e., an F test across the three groups had a p value greater than .1) : orthographic neighbors, higher frequency neighbors, body neighbors, frequency, subjective orthographic frequency, and orthographic length. In addition, to try to reduce any variance caused by the feedback consistency of initial consonants, triplets across each group were matched on the first letter and consonant phoneme. Feedback consistency of the vowel (i.e., phoneme-grapheme contingency) was determined from the database of Perry et al. (2002b) , as was grapheme-phoneme vowel correspondence frequency. In that study, counts for all phonemegrapheme relationships were calculated from the entire set of monosyllabic words in the CELEX database, using a number of different possible phoneme-grapheme segmentations. The different segmentations were then correlated with results from a word spelling task and further examined in a nonword spelling experiment. The results from the phoneme-grapheme segmentation counts most predictive of human performance are used here. In this study, the -ea grapheme was not used in the feedback-consistent group, since, according to the statistics of Perry et al. (2002b) , -ee and -ea graphemes have very similar frequency counts, thus making words with those spellings relatively feedback inconsistent in comparison with words using more dominant graphemes. High and low phoneme-grapheme contingency were operationalized so that high meant the most common spelling for a given vowel phoneme and low meant any other spelling. The individual items appear in the Appendix. A further 75 nonwords that did not share any orthographic bodies with the words were also used. They had an average of 4.29 letters, 6.61 body neighbors, and 5.41 orthographic neighbors. None were pseudohomophones, and none contained bigrams that did not exist.
Subjective Orthographic Frequency Ratings
Subjective orthographic frequency ratings were collected in the study by asking participants to write down a rating from 1 to 7 for each of the 75 words, with 1 being extremely infrequent and 7 being extremely frequent. The participants were asked specifically to write down how often they thought the words occurred in printed and not spoken form. In addition, although there were no time constraints, participants were asked not to take too long on each word. The words themselves were printed on a sheet of paper with a box next to them where the rating could be written. A description of the rating system appeared at the top of the sheet. Word order was randomized for each booklet.
Results
Only word responses were analyzed, since the nonword results were not of theoretical interest. For all participants, incorrect responses were removed from the reaction time analysis.This accountedfor 7.07% of the data. Similarly, for each participant, responses that had latencies 3.0 standard deviations above or below the individual grand mean were considered errors and removed from the analysis. This accounted for 2.07% of the total number of responses. Mean response latencies and error rates are summarized in Table 1. Individual items and individual item characteristics appear in the Appendix.
An analysis of variance (ANOVA) performed on the subjective frequency ratings showed that they were unlikely to be confounded with any other factors, for there were no significant differences between any of the individual groups either by participants or by items (all ps . .1). This variable was therefore not considered further.
An ANOVA performed on the reaction times of the three different groups was significant by participants [F 1 (2,38) Since it has been argued that feedback consistency is a continuousrather than a dichotomousmeasure (e.g., Stone et al., 1997) , it might be more appropriate to use a regression analysis of the data, rather than a factorial analysis. Therefore, the data were analyzed further by correlating the vowel contingency value of each word (i.e., a continuous feedback consistency measure, calculated for each vowel spelling by dividing the number of times a given vowel spelling occurs with the number of times all spellings of that vowel occur) with the reaction time and error data. The results showed that there was a significant negative correlation between vowel contingency and reaction time (r 5 2.25, p , .05), and a similar correlation between vowel contingency and error rate (r 5 2.23, p , .05). These two correlations suggest that words with lower vowel contingencies had slower response latencies and produced more errors.
Norris et al. Analysis
One potential problem with the interpretation of the results of this experiment is that they may not have been due to feedback consistency, but rather to the frequency of the spelling-sound correspondence (i.e., the frequency at which a given vowel spelling-sound correspondence occurs; see Norris et al., 2000) . As can be seen from the mean statistics reported in the Appendix, the stimuli of this experiment were confounded on this measure across groups. However, it is possible to examinethe question by (1) choosing items from the C-I and C-C groups and using a factorial approach, and (2) using a correlational approach with the entire dataset.
In terms of the factorial approach, a set of items was selected that was balancedon the frequency of the vowel correspondences. This was done by removing high vowel correspondence frequency items from the C-C group (all items with a vowel correspondence frequency larger than 300), and low vowel correspondence frequency items from the C-I group (all items with a vowel correspondence frequency less than 100). This left two sets of items (13 items in the C-C group, and 12 items in the C-I group) that were not significantly different (all ps . .1) on any of the measures initially balanced in the data set and were also not significantlydifferent on vowel correspondencefrequency. The absolute magnitude of the feedback consistency effect was slightly larger than that for the entire data set (70.08 msec), although because of the smaller number of items, the effect just failed to reach significance by items in the reaction time analysis [RTs, t 1 (19) To examine the effect of vowel correspondencefrequency in terms of a correlational analysis, all of the items in the data set were used. The results showed that the frequency of the vowel correspondence was not significantly correlated with either reaction time (r 5 2.13, p . .05) or error rate (r 5 2.10, p . .05).
Overall, the results of this experiment show that a feedback consistency effect, at least at the phoneme-grapheme level, can be found in a normal lexical decision task. This result occurred despite the fact that many other factors, including subjectiveorthographicfrequency, were controlled. Furthermore, when an analysis of a potentially confounding factor (vowel correspondence frequency) was performed, the results showed that the feedback consistency effect still existed once that factor was controlled, and that no significanteffects of the confoundingfactor could be found. Interestingly, even thougha feedback consistency effect was found, no effect of feedforward regularity was found.
DISCUSSION
The feedback consistency effect suggests that, when one is reading, there is much interactivity between orthography and phonology. Two of the studies that have reported a feedback consistency effect have been criticized for not being replicable once subjective orthographic frequency and CELEX frequency have been accounted for (Peereman et al., 1998), however.
In the experiment reported here, a feedback consistency effect was found even with a number of variables, including those under dispute in previous studies, controlled. It therefore provides an existence refutation of the claim that feedback consistency effects do not exist or are too small to be found in lexical decision tasks.
One reason why this study may have yielded a result different from those found previously was that instead of manipulating feedback consistency at a body-rime level, it was manipulated at a phoneme-grapheme level. This was done because a manipulation at a rime-body level may be weaker than a manipulation at a vowel level. One reason for this is that it is possible to get a more extreme comparison at a phoneme-grapheme level than at a rimebody level, since the difference between common and uncommon grapheme spellingsis often much more than common and uncommon body spellings.
Furthermore, when the results were analyzed with the potentially confounded vowel grapheme-phoneme frequency factor excluded, essentially the same results were found. No significanteffects of vowel grapheme-phoneme frequency were found, however. Note that this is not the only evidence suggesting that feedback consistency is the cause of slower responses, rather than grapheme-phoneme frequency. In a commentary by Coltheart and Coltheart (1997) on the work of Van Orden, Johnston, and Hale (1988) , it was noted that the distributionof errors made by participants in a semantic classification task was not homogeneous. Rather, a number of items seemed to produce extremely high error rates. This was particularly so for the EE/EA correspondence (e.g., SHEAP/SHEEP). According to the database of Perry et al. (2002b) , such a correspondence is of very high frequency, but also very feedback inconsistent.
The phoneme-grapheme explanation also provides one possible explanation of why Stone et al. (1997) found no effect of feedback consistency on words that were feedforward inconsistent. The reason for this is that, when measured at a phoneme-grapheme level, words that have irregular grapheme-phoneme translations are typically very feedback inconsistent. Thus what was considered to be feedback consistent by Stone et al. was actually also feedback inconsistent at a phoneme-grapheme level. Thus, if the strongest manipulation of subsyllabic sized feedback effects in English is at the phoneme-grapheme level-and this study shows it does provide a strong manipulation-then Stone et al. may have been comparing an inhibitory effect of feedback consistency in both groups, thus making differences harder to find.
One aspect of the data that might make the interpretation of the results given here seem problematicis that as in many other lexical decision studies, no effect of feedforward regularity was found (see Berent, 1998 , for a review). If this null effect is interpreted as reflecting the absence of phonology in the experiment, it is difficult to see how a feedback consistency effect could have been obtained. However, counter to this interpretation,Berent has argued that the regularity effect is only one marker of the generationof phonology in lexical decision tasks, and therefore that the failure to find a regularity effect does not necessarily preclude the possibility that phonology is generated and used. In support of this argument, Berent showed that an effect of phonologicalpriming could be found in a lexical decision task, despite a null effect of regularity's being found. She argued that such a result shows that phonology is used in lexical decision tasks, and that the reason that no regularity effect was found was that the regularity effect arises only late in the time course of the generation of phonology.
Overall, these results add to others that suggest there is strong interactivity between phonology and orthography during reading. Feedback consistency effects have now been found at a subsyllabic level (this study), at a wholeword level (Pexman & Lupker, 1999; Ziegler, Jacobs, & Klüppel, 2001) , and in semantics (Hino & Lupker, 1996) . Together, these results support the possibility that feedback effects are representative of a general principle of the reading system. .0 Note-C-I, feedforward consistent feedback inconsistent; I-I, feedforward irregular feedback inconsistent; C-C, feedforward consistent feedback consistent; N, orthographic neighbors; HFN, higher frequency orthographic neighbors; Freq, CELEX frequency; BN, body neighbors; Len, word length; Con ratio, consistency ratio; PGC, phoneme-grapheme contingency; GPC Count, grapheme-phoneme count; Fam, Subjective orthographic familiarity; RTs, reaction times; %E, percent error.
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