ABSTRACT It has been widely accepted that a hysteretic system can be controlled by combining inverse compensation with feedback. Among the strategies to identify hysteretic systems, data-driven models have been received great attention due to its flexibility and ability to online and adaptive estimation. Nevertheless, less attention has been paid to determine its inversion, which is essential to use such models in control applications. The novelty of this paper is twofold. First, we propose a method to obtain analytically the inverse compensation of a hysteretic system modeled by a Nonlinear Auto-Regressive Model with eXougenous input (NARX) representation with a bounding structure. Second, this paper presents an adapted nonautonomous electronic circuit with rate-independent hysteresis and linear dynamics, which is used as a benchmark to test the proposed methodology. The experimental results have shown the efficiency of the proposed technique.
I. INTRODUCTION
Hysteresis is a severely nonlinear behavior commonly found in electromagnetic devices, sensors, semiconductors, biomedical, and economic systems, which have memory effects between quasi-static input and output [1] - [3] . It is not uncommon to be an arduous task representing hysteretic systems using physics-based models [4] . More often than not, physics-based models are excessively complex for practical applications involving system characterization, identification or control which require a high level of precision and performance [5] - [7] .
A generic framework for controlling hysteretic systems is to use inverse compensation with feedback [8] . The hysteretic effect is canceled employing an inverse for the model, which allows the control of the resulted linear system by, for example, a classic PID control. Hysteresis models can be rate-dependent or rate-independent, concerning the The associate editor coordinating the review of this manuscript and approving it for publication was Feiqi Deng. characteristics of the input. The readers are referred to [9] - [12] for more detailed procedures regarding the identification of rate-dependent hysteresis. On the other hand, since fully rate-independent models can describe many processes very well, such as construction structures [13] , suspension systems [14] , and slab track systems [15] , several representations have been employed in last years aiming to methodically describe rate-independent hysteresis behaviors, e.g., neural networks [16] - [18] , NARX polynomial [19] , [20] , phenomenological models [21] , fuzzy logic [22] and Bayesian inference [23] . Among the strategies to identify hysteretic systems, data-driven models have been received significant attention due to its flexibility and ability to online and adaptive estimation. In this regard, a computationally efficient method capable of building interpretable models to be effortlessly applied in an inverse compensation and control scenario of symmetric or asymmetric hysteretic loops is still a challenging task.
In particular, a viable alternative for mathematical representation of a hysteretic behavior is the polynomial NARX (Nonlinear Auto-Regressive Model with eXougenous input) [24] , [25] . A great effort has been undertaken to search for more accurate and practical models, as can be seen in [26] - [31] . Martins and Aguirre [20] presented an essential step in the actual use of polynomial models. The authors have developed sufficient conditions to reproduce rate-independent hysteresis in identified polynomial NARX.
Despite a considerable amount of research in system identification for hysteretic systems, there remains a need for techniques to determine its inversion, which is essential to use such models in control applications. Some works have been devoted to developing an inverse dynamic, as done by the authors in [32] , [33] . However, these works have used black-box identification. Here we have developed an analytical inverse for an identified polynomial NARX. The novelty of this paper is twofold. First, we propose a method to obtain analytically the inverse compensation of a hysteretic system modeled by a NARX representation with a bounding structure. The bounding structure is employed to compensate for the hysteresis phenomenon to make possible the application of linear control techniques in an experimental scenario. Second, this paper presents a nonautonomous electronic circuit, adapted from [37] and [38] , but now reproducing rateindependent hysteresis and linear dynamics, which is used as a benchmark to test the proposed methodology. The proposed circuit can be a simple experimental platform to test modeling and control techniques for systems with hysteresis. The proposed circuit is based roughly by RLC circuit and an operational amplifier to produce the hysteretic behavior. The experimental results have shown the potential of the bounding structure to linearize the hysteretic system using a unit-delayed polynomial NARX.
The remainder of this paper is organized as follows. Section II present some definitions. The electronic circuit with hysteresis that has been designed to test the control strategy Section III. The identification procedure applied to the circuit and the hysteresis compensation through the inverse model are also presented in Section III. The results are discussed in Section IV. Section V concludes the study and provides perspectives of future research.
II. BACKGROUND
Before presenting the method and the results, let us introduce a set of definitions and preliminary concepts to a better understanding of this manuscript. This section also presents a brief problem statement for controlling a hysteretic system.
A. PROBLEM STATEMENT
In this section, the problem statement is introduced. One can describe the hysteresis nonlinearity as [34] :
where v(t) is the input, y(t) is the output, x(t) is the reference and H stands for the hysteresis operator. The error is given by e(t) = y(t) − x(t). The general aim is to find a control system FIGURE 1. Problem statement. Given a hysteretic system, we aim to show a control system to reduce the error to zero. In our approach, the control system is composed of two parts: a linear controller and an inverse compensation.
such as e(t) → 0 as t → t c , where t c should be as less as possible. The problem statement is summarized in Fig. 1 . The design of a control strategy for nonlinear systems with hysteretic behavior is not an easy task. An alternative is to find a compensation function that linearizes the nonlinearity of the system. After this task, the problem relies upon a standard design control, and a PID approach may solve it. [20] ): Let x t be a continuous-time loading-unloading quasi-static signal applied to a continuous-time system and y t is the system output. H t (ω) denotes a closed loop in the x t -y t plane, which shape depends on ω. If the system presents hysteretic nonlinearity, then H t (ω) is denoted as:
B. PRELIMINARIES

Definition 1 (Hysteresis Loops in Continuous Time
where
The time interval given by t i ≤ t ≤ t m and t m ≤ t ≤ t f correspond to the regime when x t is loading and unloading, respectively. H t (ω) + stands for the part of the loop formed in the x t -y t plane, while t i ≤ t ≤ t m (when x t is loading) whereas H t (ω) − is the part of the loop formed in the x t − y t plane for t m ≤ t ≤ t f (when x t is unloading), as shown in Figure 2 .
Remark 2: This work considers the concept of rateindependent hysteresis (RIH). This definition excludes, for example, any memory effect of the viscous type, such as those represented by temporal convolution. Common hysteretic phenomena as in ferromagnetic or elastic materials may not be purely rated independent since viscous-like effects attach to the hysteresis. However, the rate independent component prevails [36] .
Definition 3 (PolynomialNARX [24] ): Polynomial NARX is a mathematical model based on difference equations and used to describe linear and nonlinear phenomena. The polynomial NARX relates the current output as a function of past inputs and outputs, mathematically described as:
where n y , n x , are the maximum lags for the system output and input respectively; x k is the system input and y k is the system output at discrete time k ∈ N; e k stands for uncertainties and possible noise at discrete time k. F is a polynomial function of input and output regressors with nonlinearity degree ∈ N. VOLUME 7, 2019 FIGURE 2. Example of a hysteresis curve according to a loading-unloading input signal.
Remark 4:
The model (3) can be expanded as a summation of terms with nonlinearity degree in the range [1 ] where each (p + m)th term can contain a factor of order pth in y and mth in x, multiplied by a constant parameter c p,m (τ 1 , . . . , τ m ), as follows [20] :
In this case, if the summation presented in (4) refers to factors in y, the upper limit is n y otherwise, if it refers to factors in x it will be n x . In steady-state it is reasonable to consider y = y k−τ , ∀ τ = 1, . . . , n y and x = x k−τ , ∀ τ = 1, . . . , n x . In this way (4) can be rewritten as : Let H t (ω) be the system hysteresis. H = lim ω→0 H t (ω) is defined as the bounding structure that delimits the system hysteresis loop H t (ω).
Lemma 7 (RIH in Polynomial NARX [20] ): Consider a polynomial NARX excited by a loading-unloading quasistatic signal. If the model has one real and stable equilibrium point whose location depends on input and loading/unloading regime, then the polynomial exhibits a RIH hysteresis loop H t (ω) in the x-y plane. The proof of this Lemma is in [20] .
III. BOUNDING STRUCTURE FOR IDENTIFICATION AND CONTROL OF AN ELECTRONIC CIRCUIT WITH HYSTERESIS
The method used to identify and to control the hysteretic system based on the bounding structure of a polynomial NARX [20] is detailed. However, first, the proposed electronic circuit with hysteresis is presented.
A. DYNAMIC CIRCUIT WITH HYSTERESIS
Based on the works of [37] and [38] , an experimental electronic circuit with hysteresis has been used for identification and control as depicted in Figure 3 . Although the basic structure of the circuit uses the same principle established on above-cited works, in order to reproduce low frequencies rate-independent hysteresis the input frequency range and parameters were adjusted. Additionally, to cascade a new dynamic behavior, the circuit structure is extended. Two conditions can explain the occurrence of hysteresis in this type of circuit: i) it has a non-monotonous non-linear static DC conduction point; ii) it has an energy storage element that accommodates fast energy transfers. The topologies of the operational amplifiers used, which have characteristics of negative resistance, reaches the first condition. Hence, hysteresis occurs by controlling the characteristic of the nonmonotonous non-linear conduction point using the input variable of the amplifier, resulting in multiple values of the output variable with discontinuous jumps characteristics. These discontinuities result from a fast energy transfer process. Using the energy storage elements in order to control voltage and current characteristics (capacitor and inductor, respectively) ensure the condition (ii) for the occurrence of hysteresis.
Circuit parameters are given in Table 1 . One should notice that simply modifying the input resistance R 1 changes the shape of the hysteresis loop. In this sense, the proposed system can reproduce different hysteretic behavior. Besides, a dynamical behavior is cascaded to the hysteresis phenomenon by a second order RLC circuit. identification purpose and the control input for the hysteretic system. A white Gaussian noise sequence filtered by a low pass Blackman-Harris FIR filter with 6Hz cutoff frequency has been used as an input signal to excite the electronic circuit with hysteresis. The sample rate is 800 Hz. Figure 4 shows the setup composed by the DAQ device and the custom-built electronic circuit.
A sufficient condition for hysteresis in the polynomial NARX is the existence of a multi-function of the first input difference φ( x k ) in the model structure. In this way, φ( x k ) is the first model regressor. Delays higher than one are excluded from the structure selection procedure, because they significantly decrease the model performance when representing hysteresis [17] , [19] . The model structure that can represent the system behavior is developed checking the influence of each term cluster and its respective coefficients on the bounding structure H. Given the a priori knowledge of the hysteresis loop the set of term clusters that approximates the hysteretic behavior is chosen to build the final model. Since the linear-in-the-parameter model (3) can be generically represented in the compact matrix form
where is a vector of some combinations of the regressors and the vector of parameters, the parameters are estimated using the Least Squares (LS) method by minimizing the residual sum of squares , given by:
y.
The performance of the model is quantified by the normalized RMSE (Root Mean Squared Error) in a specific data set. The normalized RMSE can be expressed by:
whereŷ(k) the model output andȳ the mean of the measured output y(k).
C. HYSTERESIS COMPENSATION USING THE BOUNDING STRUCTURE H
The modeling and compensation based on NARX model are advantageous since the NARX methodology allows for the inclusion of lagged terms and interactions between them resulting in uncomplicated, interpretable and efficient models which parameters can be estimated to fit the main aspects of a particular hysteresis loop. Also, the NARX representation with a bounding structure allows the model to describe VOLUME 7, 2019 different symmetric, asymmetric, and saturated input-output hysteresis behaviors. The bounding structure H allows the data-driven identification of a polynomial NARX model with sufficient conditions to represent hysteresis. In this respect, to achieve the compensation of the nonlinear phenomenon, the inverse of the polynomial NARX is developed.
In this context, an inverse model for the system described by (3) can be defined as
where n y , n x , are the maximum lags of the output and input, respectively and G [·] is the nonlinear function. By isolating the input regressor x of the obtained polynomial NARX, the hysteresis compensation law is achieved, which is based on the current reference to be tracked ( [20] :
where the output y k is the hysteretic force, the inputs x 1 k and x 2 k are the input voltage and velocity and x 3 k = sign(x 2 k ), represents the sign of the velocity. Thus, model (10) can be rewritten as:
Isolating x 1 in (11) and considering y k = y ref k the compensation input is described as:
Due to the simplicity of the polynomial NARX and the ability of the bounding structure H to reproduce the system hysteresis, the inverse model can be used for hysteresis compensation. Once the inverse polynomial NARX (9) linearizes the system, linear control techniques can manage the desired performance for the closed-loop system. In this study, a second-order transfer function approximates the dynamics of the compensated system, and a PID controller is used to control the system dynamics as depicted in Figure 5 .
IV. RESULTS
In this Section, the bounding structure of a polynomial NARX has been applied to compensate hysteresis in an electronic circuit. First, the identified model is obtained from empirical data. Afterward, it is shown why the obtained model reproduces hysteresis and the operation region where hysteresis occurs. The identified model is used to compensate the hysteresis and, to conclude, a PID controller is tuned based on the compensated system. The experimental results are presented and discussed at the end of this section.
A. IDENTIFIED POLYNOMIAL AND BOUNDING STRUCTURE H ANALYSIS
Using the presented approach, the obtained model structure is composed by the term clusters y , x 1 , x 2 , x 3 , x 3 y , x 3 x 2 y , where y is the system output, x 1 is the input signal, x 2 is the multi-valued function of the input signal φ(
) and x 3 is the sign of the output φ( y k ) = sign(y k − y k−1 ). As presented in Section III, a unit-delayed regressor of each cluster have been used to compose the hysteresis model. The identified model is given by the following polynomial: Figure 6a depicts the free run simulation of the model identified from experimental data. As can be observed, the model performance is satisfactory when representing the system dynamics. Figure 6b presents the polynomial hysteresis loops contrasted with the hysteresis from the electronic circuit. The computed RMSE for this model using the validation data set is 0.1263. As introduced in the preliminary concepts, model (13) yields hysteresis if at least one asymptotically stable equilibrium point depends on the input loading-unloading regime. During the loading and unloading regime, φ( x k ) = sign( x k ) will be a constantφ whose value will depend on x k . To verify the equilibria local stability a steady-state analysis can be performed as:
, loading;
where y = 0.3790, x 1 = 0.2721, x 3 = 0.4874, φ = 0.2166, yx 3 = −0.0574 and yφx 3 = −0.2749. The local stability condition for these equilibria are −1 < y + yx 3 x 3 + yφx 3 x 2 x 3 < 1. Rearranging the values of y , yx 3 e yφx 3 yields:
1.3790 -0.0574-0.2749x 2 < -x 3 < -0.6210 -0.0574-0.2749x 2 .
Under loading regime (x 2 = 1), the stability condition is reached under −1.8687 < x 3 < 4.1498. Since data are normalized, this condition indicates that the equilibria are locally stable under the region of interest. For unloading regime, the equilibria remain for −6.3402 < x 3 < 2.8551 adopting an analogous analysis. Because the identified model satisfies these conditions, it produces hysteresis. 
B. HYSTERESIS COMPENSATION
According to Section III-C, in order to compensate hysteresis, model (13) can be rewritten as:
As can be seen in (16) , it is known that x 1 k depends on sign( x 1 k ). Since it is a function of the same variable at the same sample time k, it is not possible to obtain the value of x 1 k . To overcome this limitation, we take in this paper sign(
The reference y ref serves as the input of the compensated system to check the hysteresis compensation. In this regard, Figure 7a depicts the system original hysteresis and Figure 7b shows its compensation.
Once the hysteresis compensation linearizes the system, any linear controller can be associated to improve the control system. In this work, a PID controller is the selected technique. Two cases have been investigated to tune the parameters: i) the parameters are adjusted heuristically. ii) a second-order transfer function, identified from the compensated system, is used to tune the PID parameters, composing the entire control system presented in Figure 5 . The following section summarizes the results. applied in a non-compensated scenario ( Figure 8b ). As can be observed, the performance without the use of the inverse model to compensate the hysteresis is not satisfactory, since there is a delay in the system response and considerable error in steady state. This response can be explained due to the reference signal is operating in a transition band of the hysteresis loop.
D. PID CONTROLLER TUNED BY SOFTWARE
The second-order transfer function identified from data of the linearized system is defined by:
The identified second-order model was validated using the normalized RMSE presented by Equation (8), presenting 0.0390 as a computed value. After the linearized system identification, the PID Tuner tool from Matlab was used to tune the controller. Figure 9 present the closed-loop control system using software-based tuning for PID parameters. Table 2 summarizes the results obtained both by using heuristic or software-based tuning. In this respect, the improvement is evident because of the use of the bounding structure H in the system control process as an analytical hysteresis compensation tool. Table 2 reports that the output converges to the reference signal under PID control combined with bounding structure H. Moreover, the PID controller generates a faster response when tuned by software than the heuristic tuning method, as also expected.
Additionally, in order to demonstrate the performance of the proposed control strategy, two reference signals with more complex characteristics were applied, respectively: a sinusoidal signal with DC offset, 2 + 2sin(4π t), and a sine wave with both amplitude and frequency varying, 4sin(1π t)+ 1.2sin(4πt) + 1.5sin(8πt) + 0.8sin(6π t). For the former case the PID parameters are K p = 3.58, K i = 0.44, and K d = 6.05; for the latter case the PID parameters are K p = 4.33, K i = 0.78, and K d = 7.89. Fig. 10 depicts the system output regarding the aforementioned reference inputs. As can be seen in Fig. 10(b) and (d) , the hysteresis could be properly suppressed in both cases using the bounding structure H when the reference signal is composed by more complex signals. The experimental results demonstrate the good tracking performance of the proposed method, being the RMSE = 0.01 for the first complex signal and RMSE = 0.04 for the second one.
V. CONCLUSION
This paper has presented an analytical method to obtain the inverse compensation for control of a hysteretic system. There is no difficulty in obtaining the inverse compensation as the model of a hysteretic system is based on a NARX model and a bounding structure H first introduced in [20] .
We have also implemented an electronic circuit which has been used to acquire real data with rate-independent hysteresis. All the classic steps of system identification have been applied to obtain a model with a bounding structure, which allows modeling with a good agreement with the hysteretic properties. After that, the inverse compensation has been calculated to allow the control design for a linearized plant. In this respect, a PID controller has been implemented in a physical system with hysteresis associated with the inverse model of the hysteresis loop. The parameters of the controller have been adjusted using the PID Tuner tool from a transfer function model of the system. Besides, a heuristic tuning of the controller has been performed for purposes of comparison with a control approach without compensation using the inverse model.
The performance of the obtained model can be evaluated in an experimental scenario of hysteresis compensation using the inverse model, whose objective is to compensate the hysteretic nonlinearities using an anticipatory architecture. Since the structural complexity of the NARX models is small, it is possible to obtain the inverse model in a significantly simpler way than in phenomenological models. Also, it is crucial to emphasize that the inverse model is essential for satisfactory performance in the control of the system. As can be observed, the control of the system without compensation has not achieved convincing results.
Future research will address the direct identification of the inverse hysteresis model for application in anticipatory control; depth analysis of the influence of term clusters on the formation of the bounding structure H, making it possible to obtain an even simpler form of the model. Finally, ratedependent hysteresis will be discussed to shed new light onto system identification and control of hysteretic systems using polynomial NARX.
