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Background: Quality is an important aspect of the conduct of sample surveys, but 
often the need for timely results, generated within a specified budget, can become 
the overriding imperative. When sample surveys are considered from a quality 
perspective two major dimensions need to be considered; measurement and 
representativeness. In ongoing data collections there is a third dimension; the 
impact dimension that includes timeliness, sensitivity and responsiveness, 
flexibility and coherence, comparability, accessibility and usefulness.  
Aims and objectives: To consider important research issues for ongoing 
population health surveys in Australia including: (i) the diminishing coverage of 
landline phone frames because of mobile-only phone users; (ii) having consistent 
criteria and standards to enable comparisons between collections; and (iii) how 
system approaches to ongoing collection and management improves timeliness, 
sensitivity, responsiveness, flexibility, coherence, comparability, accessibility and 
usefulness of the data and (iv) how well the current total survey error framework 
captures that. 
Methods: The research was undertaken mainly using the ongoing NSW 
Population Health Survey. This included (i) inclusion of mobile phone numbers 
into the NSWPHS, (ii) applying the AAPOR definitions to the NSWPHS, (iii) 
application of a data management and reporting system to the NSWPHS, (iv) 
collection of self-reported and measured height and weight in the NSAOH, 
comparisons between the NSWPHS and the NATSIHS and an examination of 
total survey error framework. 
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Results: When considering important research issues for ongoing population 
health surveys in Australia we found that: (i) Mobile phone numbers could be 
introduced into ongoing population health surveys, a robust weighting strategy 
could be developed and the impact on the resulting time series could be examined; 
(ii) the American Association for Public Opinion Researchers (AAPOR) 
definitions were easy to apply to the NSWPHS; (iii) ongoing sample survey 
collections could have the processes systemized to provide the data in a timely 
fashion; and (iv) a measurement schema could be developed that allowed 
quantification of quality issues across the three dimensions to produce a single 
score.  
Conclusion: We concluded that (i) mobile phone augmentation could be done in a 
cost effective way; (ii) there are no reasons for the AAPOR standard not to be 
used in Australia, to allow comparisons within a survey across time or areas and 
to compare surveys and (iii) Any systemization process for ongoing sample 
surveys needs to include a quality assurance system; (iv) there is a need for a 
measurement schema, beyond the current total survey error framework, through  
which ongoing health surveys can be compared.  
iii 
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1. Introduction and Background 
The health of the population is monitored using routinely collected 
administrative data and population sample surveys. Administrative data are 
collected from primary health care providers, emergency departments, hospital 
admissions, and event registries such as births, deaths, and disease incident 
registers (AIHW 2014).  
The purpose of the administrative collections is to monitor the service outputs 
rather than to measure the health of the population (AIHW 2015). These 
administrative data collections do, however, provide counts of attendances or 
incidents for particular diseases and conditions from which rates can be calculated 
using population estimates. If person counts are calculated, rather than 
attendances or incidents, and all people who get the disease or condition are 
enumerated in the collection then these rates can be extrapolated to give 
population disease rates (Ward 2013).  
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However, often full enumeration is not the case for common conditions such 
as asthma, influenza and diabetes. These administrative data collections do not 
routinely collect other information such as health behaviors and/or socioeconomic 
status and other social and demographic variables. Therefore it is not possible to 
use these administrative data collections to examine relationships between the 
diseases of interest and health behaviors and socioeconomic status to inform 
policies and programs to improve the health of the population (Michel & Jackson 
2009). The quality issues associated with administrative data collections mainly 
concern how well the diseases are recorded, how complete the diseases counts are, 
particularly for people who present with several diseases, and how easy it is to 
count people rather than attendances or incidents. 
Sample surveys on health issues provide a method for monitoring behaviours 
associated with disease, personal attributes that affect disease risk, knowledge and 
attributes that influence health behaviours, and disease occurrences that are not 
easily monitored through existing administrative data collections (Rothman et al. 
2013). The quality issues associated with sample survey collections also include 
how well the required characteristics are measured. There is an additional quality 
element that needs to be considered that being how well the sample represents the 
population for which the sample was taken to enable reliable estimates to be 
calculated (Groves & Couper 1998, Korn & Graubard 1999, Groves et al. 2004).  
So how do we know if the estimates that are being calculated from 
administrative data collections or sample surveys are correct? Are they giving us 
quality data to produce accurate estimates? In order to answer this we first need to 
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understand what quality is and how we measure it. In order to measure quality, as 
described by Biemer and Lyberg (2003), we first need to have criteria and metrics 
that clearly define quality, then we need to determine the measures of those 
criteria, and determine how to gain acceptance of the criteria and measures.  
After describing sample surveys in detail and the history of ongoing 
population health surveys in Australia, this thesis focuses on several key quality 
issues for ongoing population health surveys. These issues included diminishing 
coverage of landline phone frames because of mobile-only phone users, having 
consistent quality measures over time and between collections and managing 
ongoing data collection in a timely way without compromising quality.  
The research was undertaken mainly using the ongoing NSW Population 
Health Survey (NSWPHS). The National Survey of Adult Oral Health (NSAOH) 
and the National Aboriginal and Torres Strait Islander Health Survey (NATSIHS) 
were also used for validation and comparative studies (NSWMoH n.d., Slade et al. 
2007, ABS 2006). 
1.1. Sample surveys 
This section provides a detailed description of sample survey theory in order 
to gain a better understanding of the types and magnitude of quality issues. 
Sample surveys are defined as studies that can provide estimates of the 
distribution and levels of characteristics of a population by means of 
measurements on a subset of individuals selected from that population, i.e. the 
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population is the universe and elements are the individual members (Groves et al. 
2004). 
Mathematically the finite population of interest, U , can be represented by 
N  units (i.e. U= },...,1{ N ) and any characteristic that we want to measure can be 
represented byY , so values for the population are NYY ,...,1 with the value for the i

















22 1σ  
The sample subset of the population N is represented by s  consisting of n  units 
and the values for the sampled units are nyy ,...,1 . Sample statistics can be 
























For population health surveys probability sampling is usually used, in which 
each element in the population has a known, non-zero chance of selection. 
Inference from the sample to the population, the formal logic that permits 
description about unobserved phenomena based on observed phenomena, is then 
usually achieved through applying a weight, iw , to each sample value. In a 
probability sampling scheme the weight accounts for the differing probabilities of 
selection and non-response adjustments to the population (Brick & Montaquilla 
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1.1.1. Sampling design 
This sub-section provides a detailed description of sampling designs. With 
regard to sampling design it can either be probability sampling or non-probability 
sampling. Probability sampling is any sample design where every element in the 
population has either an equal probability of selection, as with simple random 
sampling, or a given non-zero probability of being selected that is known in 
advance. Non-probability sampling includes designs such as convenience 
sampling, accidental sampling, quota sampling and purposive sampling, internet 
sampling, where the probability of selecting a given sample unit from the 
population is unknown or equal to zero (Alreck & Settle 1995).  
Types of sample design used for probability sampling include: simple random 
sampling; random systematic sampling; stratified sampling; cluster sampling; 
multistage sampling; and other complex-designs (Groves et al. 2009). Simple 
random sampling (SRS) is defined as sampling where every subset of the 
population of size n has the same probability of selection, which leads to each 
element having an equal probability of selection. Systematic sampling is defined 
as selecting elements at regular intervals through an ordered list with the first 
element selected randomly. Stratified sampling involves dividing the population 
into distinct groups or categories and then selecting a probability sample from 
each group (strata). Cluster sampling is defined as selecting groups and sampling 
all of those elements within these groups. Multistage sampling is defined as 
selecting groups and sampling some of the elements from these groups. In this 
case the groups are referred to as Primary Sampling Units (PSUs). A complex-
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design includes one or more of these methods that are more complicated than 
SRS. Complex designs are often the sampling design of choice for multipurpose 
population health surveys and have an impact on the effective sample size because 










VDEFF =   




DV  is the sampling variance under the design and  
)(θ

SRSV  is the sampling variance for a simple random sample of the same size in 
terms of population units (Kish 1965). The effective sample size is DEFF
n . For 
many surveys of the general population DEFF is greater than one and so the 
effective sample size is less than the nominal sample size, n. 
1.1.2. Collection mode 
This sub-section provides a detailed description of collection modes. 
Traditionally the three most common ways to collect data for sample surveys are 
through the mail, by phone or face-to-face, and may include physical or 
anthropometric measurements. More recently the internet and email are being 
used. Collections are also being undertaken using multi-mode approaches which 
include a combination of collection methods (Biemer 2010).  
Mail surveys are a very cost effective way of conducting surveys but without 
substantial follow-up the response rates are often very low. Phone surveys are 
usually conducted using Computer Assisted Telephone Interviewing (CATI) so 
that the scheduling can be effectively managed and the data are entered at the 
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same time as being collected. CATI also allows for the incorporation of skipping 
patterns and edits to check for allowable entries to be pre-programmed in the 
survey questionnaires to minimize reporting and data entry errors. Centralized 
CATI surveys are reasonably easy to supervise as all of the staff are located 
together and the sampling frames used are phone numbers. Listening-in software 
is also commonly used to monitor the administration of the interviews (Lavrakas 
2010).  
Face-to-face surveys are now mainly conducted using Computer Assisted 
Personal Interview (CAPI), which has similar benefits as CATI. Face-to-face 
surveys also have the additional benefit of seeing the person as you conduct the 
interview and allow use of show cards. Face-to-face surveys also allow for 
sensitive components of the survey to be undertaken as a self-interview (CASI) 
and/or direct measurements of the respondent and/or their environment (Biemer 
2009).  
Internet surveys are becoming very popular. In these surveys the data are 
being entered at the time of collection, this time by the respondent. Internet survey 
providers also have incorporated skipping and allowable entry in the questionnaire 
script. Internet surveys, however, rely on a person having access to the internet 
and as with mail surveys rely on the respondent being motivated to complete the 
survey. Many internet panels rely on people volunteering to be panel members. 
Currently there is no sampling frame of internet addresses available with known 
or reasonable coverage of the general population (Groves et al 2009). 
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1.1.3. Data analysis 
This sub-section provides a detailed description of analysis options for 
sample survey data. Data analysis for population health survey is usually limited 
to estimation of population prevalence or point proportion estimates, confidence 
intervals (CI) and estimates of association between variables of interest using 
relative risks (RR) or odds ratios (OR) (Rothman et al. 2013).  
Point proportion estimates for a category c are obtained as the ratio of the 
estimated total for the parameter of interest for the category (yc) divided by the 






± α where α is the 
significance level and 2αz  is the z score for the desired significance level for each 
of the tails of the normal distribution. The provision of CIs allows the reader to 
examine the estimate’s uncertainty. 
Any calculation of point estimates and the associated standard error and CI 
needs to include consideration of the design, which is particularly important for 
complex designs. This is done in software such as SAS by specifying the strata, 
PSU, and weight variables in the procedure (e.g. PROC SURVEYMEANS or 
PROC SURVEYFREQ), which use Taylor series variance estimation (SAS 
Institute 2009). A 95% CI is then  96.1±p
∧
SE , where 
∧
SE  is the estimates SE  
(i.e. square root if the sampling variance) accounting for the weighting and 
complex sample design used (Groves et al. 2009).  
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CIs are often used to assess the statistical significance of differences between 
independent estimates. If the CIs are non-overlapping then it can be considered 
that the differences are statistically significantly different (Rothman et al. 2013). 
The opposite, not statistically significantly different, is not necessarily the case if 
the CIs do overlap. In this case pairwise comparisons of subgroup estimates, to 
obtain the p-value for a two-tailed test, need to be calculated using the z-statistic 
with the formula for two independent estimates 1y and 2y : 
( )2121 / yySEyyz −−=   where:  ( ) ( ) ( )221221 ySEySEyySE +=−  
Then if the z statistic is greater than 975.0z =1.96  the difference is statistically 
significant at the 0.05 level of significance (Altman 1968). 
The associations or differences between prevalence in different categories can 
be examined through RR and OR. RR is calculated as P1/P0 where P is the 
prevalence or probability with 1 being the exposed group and 0 being the non-
exposed group. For example the RR shows that men are twice as likely as women 
to smoke, having controlled for age and locality (Rothman et al. 2013).  
OR is calculated as P1/(1- P1)/P0 /(1- P0) and are often used as the effect 
measure because of the ease of using logistic regression.  The logistic regression 
model formula is:  
logit kk xxY ββα ...]1Pr[ 11 ++==   
where the logit of the response variable, )]1/(log[ YY − , is linearly related to the 
function kk xx ββα ....11 ++  of the intercept and exposure variables hi xx ,...,
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respectively. This is represented in the case of a single explanatory variable in the 
model as { }xOR )exp()exp( βα ×=  or { } { }xOddRatiobaselineodds ×)( . In cases of 
rare events the OR result is very similar to the RR, but this is not often the case 
for prevalence surveys (Shrier & Steele 2006). 
OR obtained by logistic regression can be transformed into RRs (Zocchetti et 
al. 1995, Osborn & Cattaruzza 1995) as follows: 
  






in which P0 is the incidence of the outcome of interest in the non-exposed group. 
Although useful for converting crude ORs there are problems when it is being 
applied to adjusted ORs as there is no way to calculate a population average RR 
from a logistic regression OR without  stratification and weighting (Kleinbaum et 
al. 1998). Thus models such as Cox regression, Log-binominal and Poisson 
regression that calculate RRs are preferable, although these models are not easy to 
use and have some limitations (Barros & Hirakata 2003).    
1.2. Ongoing health surveys in Australia 
This section provides a detailed description of ongoing health surveys in 
Australia in order to understand the history and to identify the quality issues to be 
researched. Ongoing health surveys in Australia have generally used a CATI 
methodology. One-off or regular interval health surveys have been conducted 
through a range of methods including mail surveys such as the NSW Patient 
Satisfaction Survey (NSWBHI 2013) and measurement surveys such as the 
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Australian Health Survey (AHS) biomedical component, AusDIAB, Sport 
Physical Activity and Nutrition Survey (SPANS) (ABS 20132, Tanamas et al. 
2013, Hardy et al. 2010). Face-to-face surveys such as the National Health Survey 
(NHS), and the National Aboriginal and Torres Strait Islander Health Survey 
(NATSIHS), and the combination of drop and collect and CATI such as the 
Australian Household Drug and Alcohol Survey (AHDAS) have also been 
conducted. (ABS 2013, ABS 2006, AIHW 20142).  
Ongoing CATI health surveys in Australia arose from a need for ongoing 
behavioural risk factor information, which was not being met through the NHS 
which were being conducted every 5 years (ABS 1996, ABS 2002, ABS 2006, 
ABS 20092, ABS 2013). These ongoing CATI health surveys in Australia were 
modeled on the Behavioural Risk Factor Surveillance System (BRFSS) in the 
United States of America (USA) (Mokdad 2009). 
The BRFSS is sponsored by the USA Centers for Disease Control and 
Prevention (CDC). It began in 1984 to: collect uniform, state specific data on 
preventive health practices and risk behaviours that are linked to chronic diseases, 
injuries and preventable infectious diseases in the adult population; enable 
comparisons between states and derive national-level conclusions; identify trends 
over time; allow states to address questions of local interest; permit states to 
readily address urgent and emerging health issues through the addition of topical 
question modules. The target population is the USA adult population. It uses the 
sampling frame of USA telephone households, through lists of working area codes 
and exchanges, then lists of household members for selected households. The 
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sample design varies by state, but all except three, use probability sampling 
designs. The sample size is approximately 3,000 persons per state annually. It is 
interviewer administered, and data are collected over the telephone using CATI 
and interviewing one randomly selected adult per household (Mokdad 2009).  
1.2.1. State based health surveys 
In the 1990s three Australian states established state based surveys. 
Queensland (QLD) established the first state based in-house CATI facility in 
1993. It conducted surveys from 1993 to 1999 in response to emerging needs 
(QLD Health 2014). In 1995 South Australia (Starr et al. 1999) began the Social 
Environmental Risk Context Information System (SERCIS) using CATI and 
began the Health Monitor again using CATI in 1998 (Taylor & Dal Grande  
2008).  In 1996 New South Wales (NSW) established the Health Survey Program 
and collected data through its in-house CATI facility (Williamson et al. 2001).  
Between 1993 and 2001 five states, NSW, Victoria (VIC), QLD, Western 
Australia (WA) and SA, introduced regular state based survey programs to 
conduct surveillance of the health behaviours of their populations. These five 
states represented almost 95% of the Australian population. The states had 
varying models and methods to undertake the surveys. In 2002 there was a 
movement across the states to ongoing data collections in that:  
• NSW Health changed to a continuous model – the NSWPHS, a telephone 
households survey of 1,000 persons per administrative area (8,000-16,000 
in total per year) using random digit dialling (RDD), and a two stage 
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cluster sample design, with strata defined by administrative health areas 
(Anderson & Hall 2001, Barr et al. 2008); 
• QLD Health began its six-year Omnibus Survey Program plan. The six-
year plan provided the framework for developing the survey program each 
year, revisiting broad focus areas, such as child health, older persons’ 
health, chronic diseases and social capital, on a five-year cycle (QLD 
Health 2014);  
• The WA Department of Health, launched the WA Health and Wellbeing 
Surveillance System, a system continuously collecting data through CATI 
on the health status of WA residents (Health Survey Unit 2011); and  
• SA Department of Health began the South Australian Monitoring and 
Surveillance System (SAMSS), an ongoing survey that collected data 
monthly using CATI (Taylor & Dal Grande  2008).  
In 2004 behavioural data was collected through the Filling the Gaps surveys, 
commissioned by the Australian Government Department of Health and Aging, in 
ACT, QLD, Northern Territory (NT) and Tasmania (TAS) in order to obtain a 
complete set of CATI survey data for Australia. Also, from 2007 the ACT 
Government began the ACT General Health Survey (ACTGHS) with data being 
collected by the NSW Health Survey Program (Fritsche & Kee 2013). The NT 
Health Department and TAS Health Department have conducted CATI surveys 
and/or collaborated with other jurisdictions. 
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1.2.2. National and inter-jurisdictional support 
In May 1992 the then Prime Minister, State Premiers and Territory Chief 
Ministers agreed to establish the Council of Australian Governments (COAG). It 
first met in December 1992. The role of COAG was to initiate, develop and 
monitor the implementation of policy reforms that were of national significance 
and which require cooperative action by Australian governments (COAG 2008). 
The Australian Health Minister’s Conference (AHMC) and the Australian 
Health Ministers Advisory Council (AHMAC) were also established. The role and 
objectives of AHMC were to: provide a forum for Australian Government, State 
and Territory Governments and the Government of New Zealand to discuss 
matters of mutual interest concerning health policy, health services and programs; 
promote a consistent and coordinated national approach to health policy 
development and implementation; and consider matters reported to the 
Conference by AHMAC on strategic issues relating to the coordination of health 
services across the nation.  
In 1995 Chief Health Officers across the country commenced discussions 
about the need for a national approach to public health, which resulted in a 
proposal being put before AHMAC. In July 1996 the Commonwealth and all State 
and Territory Health Ministers endorsed the concept of a Partnership as the 
framework for nationally coordinated action to improve and strengthen public 
health efforts in Australia. In December 1996 the first meeting of the National 
Public Health Partnership (NPHP) took place and in February 1997, AHMAC 
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endorsed a Memorandum of Understanding developed by NPHP to underpin the 
Partnership, setting out the roles and responsibilities of all the Partners.  
The work program of NPHP was divided into 4 priority areas: Capacity 
Building; Health Gain; Health Protection; Partnerships; and Non-Government 
Organisations, which were progressed through sub-groups including the National 
Public Health Information Working Group (NPHIWG). 
NPHIWG’s first role was to develop the National Public Health Information 
Development Plan (NPHIDP) in consultation with Australian Institute of Health 
and Welfare (AIHW). To develop the NPHIDP consultations were held in 1998. 
At one of these meeting the VIC representatives wanted to get advice from the 
other states (QLD, SA and NSW) that were already conducting CATI surveys, to 
assist them in developing their health survey program.  
This resulted in the first CATI forum in Melbourne in 1998 and the 
establishment of the Computer Assisted Telephone Interviewing-Technical 
Reference Group (CATI-TRG) in 1999 as a sub-committee of NPHIWG. The 
committee had representation from all of the states and territories as well as New 
Zealand Ministry of Health, Australian Bureau of Statistics (ABS), Australian 
Government, AIHW and Population Health Information Development Unit 
(PHIDU) (CATI-TRG 2003). This group provided a mechanism through which 
states could learn from each other’s experiences and CATI technical issues could 
be discussed. Between 2002 and 2006 the CATI-TRG (CATI-TRG 2003): 
• Organized several forums including the third International conference on 
Monitoring Health Behaviours - October 2003; 
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• Produced topic specific current status reports; 
• Provided a mechanism through which CATI technical issues could be 
discussed and produced methodological reports; 
• Produced several field test reports; 
• Facilitated the harmonization of questions across jurisdictional collections 
and explored data pooling options (ABS 2001);  
• Oversaw the first audit reports produce by PHIDU (Pope & Gruszin 
2002);  
• Lobbied for better access and geography on sampling; 
• Lobbied for national infrastructure funding to support harmonization and 
data pooling to improve risk factors for lifestyle related chronic diseases 
surveillance; 
• Provided input into the COAG Australian Better Health Initiative (ABHI) 
and the National Reform Agenda’s Type 2 Diabetes Initiative (Australian 
Government n.d.). 
In June 2006 the NPHP was replaced with the Australian Health Protection 
Committee (AHPC) and the Australian Population Health Development Principal 
Committee (APHDPC). All of the subcommittees were subsequently abolished 
including NPHIWG and the CATI-TRG (AIHW n.d2). In December 2008 the 
Prime Minister and the Premiers and Chief Ministers of each State and Territory 
signed the COAG National Partnership Agreement on Preventive Health 
(NPAPH), which included enabling infrastructure funding of $10,000,000 over 5 
years for state and territory CATI surveys, to monitor risk factors for lifestyle 
related chronic diseases and to enable national aggregation and analysis in 
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accordance with Minimum Data Sets and reporting protocols (COAG 2008). The 
NPAPH built on COAG’s existing ABHI and the National Reform Agenda’s 
Type 2 Diabetes Initiative, and supplements the National Healthcare Agreement 
(NHA). 
1.2.3. Ongoing NSW Population Health Survey  
This thesis will focus on research undertaken examining key quality issues for 
ongoing population health surveys mainly using data collected from the ongoing 
NSWPHS, conducted by the Centre for Epidemiology and Evidence (CEE) within 
the NSW Ministry of Health. This sub-section provides a detailed description of 
that ongoing survey including sampling frames, sampling designs, questionnaire 
development models, data collection, weighting strategies, data management, 
analysis methods and reporting. 
From 2002 to 2010 a list assisted landline RDD sample frame was used, 
developed from the Australia on Disc electronic directory to identify active 
prefixes and remove business numbers (Australia on Disc n.d.).  
The sample design was a two stage cluster sample design, with strata defined 
by administrative health areas. It involved SRS of clusters i.e. household 
telephone numbers, within each stratum and SRS of population elements, i.e. 
household residents, within each cluster (Barr et al. 2008).  
The ongoing questionnaire covered social determinants of health, individual 
or behavioural determinants of health, major health problems, population groups 
with special needs, settings, partnerships, and infrastructure. Each year the 
 
 
CHAPTER 1: Introduction and Background                                                         18 
 
questionnaire generally had: 10 minutes of all person and age-specific core 
questions; 6 minutes of topic specific questions applied to a subset of the 
population or rotating topics; 2 minutes of administrative health area questions; 
and 2 minutes on emergent issues, incorporated quarterly as required (Eyeson-
Annan 2001). All new questions, received using the module template that 
included a rational and collection schedule, were field tested (Irvine et al. 2004). 
If the questions were suitable for the survey approval was sought from the NSW 
Population and Health Services Research Ethics Committee (PHSREC) prior to 
collection.  
Interviews were carried out continuously between late January/early February 
and early December each year by trained interviewers at the Health Survey 
Program centralised CATI facility. An 1800 freecall contact number and website 
details were provided to potential respondents for verification if required. When 
the Australia on Disk electronic white pages were available and reliable, 
introductory letters were also sent to the selected households (1997 to 2008). 
Households were contacted using RDD. Up to 7 calls were made to establish 
initial contact with a household, and up to 5 calls were made in order to contact a 
selected respondent. One person from the household was randomly selected for 
inclusion in the survey. If the selected respondent was a child under the age of 16 
years, a parent or carer completed the interview on their behalf (Barr et al. 2008). 
Call and interview data were manipulated and analysed using SAS (SAS 
Institute 2009). Call outcomes, including response rates were provided in the 
reports using interviews divided by interviews and refusals as the survey specific 
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calculation. This was done so that the response rates were consistent with that of 
the initial stand-alone surveys conducted by the program in 1997, 1998, 1999 and 
2001 (Barr et al. 2008). 
Two levels of weights, sampling weights and post-stratification weights, were 
applied to produce estimates. Sampling weights adjust for differences in the rates 
of selection among respondents arising from the selection of household telephone 
numbers, persons in the household and the different sample proportions by strata. 
Post-stratification weights were calculated by age group, sex and health 
administration areas to effectively correct for the weighted sample being different 
from the population due to non-response and random variation (Steel 2004). 
Interview data were manipulated and analysed using SAS (SAS Institute 
2009). Estimates and standard errors (SE) using the Taylor expansion method 
based on the stratified random sample were produced for interview data (using 
SAS’s PROC SURVEYMEANS). From 2006 forecasts for each Area Health 
Service (AHS) were also produced using Holt exponential smoothing to assist in 
target setting and performance reporting by AHS (Steel et al. 2008). 
Adult reports (CER 2003, CER 2004, CER 2005, CER 20063, CER 2007, 
CER 2008, CER 2009, CER 20103, CER 2011) included: monthly NSW key 
indicators updated quarterly; Area Health Service key indicator reports broken 
down by age and sex; Detailed annual reports, and specific reports as required 
including by age group (PHD 2000, CER 20083, CER 20084, CER 20085), 
Aboriginal (CER 20062 and CER 2010), and by country of birth (CER 20063 and 
CER 20102). The child report was produced every two years (CER 2002, CER 
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2006, CER 20082, CER 20102, and CEE 2012). Information from the surveys was 
also incorporated into reports and documents and used for research (NSWMoH 
n.d.).  These reports were used for routine reporting as well as for policy and 
program development and monitoring (Banks & Eyeson-Annan 2001, NSW 
Health 2007). 
In 2008 the CEE identified a range of methodological issues that may affect 
the quality of the data and subsequently the estimates produced from data 
collected within the NSW Health Survey Program. These issues included: 
• Sampling frames and coverage, including coverage of banks of telephone 
numbers with working residential numbers and mobile telephone only 
households; 
• Sampling design, including impacts on design effects and sampling of 
geographic and demographic sub-groups of the population; 
• Management and monitoring survey metadata and processes; 
• Identification, evaluation and quantification of potential sources of error. 
In 2009 the Centre for Statistical and Survey Methodology (CSSM), at the 
University of Wollongong (UOW) evaluated the survey methodologies used by 
the NSW Health Survey Program and provided options to address the 
methodological issues that may impact on the quality of surveys undertaken by 
the Program. The report provided an overall response plan that included a 
summary of the current situation and issues, available options and 
recommendations. The response plan provided recommendation on: sample 
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design; data collection processes and instruments; survey quality measures; 
weighting and analysis; and reporting (Hughes & Steel 2009).  
The recommendations for sample design were: 
• Examination and testing of Sampleworx fixed line phone sample, once 
issues about obtaining sample by health administration area are resolved, 
prior to use (Sampleworx n.d.).  
• A stand-alone mobile-only frame survey be developed. Following this 
mobile phone numbers can be integrated into the main survey. 
• Test alternative designs to increase the child numbers such as selecting 
both an adult and a child from a selected household or increasing the child 
probability of selection. 
The recommendations for data collection processes and instruments were: 
• The survey planning process be reviewed to ensure more equal spread of 
sample across the year for each health administration area. 
• Review the foreign language interviews for possible discontinuation as 
they include small numbers and have little impact on overall estimates. If 
these interviews are maintained (i) examine if the languages allowed for 
are still the most demanded languages and (ii) ensure the initial selected 
respondent is interviewed 
The recommendations for survey quality measures were: 
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• Reporting of survey outcomes be extended to include a full set of 
measures: response rate; cooperation rate; non-contact rate; eligibility rate 
and invalid rate. Disposition codes should be reviewed to ensure ongoing 
consistency with American Association of Public Opinion Researchers 
(AAPOR) standards (AAPOR 2011). 
• Interviewer-based summary information be extended to include survey 
data such as age by sex profile of their responders, and rates for key 
indicators. Reports to continue to be produced on a quarterly basis.  
The recommendations for weighting and analysis were: 
• Annual proportional weights by health administration area by age group 
and by sex be used for quarterly weighting rather than rim weighting.  
Although this will impact on granulation of the weighting it will improve 
seasonal estimates.  
• Household weights compared to ABS data on household size.  
• Variance estimation process be modified for subgroups and randomly 
allocated question modules using the DOMAIN statement in SAS rather 
than by filtering out records. 
The recommendations for reporting were: 
• Using significance testing with appropriate overlap adjustment when 
comparing sub-group with NSW in testing for statistically significant 
differences. Text in reports should also be modified as recommended. 
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• Consider not showing the CI for every estimate and explore alternative 
ways of presenting SEs. Consideration also needed to be given to users 
and their understanding of survey error. 
1.3. Quality aspects for sample surveys 
The conceptual framework describing statistical error properties of sample 
survey statistics is total survey error. This covers both sampling error and non-
sampling error (Lessler & Kalsbeek 1992, Groves & Lyberg 2010). Deming 
(1944) has been acknowledged as the first to outline that multiple error sources in 
sample surveys were affecting the usefulness of a survey. His article included 13 
error factors: (1) variability in response, (2) differences between different kinds 
and degrees of canvas, (3) bias and variation arising from the interviewer, (4) bias 
of the auspices, (5) imperfections in the design of the questionnaire and tabular 
plans, (6) changes that take place in the universe before tabulations are available, 
(7) bias arising from nonresponse, (8) bias arising from late reports, (9) bias 
arising from an unrepresentative selection of date for the survey or of the period 
covered, (10) bias arising from an unrepresentative selection of respondents, (11) 
sampling errors and biases, (12) processing errors, and (13) errors in 
interpretation. 
From this beginning, the concept has been elaborated and enriched by many 
researchers and practitioners including Cochran (1953), Kish (1965), Dalenius 
(1974), Biemer & Lyberg (2003), Groves et al (2004), and Weisberg (2005). 
Groves et al. (2004) made a significant contribution by linking the total survey 
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error components to steps in the measurement and representational inference 
process in the survey lifecycle from a quality perspective diagram (Figure 1.1).   
The representation dimension covered the population described by the survey, 
and the measurement dimension covered what and how data are collected about 
the elements. The diagram from Groves et al. (2004) illustrated these two 
dimensions, the components within them, and the major sources of error that 
affect the statistics. 
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1.3.1. Representative dimension  
As shown in Figure 1.1 the representation dimension consists of: the target 
population, the sample frame, the sample, the respondent and post survey 
adjustments in order to obtain the survey statistic. The target population is the set 
of units to be studied and the sampling frame is the set of the population members 
that have a chance of being selected into the survey sample. The sample is the 
group from which measurements will be sought and the respondents are the 
individuals who provided the answers and measurements. Post-survey 
adjustments are the corrections that are made for non-response and coverage.  
Types of errors in surveys as described by Groves et al (2004) from the 
representative dimension include: 
• Coverage error - errors associated with failure to include some population 
units in the sample frame (under coverage) and the error associated with 
the failure to identify units represented on the frame more than once or that 
are not part of the target population (over coverage).  
• Sampling error - the variability that occurs by chance because a sample 
rather than the entire population was surveyed. In probability sample 
surveys the standard error of the survey can be estimated. Estimates of the 
SEs must take into consideration the complex sample design.  
• Non-response error - the error of non-observation from an eligible unit. 
Non-response reduces sample size, results in increased variance and 
introduces a potential for bias in survey estimates. Non-response error 
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does not equate to non-response rates. Non-response may arise due to non-
contact or refusals. 
• Adjustment error - post survey adjustments are used in an effort to 
improve the sample estimate in the face of coverage, sampling and non-
response errors. The adjustments use some information about the target or 
frame population, or response rate information on the sample (e.g. give 
greater weight to sample cases in age-sex categories that are unrepresented 
in the final dataset). 
1.3.2. Measurement dimension 
As shown in Figure 1.1 the measurement dimension consists of the construct, 
the measurement, the response and the edited responses in order to produce the 
survey statistic. The construct are the information that are to be measured and the 
measurement are ways to gather information about the construct. The response is 
what was answered and the edited responses are re-coded or cleaned data.  
Types of errors in surveys as described by Groves et al (2004) from the 
measurement dimension include: 
• Construct validity - the extent to which the measure is related to the 
underlying construct.  
• Measurement error - the error associated with the difference between the 
observed value of a variable and the true, but unobserved, value of the 
variable. Measurement error arises from four main sources in survey data 
collection: (i) the questionnaire, (ii) data collection method; (iii) 
interviewer; and (iv) respondent. Ways of assessing and quantifying 
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measurement error include cognitive testing, test-retest reliability, validity 
studies, and record checks.  
• Processing error - errors in handling the data, which can include recoding 
errors, transcribing error, data transmission errors and imputation errors.  
1.3.3. Impact dimension 
The dimensions that Groves et al. (2004) described, from a total survey error 
framework, concentrate on the accuracy of the information collected, i.e. the 
closeness between the estimated and the true (unknown) values. It did not include 
quality issues around the use of the statistics themselves such as timeliness, 
sensitivity and responsiveness, flexibility and coherence, comparability, 
accessibility and usefulness. Other researchers identified that this dimension is 
important (Brackstone 1999, Eurostat 2000, FCSM 2002 and Biemer & Lyberg 
2003). I have called this the impact dimension and in ongoing health surveys this 
is a particularly important quality element in the sustainability of the collection 
but often quite difficult to quantify. Specifically the elements, as described in 
Brackstone 1999, Eurostat 2000, FCSM 2002, and Biemer & Lyberg 2003, are: 
• Timeliness - the time between the completion of data collection and the 
availability of the data or results from the survey. Also includes the 
frequency of the data collection; 
• Sensitivity and responsiveness – ability to assess the impact of a health 
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• Flexibility and coherence – ability of the system to change while 
maintaining common definitions, classifications and methodological 
standards over time; 
• Comparability of statistics - ability to make reliable comparisons over time 
and between collections; 
• Accessibility - the ability of data users to have access to the data or the 
relevant estimates. This also includes documentation with the data;  
• Usefulness - the ability of the statistical data collection to provide useful 
statistics as identified by the user community.  
1.4. Research issues to be examined 
This thesis focuses on the quality of ongoing population health surveys. In 
order to provide a complete analysis of the subject key current research issues for 
each of the representativeness, measurement and impact quality dimensions are 
examined. The research is undertaken mainly using the ongoing NSWPHS. The 
NSAOH and the NATSIHS are also used for validation and comparative studies 
(NSWMoH n.d., Slade et al. 2007, ABS 2006). 
An important quality research issue with regard to an ongoing health survey 
in Australia, from a representative perspective, is the diminishing coverage of 
landline phone frames because of the increase in mobile-only phone users. Mobile 
phone numbers were included into the NSWPHS and the impact of doing so will 
be measured. Specifically in Chapter 2 of this thesis: 
• the methods for and impact of the inclusion of mobile phone numbers into 
the NSWPHS on data collection processes will be examined; 
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• the methods for and impact of the inclusion of mobile phone numbers into 
the NSWPHS on the weighting strategy will be examined; 
• the impact of the inclusion of mobile phone numbers into the NSWPHS on 
the time series and provide some possible solutions to possible 
discontinuity that may result will be examined. 
Important quality research issues with regard to an ongoing population health 
survey in Australia, from a measurement perspective, are having consistent 
criteria and standards to use to compare survey outcome, interviewer performance 
and question reliability and accuracy. Specifically in Chapter 3 of this thesis: 
• the methods, criteria and standards for survey outcomes, interviewer 
performance, question accuracy and reliability, and analysis methods will 
be reviewed; 
• the best available criteria and standards will be applied to the NSWPHS; 
and 
• data from a validation study within the NSAOH comparing self-reported 
and measured Body Mass Index (BMI) will be analysed. 
Important quality research issues with regard to an ongoing population health 
survey in Australia, from an impact perspective, are providing data in a timely 
way without compromising the accuracy, comparability between collections and 
comparability over time. Specifically in Chapter 4 of this thesis: 
• a data management and reporting system will be developed for the 
NSWPHS to enable the ongoing provision of timely accurate data;  
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• a comparative analysis between two surveys, the NATSIHS and the 
NSWPHS will be undertaken; 
• an examination of the difference between self-reported and measured BMI 
over time. 
Finally, in Chapter 5 of this thesis, an examination of total survey error and 
how it assists in interpreting the quality of ongoing health surveys is undertaken. 
A quality metric, that incorporates the three quality dimensions explored in the 
previous chapters, is then developed with the aim of being able to compare the 











Chapter 2  
 
2. Representative dimension 
As described in Chapter 1 the representation dimension consists of: the target 
population, the sample frame, the sample, the respondent and post survey 
adjustments in order to get to the survey statistic. An import quality issue with 
regard to ongoing health surveys in Australia, from a representative perspective, is 
the diminishing coverage of landline phone frames because of mobile-only phone 
users i.e. people who live in a household with no landline phone, but who are 
accessible by mobile phone. Therefore as part of this research a project was 
undertaken to include mobile phone numbers into the NSWPHS and measure the 
impact of doing so. This chapter will examine: the methods for and impact of the 
inclusion of mobile phone numbers into the NSWPHS on data collection; the 
methods for and impact of the inclusion of mobile phone numbers into the  
31 
 
CHAPTER 2: Representative dimension  32 
NSWPHS on the weighting strategy; and the impact of the inclusion of mobile 
phone numbers into the NSWPHS on the time series and provide some possible 
approaches to handle the impact. 
2.1. Diminishing coverage of landline phone frames  
Because of increasing numbers of mobile-only phone users worldwide, 
estimated in 2011 to be 30.2% in the USA (Blumberg & Luke 2011), 13% in 
Canada (Statistics Canada 2011) 14% - 19% across the United Kingdom (UK) 
countries (Ofcom 2011) and 19% in Australia (ACMA 2011), it has become 
increasingly difficult to produce unbiased estimates for the general population 
from RDD surveys that only target landline phones (Lee et al. 2010, Brick et al. 
2011, Lynn & Kaminska 2011). Consequently there is substantial international 
literature on conducting RDD surveys with mobile phone augmentation (Kuusela 
et al. 2007, AAPOR 2008, Benford et al. 2009, Hu et al. 2011, AAPOR 2010). 
The AAPOR Cell Phone Task Force recommended in the 2010 report:  “RDD 
surveys without cell phone augmentation should, in their methods, report how 
they have produced unbiased estimates without the cell phone only segment” 
(AAPOR 2010).   
In Australia landline telephone surveys have been the method of choice for 
ongoing population health surveys (Barr 2012, Taylor & Dal Grande 2008, DDHS 
2014, Health Survey Unit 2011, QLD Health 2014, Fritsche & Kee 2013). 
Although the rate of mobile-only phone users was estimated to be nearly 20% in 
2011 (ACMA 2011)  the inclusion of mobile-only phone users into these existing 
landline based population health surveys has not occurred. In Australia, studies 
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describing the demographic, socio-economic and health profile of mobile-only 
phone users have been conducted and have shown that mobile-only phone 
respondents were different from those who had access to a landline phone using 
face-to-face survey data (Dal Grande & Taylor 2010, Gruszin & Szuster 2010) 
and internet panel data (Pennay & Bishop 2009).  
Two designs for the inclusion of mobile-only phone users into landline RDD 
surveys have been discussed in the literature: screening dual-frame design and 
overlapping dual-frame design (Brick et al. 2006, Lohr 2010, Brick et al. 2011, 
Hu et al. 2011). The screening dual-frame design attempts to remove any overlap 
units usually by screening for telephone ownership prior to conducting the survey 
and then only interviewing mobile-only phone users from the mobile frame. In 
this approach people contacted through the mobile phone frame were not 
interviewed if they were accessible through the landline frame.  
The overlapping dual-frame design accounts for the overlap in the weighting 
by using an average estimator and a compositing factor. In this approach people 
contacted through the mobile frame are interviewed even if they were accessible 
through the landline frame. Information on phone status is also collected i.e. 
mobile phone only user or mobile and landline phone users, to be used in the 
overlap adjustment. The overlapping dual-frame design, although requiring a 
more complex weighting strategy, has been growing in favour because it has been 
shown that persons selected through mobile frames, even if they have both mobile 
and landline phones, differ to persons selected through landline frames (Lynn & 
Kaminska 2011). Also, all selected people are included, whereas in the screening 
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approach an appreciable proportion of people contacted through the mobile phone 
frame will be discarded. 
Two pilot surveys using a dual-frame design had also been conducted in 
Australia by Pennay in 2010 (700 respondents) and Lui et al. in 2011 (335 
females respondents aged 18 to 39 years). Pennay (2010) provided particularly 
useful statistics for planning this study including: the expected numbers of 
telephone numbers required to get an interview was 12 in the case of landline 
numbers and 25 in the case of mobile numbers, the expected percentage of 
interviews with persons from landline-only phone households in the landline 
phone frame was 14.5%, and the percentage of interviews with mobile-only phone 
users from the mobile phone frame was 27.6%.  
Although not routinely available in Australia, differences in health risk factor 
and health status prevalence estimates between adults covered in a landline frame, 
and adults who are mobile-only phone users, have been measured in the USA 
using the National Health Interview Survey (NHIS) since 2003 (Blackwell et al. 
2014). This survey found substantial differences in the results for five or more 
drinks in one day at least once in the past year (17.5% v 30.5%  - 74% higher), 
current smokers (14.5% v 24.3% - 68% higher), and ever diagnosed with diabetes 
(10.8% v 6.2% - 43% lower) (Blumberg & Luke 2012). 
Based on this international experience, it was estimated that when the overall 
landline coverage dropped below 85% in Australia, and the differences between 
people who were covered in the landline frame and mobile-only phone users 
differed by more than 40%, the impact of coverage bias on the overall NSW 
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prevalence estimates would be an issue (Barr 2008). In 2010, the landline 
coverage in Australia dropped below 85%, and an Australian study showed 
relative differences between those people who were covered by the landline 
frame, and mobile-only phone users, of 69% for current smoking (20.4% v 
34.5%) and 56% for ever diagnosed with diabetes (11.7% v 5.2%) (Pennay & 
Bishop 2009). This study also showed that for current smoking, even after 
adjusting by age and sex, the mobile-only phone users were more likely to be 
current smokers. This indicated that the differences were related to phone-
ownership and/or some other non-measured demographic characteristic/s. 
2.2. Impact of design change on data collection methods  
In order to include mobile-only phone users into the existing NSWPHS 
landline RDD survey an overlapping dual-frame design was chosen. This design 
was chosen because of the growing literature regarding differences between 
people who are selected from a landline frame and a mobile frame (Lohr 2010, 
Pennay 2010, Lynn & Kaminska 2011). This design was also chosen because of 
the difficulty in justifying that a health survey should begin with questions on 
phone ownership, as is required in a screening dual-frame design. This design 
choice also allowed for an examination of the representation of the resultant 
sample for both an overlapping dual-frame design and, by excluding persons with 
both mobile phones and landline phones from the mobile frame, a screening dual-
frame design.  
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2.2.1. Survey methodology 
Details about the procedures for sample generation, sample design, eligibility, 
sample size, questionnaire, data collection, calling protocol, participant selection 
and probability of selection weighting for the previous years’ landline only RDD 
surveys as described in Chapter 1, and summarized in Table 2.1. This table also 
describes the approach introduced in 2012 for each phone frame. As shown in 
Table 2.1 the procedures were, where possible, consistent with the previous years’ 
landline RDD surveys and between frames.  
Specifically in 2012 the landline phone numbers were generated in the same 
way as in the previous surveys using RDD whereas the mobile phone number 
generation was completely new although the number set was developed using the 
same RDD methods (OLDP-AGD n.d. and Sampleworx n.d., Sampleworx n.d2). 
The sample design for the landline frame was the same as for previous years 
whereas the mobile frame sample design differed slightly because rather than 
having a household to select from the mobile phone owner, if over 16 years, was 
selected. This caused some issues because children then had a zero probability of 
selection and so a second step was included to identify mobile phone owners who 
were also parents and to conduct a subsequent interview about one of the children 
in their household that was randomly selected.  
The questionnaires were the same for both frames and included questions on 
phone ownership i.e. ‘How many residential phone numbers do you have?’ and 
‘How many mobile phone numbers do you personally have?’ The quarterly 
sample was 3000 as was the case in previous years. Although equal numbers from 
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each frame was desired only two thirds were recruited from the stratified landline 
frame and one third was recruited from the mobile frame because of operational 
considerations. The eligibility and data collection was the same as previous years 
that being residential numbers and centralized CATI and up to 12 call attempts to 
establish contact and secure an interview with the selected respondent. The 
weighting strategy needed to be modified to allow for the differing probabilities of 
selection in each of the frames as well as to adjust for the overlap. It is discussed 
in detail in later sections in this chapter. 
 




2011 NSWPHS  
(Landline phone numbers) 
2012 NSWPHS 
Landline phone 
numbers Mobile phone numbers 
Sample 
generation 
Landline RDD sample frame 
for each of the administrative 
strata were generated using 
“best fit” postcodes for the 
geography—exchange 
district and charge zone—
associated with the ACMA 
phone number ranges for 
NSW (OLDP-AGD n.d.). 
The sample was then 
randomly ordered within 
each strata and each number 
was tested using proprietary 
software to identify valid and 
invalid numbers. The 
resulting valid numbers were 
used for the study. 
Same as for 
previous landline 
survey 
The RDD mobile 
sample frame was 
developed using all 
known Australian 
mobile prefixes and then 
using proprietary 
software each number 
was tested to identify 
valid and invalid 
numbers. A random 
sample of valid mobile 
numbers was then 
provided for the study. 
 
 




2011 NSWPHS  
(Landline phone numbers) 
2012 NSWPHS 
Landline phone 
numbers Mobile phone numbers 
Sample 
design 
Stratified two-stage cluster 
sample design, with: strata 
defined by health 
administration areas; simple 
random sampling of clusters 
(household telephone 
numbers) within each 
stratum; and simple random 
sampling of population 
elements (household 
residents of any age) within 
each cluster. 




sample design with 
simple random sampling 
of the mobile telephone 
numbers and the 
selection of adult 
population element. If 
parent identified then 
second interview about 
child in the household 
identified through 
simple random sampling 




The questionnaire included 
questions on: health 
behaviours, health status, 
social determinants, 
demographics, including 
number of adults and children 
in the household and landline 
phone ownership; "How 
many residential telephone 
numbers do you have? Do 
not include mobile phone 
numbers or dedicated FAX 
numbers or modems." The 
actual questions in the 
questionnaire are available on 
the survey website. 
Same as for 
previous landline 
survey except for 
the addition of a 
question on mobile 
phone ownership; 
"How many mobile 
phone numbers do 
you personally 
have?" 
Same as for previous 
landline survey except 
for  the addition of a 
question on mobile 
phone ownership; "How 
many mobile phone 








2011 NSWPHS  
(Landline phone numbers) 
2012 NSWPHS 
Landline phone 
numbers Mobile phone numbers 
Sample 
3000 persons per quarter with 
allocation to each strata 
2000 persons per 
quarter with equal 
allocation to each 
strata 
1000 persons per quarter 
with no allocation to the 
strata because no 
geography is associated 
with the frame 
Ineligible 
Business landline numbers, 
non-NSW residential 
numbers 






numbers or mobile 
numbers owned by a 




Data collection was 
undertaken using 
SAWTOOTH WinCati 
version 4.2 and trained 
interviewers from the in-
house NSW Ministry of 
Health’s CATI facility. 
Same as for 
previous landline 
survey 




The interviewers rang the 
randomly ordered landline 
numbers consecutively to try 
and contact households and 
convince the household and 
the respondent to participate 
in the survey. Up to 12 
attempts were made to 
establish contact and if 
possible secure an interview 
with the selected respondent 
within a household. 
Same as for 
previous landline 
survey 
The interviewers rang 
the randomly ordered 
mobile phone numbers 
consecutively to try and 
contact the owner of the 
phone. Because mobile 
numbers could be 
located anywhere in 
Australia initial calls 
were timed to 
accommodate different 
time zones across 
 
 




2011 NSWPHS  
(Landline phone numbers) 
2012 NSWPHS 
Landline phone 
numbers Mobile phone numbers 
Australia. Up to 12 
attempts were made to 
establish contact and if 
possible secure an 
interview with the 
mobile phone holder. 
Participant 
selection 
One person from the 
household was randomly 
selected for inclusion in the 
survey. If the selected 
respondent was a child under 
the age of 16 years, a parent 
or carer completed the 
interview on their behalf. 
Same as for 
previous landline 
survey 
The mobile phone 
holder was selected. If 
the owner of the mobile 
phone was a parent of a 
child under 16 years of 
age they were asked at 
the end of the interview 
if they or the main 
carers would agree to 
being contacted at a 
later date to undertake 
an interview about one 







in section 2.3) 
Adjust for differences in the 
probabilities of selection 
among subjects using 
household size and number of 
landline phones in household. 
Same as for 
previous landline 
survey except for 
the inclusion of 
ratio of landline 
sample to landline 
phone populations 
for each strata. 
Adjust for differences in 
the probabilities of 
selection among 
subjects using number 
of mobile phones owned 
by respondent and ratio 
of mobile phone sample 
to mobile phone 
population and number 
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2.2.2. Call outcomes and costing 
Operational data for the survey were downloaded. The data included 
telephone number, number of attempts, details of each attempt, including duration, 
and final disposition. The final disposition codes used for the survey are site 
specific and they can be easily mapped to the AAPOR definitions (AAPOR 2011) 
as shown in Chapter 3. These final dispositions were then entered into the 
AAPOR outcome rate calculator (AAPOR n.d.).  
All AAPOR levels of response, cooperation, refusal and contact rates were 
calculated from the groupings of the final dispositions for each frame. The 
response rate is defined as the number of complete interviews with reporting units 
divided by the number of eligible reporting units in the sample. The cooperation 
rate is defined as the proportion of all cases interviewed of all eligible units ever 
contacted. The refusal rate is defined as the proportion of all cases in which a 
housing unit or the respondent refuses to be interviewed, or breaks-off an 
interview, of all potentially eligible cases.  The contact rate is defined as the 
proportion of all cases in which some responsible housing unit member was 
reached.  
The response, contact, cooperation and refusal rates for each frame are shown 
in Table 2.2. Using level 3 rates, which incorporate the eligible unknowns into the 
response rate but not into the other rates to compare the landline and mobile 
frames the refusal rates (17.9% vs 17.0%) and co-operation rates (71.4% vs 
72.8%) were similar, with differences of less than 1.5%.  
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Table 2.2 Call outcome information and rates by sample frame and both frames 
combined, Quarter 1, 2012 NSWPHS. 







T=Total phone numbers used 21350 17534 38884 
I=Complete Interviews (1.1) 2171 1224 3395 
    Adults 1865 1085 2950 
   Children 306 139 445 
P=Partial 0 0 0 
R=Refusal and break off (2.1) 868 457 1325 
NC=Non Contact (2.2) 660 238 898 
O=Other (2.0, 2.3) 1163 767 1930 
e: estimated proportion of eligible unknowns 0.29 0.22 0.25 
UH=Unknown Household (3.1) 4553 5450 10003 
UO=Unknown other (3.2-3.9) 0 0 0 
NE=Not eligible 11935 9462 21397 
 Fax data line (NEF) 1352 33 1385 
 Non-working number or unusual tone (NENW) 2390 2637 5027 
 Business, government office, or other (NEB) 8100 826 8926 
 Not in NSW or mobile owned by child (NEI) 93 5966 6059 
Response Rates    
Response Rate 1: I/(I+P) + (R+NC+O) + (UH+UO) 23.1% 15.0% 18.6% 
Response Rate 2: (I+P)/(I+P) + (R+NC+O) + (UH+UO) 23.1% 15.0% 18.6% 
Response Rate 3: I/((I+P) + (R+NC+O) + e(UH+UO) ) 35.1% 31.5% 33.1% 
Response Rate 4: (I+P)/((I+P) + (R+NC+O) + e(UH+UO) ) 35.1% 31.5% 33.1% 
Cooperation Rates    
Cooperation Rate 1: I/(I+P)+R+O) 51.7% 50.0% 50.7% 
Cooperation Rate 2: (I+P)/((I+P)+R+O)) 51.7% 50.0% 50.7% 
Cooperation Rate 3: I/((I+P)+R)) 71.4% 72.8% 72.2% 
Cooperation Rate 4: (I+P)/((I+P)+R)) 71.4% 72.8% 72.2% 
Refusal Rates    
Refusal Rate 1: R/((I+P)+(R+NC+O) + UH + UO)) 9.2% 5.6% 7.2% 
Refusal Rate 2: R/((I+P)+(R+NC+O) + e(UH + UO)) 14.0% 11.7% 12.8% 
Refusal Rate 3: R/((I+P)+(R+NC+O)) 17.9% 17.0% 17.4% 
Contact Rates    
Contact Rate 1: (I+P)+R+O / (I+P)+R+O+NC+ (UH + UO) 44.6% 30.1% 36.5% 
Contact Rate 2: (I+P)+R+O / (I+P)+R+O+NC + e(UH+UO) 68.0% 62.9% 65.1% 
Contact Rate 3: (I+P)+R+O / (I+P)+R+O+NC 86.4% 91.1% 89.1% 
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The response rates (35.1% vs 31.5%) and the contact rates (86.4% vs 91.1%) 
differed up to 5% because of the differing proportions of unknown households 
(UH) for the response rates and the differing proportions of other reasons (O) for 
the contact rates.  
Rates for both frames combined were then calculated as described in the Non-
response in RDD Cell phone surveys chapter of the AAPOR Cell Phone Task 
Force Report (2010) using the latest estimates for Australia in the Australian 
Communications and Media Authority (ACMA) Communication Report (2011) 
that being 5% landline-only phone users, 19% mobile-only phone users, and 76% 
both mobile phone and landline phone users. Specifically the calculation of each 
rate for both frames combined was: 
 (RA* (Na+λNabA))+ (RB * (Nb+(1-λ)NabB))  
where R is the rate from the frame indicated, N is the population proportion, λ is 
the overlap adjustment (set at 0.5), A is the landline sample frame,  B is the mobile 
sample frame, a is the landline-only phone users, b is the mobile-only phone 
users, and ab is both mobile phone and landline users. The response, contact, 
cooperation and refusal rates for the combined frames, as also shown in Table 2.2, 
were 33.1%, 89.1%, 72.2% and 17.4% respectively. 
The productivity in terms of phone numbers to get a contact, an eligible 
contact, and an interview for the sample from each frame was examined. Call 
costs, including connection fee, if applicable, and interviewer costs obtained as 
hourly rate multiplied by the calling time were also calculated and presented as a 
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cost per completed interview for each sample frame. Results are summarized in 
Table 2.3.  






Survey length, collection costs and productivity   
Average survey length (mins) 17.2 15.6 
Average call costs (per completed interview) $7.45 $38.90 
Average interviewer time costs (per completed interview) $23.68 $35.53 
Total average costs (call costs plus interviewer time costs) $31.13 $74.42 
Telephone numbers used to get a contact: T/(I+R+NEI+NEB) 1.9 2.1 
Telephone numbers used to get an eligible contact: T/(I+R) 7.0 10.5 
Telephone numbers used to get a completed interview: T/I 9.8 14.4 
As shown in Table 2.3, completed interviews from the mobile frame, 
compared to the landline frame, were slightly shorter (15.6 minutes vs 17.2 
minutes), cost 2.3 times more for each completed interview ($74.42 vs $31.13) 
and required more telephone numbers to obtain a contact (2.1 vs 1.9), eligible 
contact (10.5 vs 7.0) and an interview (14.4 vs 9.8). The cost differences were 
mainly due to higher mobile phone call costs and the lack of geography on the 
mobile phone frame which resulted in more time and resources being spent on 
calling ineligible phone numbers (persons who reside outside NSW). 
2.2.3. Sample characteristics 
Interview data for the survey were downloaded. The data included a unique 
identifier, sample frame, strata, and responses to the health behaviours, health 
status and demographic questions. Demographic information from the mobile 
frame sample was compared to the landline frame sample using χ2 tests applied to 
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unweighted data. Demographic information from the mobile frame sample, 
landline frame sample, combined landline sample with the mobile-only sample 
(equivalent to a screening dual frame design) and the combined landline sample 
and mobile sample was compared to the NSW demographic profile from the 2011 
census using χ2 tests. The combined landline sample and mobile sample numbers 
were calculated as follows in order to adjust for the overlap: 
((Sa+λSabA)+ (Sb+(1-λ)SabB)  where S is the sample number; λ is the overlap 
adjustment (set to 0.5); A is the landline sample frame; B is the mobile sample 
frame; a is the landline-only phone users, b is the mobile-only phone users, and ab 
is both mobile phone and landline users.  
In the first quarter of 2012, 3395 interviews were completed with 2171 
(63.9%) being from the landline frame of which 382 (17.6%) were landlines-only 
and 1224 (36.1%) being from the mobile frame of which 316 (25.8%) were 
mobile-only. Table 2.4 shows respondent demographic profiles for the mobile 
frame (mobile-only, both and total), compared to the landline frame (landline-
only, both and total). As shown in Table 2.4 the demographic profile of the 
landline frame responders was statistically significantly different to respondents: 
from the mobile frame who were mobile-only for age group (p<0.001), sex 
(p=0.049), Aboriginality (p=0.049), country of birth (p<0.001), and marital status 
(p<0.001); from the mobile frame who had both mobile and landline phones for 
age group (p<0.001) marital status (p=0.003) and income (p=0.001); from the 
mobile frame for age group (p<0.001), country of birth (p<0.001), marital status 
(p<0.001) and income (p=0.01).  
 
 
CHAPTER 2: Representative dimension  46 
Table 2.4. Comparison of the demographic profile of the mobile frame with the 
landline frame respondents, Quarter 1, 2012 NSWPHS  
Demographic groups 














Age groups 0-15 8.5 12.3 11.4 6.0 15.8 14.1 
16-24 17.1 10.8 12.4 0.5 4.9 4.1 
25-34 41.8 16.6 23.1 1.6 6.4 5.6 
35-44 12.3 16.0 15.0 5.2 8.0 7.6 
45-54 10.1 19.3 16.9 7.3 14.3 13.0 
55-64 7.3 14.9 12.9 16.8 22.6 21.6 
65-74 2.5 7.9 6.5 23.3 17.3 18.4 
75-high 0.3 2.2 1.7 39.3 10.6 15.6 
 p-value <0.001 <0.001 <0.001    
Sex Male 48.4 48.3 48.4 42.9 38.0 38.9 
Female 51.6 51.7 51.6 57.1 62.0 61.1 
  0.049 0.052 0.052    
Aboriginality Aboriginal 5.1 1.8 2.6 2.4 2.2 2.2 
Non-Aboriginal 94.9 98.2 97.4 97.6 97.8 97.8 
 p-value 0.049 0.76 0.78    
Country of 
birth 
Australia 60.8 79.4 64.9 76.6 80.1 79.4 
Overseas 39.2 20.6 35.1 23.4 19.9 20.6 
 p-value <0.001 1.00 <0.001    
Marital status Married 31.3 61.8 54.0 45.3 56.0 54.1 
Widowed 1.9 3.5 3.1 28.7 10.5 13.7 
Separated 3.5 3.2 3.3 3.4 4.1 4.0 
Divorced 7.4 7.0 7.1 10.8 12.6 12.3 
Never married 55.8 24.5 32.5 11.8 16.8 15.9 
 p-value <0.001 0.003 <0.001    
Income < $20,000 19.0 9.9 12.0 46.8 19.7 24.0 
$20,001-$40,000 14.7 15.7 15.4 24.5 18.9 19.8 
$40,001-$60,000 16.8 14.3 14.9 9.3 16.2 15.1 
$60,001-$80,000 14.2 13.9 14.0 4.1 11.5 10.4 
$80,000 plus 35.3 46.3 43.7 15.2 33.7 30.8 
 p-value 0.32 0.001 0.01    
NOTES: Chi-squared testing, setting the significance level of p<0.05, was used for the 
comparisons between the mobile phone frame (mobile-only, both and total) sample demographic 
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Age groups 0-15 14.1 11.4 13.4 12.1 20.5 
16-24 4.1 12.4 5.8 7.3 11.6 
25-34 5.6 23.1 10.2 13.2 13.6 
35-44 7.6 15.0 8.2 9.9 14.1 
45-54 13.0 16.9 12.7 13.4 13.8 
55-64 21.6 12.9 19.8 17.4 11.7 
65-74 18.4 6.5 16.4 14.1 7.8 
75-high 15.6 1.7 13.5 12.5 6.9 
 p-value <0.001 0.03 <0.001 0.01  
Sex Male 38.9 48.4 40.1 42.8 49.3 
Female 61.1 51.6 59.9 57.2 50.7 
 p-value 0.04 0.85 0.07 0.20  
Aboriginality Aboriginal 2.2 2.6 2.6 2.6 2.5 
Non-Aboriginal 97.8 97.4 97.4 97.4 97.5 
 p-value 0.86 0.94 0.96 0.96  
Country of 
birth 
Australia 79.4 64.9 77.1 73.4 68.6 
Overseas 20.6 35.1 22.9 26.6 31.4 
 p-value 0.02 0.42 0.07 0.30  
Marital status Married 54.1 54.0 51.3 51.5 49.4 
Widowed 13.7 3.1 12.2 11.1 5.8 
Separated 4.0 3.3 3.9 3.7 3.1 
Divorced 12.3 7.1 11.7 10.2 8.3 
Never married 15.9 32.5 20.9 23.5 33.4 
 p-value <0.001 0.76 0.01 0.08  
Income* < $20,000 24.0 12.0 23.4 21.9 13.7 
$20,001-$40,000 19.8 15.4 19.2 18.5 19.8 
$40,001-$60,000 15.1 14.9 15.3 14.7 16.9 
$60,001-$80,000 10.4 14.0 10.8 11.2 19.8 
$80,000 plus 30.8 43.7 31.3 33.7 29.8 
 p-value 0.02 0.04 0.02 0.05  
NOTES: # Calculation numbers for combined frame = ((Sa+λSabA)+ (Sb+(1-λ)SabB) where S 
=sample; λ=overlap adjustment (set to 0.5); A landline sample frame; B denotes mobile sample 
frame; a landline-only phone users; b mobile-only phone users; ab denotes both mobile phone and 
landline users. * Census income information was converted from weekly income to annual income 
for the comparison. χ2 testing, setting the significance level of p<0.05, was used for the 
comparisons between the sample demographic categories and the population profile (2011 census).  
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Table 2.5 shows respondent demographic profiles for the landline frame, 
mobile frame, the landline frame with the mobile-only respondents from the 
mobile frame, the combined frames (using λ=0.5 as the compositing factor), and 
the NSW demographic profile from the 2011 census (ABS 2011).  
As shown in Table 2.5 the NSW demographic profile was statistically 
significantly different to respondents: from the landline frame for age group 
(p<0.001), sex (p=0.037), country of birth (p=0.02), marital status (p<0.001) and 
income (p=0.015); from the mobile frame for age group (p=0.03) and income 
(p=0.04); from the landline frame plus mobile-only phone respondents for age 
group (p<0.001), marital status (p=0.01) and income (p=0.02); and from the 
combined frame for age group (p=0.01).  
In summary, for the demographic variables examined, the most representative 
sample for the NSW population was the combined frame because only age group 
was different and the least representative sample for the NSW population was the 
landline frame because age group, sex, country of birth, marital status and income 
were different. 
2.3. Impact of design change on weighting strategy 
In the previous landline based samples for the NSWPHS, equal sample sizes 
were used in each stratum, and therefore the probability of selection varied by 
stratum. Moreover, as one person was randomly selected from each selected 
household, the probability of selection also varied by household size. Weights 
were calculated for use in survey estimation to account for the differences in 
 
 
CHAPTER 2: Representative dimension  49 
probabilities of selection and then benchmarked to the latest NSW population by 
age group, sex and stratum as shown in Steel (2004). The use of equal 







which is the ratio of telephone numbers hT  in stratum h to the number of 
telephone numbers in the sample ht , cancelled in the previous calculation of the 
weights, and so the actual number of landline telephone numbers in each of the 
strata did not need to be known. With the inclusion of the mobile phone frame this 
was not the case and the number of landlines and mobile telephone numbers in the 
population for each stratum needed to be estimated. In 2011 the ACMA estimated 
that there were 29.28 million mobile telephone numbers and 10.54 million 
landline telephone numbers in Australia (ACMA 2011).  Estimates, however, 
were not routinely provided by State, let alone by health administration area. 
As the previous NSWPHS samples came from a single frame the weighting 
did not need to account for the differing chances of selection by type of phone 
use. With the inclusion of the mobile telephone numbers, using an overlapping 
dual-frame design, dual-phone users now had an increased chance of selection 
because they could be selected from either frame. This higher chance of selection 
needed to be accounted for in the weighting and estimation. 
There is currently a growing body of knowledge on issues and methods to 
deal with overlapping frames, as summarised in the AAPOR: Cell Phone Task 
Force Report (2010), in particular the use of composite weights to adjust for the 
increased chance of selection of dual-phone users. Hartley (1962 and 1974) first 
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described the calculation of these composite weights in overlapping frames. 
Considering the population total of interest, Y,  and the estimator, y. As before the 
notation A for landline frame, B for the mobile frame, a for landline only 
component, b for mobile only component and ab for dual phone users component 
is used. The composite estimator is defined as  
ycomp = ya + yb + yλ   




ab yyy )1( λλ −+=   
with  Aaby   and  Baby  being the estimators for persons with both mobile and 
landlines from frame A and B respectively. The composite factor being between 0 
and 1 (0< λ <1). Most overlapping dual frame surveys conducted to date have 
used a constant composite factor λ and the most common value is 0.5 (Brick et al. 
2011, Lohr 2010, Wolter et al. 2010). Further discussion on the value of λ is 
provided in section 2.3.4. 
Calculation of weights, in an overlapping dual-frame design, ideally requires 
type of phone use benchmarks as well as population benchmarks (AAPOR 2010). 
In the USA type of phone use benchmarks, at the national level, are collected 
using the NHIS (Blackwell et al. 2014), where questions on residential phone use 
have been included since 1963 and mobile phone use since 2003. In the USA, for 
January to June 2012, it was estimated that 56.1% of adults lived in a household 
with a landline and a mobile phone, 7.8% lived in a household with a landline but 
no mobile phone, 34.0% lived in a household with only a mobile phone, 1.9% 
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lived in a household without a mobile phone or a landline phone, and 0.2% of 
adults lived in a household where the phone status was unknown (Blumberg & 
Luke 2011). The highest mobile-only phone rates were in un-related adults with 
no children (75.9%), young adults (60.1% in 25 to 29 year olds, 49.5% in 18 to 24 
year olds, and 55.1% in 30-34 year olds), house renters (58.2%), and people 
within poor households (51.8%) (Blumberg & Luke 2011). 
Currently there is no equivalent source of information on type of phone use in 
Australia. The first estimates of landline phone use from an equivalent national 
survey, the AHS conducted by the ABS, were collected in 2011 but are yet to be 
published. There are currently no plans to collect information on mobile phone 
use in this national survey. 
 Landline and mobile phone use questions have been included in the Roy Morgan 
Single Source Survey (RMSSS) since 2005 (Roy Morgan Research 2015). The 
June 2011 estimates from this survey were that 74% of adults in Australia lived in 
a household with a landline and a mobile phone, 5% lived in a household with a 
landline but no mobile phone, and 19% lived in a household with only a mobile 
phone; with the highest mobile-only phone rates being in young adults (37% in 18 
to 24 year olds) (ACMA 2011). 
2.3.1. Final weighting strategy  
Within a stratum the landline sample was selected using equal probability of 
selection of landline telephone numbers and then random selection of one person 
from the selected household. In the mobile phone sample an equal probability 
sample of mobile telephone numbers in Australia was selected and screened for 
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adult residents in NSW. If the respondent has one or more children one child in 
their household was selected at random. 
For the sampling design used, person selection probabilities for the landline 
frame and mobile frame were derived as follows: 


























Where: i denotes an eligible person; c denotes a child of an eligible person; p 
denotes a parent; h denotes the stratum; j denotes a household; N denotes 
population size; T denotes number of telephone numbers in the population; t 
denotes number of telephone numbers in the sample; A denotes landline frame; B 
denotes mobile frame. For the design used Ni = 1 and Ncp is the number of 
parents that a child selected through a parent in the mobile phone frame has and 
Ncj is the number of children in the household of the parent.   
The weights were then the inverse w = π −1  in each situation. These weights 
allow for: 
• the different sampling rates by strata in the landline frame; 
• selection of a person from each selected household in the landline frame; 
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• unequal chance of selection of households with more than one landline 
home phone; 
• unequal chance of selection of a person with more than one mobile phone; 
• the selection of a child through their parents in the mobile frame. 
The sample weights of the dual phone-users were then adjusted using the 
composite factor λ set at 0.5. So for those dual phone-users selected from:  
• the landline frame the composite weights were wijh
λ = λwijh
A   
• the mobile frame the composite weights were  ( ) Bii ww λλ −= 1  
Benchmarking to the reference population was then performed as per 
previous years by adjusting the composite weights for differences between 
weighted estimates of the age and sex structure obtained from the combined 
landline and mobile phone sample and ABS mid-year population estimates for 
each stratum, Ndh  (ABS 2011).  This was achieved by summing the weights for 
the age and sex cell d in stratum h, to produce a survey estimate of the population 
in that cell, N̂dh and then multiplying the weights by 
Ndh
N̂dh
. If these population 
estimates also included type of phone use, then these could be used to further 
improve the estimation. However, this information is not available in Australia. 
2.3.2. Estimation of number of telephone numbers in NSW 
The weights described above require information on the number of landline 
telephones in stratum h, Th
A , and the number of mobile telephone numbers in 
NSW, 
B
NSWT . As there was no specific NSW residential landline telephone data, 
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A
hT  , available we divided the number of residential landline telephone numbers in 
Australia, using the ACMA estimate by the proportion of the population in that 
stratum, using the ABS estimates, after having first adjusted it by the percentage 
of the population who had landline phones in that stratum, using the RMSSS 
estimates. As there was no specific NSW mobile telephone data,  BNSWT  , available 
we divided the number of mobile telephone numbers in Australia, using the 
ACMA estimate, by the proportion of the population in NSW, using the ABS 
estimates, having first adjusted it by the percentage of the population in NSW who 
had mobile phones, using the RMSSS estimates (ACMA 2011, ABS 2011, Roy 



















A denotes the proportion of people living in a household with a landline 
phone in stratum h and PNSW
B is the proportion of people in NSW with a mobile 
phone. For landlines this procedure apportions the number of landlines nationally 
to a stratum according to the stratum’s proportion of the population in a household 
with a landline. Similarly the national number of mobile phone numbers is 
apportioned to NSW according to the proportion of the population with a mobile 
phone.  
Table 2.6 shows the estimated number of telephone numbers by frame for 
NSW. There were 3.5 million residential landline telephone numbers and 9.38 
million mobile telephone numbers in NSW and landline numbers in the strata 
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ranged from 23,764 in Far West health administration area to 443,603 in Hunter 
New England health administration area. 
The need to estimate the number of telephone numbers for NSW and by 
stratum from the Australia estimates, highlighted the desirability of being able to 
access accurate information on the population by type of phone at least at the 
State and Territory level. 
 
Table 2.6: Number of telephone numbers by frame for NSW in 2012 
Health administration 
area (stratum for 
landline frame) 










number of lines 
Sydney 74.0% 254,015   
South Western Sydney 79.0% 406,768   
South Eastern Sydney 76.0% 381,287   
Illawarra Shoalhaven 82.0% 194,868   





Northern Sydney 86.0% 431,456   
Central Coast 82.0% 162,390   
Hunter New England 84.0% 443,603   
Northern NSW 85.0% 157,109   
Mid North Coast 81.0% 106,940   
Southern NSW 82.0% 97,434   
Murrumbidgee (inc 
Albury LGA)  
82.8% 153,043 
  
Western NSW 80.0% 137,306   
Far West 90.0% 23,764   
TOTAL 80.8% 3,513,333 85.8% 9,385,073 
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2.3.3. Calculation of the weights 
Data from the NSWPHS for the first quarter of 2012 was used to test the 
weighting strategy. This consisted of data on 3,395 respondents with 2,171 (64%) 
from the landline frame, with 17.6% being landline-only, and 1,224 (36%) from 
the mobile frame, with 25.8% being mobile-only.  
Table 2.7: Management of missing and erroneous data, Quarter 1, 2012 
NSWPHS 
Variable Data n Mis Mean Med Min Max Imputation rules 
Persons in 
household 
(landline frame)  
Raw 2171 0 2.51 2 1 10 Set to 1 if missing 
and to 10 if greater 




Raw 139 0 1.73 2 1 5 Set to 1 if missing 
and to 6 if greater 




Raw 2171 10 1.03 1 0 5 Substitute with 1 if 0 
or missing and to 5 if 
greater than 5 




Raw 1224 19 0.77 1 0 3 Substitute with 0 if 
missing and to 5 if 
greater than 5 




Raw 2171 15 0.91 1 0 6 Substitute with 0 if 
missing and to 5 if 
greater than 5 




Raw 1224 11 1.10 1 1 5 Substitute with 1 if 0 
or missing and to 5 if 
greater than 5 
Imputed   1.10 1 1 5 
Data needed to be available for all core weighting variables including age, sex, 
stratum, number of landline phones, number of mobile phones they personally 
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have, and eligible persons in the household. Table 2.7 shows a summary of the 
data management required.  
If the respondent refused to provide their age or sex the interview was terminated. 
If values could not be imputed for missing and/or erroneous core weighting 
variables then the record was removed from the dataset. Data needed to be 
imputed for 29 respondents for the number of landline phones in the household 
and 26 respondents for the number of mobile phones personally have. 
 Table 2.8 shows a summary of the sampled and reported strata. The majority of 
respondents recruited through the landline frame were, using postcode/suburb 
and/or local government area provided by the respondent during the interview, in 
the same stratum as initially allocated.  The majority of the mismatches being 
within the metropolitan health administration areas where telephone numbers are 
more transportable  
As there was no geography on the mobile frame there were no strata for this 
frame and respondents needed to be asked their location during the interview in 
order to allocate them to the health administration area. Table 2.8 shows that the 
majority, except for 17, of the respondents recruited through the mobile frame 
could be allocated to a stratum using postcode/suburb and/or local government 
area provided by the respondent during the interview. This resulted in 3,378 
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Table 2.8: Management of missing and inconsistent data on health 









Landline frame 2171 2171   
Sydney (Syd) 170 141 -29 
Syd to: SWS (7), SES (13), 
WS (7), NBM (1), NS (8),CC 
(1), HNE (1); and SES (8), 
NBM (1) to Syd 
South Western Sydney 
(SWS) 
146 153 7 
SWS to: WS (2), NBM (1); 
and Syd (7), WS (1), NBM 
(2) to SWS 
South Eastern Sydney 
(SES) 
65 73 8 
SES to: Syd (8), IS (1), WS 
(1); and Syd (13), WS (2), 
MNC (1), FW (2) to SES 
Illawarra Shoalhaven (IS) 113 114 1 SES (1) to IS 
Western Sydney (WS) 123 133 10 
WS to: SWS (1), SES (2), 
NBM (2), NS (3); and Syd 
(7), SWS (2), SES (1), NBM 
(1), NS (7) to WS 
Nepean Blue Mountains 
(NBM) 
143 142 -1 
NBM to: Syd (1), SWS (2), 
WS (1), WNSW (1); and Syd 
(1), SWS (1), WS (2) to NBM 
Northern Sydney (NS) 133 137 4 
NS to: WS (7); and Syd (8), 
WS (3) to NS 
Central Coast (CC) 165 164 -1 
CC to: HNE (2); and Syd (1) 
to CC 
Hunter New England 
(HNE) 
204 208 4 
Syd (1), CC (2), MNC (1) to 
HNE 
Northern NSW (NNSW) 108 107 -1 NNSW to: MNC (1) 
Mid North Coast (MNC) 316 315 -1 
MNC to: SES (1), HNE (1); 
and NNSW (1) to MNC 
Southern NSW (SNSW) 206 206 0 None 
Murrumbidgee (M) 
including Albury LGA 
84 85 1 FW (1) to M 
Western NSW (WNSW) 97 98 1 NBM (1) to WNSW 
Far West (FW) 98 95 -3 FW to: SES (2), M (1) 
 
 









Mobile frame 1244 1207 
  
Mobile 1224 17 -1207  
Sydney (Syd) 0 162 +162 Unknown to Syd 
South Western Sydney 
(SWS) 
0 161 +161 Unknown to SWS 
South Eastern Sydney 
(SES) 
0 140 +140 Unknown to SES 
Illawarra Shoalhaven (IS) 0 59 +59 Unknown to IS 
Western Sydney (WS) 0 153 +153 Unknown to WS 
Nepean Blue Mountains 
(NBM) 
0 58 +58 Unknown to NBM 
Northern Sydney (NS) 0 166 +166 Unknown to NS 
Central Coast (CC) 0 46 +46 Unknown to CC 
Hunter New England 
(HNE) 
0 106 +106 Unknown to HNE 
Northern NSW (NNSW) 0 33 +33 Unknown to NNSW 
Mid North Coast (MNC) 0 21 +21 Unknown to MNC 
Southern NSW (SNSW) 0 34 +34 Unknown to SNSW 
Murrumbidgee (M) 
including Albury LGA 
 44 +44 Unknown to M 
Western NSW (WNSW) 0 22 +22 Unknown to WNSW 
Far West (FW) 0 2 +2 Unknown to FW 
Table 2.9 shows the summary statistics by frame for the sample divided by 
number of telephone lines in the population, telephone lines in the household 
divided by eligible persons in household, person selection probabilities, person 
weights, and the composite weights for dual phone-users (SAS program in 
Appendix 1).  
Average person weights were 3.3 times higher for the mobile-only phone 
users, 1.3 times higher for the landline-only phone users and 1.7 times higher for 
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dual-phone users in the mobile frame compared to the dual-phone users in the 
landline frame.  
Table 2.9: Summary of the person selection probability, composite and 
benchmark weight statistics for each of the frames, Quarter 1, 2012 NSWPHS. 
Description Formula Sum Ave Median Min Max 
Adult and children from landline frame all phone types (n=2171) 
Interviews divided 
by universe of 




A  2.68   0.0012     0.0007 0.00017       0.0041 
Lines in household 






 1216.69     0.5699       0.50000 0.11111       3.0000 
Person selection 
probability (π ijh








N jh  
1.59   0.0007     0.0003     0.00003       0.0082 
Selection weight 
(wijh









A )  
1
π ijh
A  1074321 2805.02 1725.43 121.31 29345.64 
Both phone users 
(n=1788) Selection 
weight (wijh
A )  
1
π ijh
A  78765261  4394.00 2911.00  169.30  35214.76 
Both phone users 
(n=1788) 
Composite weight 
( )λijhw  
λwijh
A  3932630        2197.00        1455.50 84.65 17607.38 
 
Adults all phone types (n=1069) from mobile frame (n=1207) 
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Description Formula Sum Ave Median Min Max 
Interviews divided 







 0.14     0.0001     0.0001     0.00013    0.0001 
Mobile phones for 
person divided by 




 1168.00       1.0947       1.00000       1.00000       5.0000 
Person selection 
probability (π i












0.15    0.0001     0.00013    0.00013     0.0007 
Selection weight 
(wi
B )  Biπ
1
 
7819874        7328.84         7655.04 1531.01         7655.04 




B )  
B
iπ
1  2071325        7319.17 7655.04        1913.76 7655.04 







1  5748549        7332.33 7655.04 1531.01 7655.04 
Both phone users 
(n=785) Composite 
weight ( )λiw  
( ) Biwλ−1
 
2874274        3666.17 3827.52    765.50 3827.52 





 0.02     0.0001     0.0001     0.00013     0.0003 
Number of parents 







 177.57 1.2867 1.00000 0.33333 2.0000 
 Person selection 
probability (π cp





0.03     0.0002    0.0001     0.00004     0.0005 
Selection weight 
(wcp





964534 6989.38 7655.04 1913.76 22965.11 
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805692        7193.68 7655.04 1913.76       22965.11 
Composite weight 
)( λcpw  
( ) Bcpwλ−1
 
402846        3596.84 3827.52 956.88      11482.55 
Adults and children from both frames (n=3378) 
Selection weight 
(composite for both 




10514239        3112.56 2934.56 84.65 29345.64 
Selection weight 
(composite for both 
users) scaled back 









the population by 
age x sex x health 
admin) (Wi










7272086        2152.78 1634.97 13.54        21807 
NOTES: (a) The weight wi
U is the selection weight relevant to the segment of the overall sample 
from which the respondent was selected. For those respondents accessible through both the 
landline frame and the mobile phone frame it is the composite weight. 
 
Table 2.9 also shows the summary statistics for the person weights, 
composite for dual-phone users, scaled back to the number of respondents in the 
sample and for the weights for the dual-frame when benchmarked to the NSW 
population by age group, sex and stratum. The mean final weight was 2,152, 
ranging from 14  for  a 76 year old female dual-phone user in Far West Health 
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administration area recruited through the landline frame to 21,807  for a 76 year 
old male landline-only phone user in South East Sydney health administration 
area recruited through the landline frame.  The distributions of the final weights 
are shown in Figure 2.1.  
Figure 2.1: Percentage of final weights, overall, by type of phone use and by 
frame, Quarter 1 2012 NSWPHS. 
a) overall 
 




















































both landline and mobile landline only mobile only
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c) by frame 
 
Figure 2.1 also shows the distributions of the final weights by frame and type 
of phone use for comparison. Variation in weights is due the disproportionate 
sample sizes, compared to the population by age, sex and health administration 
area. This is further complicated by the sampling through households of differing 
sizes. 
Access to more accurate type of phone use benchmarks would have also 
allowed benchmark weighting by type of phone use. The type of phone use totals 
collected by RMSSS (Roy Morgan Research 2015) were considered to generate 
benchmark populations by age group, sex, stratum and type of phone use. 
However, after conducting a sensitivity analysis it was concluded that potential 
errors in the type of phone use estimates provided by age group, sex and stratum, 
which were well below the design level of the survey, were likely to impact on the 



























mobile frame landline frame
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Weights are used to eliminate bias that would arise from ignoring the 
differences in selection probabilities and also improve estimates by adjusting to 
known population benchmarks. The increase in sampling variance due to 
weighting is reflected in the Weight effects (WEFF), which were also calculated 





where: n denotes sample size and w denotes weights. This is the component of the 
design effect due to weighting (Kish 1992). Table 2.10 shows the WEFFS for 
each of the weighting parameters. The overall WEFF was 1.93. The WEFF is the 
component of the DEFF due to weighting.  
WEFF varied by: age group, from 1.55 in 25-34 years to 2.24 in 65 plus 
years; sex, from 1.83 in males to 1.97 in females; and stratum, from 1.41 in North 
Sydney health administration area, to 3.24 in Mid North Coast health 
administration area. These effects are similar to, and in many cases less than, the 
effects found in the corresponding quarter of the 2011 NSWPHS when only a 
landline based sample was used, which as shown in the last column of Table 2.10. 
The similarity of the weighting effect is partially due to improved coverage 
associated with introducing mobile phones counteracting any effect due to greater 
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Table 2.10: Weight effects by weighting parameters, Quarter 1, 2012 and 2011 
NSWPHS 
Category n SUM(WGT)2 SUM WGT (SUM WGT)







0-13 368 7297166859 1244521 1548832668784 1.73 1.58 
14-24  317 5728404905 1066508 1137439271404 1.60 1.71 
25-34 397 4372748462 1057202 1117675032746 1.55 1.73 
35-44 346 4278905532 974108 948886376182 1.56 1.76 
45-54 489 3262991785 995006 990036601734 1.61 1.91 
55-64 624 2097445465 852381 726553045256 1.80 1.93 
65 plus 837 3136171943 1082361 1171505485852 2.24 1.63 
Sex 
Male 1429 16560322718 3600556 12964003293103 1.83 2.13 




Syd 303 1698048663 585360 342646633987 1.50 1.80 
SWS 314 4303110764 892880 797234926549 1.69 1.62 
SES 213 5079590457 843566 711603697584 1.52 1.81 
IS 173 1303216701 391278 153098535888 1.47 1.82 
WS 286 3618759102 846389 716374051549 1.44 1.65 
NBM 200 1062941408 347524 120772881923 1.76 1.86 
NS 303 3343021760 846173 716008052067 1.41 1.80 
CC 210 1022421509 320135 102486405420 2.09 2.16 
HNE 314 4347558425 885170 783525875790 1.74 1.74 
NNSW 140 1082404196 300456 90273555553 1.68 1.68 
MNC 336 451722818 216328 46797881462 3.24 1.93 
SNSW 240 462055826 205377 42179613548 2.63 2.31 
M 129 885322373 241598 58369453477 1.84 1.89 
WNSW 120 1025192088 268286 71977640717 1.71 2.29 
FW 97 18833284 30750 945569265 1.93 1.80 
Overall 3378 30173834950 7272086 52883238281997 1.93 2.37 
 
 
CHAPTER 2: Representative dimension  67 
2.3.4. Examination of lambda 
The compositing factor λ used for the composite weights was set at 0.5. The 
use of 0.5 as the composite factor assumes that all sampled units respond. Skinner 
(1991) and Skinner and Rao (1996) have explored ways to reduce non-response 
bias by raking the estimates to type of phone use totals from an independent 
source. When Brick et al. (2006) applied these to the Current Population Survey 
(CPS) he found that none of the suggested estimation schemes substantially 
reduced the non-response bias of the estimate. So with overlapping dual-frames 
design surveys being relatively new in Australia the use of λ = 0.5 as the 
compositing factor seemed appropriate. It is possible to determine a value of this 
factor that minimises the sampling variance of the estimator, but this value will be 
variable specific. Moreover, it is likely that for various reasons, the estimates 
obtained for the overlapping component of the population, obtained from the two 
sampling frames do not have the same expectation, and using λ = 0.5 ensures that 
the two frames are given equal prominence in the estimation. 
We examined the optimal values of lambda that minimize the sampling 














where: A=landline frame; B=mobile frame; ab=dual-phone users; Y=parameter. 
As shown in Table 2.11 the average optimal value of lambda was 0.58 with 
values for the demographic parameter examined ranging from 0.46 for age group 
to 0.72 for regions, and values for the health indicators ranging from 0.54 to 0.63. 
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Table 2.11: Examination of the optimal value of lambda using variance ratios, 











Sex 1.76 1.22 0.59 
Region 1.48 0.57 0.72 
Aboriginal or Torres Strait Islander 0.48 0.35 0.58 
Country of birth 1.70 1.01 0.63 
Private health cover 1.71 1.24 0.58 
Age group 0.48 0.57 0.46 
Five or more drinks of alcohol in a day 1.07 0.64 0.63 
Recommended fruit 1.81 1.30 0.58 
Recommended vegetables 1.16 0.90 0.56 
Current smokers 1.32 0.91 0.59 
Physical activity 1.76 1.28 0.58 
Positive self-reported health status 1.21 1.04 0.54 
Current asthma 1.02 0.86 0.54 
Diabetes 0.94 0.79 0.54 
Overweight or obese 1.82 1.27 0.59 
AVERAGE   0.58 
This ratio will be determined by the sample size in the overlapping segment 
of the population in the landline sample (1789) and the mobile phone frame (908) 
and the design effects for the two estimates. If the estimates have the same design 
effect the optional value of λ would be determined by the respective sample size 
and would be 0.66. Our generally lower value is due to the estimate obtained from 
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2.4. Impact of design change on health indicator time series 
This section provides prevalence estimates for type of phone-use, health risk 
factor and health status from the 2012 NSWPHS. It also examines if, as other 
authors have found, there are any associations between the health indicators and 
type of phone-use, adjusting for the weighting variables. Health estimates from 
the 2012 NSWPHS, and the landline frame sample, re-benchmarked to the NSW 
population, were then compared to the previous year’s estimates. The impacts on 
the time series of the change in design to an overlapping dual-frame design is then 
discussed and possible approaches to handling these impacts considered. 
For this evaluation data from the NSWPHS for 2012 was available. This 
consisted of data on 15,214 respondents with 10,518 (69.1%) from the landline 
phone frame (17.0% landline only), and 4,696 (23.9%) from the mobile phone 
frame (25.8% mobile only). The overall response rate was 31.0%, co-operation 
rate was 63.4%, refusal rate was 17.9% and contact rate was 66.9%. 
2.4.1. Prevalence estimates 
Prevalence estimates and 95 per cent CIs using the SURVEYFREQ 
procedure in SAS, which uses the Taylor expansion method to calculate sampling 
errors for weighted estimates based on complex sample designs, were calculated 
for each indicator (SAS Institute 2009). Estimates for type of phone-use were 
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Table 2.12: Type of phone-use estimations for NSW from 2012 NSWPHS 
Demographic groups 
Landline-only Mobile-only Dual phone users 
% 95%CI % 95%CI % 95%CI 
Sex 
Males 9.6 8.4-10.8 20.9 18.4-23.4 69.5 66.9-72.1 
Females 9.5 8.4-10.7 19.5 16.9-22.1 71.0 68.4-73.6 
Age group 
14-24 years 1.6 0.9-2.4 21.1 17.5-24.7 77.3 73.6-81.0 
25-34 years 0.7 0.3-1.1 45.1 39.4-50.8 54.2 48.5-59.9 















65 + years 33.6 30.6-36.7 3.2 2.0-4.3 63.1 60.1-66.2 
Aboriginal and/or Torres 
Strait Islanders 
6.7 4.2-11.1 41.2 29.9-47.5 52.1 45.2-62.2 
Never married 3.4 2.7-4.1 33.4 29.8-37.0 63.2 59.6-66.8  
Separated but not divorced 9.8 5.0-14.7 31.7 19.7-43.8 58.4 47.2-69.6 
Born overseas 7.8 6.6-9.0 23.2 20.0-26.3 69.1 65.9-72.2 
Low household income 
(<$20,000) 
21.0 18.2-23.6 26.6 21.9-31.4 52.4 48.3-56.6 
NSW OVERALL 9.6 8.8-10.4 20.2 18.3-22.0 70.2 68.4-72.1 
  
It was estimated from the 2012 NSWPHS that 20.0% (95%CI 18.3%-22.0%) 
of the NSW population were mobile-only, 9.6% (95%CI 8.8%-10.4%) landline 
only, and 70.2% (95%CI 68.4%-72.1%) dual phone users. As shown in Table 
2.12, highest rates of mobile-only phone users were in people aged 25-34 years, 
and Aboriginal and/or Torres Strait Islander peoples. 
Health risk factor and health status indicators were selected from the 
questions asked in the survey as shown in Table 2.13.  
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Table 2.13: Health indicators definitions and questions, from the NSWPHS 
Health indicator Definition Question/s 
Five or more 
drinks of alcohol 
in a day 
The indicator includes those who 
drink five or more standard 
drinks on a day when they drink 
alcohol. 
How often do you usually drink 
alcohol?  
On a day when you drink alcohol, how 
many standard drinks do you usually 
have?  
A standard drink is equal to 1 middy of 
full-strength beer, 1 schooner of light 
beer, 1 small glass of wine, or 1 pub-
sized nip of spirits. 
More than two 
alcoholic drinks 
in a day 
The indicator includes those who 
drink more than two standard 
drinks on a day when they drink 
alcohol. 
How often do you usually drink 
alcohol?  
On a day when you drink alcohol, how 
many standard drinks do you usually 
have?  
A standard drink is equal to 1 middy of 
full-strength beer, 1 schooner of light 
beer, 1 small glass of wine, or 1 pub-
sized nip of spirits. 
Recommended 
fruit intake 
The indicator includes those who 
consumed two or more serves of 
fruit a day.  
 
The recommended fruit intake is 
at least 2 serves a day, depending 
on their overall diet. One serve is 
equivalent to 1 medium piece or 
2 small pieces of fruit. 
How many serves of fruit do you 
usually eat each day? 
Recommended 
vegetable intake 
The indicator includes those who 
consumed 5 or more serves of 
vegetables a day. The 
recommended vegetable intake is 
at least 5 serves a day for 
persons aged 16 years and over, 
depending on their overall diet. 
One serve is equivalent to 1/2 
How many serves of vegetables do you 
usually eat each day? 
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Health indicator Definition Question/s 
cup of cooked vegetables or 1 
cup of salad vegetables.  
Current smoking 
The indicator includes those who 
smoked daily or occasionally.  
Which of the following best describes 
your smoking status: smoke daily, 
smoke occasionally, do not smoke now 
but I used to, I have tried it a few times 




The indicator includes those who 
did adequate physical activity. 
Adequate physical activity is a 
total of 150 minutes a week on 5 
separate occasions. The total 
minutes were calculated by 
adding minutes in the last week 
spent walking continuously for at 
least 10 minutes, minutes doing 
moderate physical activity, plus 
2 x minutes doing vigorous 
physical activity.  
In the last week, how many times have 
you walked continuously for at least 10 
minutes for recreation or exercise or to 
get to or from places?  
What do you estimate was the total 
time you spent walking in this way in 
the last week?  
In the last week, how many times did 
you do any vigorous physical activity 
that made you breathe harder or puff 
and pant?  
What do you estimate was the total 
time you spent doing this vigorous 
physical activity in the last week?  
In the last week, how many times did 
you do any other more moderate 






The indicator includes those 
responding excellent, very good, 
or good to a global self-rated 
health status question.  
Overall, how would you rate your 
health during the last 4 weeks: Was it 
excellent, very good, good, fair, poor, 
or very poor? 
Current asthma 
The indicator includes those who 
had symptoms of asthma or 
treatment for asthma in the last 
12 months.  
Have you ever been told by a doctor or 
hospital you have asthma?  
Have you had symptoms of asthma or 
treatment for asthma in the last 12 
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The indicator includes those who 
either had diabetes or high blood 
glucose but did not have 
gestational diabetes.  
Have you ever been told by a doctor or 
hospital you have diabetes?   
Have you ever been told by a doctor or 
hospital you have high blood glucose?  
If female, Were you pregnant when 
you were first told you had diabetes or 
high blood glucose?  
Have you ever had diabetes or high 




The indicator includes those who 
are overweight or obese: that is 
with a BMI of 25.0 or higher. 
BMI is calculated as follows: 
BMI = weight (kg)/height(m)². 
Categories for this indicator 
include overweight (BMI from 
25.0 to 29.9) and obese (BMI of 
30.0 and over).  
How tall are you without shoes?  
How much do you weigh without 
clothes or shoes? 
With regard to health risk factor and health status indicators, it was estimated 
from the dual frame 2012 NSWPHS that 11.1% of the population drank five or 
more drinks of alcohol in a day, 27.6% drank more than two alcoholic drinks in a 
day, 53.4% met the recommended fruit intake, 10.0% met the recommended 
vegetable intake, 17.1% were current smokers, 56.2% did adequate physical 
activity, 82.4% had positive self-rated health status, 10.1% had current asthma, 
8.4% were ever diagnosed with diabetes, and 49.7% were overweight or obese.  
Table 2.14 shows the health indicator prevalence estimates for the 2012 
NSWPHS dual frame including 95% CIs.  
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Table 2.14: Health indicators estimate comparisons between adults with 
landline phones, who may also have a mobile phone, and mobile-only phone 




phones - who 








difference Total (95%CI) 
Five or more drinks of 
alcohol in a day 
9.0% 19.3% 114% 11.1% (9.9%-12.2%) 
More than two alcoholic 
drinks in a day 
25.6% 35.0% 37% 27.6% (25.9%-29.3%) 
Recommended fruit 
intake 
53.7% 52.0% -3% 53.4% (51.5%-55.3%) 
Recommended vegetable 
intake 
10.5% 7.8% -26% 10.0% (8.8%-11.1%) 
Current smoking 14.0% 28.3% 103% 17.1% (15.6%-18.6%) 
Adequate physical 
activity 
53.2% 66.7% 26% 56.2% (54.2%-58.1%) 
Positive self-reported 
health status 
81.4% 86.0% 6% 82.4% (81.2%-83.6%) 
Current asthma 10.7% 8.1% -25% 10.1% (9.1%-11.1%) 
Ever diagnosed with 
diabetes 
9.3% 5.2% -44% 8.4% (7.5%-9.2%) 
Overweight or obese 52.1% 41.0% -21% 49.7% (47.7%-51.6%) 
 
It also shows the population with landline phones, who may also have a 
mobile phone, and those who are mobile-only phone users. As shown in Table 
2.14 there were relative differences of more than 50% for five or more drinks of 
alcohol in a day (9.3% v 21.6%, 132% higher), and current smoking (14.5% v 
30.9%, 113% higher) between the population with landline phones, who may also 
have a mobile phone, and those who are mobile-only phone users. 
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2.4.2. Associations between the health indicators and type of phone-use 
As previous research in Australia (Pennay & Bishop 2009) had found, even 
adjusting by age and sex, mobile-only phone users were more likely to be current 
smokers. This study also included an examination of the associations between 
several health indictors and phone ownership to see if the weighting variables 
would have been able to adjust for the phone ownership differences or whether 
there were other factors involved. 
Prevalence ratios (PR) for each of the health indicators were calculated using 
Poisson regression analysis with robust variance estimation by type of phone-use 
using the categories mobile-only, landline-only, dual phone users in the mobile 
frame, and dual phone users in the landline frame as the reference category. This 
analysis was then repeated adjusting for all of the weighting variables including 
age group, sex, administration area, number of eligible persons in the household, 
and number of phone lines. 
This analysis used the GENMOD procedure in SAS (See Appendix 2). As the 
Poisson model uses the natural logarithm as the link function, exponentiation of 
the parameter estimates was used to obtain the PRs for the study factors (Zou 
2004, Lee et al. 2009, Cole 2001).   
Table 2.15 shows null PRs and PRs adjusted for weighting variables for type 
of phone-use for each of the selected health indicators from the 2012 NSWPHS. 
As shown in Table 2.15, after adjusting by the weighting variables of age group, 
sex, administration area, number of phone lines, and number of eligible persons in 
the household, mobile-only phone users were more likely to: drink five or more 
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drinks of alcohol in a day (PR, 1.25; 95%CI, 1.04-1.59) and be current smokers 
(PR, 1.39; 95%CI, 1.20-1.63), and mobile-only phone users were less likely to 
meet the recommended vegetable intake (PR, 0.65; 95%CI 0.50-0.85) and be 
overweight or obese (PR, 0.90; 95%CI 0.83-0.97) than dual phone users from the 
landline frame.  
Also, after adjusting by the weighting variables of age group, sex, 
administration area, number of phone lines, and number of eligible persons in the 
household, dual phone users from the mobile frame were significantly different to 
the dual phone users from the landline frame: for more than two drinks of alcohol 
in a day (PR, 0.88; 95%CI 0.80-0.97), current smoking (PR, 0.85; 95%CI 0.74-
0.98), and current asthma (PR, 0.77; 95%CI 0.65-0.91) which further supports the 
use of overlapping dual-frame designs, rather than screening dual-frames designs.  
Recommended fruit intake was the only indicator for which the weighting 
variables were able to adjust for all of the differences in the sample with regard to 
phone ownership. For 7 of the indicators, with regard to dual frame users from the 
mobile frame, the adjustment using the weighting variables were able to reverse 
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Table 2.15: Prevalence Ratios Generalised linear model (Poisson robust 
variance) for selected indicators, 2012 NSWPHS 
Indicator Category 
Null Adjusted by weighting variable^ 
PR (95%CI) PR (95%CI) 
Five or more 
drinks of alcohol 
in a day 
Dual phone users (mobile 
frame) 
1.48 1.29 1.69 * 0.94 0.78 1.13 
 
Landline-only phone user 0.86 0.70 1.06   1.25 1.02 1.54 * 
Mobile-only phone user 2.51 2.14 2.93 * 1.29 1.04 1.59 * 
REF – Dual phone users 
(landline frame) 
1.00       1.00 
   
More than two 
drinks of alcohol 
in a day 
Dual phone users (mobile 
frame) 
1.18 1.10 1.27 * 0.88 0.80 0.97 # 
Landline-only phone user 0.71 0.63 0.80 # 0.89 0.79 0.99 # 
Mobile-only phone user 1.63 1.49 1.79 * 1.07 0.95 1.20 
 
REF – Dual phone users 
(landline frame) 
1.00       1.00 
   
Recommended 
fruit intake 
Dual phone users (mobile 
frame) 
0.94 0.90 0.97 # 0.99 0.94 1.04 
 
Landline-only phone user 0.99 0.95 1.04   0.96 0.92 1.01 
 
Mobile-only phone user 0.87 0.81 0.92 # 0.93 0.86 1.01 
 
REF – Dual phone users 
(landline frame) 
1.00       1.00 
   
Recommended 
vegetable intake 
Dual phone users (mobile 
frame) 
0.68 0.60 0.77 # 0.87 0.74 1.02 
 
Landline-only phone user 0.86 0.74 0.99 # 0.82 0.71 0.96 # 
Mobile-only phone user 0.47 0.37 0.60 # 0.65 0.50 0.85 # 
REF – Dual phone users 
(landline frame) 
1.00       1.00 
   
Current smoking 
Dual phone users (mobile 
frame) 
1.19 1.08 1.32 * 0.85 0.74 0.98 # 
Landline-only phone user 1.03 0.91 1.18   1.34 1.18 1.53 * 
Mobile-only phone user 2.10 1.88 2.35 * 1.39 1.20 1.63 * 
REF – Dual phone users 
(landline frame) 
1.00       1.00 
   
Adequate 
physical activity 
Dual phone users (mobile 
frame) 
1.10 1.05 1.14 * 0.96 0.91 1.02 
 
Landline-only phone user 0.77 0.72 0.82 # 0.84 0.78 0.89 # 
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Indicator Category 
Null Adjusted by weighting variable^ 
PR (95%CI) PR (95%CI) 
REF – Dual phone users 
(landline frame) 
1.00       1.00 




Dual phone users (mobile 
frame) 
1.05 1.03 1.07 * 1.04 1.00 1.07 
 
Landline-only phone user 0.86 0.84 0.89 # 0.89 0.86 0.92 # 
Mobile-only phone user 1.05 1.02 1.08 * 1.01 0.97 1.05 
 
REF – Dual phone users 
(landline frame) 
1.00       1.00 
   
Current asthma 
Dual phone users (mobile 
frame) 
0.72 0.63 0.82 # 0.77 0.65 0.91 # 
Landline-only phone user 0.98 0.86 1.13   1.02 0.88 1.17 
 
Mobile-only phone user 0.78 0.64 0.94 # 0.82 0.66 1.04 
 
REF – Dual phone users 
(landline frame) 
1.00       1.00 
   
Ever diagnosed 
with diabetes 
Dual phone users (mobile 
frame) 
0.69 0.60 0.80 # 1.01 0.86 1.20 
 
Landline-only phone user 1.63 1.45 1.83 * 1.23 1.09 1.38 * 
Mobile-only phone user 0.51 0.40 0.66 # 1.13 0.86 1.49 
 
REF – Dual phone users 
(landline frame) 
1.00       1.00 
   
Overweight or 
obese 
Dual phone users (mobile 
frame) 
0.88 0.84 0.91 # 0.99 0.94 1.04 
 
Landline-only phone user 1.02 0.98 1.07   0.97 0.93 1.02 
 
Mobile-only phone user 0.73 0.68 0.78 # 0.90 0.83 0.97 # 
REF – Dual phone users 
(landline frame) 
1.00       1.00 
   
NOTES: ^ Adjusted by weighting variables: Age group, sex, health administration area, household 
size and number of telephone lines; # significantly higher (p<0.05) than reference; *significantly 
lower (p<0.05) than reference. 
 
For more than two drinks in a day and for current smoking after adjustment 
using the weighting variables the statistically significant differences actually 
changed direction (i.e. higher to lower than the reference group) for dual phone 
users from the mobile frame.  After adjustments using the weighting variables 7 
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health indicators for landline-only phone users were statistically different to the 
reference group, dual phone users from the landline frame whereas only 4 
indicators for mobile-only phone users were statistically different. 
2.4.3. Comparison of 2012 prevalence estimates with previous years 
Estimates for health related variables for the 2012 NSWPHS based on the 
combined landline and mobile phone samples, as well as using just the landline 
frame sample, re-benchmarked to the NSW population, were then compared to the 
2011 NSWPHS which is based solely on a landline sample. Statistically 
significant differences were identified by comparing the differences between the 
two estimates, divided by the SE of the differences, calculated as 
 ( ) ( )[ ]2201222011 PHSPHS YSEYSE  + ,   
with the standard normal distribution (Altman & Bland 2003).  
Table 2.16 shows the health indicators estimates from the 2012 NSWPHS, 
compared to the 2011 NSWPHS. Statistically significantly higher estimates were 
found in 2012 for: recommended fruit intake (from 50.4% to 53.4%, p=0.016), 
recommended vegetable intake (from 8.4% to 10.0%, p=0.026), current smoking 
(from 14.7% to 17.1%, p=0.011), positive self-reported health status (from 80.3% 
to 82.4%, p=0.010), and statistically significantly lower estimates for overweight 
or obese (52.2% to 49.7%, p=0.047). 
Table 2.16 also shows the health indicators estimates, using just the landline 
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% (SE%) % (SE%) % (SE%) diff p-value diff p-value 
Five or more 
drinks of alcohol 
in a day 
11.3 (1.10) 11.1 (0.59) 9.4 (0.81) -0.2 0.432 -1.9 0.083 
More than two 
alcoholic drinks in 
a day 
29.6 (0.74) 27.6 (0.87) 27.1 (1.23) -2.0 0.092 -2.5 0.042# 
Recommended 
fruit intake 
50.4 (0.74) 53.4 (0.98) 55.9 (1.27) 3.0 0.016* 5.5 <0.001* 
Recommended 
vegetable intake 
8.4 (0.35) 10.0 (0.60) 12.3 (0.94) 1.6 0.026* 3.9 <0.001* 
Current smoking 14.7(0.55) 17.1 (0.75) 14.4 (0.92) 2.4 0.011* -0.3 0.373 
Adequate physical 
activity 




80.3 (0.56) 82.4 (0.60) 80.6 (0.95) 2.1 0.010* 0.3 0.381 
Current asthma 11.3 (0.46) 10.1 (0.52) 12.6 (0.97) -1.2 0.079 1.3 0.122 
Ever diagnosed 
with diabetes 
8.1 (0.31) 8.4 (0.44) 8.6 (0.54) 0.3 0.573 0.5 0.215 
Overweight or 
obese 
52.2 (0.76) 49.7 (1.00) 53.9 (1.35) -2.5 0.047 1.7 0.138 
NOTES: # significantly higher (p<0.05) than reference; *significantly lower (p<0.05) than 
reference  
Statistically significantly higher estimates were again found for recommended 
fruit intake (from 50.4% to 55.9%, p<0.001) and recommended vegetable intake 
(from 8.4% to 12.3%, p<0.001), and statistically significantly lower estimates for 
more than two alcoholic drinks in a day (29.6% to 27.1%, p=0.042). Current 
smoking, positive self-reported health status, and overweight or obese were no 
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longer statistically significantly different, and the difference had changed in 
direction for current smoking and overweight or obese.  
Table 2.17 shows a summary of the factors used to predict if the design 
change is likely to impact on the time series.  
Table 2.17: Summary of the factors used to predict if the design change is likely 















2011 and 2012 
Change between 




frame) signif direction  
Five or more drinks 
of alcohol in a day 
√ √ 
    
More than two 
alcoholic drinks in a 
day 









√ √ √ √ 
  




activity       
Positive self-reported 






      
Ever diagnosed with 
diabetes       





These factors are 50% difference or more for non-landline frame persons, 
association between type of phone-use and the indicator, change in significance 
between sampling designs, and change in direction between sampling designs.  
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Based on this analysis, the two indicators for which the time series was most 
likely to be affected, were current smoking and overweight or obese. Looking at 
the full time series of estimates as shown in Figure 2.2, if the NSWPHS had 
continued to be undertaken only using a landline frame, overweight or obese 
would have been shown to continue to increase and current smoking would have 
been shown to continue to decrease.  
Figure 2.2: Landline sample time series estimates for current smoking and 




Lines of best fit were: y = -0.0189x2 -0.3455x + 24.447, R² = 0.9648 for current 
smoking, and y = -0.0292x2 +1.3344x + 29.852, R² = 0.9707 for overweight or 
obese where x=year-1996. With the introduction of the overlapping dual-frame 
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then decreased in 2012, and the estimates for current smoking decreased until 
2011, and then increased in 2012.  
2.4.4. Adjusting the time series 
Two approaches were considered to adjust the time series for the expansion 
of the coverage of the survey. The first being the backcasting method as described 
in Van den Brakel et al. (2008) where a correction factor was applied to each of 








−   
where AtY  is the estimate from the landline phone frame, tY
~
 is the revised 
estimate,  A is the landline frame, and b is the mobile-only phone users. The 







, and AtC  is the coverage each year as reported (ABS 2011, ACMA 
2011). The second method was the minimal coverage method, which only allowed 
inclusion of point estimates into the time series where there was adequate 
population coverage, with adequate population coverage being defined as 85% or 
above (Barr 2008). This second method would have removed the estimates for 
2010 and 2011. 
The backcasting method, applying  relative differences of 113% for current 
smoking and -21% for overweight or obese across all years and landline coverage 
of  96% from 1997-2002, 95% in 2003, 93.5% in 2004, 92.4% in 2005, 90.1% in 
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2006, 89.3% in 2007, 87.6% in 2008, 84.6% in 2009, 83.1% in 2010, 80.6% in 
2011 and 77.8% in 2012, resulted, as shown in Figure 2.3, in the trend for current 
smoking continuing to decrease in 2012 and the trend for overweight or obese 
increasing until 2008, and plateauing thereafter. Lines of best fit were: y = -
0.0112x2 + 44.411x – 43981, R² = 0.9315 for current smoking, and y = -0.0523x2 
+ 210.18x – 211256, R² = 0.9503 for overweight or obese where x=year-1996.  
The minimal coverage method, removing years 2010 and 2011 when the 
population coverage was less than 85% resulted, as shown in Figure 2.3, in the 
trend for current smoking continuing to decrease in 2012, but at a lesser rate and 
the trend for overweight or obese increasing until 2008 and plateauing thereafter. 
Lines of best fit were: y = -0.0112x2 - 0.3169x + 25.34, R² = 0.9156 for current 
smoking, and y = -0.0641x2 + 1.7555x + 39.093, R² = 0.9393 for overweight or 
obese where x=year-1996.  
Preliminary estimates for the first quarter of 2013 were also included for 
current smoking and overweight or obese; to examine which of the adjustment 
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Figure 2.3: Options for adjusting the time series estimates for current smoking 
and overweight or obese from the NSWPHS to incorporate the dual-frame 
sample from 2012 onwards.  
 
 
Both methods were very close for overweight and obese, and the backcasting 
method was slightly better for current smoking. Both methods had similar 
trajectories into the future and both were getting further away from the landline 
frame trajectory. 
2.5. Discussion 
The inclusion of the mobile phone number was logistically very challenging 
with the biggest challenge being the lack of geography on the mobile frame which 
resulted in more time and resources being spent on calling ineligible numbers 
(persons who reside outside NSW). The inclusion of mobile phone numbers in the 
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NSWPHS is cost-effective because of the additional interviews that were 
conducted with young people, Aboriginal and Torres Strait Islanders and people 
who were born overseas resulting in a more representative sample. This however 
may not be the case for smaller states where the cost of excluding ineligible (out 
of state) persons may be prohibitive. NSW has the highest proportion of the eight 
states and territories, accounting for 32% of the Australian population (ABS 
2011). 
Early results are now becoming available from stand-alone surveys of the 
Australian population that are including mobile phone numbers using various 
designs (Holbourn et al. 2012, Western et al. 2012, SRC 2011, and Livingstone et 
al. 2013) and so the health survey research community is slowly getting more 
experience in Australia on conducting RDD surveys with mobile phone 
augmentation.  
The inclusion of the mobile telephone numbers through an overlapping dual-
frame design, improved the coverage of the survey and an appropriate weighing 
procedure is feasible, although it added substantially to the complexity of the 
weighting strategy.  Access to accurate Australian, State and Territory estimates 
of the number of landline and mobile telephone numbers and type of phone use by 
at least age group and sex would greatly assist in the weighting of dual-frame 
surveys in Australia.   
The type of phone-use estimates from the 2012 NSWPHS were similar to 
those published for Australia in 2012 by ACMA from the RMSSS that being 
19.9% for mobile-only, 8.0% for landline-only and 69.8% for dual phone users.  
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When the health indicators estimates from the 2012 NSWPHS were 
compared to the 2011 NSWPHS, statistically significant differences were found 
for recommended fruit intake, recommended vegetable intake, current smoking, 
positive self-reported health status, and overweight or obese. When the health 
indicators estimates were compared using only the landline frame sample, re-
benchmarked to the NSW population, to the 2011 NSWPHS, current smoking, 
positive self-reported health status, and overweight or obese were no longer 
statistically significantly different, and the difference had changed in direction, for 
current smoking and overweight or obese.  
How should these changes be interpreted? Did current smoking really 
increase in 2012, and did overweight or obese really decrease in 2012, or is it a 
consequence of the design change? Our examination of the time series for current 
smoking and overweight or obese showed that it was a consequence of the design 
change and not a real change. 
The backcasting method was best able to predict the 2013 estimates for 
current smoking. This method appears superior to the minimal coverage method 
in that it not only corrects the years when the landline frame coverage was sub-
optimal, but it also adjusts the estimates to what they should have been for all the 
other years, if mobile-only phone users were included. We needed to make some 
assumptions, that being that the relative difference between people covered by the 
landline phone frame and mobile-only phone users has remained constant over 
time, and, that the landline phone coverage estimates for Australia were 
appropriate for NSW. A more complex formula would need to be used if the 
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backcasting method was also being used for demographic groups—requiring AtC
for each group which is not currently available, and could quite quickly become 
very complex with numerous assumptions. The minimal coverage method does 
not require any additional assumptions to be made; it just requires a decision on 
what is considered adequate population coverage by the sample frame or frames.  
Figure 2.3 shows that the difference between the landline frame time series 
and the adjusted dual-frame time series, for current smoking and overweight or 
obese, are widening over time. A recent study on the European telephone surveys 
has concluded that coverage bias from surveys using only landline frames in 
Europe are increasing over time (Mohorko et al. 2013). This study highlighted the 
need for mobile telephone number augmentation of the sample to occur prior to 
the landline phone coverage becoming sub-optimal. 
The inclusion of the mobile telephone numbers through an overlapping dual-
frame design did impact on the time series for the health risk factors and health 
status estimates, in that it corrected the estimates that were being calculated from 
a sample frame, which was getting progressively less representative of the 
population. Therefore, continuing to use only landline frames in Australia, 
although maintaining the same design, is not keeping the estimates the same 
















3. Measurement dimension 
As described in Chapter 1 the measurement dimension consists of: the 
construct, the measurement, the response and the edited responses in order to get 
to the survey statistic. Important research quality issues with regard to an ongoing 
population health survey in Australia, from a measurement perspective, are having 
consistent criteria and standards from which to compare survey outcome, 
interviewer performance; and question reliability and accuracy.  Specifically in 
this chapter: the methods, criteria and standards for survey operational data, 
interviewer performance, question accuracy and reliability, and analysis methods 
will be reviewed. These best available criteria and standards will be applied to the 
NSWPHS. Analysis methods will also be explored with data from a validation 
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3.1. Survey operational data   
There was substantial debate, mainly in USA and Europe on survey standards 
for operational data in the late 1980s. Debate centered on survey standards; the 
need to have them and if adopted the definitions of those standards. These 
standards were particularly important with regard to the reporting of non-
response. The core professional associations involved were the AAPOR, World 
Association for Public Opinion Research (WAPOR), European Society for 
Opinion and Marketing Research (ESOMAR), American Marketing Association 
(AMA), American Statistical Association (ASA), International Association of 
Survey Statisticians (IASS), International Statistical Institute (ISI), Council of 
American Survey Research Organizations (CASRO), Council for Marketing and 
Opinion Research (CMOR), and the National Council of Public Polls (NCPP).  
3.1.1. Identifying methods, criteria and standards for survey outcomes  
The first attempt to draft survey standards and provide definitions was in 
1982 by CASRO in the Special Report on the Definition of Response Rates 
(CASRO 1982).  Then Smith (2002) presented a paper on standards for final 
disposition codes and outcome rates for surveys at the Federal Committee on 
Statistical Methodology Conference. At the time he concluded that only the 
professional, academic, and trade organizations at the core of survey research take 
up non-response in their codes, official statements, and organizational journals. 
Even among those organizations that consider non-response, reporting standards 
are incomplete, technical standards are lacking and/or regulated to less official 
status, and performance standards are non-existent.  
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Smith then headed a committee to produce the first edition of the AAPOR 
Standard Definitions Final Dispositions of Case Codes and Outcome Rates for 
Surveys in 1998 (AAPOR 2011). The aim of this document was to standardize the 
codes researchers use to catalogue the dispositions of sampled cases in order find 
common ground on which to compare the outcome rates for different surveys. 
Since then there have been seven editions of the standards (AAPOR 2011) with 
the latest one being in 2015. Standards were incorporated and/or updated for: mail 
surveys of specifically named persons (second edition in 2000); complex samples 
(third edition in 2004); internet surveys (fourth edition in 2006); cell phones in 
surveys (fifth edition in 2008); postcodes (update), mix-mode surveys and 
methods for estimating eligibility rates for unknown cases (sixth edition in 2009); 
internet surveys (update) and establishment surveys (seventh edition in 2011). 
These standards are not required but their use is encouraged. In America it was 
not until 2012 that the BRFSS moved from using the CASRO definitions to the 
AAPOR definitions (CDC 2013).  
In Australia there are no country wide standards and so each survey provider 
has developed their own dispositions and outcome measures for their specific 
needs. In recent years awareness of the AAPOR definitions in Australia is 
increasing and use of the AAPOR definitions is encouraged in order to compare 
between surveys. The methodological review of the NSWPHS (Hughes & Steel 
2009) recommended that the AAPOR definitions be used. 
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3.1.2. Applying AAPOR Standard Definitions to the NSWPHS 
From 1997 to 2009 call outcome information was specific to the NSWPHS. 
Although detailed information on the results of the calls was provided in the 
reports, it was based on site specific dispositions. The response rate was 
calculated as completed interviews divided by completed interviews and refusals. 
This information although useful was not able to be compared to other surveys. In 
2010 and 2011 no call information was provided and then in 2012, as described in 
Chapter 2, AAPOR definitions were applied to the NSWPHS. Although the 
methodological review (Hughes & Steel, 2009)  recommended that the NSWPHS 
call outcomes should be reported using the AAPOR definitions this had not been 
implemented. Call outcomes were not reported in 2010 and 2011 as the AAPOR 
response rates were around 20% lower than those previously reported. In order to 
implement the change, without compromising the reputation of the NSWPHS 
statistics needed to be produced using both definitions over time and compared.  
This section thus examined the two reporting schedules and sought to map the 
dispositions from 2002 to 2011 to the AAPOR definitions and to report on the 
differences between the AAPOR definitions and those previously used. The 
project also examined how the rates had been changing over time. This project 
also needed to consider how the results should be reported as the main audience 
was non-survey methodologists who were users of the NSWPHS.  
Summaries of the call outcome data were accessed from the survey reports 
and summarized in Table 3.1 (CER 2003, CER 2004, CER 2005, CER 20062, 
CER 2007, CER 2008, CER 2009, CER 20103). 
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Table 3.1: Previous published call outcome information and response rates 
NSWPHS 
Call outcome 2002 2003 2004 2005 2006 2007 2008 2009 
No answer after 7 
































Household not in 
NSW/holiday 
home 
512 496 345 809 414 698 487 436 
Selected 
respondent away 
for survey duration  
8904 1186 800 1127 1513 1312 1072 1200 
Physically or 
mentally unable to 
complete interview 
1232 1495 742 1116 760 1434 1008 1196 
Non-translated 
language 
754 831 941 909 842 2275 1812 1879 
Respondent or 
household  refusal 
7388 7489 7543 10037 7100 9164 7208 8934 
Completed 
Interview 
15442 15837 11830 13701 10345 16046 12485 12707 
Total telephone 
numbers called 
78081 78097 63433 84807 67539 96756 82059 83612 
Response Rate* 67.6 67.9 61.2 57.7 59.3 63.6 63.4 58.7 
NOTE: *Completed interviews/completed interviews plus refusals. 
 
In order to calculate the call outcome information using the AAPOR standard 
definitions the site specific disposition codes were reviewed and then mapped to 
the AAPOR standard definitions as shown in Table 3.2. The main differences 
between the outcome information when reported using the AAPOR standard 
definitions and the previously reported outcome information in the annual reports 
were: classification of ‘hang up said nothing’ and ‘terminated by interviewer’ to 
‘other’ rather than ‘refusal’.  
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Table 3.2: Study disposition codes of the NSWPHS and their mapping to 
AAPOR codes and categories 
AAPOR NSW 
Categories Code Categories Code 
Interview (I) 1.1  Complete interviews  25,26 
Refusal (R) 
 
2.112 Respondent refusal  20 
2.1  Household refusal and break-off  15,19,31,35 
Non-contact (NC) 2.2 
2.21 
Respondent never available 





2.32 Respondent physically or mentally unable to 
complete interview  
22 
2.333 Non-translated language  33 
2.3 Other non-refusal: 
Hang up said nothing 

















Not eligible (NE) 
  




Unusual tone  
5 
6 
4.51 Business, government office, other 
organizations  
7 
4.7  Non-eligible respondent: 
No child in household 
Not in NSW 






Outcome data for the NSWPHS were downloaded into SAS data files for 
years 2002 to 2012. The data included telephone number, number of attempts, 
details of each attempt including duration and final disposition. The data AAPOR 
categories were calculated using the disposition mapping from the site specific 
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Table 3.3: Call outcome information – 2002-2012 NSWPHS 
Call Outcomes 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011# 2012 
T=Total phone 
numbers 
78081 78097 63433 84870 67539 100055 83604 83850 110494 422402 204193 
I=Complete 
Interviews 
15442 15837 11830 13701 10345 17266 13369 13746 13289 16039 15149 
P=Partial 
Interviews 
0 0 0 0 0 0 0 0 0 0 0 
R=Refusal and 
break off 
7098 7182 7141 9357 6457 8260 6471 8020 8137 7814 8779 
NC=Non-contact 1582 1186 800 1127 1513 1954 1351 1361 1495 4530 3143 
O=Other 3002 2633 2085 2705 2245 6689 4215 3186 4205 7450 8793 
UH=Unknown 
Household 
15572 11360 11636 17645 10804 15751 15982 12986 19545 36887 53510 
NE=Not eligible                       
Not eligible 
group 
512 496 345 809 414 698 487 436 4162 1059 26694 
Non-residential 5369 5732 4239 6130 5381 7576 6182 6057 8105 67675 41772 
Non-working 
number 
29504 33671 25337 33396 30380 41861 35547 38058 51556 280948 45410 
UO=Unknown 




0.43 0.40 0.42 0.40 0.36 0.41 0.38 0.37 0.30 0.09 0.24 
NOTE: # 2011 had higher levels of telephone numbers and non-working numbers because all RDD 
numbers were called irrespective of the validation checking. e -was calculated as all eligible numbers 
(I+R+NC+O) divided by all eligible and not eligible numbers (I+R+NC+O+NE). 
 
The AAPOR response, cooperation, refusal and contact rates are shown in 
Table 3.4. The AAPOR response rate is defined as the number of complete 
interviews with reporting units divided by the number of eligible reporting units in 
the sample. Levels of response differ depending on how partial interviews are 
considered and how cases of ‘unknown eligibility’ are handled. The AAPOR 
cooperation rate is defined as the proportion of all cases interviewed of all eligible 
units ever contacted. Levels of cooperation differ depending on how partial 
interviews are considered and how cases of ‘other’ are handled. The refusal rate is 
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defined as the proportion of all cases in which a housing unit or the respondent 
refuses to be interviewed, or breaks-off an interview, of all potentially eligible 
cases.  Levels of refusal differ depending on how partial interviews are considered 
and how cases of ‘unknown eligibility’ are handled. The contact rate is defined as 
the proportion of all cases in which some responsible housing unit member was 
reached. Levels of contact differ depending on how partial interviews are 
considered and how cases of ‘other’ are handled. 
 
 Table 3.4: AAPOR definitions for response, cooperation, refusal and contact 
rates 
Response Rates 
Response Rate 1: I / (I+P+R+NC+O+UH+UO) 
Response Rate 2: (I+P) / (I+P+R+NC+O+UH+UO) 
Response Rate 3: I / ((I+P+R+NC+O) + e(UH+UO)) 
Response Rate 4: (I+P) / ((I+P+R+NC+O) + e(UH+UO)) 
Cooperation Rates 
Cooperation Rate 1:  I / (I+P+R+O) 
Cooperation Rate 2: (I+P) / (I+P+R+O) 
Cooperation Rate 3: I / (I+P+R) 
Cooperation Rate 4: (I+P) / (I+P+R) 
Refusal Rates 
Refusal Rate 1: R / (I+P+R+NC+O+UH + UO) 
Refusal Rate 2: R / ((I+P+R+NC+O) + e(UH + UO)) 
Refusal Rate 3: R / (I+P+R+NC+O) 
Contact Rates 
Contact Rate 1: (I+P+R+O) / (I+P+R+O+NC+UH+UO) 
Contact Rate 2: (I+P+R+O) / ((I+P+R+O+NC) + e(UH+UO)) 
Contact Rate 3: (I+P+R+O) / (I+P+R+O+NC) 
NOTE: Where T=Total phone numbers, I=Complete Interviews, P=Partial Interviews, 
R=Refusal and break off, NC=Non Contact, O=Other, UH=Unknown Household, 
NE=Not eligible (not eligible age or location, non-residential, non-working number), 
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As shown in Table 3.4 the previously reported NSWPHS response rates i.e. 
interviews divided by interviews and refusals, was more similar to the AAPOR 
cooperation rate than the AAPOR response rate which included ‘interviews’ and 
‘refusals’ as well as ‘non-contacts’, ‘other’ and a proportion (e) of ‘unknown 
households’ to the denominator. 
The AAPOR levels of response, cooperation, refusal and contact rates were 
calculated using SAS from the groupings of the final site specific dispositions that 
were mapped to the AAPOR definitions (see SAS macro in Appendix 3). Levels 
of response, cooperation, refusal and contact rates for 2002 to 2012 using the 
AAPOR definitions are shown in Table 3.5.  
 Table 3.5: AAPOR levels of response, cooperation, refusal and contact rates – 
2002-2012 NSWPHS 
Rates 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 
Response                       
Level 1 36.2 41.5 35.3 30.8 33.0 34.6 32.3 35.0 28.5 22.1 17.0 
Level 2 36.2 41.5 35.3 30.8 33.0 34.6 32.3 35.0 28.5 22.1 17.0 
Level 3 45.6 50.4 44.2 40.4 42.3 42.6 42.6 44.1 40.3 40.9 31.0 
Level 4 45.6 50.4 44.2 40.4 42.3 42.6 42.6 44.1 40.3 40.9 31.0 
Cooperation                       
Level 1 60.5 61.7 56.2 53.2 54.3 53.6 55.6 55.1 51.8 51.2 46.3 
Level 2 60.5 61.7 56.2 53.2 54.3 53.6 55.6 55.1 51.8 51.2 46.3 
Level 3 68.5 68.8 62.4 59.4 61.6 67.6 67.4 63.2 62.0 67.2 63.3 
Level 4 68.5 68.8 62.4 59.4 61.6 67.6 67.4 63.2 62.0 67.2 63.3 
Refusal                       
Level 1 16.6 18.8 21.3 21.0 20.6 16.5 15.6 20.4 17.4 10.7 9.8 
Level 2 20.9 22.9 26.7 27.6 26.4 20.4 20.6 25.8 24.7 19.9 17.9 
Level 3 26.2 26.8 32.7 34.8 31.4 24.2 25.5 30.5 30.0 21.8 24.5 
Contact                       
Level 1 59.8 67.2 62.9 57.8 60.7 64.5 58.1 63.5 54.9 43.0 37.9 
Level 2 64.8 68.6 63.6 61.1 64.7 79.4 76.6 80.1 77.8 79.7 71.5 
Level 3 94.2 95.6 96.3 95.8 92.6 94.3 94.7 94.8 94.5 87.4 91.2 
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Response rate level 3, refusal rate level 2 and contact rate level 2 were chosen 
as the most appropriate level for reporting, as bolded in Table 3.5, because only a 
proportion of the unknown numbers generated using list-assisted RRD will be 
valid and/or eligible. Cooperation rate level 3 was chosen as the most appropriate 
level for reporting, as bolded in Table 3.5, because of the sampling through 
households to find the respondent and so the ‘other’ category is not included in 
the denominator. 
In order to compare the previously reported NSWPHS response rates in Table 
3.1 with the AAPOR rates, the AAPOR response and cooperation rates were 
plotted as shown in Figure 3.1. The previously reported NSWPHS response rates 
were on average, 18.4% higher than the AAPOR response rate (level 3). The 
previously reported NSWPHS response rates were, on average, 2.4% below the 
AAPOR cooperation rates (level 3) because the ‘hang up said nothing’ and 
‘terminated by interviewer’ dispositions were included as refusals whereas they 
are included in ‘other’ in the AAPOR definitions.  
Examining the trends over time using the AAPOR definitions the cooperation 
rate (level 3), which was similar to the previously reported NSWPHS response 
rate, has remained the same, on average 64.7%, even with the introduction of the 
mobile numbers in 2012. The response rate (level 3) is decreasing over time, from 
50.4% in 2003 to 40.9% in 2011; and even more so when the mobile numbers 
were included i.e. to 31.0% in 2012. As shown in Table 3.3 this is mainly due to 
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Figure 3.1: Response and cooperation rates 2002-2012 NSWPHS 
 
 
In order to facilitate the reporting change to the AAPOR definitions without 
compromising the perceptions of the quality of the survey the previously reported 
NSWPHS response rate was altered to a cooperation rate and the AAPOR 
response rate was described as a new metric, that being complete interviews 
divided by eligible persons.  
The change to the AAPOR definitions allowed for the comparisons of the 
NSWPHS with other CATI surveys using the AAPOR definitions such as the 
BRFSS as well as other surveys using different modes, as was described in a 
technical report (Barr 2013) from this analysis. 
3.2. Interviewer or recorder performance  
There are three main areas of interviewer performance efficiency, quality and 
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of co-operation rate, interview or strike rate, and dial rate for each interviewer 
compared to what is achievable overall. With co-operation rate being interviews 
divided by interviews and refusals, interview or strike rate being the number of 
interviews per hour, and dial rate being the number of phone dials per minute 
when not interviewing. Quality is more concerned with the errors (reporter bias) 
that can be introduced into the data. These include unintentional errors and 
falsification. Consistency is concerned with whether the results of the data 
collected would be the same regardless of when and who collects the data. This 
can be measured as intra-rater and inter-rater and reliability (Groves et al. 2004). 
3.2.1. Identifying criteria and standards for interviewer/recorder performance 
With regard to efficiency a study was conducted in 2006 of AAPOR members 
where 488 organizations were invited to participate, of these 178 participated, and 
150 were eligible as they conducted CATI surveys in house (Tarnai & Moore 
2006). The results were that the majority (95.2%) measured performance and 
54.4% said they had standard productivity requirements that interviewers were 
expected to meet.  
The reported measures included: number of call attempts (92.4%), number of 
interviews (97.0%), number of refusals (87.0%), number of ineligibles (70.5%), 
number of hours worked (93.1%), length of completed interview (89.9%), 
attendance and tardiness (74.6%), cooperation rate (60.3%), supervisor rating 
(80.9%), monitoring scores (65.6%), number of questionnaires with missing 
values (33.6%). Most organizations report that comparative assessments were 
usually undertaken either between interviewers and/or over time. Some had 
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reported thresholds compared to a group mean (e.g. lowest 20% advised to 
improve performance; 56 dials/calls per interview hour; interviews per hour 
expected by 50% of the group), others are rewarded on completed interviews.  
The AAPOR organizations were also surveyed about their expectations for: 
number of 20 minute surveys per hour, refusals per hour and call attempts per 
hour. Results were that while the responses varied the median values were around 
one 20 minute interview per hour, 3-4 refusals per hour and 30-40 calls per hour.  
Quality may be affected by unintentional errors that may occur because of 
difficulties understanding the respondent, keystroke errors, and lack of 
understanding of the questions and/or procedures of the survey instrument. Most 
of these errors can be minimized by having detailed training and refresher 
training, programmed allowable values and good equipment, including headsets 
(Biemer & Lyberg 2003).  
Falsification on the other hand occurs because of the integrity of the 
interviewer or the organisation and includes: the recording of data that are not 
provided by a designated survey respondent and reporting them as answers of that 
respondent; deliberately misreporting disposition codes and falsifying process 
data (e.g., the recording of a refusal case as ineligible for the sample; reporting a 
fictitious contact attempt); deliberately miscoding the answer to a question in 
order to avoid follow-up questions; deliberately interviewing a non-sampled 
person in order to reduce effort required to complete an interview; or otherwise, 
intentionally misrepresenting the data collection process to the survey 
management (AAPOR 2003). 
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With respect to consistency intra-rater reliability is measuring the level of 
consistency for an interviewer/measure if repeated and inter-rater reliability is 
measuring the level of consistency between interviewers (Gwet 2014). Often an 
inexperienced interviewer will be compared to a more experienced interviewer as 
part of the training.  
There are numerous papers providing advice on measuring interviewer 
efficiency, for preventing and detecting unintentional and/or fabrication and for 
measuring and improving intra and inter-rater reliability (Couper et al. 1997, 
AAPOR 2003, Durand 2005, Lipps 2007, Davis et al. 2010, Speizer et al. 2010, 
Laflamme & St-Jean 2011, Baker et al. 2010, and Baker et al. 2013, Schouten et 
al. 2014).  Suggestions include: having comprehensive training programs; realistic 
expectations; regular feedback, remuneration based on time worked not by 
interview; having good supervision; conducting observations and/or listening in 
on surveys; re-contacting a percentage of the respondents to verify that the 
interview was contacted and examinations of the data to detect anomalies 
(including interview length, disposition coding, daily or weekly production, and 
key questionnaire items); understanding of the consequences of falsification.  
Although there are International Standards Organisation (ISO) standard for 
Market and Social Research (ISO 20252:2012), these standards are mostly 
concerned with the responsibilities of the organisation and how it interacts with 
the client/researcher and the businesses/respondents rather than specific 
performance issues of interviewers (ISO 2012). 
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3.2.2. Efficiency and quality measures using the NSWPHS 
This information on interviewer efficiency and measures of quality was then 
applied to the NSWPHS. The interviewer performance assessments used by the 
NSWPHS in 2012 were survey length, dial rate, interview or strike rate and co-
operation rates. 
The set targets were examined to see if they could be used as standards. The 
2012 targets for acceptable performance were +4 mins above the mean for survey 
length, >0.8 per minute for dial rate, >0.8 interviews per hour for strike rate and 
>60% for co-operation rate. These were established in 2004 using experienced 
interviewers as the benchmark. 
Statistics on a random sample of 15 interviewers were produced as shown in 
Table 3.6. Of the 15 interviewers selected their hours worked varied from 82 to 
212 hours, and they completed between 39 and 163 surveys each. Interview length 
varied from 19 to 30 minutes; dial rates varied from 1.03 to 1.79 dials per minute, 
strike rates varied from 0.44 to 1.24 interviews per hour and co-operation rates 
varied from 41% to 89%. 
Consideration was given to how best to summarise the overall efficiency of 
the interviewers and how this could be reported including averages and SDs, 
percentage of interviewers meeting existing targets and percentage of interviewers 
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Table 3.6 Interviewer performance, 2012 NSWPHS 
Interviewer Total Hours 
% Log 








1 88.17 77.46 2560 57 30.42 54 1.08 0.83 51% 
2 111.92 87.43 7304 91 19.68 69 1.79 0.93 57% 
3 108.27 76.49 3493 57 27.56 61 1.03 0.69 48% 
4 87.35 86.61 3166 86 22.65 11 1.22 1.14 89% 
5 270.47 80.29 10751 143 20.10 205 1.06 0.66 41% 
6 209.75 81.10 9280 74 20.95 48 1.07 0.44 61% 
7 105.38 60.12 3934 61 19.55 14 1.51 0.96 81% 
8 99.48 77.03 3261 60 29.91 66 1.16 0.78 48% 
9 82.47 78.48 3689 39 26.00 17 1.29 0.60 70% 
10 96.13 79.79 4293 96 19.84 65 1.59 1.25 60% 
11 132.80 82.73 5696 132 18.92 112 1.39 1.20 54% 
12 187.82 85.01 10615 163 21.26 27 1.74 1.02 86% 
13 212.33 78.05 8682 116 27.20 95 1.28 0.70 55% 
14 217.99 73.71 10120 186 17.73 62 1.60 1.16 75% 
15 278.65 82.91 11059 125 25.55 120 1.04 0.54 51% 
NOTE: Dial Rate (dialling per minute)=Diallings/((Hours logged on *60)+(Interviews*Length));  




As shown in Table 3.7 the average length was 23.2 minutes (SD 4.2), average 
dial rate was 1.3 (SD 0.3), average interview or strike rate was 0.9 (SD 0.3) and 
average cooperation rate was 62% (SD 15%).  
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+4mins 23.2 4.2 80% 67% 
Dial rate >0.8 dials/ 
minute 
1.3 0.3 100% 60% 
Strike rate >0.8 interviews/ 
hour 
0.9 0.3 53% 53% 
Cooperate 
rate 
>60% 62% 15% 46% 67% 
When expressed as percentage of interviewers meeting existing targets 80% 
interviewers met the condition for survey length, 100% for dial rate, 53% for 
interview or strike rate and 46% for co-operation rate. Whereas when expressed as 
percentage of interviewers within +1 SD of the mean; 67% interviewers met the 
condition for survey length, 60% for dial rate, 53% for strike rate and 67% for 
cooperation rate. The advantage of the measure that examines percentage of 
interviewers within +1 SD of the mean is more easily comparable between 
surveys. 
3.2.3. Inter-rater reliability for the height, weight and waist measurement 
Because the NSWPHS is conducted using CATI objective measures of the 
participants are not routinely undertaken. However, height, weight and waist 
measurements were undertaken as part of the NSW-NSAOH as a way of 
comparing the difference between self-reported CATI and measured results (see 
section 3.4.3). In order to quantify the possible measurement error that may have 
been introduced, the dentists and dental technicians who were collecting the data 
 
CHAPTER 3: Measurement dimension                                                               106  
in the field were compared to experienced measurers (nutritionists or the like) 
after they completed their training. Because this thesis is exploring quality issues 
this section not only provides the results of this specific study in several different 
ways but also discusses which are most informative. 
The dentist/dental technician completed a two hour training program about 
how to consistently measure height, weight and waist as described in the training 
manual (NSW Health 2007). The inter-rater reliability data consisted of a 
convenience sample of subjects. Subjects had their height, weight and waist 
circumference measured twice, once by a dentist/dental technician team and once 
by an experienced measurer or “gold standard”. The order of measurement was 
randomised for each subject. The experienced measurer measured all subjects.  
Each dentist /dental technician team measured at least four subjects.  Height, 
weight and waist circumference measurements from the dentist /dental technician 
team and the experienced measurer were available for all 29 subjects in the study.  
Table 3.8 summarises the measurements from the dentist/dental technician teams 
and the experienced measurer.  
Table 3.8. Summary statistics of measurements from the dentist/dental 
technician team and the experienced measurer, inter-rater reliability study NSW 
2005 
Measurement Rater Mean SD Min Max 
Height (cm) 
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To assess the agreement between the dentist/dental technician team and the 
experienced measurer on a continuous scale two statistical tools were used: 
graphical methods and paired t-tests. 
• Graphical methods were used to visually assess agreement. A plot of the 
differences between the measurement from the dentist/dental technician 
team and the experienced measurer versus the average of the 
measurements was used to assess the relationship between the difference 
and size of the measurement. The mean difference and the mean ± two 
SDs were added (lines of agreement).  
• The paired t-test was used to examine the mean difference between the 
measurements from the dentist/dental technician team and the 
experienced measurer. The assumption underlying the t-test (normally 
distributed differences) were examined by a histogram of the differences.  
The scatter plot of the difference between height measurements by the 
dentist/dental technician team and the experienced measurer and the average 
measurements (Figure 3.2) shows good agreement (Bland & Altman 1999).  The 
differences were randomly scattered around zero and there does not appear to be 
any relationship between the differences and the size of the measurement. The 
limits of agreement defined as average difference ± 1.96 SD of the difference 
were –1.27 to 1.26 There was one difference that lied outside the limits of 
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Figure 3.2:  Difference of height measurement versus average height 
measurement with line of mean difference and limits of agreement, inter-rater 
reliability study NSW 2005   
 
 
The scatter plot of the difference between weight measurements by the 
dentist/dental technician team and the experienced measurer and the average 
measurements (Figure 3.3) shows good agreement. The differences were 
randomly scattered around zero and there does not appear to be any relationship 
between the differences and the size of the measurement.  The limits of agreement 
were –0.82 to 0.91 which means that for 95% of subjects the weight measured by 
the dentist /dental technician team will be between these values. There were three 
subjects with differences outside the limits of agreement, with a difference of -1 
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Figure 3.3:  Difference of weight measurement versus average weight 
measurement with line of mean difference and limits of agreement, inter-rater 
reliability study NSW 2005  
 
 
The scatter plot of the difference between waist circumference measurements 
by the dentist/dental technician team and the experienced measurer and the 
average measurements (Figure 3.4) shows good agreement.  The differences were 
randomly scattered around zero. There appears to be a slight relationship between 
the differences and the size of the measurement where the difference increases as 
the size of the measurement increases.  The limits of agreement were –4.74 to 
5.02, which means that for 95% of subjects the waist measured by the dentist 
/dental technician team will be between these values. There was one subject with 
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Figure 3.4:  Difference of waist circumference measurement versus average 
waist circumference measurement with line of mean difference and limits of 
agreement, inter-rater reliability study NSW 2005 
 
 
The mean difference, 95% CI and results of the paired t-test are shown in 
Table 3.9. The mean difference between the height measurement by the 
dentist/dental technician team and the experienced measurer was –0.01 cm (95% 
CI:  -0.25 to 0.23) and the corresponding p-value for the paired t-test was 
p=0.954.  Therefore, there was no statistically significant difference between the 
mean height measurements of the dentist/dental technician team and the 
experienced measurer. The mean difference between the weight measurement by 
the dentist /dental technician team and the experienced measurer was 0.05 kg 
(95% CI: -0.12 to 0.21) and the corresponding p-value for the paired t-test was 
p=0.552.  Therefore, there was no significant difference between the mean weight 
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The mean difference between the waist measurement by the dentist /dental 
technician team and the experienced measurer was 0.14 cm (95% CI:  -0.79 to 
1.07) and the corresponding p-value for the paired t-test was p=0.760.  Therefore, 
there was no significant difference between the mean waist measurements of the 
dentist /dental technician team and the experienced measurer. The assumption of 
normally distributed differences appears to be satisfied. 
Table 3.9: Mean difference, 95% CIs and limits of agreements for each type of 








Height (cm) -0.01 (-0.25, 0.23) (-1.27, 1.26) -0.059 0.954 
Weight (kg) 0.05 (-0.12, 0.21) (-0.82, 0.91) 0.601 0.552 
Waist  
circumference (cm) 
0.14 (-0.79, 1.07) (-4.74, 5.02) 0.308 0.760 
 
The agreement between the measurements of height, weight and waist 
circumference of adults between dentist/dental technician teams and experienced 
measurers was very good, as demonstrated by scatter plots which showed the 
difference between the measurements for each subject was randomly scattered 
about zero.  There was no significant difference between the average 
measurement of the dentist/dental technician teams and the average measurement 
of the experienced measurer for height, weight and waist circumference.  The 
range of the limits of agreement for height and weight were very small,  –1.27 cm 
to 1.26 cm for height and   -0.82 kg to 0.91 kg for weight and unlikely to be 
clinically significant.  The range of the limits of agreement for waist 
circumferences was larger being -4.74 cm to 5.02 cm and may be of some clinical 
significance but not for population estimates such as means and SD. However, for 
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more complex analysis e.g. in regression the measurement error can affect power 
of analysis. 
3.3. Question accuracy and reliability 
Accuracy is defined as the degree to which the result of a measurement, 
calculation, or specification conforms to the correct value or a standard so as a 
measure it is the proportion of true results (both true positives and true negatives) 
among the total number of cases examined (Rothman et al. 2013). Precision is 
defined as the refinement in a measurement, calculation, or specification, 
especially as represented by the number of digits given so as a measure it is the 
proportion of the true positives against all the positive results (both true positives 
and false positives).  
Validation is the act of providing evidence that the information being 
collected is the truth or factually correct.  The validity of an estimated population 
characteristic refers to how the mean of the estimator over repetitions of the 
process yielding the estimate, differs from the true value of the parameter being 
estimated (Rothman et al. 2013). If we assume that there is no measurement error, 
the validity of an estimator can be evaluated by examining the bias of the 
estimator. The smaller the bias, the greater is the validity (Levy & Lemeshow 
1999).  
Reliability is defined as the extent to which an experiment, test, or measuring 
procedure yields the same results on repeated trials. The reliability of an estimated 
population characteristic refers to how reproducible the estimator is over 
repetitions of the process yielding the estimator. If we assume that there is no 
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measurement error in the survey, then the reliability of an estimator can be stated 
in terms of its sampling variance or, equivalently, its SE. The smaller the SE of an 
estimator, the greater is the reliability (Levy & Lemeshow 1999). In practice 
measurement error will increase the variance of an estimator. 
The concept of reliability and validity can be clarified by using a target as an 
example, i.e. a bull’s eye on a dart board and darts, with high and low reliability 
and high and low validity as shown in Figure 3.5.  
Figure 3.5: The reliability/validity diagram (Alreck & Settle 1995) 
 
 
When the results are centred (mean) on the target (true value) then the 
validity is high regardless of how scattered the results are, in that there is no bias 
(i.e. they are not being systematically pushed or pulled in any direction).  
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If there was systematic error or bias then the validity is low regardless of how 
close the results are to the centre (mean). When the results are closely clustered 
then there is little random error and it is said to have high reliability whereas if the 
results are spread over a wide area the results are randomly scattered and are 
hence not good replications of each other (i.e. they lack repeatability) (Alreck & 
Settle 1995). 
3.3.1. Identifying effective ways to test survey questions 
From the literature, three effective ways to test survey questions were 
identified; cognitive testing, test-retest reliability and convergent validity (Presser 
et al. 2004). Cognitive testing is undertaken to assessing the respondents’ 
understanding of the question. Test-retest reliability is undertaken to test if the 
respondent would answer the same on separate two occasions, and convergent 
validity is undertaken to test if two questions designed to collect the same 
information actually do (Alreck & Settle 1995, Drennan 2003). Cognitive testing 
examines the comprehension, retrieval, judgment and response and considers the 
degree of difficulty respondents experience as they formulate an accurate response 
to the question. Cognitive testing is usually undertaken prior to any reliability 
testing with a small group of people using in-depth structure interviews (Tanur 
1992, Willis 2005, and Beaty & Willis 2007).  
Most question reliability testing is undertaken using a reliability protocol  as 
summarized in Table 3.10.  In the protocol if the questions are being tested for 
reliability, the same questions are programmed for the initial questionnaire and the 
repeat questionnaire (A:A). If the questions are being tested for convergent 
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validity, either of the questions are programmed to be randomly presented in the 
initial questionnaire, and the other question i.e. presented in the repeat 
questionnaire, thus allowing for the crossover design (A:B; B:A). When questions 
are tested for both reliability and convergent validity, either of the questions are 
programmed to be randomly presented in the initial questionnaire, and either of 
the questions are programmed to be randomly presented in the repeat 
questionnaire, thus allowing for the crossover design, as well as the repeatability 
testing of each question (A:A, A:B, B:A, B:B).  
Table 3.10: Reliability protocol for repeatability, convergent validity and both, 
NSWPHS 
Test Option Time 1 Time 2 Design 























A:A; A:B; B:A;B:B 
 
The statistics for this testing needs to cover questions with binary and 
nominal responses, questions with ordinal responses and questions with 
continuous responses. Cohen’s kappa statistic ( )κ  was designed for binary and 
nominal responses (Cohen 1960, Sim & Wright 2005), Cohen’s weighted kappa 
with Cicchetti-Allison weights was designed for the ordinal responses (Cohen 
1968, Sim & Wright 2005). Because erroneously low values of kappa can arise 
from skewed data corrections using method described by Crewson (2001) 
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including percent agreement should also be presented for categorical variables, 
calculated as the proportion of respondents in the same category at test and retest  
(Feinstein & Cichchetti 1990, Feinstein & Cichchetti 19902).  Where statistically 
significant bias is detected, the Bias Adjusted Kappa (BAK) can also be calculated 
(Byrt et al. 1993). Spearman rank correlation coefficients (rs) as a nonparametric 
analog of the intra-class correlation coefficient (ICC) were designed for the 
continuous responses (Kraemer & Korner 1976).  







=κ   where Pr(a) is the relative observed 
agreement among responses, and Pr(e) is the hypothetical probability of chance 
agreement, using the observed data to calculate the probabilities of each observer 
randomly saying each category. If the responses are in complete agreement then κ 
= 1. If there is no agreement among the responses other than what would be 
expected by chance (as defined by Pr(e)), κ = 0. 




















111κ   where k=number of codes 
and ijw , ijx , and ijm are elements in the weight, observed, and expected matrices, 
respectively. When diagonal cells contain weights of 0 and all off-diagonal cells 
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The BAK is the value of kappa that results if disagreement results are both 
replaced by their average. This only required when the Bias Index (BI), defined as 
the difference in proportions of “Yes”, for the two occurrences, is close to 1 (Byrt 
et al. 1990).  
The equation for the spearman rank correlation coefficient is: 














where the n raw scores iX , iY  are converted to ranks ix , iy .  
For all of these tests questions are considered reliable if they have scores of 
0.6 or above with 0.8 to 1.0 being interpreted as excellent, 0.6 to 0.79 as good, 0.4 
to 0.59 as fair, and <0.4 as poor (Cohen 1960).   
In order to use these measures adequate sample sizes are required. Walter et 
al. (1998), describe method to calculate the required number of subjects k in a 
reliability study. Sample size estimation curves, using these methods were 
generated for both test-retest reliability and convergent validity testing (Figure 
3.6). These curves show that with a sample of 200 respondents a kappa 
differences of 0.15 or more will be able to be detected for test-retest reliability and 
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Figure 3.6: Reliability and convergent validity sample size estimation curves 
 
3.3.2. Quality of questions used in the NSWPHS 
The methods described in section 3.2.1 were then applied to questions that 
were used or proposed for use in the NSWPHS. The sample frame used for the 
question reliability testing was the same as for the overall ongoing survey, but 
stratified by region only, (urban/rural), with 50% from each. The proposed 
questions were then examined by at least three epidemiologists, survey 
methodologists, and experienced interviewers for comprehensibility, cohesiveness 
and readability. In particular, they assessed the questions in terms of focus, (one 
specific issue), brevity, (minimize response task), and clarity, (same meaning to 
all people), and, checked that only common language and simple sentences were 
used. They also looked for any types of bias, such as unstated criteria, providing 
examples, inapplicable questions, over-demanding recall, over-generalizations, 
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leading questions, and loaded questions (Alreck & Settle 1995, Biemer & Lyberg 
2003). Any further potential problems with interpretation and terminology are 
then identified, and category refinements  recommended as required. 
The reliability and convergent validity of the selected questions was then 
examined using a test–retest protocol. The questions were programmed into a 
standard questionnaire using Sawtooth Ci3 software (Sawtooth Software 2007). 
The questionnaire contained the scripted introduction and selection process, the 
initial questionnaire; the questions to be tested, (ordered for most logical flow), 
selected demographic questions, a call-back prompt, and finally, the repeat 
questionnaire; containing the questions to be tested, or alternate questions, 
followed by selected demographic questions (Figure 3.7). 
The reliability testing was undertaken using the methodology of the ongoing 
survey, except that respondents were told that they are participating in a testing 
procedure. They were asked at the end of the initial questionnaire whether they 
could be contacted again in a week’s time to repeat the survey. Respondents were 
called a week later, and followed-up for up to two weeks, after that, they were 
ineligible to participate. Before any interviewing was carried out, the survey 
supervisor conducted an interviewing-team briefing. The rationale behind the 
testing of each question was discussed, and interviewers were informed of what 
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Figure 3.7: Flow diagram for the reliability and convergent validity testing at 
the NSWPHS 
 
A final debrief was also carried out at the completion of the field-testing and 
each question was examined. At the debriefing interviewers discussed any issues 
they had with administering the question to the respondents, and in particular, 
with different demographic groups. 
Frequencies were then calculated for the internal validity questions. The open 
text responses, which were included to tease out the cognitive elements, were also 
examined. For the binary and nominal categorical variables analysis using 
Cohen’s kappa statistic was undertaken.  For the ordinal categorical variables 
analysis using Cicchetti-Allison weighted kappa was undertaken. For any 
Analysis 
Analysis for agreement 
Interviewer debrief/Analysis for acceptance 
Question reliability report 
Fieldwork 




Conduct field test interviews 
Development 
Establish sample frame 
Calculate sample required 
Develop indicators 
Develop draft questionnaire 
Panel Assessment 
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unbalanced tables Crewson’s method (Crewson 2001) was used to correct them 
and per cent agreement was presented which is particularly important for skewed 
data. Continuous variables were analysed  using Spearman rank correlation 
coefficients (rs).  
Because it was not possible to undertake cognitive testing on the questions 
and/or validate the question responses additional informative questions were 
sometimes added to the field testing questionnaire to understand concepts that 
may impact on the quality of the questions. These were called internal validity 
questions. These included questions on recall ease, respondent acceptance, 
cognition, temporality, and objectivity. Recall ease questions included ‘How easy 
did you find the previous question? and Which topics were the most difficult to 
remember? Respondent acceptance questions included Can you tell me what you 
thought about this question? Cognition questions included When you answered 
the previous question, what did you include? and Did you include … when you 
answered the previous question? Temporality questions included When did you 
last do this activity? Objectivity questions included What is the date recorded in 
your medical record?  
Table 3.11 shows details for questions that included internal validity 
questions including the issue being tested, number of respondents, results, and 
outcome. Table 3.12 shows details of test-retest reliability question testing 
including number of respondents, statistics used and the results including 
agreement and bias. Table 3.13 shows details of the convergent validity question 
testing including each question, number of respondents, testing, statistics used, 
and the results including agreement and bias.  
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Table 3.11: Internal validity results, 2004-2012 NSWPHS 
Questions/Results 
Ease of Recall- Breastfeeding 
Issue: Expert opinion was that women could not remember infant feeding from birth if the child 
was more than 2 years of age (i.e. when breastfeeding began and ended, solids introduced, age 
that water and juice first given) but what did mothers think? 
Questions 
Overall how easy did you find the questions 
about infant feeding? Very Easy; easy; 
difficult; very difficult; don't know; refused 
 Which topics were the most difficult to 
remember? Breastfeeding; infant formulas; 
solids; water; juice; none. 
Results 




 Responses (54 mothers of 
infants) 
% 
Very Easy 35.2%  Breastfeeding 5.6% 
Easy 61.1%  Infant formula  5.6% 
Difficult   1.9%  Solids 20.4% 
Very Difficult    0.0%  Water 31.5% 
Don't Know    1.9%  Juice 27.8% 
Refused   0.0%  None 50.0% 
Conclusion: Able to broaden the age-group asked the infant feeding questions (i.e. 0-4 years of 
age instead of 0-2 years) to provide more data for analysis 
Acceptance – Income 
Issue: Income was assessed by experts that it was too sensitive to ask in the NSW Health 
Survey, but what did the population think? 
Questions: I would now like to ask you about your household's income. What is your annual 
household income before tax? Would it be: Less than $10,000;  $10,000-$20,000; $20,000-
$40,000; $40,000-$60,000; $60,000-$80,000;  More than $80,000; Don't know; Refused 










Private information 17.6% 70.6% 32.3% 22.6% 
Not relevant to health 7.2% 29.4% 9.7% 8.9% 
Hard to calculate 2.3% 0% 25.8% 4.8% 
No issues with answering 73.0% 0% 32.3% 63.7% 
Conclusion: Responses allowed us to understand what concerns people had in answering an 
income question in a health survey and allowed the question to be routinely used. 
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Questions/Results 
Cognition-Physical Activity 
Issue: How best to describe physical activity for parents to report on: sport, activities, whole 
body movement etc.  
Question: On about how many days during the school week, does [child] usually do physical 
activity outside of school hours? And on those days, about how many hours does [child] usually 
do physical activity?  and Thinking about all of the physical activity questions, what activities 
did you include in your answers? 
Results: Activities included: SWIMMING,PLAYING IN THE PARK, SOCCER, WALKING, 
BIKE RIDING, PLAYING WITH A BALL, BALL GAMES, ROLLER-BLADING, ROPE-
SKIPPING; TRICYCLE RIDING, TENNIS,  BASKETBALL, SOFTBALL, NETBALL, 
WALKING THE DOG, IN-LINE SKATING, ROLLER SKATING, KENKOKAN KARATE, 
TETHER TENNIS, MUCKING ROUND IN YARD, TRAMPOLINE, RIDING SCOOTER, 
WALKING HOME FROM SCHOOL, TABLE TENNIS 
Conclusion: Understand that physical activity is understood by most parents to mean whole 
body activities, so can be used. How to quantify it is another question? 
Cognition - Nutrition 
Issue: Do people include fruit juice in their reported fruit intake? 
Questions: How many serves of fruit do you usually eat each day or week? (A serve of fruit is 1 
medium piece, 2 small pieces of fruit or 1 cup of diced fruit) and When you answered the last 
question, did you include fruit juice in your calculation? Yes; Yes – freshly squeezed which 
includes fruit pulp; No, did not include fruit juice in calculation; Don’t drink fruit juice. 
Results 
Inclusion of fruit juice Response (n=844) 
Yes 3.6% 
Yes – freshly squeezed which includes fruit pulp 1.7% 
No 80.8% 
Don’t drink fruit juice 14.5% 
Conclusion: Only 3.6 per cent of respondents included fruit juice without pulp or bottled fruit 
juice in their reported intake. 
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Questions/Results 
Issue: Do people include potato chips as part of their vegetable intake? 
Questions: How many serves of vegetables do you usually eat each day or week? (A serve of 
vegetables is half a cup of cooked vegetables or 1 cup of salad) When you answered the last 
question, did you include potatoes? [Prompt for method of cooking]  Yes – boiled; Yes – 
roasted; Yes- deep-fried (chips, wedges, potato scallops); Yes – oven baked fries; Did not 
include potatoes in previous question. 
Results 
Include potatoes (n=844) % 
No 30.5% 
Yes 69.5% 
– Yes – boiled 66.4% 
– Yes – roasted 24.0% 
– Yes- deep fried (chips, wedges, potato scallops)  8.6% 
Yes – oven baked fries  11.0% 
Conclusion: 70 per cent of respondents included potatoes in their reported vegetable intake, 
most commonly boiled and mashed potato. 
Objectivity-Child immunisation 
Issue: Immunisation survey of children where immunisation recall can be a problem. Limited 
the vaccination rate to those who could provide dates from their immunisation record. 
Question: “Do you have any immunisation records such as the Personal Health Record or 'blue 
book' that could help you answer the next questions about Hepatitis B immunisation?” and “I 
would like to ask you about dates and times of immunisation for Hepatitis B and these should 
be recorded in your immunisation record or Blue Book. Is it convenient for you to get this 
record or blue book for [child] now? Or alternatively I can arrange a time to call you back.” and 
“From your immunisation record or blue book please can you provide the date of the first 
Hepatitis B vaccination for [child]?” 
Results: 1567 carers interviewed; 679 stated some or all of children immunized (Vaccination 
rate of 43%); 422 had blue books and 301 could access the blue books (Self-validated 
vaccination rate 18%). 
Conclusion: Allows collection of detailed information over the phone which is self-validated.  
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The internal validity testing allowed a better understanding of how easy it 
was for respondents to answer the proposed new questions. It also contributed 
greatly to understanding the quality issues with the questions. Internal validity 
testing of questions will not replace validation studies, but it does provide 
valuable information against which to judge the reliability and possible limitations 
of the information collected. 
Table 3.12: Test-retest reliability results, 2004-2012 NSWPHS 







BPLP: Country of birth 





DEM13: Private health insurance status 
Apart from Medicare, are you currently 





GR2: Length of current private health 
insurance policy 
How long have you had your current 







DEM19: More than one residential 
telephone number 
Do you have more than one telephone 





HSCP: Highest level of school completed 
What is the highest level of primary or 







INC1: Annual income before tax 
I would now like to ask you about your 
household's income. What is your annual 
household income before tax: Would it be: 
less than $10,000; $10,000-$20,000; 
$20,000-$40,000; $40,000-$60,000; 
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LANPa: Language other than English 
spoken at home 
Do you usually speak a language other 





INGP: Aboriginal or Torres Strait 
Islander origin  
Are you of Aboriginal or Torres Strait 





LF: Main job 
In the main job you held in the last four 
weeks, were you: A wage or salary earner; 
Conducting own business with employees; 
Conducting own business without 





LFSP: Current employment status 
In the last four weeks, which of the 
following best describes your employment 
status: Worked for payment or profit; 
Worked for payment/profit but absent on 
paid leave, holidays, on strike/stood down; 
Unpaid work in a family business; Other 





QALLP: Highest qualification completed 
What is the level of the highest 





MTSP: Current marital status 
What is your current marital status? Are 
you: Married (this refers to registered 
marriages); Widowed; Separated but not 





STRD: Building type 
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TEND: Home ownership 
I would like to ask some questions about 
your housing arrangements. Are you: 
Paying rent or board; Paying off this 
dwelling; Outright owner/Fully owned; 
Living rent free; Being purchased under a 
rent/buy scheme; Being occupied under a 





YARPa: Year arrived in Australia 
When did you first arrive in Australia to 





ALC1a: Number of days per week alcohol 
was consumed. 
How often do you have an alcoholic drink 





ALC3: Usual number of standard drinks 
per day                                  
On a day that you have alcoholic drinks, 








AST1: Ever told by doctor have asthma 
Have you/has [child] ever been told by a 






AST2:  Asthma symptoms or treatment in 
last 12months 
Have you /has [child] had symptoms of 
asthma or taken treatment for asthma in 





CBF1 : Child ever breastfed 




CBF4 : Child ever regularly given infant 
or toddler formula 
Has [child] ever been given infant or 
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CBF11 : Child ever given solid food 




CNFI9 : Ever drunk fruit juice (Coded) 
Has [child] ever been given fruit juice 






CNFI0 : Ever drunk water (Coded) 







CRC1a : Bowel cancer screening in last 
12 months 
Bowel cancer may be detected by means 
of an x-ray of the bowel, or by a test which 
involves a doctor passing a long tube 
through your back passage to examine the 
inside of your bowel, or by examining a 
sample of faeces.  Have you ever had any 





DBT1: Ever told by doctor have diabetes 
Have you ever been told by a doctor or at a 





DBT3: Current doctor- diagnosed 
diabetes 
Have you ever been told by a doctor or at a 
hospital that you have diabetes or high 





ENR1: Usual source of drinking water  






ENR2: Water treatment before drinking 





ENR12: Odours make unwell 
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ENR13: Ever diagnosed with a chemical 
sensitivity 
Have you/has [child] ever been diagnosed 





NR14:Usual way of heating living areas 
of home  
What is the usual way you heat the living 





ENR21: Frequency of opening window or 
door when cooking 
How often do you open windows or an 







HUN8:Food poisoning in last 12 months 






GAMB1_1 : Gambling activities in last 12 
months: Played poker machines or 
gambling machines 
In the last 12 months, which of the 






GAMB1_2 : Gambling activities in last 12 
months: Bet on horse or greyhound races 
excluding sweeps 
In the last 12 months, which of the 






GAMB1_3 : Gambling activities in last 12 
months: Bought instant scratch tickets, 
lotto or any other lottery game  
In the last 12 months, which of the 






GAMB1_4 : Gambling activities in last 12 
months: Played Keno at a club, hotel, 
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In the last 12 months, which of the 
following gaming activities have you 
participated in? 
GAMB1_5 : Gambling activities in last 12 
months: Played table games at a casino 
In the last 12 months, which of the 






GAMB1_6 : Gambling activities in last 12 
months: Played bingo at a club, hall or 
other place 
In the last 12 months, which of the 






GAMB10 : Guilty about gambling 
In the last 12 months, have you felt guilty 
about the way you gamble or what 
happens when you gamble, would you say: 








HSU1_1: Stayed for at least one night in 
hospital 
In the last 12 months, have you/ has [child] 
attended any of the following services: 





HSU1_2 : A hospital emergency/casualty 
department for your own/[child]’s care 
In the last 12 months, have you/ has [child] 
attended any of the following services: A 
hospital emergency/casualty department 





HSU13: Consulted a GP or local doctor 
in the last 12 months 
In the last 12 months have you consulted a 
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HSU13a: Consulted a GP or local doctor 
in the last 4 weeks 
In the last four weeks have you consulted a 





HSU14: Difficulties in getting health care  
Do you have any difficulties getting health 






HWT3:Self-assessment of weight status 
Do you consider yourself to be: 








HWT4 : Frequency of weighing 







I_BMI: Overweight and obesity 
‘How tall are you without shoes?’ and 
'How much do you weigh without clothes 





INJ12_1 : Fire safety measures:  Fire 
alarm (hard wired) 
Do you have any of the following fire 






INJ12_2 : Fire safety measures : Fire 
alarm (battery operated) 
Do you have any of the following fire 






INJ12_3 : Fire safety measures : Fire 
sprinkler system 
Do you have any of the following fire 






INJ12_4 : Fire safety measures : Safety 
switch/breaker 
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safety measures in your home? Safety 
switch/breaker 
INJ12_5 : Fire safety measures : Fire 
extinguisher 
Do you have any of the following fire 






INJ12_6 : Fire safety measures : Fire 
evacuation plan 
Do you have any of the following fire 






INJ2a : Fire in home 





NRA1: Fall in last 12 months 
Have you suffered an accidental fall in the 





INJ5: Suffered any injury or illness 
related to work in the last 12 months 
In the last 12 months have you suffered 





NUT6: Usual type of milk  





NUT3b:Times bread usually eaten per 
day  





NUT4ba: Times breakfast cereal eaten 
per day 
How often do you eat breakfast cereal? 





OHE1: Any teeth missing 






OHE2: Dentures or false teeth 
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OHE3: Frequency of oral health problem 
in last 12 months 
In the last 12 months, how often have you 
had a toothache or other problem with 





OHE3a: Frequency of toothache or other 
problem in last 4 weeks 
In the last 4 weeks, how often have 
you/has [child] had a toothache or other 








OHE6: Last time visited dental 
professional 
When did you/[child] last visit a dental 








OHE7: Place of last dental visit 
Was your/[child]'s last dental visit made at 
a private dental practice, a government 
dental clinic, school dental service or a 





HSD8: Rating of health in last 4 weeks 
Overall, how would you rate your/[child's] 







HSD9 : SF8-Physical functioning in past 
4 weeks 
During the past 4 weeks, how much did 
physical health problems limit your/ 
[child's] activities such as walking or 







HSD11:SF8: Bodily pain in last 4 weeks 
How much bodily pain have you /has 
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SEX1 : Sexual intercourse in last 12mths 
Have you had sexual intercourse in the last 





SEX2 : Sexual intercourse with more 
than one person in the last 12 months 
Have you had sexual intercourse with 
more than one person in the last 12 





SMK1: Current smoking status 
Which of the following best describes your 
smoking status: I smoke daily; I smoke 
occasionally; I don't smoke now, but I used 
to; I've tried it a few times but never 







SMK2: Home smoking status 
Which of the following best describes your 
home situation: My home is smoke free 
(includes smoking is allowed outside 
only); People occasionally smoke in the 








CSP2 : Frequency of  Exposure to Sun 
for 15min or more between 11am and 
3pm 
In the last 4 weeks, how often did 
you/[child] go out in the sun for more than 







CSP3 : Frequency of wearing hat when 
exposed to the sun between 11am and 
3pm  
In the last 4 weeks, when you were/[child] 
was/were out in the sun  for more than 15 
minutes, how often did you/[child] wear a 
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CSP4 : Frequency of Wearing Sunscreen 
(15+) when Exposed to Sun between 
11am and 3pm 
Still thinking about the last 4 weeks, how 
often did you apply a broad-spectrum sun 









CSP5 : Frequency of wearing protective 
clothing when exposed to the sun between 
11am and 3pm 
Still thinking about the last 4 weeks, how 
often were you/ was [child deliberately 
dressed in clothing to protect you/him/her 







EAR1 : Ever had hearing tested 






EAR2 : Have normal hearing 
As far as you know, do you /does [child] 






EAR3 : Use hearing aid 
Do you/does [child] currently use a 





EYE2 : Have normal vision 
As far as you know, do you/does [child] 





EYE3 : Currently wear glasses 
Do you/does [child] currently wear glasses 
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Generally the question test–retest reliability was over 0.6 (good). In some 
instances, e.g., Indigenous status, the kappa was low (0.34), but there was a high 
bias (1.0), therefore, the per cent agreement (81.3%) should be used. Also for 
questions with short time periods (such as seen a GP in the past 4 weeks) the 
kappa’s and agreement can be low because the persons is reporting on a different 
time period. 
 
Table 3.13: Convergent validity question results, 2004-2012 NSWPHS 






What type of milk 
do you usually 
have?  
 
What type of milk do 
you usually consume? 
  
 
75 (A:B) 0.84 (0.74-0.94) 89.3 1 
106 (B:A) 0.86 (0.77-0.94) 90.6 1 
 How active are 
you? 
 
1. Very active 
2. Active 
3. Not active 
4. Don’t know 
5. Refused 
 
The Active Australia 
survey questions to 
calculate adequate’ 
physical activity 
defined as undertaking 
physical activity for a 
total of 150 minutes per 
week over five separate 
occasions.  
2573  0.19 (0.17-0.22) 59.0 <0.001 
For persons 65 
years and over:  
Do you currently 
undertake any 
form of exercise? 
For persons 65 years 
and over:  
Do you usually 
undertake any form of 
exercise? 
22 (A:B) 0.46 (0.13-0.99) 90.9 0.160 
36 (B:A) 0.62 (0.31-0.92) 86.1 0.650 
 
Although few questions were tested for convergent validity testing, when 
undertaken, it showed that minor differences in the question wording and/or 
response codes did not generally impact significantly on respondent answers.  
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3.3.3. Validation study comparing self-reported and measured BMI  
Because the NSWPHS is conducted using CATI objective measures of the 
participants are not routinely undertaken. However, height, weight and waist 
measurements were undertaken as part of the NSW-NSAOH as a way of 
comparing the difference between self-reported CATI and measured results. This 
survey had two waves of data collection. In the first wave data was collected over 
the phone using CATI and in the second wave an oral examination was 
undertaken. In NSW this allowed for the collection of data on height, weight and 
nutrition using CATI in the first wave followed by the height and weight 
measurements during the second wave when the oral examination was undertaken. 
The CATI survey was conducted in NSW between May 2005 and November 2005 
and the oral examinations and height and weight measures were conducted 
between June 2005 and July 2006.  
The NSW-NSAOH had a complex design with stratification and multiple-
stage selection to ensure adequate representation of the population. One individual 
per household was randomly selected. In NSW, 3,630 respondents participated in 
the CATI component. Of the 3,310 persons eligible for the oral examination and 
height and weight measures, 1,099 participated. The sample weights were 
provided by the University of Adelaide for use in the analysis (Slade et al. 2007).  
BMI was calculated from the height and weight measures by dividing the 
person's weight (in kilograms) by their height (in metres squared), with a BMI of 
less than 18.5 being classified as underweight, 18.5–24.9 as normal weight, 25.0–
29.9 as overweight, and 30 or more as obese. This resulted in: 2.2 per cent of 
adults in NSW being classified as underweight, 48.0 per cent healthy weight, 32.9 
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per cent overweight, and 16.8 per cent obese using self-reported height and weight 
responses collected through CATI. Using measured height and weight 0.7 per cent 
were classified as underweight, 36.8 per cent as healthy weight, 36.4 per cent as 
overweight and 26.1 per cent as obese.  
Of the 1099 participants who were examined 22 had no self-reported data, 82 
had no measured data, 6 had neither self-reported or measured data and 9 had 
erroneous measured or self-reported data (BMI less than 10 or greater than 60) so 
this comparative analysis of self-reported and measured height and weight was 
undertaken using data for 993 respondents. 
 Comparative analysis included correlation, agreement, sensitivity and 
specificity and the linear regression model. Scatter plots for height, weight and 
BMI were plotted to examine the relationship between the self-reported data and 
the measured data (Figure 3.8). Linear lines of best fit were also plotted.  
Figure 3.8: Regression lines for height, weight and BMI from the NSW 
NSAOH  
a) Agreement between self-reported and measured height
 
Height
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b) Agreement between self-reported and measured weight 
 
c) Agreement between self-reported and measured height BMI 
 
 For height, weight and BMI the intercepts were 8 cm, 7 kg and 4 kg/m2 
implying that measured was higher than self-reported. For height the slope was 
around 1 indicating that the self-reported and measured data not change as height 
increases however for weight, as weight increases the under-estimation also 
increased.  
Weight
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 The mean difference between self-reported and measured height and weight 
(Table 3.14) was 2 cm (2 cm for males and 2 cm for females) for height and -3.5 
kg (-3 kg for males and -4 kg for females) for weight. When BMI was calculated 
for each respondent the mean BMI difference was -1.5 kg/m2 (-1 kg/m2 for males 
and -2 kg/m2 for females).  
Table 3.14: Comparison between self-reported and measured BMI, NSW-
NSAOH 
Measure Sex Source mean median sd min max diff 
Height Males Self–reported   176 178 8 153 211  
 Measured  174 174 7 156 20 2 
 Females  
 
Self–reported   164 163 7 137 208  
 Measured  162 163 7 131 197 2 
 Persons Self–reported   168 168 10 137 211  
 Measured  166 166 9 131 200 2 
Weight Males Self-reported   82 82 13 50 130  
 Measured  85 85 15 50 156 -3 
 Females  Self-reported   69 67 14 38 130  
 Measured  73 70 15 39 134 -4 
 Persons Self-reported   74.5 72 15 38 130  




Males Self- reported  27 26 4 17 40  
 Measured  28 28 5 18 51 -1 
Females Self- reported  26 25 5 14 48  
 Measured  28 27 6 14 49 -2 
Persons Self- reported  26 26 5 14 48  
 Measured  27.5 27 5 14 51 -1.5 
Correlation: Comparison for self-reported and measured height, weight and 
BMI was assessed using Spearman rank correlation coefficients (rs) as a non-
parametric analog of the ICC (Kraemer & Korner 1976). The ICC and 95% CI 
were calculated for height, weight and BMI. It was 0.86 (0.85-0.88) for height and 
0.91 (0.9-0.92) for weight and 0.82 (0.80-0.84) for BMI. 
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Agreement: Comparisons between measured and self-reported categories for 
BMI was assessed using Cohen’s kappa statistic for binary variables, and 
weighted kappa with Cicchetti-Allison weights for ordinal variables (Cohen 1960, 
Cohen 1968, Sim & Wright 2005).  Unbalanced tables were corrected using the 
method described by Crewson (2001). Since erroneously low values of kappa can 
arise from skewed data, (Feinstein & Cichchetti 1990; Feinstein & Cichchetti 
19902) per cent agreement is also presented for categorical variables, calculated as 
the proportion of respondents in the same category when measured or self-
reported.  
Systematic bias between self-reported and measured was assessed using 
McNemar’s test for binary variables and Bowker’s test of symmetry for nominal 
variables. Where statistically significant bias was detected, Scott’s kappa (BAK) 
was also calculated (Byrt et al. 1993). 
When the respondents’ BMI was categorised into underweight, healthy 
weight, overweight and obese (Table 3.15) from the measured and self-reported 
BMI the agreement was 70.1% and the weighted kappa was 0.64 (95%CI 0.61-
0.68). Most of the non-agreement occurring in people who were categorised as 
healthy weight from the self-reported data yet when measured were overweight 
(11.2%) or were categorised as overweight from the self-reported data and yet 
when measured were obese (13.0%).   
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Total Underweight Healthy 
weight 
Overweight Obese 
Underweight 4 14 3 1 22 (2.2%) 
Healthy weight 3 244 111 6 364 (36.7%) 
Overweight 0 20 267 129 416 (41.9%) 
Obese 0 2 8 181 191 (19.2%) 
Total 7 (0.7%) 280 (28.2%) 389 (39.8%) 317 (31.9%) 993 
NOTE: Of the 1099 participants who had the oral examination  993 had both self-reported and 
measured height and weight. 
Sensitivity and Specificity: Sensitivity (the proportion of actual positives 
which are correctly identified as such) and specificity (the proportion of negatives 
which are correctly identified) was calculated for overweight and obesity (Nieto-
Garcia et al. 1990). The sensitivity and specificity for underweight was 57.1% and 
98.2% respectively, for health weight 87.1% and 83.2%, for overweight 68.6% 
and 75.3% and for obesity 57.1% and 98.5% (Table 3.16). 
Table 3.16: Sensitivity and specificity for self-reported BMI compared to 
measured BMI, NSW-NSAOH 
Measure 
BMI based on self-reported height and weight (n=993) 
Underweight Healthy weight Overweight Obese 
True positive 4 244 267 181 
True negatives 968 593 455 666 
False positives 18 120 149 10 
False negatives 3 36 122 136 
Sensitivity 57.1% 87.1% 68.6% 57.1% 
Specificity 98.2% 83.2% 75.3% 98.5% 
Model for self-reported errors: The literature was examined for possible 
models that have been used to apply correction factors to self-reported height, 
weight and BMI data. The most commonly used was linear regression with 
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measured BMI as the outcome variable (Rowland 1990, Kuskowska-Wolk et al. 
1992, Plankey et al. 1997, Bolton-Smith  et al. 2000, Nyholm et al. 2007, Connor 
Gorber et al. 2007, Ayre et al. 2012, Dutton & McLaren 2014).  Connor Gorber et 
al. (2007) produced several models for predicting measured BMI for males and 
females. The full model for males included age group, dissatisfaction with life, 
and perceived self as underweight with R2=0.86. The full model for females 
included education, perceives self as overweight and end-digit preference (0 or 5) 
with R2=0.92.  
They also produced reduced models based on the difference between the self-
reported and measured BMI and the regression coefficients were very similar for 
both men (R2=0.85) and women (R2=0.91) to the more complex models. They 
stated that the generalizability of these equations has not been determined and that 
while some authors assume transportability, others disagree and think the 
correction factors are only applicable to the population for which they are derived.  
To test this we used correction factors from Connor Gorber et al. (2007) 
specifically the reduced male model (BMImeasured = -1.08+1.08(BMIself-reported)) and 
the reduced female model (BMImeasured = -0.12+1.05(BMIself-reported)) and compared 
them to what we got from the measured NSW-NSAOH (Table 3.17). 
Table 3.17: Self-reported, adjusted self-reported and measured NSW-NSAOH 







Males 27 28.1 28 0.08 
Females 26 27.2 28 0.82 
Total 26 27.6 28 0.37 
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Summary and Implications: The comparative analysis showed that for the BMI 
from the self-reported height and weight using CATI and measured height and 
weight were very similar with ICC of 0.82. When the BMI was categorised into 
underweight, healthy weight, overweight and obese the agreement was 70.1% and 
the weighted kappa was 0.64. Although the specificity for overweight and obesity 
were high, at 75.3% and 98.5% respectively, the sensitivity was lower, at 68.6% 
and 57.1% respectively. When the correction factor developed using regression 
modelling in Canada (Connor Gorber et al. 2007) was applied to the self-reported 
data the resultant estimate was very close to that measured. But which 
comparative method is most informative? That is dependent on what is of interest. 
If the overall difference is of interest then the ICC is most appropriate, if the 
categorical differences are of interest then the kappa statistic is most appropriate, 
if where the differences occur is of interest then it is the sensitivity and specificity 
is most appropriate, and if the corrected estimates are of interest then it is finding 
reliable regression modelling correction factors.  
3.4. Sample survey analysis and measures of effect 
There is substantial debate on the most appropriate models and resultant 
effect measures for cross-sectional studies when analyzing binary outcomes. The 
most easily interpretable effect measure is the RR reported as so many times more 
likely and calculated as P1/P0 where P is the probability of the condition of 
interest with 1 being the exposed group and 0 being the non-exposed group.  
OR defined as P1/(1- P1)P0 /(1- P0), are often calculated because of the ease 
of using logistic regression models (Shrier & Steele 2006). Because of the 
 
CHAPTER 3: Measurement dimension                                                               145  
difficulty in understanding ORs they are often incorrectly interpreted as a RR 
(Lee, 1994, Sackett et al. 1996, Lee et al. 2009). For rare outcomes, RRs and ORs 
do coincide, but when working with more frequent outcomes, which are often 
collected through cross-sectional surveys, the OR can strongly overestimate the 
RR (Davis et al. 1998, Viera 2008). 
3.4.1. Identifying criteria and standards 
Methods and models from which RRs, and the corresponding CIs, are able to 
be produced include: 
• Transforming the ORs obtained by logistic regression into risk ratios 















where 0P is the outcome of interest in the non-exposed group. 
• Calculating risk ratios and associated CIs using Cox regression with equal 
times of follow-up assigned to all individuals (Lee & Chia 1993). With the 
model formula being 
).....exp()()( 110 kk zzthth ββ ++=   
where )(0 th  is the base hazard function of time, iz  are covariates and iβ  
the coefficient for the k covariates. 
• Calculating prevalence ratio and CIs using log-binomial regression (i.e. 
generalized linear model with a logarithmic link function and binomial 
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distribution for the residual) (Zocchetti et al. 1995, Wacholder 1986, 
Traissac et al. 1999). With the model formula being: 
 ( ) kk XX βββπ +++= ......log 110   
where π  is the probability of success, and iX  the covariates. The RR 
estimate of a given covariate is βe . 
• Calculating RRs and CIs using Poisson regression (Traissac et al. 1999) 
and complementary log-log model, where the link function is                
log(-log(1-π)) and the distribution is binomial (Traissac et al. 1999, 







 ......log 110   
where n is the count of events for a given individual, t  the time it was 
followed-up (set at 1) and iX  the covariates. The model parameter ( )iβ  
are log RRs.  
Barros and Hirakata (2003) conducted the analysis of cross-sectional studies 
with binary outcomes. They undertook a comparison of all of these methods, 
including a confounder in each scenario to increase the applicability of the results. 
They found that for cross-sectional data that the log-binomial model and the Cox 
or Poisson models with adjusted variances provide correct point and interval 
estimates. They therefore concluded that it was not only possible, but actually 
easy to use models other than logistic regression to analyze cross-sectional data 
with binary outcomes. 
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Subsequent to this review Zou (2004) provided a detailed description of the 
modified Poisson regression approach (with the robust sandwich variance) and 
believes this approach is very reliable. Spiegelman and Hertzmark (2005) 
provided SAS code for calculations of risk or prevalence ratios and differences 
using log-binomial regression and Poisson regression (with and without the robust 
variance). Pearse (2004) continued to support the use of prevalence ORs except 
when the author is interested in the public health burden of disease and then 
prevalence ratios are more appropriate. Mayer (2005) stated that RRs should be 
used for cross-sectional studies and highlighted the large difference in some 
instances between the RR (2.24) and OR (25.79) for a Methicillin-resistance 
staphylococcus aureus study in an Emergency department.  
Lee et al. (2009) compared four multivariate models for dichotomous 
outcomes using data from a cross-sectional study: logistic regression, modified 
Cox’s proportional hazards regression, log-binomial regression and modified 
Poisson regression incorporating the robust sandwich variance. They concluded 
that, although none of the models are without flaws, the Poisson Regression 
model incorporating the robust sandwich variance was the most viable. 
Reichenheim and Coutinho (2010) continue to argue for the use of OR and 
logistic regression when analyzing cross-sectional data. Several systematic 
reviews of the literature have been conducted by topic such as obesity (Tajeu et al. 
2012) or study type such as randomized controlled trials (Knol et al. 2011) 
examining measures of effect and interpretation of and have highlighted 
widespread misinterpretation of OR. 
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3.4.2. Examining measures of association using the NSWPHS  
We compared the Poisson regression model, as per the formula described in 
the previous section, using GENMOD procedure and logistic regression model 
using SURVEYLOGISTIC procedure in SAS (SAS Institute 2009). The model 
examined the association between any sunburn and season, age group (0-12 years, 
13-24 years, 25-44 years, 45-64 years and 65 years and over), sex and sun 
protection index using winter, persons 65 years and over, males, ‘low sun 
protection’ as the reference categories.  Given the strong statistical arguments in 
favour of logistic regression (Lee et al. 2009; Reichenheim & Coutinho 2010) we 
also sought to compare the goodness of fit to the sunburn data. As a way of doing 
so, we considered the following blended binomial regression model which 
smoothly interpolates between a log link and a logistic link:  
𝑃𝑃[𝑌𝑌 = 1] = 𝜃𝜃 + 
(1 − θ) �1 + ��  
which is equivalent to log regression when 𝜃𝜃=0 and logistic regression when 𝜃𝜃=1 
(Barr et al 2015). We fitted this model to the data by maximum likelihood, for 
values of 𝜃𝜃 fixed at 0, 0.05, …, 1. This enabled us to find the maximum likelihood 
estimator of 𝜃𝜃, and to test null hypotheses of 𝜃𝜃 =0 and 𝜃𝜃 =1 using the asymptotic 
likelihood ratio test (Welsh, 1996) (ignoring for simplicity that 0 and 1 lie on the 
boundary of the parameter space of 𝜃𝜃). 
The GENMOD procedure included the following programming statements:  a 
model statement with options dist=Poisson and link=log; a class statement 
including the unique respondent number variable; a repeated statement with an 
independent correlation structure (corr=ind) and specifying the unique survey 
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respondent number variable as the subject parameter; and a weight and strata 
statement specifying the respondent sample weighting and strata. As the Poisson 
model uses the natural logarithm as the link function, exponentiation of the 
parameter estimates was used to obtain the RRs for the study factors.  
The SURVEYLOGISTIC procedure included the following programming 
statements:  a model statement with event =‘1’and option expb; a class statement; 
and a weight and strata statement specifying the respondent sample weighting and 
strata (See SAS macro Appendix 4).  
As shown in Table 3.18 the crude RR from the regression model using 
GENMOD procedure accurately provides the RR (e.g. Summer compared to 
Winter is 5.45 i.e. 21.6/4.0) whereas the logistic regression model provides a 
























68.6 .  
In both crude models the differences between the parameters that were 
statistically significant were the same. In the adjusted models again the 
differences that were statistically significant were the same, however the 
difference between the RR and the OR were even larger (5.6 and 7.4). If reported 
incorrectly (i.e. 7.4 times more likely rather than 7.4 times the odds) it would 
imply that the prevalence of sunburn in summer after adjusting for age group, sex 
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and sun protection is 30% (31% relative increase from the crude rate) whereas the 
estimate is closer to 22% and differs little from the crude rate. Incorrect reporting 
of ORs as RRs is often done in the literature (Ahlawat et al. 2005, Kerker 2006, 
Yore et al. 2007, Lam & Yang 2007, Lee et al. 2008, Dalton et al. 2011, and 
Mungreiphy et al. 2011).  
When we inverted the outcome i.e. using no-sunburn as the outcome, then the 
OR became the reciprocal (i.e. 1/OR) as shown in Table 3.18, however the same 
formula cannot be used for the RR because of the lack of symmetry. The RR for 
no sunburn are as given in Table 3.18.  
The blended log/logistic binomial model was also fitted. The maximum 
likelihood estimator of 𝜃𝜃 was 1, indicating that the best fitting blended model was 
in fact the log regression when the outcome was sunburn and the maximum 
probabilities were all below 0.5 as shown in Figure 3.9. The p-value for this value 
was therefore 1, while the p-value for the null hypothesis of  𝜃𝜃 =0 was 0.03, 
indicating the logistic model fits significantly worse at the 5% level. This is not 
the case when the outcome of interest is no-sunburn with a substantial number of 
observations having fitted probabilities above 1 from the Poisson regression 
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Table 3.18: Prevalence estimates and RRs and ORs for the association between 
sunburn/no sunburn and season, age group, sex, sun protection index, NSW, 
2007 
Parameters Prevalence Crude RR and 95% CI 
Crude OR 






for all others 
variables 
Sunburn 
Spring 7.4 (5.9-8.8) 1.9(1.3-2.7)* 1.9(1.3-2.8)* 2.0(1.4-2.9)* 2.1(1.4-3.2)* 
Summer 21.6  (18.7-24.6) 5.5(3.9-7.6)* 6.7(4.7-9.6)* 5.6(4.0-7.8)* 7.4(5.1-10.8)* 
Autumn 11.7 (10.0-13.3) 2.9(2.1-4.1)* 3.2(2.3-4.6)* 2.9(2.1-4.1)* 3.3(2.3-4.7)* 
Winter 4.0 (2.8-5.2) 1.0 1.0 1.0 1.0 
0-12 yrs 5.3 (4.2-6.3) 1.7(1.2-2.4)* 1.7(1.2-2.4)* 1.7(1.2-2.5)* 1.8(1.3-2.6)* 
13-24 yrs 15.7 (13.2-18.1) 5.0(3.7-6.9)* 5.8(4.1-8.1)* 4.8(3.4-6.6)* 5.8(4.0-8.3)* 
25-44 yrs 15.1 (12.8-17.5) 4.8(3.5-6.6)* 5.5(4.0-7.7)* 4.6(3.3-6.4)* 5.5(3.9-7.9)* 
45-64 yrs 9.7 (7.9-11.6) 2.4(1.7-3.4)* 2.5(1.8-3.6)* 2.3 1.7-3.3)* 2.5(1.7-3.6)* 
65 plus 7.6 (6.1-9.0) 1.0 1.0 1.0 1.0 
Females 7.6 (6.7-8.5) 0.6(0.5-0.8)# 0.6(0.5-0.7)# 0.7(0.6-0.8)# 0.6(0.5-0.7)# 
Males 12.0 (10.6-13.5) 1.0 1.0 1.0 1.0 
High 
Protect 
7.6 (6.5-8.8) 0.7(0.6-0.8)# 0.7(0.5-0.8)# 0.7(0.6-0.9)# 0.7(0.5-0.8)# 
Low 
protect 
11.2 (9.9-12.4) 1.0 1.0 1.0 1.0 
No sunburn 
Spring 92.6 (91.2-94.1) 0.9(0.9-0.9) 0.5(0.8-0.4) 0.9(0.9-0.9) 0.5(0.7-0.3) 
Summer 78.4 (75.4-81.3) 0.8(0.8-0.9) 0.6(0.2-0.1) 0.8(0.8-0.9) 0.1(0.2-0.1) 
Autumn 88.3 (86.7-90.0) 0.9(0.9-0.9) 0.3(0.4-0.2) 0.9(0.9-0.9) 0.3(0.4-0.2) 
Winter 96.0 (94.8-97.2) 1.0 1.0 1.0 1.0 
0-12 yrs 94.7 (93.7-95.8) 0.9(0.9-0.9) 0.6(0.4-0.8) 0.9(0.9-0.9) 0.6(0.4-0.8) 
13-24 yrs 84.3 (81.9-86.8) 0.9(0.9-0.9) 0.2(0.1-0.2) 0.9(0.8-0.9) 0.2(0.3-0.1) 
25-44 yrs 84.9 (82.5-87.2) 0.9(0.9-0.9) 0.2(0.1-0.3) 0.9(0.8-0.9) 0.2(0.3-0.1) 
45-64 yrs 90.3 (88.4-92.1) 0.9(0.9-0.9) 0.4(0.3-0.6) 0.9(0.9-0.9) 0.4(0.3-0.6) 
65 plus 92.4 (91.0-93.9) 1.0 1.0 1.0 1.0 
Females 92.4 (91.5-93.3) 1.1(1.0-1.1) 1.7(1.4-2.0) 1.1(1.0-1.1) 1.7(1.4-2.0) 
Males 88.0 (86.5-89.4) 1.0 1.0 1.0 1.0 
High 
Protect 92.4 (91.2-93.5) 
1.0(1.0-1.1) 1.5(1.2-1.9) 1.0(1.0-1.1) 1.5 (1.2-1.9) 
Low 
protect 88.8 (87.6-90.1) 
1.0 1.0 1.0 1.0 
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Figure 3.9: Probabilities for sunburn from the Poisson Regression model, 2007 
NSWPHS 
 
Figure 3.10: Probabilities for no-sunburn from the Poisson Regression model, 
2007 NSWPHS  
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This highlights the need for a model that allows for the calculation of RR and 
does not have issues with symmetry and probabilities above one. Such a measure, 
the model-adjusted RRs has been suggested by Bieler et al. (2010), but further 
exploration in this area is required.  
The Poisson regression model using GENMOD procedure were also used to 
examine the epidemiology of influenza-like illness during the (H1N1) pandemic 
(Muscatello et al. 2011) and predictors for knowledge of first aid for burns 
(Harvey et al. 2011) with data collected through the NSWPHS. This allows for the 
reporting of RRs that were more or less likely rather than reporting of higher or 
lower odds and allowed easer interpretation of the results. In both cases the 
prevalence estimates included were for the lower option to avoid the issues of 
having probabilities above one.   
 
CHAPTER 3: Measurement dimension                                                               154  
3.5. Discussion 
In this chapter I reviewed the methods, criteria and standards for survey 
operational data and identified the AAPOR definitions. I then calculated response, 
co-operation and refusal rates for the NSWPHS and found AAPOR definitions are 
easy to apply and there is no reason for them not to be the standard for Australia. 
These definitions are both comparable across survey but also across survey mode.  
I reviewed the methods, criteria and standards for interviewer performance 
and found that although there is substantial literature and numerous 
recommendations no specific criteria exist. There are recommendations to provide 
as much information on what metrics were available for example what testing and 
monitoring had been undertaken on interviewers and what systems were in place 
to minimize data entry errors.   
I then applied these best available criteria and standards to the NSWPHS and 
found that the majority of interviewers were meeting the existing standards. 
Changing to reporting using percentage of interviewers within +1 SD of the mean 
would allow comparison of interviewer performance at the NSWPHS with other 
survey data collections. I also applied these measures, for inter-rater reliability to 
the NSW-NSAOH and found that the agreement between the measurements of 
height, weight and waist circumference of adults between dentist/dental technician 
teams and experienced measurers was very good. 
I reviewed question accuracy and reliability and found that there is substantial 
literature and recommendations of what is acceptable. This included, for construct 
validity, a detailed description of any cognitive testing and validity testing that 
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had been undertaken on the questions and a summary of their metrics. This also 
included what testing had been undertaken such as test-retest reliability.  
I then produced a set of tables for internal validity testing, test-re-test 
reliability, and convergent validity of the questions used in the NSWPHS. The 
internal validity testing allowed a better understanding of how easy it was for 
respondents to answer the proposed new questions. Generally the question test–
retest reliability was over 0.6 (good).  
I also explored analysis methods for a validation study comparing self-
reported and measured BMI using the NSW-NSAOH and found that BMI from 
the self-reported height and weight using CATI and measured height and weight 
were very similar. When the BMI was categorised into underweight, healthy 
weight, overweight and obese the agreement dropped slightly. Although the 
specificity for overweight and obesity were high the sensitivity was lower. When 
a correction factor developed using regression modelling was applied to the self-
reported data the resultant estimate was very close to that measured. 
 I then reviewed the available analysis methods for cross-sectional surveys 
and applied these measures to sun exposure data from the NSWPHS and found 
that although OR are often reported there are statistical methods available to 
calculate RR. Although none of the models are without flaws, the Poisson 
Regression model incorporating the robust sandwich variance is the most viable. 
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This analysis highlighted that apart from for operational data and question 
accuracy and reliability there are not well defined criteria and standards. The 
AAPOR definitions for operational data have now been universally adopted 
because of their completeness, ability to compare between surveys and modes, 
and their adaptability (incorporating new modes eg mobile phone and internet). 
Measures of question accuracy and reliability such as Kappa and ICC were 
developed many decades ago. There is still an ongoing need to produce accuracy 
and reliability tables for questions commonly used in ongoing health surveys 
without which the quality is unknown.   
Although much research has been undertaken to identify the issues for 
interviewer performance and to suggest measures there are currently no definitive 
best practice recommendations. With regard to analysis methods the ease of use 
has until recently been the rational for choice rather than the model fit and/or the 
ease in interpretation. This however is changing and more researchers are 
reporting RRs as the measure of effect for ongoing health surveys. 









Chapter 4  
 
4. Impact dimension 
In ongoing data collections there is a third dimension, the impact dimension, 
that includes timeliness, sensitivity and responsiveness, flexibility and coherence, 
comparability, accessibility and usefulness (Brackstone 1999, Eurostat 2000, 
FCSM 2002 and Biemer & Lyberg 2003).  
In this chapter: a data management and reporting system will be developed 
and documented for the NSWPHS to enable the ongoing provision of timely 
accurate data in a cost effective way; a comparative analysis between two surveys, 
the NATSIHS and the NSWPHS will be undertaken to examine statistical 
comparability; and an examination of the difference between self-reported and 
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4.1. NSWPHS quality control and process analytics system 
Although the data processing steps are well documented and reasonably 
consistent in surveys regardless of the frequency or the mode the same is not the 
case for quality control measures (Pfeffernamm & Rao 2009). Valliant et al. 
(2013) consider that ongoing quality control measures are an integral part of all 
surveys, particularly ongoing surveys, and should cover pre-collection, collection 
and analysis and reporting and should include timeliness and comparability 
measures. Biemer and Lyberg (2003) pointed out, in their examination of survey 
quality, that for most surveys there is a balance between costs, survey error and 
other factors and so any ongoing quality control measures must be cost-effective. 
They must also be flexible to meet the changing needs of the collection for which 
they are being used. As described in Hellerstein (2008) automation is the way to 
have cost-effective quality control measures as they are easily included as reports 
from automated processes. These automated processes can include questionnaire 
development, selection of sample, data collection, data cleaning and analysis and 
reporting.  
As described in Chapter 1 the NSWPHS began in 1997, and became 
continuous in 2002 (Eyeson-Annan 2001). The first report of the survey—
containing combined data from 1997 and 1998—required a substantial timeframe, 
and was not published until 2001. Firstly, all the formats were retyped into SAS 
(SAS Institute 2009) from the survey questionnaires. Second, any required 
changes to the data, as a result of the coding process were made, by typing in a 
series of IF statements in the SAS programs. Third, data dictionaries were retyped 
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into the format required, and finally, any errors that were introduced due to this 
process, were checked and fixed. Indicators of interest for analysis were 
programmed as separate unique SAS files. This process was very labour- 
intensive, as it was repeated hundreds of times. The indicators were then 
outputted, ready to be included into the report using indicator-specific html 
templates. No hardcopy report was produced, due to the added cost and time 
required for desk-top publishing. Therefore, the electronic-only file was produced, 
by manually creating html pages and manually inserting the hyperlinks for each of 
the text, graph, and table files. This experience highlighted the need for the 
development of an automated process analytics system particularly when the 
survey became continuous.  
It was hypothosised that an automated quality control and process analytics 
system that included data cleaning, analysis, reporting on the survey data and 
reports on the processes would substantially improve timeliness, flexibility and 
coherence, and usefulness while maintaining quality. As described in Hellerstein 
(2008) any automated system needs to have automation included throughout all of 
the processes and be developed in a way that each element could work 
independently as well as in total. Also for the system to be flexible and coherent it 
needs to utilises the metadata to minimizes the need to re-enter of information. 
4.1.1. Automated data management and cleaning system 
Because CATI surveys are collected using programmed questionnaires, all of 
the metadata about the questions, including the questions themselves, response 
categories, legal values, and skipping patterns, are available in the questionnaire 
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script. So, the first step in building the automated system was to develop a system 
to systematically output, not only the response data from the collection system, 
but also all of the metadata (labels, type, formats etc). 
In order for the questionnaire script to compile ready-to-collect data, there are 
rules for how the questionnaire needs to be programmed. We used these rules and 
developed others, so that the metadata could be consistently extracted from the 
questionnaire script. These rules included; having the label name inserted after the 
variable, inserting codes before the question script, and the response codes. The 
rules also require the need for surveys to be registered with unique allowable 
names. 
The CATI software program, ‘Sawtooth’, used by the NSW Health Survey, 
compiles the data and outputs five separate files; DATA, TEXT; PROGRAM; 
LAYOUT; and LISTS for each survey job. The automated data management and 
cleaning system was developed in SAS to read the PROGRAM, LAYOUT and 
LISTS files created by the CATI software, extract the necessary metadata, and 
create the SAS catalogues of formats. 
The system then reads the contents of the DATA file, merges it with the 
TEXT file (‘open’ and ‘other’ responses), attaches the labels and formats to each 
variable, creates a unique survey program identifier (using the code allocated to 
the registered survey name), and removes any extraneous data relating to the 
survey collection. The resultant RAW dataset for each survey job is outputted. 
This process can be run on a daily, or a weekly basis, for any survey job (survey 
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quarter, languages, stand-alone survey), so that at any time, there is an up-to-date 
version of the RAW survey dataset. 
4.1.2. Automated dataMART system 
Once the survey job is completed, additional data management is required.  
This includes: allocation and updating of geography to telephone numbers, coding 
‘open’ and re-coding ‘other specify’ responses, creation of derived variables 
(conversion of responses to a common parameter), scoring tools, and adjusting for 
skipping patterns. This also includes weighting of the sample to adjust for 
differences in the probabilities of selection, and, to the population benchmarks. 
Although it would have been ideal to also automate coding of the ‘open’ and 
re-coding of the ‘other specify’ responses, it was not possible, as they require a 
certain amount of interpretation. The process was able to be incorporated by 
automating the downloading and uploading of the ‘open’ and ‘other specify’ 
responses, and then by manually coding, and/or re-coding in Excel spreadsheets, 
with appropriate automated checks for completeness.  
The automated DataMART system was developed using generic SAS 
programs and macros. These programs again utilised the metadata files. Thus, the 
MART dataset produced was a combination of the RAW dataset, the updated 
geographical variables, the updated recoded ‘other specify’ responses, the coded 




CHAPTER 4: Impact dimension  162 
4.1.3. Automated analysis and reporting system 
In order to develop the automated analysis system, initial decisions were 
made on: the infrastructure within which the analysis was to be conducted, what 
analysis would be included in the system, and how the data would be outputted. A 
master setup program was developed, so that anyone using the system could use it 
consistently. Standard indicator and response definition files were also developed. 
This master setup program pulled in a generic html template and all the 
infrastructural macros including: file, system setup, dataset creation, statistical, 
graph, table, output, reporting, analysis, management, and validation.  
A system driver was also developed that defined the requirements for each 
type of study and/or report being undertaken in a format that could easily be 
edited or read, using different analysis packages. We chose to edit the driver in 
excel and to convert it to an xml file for storage and ease of use. This system 
driver listed all information required across all years and reports, including: the 
indicators and reporting variables, with their titles, footnotes, age bands, and 
graph and table footnotes, which indicators will be in which reports, and the order 
in which the indicators are included in reports. The system driver was designed so 
that new question modules, analysis methods, and reporting outputs, could easily 
be incorporated to meet the emerging and changing information needs of users. 
The outputs from this system for each study and/or report include: 
• folder structure for the particular set of analysis, 
• SAS datasets containing respondent numbers, weighted numbers, 
prevalence estimates, SEs and 95% CIs for each of the parameters of 
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interest (overall, by age, sex, administration area and socioeconomic 
status), 
• graphical outputs stored as gif files, 
• csv files from the SAS datasets, 
• html and pdf files for each of the indicators including the gif graphical file, 
a table of the results, description of the indicator, number of respondents, 
and any other information, 
• text pages for each topic area outputted as html and pdf files, 
• table of contents with hyperlinks to each of the individual html pages as 
specified in system driver, 
• FINAL dataset and associated data dictionary which included the 
questionnaire variables, derived variables, weighting variables and 
indicator variables with variable labels, variable type and name of format, 
question text, response codes and definitions produced from the metadata, 
• a hard copy report, produced without the need for desk- top publishing, 
using a macro that could add all of the individual text and graphical pdf 
files in the order specified in the system driver, number the pages, add the 
page numbers to the pdf version of the table of contents, and, add the 
cover and imprint pages. 
4.1.4. Automated quality control system 
The automated quality control system was developed such that it would draw 
attention to any errors during the data cleaning, analysis, and production 
processes. The final automated quality control system developed includes emails 
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that are sent when SAS programs are run that include warnings and pertinent 
information, storage of log files when batch jobs are done, and programs that read 
them, automated production of data dictionaries that use the CATI. A high level 
summary of the automated quality control and process analytics system developed 
from 2006 to 2009 is shown in Figure 4.1. 




















Setup files and 
study driver





FINAL dataset and 
data dictionary
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4.1.5. Impact of the system on timeliness, flexibility and usefulness 
An automated quality control and process analytics system that included data 
cleaning, analysis, reporting on the survey data and reports on the processes did 
substantially improve timeliness, flexibility and coherence, and usefulness while 
maintaining quality. This was demonstrated by reports being able to be produced 
within 6 month of close of data collection and from the range of report that were 
able to be produced including by location, age group and sub-groups. The 
methodological review highlighted the contribution of the automated system to 
the sustainability of the NSWPHS (Hughes & Steel 2010).  
4.2. Comparative studies of NSWPHS and NSW-NATSIHS  
The quality of a survey is often measured by how comparable it is to other 
surveys that are collecting the same information from the same population at the 
same time but are using a different sample. This also allows for the results to be 
more easily generalized, particularly when the collections are being conducted 
through different modes of collection (Marsden & Wright 2010). It is important, if 
these types of comparisons are being undertaken, that both methodological 
similarities and the differences are examined and that the results being compared 
are for the same population (i.e. same age groups etc.). To demonstrate this, 
results from the NSWPHS and the NSW-NATSIHS were compared. 
Information about the NSWPHS (NSWMoH n.d.) and the NSW-NATSIHS 
(ABS 2006) for sample frame, study design, participant selection, final sample, 
collection period, collection method, collection agency and weighting procedure 
was obtained. The samples from each survey were weighted to the ABS mid-year 
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estimates as at 31 December 2004 for the Aboriginal and Torres Strait Islander 
population of NSW for age, sex, and geographical location, and compared with 
the 2001 Census estimates for the Aboriginal and Torres Strait Islander population 
of NSW (ABS 2003). 
4.2.1. Comparison of questionnaires 
The NSWPHS and the NSW-NATSIHS questionnaires were compared and 
questions that were either the same, or could potentially provide the same 
information, were selected for this study. These questions included alcohol non-
drinkers, fruit consumption, vegetable consumption, current smoking, influenza 
vaccination, pneumococcal vaccination, self-rated health, current asthma, diabetes 
or high blood glucose, and overweight or obesity. All questions were converted to 
indicators for the analysis according to the definitions in Table 4.1. 
Table 4.1: Comparable questions and indicators, 2002–2005 NSWPHS and 
2004-05 NATSIHS 
Indicator 2002–2005 NSWPHS 2004-05 NSW-NATSIHS 
Alcohol (non-drinkers): 
non alcohol drinkers 
How often do you usually drink 
alcohol? 
1. ______ number of days 
2. Less than once per week 
3. I don't drink alcohol  
How long ago did you last have an 
alcoholic drink? 
1. 1 week or less 
2. More than 1 to less than 2 weeks 
3. 2 weeks to less than 1 month 
4. 1 to less than 3 months 
5. 3 to less than 12 months  
6. 12 months or more 
7. Never  
8. Don’t remember 
Recommended fruit 
consumption: 2 or more 
serves of fruit a day. 
How many serves of fruit do you 
usually eat each day? 
How many serves of fruit do you 
usually eat each day? 
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Indicator 2002–2005 NSWPHS 2004-05 NSW-NATSIHS 
Recommended 
vegetable consumption: 
5 or more serves of 
vegetables a day. 
How many serves of vegetables 
do you usually eat each day? 
How many serves of vegetables do 
you usually eat each day? 
Current smoking: 
smoked daily or 
occasionally. 
Which of the following best 
describes your smoking status?  
1. I smoke daily 
2. I smoke occasionally 
3. I don't smoke now, but I used 
to 
4. I've tried it a few times but 
never smoked regularly 
5. I've never smoked  
 
Do you currently smoke? 
 
Do you smoke regularly, that is, at 
least once a day? 
 





influenza in the last 12 
months. 
Were you vaccinated or 
immunised against flu in the last 
12 months? 
Did you have the flu shot in the 




disease in the last 5 yrs 
When were you last vaccinated 
or immunised against 
pneumonia? 
Did you have the pneumococcus 
(pneumonia) or pneumovax 
injection in the last 5 years? 
Self-rated health: 
responded excellent, 
very good, or good to a 
global self-rated health 
status question. 
Overall, how would you rate 
your health during the past 4 
weeks? 
1. Excellent; 2. Very good 
3. Good; 4. Fair; 5. Poor 
6. Very poor 
In general would say that your 
health is excellent, very good, 
good, fair or poor? 
1 Excellent; 2 Very good 
3 Good; 4 Fair; 5 Poor 
Current asthma: 
symptoms of asthma or 
treatment for asthma in 
the last 12 months. 
Have you ever been told by a 
doctor or hospital you have 
asthma? 
Have you had symptoms of or 
treatment for asthma in the last 
12 months? 
Have you ever been told by a 
doctor or nurse you have asthma? 
 
Do you still get asthma? 
 
Diabetes or high blood Have you ever been told by a Have you ever been told by a 
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Indicator 2002–2005 NSWPHS 2004-05 NSW-NATSIHS 
glucose: diabetes or 
high blood glucose but 
did not have gestational 
diabetes. 
doctor or hospital you have 
diabetes? 
Have you ever been told by a 
doctor or hospital you have high 
blood glucose? 
doctor or nurse you have Diabetes? 
Have you ever been told by a 
doctor or nurse that you have high 
sugar levels in 
your blood or urine? 
Overweight or obesity: 
BMI of 25 or higher. 




How tall are you without shoes? 
1. ________ centimetres 
2. ________ feet ________ 
inches 
How much do you weigh without 
clothes or shoes? 
1. ________ kilograms 
2. ________ stones ________ lbs 
How tall are you without shoes? 
1 Centimetres 
2 Feet/inches  
How much do you weigh? 
1 Kilograms 
2 Stones/pounds  
3 Pounds 
NOTE: Recoding for indicators where the questions differed: Alcohol non-drinkers (Includes ‘I 
don’t drink alcohol’ or ‘never’); Current smoking (Includes ‘I smoke daily’ and ‘I smoke 
occasionally’ or ‘yes’ to any of the following ‘Do you currently smoke’, ‘Do you smoke 
regularly, that is, at least once a day?’, or ‘Do you smoke at least once a week?’;Pneumococcal 
(Includes ‘up to 5 years’ or ‘yes’); Self rated health (includes ‘Excellent’, ‘very good’ or 
‘good’); Current asthma(includes ‘yes’ to ‘ever’ and ‘12months/still’ questions). 
 
4.2.2. Comparison of methods and sample 
Information about the NSWPHS and the NSW-NATSIHS are summarised in 
Table 4.2. As expected, because the NSW-NATSIHS was a specific Aboriginal 
and Torres Strait Islander survey, the sample frame and design was quite different 
from the NSWPHS; however, the probability of selection for each participant was 
available from both surveys. Both surveys were self-reported but the modes of 
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Table 4.2: Comparison of survey methods, 2002-2005 NSWPHS and 2004-05 
NATSIHS 
2002–2005 NSWPHS 2004-05 NSW-NATSIHS 
Collected by NSW Ministry of Health Collected by ABSs 
Collection period 
February 2002 and December 2005 August 2004 to July 2005 
Ethics approval  
NSW Population and Health Services 
Research Ethics Committee 
Conducted under the Census and Statistics 
Act (CSA) 1905. 
Sample frame and sample design  
The sampling frame is developed as follows. 
Records from the Australia on Disk electronic 
white pages (phone book) are geo-coded 
using MapInfo mapping software. The 
geocoded telephone numbers are assigned to 
statistical local areas and area health services. 
The proportion of numbers for each telephone 
prefix is calculated by health area. All 
prefixes are expanded with suffixes ranging 
from 0000 to 9999. The resulting list is then 
matched back to the electronic white pages. 
All numbers that match numbers in the 
electronic white pages are flagged and the 
number is assigned to the relevant geo-coded 
area health service. Unlisted numbers are 
assigned to the area health service containing 
the greatest proportion of numbers with that 
prefix. Numbers are then filtered to eliminate 
contiguous unused blocks of greater than 10 
numbers. The remaining numbers are then 
checked against the business numbers in the 
electronic white pages to eliminate business 
numbers. Finally, numbers are randomly 
sorted. Stratified by health administration 
area. 
In NSW, an area-based form of Census 
Collectors Districts was used. 
 
Design effect  
Average 2.1 (excluding pneumococcal and 
influenza) 
Average 2.7 (excluding pneumococcal and 
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2002–2005 NSWPHS 2004-05 NSW-NATSIHS 
influenza) 
Participant selection  
One person from the household was randomly 
selected for inclusion in the survey. 
One or more Aboriginal and Torres Strait 
Islander usual residents, up to two Aboriginal 
and Torres Strait Islander adults (18 years of 
age or more) and up to two Aboriginal and 
Torres Strait Islander children (0 to 17 years 
of age) were randomly selected to participate 
in the survey. 
Sample  
56,677 respondents participated in the 
NSWPHS, of whom 1,034 were Aboriginal 
and Torres Strait Islander (approximately 1.8 
per cent). Of these, 930 were adults aged 16 
years and over. 
 
A total of 10,044 Aboriginal and Torres Strait 
Islander adults and children from across 
Australia were surveyed in the NATSIHS. In 
addition, 395 Aboriginal and Torres Strait 
Islander Australians were enumerated in the 
2004-05 NHS sample of 25,906 persons. Thus 
the national sample consisted of 10,439 
Aboriginal and Torres Strait Islander 
Australians of which 936 were in NSW and 
aged 16 years and over. 
 
Participation rate  
Participation rate was approximately 60%in 
the overall survey. Not possible to calculate a 
participation rate for Aboriginal and Torres 
Strait Islander people only. 
Approximately 83% of in-scope households 
participated in non-remote areas. 
Collection method  
Households were contacted using list assisted 
RDD using CATI. Up to 7 calls are made to 
establish initial contact with a household and 
up to 5 calls are made to contact a selected 
respondent. Carers or parents of children aged 
0–15 years were interviewed on their behalf, 
Face-to-face interviews were conducted using 
a Computer Assisted Interviewing (CAI) 
questionnaire. The substance use questions 
however were paper based and self-
enumerated. Persons aged 18 years or more 
were interviewed personally, with the 
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2002–2005 NSWPHS 2004-05 NSW-NATSIHS 






exception of persons who were too sick or 
otherwise unable to respond personally. 
Persons aged 15 to 17 years were interviewed 
with the consent of a parent or guardian. If 
consent wasn't obtained a parent or guardian 
was interviewed on their behalf. For persons 
aged less than 15 years, information was 
obtained from a person responsible for the 
child.  
Weighting  
Overall sample weighted to adjust for 
differences in the probabilities of selection 
among subjects and to adjust for differences 
between the age and sex structure of the 
sample and the ABS mid-year estimates for 
NSW, excluding those living in non-private 
dwellings. Further adjusted to the Aboriginal 
and Torres Strait Islander population of NSW 
as at December 2004. 
Weighted for the probability of selection of 
the household and then weighted to the 
estimated resident Aboriginal and Torres 
Strait Islander population of Australia as at 31 
December 2004, excluding those living in 
non-private dwellings. 
The sample sizes for NSW for each survey were surprisingly similar, 930 for 
NSWPHS and 936 for NSW-NATSIHS. Data from the NSW-NATSIHS were 
collected from August 2004 to July 2005; data for the NSWPHS were collected 
from January 2002 to December 2005. For both surveys, the sample was weighted 
to the corresponding Aboriginal and Torres Strait Islander population of NSW by 
age, sex, and geography, as at 31 December 2004, excluding those living in non-
private dwellings.  
The NSW-NATSIHS had a response rate of approximately 83% of in-scope 
households. The participation rates for the NSWPHS over the years 2002-2005 
averaged 64%. Because NSWPHS is a health survey of the general population, it 
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is not possible to calculate participation rates for Aboriginal and Torres Strait 
Islander people only. 
Information about the demographic profile of the NSWPHS and the NSW-
NATSIHS are summarised in Table 4.3. The NSW Aboriginal and Torres Strait 
Islander population from the 2001 Census were also provided.  The NSWPHS 
sample contained a higher proportion of older adults, females and regional and 
remote adults, and the NSW-NATSIHS sample contained a higher proportion of 
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Table 4.3: Comparable demographic information for persons 16 years and over, 
from the 2002-2005 NSWPHS and the 2004-05 NSW-NATSIHS with the NSW 
Aboriginal and Torres Strait Islander population from the 2001 Census 















Sex Male 38.7% 47.2% 43.4% 48.0% 48.5% 
 Female 61.3% 52.8% 56.6% 52.0% 51.5% 
Age 16-24 15.3% 32.1% 23.8% 28.1% 26.6% 
 25-34 18.5% 22.5% 22.2% 23.3% 25.5% 
 35-44 19.6% 19.7% 23.5% 21.1% 21.5% 
 45-54 19.7% 14.2% 16.3% 14.7% 14.1% 
 55-64 15.3% 7.4% 9.8% 9.0% 7.4% 
 65 years and over 11.6% 4.1% 4.4% 3.8% 4.9% 
Income* Income less than 
$20,000 
41.4% 31.9% 38.0% 35.5% 30.9% 
 $20,000-$40,000 24.9% 25.7% 30.5% 26.6% 32.3% 
 $40,000-$60,000 13.7% 16.4% 14.9% 17.0% 17.6% 
 $60,000 - $80,000 8.5% 9.5% 8.5% 10.8% 9.1% 
 Over $80,000 11.5% 16.5% 8.1% 10.1% 10.1% 
Housing 
arrangement** 
Paying rent 48.0% 51.7% 70.3% 65.0% 60.2% 
Paying off 
dwelling 
19.7% 25.2% 17.8% 21.4% 20.4% 
Fully owned 24.7% 18.9% 10.0% 11.5% 16.5% 






Major Cities 27.6% 50.3% 32.4% 41.9% 42.1% 
Inner Regional 22.2% 22.9% 30.0% 33.8% 32.4% 
Outer Regional 32.8% 21.7% 18.4% 19.4% 19.2% 
Remote 13.2% 4.3% 13.7% 3.3% 4.6% 
Very Remote 4.2% 0.8% 5.5% 1.6% 1.7% 
NOTES:*In the NATSIHS, households whose income was not stated, not known, refused to 
answer or had no income, were included in <$20,000 category. **In the NATSIHS paying off 
dwelling includes shared equity scheme; and proportions have been calculated at the Person 
Level using the total NSW 16+ population as the denominator. ***Accessibility-Remoteness 
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4.2.3. Comparison of prevalence estimates 
Prevalence estimates and SEs for alcohol non-drinkers, fruit and vegetable 
consumption, current smoking, influenza and pneumococcal vaccination, self-
rated health, current asthma, diabetes or high blood glucose, and overweight or 
obesity, using the same definitions and for the same age groups (ideally adults 16 
years and over) were obtained from the NSW Ministry of Health for the 
NSWPHS and from the ABS for the NSW-NATSIHS.  
Each of the prevalence estimates were then compared using a statistical test 
as follows (Altman & Bland 2003).  
1. The difference d between the two independent surveys prevalence 
estimates was calculated:      d=( ENSWPHS − ENSW-NATSIHS).  
2. The SE for the difference was calculated: SE(d)=√[SE(ENSWPHS)2 + 
SE(ENSW-NATSIHS)2]   
3. The ratio z were calculated:  ratio z=d/SE(d)   
4. The ratio z was then compared to the standard normal distribution. The 
95% CI for the difference was also calculated: 
d−1.96*SE(d) to d+1.96*SE(d) 
Table 4.4 shows the prevalence estimates for the selected indicators for both 
surveys. The differences between the surveys range from less than 1% for current 
asthma; 1-2% for recommended vegetable consumption, influenza vaccination, 
pneumococcal vaccination, positive self-rated health, diabetes or high blood 
 
 
CHAPTER 4: Impact dimension  175 
glucose, and overweight or obesity; just over 3% for recommended fruit 
consumption; and around 8% for alcohol non-drinkers and current smoking.  
Table 4.4 – Risk behaviour and health status comparisons between the 2002–
2005 NSWPHS and 2004-05 NSW-NATSIHS. 
Risk behaviour or 
health status 
Survey % SE RSE dif SE diff z p-value 
Alcohol non-drinkers  
(18 years and over) 
NSWPHS 27.1 1.9 7.2 7.70 3.08 2.50 0.01 
NSW-NATSIHS 19.4 2.4 12.3     
Recommended fruit 
consumption 
NSWPHS 37.8 2.3 6.1 3.30 3.75 0.88 0.19 
NSW-NATSIHS 41.1 3.0 7.2     
Recommended 
vegetables consumption 
NSWPHS 9.5 1.3 14.0 1.00 1.84 0.54 0.29 
NSW-NATSIHS 8.5 1.3 15.1     
Current smoking  
(18 years and over) 
NSWPHS 44.6 2.4 5.4 8.30 3.89 2.13 0.02 
NSW-NATSIHS 52.9 3.1 5.8     
Influenza vaccination  
(50 years and over) 
NSWPHS 47.3 3.7 7.9 1.40 10.91 0.13 0.45 
NSW-NATSIHS 48.7 10.3 21.1     
Pneumococcal 
vaccination  
(50 years and over) 
NSWPHS 23.4 2.9 12.2 1.50 6.62 0.23 0.41 
NSW-NATSIHS 21.9 6.0 27.3     
Positive self-rated 
health 
NSWPHS 77.3 1.9 2.4 1.20 3.09 0.39 0.35 
NSW-NATSIHS 76.1 2.4 3.2     
Current asthma NSWPHS 17.3 1.9 10.9 0.40 2.56 0.16 0.44 
NSW-NATSIHS 17.7 1.7 9.8     
Diabetes NSWPHS 9.4 1.1 11.9 1.10 1.59 0.69 0.24 
NSW-NATSIHS 8.3 1.1 13.7     
Overweight or obese NSWPHS 48.8 2.5 5.1 1.50 3.61 0.42 0.34 
NSW-NATSIHS 50.3 2.6 5.2     
NOTE: SE = Standard error; RSE = Relative standard error 
 
Only two of the 11 indicators were found to be statistically significantly 
different between the surveys: alcohol non-drinkers (27.1% for NSWPHS versus 
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19.4% for NSW-NATSIHS; p=0.01) and current smoking (44.6% for NSWPHS 
versus 52.9% for NSW-NATSIHS; p=0.02). 
This comparative analysis between two surveys (NSWPHS and the NSW-
NATSIHS) found that the estimates derived from the NSWPHS for Aboriginal 
persons was not statistically significantly different to that from the NSW-
NATSIHS except for smoking and no alcohol. 
As provided in this section to arrive at that decision I needed to examine the 
methods to ensure that the differences that did exist were not likely to make the 
results incomparable. I also needed to compare the questions that had been asked 
and the age ranges and the coverage of the surveys to make them comparable. For 
alcohol consumption I needed to develop a new indicator to get a comparable 
measure and needed to limit the NSWPHS to 18 plus years of age to have 
consistent age groups.  
If I had simply compared the published results of the NSWPHS and the NSW 
results of the NATSIHS I may have come to some very different conclusions. In 
that case I would have been comparing the following estimates for risk alcohol 
drinking (45.9% vs 51%), fruit consumption (37.2% vs 12%), vegetable 
consumption (10.2% vs 2%), current smoking (43.2% vs 51%), positive self-rated 
health status (76.3% vs 77%), current asthma (16.2% vs 17%), diabetes (10.6% vs 
5%) and overweight or obese (55.3% vs 59%). Based on this superficial 
comparison I would have concluded that the only estimates that were comparable 
were self-rated health status and current asthma and that the NSWPHS estimates 
were generally very different to the NATSIHS.  
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This research highlights the importance of comparing the same information ie 
same age group and same health indicator. It also highlighted that it is possible to 
get accurate health estimates for Aboriginal and Torres Strait Islander people from 
CATI surveys. 
4.3. Changing measurement error over time for BMI 
The ABS Data Quality Framework (ABSDQF) (ABS 20093) includes that 
quality statements of statistical measures must include a discussion of any factors 
which would affect the comparability of the data over time. Changing 
measurement error between self-reported and measured BMI is a factor that would 
affect the comparability of data over time. This is examined in detail in this 
section.  
Overweight or obesity have a significant impact on both physical and 
psychological health and are important risk factors for cardiovascular disease, 
diabetes and certain types of cancer (Prospective Study Collaboration 2009). 
Increasing obesity rates in Australia have resulted in rising health care costs and 
have created a substantial economic burden (Colagiuri et al. 2010). It is therefore 
important to monitor population trends in overweight and obesity, from both a 
health care intervention and an economic standpoint.  BMI is used extensively to 
identify underweight, overweight, and obese individuals in large population-based 
studies (Eknoyan 2008).  
In most jurisdictional health surveys using CATI, BMI is routinely obtained 
from self-reported height and weight. The accuracy of BMI derived from self-
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reported height and weight collected using CATI was compared to measured 
height and weight in NSW in 1997 (Flood et al. 2000). The overall difference in 
overweight and obesity between self-reported and measured was 18.5%. In the 
analysis conducted in Chapter 3 using the NSW-NSAOH survey the overall 
difference in overweight and obesity between self-reported and measured was 
12.8%. There was an 8% difference in the difference which could be due to 
several factors including sampling error and measurement error. This analysis 
considered if the differences between self-reported and measured BMI are 
changing over time and if so how could a correction factor be applied.  
When the literature was examined only three papers were found that 
discussed differences between self-reported and measured BMI over time. The 
first example, Connor Gorber and Tremblay (2010), was a comparison study of 
surveys in Canada and USA (1976 to 2005) and they examined five studies and 
found that the discrepancy between self-reported and measured obesity was small 
in the United States with reported data underestimating measured prevalence by 
about 3%. They also found that this discrepancy had stayed relatively constant 
over time. However, they found the discrepancy was larger in Canada and had 
doubled in the past decade, from 4 to 8%. They also pointed out that all five 
surveys were collected through in-person interviews and so how applicable these 
findings are to data collected by phone is not yet known. Although they discussed 
correction factors that had been developed, mainly using regression analysis, the 
correction factors were only for single points in time and so highlighted that these 
correction factors may not be appropriated over different times and populations.  
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The second paper was by Stommel and Osier (2013), comparing USA data 
from 1988–1994 (16,552 respondents) and 2005–2008 (10,700 respondents) in the 
NHIS where they had both self-reported and measured BMI indicators. They 
found that over the past 20 years bias in self-reported height and weight has 
declined leading to more accurate BMI categorizations based on self-report.  
They stated that this change was likely to affect efforts to find correction 
factors to adjust BMI scores based on self-reported height and weight but did not 
try to propose or comment further on such a correction factor. They did comment 
on why this change may be occurring based on evidence from responses to 
questions about ideal weight and desire to lose weight, which pointed in the 
direction of a shift in social attitudes, which may make it easier to ‘admit’ to 
greater weight in surveys. 
The third paper was by Shiely et al. (2013), and was conducted in Ireland. 
They stated that BMI under-estimation is increasing across time. Although they 
highlighted the differences in associations between chronic health conditions and 
obesity they did not attempt to create a correction factor to be applied over time.  
To date there have not been any Australian studies comparing change in the 
accuracy of BMI collected through measured height and weight. Although 
correction factors have been developed for a single point in time (Ayre et al. 
2012) there have been no attempts to have correction factors that can be 
consistently used over time.  
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The methods for this study were as follows: all of the instances in NSW, 
Australia where self-reported and measured height and weight and the resultant 
BMI were collected were identified; the difference were calculated and plotted; 
and correction factors were applied, one based on the average difference over the 
years and the other based on the formula for a line of best fit. These correction 
factors were then applied to the NSWPHS data to produce revised self-reported 
estimates Pr using the formula Pr = PC where P is the self-reported estimate and 
C is the correction factor. These revised estimates were then compared to 
measured data for NSW. 
There were only four instances when self-reported and measured height and 
weight and the resultant BMI were collected. The 1995 NHS and NNS— self-
report using face-to-face—(ABS 1995, ABS 1996, ABS 19962); 2007-08 NHS—
self-report using face-to face—(ABS 20092); 1997 NSW Adult Health Survey—
227 adults, self-report using CATI—(Flood et al. 2000) and the 2004-06 NSW-
NSAOH—1099 respondents, self-report using CATI—(Slade et al. 2007).  
The difference between the self-reported and measured overweight or obesity 
prevalence estimates in NSW in 1995 (1995 NHS v 1995 NNS) was 23.4% 
(30.5% v 53.9%); in 1997 was 18.5% (34.8% v 53.3%); in 2005 (2004-2006 
NSW-NSAOH) was 12.8% (49.7% v 62.5%) and in 2008 (2007-2008 NHS) was 
5.2% (56.0% v 61.2%). Figure 4.2 shows the difference in overweight or obese 
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Figure 4.2: Difference in overweight or obese prevalence estimates between 
self-reported and measured, NSW, 1995 to 2008.  
 
The average difference in the prevalence of overweight or obesity was 15.1% and 
the line of best fit for the differences is the log model y = 24.58e-0.089x, R² = 
0.8032, where x = year-1995. Differences for the prevalence of overweight and 
obesity separately are also provided in Table 4.5. 
Table 4.5: Differences for overweight and obesity prevalence estimates by 
source (self-reported and measured) and survey year in NSW 
Measure Year Self-reported Measured Difference 
Healthy Weight 1995 60 42 18 
 1997 65 47 18 
 2005-06 50 44 6 
 2007-08 44 39 5 
Overweight 1995 22.8 37 14.4 
 1997 22 35 13 
 2005-06 33 36 3.5 
 2007-08 35 37 2.5 
Obese 1995 7.7 17 9.3 
 1997 13 18.5 5 
 2005-06 16 26 9.3 
 2007-08 21 24 2.7 
Overweight or obese 1995 30.5 54 23.4 
 1997 35 53 18.5 
 2005-06 49.7 62.5 12.2 
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Estimates for overweight or obese from the NSWPHS from 2002 to 2013 are 
provided in Table 4.6. The table also contains the adjusted NSWPHS estimates 
using the two correction factors (constant and exponential).  
Table 4.6: Percentage of the population 16 years and over who are overweight 














2002 46.0 61.1 58.1 
2003 48.3 63.4 59.3 
2004 48.4 63.5 58.5 
2005 49.3 64.4 58.5 
2006 50.1 65.2 58.5 
2007 51.7 66.8 59.4 
2008 52.5 67.6 59.6 
2009 51.4 66.5 57.9 
2010 53.8 68.9 59.7 
2011 52.2 67.3 57.6 
2012 53.9 69 58.9 
2013 51.1 66.2 55.6 
As shown in Figure 4.3 the exponential correction factor adjusted self-
reported BMI prevalence estimates are more accurate than the constant correction 
factor adjusted self-reported BMI estimates using the latest BMI measured 
estimates for NSW (61.1%) collected in 2011 (ABS 20132). 
This Australian information supports the findings from the USA that self-reported 
BMI, used to calculate overweight or obesity prevalence estimates, are becoming 
more accurate over time. 
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Figure 4.3: Estimates for overweight or obese from NSWPHS from 2002 to 
2013. 
 
There is still a need for more studies that included both self-reported and 
measured height and weight in NSW and Australia to further validate these 
findings. 
4.4. Discussion 
In this chapter I have described the ongoing process analytics system 
developed for the NSWPHS. This system included pre-programmed legal values 
in computer assisted interviewing, clear instruction to interviewer and/or 
respondent, what adjustments had been undertaken and what was in place to 
minimize these errors. This system also maximised  use of metadata and included 
validation of coding and recoding, quality imputation and derivation quality 



















NSWPHS (Self-reported BMI) Adjusted estimate (constant correction)
Adjusted estimate (exponential correction) Measured BMI
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I have undertaken a comparative analysis between two surveys (NSWPHS 
and the NSW-NATSIHS) and found that the estimates derived from the NSWPHS 
for Aboriginal persons was not statistically significantly different to that from the 
NSW-NATSIHS except for smoking and no alcohol.  
I have examined how the difference in self-reported and measured data (BMI 
to estimate overweight or obesity estimates) has been changing over time. It 
appears that self-reported BMI to calculate overweight or obesity are becoming 
more accurate over time in NSW, Australia as is being found in the US. I also 
found that the adjustments that included a correction factor that accounts for the 
changing differences over time were more accurate.  
The research undertaken in this chapter showed that (i) Process analytics 
systems, such as the one described for the NSWPHS, allow for access to the data 
and/or results by third parties with appropriate documentation to be shortened to 
months after data collection rather than years, without compromising the quality; 
(ii) It is important ensure that the information being compared is the same ie same 
age group and same health indicator; and (iii)  there is still a need for more studies 








Chapter 5  
 
5. Conclusion: A quality metric for 
ongoing health surveys 
As discussed in this thesis survey data quality is a concept with many 
dimensions and many error types. Those dimension and error types covered by the 
total survey error framework, such as measurement and non-sampling error, and 
representativeness and sampling error, discussed in this thesis are very important. 
Groves & Lyberg (2010) concluded that the future research agenda in total survey 
error should be to develop standards and diagnostic tools for measuring and 
reporting sources of error that can be incorporated into a survey organization’s 
quality management system. This would provide cost effective ways to provide 
quality information that allows comparison between surveys collected by using 
different samples frames, sampling designs, modes and organisations. 
185 
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The FCSM in the USA (2006) have developed a list of 19 standards for 
statistical surveys divided into 7 sections. Section 1 includes 4 standards on 
development of concepts, methods and design, Section 2 includes 3 standards on 
covers standards on collection of data, Section 3 includes 5 standards on 
processing and editing of data, Section 4 includes 1 standard on production of 
estimates and projections, Section 5 includes 2 standards on data analysis, Section 
6 includes 1 standards on review procedures, Section 7 includes 3 standards on 
dissemination of information products (see 
https://www.whitehouse.gov/sites/default/files/omb/assets/omb/inforeg/statpolicy/
standards_stat_surveys.pdf).   
The CDC has developed information quality guidelines in order to maintain 
the high quality of the information it provides to the public.  All CDC scientific 
reports are expected to state clearly and specifically how the results are generated, 
what data are used, various assumptions, analytic methods, statistical procedures, 
and sources of error so that the original analysis is sufficiently transparent (CDC 
2013). 
Usefulness of the survey data, which I have included in the impact dimension, 
was not included in these standards which are probably the most important 
dimension when considering the sustainability of ongoing health surveys.  
5.1. Progress on NSWPHS methodological issues response plan  
As described in Chapter 2 in 2008 the CSSM, at the UOW developed a 
response plan to address methodological issues that may affect the quality of 
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surveys undertaken by the NSW Health Survey Program (Hughes & Steel 2008). 
Table 5.1 summarises progress on the recommendations some of which resulted 
because of the work conducted as part of this PhD (Italicized).  
Table 5.1:  Progress on the Response Plan Recommendations for the NSWPHS 





No specific recommendations   
Sample design – 
Fixed line phone 
sample frame 
Sampleworx with its full coverage 
appears to be the superior frame, 
but getting sample by health 
administration area may be an 
issue. Recommend examination and 
testing  in 2010 and use in 2011 
Sampleworx since 2011 however 
RDD by health administration 
area performed in-house 
Sample design – 
mobile phone  
sample frame 
Recommended that a stand- alone 
mobile only survey be developed 
and conducted in 2010. Following 
this they can be integrated into the 
main survey 
Used pilot conducted by Pennay 
(2010) as test. Mobile only 
phones incorporated in 2012 
using dual overlapping frames. 
Sample design – 
Sample size by 
quarter 
Recommended that the survey 
planning process be reviewed to 
ensure more equally spread of 
sample across the year for each 
health administration area. 
Closer sample management 
undertaken by using quarterly 
rather than yearly health 
administration area quotas.  
Sample design – 
Child boost design 
Test alternatives such as selecting 
both an adult and a child or 
increasing the child probability of 
selection. 
Both child and adult currently 
being selected for mobile frame 
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Topic 2009 Response Plan Recommendations Progress 
Data collection 
processes – foreign 
language interviews 
Review for possible discontinuation 
as small numbers and little impact 
on overall estimates. If maintained 
(1) examine if still most demanded 
languages and (2) ensure initial 
selected respondent interviewed 
Program maintained as important 
for the credibility of the survey. 
Chinese, Vietnamese, Italian, 
Greek and Arabic still most 
demanded language groups. 
Transfer of information to 
language jobs now includes 




quality of the 
interview process 
Recommended that reporting of 
survey outcomes be extended to 
include a full set of measures: 
response rate; cooperation rate; 
non-contact rate; eligibility rate and 
invalid rate. Disposition codes 
should be reviewed to ensure 
ongoing consistency with AAPOR 
standards 
Call outcome programs modified. 
Full set of survey outcomes 
provided for 2011 and 2012 
surveys. Calculating for all 
previous years to provide full 
comparative statistics. 
Survey quality 
measures – Other 






summary information be extended 
to include survey data such as 
age*sex profile of their responders, 
and rates for key indicators. Reports 
to continue to be produced on a 
quarterly basis.  
Quarterly reports continue to be 
provided to Interviewers through 
feedback session as well as 
ongoing in-house training and 
support. Reports also provided to 
agency each quarter. Extension to 
include survey data yet to be 
undertaken.  
Weighting and 
analysis - weighting 
Recommend that annual 
proportional weights by health 
administration area x age x sex be 
used for quarterly weighting rather 
than rim weighting.  Although it 
will impact on granulation of the 
weighting it will improve seasonal 
adjustment. Efforts should also be 
made to get more up to date 
residential populations.  
Weighting by health 
administration area x age x sex 
used for each quarter from 2012 
and then quarters combined to 
make annual dataset. 
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Recommended that household 
weights are compared to ABS data 
on household size.  
Yet to be completed. Plan to 
undertake with 2010 census data 
when released in 2012. 
Weighting and 
analysis – standard 
error estimation 
Recommended that variance 
estimation process be modified for 
subgroups and randomly allocated 
question modules using the 
DOMAIN statement in SAS rather 
than by filtering out records. 
Recommendation incorporated 
in 2009. 






Recommend using t-test with 
appropriate overlap adjustment 
when comparing sub-group with 
NSW. Text in reports should also 
be modified as recommended. 
Recommendation incorporated 
in 2009 and in all subsequent 




for every estimate 
Recommend considering alternative 
ways of presenting standard errors. 
Consideration needs to be given to 
users and their understanding of 
survey error. 
Providing graphs of smoothed 
estimates and providing tables 
that contain the smoothed 
estimates, actual estimates, 
confidence bands and relative 
standard errors on Health 
Statistics NSW from 2012.  
 
5.2. Quality metric for ongoing surveys 
The European Statistics Code of Practice (Eurostat 2011) includes 15 
principles covering the institutional environment (professional independence, 
mandate for data collection, adequacy of resources, commitment to quality, 
statistical confidentiality, and impartiality and objectivity); the statistical 
processes (sound methodology, appropriate statistical procedures, non-excessive 
burden on respondents, and cost effectiveness) and the statistical outputs 
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(relevance, accuracy and reliability, timeliness and punctuality, coherence and 
comparity, and accessibility and clarity). 
Statistics Canada have quality guidelines for statistical information that cover 
the following dimensions: relevance, accuracy, timeliness, accessibility, 
interpretability and coherence. (Statistics Canada 2009). They state that quality is 
relative rather than absolute and need to be balanced against the constraints of 
financial and human resources. They also state that the dimensions are 
overlapping and interrelated. 
The ABSDQF (ABS 20093) provides an evaluation framework for assessing 
and reporting on the quality of statistical information. The ABSDQF is based on 
the Statistics Canada Quality Assurance Framework (Statistics Canada 2009) and 
the European Statistics Code of Practice (Eurostat 2011). It consists of seven 
dimensions of quality: institutional environment, relevance, timeliness, accuracy, 
coherence, interpretability, and accessibility. Rather than having standards the 
ABS quality framework includes suggested principles for managing each quality 
dimension.  
Although the frameworks are similar, there are subtle differences in the 
number of dimensions and how they are described. All are essentially qualitative 
and none specify a desired measure and benckmarks.  
In my ongoing health surveys quality framework I have focused on three 
main dimensions as shown in Figure 5.1; the representation dimension 
(population described by the survey); the measurement dimension (what and how 
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data are collected about the elements) and the impact dimension (timeliness, 
sensitivity, responsiveness, flexibility, coherence, comparability, accessibility and 
usefulness).  I have also concentrated on possible quality measures for 3-4 
elements of each dimension which I will summarise in the next sub-section.  
Figure 5.1: Quality dimensions for ongoing health surveys 
 
5.2.1. Representative dimension metrics 
Information about the representative dimension should include coverage 
error, sampling error, non-response error and adjustment error. For coverage error 
there would need to be a description of how the sample frame differs from the 
population for which it is being used. Coverage of 85% or more would be 
desirable. For sampling error there would need to be a detailed description of how 
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the sample was selected. SEs and Relative Standard Errors (RSE) would also need 
to be provided. RSE less than 25% would be desirable.  
For non-response error there would need to be a summary of the outcome 
measures, including response rate, co-operation rate, refusal rate and contact rate, 
using a standard such as AAPOR. Response rates more than 20%, and  refusal 
rates that are lower than the co-operation rates would be desirable. For adjustment 
error there would need to be a detailed description of the post survey adjustments. 
Weighting effects should also be provided by weighting variables. WEFF less 
than 3 would be desirable in general.  
5.2.2. Measurement dimension metrics 
Information about the measurement dimension should include construct 
validity, measurement error and processing error.  For construct validity there 
would need to be a detailed description of the cognitive testing and validity testing 
that has been undertaken on the questions and a summary of their metrics.  
For measurement error there would need to be a description of what testing 
had been undertaken on the questions, interviewers and what systems were in 
place to minimize data entry errors.  A summary of the metrics should also be 
provided. For questions there would need to be information on what testing had 
been undertaken such as test-retest reliability. Questions with per cent agreement 
of more than 50% would be desirable. For interviewers there would also need to 
be a description of what inter and intra rater reliability testing had been 
undertaken as part of the training and assessment of staff. Intra or inter rater 
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reliability of more than 80% would be desirable. For collection systems there 
would need to be pre-programmed legal values in computer assisted interviewing, 
clear instruction to interviewer and/or respondent.   
For processing error there would need to be a description of what adjustments 
have been undertaken and what system is in place to minimize these errors. 
Systems could include maximal use of metadata, validation of coding and 
recoding, quality imputation and derivation quality assurance testing. 
5.2.3. Impact dimension metrics 
Information about the impact dimension should include timeliness and 
accessibility, flexibility and coherence, comparability, and sensitivity and 
usefulness. For timeliness and accessibility of ongoing health surveys there would 
need to be a description of the time between completion of data collection (month, 
quarter or annual) and the availability of the data and/or results by third parties 
with appropriate documentation. Lag times of less than 6 months would be 
desirable.  
For flexibility and coherence of ongoing health surveys there would need to 
be a description of how the system could change while maintaining common 
definitions, classifications and methodological standards over time. For 
comparability there would need to be a description of how comparable the 
statistics are over time and with other similar surveys. Relative difference of less 
than 5% would be desirable. For sensitivity and usefulness there would need to be 
a description of the likelihood that the collection is able to detect a change if an 
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appreciably real change were to happen. Likelihoods of more than 50% would be 
desirable.  
5.2.4. Scoring the NSWPHS using the quality metric 
Table 5.2 summarizes each of the dimensions, the important aspects of the 
dimension and the identified measure.  
Table 5.2: Desirable measures template for each of the quality dimensions  
Dimension Aspects Description/Measure Desirable Score 
Representative Coverage error   Sample frame compared to 
population 
>85% 1 
Sampling error  Relative standard errors <25% 1 
Non-response error  Standards used 
Response rates 







Adjustment errors Weighting effects <3 0.5 






Measurement error  Test retest reliability 
Average intra rater reliability 













Processing error  Quality processes Yes 1 
Impact Timeliness and 
accessibility,  
Lag time prior to access <6 mths 0.5 
Flexibility and 
coherence 









Detect change if change is 
occurring 
Yes 1 
TOTAL SCORE    13/18 (72%) 
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So if the NSWPHS was being scored using these parameters, without any 
weighting it would get 5/6 points for the representative dimension, 5/8 and for the 
impact dimension 3/4, and 13/18 overall (72%).  
5.2.5. Future use of the quality metric to compare surveys  
If we were using quintiles then a score of 0-20% would be assessed as poor 
quality; 21-40% would be assessed as borderline; 41-60% would be assessed as 
good, 61-80% would be assessed as very good and 81-100% would be assessed as 
excellent.   
So does this approach to assessing quality really assist us in determining what 
makes a good ongoing health survey and will it assist us in differentiating 
between one where the data and information that comes from it is of poor quality, 
to one that is good quality to one that is excellent one. Have we included all of the 
important metric that need to be measured? Are the desirable values that were 
chosen appropriate? Should the resultant scores be weighted in any way, by 
dimension or aspect? Are there too many metrics and so the tool will not be used 
and/or unduly add to the cost of the data collection and/or detract from the 
purpose of the survey and the data being collected? As with any other metrics and 
measurement schema its real value is in the discussion it generates as people test 
its applicability. Hopefully other ongoing health survey will try to score there 
operation using these metrics and/or an independent testing body deems them to 
be useful for accreditation processes. Then comparisons could be undertaken and 
the quality of ongoing health surveys quantified.  
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5.3 Discussion 
From this research I found that: mobile phone augmentation could be done in 
a cost effective way; AAPOR standards appropriate for use in Australia, to allow 
comparisons within a survey across time or areas and to compare between surveys 
and a systemization process for ongoing sample surveys does improved the 
timeliness however it needs to include a quality assurance component; there is a 
need for a measurement schema, beyond the current total survey error framework, 
through  which ongoing health surveys can be compared. 
The strengths of this research were that it was applied and as the research was 
being conducted it was able to be applied to the NSWPHS. The examination of 
the impact of including mobile phone numbers into an ongoing population health 
survey feeds directly into monitoring government policy using these mechanisms. 
The work is not only applicable to the NSW Ministry of Health but also to other 
government agencies who want to expand their sample frames from landline 
numbers to landline and mobile numbers. This work is particularly relevant to 
other countries, particularly Singapore and Hong Kong in China.  
The research from this thesis on mobile phone augmentation and presented in 
the paper Barr et al. (2012), Barr et al. (2014), Barr et al. (20142) and Barr et al. 
(20152) has to date been cited in 12 publications including Sahin & Yan (2013), 
Griffiths et al. (2014), Dunlop et al. (2014), Serdarevic et al. (2016), Ding et al. 
(2015),  Dal Grande et al. (2015),  Dunlop et al. (2016),  Baffour et al. (2016),  
Dal Grande et al. (2016), Dal Grande et al (20162) Keiding & Louis (2016) and 
Chapman et al. (2016). 
 
 
CHAPTER 5: Conclusion: A quality metric for ongoing health surveys 197 
  
Using the research from this thesis, presented in Barr et al. (2012), Dunlop et 
al. (2016) states that ‘previous studies have found that adding a mobile component 
to a landline population survey gives a more representative sample.’ and Griffith 
et al. (2014) states that ‘it is now common to adopt dual-frame sampling 
approaches to use separate landline and mobile telephone number lists in order to 
reach a representative sample of households.  
Baffour et al. (2016) used results from this thesis, presented in Barr et al. 
(20142), to highlight that landline sample reported much lower prevalence of 
tobacco use, cannabis use and alcohol consumption. However they also 
highlighted, using this research, ‘that after weighting for age, sex, region and 
other factors known to be associated with non-response and coverage, these 
differences in population health prevalence estimates all but disappeared’. Dunlop 
et al. (2016) specifically stated, using the results presented in Barr et al (2014), 
that ‘adding a mobile component to a landline population survey has the potential 
to result in changes to population estimates that are a consequence of the design 
change, rather than a real change.’ 
The results from this thesis comparing the NHSPHS and the NSW-NATSIHS 
and presented in Barr et al (2013) has to date been cited by Thomas et al. (2015). 
They used it to comment on phone ownership specifically stating that ‘In contrast, 
we chose to conduct face-to-face surveys, as telephone ownership is incomplete in 
the Aboriginal and Torres Strait Islander population.’The results from this thesis 
aligning the NSWPHS call outcomes to the AAPOR definitions and presented in 
the technical paper Barr (2013) has been cited by Ding et al. (2015) where she 
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stated that ‘Over time, the response rates (calculated as the total number of 
complete interviews divided by the sum of complete interviews, partial 
interviews, refusals, non-contact, and other) of the survey stayed stable around 
45% and the cooperation rates (calculated as total number of complete interviews 
divided by the sum of complete interview, partial interview, and refusal) have 
remained around 65%.’ 
Further research required in the field of mobile phone augmentation include 
exploration of: non-static composite factors, impact of household weights, other 
post-stratification weighting, and application to small areas within Australia. As 
Dal Grande et al. (2016) states ‘the current methodologies for use in Australia 
should include mobile-only households in the sample frame’ using Barr et al. 
(2012), she also stated that ‘it was not feasible or sustainable and are too costly for 
use in SAMSS and similar systems’ because of the lack of geography associated 
with mobile phone numbers. Further research on call outcome standards could be 
undertaken once the AAPOR definitions are more widely used by other surveys 
across time and locations in Australia to test its appropriateness. Further research 
on systemization processes for ongoing sample surveys to improve timeliness 
includes the transferability of such a system to other situations by the provision of 
the SAS codes for particularly innovative components. Further research on 
measurement schema, beyond the current total survey error framework, through 
which ongoing health surveys can be compared includes a better understanding of 
the influence of unexplored interviewer characteristics on the quality of the survey 
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 options sasautos = ("&hs_utils\macros", "&rpath.\hs_macros",SASAUTOS) 
 nofmterr 
 user=work  
 xmin 







 libname dirtemp "&dirtemp"; 
  
/************************************************************************************ 
*    LIBNAME For ABS population data      
************************************************************************************/ 
%global _pops ; 
%let _pops=&Y\GRPSorc\_pops; 
 libname _pops "&_pops"  compress=yes; 
   
%let fpath=&Y\GRPSorc\SASource\wgtsource_progs_2012; 




%do %while (&GroupName ne ); 
 
/************************************************************************************ 
a. Identify the Directory where the Survey Grouping System Resides * 
************************************************************************************/ 
%let GroupDir = &Y\GRPSurv\&GroupName; 
 
 libname GrpData  "&GroupDir\GroupData" compress=yes; 
 libname datamart "&GroupDir\GroupData" compress=yes; 
 
 proc datasets lib=grpdata nolist; 
 delete wgt_qtr 
  wgt_qtr_admpops 
  wgt_qtr_agefmt 
  wgt_qtr_age_frame 
  wgt_qtr_validation_&sysdate; 





* Find the report year of job * 
************************************************************************************/ 
 proc sql noprint; 
 select distinct year into :apyear from GrpData.&GroupName.; 
 quit; 
 
%put Report year : &apyear; 
 
%if (%sysfunc(exist(Grpdata.&GroupName)) and &apyear >= 2012 ) %then %do; 
 
/* MIN_CELL_SZ: macro variable defines the minimum allowable cell size by ADM, SEX 
and AGEGRP to execute a valid wgt_qtr process */ 
 
%let min_cell_sz = 4; 
 
/* Macro variable &RTnumMAX defines max allowable residential phone no. in a house.*/ 
 
%let RTnumMAX = 5;    %* Maximum allowable RTnum value;  
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%let MTnumMAX = 5;    %* Maximum allowable MTnum value;  
 
/* Macro variable &a_hhsizeMAX defines the max allowable persons living in a house.*/ 
 
%let a_hhsizeMAX = 10;   %* Maximum allowed people in house;  
 
/* Macro variable &c_hhsizeMAX defines the max allowable children living in house*/ 
 
%let c_hhsizeMAX = 6;   %* Maximum allowed children in house;  
 
/**********************************************************************************  
Include standard AgeGRP format definitions.                                                                                         
NOTE: DO NOT modify "VALUES" in the "AGEGRP" format unless the categories in HOIST 
populations (HOIST: pop.&arhspops) have changed * 





 proc format cntlout=Grpdata.wgt_qtr_agefmt;   
 





 value y12n 1='Yes' 2='No'; 
 value y01n 0='No' 1='Yes'; 
 
 value agegrp 
 0    =  0 
 1    =  1 
 2    =  2 
 3    =  3 
 4    =  4 
 5    =  5 
 6    =  6 
 7    =  7 
 8    =  8 
 9    =  9 
 10   = 10 
 11   = 11 
 12   = 12 
 13   = 13 
 14   = 14 
 15   = 15 
 16   = 16 
 17   = 17 
 18   = 18 
 19   = 19 
 20-24   = 20 
 25-29   = 21 
 30-34   = 22 
 35-39   = 23 
 40-44   = 24 
 45-49   = 25 
 50-54   = 26 
 55-59   = 27 
 60-64   = 28 
 65-69   = 29 
 70-74   = 30 
 75-79   = 31 
 80-84   = 32 
 85-High = 33 
 other   = . ;  
 ; 
  
select agegrp; run; 
   
/************************************************************************************ 
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%_survlist(spath=R:\Data\SurvName 
      ,job_year=&apyear 
  ,job=cont 
  ,job_grp=qtr 
  ,job_type=child  












 data wgt_qtr_admpops (drop=datetype esttype lhn10res); 
 set _pops.lhn10pop1 end=last; 
 where year(popdate)  eq &apyear and 
 month(popdate) eq 6 and not missing(age1grp); 
 lhd=lhn10res; 
 
 if age1grp > 84 then age1grp=85; 
agegrp=input(put(age1grp,agegrp.-L),best.-L); 
 
if last then call symputx("ErpDate",put(mdy(6,30,&apyear),worddatx.-L)); 
 run; 
    
%put ABS ERP population date : &ErpDate; 
   
/************************************************************************************ 
*hsnum  label='Unique Health Survey Number' 
*SurvName label='Survey name' 
*lhs  label='Local Health Strata (code)' 
*lhd  label='Local Health District (code)', 
*INT1a  label='INT1a :Number of people living in the household (NUM)', 
*INT1f  label='INT1f :No. children in the household (NUM)', 
* INT1d  label='INT1d :No. children in the household 0-5 years (NUM)', 
*INT1am  label='INT1am:No of people living in the household (mobile frame)', 
*INT1fm  label='INT1fm : No. children in the household (mobile frame)', 
*INT1dm  label='INT1dm : No. children in the hhold 0-5 years (mobile frame)', 
*RLHP_2  label='RLHP_2 : Household structure : Mother', 
*RLHP_3  label='RLHP_3 : Household structure : Father', 
*DEM20  label='DEM20 : Number of residential telephone numbers (NUM)', 
*DEM20b  label='DEM20b : Number of mobile phone numbers personally have (NUM)', 
*CMOBG  label='CMOBG : Agree to be cont for child health survey', 
*SAMPLEID label='SAMPLEID : Sample system unique identifier (private) (CALN)', 
*MOBILE  label='MOBILE : Mobile or Landline Number (private) (CALN)', 
*YEAR  label='YEAR : Survey Year (private) ', 
*AGE  label='AGE : AGE IN YEARS-0-11 months=0yrs  12-23 months=1yr', 
*SEX  label='SEX : Respondent/Child sex', 
************************************************************************************/ 
 
data &GroupName_geog_check(keep=hsnum lhd lhs: mobile age child: booster); 
set GrpData.&GroupName.(keep=hsnum SurvName rlhp_2 rlhp_3 lhd lhs sampleid 
year age sex dem20 dem20b int1a int1d int1am int1f int1fm int1dm mobile 
survname cmobg child rename=(lhs=lhs_cati )); 
 by hsnum ; 
attrib  lhs label='LHS: Local Health Strata (code)' 
booster label ="BOOSTER : Registered child booster study (1/0)" 
 child label ="CHILD :(1)Child age <= 15, (2) Adult age>15 (Derived)" 
 agegrp label ="AGEGRP : Initial agegrp format pre collapsed (Derived)" 
 parents label ="PARENTS : Number of parents (Derived)" 










 if mobile = 1 and lhs_cati ne '9999' then lhs='9999'; 
 else if mobile = 2 and lhs_cati ne: 'X' then lhs=lhd; 
 else lhs=lhs_cati; 
 
%* Derive booter var - if the survey name is regitered as a quarterly child survey; 
 
 booster=upcase(survname) in (&childq); 
 
%* Derive CHILD var based on age ; 
 
 if age le 15 then child=1; 
 else child=2; 
 




%* Derive number of parents if a child booster study; 
 
 if booster then do;  
 if input(rlhp_2,3.) or input(rlhp_3,3.) then parents=2; 
 else parents=1; 
 end;   
    
%* clean up the demography vars; 
 
 array _num dem20 dem20b int1a int1f Int1d; 
 do over _num; 
 if _num > 99 then call missing(_num); 
 end; 
 
 array _char int1am int1fm int1dm; 
 do over _char; 
 if _char in: ('99' ,'^') then call missing(_char); 
 end; 
      
 output &GroupName; 
 
%* Output to checking dataset if incorrectly assigned  LHD _ ALERT:::::; 
 
 if mobile not in (1,2) or (lhs_cati ne lhs) or missing(lhd) or missing(lhs)  
then output _geog_check; 
 run; 
    
/************************************************************************************ 
* purpose: Collapse agegrp (defined in agegrp format above) to new agecol variable by 
lhd sex agegrp the process will collapse agegrp until the number of people in a group 
are >= minimum aloowable cell size apply these new categories to the data and 






* Identify booter children that have an adult with the same sampleid - these will 
have their pselect adjusted         *  
************************************************************************************/ 
 
/** CMOBG : Agree to be contacted for child health survey (mobile frame only)**/ 
 
proc sql; 
 create table &GroupName._1 as  
 select a.* 
,case when booster and sampleid in (select sampleid from &GroupName where not 
booster and cmobg in ('1','2')  ) then 1 
 else 0 
 end as pselect_adj "PSELECT_ADJ : Requires parents' pselect  (Derived)" 
 from &GroupName as a  
 order by hsnum; 
 
 




 set &GroupName._1; 
 attrib _DEM20 label = "_DEM20: No. of residential telephone numbers (Imp)"  
  _DEM20b label = "_DEM20b: No. of mobile phone numbers pers have (Imp)" 
  RTnum   length = 8  label = "RTnum: No. Res PhoneNumbers (Der)" 
  MTnum   length = 8  label = "MTnum: No. of Mobile Phone Nos. (Der)" 
  phoneown  label = "PHONEOWN: Phone ownership  
- Both (1), Landline only (2), Mobile only (3) (Derived)" 
  hhsize   label = "HHSIZE: No. of elig people in the hhold  (Der)"; 
 
/* Derive HHOLD values for phone ownership 
_DEM20 label='DEM20 : Number of residential telephone numbers (Imputed)' 
_DEM20b label='DEM20b : Number of mobile phone numbers personally have (Imputed)'*/ 
 
 _dem20=dem20;  _dem20b=dem20b; 
 
 if mobile=1 and _dem20b <= 0 and not missing(_dem20) then do; 
 phoneown = 1;  _dem20b=1; end; 
 
 else if mobile=2 and _dem20 <= 0 and not missing(_dem20b) then do; 
 phoneown = 1;  _dem20=1; end; 
 
 else if _dem20 <= 0 and _dem20b <= 0 then do; 
 if mobile = 2 then do;  
 phoneown = 2;  _dem20=1; _dem20b=0; end; 
       
else if mobile = 1 then do; 
 phoneown = 3;  _dem20=0; _dem20b=1; end; 
 end; 
   
else if _dem20 > 0 and _dem20b > 0  then phoneown=1; 
 if _dem20 > 0 and _dem20b <= 0 then do; phoneown=2; _dem20b=0; end; 
 
 else if _dem20 <= 0 and _dem20b > 0 then do; 
 phoneown=3; _dem20=0;  end; 
 
       
%* Place an upper limit on the Number of Residential Telephones; 
 
 RTnum = min(_dem20, &RTnumMAX); 
 
%* Place an upper limit on the Number of Mobile Telephones; 
 
 MTnum = min(_dem20b,&MTnumMAX);  
 






*INT1a label='INT1a : Number of people living in the household (NUM)', 
*INT1f label='INT1f : No. children in the household (NUM)', 
*INT1am label='INT1am : No. of people living in the household (mobile frame)', 
*INT1fm label='INT1fm : No. children in the household (mobile frame)', 
************************************************************************************/ 
      
if not booster then do; 
if mobile=1 then hhsize=coalesce(input(int1am,best.-L),int1a,1); 
else hhsize=coalesce(int1a,input(int1am,best.-L),1); 




if mobile=1 then hhsize=coalesce(input(int1fm,best.-L),int1f,1); 
else hhsize=coalesce(int1f,input(int1fm,best.-L),1); 
 hhsize = min(hhsize, &c_hhsizeMAX); 
 end; 
 
 proc sort data=&GroupName._2; 
 by lhs; 
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 run; 
    
%*Derive observed counts of phone type by lhs which includes "9999"=mobile phones; 
 proc summary data=&GroupName._2 nway ; 
 class lhs ; 




* Import ACMA phone type adjusted populations totals for lhs in NSW which includes 
"9999"=mobile phones *    
************************************************************************************/ 
 
 proc import out=grpdata.wgt_qtr_phone_acma 
 datafile= "&fpath\Phone type by ADM.xlsx"  
 dbms=excel replace; 





 scantime=yes;   
run; 
 
 proc sql; 
 create table &GroupName._3 as 
 select a.* 
 ,b.phone_pop  "PHONE_POP: No. of phone Llines and Mobiles in NSW by LHS" 
 ,c.phone_samp "PHONE_SAMP: No. of phone Llines and Mobiles by LHS in sample"  
 from &GroupName._2 as a 
 ,grpdata.wgt_qtr_phone_acma as b 
 ,phone_samp as c 
 where a.lhs=b.adm   
 and b.adm=c.lhs 






* Calculating the probability of selection variables NOT BOOSTER *    
************************************************************************************/ 
 data &GroupName._3_main; 
 set &GroupName._3(where=(not pselect_adj)); 
 attrib  lamba label="LAMBA: Compositing factor" 
sampln_popln label="SAMPLN_POPLN: Ratio of Phone lines in sample 
divided by the phone lines in the population by strata" 
hhphn_hhper label="HHPHN_HHPER: Ratio of Phone lines in household 
divided by persons in the household" 
pselect       label="PSELECT: Likelihood of Selection variable (Phone 
lines in sample/phone lines in the population*Phone 
lines in household/persons in the household)" 
psampwgt label="PSAMPWGT: Pre sample weight (1/probability of 
selection – individual frames)" 
sampwgt label="SAMPWGT: Sampling Weights (combined frames 
adjusted using lamba or 1-lamba)" 
     ; 
%*setting constants; 
 
 retain lamba 0.5; 
 
%* phone lines in sample divided by the phone lines in the population by strata; 
 
 sampln_popln = phone_samp/phone_pop; 
 
%*Landlines in household divided by persons in the household; %*Or number of mobiles; 
     
 if mobile = 2 then hhphn_hhper = RTNum/hhsize;     
 else if mobile=1 then hhphn_hhper = MTnum; 
 
%*calculating the probability of selection (ie sample lines by (household lines 
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 pselect = sampln_popln*hhphn_hhper; 
     
%*calculating the sample weights for each frame; 
 
 psampwgt = 1/pselect; 
 
%*applying the adjustment factor ; 
 
 if phoneown in (2, 3) then sampwgt = psampwgt; 
 else if phoneown = 1 then do; 
 if mobile = 2 then sampwgt = psampwgt*lamba; 




 proc sql; 
 create table &GroupName._parentsel as  
 select distinct c.* 
 ,p.pselect as parentsel label="PARENTSEL: Parents prob of selection" 
 from &GroupName._3(where=(pselect_adj)) as c left join  
&GroupName._3_main(where=(not pselect_adj)) as p 
 on c.sampleid=p.sampleid 
 group by c.sampleid 
 having (p.sex=max(p.sex) and p.age=min(p.age) and  
input(p.cmobg,best.-L) in (1,2) ) 




 data &GroupName._3_pselect_adj; 
 set &GroupName._parentsel(where=(pselect_adj)); 
 attrib  lamba label="LAMBA: Compositing factor" 
  sampln_popln label="SAMPLN_POPLN: Phone lines in sample   
    divided by the phone lines in the population by strata" 
hhphn_hhper label="HHPHN_HHPER: Phone lines in household divided by 
persons in the household" 
pselect       label="PSELECT: Likelihood of Selection variable (Phone 
lines in sample/phone lines in the population*Phone 
lines in household/persons in the household)" 
psampwgt label="PSAMPWGT: Pre sample weight (1/probability of 
selection – individual frames)" 
sampwgt label="SAMPWGT: Sampling Weights (combined frames 




 retain lamba 0.5; 
 
 sampln_popln = .; 
 
%*phone lines in household divided by persons in the household; 
 
 hhphn_hhper = parents/hhsize; 
 
 
%*calculating the probability of selection (ie sample lines by (household lines 
divided by population lines)times by (1/ number of eligible persons); 
     
pselect = (parentsel*hhphn_hhper)  
 
/* (parentsel*hhphn_hhper)/div by kid number of under 6 */; 
 
%*calculating the sample weights for each frame; 
 
 psampwgt = 1/pselect; 
 
%*applying the adjustment factor; 
 
 if phoneown in (2, 3) then sampwgt = psampwgt; 
 else if phoneown = 1 then do; 
 if mobile = 2 then sampwgt = psampwgt*lamba; 
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 run; 
 
 data &GroupName._4; 
 set &GroupName._3_main &GroupName._3_pselect_adj; 
 by hsnum; 
 proc sort data=&GroupName._4; 




* Applying the benchmarks * 
************************************************************************************/ 
 
 proc sql; 
 create table aas_sumpsel as  
 select lhd, sex ,agecol 
,count(sampwgt) as ADMamp "ADMamp : N rows(sampwgt by lhd sex agecol)" 
,sum(sampwgt) as aas_sumpsel  
    "aas_sumpsel:Total AAS(sampwgt by lhd sex agecol)" 
 from &GroupName._4 
 where not (missing(lhd) or missing(agecol) or missing(sex)) 




 proc sql; 
 create table pop_sum as  
 select lhd, sex, agecol 
 ,sum(pop) as pop "pop : Total ABS ERP (by lhd sex agecol)" 
 from datamart.wgt_qtr_admpops 
where not (missing(lhd) or missing(agecol) or missing(sex)) 
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/************************************************************************************ 
* Calculating the final weights ie sampling weight and adjustment weight with overlap 
adjustment *    
************************************************************************************/ 
 
 data &GroupName._wgt; 
retain hsnum year SurvName booster pselect_adj lhs lhd sex age agegrp agecol 
agelabel; 
 merge &GroupName._4(in=a)  
 pop_sum  
 aas_sumpsel 
 ; 
 by lhd sex agecol; 
 
 attrib wgt_qtr label="wgt_qtr: Quarterly wgt"; 
 
 if a; 
 
if not nmiss(pop,admamp,sampwgt,aas_sumpsel,admamp) then 
wgt_qtr=(pop/admamp)*(sampwgt/(aas_sumpsel/admamp)); 
 
proc sort data=&GroupName._wgt out=datamart.wgt_qtr_validation_&sysdate; 
 by lhd sex age agegrp agecol; 
proc sort data=&GroupName._wgt; 
 by hsnum; 
 run; 
    
/* Update the Coded dataset with new qtr wgt variable */ 
 data GrpData.&GroupName;   
update GrpData.&GroupName. &GroupName._wgt(keep=hsnum wgt_qtr)  
updatemode=nomissingcheck; 
 by hsnum;    
 run;   
 
 data &GroupName._anomalies; 
 merge GrpData.&GroupName. _geog_check(in=e); 
 by hsnum;    
 if e or not wgt_qtr; 
 keep hsnum lhs_cati lhs lhd age sex mobile child booster wgt:; 
 run;   
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MODEL GLM OWNERSHIP CRUDE 
************************************************************************************/ 
 
%macro _loop_glm(_ilist=, _output=C:\); 
 
 %let icount =1; 
 %let _indic=%scan(&_ilist,&icount);  
 %do %while (&_indic ne ); 
 %let _group=%substr(&_indic,3); 
 %put _group=&_group; 
 
 proc genmod data=dual.final2all_ix; 
 title "GENMOD Poisson robust variance: RR estimates : &_group"; 
 where 16<=age<=120; 
 ods output GEEEmpPEst=CRUDE_OWN_&_indic.; 
 class hsnum &_indic ownership; 
 format ownership own. ; 
 model &_indic=ownership /type3 dist=poisson link=log; 
 repeated subject=hsnum/type=ind; 
 run; quit; 
 
 data CRUDE_OWN_&_indic; 
 set CRUDE_OWN_&_indic; 
 group="&_group"; 




 end; run; 
 
 PROC EXPORT DATA= WORK.CRUDE_OWN_&_indic  






MODEL GLM FRAME CRUDE 
************************************************************************************/ 
 
 proc genmod data=dual.final2all_ix; 
 title "GENMOD Poisson robust variance: RR estimates"; 
 where 16<=age<=120; 
 ods output GEEEmpPEst=CRUDE_FRAME_&_indic.; 
 class hsnum &_indic ownership; 
 format frame framef. ; 
 model &_indic=frame /type3 dist=poisson link=log; 
 repeated subject=hsnum/type=ind; 
 run; quit; 
 
 data CRUDE_FRAME_&_indic; 
 set CRUDE_FRAME_&_indic; 
 group="&_group"; 




 end; run; 
 
 PROC EXPORT DATA= WORK.CRUDE_FRAME_&_indic  
OUTFILE= "&_output.\XGLM_FRAME_CRUDE_&_indic..csv"  
 DBMS=CSV REPLACE; 
 PUTNAMES=YES; 
 RUN; 





MODEL GLM ADJUSTED BY AGE AND SEX AND LHD; 
***********************************************************************************/ 
 
APPENDIX 2  211 
  
 
 proc genmod data=dual.final2all_ix; 
 title "GENMOD Poisson robust variance: RR estimates"; 
 where 16<=age<=120; 
 ods output GEEEmpPEst=ADJ_AS_LHD_OWN_&_indic.; 
 class hsnum &_indic ownership agegp sex lhn; 
 format ownership own. agegp age10ab. sex $sex.; 
model &_indic=ownership agegp sex lhn house line/type3 dist=poisson link=log; 
 repeated subject=hsnum/type=ind; 
 run; quit; 
 
 data ADJ_AS_LHD_OWN_&_indic; 
 set ADJ_AS_LHD_OWN_&_indic; 
 group="&_group"; 




 end;  run; 
 
 PROC EXPORT DATA= WORK.ADJ_AS_LHD_OWN_&_indic  
 OUTFILE= "&_output.\XGLM_OWN_ADJ_AS_LHD_&_indic..csv"  





MODEL GLM ADJUSTED BY AGE AND SEX AND LHD; 
************************************************************************************/ 
 
 proc genmod data=dual.final2all_ix; 
 title "GENMOD Poisson robust variance: RR estimates"; 
 where 16<=age<=120; 
 ods output GEEEmpPEst=ADJ_AS_LHD_FRAME_&_indic.; 
 class hsnum &_indic frame agegp sex lhn; 
 format frame framef. agegp age10ab. sex $sex.; 
 model &_indic=frame agegp sex lhn house line/type3 dist=poisson link=log; 
 repeated subject=hsnum/type=ind; 
 run; quit; 
 
 data ADJ_AS_LHD_FRAME_&_indic; 
 set ADJ_AS_LHD_FRAME_&_indic; 
 group="&_group"; 





 end; run; 
 
 PROC EXPORT DATA= WORK.ADJ_AS_LHD_FRAME_&_indic  
 OUTFILE= "&_output.\XGLM_FRAME_ADJ_AS_LHD_&_indic..csv"  




%let icount =%eval(&icount+1); 





*%_loop_glm(_ilist=i_alcohol1b_m i_fruit_m i_veg_m i_smoke2_m i_physact_m i_hstat_m 
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libname disp [ENTER LIBNAME];  
 
option nofmterr; 
                                                                                                                         
/***********************************************************************************/ 






 1="I=Complete Interviews (1.1)" 
 2="P=Partial Interviews (1.2)" 
 3="R=Refusal and break off (2.1)" 
 4="NC=Non Contact (2.2)" 
 5="O=Other (2.0, 2.3)" 
 6="UH=Unknown Household (3.1)" 
 7="UO=Unknown other (3.2-3.9)" 
 8="NE=Not Eligible person (4.7)" 
 9="B=Business etc (4.5)" 




 1="Interview: Complete Interviews (1.1 1.2)" 
 2="Refusal: Respondent Refusal (2.112)" 
 3="Refusal: Houshold Refusal and breakoff (2.1)" 
 4="Non contact: Respondent never available/away for duration of survey (2.2)" 
5="Other: Resp physically or mentally unable to complete interview (2.32)" 
 6="Other: Non-translated language (2.333)" 
 7="Other: Other non-refusal (2.36)" 
 8="Unknown Household: Engaged busy(3.12)" 
 9="Unknown Household: No answer(3.13)" 
 10="Unknown Household: Always answering machine(3.14)" 
 11="Not eligible: Fax data line (4.2)" 
 12="Not eligible: Non-working number (4.3)" 
 13="Not eligible: Business, government office, other organizations (4.5)" 




  1 = 'No answer(3.13)' 
  2 = 'Engaged busy (3.12)' 
  3 = 'Answering machine (3.14)' 
  4 = 'Fax number (4.20) ' 
  5 = 'Not connected (4.3)' 
  6 = 'Unusual tone (4.31)' 
  7 = 'Business/Institution (4.51) ' 
  8 = 'HH Not eligible (4.70) ' 
  9 = 'Language super call back (2.331)' 
  10 = 'Language - Italian (1.2)' 
  11 = 'Language - Chinese (1.2)' 
  12 = 'Language - Vietnamese (1.2)' 
  13 = 'Language - Arabic (1.2)' 
  14 = 'Language - Greek (1.2)' 
  15 = 'NES Refusal (2.11)' 
  16 = 'Rescheduled HH call (2.21)' 
  17 = 'Rescheduled Resp call (2.21)' 
  18 = 'Rescheduled Int call (2.21)' 
  19 = 'HH Refusal (2.111)' 
  20 = 'Personal Refusal (2.112)' 
  21 = 'Respondent unavailable (2.21)' 
  22 = 'Resp Unable to Answer (2.32)' 
  23 = 'Terminated by Interviewer (2.3)' 
  24 = 'Rang 1800 number (2.21)' 
  25 = 'Complete - Ref Val Check (1.0)' 
  26 = 'Complete - Selected for Validation (1.0)' 
  27 = 'Respondent Unavailable (2.21)' 
  29 = 'HH Not in NSW (4.70)' 
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  30 = 'Hang up - Nothing said (2.3)' 
       31 = 'Refused unable to give childrens age (2.11)' 
  32 = '1800 Time delay (2.21)' 
  33 = 'Language determined - not interviewing (2.333)' 
  34 = 'Soft refusal (2.21)' 
  35 = 'Refusal - mentioned DNC register (2.11)' 
  36 = 'Survey lost technical problems (2.3)' 
  39 = 'Mobile owned/answered by child (4.70)' 
  61 = 'ACT (4.70)' 
  62 = 'Victorian (4.70)' 
  63 = 'Queenslander (4.70)' 
  64 = 'South Australian (4.70)' 
  65 = 'Western Australian (4.70)' 
  66 = 'Tasmanian (4.70)' 
  67 = 'Northern Teritorian (4.70)' 
  68 = 'Overseas - Out of Australia (4.70)' 
  69 = 'Residency Refused or Unknown (4.70)' 














%do %while(&ds ne ); 
 
 data &ds; 
infile "R:\Data\CatiSurv_archive\&ds.\DATAINPT\&ds._SampleReport.txt" 
delimiter='09'x DSD missover lrecl=32767 ; 
 retain SurvName "&ds"; 
 informat Allinfo $2000. ; 
 format Allinfo $2000. ; 
 informat INWhitePages best32. ; 
 format INWhitePages best12. ; 
 informat arhsres $32. ; 
 format arhsres $32. ; 
 informat phone attempts disposition best32. ; 
 format phone attempts disposition best12. ;  
 
 input Allinfo $INWhitePages arhsres $ phone attempts disposition; 
 run; 
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data disp.&hsyear._aapor; 
 attrib  disposition  format=tdistab. label='Disposition' 
  aapor   format=aaportab. label='2008 Call outcomes AAPOR' 
  aapor_summary  format=aapor_s. label='2008 AAPOR Summary Statistics' 




  when (10,11,12,13,14,25,26)   
aapor=1; *Interview: Complete Interviews (1.1, 1.2); 
  when (20)    
aapor=2; *Refusal: Resp Refusal (2.112); 
  when (15,19,31,35)   
aapor=3; *Refusal: Household Refusal and breakoff (2.1); 
  when (16,17,18,21,24,27,32,34) 
aapor=4; *Non contact: Resp never available/away for duration of survey (2.2); 
  when (22)    
aapor=5; *Other: Resp phys or mentally unable to complete interview (2.32); 
  when (33)   
aapor=6; *Other: Non-translated language (2.333); 
  when (9,36,23,30)  
aapor=7; *Other: Other non-refusal (2.3); 
  when (1)   
aapor=8; *Unknown Household: Engaged busy(3.12); 
  when (2)   
aapor=9; *Unknown Household: No answer (3.13); 
  when (3)   
aapor=10; *Unknown Hhold: Always ans machine(3.14); 
  when (4)   
aapor=11; *Not eligible: Fax data line (4.2); 
  when (5,6)   
aapor=12; *Not elig: Not conect/Non-working nos. (4.3); 
  when (7)   
aapor=13; *Not elig: Business, government office, other organizations (4.5); 
 when (8,29,39,61,62,63,64,65,66,67,68,69) 
aapor=14; *Not elig: Non-elig resp(not in NSW/mobile ans by child) (4.7); 




when (1)              aapor_summary=1;      *I=Complete Interviews (1.1); 
when (15)             aapor_summary=2;      *P=Partial Interviews (1.2); 
when (2,3)            aapor_summary=3;      *R=Refusal and break off (2.1); 
when (4)              aapor_summary=4;      *NC=Non Contact (2.2); 
when (5,6,7)          aapor_summary=5;      *O=Other (2.0, 2.3); 
when (8,9,10)         aapor_summary=6;      *UH=Unknown Household (3.1); 
when (16)             aapor_summary=7;      *UO=Unknown other (3.2-3.9); 
when (14)      aapor_summary=8;      *NE=Not Eligible person (4.7); 
when (13)      aapor_summary=9;      *B=Business etc (4.5); 
when (11,12)          aapor_summary=10;     *NEO=Not Eligible other (4.2-4.3); 




Call outcome statistics for _&hsyear; 
************************************************************************************/ 
 
Let _&hsyear = [Insert name and year]; 
 





proc transpose data=disp.test_&hsyear out=disp.test_&hsyear_transp 
(where=(_name_="_FREQ_")  




set disp.test_&hsyear _transp; 
if _NAME_="_FREQ_" then _NAME_='&hsyear'; 
 
 





RR1 = (I/((I+P) + (R+NC+O) + (UH+UO)))*100; 
RR2 = (I/((I+P) + (R+NC+O) + (UH+UO)))*100; 
RR3 = (I/((I+P) + (R+NC+O) + e*(UH+UO)))*100; 











ContR1=((I+P+R+O) / (I+P+R+O+NC+UH+UO))*100; 
ContR2=((I+P+R+O) / ((I+P+R+O+NC) + (e*(UH+UO))))*100; 
ContR3=((I+P+R+O) / (I+P+R+O+NC))*100; 
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/************************************************************************************
*SAS Macro for crude and adjusted Poisson regression model using GENMOD procedure 
************************************************************************************/ 
 
%macro _loop_glm_sunburn (_ilist=,); 
 
%let icount=1; %let _indic=%scan (&_ilist, &icount); %do %while (&_indic ne ); 
 
proc genmod data=DATA; 
       title "GENMOD Poisson robust variance: RR estimates; 
 ods output GEEEmpPEst=CRUDE_SUNBURN_&_indic; 
 class hsnum &_indic; format &_indic indfmt. ; 
 model sunburn=&_indic /type3 dist=poisson link=log; 
 repeated subject=hsnum/type=ind; 
 strata arhsres;  




 data CRUDE_SUNBURN&_indic; 
 set CRUDE_SUNBURN_&_indic; 
 if Parameter ne 'Scale' and StdErr ne 0 then do; 
 rrest=exp(estimate); rrcilo95=exp(LowerCL); 




proc genmod data=DATA; 
title "GENMOD Poisson robust variance: RR estimates; 
 ods output GEEEmpPEst=ADJ_SUNBURN; 
 class hsnum season agegp2 sex index_bi1;  
 format season sea. agegp2 agegpfmt. sex $sexf. index_bi1 index.; 
 model sunburn= season agegp2 sex index_bi1/type3 dist=poisson link=log; 
 repeated subject=hsnum/type=ind; 
 strata arhsres;  




 data ADJ_SUNBURN; 
 set ADJ_SUNBURN; 
 if Parameter ne 'Scale' and StdErr ne 0 then do; 
 rrest=exp(estimate); rrcilo95=exp(LowerCL); 




%let icount =%eval(&icount+1); %let _indic=%scan(&_ilist,&icount); %end; 
%mend _loop_glm_sunburn; 
 
%loop_glm_sunburn (ilist=season agegp2 sex index_bi1); 
 
/************************************************************************************






%let icount =1; %let _indic=%scan(&_ilist,&icount; %do %while (&_indic ne ); 
 
proc surveylogistic data=results.sundata_index; 
title "&_indic"; class &_indic; 
model sunburna (event='1') = &_indic/expb; 
weight wgt; strata arhsres;  
format &_indic indicfmt.; 
   run; 
 
 
proc surveylogistic data=results.sundata_index; 
title "Adjusted model index"; 
class season agegp2 sex index_bi1; 
model sunburna (event='1') = season agegp2 sex index_bi1/expb; 
 
 
APPENDIX 4  219 
  
weight wgt;  
strata arhsres; 
format season sea. agegp2 agegpfmt. sex $sexf. index_bi1 index.; 
   run; 
 
%let icount =%eval(&icount+1); %let _indic=%scan(&_ilist,&icount); %end; 
%mend _loop_logistic_sunburn; 
 















Ahlawat SK, Locke RG, Weaver AL, Farmer SA, Yawn BP & Talley NJ 2005, 
‘Dyspepsia consulters and patterns of management: a population-based study’, 
Alimentary Pharmacology and Therapeutics, 22(3):251-9.   
Alreck PL & Settle R 1995, ‘The survey research handbook’, Irwin Professional 
Publishing.   
Altman DG & Bland JM 2003, ‘Interaction revisited: the difference between two 
estimates’, British Medical Journal, 326: 219.   
Altman EI 1968, ‘Financial ratios, discriminant analysis and the prediction of 
corporate bankruptcy’, Journal of Finance: 23(4): 189–209. 
American Association for Public Opinion Research (AAPOR) 2003, ‘Interviewer 
falsification in survey research: Current best methods for prevention, detection 




REFERENCES  221 
American Association for Public Opinion Research (AAPOR) 2008, ‘Cell Phone 
Task Force Report: Guidelines and considerations for survey researchers 
when planning and conducting RDD and other telephone surveys in the US 
with respondents reached via cell phone numbers’, AAPOR.   
American Association for Public Opinion Research (AAPOR) 2010, ‘Cell Phone 
Task Force Report: New considerations for survey researchers when planning 
and conducting RDD telephone surveys in the US with respondents reached 
via cell phone numbers’, AAPOR.   
American Association for Public Opinion Research (AAPOR) 2011, ‘Standard 
definitions: Final dispositions of case codes and outcome rates for surveys 
(7th edition)’, AAPOR.   
American Association for Public Opinion Research (AAPOR) n.d. ‘Response rate 
calculator V3.1 (Excel)’, accessed 1/12/2015, 
http://www.aapor.org/AAPORKentico/Education-Resources/For-
Researchers.aspx. 
Anderson R & Hall J 2001, ‘NSW Health Survey Program: An analysis of the 
costs and benefits of different survey management options’, Centre for Health 
Economics Research and Evaluation, University of Sydney and Central 
Sydney Area Health Service.   
Australian Bureau of Statistics (ABS) 1995, ‘How Australians measure up’, Cat. 
no. 4359.0. Canberra: ABS.   
Australian Bureau of Statistics (ABS) 1996, ‘National Health Survey, Australia’, 
Cat. no. 4364.0. Canberra: ABS.   
 
 
REFERENCES  222 
Australian Bureau of Statistics (ABS) 19962, ‘National Nutrition Survey: selected 
highlights, Australia’, Cat No. 4802.0. Canberra: ABS.   
Australian Bureau of Statistics (ABS) 2001, ‘Pre-testing in survey development: 
An Australian Bureau of Statistics Perspective’. Canberra: ABS 
Australian Bureau of Statistics (ABS) 2003, ‘National Health Survey, Australia 
2002-03’, Cat. no. 4364. Canberra: ABS.   
Australian Bureau of Statistics (ABS) 2003, ‘Population characteristics, 
Aboriginal and Torres Strait Islander Australians, 2001’, Cat. no. 4713.0. 
Canberra: ABS.   
Australian Bureau of Statistics (ABS) 2006, ‘National Aboriginal and Torres 
Strait Islander Health Survey, 2004-05’, Cat. no. 4715.0. Canberra: ABS.   
Australian Bureau of Statistics (ABS) 20092, ‘National Health Survey, Australia 
2007-08’, Cat. no. 4364.1. Canberra: ABS.   
Australian Bureau of Statistics (ABS) 20093, ‘ABS data quality framework’, Cat 
no. 1520.0. 
Australian Bureau of Statistics (ABS) 2011, ‘Census quickstats. New South 
Wales’, accessed 1/12/2015, http:// www.censusdata.abs.gov.au/ 
census_services/ getproduct/ census/ 2011/ quickstat/ 1 
Australian Bureau of Statistics (ABS) 2013, ‘National Health Survey, Australia 
2011-12’, Cat. no. 4364.2. Canberra: ABS.   
Australian Bureau of Statistics (ABS) 20132, ‘Australian Health Survey: 
Biomedical results for chronic diseases, 2011-12’ Cat. no. 4364.0.55.005. 
 
 
REFERENCES  223 
Australian Communications & Media Authority (ACMA) 2011, ‘Communications 
report 2010–11’, ACMA.   
Australian Government, Department of Health (DoH) n.d., ‘Australia: the 
healthiest country by 2020, National Preventative Health Strategy – the 
roadmap for action’, accessed 1/12/2015, 
http://www.health.gov.au/internet/preventativehealth/publishing.nsf/Content/
nphs-roadmap-toc. 
Australian Institute of Health and Welfare (AIHW) 2014, ‘Australia’s health 
2014’, Australia’s health series no. 14. Cat. no. AUS 178. Canberra: AIHW. 
Australian Institute of Health and Welfare (AIHW) 20142, ‘National Drug 
Strategy Household Survey detailed report 2013’. Drug statistics series no. 
28. Cat. no. PHE 183. Canberra: AIHW. 
Australian Institute of Health and Welfare (AIHW) 2015, ‘Australian hospital 
statistics 2013–14’, Health services series no. 60. Cat. no. HSE 156. 
Canberra: AIHW, accessed 1/12/2015, http://www.aihw.gov.au/publication-
detail/?id=60129550483. 
Australian Institute of Health and Welfare(AIHW) n.d2., ‘Australian Health 
Protection Committee’, accessed 1/12/2015, http://www.aihw.gov.au/phidg/ 
Australia on Disc n.d.,  Australia on Disc 2004 edition’, accessed 1/12/2015, 
http://www.australiaondisc.com/db/australian-residential-database/ 
Ayre T, Wong J & Kumar A 2012, ‘Investigating the discrepancy between 
measured and self-reported BMI in the National Health Survey’, Cat. no. 
1351.0.55.039. Canberra: ABS.   
 
 
REFERENCES  224 
Baker J, Gentile C, Markesich J & Marsh S 2010, ‘Who’s monitoring the 
monitors? Examining monitors’ accuracy and consistency to improve the 
quality of interviews’, Mathematica Policy Research, Inc., 600 Alexander 
Park, Princeton, New Jersey, accessed 1/12/2015, 
https://www.amstat.org/sections/srms/proceedings/y2010/Files/400151.pdf. 
Baker J, Gentile C, Markesich J, Marsh S, Panzarella E & Weiner R 2013, 
‘Survey practice ensuring data quality: What criteria do monitors use to rate 
interviewers?’, Survey Practice, 6 (1), accessed 1/12/2015,  
http://www.surveypractice.org. 
Baffour B, Haynes M, Dinsdale S, Western M, Pennay D 2016,  ‘Profiling the 
mobile-only population in Australia: insights from the Australian National 
Health Survey’ Australian and New Zealand Journal of Public Health, doi: 
10.1111/1753-6405.12549. 
Banks C & Eyeson-Annan M 2001, ‘Uses of NSW Health Survey Program data - 
A survey of users’, NSW Public Health Bulletin, 12(8): 235-236.   
Barr M, Baker D, Gorringe M & Fritsche L 2008, ‘NSW Population Health 
Survey: Description of methods’, accessed 1/12/2015, 
http://www.health.nsw.gov.au/surveys/other/Documents/health-survey-
methods.pdf. 
Barr ML 2008, ‘Predicting when declining landline frame coverage will impact on 




REFERENCES  225 
http://www.health.nsw.gov.au/surveys/other/Documents/predicting-when-
mobile-only-impacts-2008.pdf. 




Barr ML, van Ritten JJ, Steel DG and Thackway SV 2012, ‘Inclusion of mobile 
phone numbers into an ongoing population health survey in New South 
Wales, Australia: design, methods, call outcomes, costs and sample 
representativeness’, BioMed Central Medical Research Methodology, 12:177. 
Barr ML 2013, ‘Call outcome information for the NSW Population Health Survey 
using AAPOR definitions 2002-2012’, accessed 1/12/2015, 
http://www.health.nsw.gov.au/surveys/other/Documents/PHS-outcome-
information-2002-2012.pdf. 
Barr ML, Dillon A, Kassis M and Steel DG 2013, ‘Telephone surveys provide 
reliable information on risk behaviours and health status of Aboriginal and 
Torres Strait Islander people’, Australian New Zealand Journal of Public 
Health, 37: 91-92. 
Barr ML, Ferguson RA, and Steel DG 2014, ‘Inclusion of mobile phone numbers 
into an ongoing population health survey in New South Wales, Australia: 
impact on the time series’, BioMed Central Research Notes, 7:517. 
Barr ML, Ferguson RA, Hughes PJ and Steel DG 20142, ‘Inclusion of mobile 
phone numbers into an ongoing population health survey in New South 
 
 
REFERENCES  226 
Wales, Australia: final weighting strategy’, BioMed Central Medical 
Research Methodology, 14:102. 
Barr M, Clarke R & Steel D 2015, ‘Examining associations in cross-sectional 
studies’, National Institute for Applied Statistics Research Australia 
(NIASRA) Working Papers Series, University of Wollongong, accessed 
1/12/2015, https://niasra.uow.edu.au/workingpapers/index.html. 
Barr ML, Ferguson RA, van Ritten JJ Hughes PJ and Steel DG 20152, ‘Summary 
of the Impact of the Inclusion of Mobile Phone Numbers into the NSW 
Population Health Survey in 2012’, AIMS Public Health, 2(2): 210-217.  
Barros AJD & Hirakata VN 2003, ‘Alternatives for logistic regression in cross-
sectional studies: an empirical comparison of models that directly estimate 
the prevalence ratio’, BioMed Central Medical Research Methodology, 3: 21.   
Beaty PC. & Willis GB 2007, ‘Research synthesis: The practice of cognitive 
interviewing’. Public Opinion Quarterly, 71(2): 287- 311.  
Benford R, Tompson T, Fleury C, Feinberg G, Feinberg B, Speulda N & Weber A 
2009, ‘Cell phone and landline – considerations for sample design, estimates, 
weighting, and costs’, Paper presented at the 64th annual conference of the 
American Association for Public Opinion Research. Hollywood, FL.   
Bieler GS, Brown GG, Williams RL & Brogan DJ 2010, ‘Estimating model-
adjusted risks, risk differences and risk ratios from complex survey data’, 
American Journal of Epidemiology, 171(5): 618-623.   
Biemer P & Lyberg L 2003, ‘Introduction to survey quality’, New York: Wiley. 
 
 
REFERENCES  227 
Biemer P 2009, ‘Introduction to part 2’ in Handbook of Statistics 29A Sample 
Surveys: Design, Methods. Edited by Pfeffernamm D and Rao CR, North 
Holland, Oxford, UK, p157. 
Biemer P 2010, ‘Overview and design issues’, in The Handbook of Survey 
Research. Edited by Marsden PV and Wright JD, Second Edition, Emerald 
publishing Bingley UK, pg 27. 
Blackwell DL , Lucas JW , Clarke TC 2014, ‘Summary health Statistics for U.S. 
adults: National Health Interview Survey, 2012’. Vital and Health Statistics. 
Series 10, Data From the National Health Survey, 260:1-161. 
Bland JM & Altman DG 1999, ‘Measuring agreement in method comparison 
studies’, Statistical Methods in Medical Research, 8(2): 135-60. 
Blumberg SJ & Luke JV 2011, ‘Wireless substitution: Estimates from the 
National Health Interview Survey. January - June 2011’, National Centre for 
Health Statistics, accessed 1/12/2015, 
http://www.cdc.gov/nchs/data/nhis/earlyrelease/wireless201112.htm. 
Blumberg SJ & Luke JV 2012, ‘Wireless substitution: Estimates from the 
National Health Interview Survey. January - June 2012’, National Centre for 
Health Statistics, accessed 1/12/2015, 
http://www.cdc.gov/nchs/data/nhis/earlyrelease/wireless201212.htm. 
Bolton-Smith C, Woodward M, Tunstall-Pedoe H & Morrison C 2000, ‘Accuracy 
of the estimated prevalence of obesity from self reported height and weight in 
an adult Scottish population’, Journal of Epidemiology and Community 
Health, 54(2): 143-8.   
 
 
REFERENCES  228 
Brackstone G 1999, ‘Managing data quality in a statistical agency’, Survey 
Methodology, 25(2): 139–49. 
Brick JM & Montaquilla JM 2009, ‘Non-response and weighting’, in Handbook 
of Statistics 29A Sample surveys: design, methods. Edited by Pfeffernamm D 
& Rao CR, North Holland, Oxford, UK, p163. 
Brick JM, Cervantes IF, Lee S & Norman G 2011, ‘Nonsampling errors in dual 
frame telephone surveys’, Survey Methodology, 37(1): 1-12.   
Brick JM, Dipko S, Presser S, Tucker C & Yuan Y 2006, ‘Nonresponse bias in a 
dual frame sample of cell and landline numbers’, Public Opinion Quarterly, 
70(5): 780-793.   
Byrt T, Bishop J & Carlin B 1993, ‘Bias, prevalence and kappa’, Journal of 
Clinical Epidemiology, 46(5): 423–429.   
Centre for Disease Control (CDC) 2013, ‘Behavioral Risk Factor Surveillance 
System, 2012 Summary data quality report’, accessed 1/12/2015,   
http://www.cdc.gov/brfss/annual_data/2012/pdf/summarydataqualityreport20
12_20130712.pdf. 
Centre for Epidemiology and Research (CER), NSW Department of Health 2002,  
‘New South Wales Child Health Survey 2001’, NSW Public Health Bull 
13(S-4). 
Centre for Epidemiology and Research (CER), NSW Department of Health 2003, 




REFERENCES  229 
Centre for Epidemiology and Research (CER), NSW Department of Health 2004, 
New South Wales Adult Health Survey 2003’. NSW Public Health Bulletin 
15 (S-4). 
Centre for Epidemiology and Research (CER), NSW Department of Health 2005, 
‘2004 Report on adult health from the New South Wales Population Health 
Survey’, NSW Public Health Bulletin 16 (S-1). 
Centre for Epidemiology and Research (CER) 2006, ‘2003–2004 Report on child 
health from the New South Wales Population Health Survey’, NSW 
Department of Health. 
Centre for Epidemiology and Research (CER) 20062, ‘2002–2005 Report on adult 
Aboriginal health from the New South Wales Population Health Survey’, 
NSW Department of Health. 
Centre for Epidemiology and Research (CER) 20063, ‘2002–2005 Report on adult 
health by counrty of birth from the New South Wales Population Health 
Survey’, NSW Department of Health. 
Centre for Epidemiology and Research (CER), 20063, ‘2005 Report on adult 
health from the New South Wales Population Health Survey’, NSW 
Department of Health. 
Centre for Epidemiology and Research (CER), 2007, ‘2006 Report on adult health 




REFERENCES  230 
Centre for Epidemiology and Research (CER), 2008, ‘2007 Report on adult health 
from the New South Wales Population Health Survey’, NSW Department of 
Health. 
Centre for Epidemiology and Research (CER) 20082, ‘2005–2006 Report on child 
health from the New South Wales Population Health Survey’, NSW 
Department of Health. 
Centre for Epidemiology and Research (CER), 20083, ‘1997-2007 Report on older 
people from the New South Wales Population Health Survey’, NSW 
Department of Health. 
Centre for Epidemiology and Research (CER), 20084, ‘1997-2007 Report on 
young adults from the New South Wales Population Health Survey’, NSW 
Department of Health. 
Centre for Epidemiology and Research (CER), 20085, ‘1997-2007 Report on 
adults 45 years and over from the New South Wales Population Health 
Survey’, NSW Department of Health. 
Centre for Epidemiology and Research (CER), 2009, ‘2008 Report on adult health 
from the New South Wales Population Health Survey’, NSW Department of 
Health. 
Centre for Epidemiology and Research (CER) 2010, ‘2006-2009 Report on adult 
Aboriginal health from the New South Wales Population Health Survey’,  
NSW Department of Health.    
 
 
REFERENCES  231 
Centre for Epidemiology and Research (CER) 20102, ‘2006-2009 Report on adult 
health by country of birth from the New South Wales Population Health 
Survey’,  NSW Department of Health.  
  Centre for Epidemiology and Research (CER) 20102, ‘2007–2008 Report on 
child health from the New South Wales Population Health Survey’, NSW 
Department of Health. 
Centre for Epidemiology and Research (CER), 20103, ‘2009 Report on adult 
health from the New South Wales Population Health Survey’, NSW 
Department of Health. 
Centre for Epidemiology and Research (CER), 2011, ‘2010 Report on adult health 
from the New South Wales Population Health Survey’, NSW Department of 
Health. 
Centre for Epidemiology and Evidence (CEE) 2012, ‘2009-2010 Summary report 
from the New South Wales Child Health Survey’, NSW Ministry of Health. 
Chapman S, Azizi L, Luo Q, Sitas F 2016, ‘Has the incidence of brain cancer 
risen in Australia since the introduction of mobile phones 29 years ago?’, 
Cancer Epidemiology, 42: 199–205 
Cochran W 1953, ‘Sampling techniques’, New York: Wiley. 
Cohen J 1960, ‘A coefficient of agreement for nominal scales’, Educational and 
Psychological Measurement, 20 (1): 37–46. 
Cohen J 1968, ‘Weighted kappa: nominal scale agreement provision for scaled 
disagreement or partial credit’, Psychological Bulletin, 70 (4): 213–220. 
 
 
REFERENCES  232 
Cole SR 2001, ‘Analysis of complex survey data using SAS’, Computer Methods 
and Programs in Biomedicine, 64 (1): 65-9.  
Colagiuri S, Lee CMY, Colagiuri R, Magliano D, Shaw JE, Zimmet P & Caterson 
ID 2010, ‘The cost of overweight and obesity in Australia’, Medical Journal 
of Australia 192 (5): 260–264.  
Connor Gorber S & Tremblay M 2010, ‘The bias in self-reported obesity from 
1976-2005: A Canada-US comparison’, Obesity, 18(2): 354–361. 
Connor Gorber S, Tremblay M, Moher D & Gorber B 2007, ‘A comparison of 
direct vs. self-report measures for assessing height, weight and body mass 
index: a systematic review’, Obesity Reviews, 8 (4): 373-74.  
Computer Assisted Telephone Interviewing Technical Reference Group (CATI-




Council of American Survey Research Organizations (CASRO) 1982, ‘Special 
report: On the definition of response rates’, Port Jefferson, New York: 
CASRO. 
Council of Australian Government (COAG) 2008, ‘National Partnership 





REFERENCES  233 
Couper MP, Sadosky SA & Hansen SE 1997, ‘Measuring interviewer behaviour 
using CAPI’, Proceedings of the Section on Survey Research Methods, 
American Statistical Association, pp. 845-850. 
Crewson PE 2001, ‘A correction for unbalances kappa tables SAS 6.0’, paper 
194-26.   
Dalenius T 1974, ‘Ends and means of total survey design’ Report in Errors in 
Surveys, Stockholm University. 
Dal Grande E & Taylor AW 2010, ‘Sampling and coverage issues of telephone 
surveys used for collecting health information in Australia: results from a 
face-to-face survey from 1999 to 2008’, BioMed Central Medical Research 
Methodology, 10:77.   
Dal Grande E, Chittleborough CR, Campostrini S, Tucker G, & Taylor AW 2015, 
‘Health estimates using survey raked-weighting techniques in an Australian 
population health surveillance system’, American Journal of Epidemiology,  
182 (6):544–556. 
Dal Grande E, Chittleborough CR, Campostrini S & Taylor AW 2016, ‘Bias of 
health estimates obtained from chronic disease and risk factor surveillance 
systems using telephone population surveys in Australia: Results from a 
representative face-to-face survey in Australia from 2010 to 2013, BioMed 
Central Medical Research Methodology 16:44 
Dal Grande E, Chittleborough CR, Campostrini S, Dollard M, Taylor AW 2016, 
‘Presurvey text messages (SMS) improve participation rate in an Australian 
 
 
REFERENCES  234 
mobile telephone survey: An experimental study’, PLoS ONE 11(2): 
e0150231. 
Dalton AR, Alshamsan R, Majeed A & Millett C 2011, ‘Exclusion of patients 
from quality measurement of diabetes care in the UK pay-for-performance 
programme’, Diabetic Medicine, 28(5): 525-31.   
Davis HTO, Crombie IK & Tavakoli M 1998, ‘When can odds ratios mislead?’, 
British Medical Journal, 316: 989-991.   
Davis RE, Couper MP, Janz NK, Caldwell CH & Resnicow K 2010, ‘Interviewer 
effects in public health surveys’, Health Education Research, 25 (1):  14–26.  
Deming E 1944, ‘On errors in surveys’, American Sociological Review, 9:359–
369. 
Department of Health and Human Services (DHHS) 2016, ‘Victorian Population 
Health Survey 2014: Modifiable risk factors contributing to chronic disease’, 
State Government of Victoria, Melbourne.  
Ding D, Do A, Schmidt H-M, Bauman AE 2015, ‘A widening gap? Changes in 
multiple lifestyle risk behaviours by socioeconomic status in New South 
Wales, Australia, 2002–2012’. PLoS ONE 10(8): e0135338.  
Drennan J 2003, ‘Cognitive interviewing: verbal data in the design and pretesting 
of questionnaires’, Journal of Advanced Nursing, 42(1): 57-63.   
Dunlop SM, Dobbins T, Young JM, Perez D, & Currow DC 2014, ‘ Impact of 
Australia’s introduction of tobacco plain packs on adult smokers’ pack-
 
 
REFERENCES  235 
related perceptions and responses: results from a continuous tracking survey’, 
British Medical Journal Open, 4:e005836. 
Dunlop S, Freeman B, Perez D 2016, ‘Exposure to internet-based tobacco 
advertising and branding: Results from population surveys of Australian 
youth 2010-2013’, Journal of Medical Internet Research, 18(6): e104. 
Durand C 2005, ‘Measuring interviewer performance in telephone surveys', 
Quality and Quantity, 39:763-778. 
Dutton DJ & McLaren L 2014, ‘The usefulness of “corrected” body mass index vs 
self-reported body mass index: comparing the population distributions, 
sensitivity, specificity, and predictive utility of three correction equations 
using Canadian population-based data’, BioMed Central Public Health, 
14:430.   
Eknoyan G 2008, ‘Adolphe Quetelet (1796-1874) - the average man and indices 
of obesity’, Nephrology Dialysis Transplantation, 23 (1): 47-51. 
Eurostat 2000, ‘Assessment of the quality in statistics’, Eurostat General/Standard 
Report, Luxembourg, April 4–5. 
Eurostat 2011, ‘European statistics code of practice’, Cat. No KS-32-11-955-EN-
C, accessed 1/12/2015, 
http://www.dzs.hr/Eng/international/code_of_practice_en.pdf.  
Eyeson-Annan M 2001, ‘Continuous data collection under the NSW Health 
Survey Program—What will it mean?’, NSW Public Health Bulletin, 
12(8):235-237.   
 
 
REFERENCES  236 
Federal Committee on Statistical Methodology (FCSM) 2002, ‘Statistical policy 
working paper: measuring and reporting sources of error in surveys’, US 
Office of Management and Budget.   
Feinstein AR & Cichchetti DV, 1990, ‘High agreement but low kappa: I. The 
problem of two paradoxes’, Journal of Clinical Epidemiology, 43(6): 543–
549.   
Feinstein AR & Cichchetti DV 19902, ‘High agreement but low kappa: II. 
Resolving the paradoxes’, Journal of Clinical Epidemiology, 43(6): 551–558.   
Flood V, Webb K, Lazarus R & Pang G 2000, ‘Use of self-report to monitor 
overweight and obesity in populations: Some issues for consideration’, 
Australian and New Zealand Journal of Public Health, 24(1): 96-99.   
Fritsche L & Kee C 2013, ‘ACT General Health Survey’, ACT Population Health 
Bulletin 2, (1):4-5. 
Health Survey Unit,  WA Department of Health 2011, ‘Western Australian Health 
and Wellbeing Surveillance System (WAHWSS)’, Design and Methodology 
Technical Paper Series No 1. Government of Western Australia. 
Griffiths, S, Sahlqvist P, Lyle J, Venables W, Pollock K, and Sawynok W 2014, 
‘A coordinated national data collection for recreational fishing in Australia’ 
FRDC Final Report 2011/036, CSIRO, Dutton Park.  
Groves RM & Couper MP 1998, ‘Nonresponse in household interview surveys’, 
New York: Wiley.   
 
 
REFERENCES  237 
Groves RM & Lyberg L 2010, ‘Total survey error past, present and future’, Public 
Opinion Quarterly, 74(5): 849–879. 
Groves RM, Fowler FJ, Couper MP, Lepkowski JM, Singer  E & Tourangeau R 
2004, ‘Survey methodology’, New Jersey: John Wiley & Sons.  
Groves RM, Fowler FJ, Couper MP, Lepkowski JM, Singer E & Tourangeau R 
2009, ‘Survey methodology’, New Jersey: John Wiley & Sons.  
Gwet KL 2014, ‘Handbook of inter-rater reliability the definitive guide to 
measuring the extent of agreement among raters- 4th ed’, Advanced 
Analytics; Gaithersburg , USA. 
Hardy LL, King L, Espinel P, Cosgrove C & Bauman A 2010, ‘NSW Schools 
Physical Activity and Nutrition Survey (SPANS): Full report’. Sydney: NSW 
Ministry of Health. Accessed 1/12/2015, 
http://www0.health.nsw.gov.au/pubs/2011/pdf/spans_full.pdf. 
Hartley HO 1962, ‘Multiple frame surveys’, Proceedings of the Social Statistics 
Section, American Statistical Association, 203-6.   
Hartley HO 1974, ‘Multiple frame methodology and sSelected application’, 
Sankhyā, Series C, Part 3, 36 (3): 99-118.   
Harvey LA, Barr ML, Poulos RG, Finch CF, Sherker S & Harvey JG 2011, ‘A 
population-based survey of knowledge of first aid for burns in New South 
Wales’, Medical Journal of Australia, 195(8): 465-8.   
Hellerstein JM 2008, ‘Quantitative data cleaning for large databases’, University 
of California, Berkeley, accessed 1/12/2015, db.cs.berkeley.edu. 
 
 
REFERENCES  238 
Holborn AT, Reavley NJ & Jorm AF 2012, ‘Differences between landline and 
mobile only respondents in a dual frame mental health literacy survey’, 
Australian and New Zealand Journal of Public Health, 36(2): 192-193.   
Hu SS, Balluz L, Battaglia MP & Frankel MR 2011, ‘Improving public health 
surveillance using a dual-frame survey of landline and cell phone numbers’, 
American Journal of Epidemiology, 173(6):703-711.   
Hughes P & Steel D 2009, ‘Response plan to address methodological issues that 
may affect the quality of surveys undertaken by the NSW Health Survey 
Program’, Centre for Statistics and Survey Methodology, University of 
Wollongong, Wollongong.   
International Organization for Standardization (IOS) 2012, ‘ISO 
20252:2012:Market, opinion and social research - Vocabulary and service 
requirements’ accessed 1/12/2015, 
https://www.iso.org/obp/ui/#iso:std:53439:en. 
Irvine K, Baker DF & Eyeson-Annan M 2004, ‘Population health monitoring and 
surveillance: question development field testing - Field test 3 report’, NSW 
Department of Health, Sydney, accessed 1/12/2015, 
http://www.health.nsw.gov.au/surveys/other/Documents/field-testreport.pdf. 
Keiding N & Louis TA 2016, ‘Perils and potentials of self-selected entry to 
epidemiological studies and surveys’, Statist. Soc. A 179 (2): 1–28 
Kerker BD, Mostashari F & Thorpe L 2006, ‘Health care access and utilization 
among women who have sex with women: sexual behavior and identity’, 
Journal of Urban Health, 83(5): 970-9.   
 
 
REFERENCES  239 
Kish L 1965, ‘Survey sampling’, New York: John Wiley & Sons, Inc. 
Kish L 1992, ‘Weighting for unequal Pi’, Journal of Official Statistics, 8(2): 183-
200. 
Kleinbaum DG, Kupper LL, Muller KE 1998, ‘Applied regression analysis and 
other multivariable methods’, Pacific Grove, CA: Brooks/Cole. 
Knol MJ, Duijnhoven RG, Grobbee DE, Moons KGM & Groenwold RHH 2011, 
‘Potential misinterpretation of treatment effects due to use of odds ratios and 
logistic regression in randomized controlled trials’, PLoS ONE, 6 (6), 
accessed 1/12/2015, http://www.plosone.org. 
Korn EL & Graubard BI 1999, ‘Analysis of health surveys’, New York: Wiley.   
Kraemer HC & Korner AF 1976, ‘Statistical alternatives in assessing test–retest 
reliability, consistency, and individual differences for quantitative measures: 
Application to behavioural measures of neonates’, Psychological Bulletin, 
83(5): 914–921.   
Kuskowska-Wolk A, Bergstrom R & Bostrom G 1992, ‘Relationship between 
questionnaire data and medical records of height, weight and body mass 
index’, International Journal of Obesity and Related Metabolic Disorders, 
16(1): 1-9.   
Kuusela V, Callegaro M & Vehovar V 2007, ‘The influence of mobile telephones 
on telephone surveys’, In  advances in telephone survey methodology. Edited 
by Lepkowski JM, Tucker C, Brick M, De Leeuw ED, Japec L, Lavrakas PJ, 
Link MW & Sangster RL. New Jersey: Wiley, 87-112. 
 
 
REFERENCES  240 
Laflamme F & St-Jean H 2011, ‘Proposed indicators to assess interviewer 
performance in CATI survey’, Proceedings of the joint statistical meetings 
2011 - Section on survey research methods, accessed 1/12/2015, 
https://www.amstat.org/sections/srms/proceedings/y2011/Files/300092_6460
6.pdf. 
Lam LT & Yang L 2007, ‘Short duration of sleep and unintentional injuries 
among adolescents in China’, American Journal of Epidemiology, 
166(9):1053-8.   
Lavrakas PJ 2010, ‘Telephone surveys’ in The handbook of survey research 
Edited by Marsden PV and Wright JD, Second Edition, Emerald publishing 
Bingley UK, pg 477. 
Lee J & Chia KS 1993, ‘Estimation of prevalence rate ratios for cross sectional 
data: an example in occupational epidemiology’, British Journal of Industrial 
Medicine, 50(9):861-2. 
Lee J 1994, ‘Odds ratio or relative risk for cross-sectional data?’,  International 
Journal of Epidemiology, 23(1): 201–203. 
Lee J, Tan CS & Chia KS 2009, ‘A practical guide for multivariate analysis of 
dichotomous outcomes’, Annals Academy Medicine Singapore, 38(8):714-9. 
Lee KS, Clough AR, Jaragba MJ, Conigrave KM & Patton GC 2008, ‘Heavy 
cannabis use and depressive symptoms in three Aboriginal communities in 
Arnhem Land, Northern Territory’, Medical Journal of Australia, 188(10): 
605-8.   
 
 
REFERENCES  241 
Lee S, Brick JM, Brown ER & Grant D 2010, ‘Growing cell-home population and 
non-coverage bias in traditional random digit dial telephone health surveys’, 
Health Service Research, 45(4): 1121-1139.   
Lessler J & Kalsbeek W 1992, ‘Nonsampling error in surveys’, New York: Wiley.   
Levy PS & Lemeshow S 1999, ‘Sampling of populations – Methods and 
applications (3rd Edition)’, New York: Wiley. 
Lipps O 2007, ‘Interviewer and respondent survey quality effects in a CATI 
panel’, Bulletin de méthodologie sociologique [En ligne], 95, accessed 
1/12/2015, http://bms.revues.org/392. 
Liu B, Brotherton JM, Shellard D, Donovan B, Saville M & Kaldor JM 2011, 
‘Mobile phones are a viable option for surveying young Australian women: a 
comparison of two telephone survey methods’, BioMed Central Medical 
Research Methodology, 11:159.   
Livingston M, Dietze P, Ferris J, Pennay D, Hayes L & Lenton S 2013, 
‘Surveying alcohol and other drug use through telephone sampling: a 
comparison of landline and mobile phone samples’, BioMed Central Medical 
Research Methodology, 13:41.   
Lohr SL 2010, ‘Dual frame surveys: Recent developments and challenges’, 
Proceedings of the 45th Meeting of the Italian Statistical Society.   
Lynn P & Kaminska O 2011, ‘The impact of mobile phones on survey 
measurement error’, Institute for Social and Economic Research (ISER), 
Essex.   
 
 
REFERENCES  242 
Marsden PV and Wright JD 2010, ‘Handbook of survey research, second edition’, 
Emerald publishing Bingley UK. 
Martuzzi M & Elliott P 1998, ‘Estimating the incidence rate ratio in cross-
sectional studies using a simple alternative to logistic regression’, Annals of 
Epidemiology, 8(1): 52-5. 
Mayer DN & Young A 2005, ‘When to use relative risk or odds ratios in 
describing study results’, Annals of Emergency Medicine, 46(4): 385-6. 
Michel JL & Jackson TJ 2009, ‘Australian hospital data: not just for funding’, 
Health Information Management Journal, 38, (1): 53-58. 
Mohorko A, de Leeuw E & Hox J 2013, ‘Coverage bias in European telephone 
surveys: Development of landline and mobile phone coverage across 
countries and over time’, Survey Methods: Insights from the Field, accessed 
1/12/2015, http://surveyinsights.org. 
Mokdad AH 2009, ‘The Behavioral Risk Factors Surveillance System: past, 
present, and future’, Annual Review of Public Health, 30: 43-54. 
Mungreiphy NK, Kapoor S & Sinha R 2011, ‘Association between BMI, blood 
pressure, and age: Study among Tangkhul Naga tribal males of Northeast 
India’, Journal of Anthropology, Article ID 748147, 6 pages.   
Muscatello DJ, Barr ML, Thackway SV & Macintyre CR 2011, ‘Epidemiology of 
influenza-like illness during Pandemic (H1N1) 2009, New South Wales, 
Australia’, Emerging Infectious Diseases, 17(7):1240-7.   
 
 
REFERENCES  243 
Nieto-Garcia FJ, Bush TL & Keyl PM 1990, ‘Body mass definitions of obesity: 
sensitivity and specificity using self-reported weight and height’, 
Epidemiology, 1(2): 146-152.   
NSW Bureau of Health Statistics (BHI) 2013, ‘Adult admitted patient survey’, 
Snapshot report NSW patient survey program, accessed 1/12/2015, 
http://www.bhi.nsw.gov.au/__data/assets/pdf_file/0007/251890/Snapshot_ad
ult_admitted_patient_survey_2013_results.pdf.    
NSW Department of Health (NSW Health) 2007, ‘Healthy people, improving the 
health of the population’, accessed 1/12/2015,  
http://www.health.nsw.gov.au/hsnsw/Publications/healthy-people.pdf. 
NSW Department of Health (NSW Health) 2007, ‘National survey of adult oral 
health, NSW height, weight and waist circumference module, training 
manual’, accessed 1/12/2015, 
http://www.health.nsw.gov.au/surveys/other/Documents/training-manual-
height.pdf 
NSW Ministry of Health (NSWMoH) n.d., ‘NSW Population Health Survey’, 
accessed 1/12/2015, 
http://www.health.nsw.gov.au/surveys/pages/default.aspx 
Nyholm M, Gullberg B, Merlo J, Lundqvist-Persson C, Råstam L & Lindblad U 
2007, ‘The validity of obesity based on self-reported weight and height: 
implications for population studies’, Obesity, 15(1): 197-208.  
 
 
REFERENCES  244 
Ofcom Research 2011, ‘Ofcom nations and regions tracker. [Quarter 1, 2011]’, 
accessed 1/12/2015, 
http://www.ofcom.org.uk/static/marketdataresearch/statistics/main_set.pdf. 
Office of Legislative Drafting & Publishing, Attorney-General’s Department 
(OLDP-AGD) n.d., ‘Telecommunications numbering plan 1997 including 
variation 2007 (No. 5)’, Australian Government, Canberra.   
Osborn J & Cattaruzza MS 1995, ‘Odds ratio and relative risk for cross-sectional 
data’, International Journal of Epidemiology, 24(2): 464-5. 
Pearse N 2004,’Effect measures in prevalence studies’, Environmental Health 
Perspectives, 112(10): 1047–1050. 
Pennay D & Bishop N 2009, ‘Profiling the ‘mobile phone only’ population: A 
study of Australians with a mobile phone and no landline telephone’, The 
Social Research Centre Pty Ltd.   
Pennay D 2010, ‘Profiling the ‘mobile phone only’ population: Results from a 
dual-frame telephone survey using a landline and mobile phone sample 




Pfeffernamm D & Rao CR 2009,’Handbook of statistics 29A sample surveys: 
design, methods’, North Holland, Oxford, UK. 
 
 
REFERENCES  245 
Plankey MW, Stevens J, Flegal KM & Rust PF 1997, ‘Prediction equations do not 
eliminate systematic error in self-reported body mass index’, Obesity 
Research, 5(4): 308-14.   
Pope J & Gruszin S 2002, ‘Chronic disease and associated risk factors 
information and monitoring system : the results of an audit of Australian data 
collections and policies and a review of the international experience’, Public 
Health Information Development Unit, University of Adelaide, accessed 
1/12/2015, https://www.adelaide.edu.au/phidu/publications/pdf/1999-
2004/chronic_disease_audit_2002.pdf. 
Gruszin S & Szuster F 2010, ‘Summary report on home phone ownership: Extent 
and characteristics of the population with no fixed-line phone access. In Audit 
of Australian Chronic Disease and Associated Risk Factor Data Collections’. 
PHIDU, Adelaide. 28-29. 
Public Health Division (PHD) 2000, ‘New South Wales older people’s health 
survey 1999’, Sydney: NSW Health, Department.   
Presser S, Couper MP, Lessler JT, Martin E, Martin J & Rothgeb JM 2004, 
‘Methods for testing and evaluating survey questions’, Public Opinion 
Quarterly, 68(1): 109-130. 
Prospective Study Collaboration 2009, ‘Body-mass index and cause-specific 
mortality in 900,000 adults: collaborative analyses of 57 prospective studies’, 
Lancet, 373 (9669): 1083–96. 
Queensland Department of Health (QLD Health) 2014, ‘Queensland Health 
surveys in methods for reporting population health status', Queensland 
 
 
REFERENCES  246 
Government. Release 4, accessed 1/12/2015, 
https://www.health.qld.gov.au/publications/research-reports/population-
health/methods-report-2014.pdf. 
Reichenheim ME & Coutinho ES 2010, ‘Measures and models for causal 
inference in cross-sectional studies: arguments for the appropriateness of the 
prevalence odds ratio and related logistic regression’, BioMed Central 
Medical Research Methodology, 10(1):66.   
Rothman K, Greenland S & Lash TL 2013, ‘Modern epidemiology (3rd edition)’, 
Lippincott Williams & Wilkins USA. 
Rowland ML 1990, ‘Self-reported weight and height’, The American Journal of 
Clinical Nutrition, 52(6): 1125–33.  
Roy Morgan Research 2015, ‘How we collect and process single source data in 
Australia’, accessed 1/12/2015, http://www.roymorgan.com/products/single-
source/single-source-fact-sheets. 
Sackett D L, Deeks J J & Altman D G 1996, ‘Down with odds ratios!’, Evidence 
Based Medicine, 1(6): 164–166. 
Starr GJ, Dal Grande E, Taylor AW & Wilson DH 1999, ‘Reliability of self-
reported behavioural health risk factors in a South Australian telephone 
survey’, Australian and New Zealand Journal of Public Health stats ca23(5): 
528–530. 
Sahin F & Yan Z 2013, ‘Mobile phones in data collection: A systematic review’, 
International Journal of Cyber Behavior, Psychology and Learning archive, 
3( 3): 67-87. 
 
 
REFERENCES  247 
Sampleworxs Pty Ltd n.d., ‘Household RDD’, accessed 1/12/2015, 
http://www.sampleworx.com.au/household_rdd.html. 
Sampleworxs Pty Ltd n.d2., ‘Mobile RDD’, accessed 1/12/2015, 
http://www.sampleworx.com.au/mobile_rdd.html. 
SAS Institute 2009, ‘SAS/STAT® 9.2. user's guide, second edition’. Cary, NC: 
SAS Institute Inc. 
Sawtooth Software 2007, ‘Sawtooth Software Ci3 Version 2.6.16’, accessed 
1/12/2015, http://www.sawtoothsoftware.com/support/downloads/download-
ci3. 
Schouten B, Cobben F, van der Laan J & Arends J 2014, ‘The impact of contact 
effort and interviewer performance on mode-specific nonresponse and 
measurement bias’, Statistics Netherlands, The Hague.   
Serdarevic M, Fazzino TL, MacLean CD, Rose GL, & Helzer JE 2016, 
‘Recruiting 9126 primary care patients by telephone: Characteristics of 
participants reached on landlines, basic cell phones, and smartphones’, 
Population Health Management, 19(3): 212-215. 
Shiely F, Hayes K, Perry IJ & Kelleher CC 2013, ‘Height and weight bias: the 
influence of time’, PLoS One,  8(1):e54386.   
Shrier I & Steele R 2006, ‘Understanding the relationship between risks and odds 
ratios’, Clinical Journal of Sport Medicine, 16(2): 107-110.   
 
 
REFERENCES  248 
Sim J & Wright CC 2005, ‘The kappa statistic in reliability studies: use, 
interpretation, and sample size requirements’, Physical Therapy, 85(3):257-
68. 
Skinner CJ & Rao NK 1996, ‘Estimation in dual frame surveys with complex 
designs’, Journal of the American Statistical Association, 91:349-56.   
Skinner CJ 1991, ‘On the efficiency of raking ratio estimation for multiple frame 
surveys’, Journal of the American Statistical Association, 86:779-84.   
Slade GD, Spencer AJ & Roberts-Thomson KF (eds) 2007, ‘Australia’s dental 
generations: The national survey of adult oral health 2004–06’, AIHW cat. 
no. DEN 165. Canberra: AIHW (Dental Statistics and Research Series No. 
34).   
Smith TW 2002, ‘Developing nonresponse standards,’ in Survey nonresponse. 
Edited by Groves RM, Dillman DA, Eltinge JL, and Little RJA, New York: 
John Wiley & Sons, pp. 27–40.  
Social Research Centre (SRC) 2011, ‘Australian National Preventive Health 
Agency research to inform key performance iIndicators for the 2011–2015 
ANPHA strategic plan: baseline findings’, accessed 1/12/2015, 
http://health.gov.au/internet/anpha/publishing.nsf/Content/C0A122EA79DC8
2CDCA257B7E00271007/$File/ANPHA-KPI-report-Final-Web.pdf. 
Speizer H, Currivan D,  Heman-Ackah R & Kinsey S 2010, ‘A common, mode-
independent, approach for evaluating interview quality and interviewer 
performance; lessons learned’, RTI International. Presented for the AAPOR 
 
 
REFERENCES  249 
Research Conference, accessed 1/12/2015, 
http://www.rti.org/pubs/aapor10_speizer_pres.pdf. 
Spiegelman D & Hertzmark E 2005, ‘Easy SAS calculations for risk or prevalence 
ratios and differences’, American Journal of Epidemiology, 162(3):199-200. 
Statistics Canada 2009, ‘Statistics Canada quality guidelines’ accessed 1/12/2015, 
http://unstats.un.org/unsd/dnss/docs-nqaf/Canada-12-539-x2009001-eng.pdf.  
Statistics Canada 2011, ‘Residential telephone service survey’, The Daily, April 5, 
accessed 1/12/2015, http://www.statcan.gc.ca/daily-
quotidien/110405/dq110405a-eng.htm. 
Steel D 2004, ‘New South Wales Population Health Survey: Review of the 
Weighting Procedure’,  accessed 1/12/2015, 
http://www.health.nsw.gov.au/surveys/other/Documents/review-
weighting.pdf. 
Steel D, Kassis M & Barr M 2008, ‘The Analysis and Interpretation of 
Performance Data for Area Health Services in New South Wales’, Sydney: 
Centre for Epidemiology and Research, New South Wales Department of 
Health. 
Stommel M & Osier N 2013, ‘Temporal changes in bias of body mass index 
scores based on self-reported height and weight’, International Journal of 
Obesity (Lond), 37(3):461–467.   
Tajeu G, Sen B, Allison DB & Menachemi N 2012, ‘Misuse of odds ratios in 
obesity literature: An empirical analysis of published studies’, Obesity (Silver 
Spring), 20(8): 1726–1731. 
 
 
REFERENCES  250 
Tanamas SK, Magliano DJ, Lynch B, Sethi P, Willenberg L, Polkinghorne KR,  
Chadban S, Dunstan D & JE Shaw DE 2013, ‘AusDiab 2012, the Australian 




Tanur JM (ed) 1992, ‘Questions about questions; Inquiries into the cognitive 
nature of surveys’, New York; Russell Sage Foundation.  
Tarnai J & Moore DL 2006, ‘Measuring and improving telephone interviewer 
performance and productivity’, in Advances in telephone survey 
methodology. Edited by Lepkowski JM, Tucker C, Brick M, De Leeuw ED, 
Japec L, Lavrakas PJ, Link MW & Sangster RL. New Jersey: Wiley, pp. 359-
384. 
Taylor A & Dal Grande  E 2008, ‘Chronic disease and risk factor surveillance 
using the SA Monitoring and Surveillance System (SAMSS) - history, results 
and future challenges’, Public Health Bulletin South Australia, 5(3):17-21. 
Thomas DP, Briggs VL, Couzos S, Davey ME, Hunt JM, Panaretto KS, van der 
Sterren AE, Stevens M, Nicholson AK & Borland R 2015, ‘Research 
methods of talking about the smokes: an international tobacco control policy 
evaluation project study with Aboriginal and Torres Strait Islander 
Australians, MJA 202 (10) S5-S12. 
Traissac P, Martin-Prével Y, Delpeuch F & Maire B 1999, ‘Logistic regression vs 
other generalized linear models to estimate prevalence rate ratios’ [in French, 
 
 
REFERENCES  251 
English summary]', Revue d’Epidémiologie de Santé Publique, 47(6): 593-
604.   
Valliant R, Dever JA & Kreuter F 2013, ‘Process control and quality measures, 
practical tools for designing and weighting survey samples’, Statistics for 
Social and Behavioral Sciences, Springer 531-554. 
Van den Brakel JA, Smith PA & Compton S 2008, ‘Quality procedures for survey 
transitions – experiments, time series and discontinuities’, Survey Research 
Methods, 2(3): 123-141.   
Viera AJ 2008, ‘Odds ratios and risk ratios: What’s the difference and why does it 
matter’, Southern Medical Journal, 101(7): 730-734.   
Wacholder S 1986, ‘Binomial regression in GLIM: estimating risk ratios and risk 
differences’, American Journal of Epidemiology, 123(1): 174–184.  
Walter SD, Eliasziw M & Donner A 1998, ‘Sample size and optimal designs for 
reliability studies’, Statistics in Medicine, 17(1): 101-110.   
Ward MM 2013, ‘Estimating disease pPrevalence and incidence using 
administrative data: Some assembly required’, Journal of Rheumatology, 
40(8): 1241–1243. 
Weisberg HF 2005, ‘The total survey error approach: A guide to the new science 
of survey research’, University of Chicago Press. 
Welsh AH 1996, ‘Aspects of statistical inference’, New York: John Wiley & 
Sons.   
 
 
REFERENCES  252 
Western MC, Pennay D & Haynes M 2012, ‘Results from the first Australian dual 
frame omnibus survey’, Presentation at the Eighth International Conference 
on Social Science Methodology, Sydney, Ausstralia.   
Williamson M, Baker D & Jorm L 2001, ‘The NSW Health Survey Program: 
Overview and methods, 1996–2000’, NSW Department of Health, Sydney.   
Willis G 2005, ‘Cognitive interviewing: A tool for improving questionnaire 
design’, Thousand Oaks, CA: Sage.  
Wolter KM, Smith P & Blumberg SJ 2010, ‘Statistical foundations of cell-phone 
surveys’, Survey Methodology, 36(2); 203-215.   
Yore MM, Fulton JE, Nelson DE & Kohl HW 2007, ‘3rd Cigarette smoking status 
and the association between media use and overweight and obesity’, 
American Journal of Epidemiology, 166(7):795-802.   
Zocchetti C, Consonni D & Bertazzi PA 1995, ‘Estimation of prevalence rate 
ratios from cross-sectional data’, International Journal of Epidemiology, 
24(5), 1064–1067. 
Zou G 2004, ‘A modified Poisson regression approach to prospective studies with 
binary data’, American Journal of Epidemiology, 159(7):702-6.  
 
 
 
