Abstract-Heterogeneity complicates the efficient use of multicomputer platforms, but does it enhance their performance? their cost effectiveness? How can one measure the power of a heterogeneous assemblage of computers ("cluster," for short), both in absolute terms (how powerful is this cluster) and relative terms (which cluster is more powerful)? What makes one cluster more powerful than another? Is one better off with a cluster that has one super-fast computer and the rest of "average" speed or with a cluster all of whose computers are "moderately" fast? If you could replace just one computer in your cluster with a faster one, which computer would you choose: the fastest? the slowest? How does one even ask questions such as these in a rigorous, yet tractable manner? A framework is proposed, and some answers are derived, a few rather surprising. Three highlights: (1) If one can replace only one computer in a cluster by a faster one, it is provably (almost) always most advantageous to replace the fastest one. (2) If the computers in two clusters have the same mean speed, then, empirically, the cluster with the larger variance in speed is (almost) always the faster one. (3) Heterogeneity can actually lend power to a cluster!
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I. MOTIVATION AND BACKGROUND
Modern multicomputer platforms are heterogeneous: their constituent computers vary in computational powers, and they often intercommunicate over layered networks of varying speeds [12] . One observes substantial heterogeneity in modern platforms such as: clusters [2] , [22] ; modalities of Internet-based computing [21] such as grid computing [9] , [15] , global computing [11] , volunteer computing [17] , and cloud computing [10] . The difficulty of scheduling complex computations on heterogeneous platforms greatly complicates the challenge of high performance computing in modern environments. In 1994, the first author noted the need for better understanding of the scheduling implications of heterogeneity via rigorous analyses [24] . There has since been an impressive amount of first-rate work on this topic-focusing largely on collective communication, e.g., [3] , [4] , [8] , [16] , [18] , [23] , [26] , but also studying important scheduling issues, e.g., [1] , [5] , [6] , [7] , [14] , [19] . That said, sources such as [1] show that there is still much to learn about this important topic-including the questions in the abstract.
A. "Understanding" Heterogeneity
Many sources view heterogeneity as a computational encumbrance that arises from negative factors such as hardware failure and obsolescence. Thus viewed, heterogeneity is a phenomenon that must be coped with-but that we would be better off without. In fact, our study illustrates that heterogeneity should often be welcomed! We study heterogeneity within the context of the following formal model.
We have access to n + 1 computers: the server C 0 and a cluster C comprising n computers, C 1 , . . . , C n , which may differ dramatically in speed. (We call C a "cluster" for convenience: the C i may be geographically dispersed and more diverse in power than that term usually connotes.) We have a uniform workload, and each C i can complete one unit of work in ρ i time units. 1 The vector ρ 1 , . . . , ρ n is C's (heterogeneity) profile. For convenience:
• We index the C i in nonincreasing order of power, so that ρ 1 ≥ · · · ≥ ρ n . • We normalize the ρ i so that the slowest computer, C 1 , has ρ-value ρ 1 = 1.
We study heterogeneity within the context of the questions in the abstract. How does one deal with such questions rigorously? When can one say that cluster C 1 "outperforms" (or, is more "powerful" than) cluster C 2 ? We invoke the framework of a remarkable result from [1] that characterizes all optimal solutions to the cluster-exploitation problem, a simple scheduling problem for node-heterogeneous clusters solely in terms of clusters' heterogeneity profiles. We thereby isolate the heterogeneity of C 1 and C 2 as the only respect in which 1 Note that faster computers have smaller ρ-values.
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(1) If one can replace only one computer in a cluster by a faster one, then it is (almost) always most advantageous to replace the fastest computer. This is always true for "additive" speedups (Theorem 3) and almost always for "multiplicative" ones (Theorem 4). (2) If the computers in two n-computer clusters have the same mean speed, then the cluster with the larger variance in computers' speeds is (almost) always the faster one (Section IV). This is always true for 2-computer clusters and almost always for larger clusters; the advantage always holds for all clusters when the difference in variances is sufficiently large. (3) Heterogeneity can actually lend power to a cluster! (Corollary 1).
B. The Cluster-Exploitation Problem
C 0 has W units of work consisting of mutually independent tasks of equal sizes and complexities. 2 (Such workloads arise in diverse applications such as data smoothing, pattern matching, ray tracing, Monte-Carlo simulations, chromosome mapping [17] , [20] , [27] .) The tasks' (common) complexity can be an arbitrary function of their (common) size. C 0 must distribute a "package" of work to each C i ∈ C, in a single message. Each unit of work produces δ ≤ 1 units of results; each C i must return the results from its work, in one "package," to C 0 . These activities must be orchestrated so that at most one intercomputer message is in transit at a time. Consider the following problem. The Cluster-Exploitation Problem (CEP). C 0 must complete as many units of work as possible on cluster C within a lifespan of L time units.
A unit of work is "complete" once C 0 has transmitted it to a C i , and C i has computed the unit and transmitted its results to C 0 . We call a schedule for the CEP a worksharing protocol.
The main focus of this paper is on deriving insights into the nature of heterogeneity in computing, using mathematical analyses, simulations that illustrate and elucidate the analytical results, and simulation-based experiments that study problems that thus far elude analysis (especially in Section IV). Space restrictions allow us to provide only hints or sketches of proofs, relegating complete proofs to the full paper [25] . 2 "Size" = specification length; "complexity" = computation time.
II. WORKSHARING PROTOCOLS AND WORK PRODUCTION
A. The Architectural Model [12] We assume that C's computers are (architecturally) balanced in the following sense: if ρ i < ρ j , then every one of C i 's subsystems (memory, I/O, etc.) is faster, by the factor ρ j /ρ i , than the corresponding subsystem of C j . Computers intercommunicate over networks with a uniform transit rate of τ time units to send one unit of work from any C i to any C j . Before injecting a message M into the network, C i packages M (e.g., packetizes, compresses, encodes) at a rate of π i time units per work unit. When C j receives M, it unpackages it, also at a rate of π j time units per work unit. 3 We ignore the fixed costs associated with transmitting M-the end-to-end latency of the first packet and the per-message set-up overheadbecause their impacts fade over long lifespans L. Recall that at most one intercomputer message can be in transit at any moment.
We thus envisage an environment (workload plus platform) in which several linear relationships hold. The cost of transmitting work grows linearly with the total amount of work performed: formally, there are constants κ and κ such that transmitting w units of work takes κw time units, and receiving the results from that work takes κ w time units. These relationships allow us to measure both time and message-length in the same units as work. Note 
B. Worksharing Protocols [1]
One remote computer. C 0 shares w units of work with a single C i via the process summarized in the action/time diagram of Fig. 1 it packages its results and transmits them to C 0 . We choose work-allocations w i so that, with no gaps, C's computers:
• receive work and compute in the startup order Σ = s 1 , . . . , s n ; • complete work and transmit results in the finishing order Φ = f 1 , . . . , f n ; • complete all work and communications by time L. The described protocol is summarized in Fig. 2 . Note that Σ and Φ coincide in the figure:
. This is not true in general-cf. [1] -but protocols that share this coincidence are quite special within the context of the CEP.
C. Solving the CEP Optimally: the FIFO Protocol
The FIFO protocol is defined by coincident startup and finishing indexings (Σ = Φ), as in Fig. 2 . As long as L is large enough, FIFO protocols solve the CEP optimally.
Theorem 1 ([1]). Over any sufficiently long lifespan L, for any heterogeneous cluster C-no matter what its heterogeneity profile:
1) FIFO worksharing protocols provide optimal solutions to the CEP.
2) C is equally productive under every FIFO protocol, i.e., under all startup indexings.
Because FIFO protocols solve the CEP optimally, and because their work production depends only on a cluster's heterogeneity profile, we use these solutions as our vehicle for studying clusters' heterogeneity.
D. Two Ways to Measure a Cluster's Computing Power
The X-measure and work production. The obvious way of using the CEP to measure a cluster C's computing power is to determine how much work C completes in L time units. The coda of Theorem 1 in [1] does this via an explicit expression. To simplify expressions, let A = π + τ and B = 1 + (1 + δ)π; see Table II .
, we use X(P) as our primary measure of C's computing power.
The Homogeneous-Equivalent Computing Rate. X(P) is a viable and tractable measure but not very perspicuous. We therefore employ the following alternative measure for a heterogeneous cluster C with profile
Hint. Solve the version of (1) that is tailored to the homogeneous cluster C (ρ) for the value of ρ.
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E. The HECR Measure "in Action"
We illustrate HECRs as performance measures by focusing on two n-computer heterogeneous clusters, which are identified via their profiles.
For any integer function f , denote the se
, i.e., each ρ i = 1 − (i − 1)/n; and cluster C 2 has profile P
, i.e., each ρ i = 1/i. The speeds of C 1 's computers are spread evenly in the range [1/n, 1], while the speeds of C 2 's computers are weighted in the faster half of the range, namely, [1/n, 1/2]; e.g., when n = 8, P 
0.116 0.060
TABLE III HECRS FOR SAMPLE HETEROGENEOUS CLUSTERS III. SPEEDING UP A CLUSTER OPTIMALLY
We study how to speed up a cluster "optimally." After showing that replacing any of C's computers by a faster one always enhances C's power, we consider which C i ∈ C is the most advantageous one to replace. We study both additive speed-ups, wherein a computer with speed ρ is replaced by one with speed ρ − ϕ, and multiplicative speed-ups, wherein a computer with speed ρ is replaced by one with speed ψρ. (Of course, 0 < ϕ < ρ n and 0 < ψ < 1, so every computer can be "sped up.")
A. Faster Clusters Complete More Work
Speedups always enhance work production under the FIFO protocol.
Proposition 2. FIFO protocols complete more work on faster clusters; i.e., given profiles
Hint. Show that X(P ) − X(P) > 0. This is rendered feasible by invoking part (2) of Theorem 1 to choose a startup indexing that simplifies calculations.
B. Which Computer Should One Speed Up?
Say that one has resources to replace only one of cluster C's computers by a faster one-or, equivalently, to speed up a single computer. Which computer should one choose? Say that cluster C has heterogeneity profile P = ρ 1 , . . . , ρ n , where each ρ k ≥ ρ k+1 . Let i and j > i be two of C's power indices. Is it more beneficial to speed up C i or C j ? Of course, this question makes sense only when C i is strictly slower than C j , so that ρ i > ρ j . We answer this question twice-once for additive speedups and once for multiplicative ones.
The analyses that embody our comparisons are simplified if we require C to employ a startup ordering Σ from a specific class-even though part (2) of Theorem 1 assures us that Σ has no impact on W (L; P). Specifically, we have C employ a startup ordering Σ = s 1 , . . . , s n−1 , s n for which s n = i and s n−1 = j. Under such an ordering, we can rewrite expression (1) for X(P) in the following convenient way, using two quantities that are independent of ρ i and ρ j and that, importantly, are both positive.
where
The fact that a faster cluster completes more work than a slower one suggests that we compare competing heterogeneity profiles, P and P , via their work ratio, W (L; P )/W (L; P).
1) The additive-speedup scenario: We compare two profiles: P (i) is obtained by speeding up the slower computer (of the two we are focusing on), viz.,
is obtained by speeding up the faster computer, viz., C j . Both speedups are by the additive term ϕ < ρ n . (This inequality ensures that we can speed up any of C's computers by the term ϕ.)
Intuitively, the faster computer C is, the more "bang" one gets for one's "buck" by speeding C up additively. Hint. We employ the same direct-comparison strategy as in the proof of Prop. 2, except we now use expression (2) for X(P), instead of expression (1).
Additive speedup "in action." We compare P (i) and P (j) via the work ratios W (L; P (i) )/W (L; P) and W (L; P (j) )/W (L; P). Prop. 2 assures us that both ratios exceed 1. We illustrate Theorem 3 "in action" by considering the optimal sequence of additive speedups when we begin with the 4-computer heterogeneous cluster C whose profile is P = 1, table shows that one enhances C's work production: by 0.8% if one speeds up the slowest computer, C 1 , by 1.4% if one speeds up the second slowest computer, C 2 , by 3.4% if one speeds up the second fastest computer, C 3 , and by 15.9% if one speeds up the fastest computer, C 4 . Qualitatively similar results are observed with other clusters C and other speedup terms ϕ.
2) The multiplicative-speedup scenario: We compare two profiles: P
[i] is obtained by speeding up the slower computer (of the two we are focusing on), viz., C i ; P [j] is obtained by speeding up the faster one, viz., C j ; both speedups are by the multiplicative factor ψ < 1.
The question of which computer to speed up has a more complicated answer with multiplicative speedups than with additive ones. Informally, it is more advantageous to speed up the faster computer multiplicativelythereby (intuitively) getting more "bang" for one's "buck"-unless either this computer is already "very fast" or the speedup factor ψ is "very small." Hint. The proof is a computationally more complicated analogue of the proof of Theorem 3.
Theorem 4 specifies the boundary values of "very fast" and "very small" in terms of the relation between the quantity ψρ i ρ j , which depends on the (present and anticipated) speeds of cluster C's computers, and the quantity Aτ δ/B 2 , which depends on characteristics of the computational environment: the output-to-input ration δ, the network transit rate τ , and the messagepackaging rate π. For perspective, with the values from Table II , Aτ δ/B 2 ≈ 1.1 × 10 −5 . Hence, we expect that speeding up the faster computer will usually be the better option in the multiplicative scenario, as it is in the additive one.
Multiplicative speedup "in action." The (simulationbased) experiment that illustrates multiplicative speedup "in action" is quite different from the one that illustrates additive speedup. The current experiment begins with a 4-computer homogeneous cluster C whose profile is P = 1, 1, 1, 1 . It iteratively optimally speeds C up via the factor ψ = 1/2. We observe the two conditions of Theorem 4 "in action" via a sequence of "snapshots" that depict the successive profiles of cluster C after each speedup. Each snapshot is depicted via a bar-graph (cf. Figs. 3 and 4 ) that represents the then-current profile of C after one round of the experiment. Specifically, when the four bars in a graph have heights ρ 1 , ρ 2 , ρ 3 , ρ 4 from left to right, this means that C's profile at that round is ρ 1 , ρ 2 , ρ 3 , ρ 4 .
The experiment proceeds as follows. Say that C has profile P i after round i of the experiment. At round i + 1, we consider four potential successors to profile P i , call them P [1] i , P [2] i , P [3] i , and P [4] i . Each profile P
[j] i is obtained by speeding up only computer C j of C, by the (multiplicative) factor ψ = 1/2. We compare the work-productions of the four potential successor profiles, by comparing the profiles' X-values, X(P [1] i ), X(P [2] i ), X(P [3] i ), X(P [4] i ); and we select the profile with the largest work production to be profile P i 's successor, P i+i . In case of ties-wherein speeding up computers C j and C k yield the same work-productionwe choose to speed up the computer with the larger index. (The independence of the FIFO protocol from computer ordering guarantees that our choice has no impact on subsequent speedups.)
The first phase of the experiment, during which we observe condition (1) of Theorem 4 "in action," is depicted in Fig. 3. (We increased τ from 1 to 200 μsec/work unit to make the figure legible.) We observe C's profile "improving" (because of the speedups) in 16 steps from its initial value, P = 1, 1, 1, 1 , to the value P = , by repeated speedup of C's fastest computer. In detail: this phase of the experiment begins with an invocation of our tie-breaking mechanism because C is homogeneous before any speedups. We subsequently observe the repeated selection of the thencurrent fastest computer as the best one to speed up in rounds 2-16. Observe that we speed up computer C 4 in round 1 because of our tie-breaking mechanism, but we speed it up in rounds 2-4 because of condition (1) of Theorem 4. At round 5, condition (2) of Theorem 4 tells us not to speed up computer C 4 again. At that point, we again invoke the tie-breaking mechanism to speed up computer C 3 , and the just-described cycle repeats, until C ends up in round 17 with the profile Once all of C's computers achieve the speed ρ i ≡ 1/16, all subsequent speedups follow condition (2) in the theorem. Although we continue to speed up one of cluster C's computers by the factor ψ = 1/2, we observe the very different result predicted by condition (2) . This phase of the experiment is depicted in Fig. 4. (We changed the scale from that of Fig. 3 to make the new snapshots legible.) In this second phase, we observe condition (2) of Theorem 4 invoked at every step, which means that, at every step, C's slowest computer is the best one to speed up (with the tie-breaking mechanism used as necessary).
IV. PREDICTING CLUSTERS' POWERS VIA PROFILES
Prop. 2 tells us that if cluster C 1 's profile ρ 11 , . . . , ρ 1n "minorizes" cluster C 2 's profile ρ 21 , . . . , ρ 2n , in the sense that (a) for every i, ρ 1i ≤ ρ 2i , (b) for at least one i, ρ 1i < ρ 2i , then C 1 outperforms C 2 . It is easy to show that the "minorization" condition is sufficient but not necessary: C 1 can outperform C 2 even though some of C 1 's computers are slower than any of C 2 's. For instance, a simple calculation shows that the cluster C 1 with profile 0.99, 0.02 has a larger X-value than-hence, outperforms-the cluster C 2 with profile 0.5, 0.5 . Note that in this example, C 1 's mean ρ-value exceeds This section is devoted to studying the use of the symmetric functions and the statistical moments of two clusters' profiles 5 to predict the clusters' relative computing powers.
A function F (x 1 , . . . , x n ) is symmetric if its value is unchanged by every reordering of values for its variables. When n = 3, for instance, we must have all values a, b, c for the variables x 1 , x 2 , x 3 . For integers n > 1 and k ∈ {1, . . . n}, F (n) k denotes the multilinear symmetric function that has n variables grouped as products of k variables. It simplifies analyses clerically if we allow the index k to assume the value 0 also, with the convention that, for all n, F Table V . 5 Of course, we use the profile only to extract the set of ρ-values.
Note. There is a close relationship between some of the symmetric functions and standard statistical measures. For any profile P = ρ 1 , . . . , ρ n :
• The arithmetic and geometric means of the ρ i are:
and
• The variance of the ρ i is
A. Symmetric Functions as Predictors of Power
One can use the symmetric functions of clusters' profiles to compare the clusters' powers. Assume henceforth that τ δ ≤ A ≤ B.
6 (Consider the semantics of our parameters to see why this inequality is reasonable.) Lemma 1. There exist positive constants, α 0 , α 1 , . . . ,  α n−1 and β 0 , β 1 , . . . , β n , such that
Sketch. Focus on a fixed, but arbitrary profile P = ρ 1 , . . . , ρ n , and expand expression (1) to express X(P) as a single fraction, X(P) = X num /X denom .
The denominator. X denom is the n-factor product
. We reason as with the Binomial Theorem to show that X denom has the claimed form.
The numerator. We first express X num as a sum of "I-J products":
Note that, for each index j, the jth I-J product, I j · J j , is the unique one that does not "mention" ρ j .
Focus now on an arbitrary index i and an arbitrary i-
recalling that μ appears as a subproduct of every I · J where ∈ {0, . . . , n} \ {k 1 , . . . , k i }; focus on an arbitrary such . Say that μ is "split" between I and J , in the sense that 0 ≤ h ≤ i of μ's ρ-values are "mentioned" in I , and the other i − h are "mentioned" in J . (The extreme cases, h = 0 and h = i, correspond, respectively, to μ's being a subproduct of J or I .) Reasoning as with X denom , we see that
Next, note that, given μ, c μ identifies uniquely. Note also that, for each of the i + 1 possible values for h, there is an I-J product that contains μ as a subproduct, within which μ provides h ρ-values to the I-portion of the product and i − h ρ-values to the J-portion. The just-exposed correspondences between I-J products and monomials imply that the coefficient of F i (P) in X num is a sum over I-J products, whose summands represent allocations of monomials to the I and J portions of the products, whence the claimed values for the α i . Expression (5) for X(P) suggests a method for comparing clusters C 1 and C 2 by comparing the symmetric functions of their respective profiles; see footnote 5.
Proposition 3. Let clusters C 1 and C 2 have, respectively, profiles P 1 and P 2 . Cluster C 1 outperforms cluster C 2 whenever the following system of inequalities holds.
For all pairs of indices
and for at least one i-j pair, the inequality is strict.
Sketch. After "cross-multiplying" the fractions that express X(P 1 ) and X(P 2 ) in the form (5), we see that X(P 1 ) > X(P 2 ) if and only if the following "α-β difference" is positive:
For arbitrary indices i and j > i, the portion of the "α-β difference" that involves exactly the four quantities F (n)
The following result, which follows by direct calculation from Lemma 1, allows us to complete the proof.
Claim. For all indices i and j > i α
To complete the argument, note that whenever (8) holds for a pair of indices i and j, the product (7) is positive if and only if
Because Claim (8) holds for all i and j > i, we see that the "α-β difference" is positive-so that X(P 1 ) > X(P 2 )-whenever (6) holds.
Prop. 3 has the following immediate consequence. 
2) When n = 2, there are only two symmetric functions, F (2) 1 and F (2) 2 , so that the sufficient condition F (n)
." Theorem 5(2) exposes an unexpected fact: Heterogeneity can be a source of computational power. This discovery contrasts dramatically with the view of heterogeneity as a computational encumbrance that must be coped with-but that we would be better off without. The following result is immediate from Theorem 5(2). Corollary 1. Heterogeneity can actually lend power to a cluster. To wit, if one has two 2-computer clusters that share the same mean speed-C 2 , which is homogeneous, and C 1 , which is not-then C 1 outperforms C 2 .
B. Going beyond Theorem 5 and Corollary 1
It would be exciting if Theorem 5(2) held for clusters of arbitrary sizes, not just n = 2, for this would allow us to strengthen Corollary 1 to larger cluster sizes. This is an intuitively plausible hope because when VAR(P 1 ) > VAR(P 2 ), one would expect P 1 to contain some ρ-values that are smaller than any of P 2 's, and one might hope that these small values would pull C 1 's HECR down below C 2 's. (Because each ρ i ≤ 1, the small ρ-values should have greater impact on HECRs than do the large values.) But, alas, such is not the case. We performed the following simple simulationbased experiment for n-computer clusters, for various integers n; each trial consisted of the following steps. (We only sketch these steps roughly, because they are described in detail in our companion paper [13] .) 1) Generate n-computer clusters C 1 and C 2 with respective profiles P 1 and P 2 , such that: (a)
1 (P 2 ) (so that C 1 and C 2 have the same mean speed); (b) VAR(P 1 ) = VAR(P 2 ). 2) Compare the HECRs of C 1 and C 2 . Label (C 1 , C 2 )
"good" if the cluster with larger variance has the smaller HECR (i.e, is more powerful); otherwise, label the pair "bad." We found "bad" cluster-pairs for clusters of every size n = 2 k for k ∈ {2, 3, . . . , 12}. Our disappointment was moderated by two facts.
1) Although the percentage of "bad" pairs grew to roughly 23% (reached when n = 128), it stayed steady thereafter. Thus, variance is a rather good predictor of the relative power of clusters that have equal mean speeds, being "correct" roughly 76% of the time.
2) The clusters in the "bad" pairs had rather small differences in HECR. These results led us to seek a variance threshold θ, such that having variances differ by at least θ was (empirically) a "perfect" predictor of relative power. Specifically, we repeated a modified version of our simulationbased experiment, which replaced the condition "cluster with larger variance" by the condition "cluster whose variance is larger by at least θ." Our goal was to find the smallest value of θ for which this condition correctly identified the more powerful cluster in 100% of our trials! Thus, assuming, with no loss of generality, that VAR(P 1 ) > VAR(P 2 ), we wanted to find in every trial that HECR(C 1 ) < HECR(C 2 ). We determined experimentally that the value θ = 0.167 achieves our goal: Fact. Using the described experimental procedures, we observe HECR(C 1 ) < HECR(C 2 ) 100% of our trials when VAR(P 1 ) > VAR(P 2 ) + 0.167.
We thus have an empirical version of Theorem 5(2) for clusters as large as 2 12 . Ongoing (simulation-based) experiments in our companion paper [13] are extending this work with the goal of deepening our understanding of the role of statistical moments as predictors of computational power.
V. CONCLUSIONS AND PROJECTIONS
Heterogeneity is almost ubiquitous in modern computing platforms, yet sources such as [1] show that we have yet to unlock some very basic secrets about this phenomenon. One finds in [1] a simple computational problem (the CEP) all of whose optimal solutions for a given cluster C can be characterized and shown to be functions of C's (heterogeneity) profile (Theorems 1 and 2). We build on these results by using the quality of cluster C's solution to the CEP as a measure of C's computational power. We thereby expose properties of C's profile that determine its computational power. Perhaps our most interesting results-certainly our favoritesshow the following: (1) If one can replace just one of C's computers by a faster one, then: (a) If the new computer is additively faster than the old one, then the most advantageous computer to replace is C's fastest one (Theorem 3). (b) The same is true for multiplicative speedups, unless either C's fastest computer is already "very fast" or the speedup factor is "very aggressive" (Theorem 4). (2) The symmetric functions of C's computers' speeds play a major role in determining C's power (Lemma 1, Prop. 3); this fact suggests a similarly large role for the statistical moments of C's computers' speeds (Theorem 5). (3) Heterogeneity can enhance the power of a cluster (Corollary 1). Ongoing research, whose initial results are reported in [13] , strives to better understand topics (2, 3), via both experimentation and analysis.
