Abstract: This paper presents a new method for constructing bilingual lexicons through a pivot language. The proposed method is adapted from the context-based approach, called the standard approach, which is well-known for building bilingual lexicons using comparable corpora. The main difference between the standard approach and the proposed method is how to represent context vectors. The former is to represent context vectors in a target language, while the latter in a pivot language. The proposed method is very simplified from the standard approach thereby. Furthermore, the proposed method is more accurate than the standard approach because it uses parallel corpora instead of comparable corpora. The experiments are conducted on a language pair, Korean and Spanish. Our experimental results have shown that the proposed method is quite attractive where a parallel corpus directly between source and target languages are unavailable, but both source-pivot and pivot-target parallel corpora are available.
Introduction
Bilingual lexicons are an important language resource in many domains, for example, machine translation, cross-language information retrieval, and so on. Automatic construction of bilingual lexicons has received great interest since the beginning of 1990
[1]. The relatively easy method for automatically constructing bilingual lexicons is to align source words with the corresponding target words using a parallel corpus [2] , which contains source texts and their translations. The parallel corpus for all language pairs, however, is not always publicly available and is also difficult to collect some language pairs. For these reasons, many researchers in bilingual lexicon extraction have focused on comparable corpora
[3]- [5] . These corpora are also hard to build on less-known language pairs, for instances, Korean and Spanish. Therefore, some researchers have studied the use of a pivot language as an intermediary language to extract bilingual lexicons [6]- [8] . Tanaka and Ummemura (1994) [6] used a pivot language to construct a bilingual lexicon by using the structure of dictionaries and morphemes. Wu and Wang (2007) [7] utilized a pivot language to build a bilingual lex- Unlike the previous works, we use a pivot language to represent context vectors, which is constructed by using two parallel corpora: One is be- The other is between the pivot language and the target language. By doing this, the proposed method is a much simpler than the standard approach (see Section 2) . The proposed method has many advantages such as easy adaptation to less-known language pairs through a pivot language like English, easy extension to multi-word expression, and dramatic reduction in labor-intensive works to get a large scale seed dictionary.
The remainder of this paper is organized as follows: Section 2 describes the standard approach as the related work. Section 3 represents the proposed method in detail and Section 4 presents the experimental result and some discussions. Finally, Section 5 draws conclusions and suggests directions for the future works.
Related work
Most of previous works have a flaw as known as the ambiguity problem in pivot words since it is to combine two independent bilingual lexicons into one using a pivot language.
Proposed method

Motivation
As mentioned before, the standard approach builds context vectors from two comparable corpora. Then, the source context vectors are translated into target language words using a seed dictionary. In such point of view, the seed dictionary is essentially required.
For some language pairs, it is not easy to obtain the seed dictionary from public domains. Furthermore, it is difficult to build a parallel corpus and/or a comparable corpus between them. Thus, the standard approach can not be directly applied for less-known language pairs like Korean (KR) and Spanish (ES).
To overcome this problem, we present a new method for extracting a bilingual lexicon from two parallel corpora (KR-EN and EN-ES) sharing with a common pivot language (EN) instead of the seed dictionary.
Methodology
In this paper, we propose a new method for building bilingual lexicons between less-known language pairs by using a pivot language. The pivot language is used for representing both of context vectors    and    of a source language and a target language.
Unlike the previous studies using comparable corpora, we use two parallel corpora sharing the pivot language like KR-EN and EN-ES. The overall structure of the proposed method is depicted in Figure 2 sources such as seed dictionaries except parallel corpora sharing a pivot language, which is a resource-rich language like English. We can obtain more accurate alignment information by using parallel corpora instead of comparable corpora.
Experiments and results
As discussed in Section 3.2, for each source word   (resp. target word   ), we build a source context vector    (resp. target context vector    ) represented by pivot words   . To define the vector elements, we use two association measures: One is Chi-square (denoted hereafter as CHI-SQUARE) and the other one is the word translation probability (denoted hereafter as ANYMALIGN) estimated by Anymalign [15] which is a freely available word aligner. We conduct experiments on a language pair, Korean (KR) and Spanish (ES) and the pivot language is English (EN).
Experimental setting 4.1.1 Parallel corpora
We use two parallel corpora KR-EN and EN-ES.
The KR-EN parallel corpus (433,151 sentence pairs) was compiled by Seo et al. (2006) [16] and the EN-ES parallel corpus is a sub-corpus (500,000 sentence pairs) that are randomly selected from the ES-EN parallel corpus in the Europarl parallel corpus [17] . The average number of words per sentence is described in Table 1 . The number of words in ES-EN parallel corpus is nearly similar, but the number of KR words (called eojeol in Korean) in KR-EN parallel corpus is smaller than that of EN words. In fact, KR words are a little bit different from EN words and others. Korean words consist of one morpheme or more. Therefore, the number of KR words can be 
Building evaluation dictionary
To evaluate the performance of the proposed method, we build bilingual lexicons, KR-ES and ES-KR, manually using the Web dictionary 3) . Each lexicon is unidirectional, meaning that they list the meanings of words of one language in another, and contains 100 high frequent words. The frequent words are randomly selected from 50% in high rank. Table 2 shows the average number of the translations per source word in each lexicon. The number means the degree of ambiguity and is same as the number of polysemous words.
Evaluation dictionary
The number of words 
Results
For evaluating the proposed method, we have used the accuracy, which is the percentage of the test cases where the correct translation is found among the top k candidate words extracted by the proposed method. Figure 3 and 4 show the accuracy of the Our experimental results show that the proposed method is quite attractive where public bilingual corpora between two languages are directly unavailable but public bilingual parallel corpora based on specific language such as English is available.
For the future works, multi-word expression should be handled and words with similar meaning should be clustered to improve the performance. Furthermore, bilingual lexicons built manually need to be fixed to have regular translation numbers for a fair evaluation (more translation candidates, more coverage).
