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ABSTRACT 
In this note, we present an algorithm to reduce a horizontal linear complementar- 
ity problem (HLCP) to a standard linear complementarity problem (LCP) whenever it
is possible to do so. In fact, the algorithm is just a specialization of the matroid 
intersection algorithm. We also study the properties of matrix pairs that are analogous 
to the positive semidefiniteness and P- and P0-properties of a square matrix, and 
show that a large class of matrix pairs, including P0-pairs, define reducible HLCPs, 
I. INTRODUCTION 
Given a matrix M ~ ~ "×" and a vector q ~ ~ n, the problem of finding 
vectors x and y satisfying 
y - Mx  = q ,  
x >~ O, y >~ O, x Ty = O 
(1) 
(or possibly showing that no such solution exists) is called the linear comple- 
mentarity problem (LCP). We call the problem above the LCP (M, q). It is 
well known that several problems in optimization and engineering can be 
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expressed as LCPs. Cottle, Pang, and Stone [2] provide a thorough discussion 
of the problem and its applications, as well as providing solution techniques. 
Kojima et al. [6] discuss interior-point algorithms for LCPs. 
A slightly more general problem is the horizontal inear complementarity 
problem (HLCP), which seeks x and y satisfying 
Ny -Mx=q,  
x >t O, y >1 O, xTy = O, 
(2) 
given n × n real matrices N, M and an n-dimensional vector q; this 
problem is denoted the HLCP (N, M, q). The HLCP was apparently first 
introduced by Samelson, Thrall, and Wesler [8], motivated by a problem in 
structural engineering. 
An LCP or HLCP is called feasible if all its requirements, except possibly 
complementarity (xry = 0), can be satisfied. If there exist x and y satisfying 
(2), then (N, M, q) is called solvable. 
HLCPs arise for instance in electrical engineering. Vandenberghe et al. 
[3, 10] provide examples of resistive piecewise linear circuits analyses of 
which lead to HLCPs, as well as further generalizations of the LCP. This is 
not too surprising, as Eaves and Lemke [4] show that the HLCP is equivalent 
to a piecewise linear system 
f (x )  = y (3) 
where f :  ~ n ~ ~}~ n i s  piecewise linear. Although Zhang [12] has proposed a
convergent interior-point algorithm to solve certain HLCPs, it is very desir- 
able to reduce HLCPs to equivalent LCPs whenever possible, since rather 
sophisticated solution techniques and extensive theory have been devised for 
the latter problem. In Section 2, we describe an algorithm which achieves this 
goal, based on the idea that the HLCP is not essentially changed when 
corresponding columns of N and M are permuted or exchanged, or when the 
input matrices and the input vector are premultiplied by an invertible matrix. 
After the first version of this paper was written, we found out from j. Lee that 
in fact this algorithm is a special case of the matroid intersection algorithm 
for finding a maximum-weight common independent set in two matroids [7]. 
Here both matroids hare the ground set {1, 2 . . . . .  2n}; for one, the indepen- 
dent sets are the index sets of linearly independent columns of [ N, M ], while 
in the other they are the subsets with at most one element from {i, n + i} for 
each i from 1 to n. In our case, all weights are equal, say to 1, so that we seek 
a maximum-cardinality common independent set. Previously, Anstreicher, 
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Lee, and Rutherford [1] had used the matroid intersection algorithm in the 
context of the LCP to find a maximum-weight complementary basis (e.g., one 
containing as many elements of a target set as possible). They did not 
consider explicitly the case where no complementary basis existed. 
Properties of the matrix M play an important role in the analysis of the 
solutions of the LCP (M, q). In particular, when M is a positive semidefi- 
nite, P-, or P0-matrix (P- and P0-matrices were studied intensively by Fiedler 
and Pt~tk [5]), then some interesting results can be obtained about the 
existence and uniqueness of the solutions. Cottle, Pang, and Stone [2] give an 
extensive discussion on these issues. We describe some of these results in 
Section 3. Therefore, we want to be able to generalize these properties of the 
square matrix M to the matrix pair (N, M) in order to analyze the solutions 
of HLCPs. We do this by extending the particular characterizations of these 
properties which involve sign relations between corresponding entries of the 
vectors x and Mx. We show in Section 3 that monotone and P0-pairs defined 
this way lead to reducible HLCPs. Furthermore, when (N, M) is a monotone 
(P0-)pair, then our algorithm reduces the HLCP (N, M, q) to an LCP (M', 
q '), where M' is a positive semidefinite (P0-)matrix. Finally we show that our 
definition of P0-pairs is equivalent to the W0-pair definition of Willson [11]. 
II. REDUCTION ALGORITHM 
Although there is increasing interest in the study of horizontal LCPs [9, 
12], the standard LCP is a much better-studied problem, and polynomial-time 
algorithms have been devised for certain matrix classes. This gives the 
motivation to design an algorithm to reduce HLCP's to standard LCPs 
whenever it is possible to do so. 
For pairs of n × n matrices, we write (A 7, M) ~ (N, M) if A 7 and M are 
obtained from N and M by possibly applying the same permutation to the 
columns of N and M and possibly exchanging some similarly indexed 
columns of N and M and changing their signs. Thus 
C[i°i][i4 7]/(Ii 71]ii 0 ill 1 , 5 8 ~ -8  -2  , 0 0 • 
0 6 9 -9  -3  -1  0 
J 
I f (N, M) ~ (N, M) and (y, x) is a pair of n-vectors, we write (3, x) for 
the vectors obtained by performing the same permutation and exchange 
operations on the components of y and x, without switching signs. Thus 
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Ny - Mx = N~ - M~. Similarly, given (~, ;), (y, x) denotes the result of 
applying the exchange operation (without sign switches) and the inverse 
permutation to (~, ~). 
To define equivalence of HLCPs, we add a further operation, that of 
arbitrary row operations. We say that the HLCPs (N, M, q) and (N', M', 
q') are equivalent if there is some nonsingular n × n matrix U and some (/V, 
M) ~ (N, M) such that N' = UA ~, M' = Ulvl, and q' = Uq. Clearly, this is 
an equivalence relation, and (y, x) solves the HLCP (N, M, q) (satisfies 
Ny - Mx = 0, respectively) if and only if (~, ~) solves the HLCP (N', M', 
q ') (satisfies N'O - M'~ --- 0). We say the HLCP (N, M, q) is reducible to 
a standard LCP if it is equivalent o an HLCP (N', M', q') with N' = I; 
clearly the latter is just the LCP (M', q '). 
Here we describe an algorithm to reduce the HLCP to an equivalent 
LCP, whenever possible. The algorithm applies the operations above in turn 
attempting to find such a reduction, and fails to do so only when the HLCP is 
not reducible. As mentioned in the introduction, this algorithm turns out to 
be a specialization of the matroid intersection algorithm, but we describe it 
here for the current context and derive its properties directly to make the 
paper self-contained. 
During one particular iteration of the algorithm, say the pth, we have the 
HLCP (N  (p), M (p), q(P)) which is equivalent to HLCP (N, M, q). We keep 
N (p) in row reduced echelon form (so N (1) is obtained by performing row 
reduction and column permutation on N). The algorithm terminates with the 
desired reduction if k := rank N (p) reaches n, but if k < n the algorithm 
tries to increase rank N (p) by exchanging a subset of the columns of M (p) 
and N (p). For example, i fa column of M (p), say column 1, with 1 > k has a 
nonzero entry below the k th entry, we have that the l th column of M ~p) is 
linearly independent of the first k columns of N (p), whereas the l th column 
of N (p) is not; then exchanging this column with the I th column of N (p) 
(with sign switches) would result in an equivalent problem with the rank of 
the new N matrix being k + 1. This kind of rank increase is not limited to 
single column exchanges; it can also be achieved with multiple column 
exchanges. We show that these rank increasing column exchanges correspond 
to paths with special properties in a directed graph induced by the matrices 
M (p) and N (p). The single column change we mentioned above would 
correspond to a path consisting of a single arc in this graph. If this graph does 
not contain such paths, we conclude that the problem is irreducible. We also 
note that testing reducibility is equivalent to checking whether there exist any 
invertible A ~ ~(N,  M), defined as the set of n X n matrices which can be 
constructed by juxtaposing columns taken from N or M while maintaining 
the original relative ordering of the columns, following Willson [11]. Our 
algorithm has polynomial complexity, and therefore whenever an HLCP is 
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reducible to an LCP which can be solved in polynomial time, that HLCP can 
be solved in polynomial time as well. 
ALGORITHM. 
1. Initialization: Form the augmented matrix [NIM[q], and perform a 
row reduction on N, meanwhile applying the same row operations to M and 
q. Also permute the columns of N (and the corresponding columns of M)  to 
get 
g( l) lM°)lq°~] = 0 * * * " 
Set p = 1. 
2. Set k := rank N (v) (the order of the identity matrix in NP). I f  k = n 
then STOP, DONE. 
3. Otherwise form a directed graph G (p) := (V, E (p)) where V := 
{1 . . . . .  n} and E (p) := E~ p) t,.) E~f) := {(i, j ) :  Ni~P) ~ 0} U {(i, j ) :  M(j p) ¢ 
0}. 
4. Now, if there exists one, f ind a shortest path (take all arc lengths to 
be unity) of length at least one, starting at a vertex v o ~ {k + 1 . . . . .  n} and 
ending at v z ~ {k + 1 . . . . .  n}, without ignoring the possibility of v o = o t. I f  
there is no such path, then STOP with an indication of failure. 
5. For all i = 1 . . . . .  1 replace M(vi p) with -N(~, p) and N~(f ) with -M(~, p) 
E ( ) ( ) r (P) (P) whenever (v i_ 1, v~ ~. \ E~ . Let the esulting nuztrices be N , M , 
and row reduce [N (p), M (p), Q(P)] (possibly with column permutations) to 
get [N (p+I), M (p+I), q(p+l)], as in step 1. Set p :=p  + 1. Go to step 2. 
Now we are going to prove that the algorithm actually does the job. But 
first, we show that the algorithm terminates, either in step 2 or step 4. The 
following lemma proves this. 
LEMMA 1. I f  in iteration p, the algorithm does not terminate in step 2 
or 4, then rank N (p+I) > rank N (p). 
Proof. Since N(v) and N( p + 1) are row equivalent (possibly after column 
p.ermutations), they have equal ranks. Therefore we will prove that rank 
N (p~> rank N (p). Let (Vo, v~ . . . . .  v l) be the path found in step 4, let 
{jl . . . . .  j,} := {1 . . . . .  k} \ {v 0 . . . . .  vt}, and define 
I :=  {Jl . . . . .  js' 131-1' 131-2 . . . . .  U0} 
and 
J '= {J l  . . . . .  i s ,  VZ_l . . . . .  
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Now consider ~{jv), namely the submatrix of N(P) obtained by taking the 
rows indexed by I, and columns indexed by J, keeping the written order. 
Clearly, the columns indexed by Jl . . . . .  js have only one nonzero, which is a 
1 and appears on the diagonal. Also for i = 1 . . . . .  l, ff?~,P-)l~, : 0 because of 
the construction. Therefore N~(j v) has nonzero entries on its diagonal. Fur- 
thermore ~(P) = 0 if i < j  - 1, because otherwise v 0 -o v l ~ ... -o v~ -o vtvj 
-o ... -o v I would be a shorter path. This establishes that N~(/P) is upper 
triangu_Jlar with a nonzero_ diagonal, whence it has full rank. Consequently, 
rank N (p) >1 rank Nt(lP) =I I I  = IJ[. 
But I = {1 . . . . .  k /U  {v 0 . . . . .  v/_l}, and since v o ~ {k + 1 . . . . .  n}, I I I  >I 
k + 1. Thus rank N (p+I )  = rank N (p) > k = rank N (p). • 
Therefore the rank of the matrix N (p) increases by at least one at each 
iteration, unless we fail to find a path with the desired properties in step 4. 
So, after at most n iterations, the algorithm terminates. Clearly, if the 
algorithm terminates in step 2, we do reduce the HLCP to a standard LCP, 
since an n × n row reduced echelon matrix of rank n is the identity. 
On the other hand, if the algorithm terminates in step 4, then no 
reduction is possible: 
LEMMA 2. I f  the algorithm terminates in step 4 of the pth iteration with 
k := rank N (p), then rank A ~ k for all A ~ ~(N (p), M(P)). 
Proof, The algorithm terminates in step 4 if it fails to find a path of 
length at least 1, starting and ending in vertices from the set T := {k + 
1 . . . . .  n}. Let us say that a vertex v is reachable from a set U if there exists a 
path in G (p) from a vertex in U to v. Let S be the set of vertices in G (p) that 
are not in T but are reachable from T. Clearly, if the hypothesis of the 
lemma is correct, then S c {1 . . . . .  k}. Let S c := {1 . . . . .  k} \ S. Permute the 
rows and columns of N (p) and M (p) to get AT(P), M(P) which have row and 
column indices S, S c, and T, in this order. This indexing partitions N(P), 
.~(P) into blocks, say ATq, Mq, i, j = 1, 2, 3: 
N12 N13 Mll M12 MI~ 1 [/f~P) ~(']=1N211 /f~ ~3 d~ ~ ~. j  (4) 
L.N31 N3~ N33 M31 .M3~ ~i33 
Clearly, rank A 7(p) = rank N (p) = k. 
One can easily see that A7 n = I, N~I = 0, ~31 = 0, NI~ = 0, N2~ -- I, 
/V32 = 0 and N33 = 0. 
We also have that Mea = 0, because if there were a nonzero entry in 
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Ms3, then there would be a path (of length 1) in G (p) consisting of just the 
arc corresponding to this nonzero entry, and therefore, the algorithm would 
not have stopped at ste E 4. 
Also, all entries in N13 and /~13 are zero, because otherwise there would 
be an arc from a vertex in S to a vertex in T, thus at least one vertex in T 
would be reachable from the set of vertices T (via S), and thus the algorithm 
would have found this path and would not have stopped. 
Similarly, M12 and M32 cannot have any nonzero entries, because other- 
wise at least one vertex in S c would be reachable from T, contradicting the 
definition of S c. Therefore, [AT(v), ~(v)] has the following form: 
I 0 0 * 0 0 ]  
I • • • • (5 )  
0 0 0 * 0 0 
Therefore for any A ~ ~(N (p), M (p)) the columns indexed by S c U T 
of A have rank at most k - IS  I, and thus rank A is at most k - IS I  + 
ISI = k.  • 
If the algorithm terminates in step 4, then we have k < n, so the lemma 
above shows that det A = 0 for all A ~ W(N, M), and we cannot reduce 
the HLCP (N, M, q) to a standard LCP. Thus, the algorithm is correct. 
THEOaEM 1. The following are equivalent: 
1. For all A ~ W( N, M ) we have det A =0.  
2. There exists an (1V, f f  ) ~ ( N, M) and an invertible matrix U such 
that [U1V, Uffl ] has the form in (5). 
3. For all diagonal D we have det (MD + N) = O. 
Proof. Clearly, the discussion above indicates the equivalence of the first 
two conditions. To see the equivalence of conditions 1 and 3, consider 
D .'= diag (d 1, dz . . . . .  dn). Then, as shown in Willson [11], det (MD + N) is 
a polynomial in the variables {d 1, d 2 . . . . .  dn} whose coefficients are the 
determinants of the matrices in CC(N, M). Moreover each of these determi- 
nants is the coefficient of exactly one term in the polynomial. More precisely, 
each term in the polynomial is of the form A. I'Ii~ 1 d~', where each k~ ~ {0, 
1}, A := det A and A is the n × n matrix with columns A i := M i when k~ 
is 1 and A i -'= N~ otherwise. Then det (MD + N) = 0 for all diagonal D if 
and only if the corresponding polynomial vanishes for all values of the 
variables {d l, d 2 . . . .  , d,}, which is true if and only if all the coefficients of 
the polynomial are zero. This establishes the equivalence of conditions 
1 and 3. • 
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This theorem gives various characterizations of irreducible HLCPs. Sim- 
ply by negating these conditions, we can characterize the reducible ones. The 
equivalence of items 1 and 2 can also be seen via Edmonds's max-min 
theorem for matroid intersections: the maximum cardinality of a common 
independent set equals the minimum rank of a covering (see Lawler [7, 
Theorem 8.5.2]). Here the covering is E 1 U E~, where E 1 contains the 
indices of the second and third blocks of columns of ATOp) and ~/I(P) in (4) 
and (5), with matrix rank equal to the order of 2V22, while E 2 contains the 
indices of the first blocks of columns of these matrices, containing at most the 
order of A711 elements with not both from {i, n + i} for any i. 
III. CLASSES OF MATRICES AND MATRIX PAIRS 
Certain properties of square matrices are strongly related to the study of 
linear and nonlinear systems involving these matrices. Positive semidefinite- 
ness, which we do not restrict o the symmetric ase, is one such property 
and is well studied in the literature. Another is that of being a P0- or 
P-matrix. Fiedler and Ptfik's work [5] has led to increased interest and 
extensive research concerning these matrix properties. 
DEFINITION. A matrix M ~ 91"×" is called positive semidefinite if for 
every x ~ 91" we have that xT(Mx)  >~ O. 
DEFINITION. A matrix M ~ 91"×n is called a P0-matrix (a P-matrix) if 
all of its principal minors are nonnegative (positive). 
Fiedler and Ptfik [5] derive equivalent conditions to identify P0- and 
P-matrices, which are most useful for our purposes. 
PROPOSITION l. Let M ~ 9]" × n. 
(i) M is a Po-matrix i f  and only i f  fo r  every 0 ~ x ~ 9t ~, there exists an 
index i such that x i ~ 0 and x i (Mx)  i >>, O. 
(ii) M is a P-matrix i f  and only if  fo r  every 0 ~ x ~ 91 ~, there exists an 
index i such that x i (Mx)  i > O. 
The proof of the proposition is given in [5]. We also note that every 
positive semidefinite matrix and every P-matrix is a P0-matrix. 
Although positive semidefiniteness and the P-property are symmetric in 
terms of the entries of the vectors x and Mx, the P0-property as given in 
Proposition 1 lacks symmetry. The following result establishes a symmetric 
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equivalent of the P0-property which will enable us to generalize this concept 
to matrix pairs: 
PnoPosmon 2. Let M ~ ~×" .  Then the following are equivalent: 
(i) M is a Po-matrix. 
(ii) For every 0 -~ x ~ ~,  there exists an index i such that x i q~ 0 or 
(Mx) i ~ O, and x~(Mx) i >10. 
Proof. Clearly (i) implies (ii). We prove that (ii) implies (i) by contradic- 
tion. Assume that M is not a P0-matrix, so that there exists a vector x ~ 0 
such that for all indices i, we have either x i = 0 or xi(Mx) i < 0. Consider 
the index sets I~(x), j = 1 . . . . .  4, defined as follows: 
:=  = 0 = (Mx) ,} ,  
I2( x ) : :  {i:x i = O, ( Mx)i --/: 0}, 
I4(x  :=  < 0} .  
Thus we have that I3(x) = ~. We prove that there exists an ~ ~ 0 such that 
I2(~) U I3(~) = ~, showing that M fails to satisfy (ii). 
If I2 (x )= ~, then take ~ = x and we are done. Otherwise pick any 
i ~ 12. Choose e small enough in absolute value such that IIM(Ee,)IL < ~, 
where e, is the ith unit vector and ~ := min(ux~j,o{l(Mx)il}, and with the 
opposite sign to (Mx)~. 
Now consider x 1 :=x+ eei. We observe that I3(x 1 )=9,  and that 
I4(x 1) = I4(x) u {i}, which indicates that [Ii(x 1) U I2(xl)l = [Ii(x) tA I2(x)l 
- 1. Therefore, if we keep doing this, after a finite number of iterations, say 
k, I2(x k) will be empty, with 13(x ~) remaining empty. Then letting ~ :-- x k 
shows that (ii) fails. Hence, (ii) implies (i), and therefore (i) and (ii) are 
equivalent. • 
These properties are closely related to the existence and uniqueness of 
solutions of LCPs. If M is a positive semidefinite matrix, then the LCP (M, 
q) is solvable whenever it is feasible. Furthermore, a matrix M ~ ~"×~ is a 
P-matrix if and only if the LCP (M, q) has a unique solution for all vectors 
q ~ ~.  Also, if M is a P0-matrix and for each index set a with 
det M~ = 0 the columns of M.~ are linearly dependent, hen the solutions 
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of the LCP (M, q) are w-unique, i.e. if x I and x 2 are two solutions to the 
problem, then Mx 1 = Mx 2. These results may be found, e.g., in [2]. 
Hence, one wants to be able to generalize these properties to matrix pairs 
in order to study the solution of the HLCP (N, M, q). A standard generaliza- 
tion of the positive semidefiniteness property follows. 
DEFINITION. (N, M) is called a monotone pair if Ny - Mx --- 0 implies 
xTy >~ O. 
Obviously, (I, M) is a monotone pair if and only if M is positive 
semidefinite. Also, if (N, M) ~ (N, M) then (N, M) is a monotone pair if 
and only if (AT, ~)  is a monotone pair. Moreover, if the HLCP (N, M, q) 
can be reduced to the LCP (M', q'), then (N, M) is a monotone pair if and 
only if M' is positive semidefinite. (These follow because all our operations 
preserve the inner product xry for all solutions to Ny - Mx = 0.) Zhang 
[12] shows that his interior-point algorithm is polynomial when applied to an 
HLCP defined by a monotone pair. However, we have 
THEOREM 2. If (N, M) is a monotone pair, then the HLCP (N, M, q) 
is reducible. 
Proof. Let's assume the HLCP (N, M, q) is not reducible. Then by 
Theorem 1, there exists an invertible matrix U and (AT, M) ~ (N, M) such 
that [Uh~, UM] has the form 
li00 0] 
[UN, UM] = I N~3 M~, M~z M~z . (6) 
0 0 M~I 0 0 
Let the corresponding partitions of x and y be x = (x l, x 2, x 3) and 
y = (yl, y2, y3). Since (N, M) is a monotone pair, (Uh 7, U34) is a monotone 
pair as well. Now let x 1 := 0, x 2 := 0, x 3 := e, y3 := -e ,  yl := 0, y Z := 
N~e + M~ae, where e is a vector of ones of appropriate size. Then UNy - 
UMx = 0, but yTx < 0, contradicting the fact that (U]V, U~I) is a monotone 
pair. Therefore, the HLCP (N, M, q) is reducible. 
We note that this result was also proved independently b  Sznajder and 
Gowda [9]. The theorem and the discussion above show that the HLCP (N, 
M, q) defined by a monotone pair (N, M) is solvable whenever it is feasible. 
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We want to generalize the P- and P0-properties along these lines, and 
therefore we introduce the following definitions: 
DEFINITION. We call (N, M) a Po-pair (respectively, a P-pair) if 
Ny - Mx = 0 and (y, x) :~ 0 implies that there exists an index i such that 
x, ¢ 0 or y~ ¢ 0, and x~'y~ >~ 0 (respectively, such that xi .y  i > 0). (Note 
that P-pairs are thus also P0-pairs.) 
It is easy to observe that M is a P0- (P-)matrix if and only if (I, M) is a 
P0-pair (P-pair). This makes it clear that the definitions above are rather 
natural extensions of the P0- and P2properties of square matrices to square 
matrix pairs. Furthermore, if (N, M) ~ (N, M), then (N, M) is a P0-pair 
(P-pair) if and only if (~7, ~)  is a e0-pair (P-pair). Moreover, if the HLCP 
(N, M, q) can be reduced to the LCP (M', q'), then (N, M) is a P0-pair 
(P-pair) if and only if M' is a P0- (P-)matrix. (These follow because all our 
operations preserve the set of unordered pairs {xi, Yi} for x and y with 
Ny - Mx = 0, even if the indices change or the x- and y-components are 
exchanged,) 
Now, we show that HLCPs defined by P0-pairs also have the desirable 
property of reducibility: 
THEOREM 3. If (N, M) is a Po-pair, then the HLCP (N, M, q) is 
reducible. 
Proof. Our proof will be similar to the proof of the previous theorem. 
Here we again assume that the HLCP (N, M, q) is not reducible. Then, as 
before, there exists an invertible matrix U and (N, M) ~ (N, M) such that 
[U/V, UM] is as in (6). Clearly, the HLCP (N, M, q) is equivalent o the 
HLCP (UIV, UlVl, Uq). Furthermore, since U is invertible, (N, M) is a 
P0-pair if and only if (UN, UM) is a P0-pair. We want to show that there 
exists (~, ~)  such that for each i, either Y iTX ,=0 or ~,  <0,  and 
U/~y - UM~ -= 0. This will indicate that (UN, UM) is not a P0-pair, which in 
turn will show that (2V, 2~) and so (N, M) are not e0-pairs, giving us the 
desired contradiction. 
Now consider the pair (y, x) constructed in the proof of Theorem 2. If 
y2 = 0, then let (~, ~):= (y, x), and we are done. Otherwise, let A := [0 I 
00  (M~2) T 0] T. Note that the column space of A is in the null space of 
[UN, -UM]. For any nonzero component of y2, say y~, perturb (y, x) by 
adding a small multiple of the corresponding column in A, with an appropri- 
ate sign, so that nonzero components of yZ do not change signs, and yi2x~ 
becomes negative. Clearly, such an operation will not alter yl, x 1, y3, x 3, 
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and if it is done repeatedly, it will give an (~, ~) with the desired properties. 
To see this, note that this operation increases the number of components of 
y2 satisfying y~x~ < 0. Thus after a finite number of steps we will have (~, 
~7) := (y, x) with either !t~ = xi = 0 or ~i~i < 0 for all i, which concludes 
our proof. • 
Finally, observe that the P0-property for the matrix pairs is actually 
equivalent to the W0-property introduced by Willson [11]. To see this, we 
note that the condition that for all i either y~=x i =0  or yix~ <0 is 
equivalent to the following condition: there exists a diagonal matrix D > 0 
such that x = -Dy .  Thus (N, M) is a P0-pair if and only if the system 
Ny - Mx = O, Dy + x = O, has no nonzero solution for all diagonal D > 0. 
This is true if and only if 
'o  ' agona' O>0 
But this determinant is just det (MD + N), so that (N, M) is a P0-pair if and 
only if det (MD + N) 4~ 0 for all positive diagonal matrices D. This is one of 
the equivalent conditions given by Willson to define W0-pairs. Hence (N, M) 
is a P0-pair if and only if it is a W0-pair. Consequently, the second of the 
equivalent conditions given in [11] verifies the result of the last theorem. 
We are very grateful to Jon Lee, who pointed out the connection with 
matroid intersection and hence that our algorithm was just a special case of 
the matroid intersection algorithm and who brought Reference [1] to our 
attention. 
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