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Time crystals form when arbitrary physical states of a periodically driven system spontaneously
break discrete time-translation symmetry. We introduce one-dimensional time-crystalline topo-
logical superconductors, for which time-translation symmetry breaking and topological physics
intertwine—yielding anomalous Floquet Majorana modes that are not possible in free-fermion sys-
tems. Such a phase exhibits a bulk magnetization that returns to its original form after two drive
periods, together with Majorana end modes that recover their initial form only after four drive
periods. We propose experimental implementations and detection schemes for this new state.
Introduction. Periodically driven quantum systems
evade certain constraints faced by their equilibrium coun-
terparts. For instance, ‘time crystals’ that spontaneously
break time-translation symmetry in the sense envisioned
in Refs. 1 and 2 cannot arise in equilibrium [3], yet can
emerge with periodic driving. Periodically driven time
crystals exhibit the striking property that any physical
(i.e., non-cat) state evolves with a subharmonic of the
drive frequency [4–6]. The canonical realization consists
of disordered Ising spins that collectively flip after each
drive period, thereby requiring two periods to recover
their initial state. Experiments have detected signatures
of time crystallinity both in driven cold atoms [7, 8] and
solid-state spin systems [9–11].
As a second, deeply related example, consider a one-
dimensional (1D) free-fermion topological superconduc-
tor hosting Majorana end modes [12], each described by
a Hermitian operator γ. If γ adds energy E then γ†
adds −E, while Hermiticity requires that these be equiv-
alent. In equilibrium the unique solution is E = 0—
corresponding to the well-studied Majorana zero modes.
Periodically driving with frequency Ω additionally per-
mits ‘Floquet Majorana modes’ carrying E = Ω/2 since
energy is then only conserved mod Ω [13]. Floquet Ma-
jorana modes have been proposed to facilitate more effi-
cient quantum information processing compared to equi-
librium systems [14–16]. Moreover, they encode a topo-
logical flavor of time-translation symmetry breaking in
that Floquet Majorana operators change sign each drive
cycle, thus also requiring two periods to recover their ini-
tial form.
We merge the phenomena above by exploring peri-
odically driven 1D topological superconductors gener-
ated upon coupling Cooper-paired electrons to doubled-
periodicity time-crystalline Ising spins. Such ‘time-
crystalline topological superconductors’ intertwine bulk
time-translation symmetry breaking and topological
physics—yielding anomalous quadrupled-periodicity Flo-
quet Majorana modes that categorically can not arise
in free-fermion platforms. As a concrete implementa-
FIG. 1. Proximitized quantum-dot array coupled to Ising
spins. The Ising spins polarize the dot electrons—effectively
producing a system of spinless fermions cj . In any Ising con-
figuration, the fermions can realize topological superconduc-
tivity with unpaired Majorana zero modes γ1,2 that intertwine
with the adjacent spins.
tion, we focus on quantum-dot arrays (see Fig. 1) rem-
iniscent of setups utilized in Refs. 17–19 for engineering
equilibrium Majorana zero modes. We derive and an-
alyze an exactly solvable, physically intuitive model for
time-crystalline topological superconductivity and show
that the quadrupled periodicity of the Floquet Majorana
modes can be experimentally revealed by probing junc-
tions between time-crystalline and static topological su-
perconductors.
Model and Setup. The nontrivial properties of time-
crystalline topological superconductors closely relate to
equilibrium physics of topological superconductors that
spontaneously violate electronic time-reversal symmetry
T , which importantly satisfies T 2 = −1. We thus be-
gin by exploring a time-independent model for the lat-
ter. Our setup, sketched in Fig. 1, consists of a super-
conductor coupled to a chain of quantum dots indexed
by sites j, each hosting one active spinful level described
by operators fjσ (σ =↑, ↓ denotes spin); we assume that
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2charging energy is quenched by coupling to the super-
conductor and can thus be neglected. A chain of Ising
spins described by Pauli matrices mzj resides proximate
to the quantum-dot array. We model the setup with a
T -symmetric Hamiltonian H = H0 +Hf , where
H0 =
∑
j
(−Jmzjmzj+1 −Kmzjf†j σzfj), (1)
Hf =
∑
j
[−µf†j fj − t(f†j fj+1 +H.c.)
+ α(if†j σ
xfj+1 +H.c.) + ∆(fj↑fj↓ +H.c.)]. (2)
In H0, J > 0 ferromagnetically couples neighboring Ising
spins and K > 0 couples the Ising and dot spins. Terms
in Hf describe the chemical potential (µ), hopping (t),
spin-orbit coupling (α), and proximity-induced pairing
(∆) for the quantum-dot electrons.
Suppose that the K term dominates and energetically
enforces alignment of each electron spin with the nearest
Ising spin. Only one of the two spinful levels in each
dot remains active at low energies—effectively creating a
system of spinless fermions described by operators
cj =
1
2
[
(1 +mzj )fj↑ + (1−mzj )fj↓
]
, (3)
as Fig. 1 illustrates. Time-reversal T sends mzj → −mzj
and cj → mzjcj , thus conforming to T 2 = −1 in the
fermionic sector. The intertwinement between spinless
fermions and Ising spins evident here is unavoidable;
without it, cj has no way of acquiring the required minus
sign upon two applications of T .
Appendix A projects H onto the spinless-fermion sub-
space by integrating out high-energy fermionic modes,
yielding an effective Hamiltonian
Heff =
∑
j
[−Jmzjmzj+1 − µ′c†jcj
+ (t′mzj ,mzj+1c
†
jcj+1 + ∆
′
mzj ,m
z
j+1
cjcj+1 +H.c.)]. (4)
Here µ′ = −(K + µ) is a renormalized chemical poten-
tial, while t′mzj ,mzj+1 = a + a
∗mzjm
z
j+1 and ∆′mzj ,mzj+1 =
bmzj − b∗mzj+1 denote Ising-spin-dependent effective hop-
ping and p-wave pairing amplitudes, with a = (−t+iα)/2
and b = (−t+ iα)∆/(K −µ). The real part of a sets the
hopping strength between sites with aligned Ising spins,
which is directly inherited from spin-conserving tunneling
in Eq. (2); the imaginary part similarly fixes the hopping
when Ising spins anti-align, which is instead mediated
by spin-orbit coupling α. Pairing in Heff follows from
second-order processes that involve virtual excitations
out of the spinless-fermion subspace—hence the K − µ
energy denominator in b. Depending on the Ising con-
figuration, either spin-conserving hopping or spin-orbit
coupling virtually creates a doubly-occupied site of f
fermions that then Cooper pair via the original s-wave
∆ term, effectively mediating p-wave pairing of spinless
fermions.
Phase Diagram. Equation (4) describes a strongly
interacting system of Ising spins and fermions. Neverthe-
less, for any given Ising configuration the model reduces
to free fermions. Any Ising configuration also breaks
time-reversal symmetry, thus allowing the fermions to
realize topological superconductivity with unpaired Ma-
jorana zero modes. Consider first uniformly polarized
all-up or all-down Ising spins. Here Eq. (4) maps to the
familiar Kitaev chain [12] with uniform hopping strength
2|a| cosφa and pairing ±2i|b| sinφb, where a = |a|eiφa
and b = |b|eiφb . (Our derivation above yielded φa = φb,
though it will be useful to now keep these phases in-
dependent.) Accordingly, the chain hosts edge Majorana
zero modes provided the chemical potential intersects the
band and pairing is finite, i.e., for |µ′| < 4|a|| cosφa| and
sinφb 6= 0 as sketched in Fig. 2(a).
To examine the fermionic ground state with random
Ising spins—which is our main interest—we compute
the correlation length ξ using the transfer-matrix tech-
nique; see, e.g, Ref. 20 and Appendix B. This method
allows us to map out phase boundaries by numerically
searching for diverging ξ as we vary φa,b; for our pur-
poses a regular 400×400 grid of φa and φb values in
the interval [−pi/2, pi/2] is sufficient. [The number of
simulations can be halved by virtue of the symmetry
ξ(φa, φb) = ξ(−φa,−φb)]. Figure 2(b) illustrates rep-
resentative results obtained for µ′ = |b| = |a|/4 and
N = 106 sites. The data points indicate local maxima
where ξ is typically of order 102 or larger, while it is of or-
der unity elsewhere. We expect these peaks to represent
true divergences in ξ when φa or φb are tuned continu-
ously in the thermodynamic limit. Topological regions
labeled in the figure are easily identified by performing
exact diagonalization on smaller systems and confirm-
ing the presence of edge Majorana zero modes. In Ap-
pendix C we analytically capture the topological phase
for a restricted window of φa,b via the Born approxima-
tion.
For our quantum-dot setup, we expect φa = φb [red
line in Fig. 2(b)] and also |a|  |b| since p-wave pair-
ing encoded in b appears at second order in pertur-
bation theory. Starting from the topological phase in
this physical regime, Fig. 2(b) strongly suggests that we
can deform parameters to φa = pi/4 and φb = −pi/4,
|a| = |b|, and µ′ = 0 without encountering a divergent
ξ. (See Appendix B for additional evidence.) This spe-
cial point corresponds to the model’s zero-correlation-
length limit. Here it is convenient to decompose the spin-
less fermions in terms of Majorana operators ηA,Bj via
cj = e
−ipi4mzj (ηBj + iηAj), whereupon Eq. (4) becomes
H ′eff =
∑
j
(−Jmzjmzj+1 − iκsmzj ,mzj+1ηAjηBj+1) (5)
with smi,mj = (1 − mi + mj + mimj)/2 = ±1 and
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FIG. 2. Phase diagram for Eq. (4) assuming (a) fully polar-
ized and (b) random Ising spins. In (a) a nonzero chemical
potential µ′ = |a| generates the trivial phase, and the system
is gapless along the thick black lines. Data in (b) were gener-
ated from transfer-matrix simulations at µ′ = |b| = |a|/4 with
106 sites. Data points indicate sharp peaks in the localization
length, as expected at a topological phase transition. The red
diagonal line φa = φb is relevant for the physical quantum-
dot setup from Fig. 1. As the dashed arrow illustrates, the
topological phase along this line can be deformed to the zero-
correlation-length limit with φa = pi/4, φb = −pi/4 (and also
|a| = |b|, µ′ = 0) without crossing a phase boundary.
κ = 4
√
2|a|. For any choice of mzj ’s the Majorana op-
erators dimerize nontrivially as shown in Fig. 1, yielding
Majorana zero modes
γ1 ≡ ηB1 = eipi4mz1c1 +H.c.
γ2 ≡ ηAN = −ieipi4mzN cN +H.c. (6)
at the leftmost and rightmost sites. Notice the spin-
fermion intertwinement inherent in the zero modes,
which consequently evolve under T via
γ1 → mz1γ1, γ2 → −mzNγ2, (7)
again consistent with T 2 = −1. All Hamiltonian eigen-
states are at least fourfold degenerate in this limit: one
factor of two arises because T flips all Ising spins, while
the other reflects topological degeneracy encoded in the
Majorana zero modes. The topological degeneracy of the
fermionic ground states given a static Ising configuration
persists even away from the special limit examined above,
due to the finite gap for fermionic excitations. Moreover,
Appendix D shows that Eq. (7) holds even when the zero-
mode wavefunctions extend over many sites.
Adiabatic cycle. Next we generalize Eq. (1) to
H ′0 =
∑
j
[−J(nˆ·mj)(nˆ·mj+1)−K(nˆ·mj)f†j nˆ·σfj ], (8)
where m,σ denote vectors of Pauli matrices and the unit
vector nˆ ≡ cos θzˆ + sin θyˆ determines the easy axis for
the Ising spins. At either θ = 0 or pi, H ′0 reduces to
Eq. (1). Suppose that we again deform to the zero-
correlation-length limit (which is possible for any θ) and
e−iTHdiseﬀ
kick
e−iTHdiseﬀ
kick
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FIG. 3. Time evolution for the time-crystalline topological
superconductor generated by Eq. (10) at  = 0. Each period T
globally flips all Ising spins, yielding doubled-periodicity bulk
response, whereas the Floquet Majorana modes γ1,2 exhibit
quadrupled-periodicity response that can be probed in the
junction with the static topological superconductor on the
right. The inner Majorana modes γ2,3 hybridize with coupling
strength λ. Since γ3 is static while γ2 evolves nontrivially
after each period T , the junction’s energy inherits the latter’s
quadrupled periodicity.
then implement the following cycle: (i) Start with an ar-
bitrary Ising spin configuration at θ = 0, (ii) initialize
the fermions into one of the topological-superconductor
ground states, and finally (iii) adiabatically rotate the
easy axis by winding θ from 0 to pi.
Although the Hamiltonian returns to its original form,
the wavefunctions do not. Rather, the cycle slowly ro-
tates all Ising spins by pi, while the fermions follow their
instantaneous minimum-energy configuration given the
adiabaticity. The initial ground state thereby transforms
into its time-reversed counterpart. More formally, the
easy-axis rotation sends mzj → −mzj , fj → ei
pi
2 σ
x
fj , and
hence cj → icj . It follows that the Majorana zero modes
transform as γ1 → mz1γ1 and γ2 → mzNγ2, similar to the
action of T . Interestingly, two cycles return the Ising
spins to their original form whereas four cycles are re-
quired to recover the initial zero-mode operators, e.g.,
γ1 → mz1γ1 → −γ1 → −mz1γ1 → γ1. (9)
Time-crystalline topological superconductivity
and detection. We now promote the adiabatic ground-
state phenomenon described above to a dynamic phe-
nomenon applicable to arbitrary physical states. To this
end we apply a variation of the preceding cycle peri-
odically with period T , thus generating time-crystalline
topological superconductivity. We specifically consider a
4binary drive such that the Floquet operator that evolves
the system over a single period reads
UT = e
−i(pi/2−)∑j(mxj+c†jcj)e−iTHdiseff . (10)
The right exponential evolves the system with respect to
a disordered, static Hamiltonian Hdiseff that is the same
as Eq. (4) but with J, a, b replaced with random site-
dependent couplings Jj , aj , bj . For simplicity we neglect
randomness in the phases of aj , bj and treat Jj , aj , bj as
independent random variables with magnitudes drawn
from uniform distributions [J¯ − δJ, J¯ + δJ ], [a¯ − δa, a¯ +
δa], [b¯ − δb, b¯ + δb]. Disorder crucially introduces many-
body localization (MBL) into the dynamics and prevents
heating to infinite temperatures [21–25]. The left expo-
nential in Eq. (10) performs an instantaneous ‘kick’ that
(at least approximately) flips the Ising spins via a trans-
verse magnetic field pulse and applies a potential to the
spinless fermions—thereby mimicking evolution from our
adiabatic cycle without the adiabaticity requirement.
The dynamics is analytically tractable at  = 0 and
when Hdiseff reduces to Eq. (5) with random couplings
Jj , κj . Starting from any Ising configuration, the ‘per-
fect’ kick in UT sends mzj → −mzj and thus flips all spins,
signifying period-doubling time crystallinity in the spin
sector. In the fermionic sector, γ1,2 in Eq. (6) continue to
commute with Hdiseff despite the randomness. The kick,
however, nontrivially transforms the Majorana edge op-
erators so that UT γ1U
†
T = m
z
1γ1 and UT γ2U
†
T = m
z
Nγ2.
Precisely as illustrated in Eq. (9), γ1,2 therefore require
four drive periods to recover their initial form, i.e., they
form the hallmark quadrupled-periodicity Floquet Majo-
rana modes of the time-crystalline topological supercon-
ductor. Shaded regions of Fig. 3 summarize the evolu-
tion.
Quadrupled periodicity can be experimentally probed
in junctions between time-crystalline and static topo-
logical superconductors as in the right side of Fig. 3,
wherein γ3 and γ4 denote time-independent Majorana
zero modes. Electron tunneling across the junction cou-
ples γ2 with γ3, producing a Hamiltonian term H23 =
iλγ2γ3 for some λ that may depend on the adjacent
Ising spins. Consequently, the junction’s energy den-
sity (among other local properties) directly manifests the
quadrupled-periodicity built into the anomalous Floquet
Majorana mode γ2.
Rigidity against ‘imperfect’ drives is a crucial feature
of time-crystalline phases [4–6, 26]. Here, such imperfec-
tion arises from taking  6= 0 and Hdiseff away from the
zero-correlation-length limit, which spoils exact solvabil-
ity and prompts us to turn to numerics.
Numerics. We employ time-evolving block decima-
tion (TEBD), using a maximum bond dimension of χ =
50, on a 20-site system with random Ising spins and pa-
rameters appropriate for our quantum-dot setup: φa =
φb = pi/8, b¯ = a¯/2, J¯ = a¯/4, µ′ = 0, δa = δb = δJ = a¯/8.
Our simulations additionally incorporate a decoupled,
static zero-energy fermion c0 that functions similarly to
the static topological superconductor in Fig. 3 and allows
us to numerically probe the anomalous Floquet Majo-
rana modes with minimal computational overhead. For
initialization, we perform a Jordan-Wigner transforma-
tion to map the fermions to bosonic spin variables and
then prepare a random product state that, in fermionic
language, entangles the static fermion with the rest of
the system. We simulate the Floquet operator in Eq. (10)
with a¯T = 2 and a¯T = 0.2, and with the kick shifted away
from commensurability by  = 0.2. We used the ITen-
sor Library to perform the time evolution [27]. Despite
the rather small system size, in both cases the bond di-
mension quickly saturated, and the truncation error was
relatively coarse. To check robustness of our numerics we
repeated the computations for maximum bond dimension
χ = 25, and the results agreed with those at χ = 50.
Over a run of 60 Floquet evolutions and 150 disor-
der averages, we measure the Ising spin 〈mzj=10〉 in the
middle of the system as well as 〈c†0c1〉, where c1 corre-
sponds to the leftmost quantum dot. The former probes
bulk time crystallinity while the latter probes the Floquet
Majorana modes. Figure 2 plots the Fourier transform of
both quantities as a function of frequency ω normalized
by Ω = 2pi/T . For a¯T = 2 the data show the rigid-
ity characteristic of a time crystal: despite the imperfect
drive, the bulk magnetization and edge fermion bilinear
respectively remain peaked at ω = Ω/2 and ω = 3Ω/4 (as
expected for doubled-periodicity Ising spins and quadru-
pled periodicity Floquet Majorana modes). By contrast,
in our a¯T = 0.2 simulations both peaks clearly shift
due to non-zero , indicating an absence of rigid time-
crystallinity for this case. We also ran exact numerics on
a 7-site system and measured the level-spacing statistics
of the UT eigenvalues. At a¯T = 2 the mean level spacing
was approximately 0.39, close to the Poisson value 0.386
expected for MBL [28].
Discussion. The admixture of symmetry breaking
and topology is known to generate new physics in static
systems; examples include 8pi-periodic Josephson effects
[29, 30] and enrichment of Majorana braiding and fu-
sion [31]. Our work establishes that driven systems can
be similarly enriched by ‘decorating’ topological phases
with spontaneous time-translation symmetry breaking.
We specifically showed that 1D time-crystalline topologi-
cal superconductors engineered from quantum-dot arrays
host novel Floquet Majorana modes that display anoma-
lously long periodicity not possible with free fermions.
Exotic states of this type are not captured by the coho-
mology classification of interacting topological Floquet
phases [32–34]. In future work, it would be interesting to
explore similarly enriched two-dimensional (2D) phases.
Driven spinless 2D p + ip superconductors also support
doubled-periodicity Floquet Majorana modes [35–37] and
50.00 0.25 0.50 0.75 1.00
/
0.0
0.2
0.4
0.6
0.8
1.0
N
or
m
al
iz
ed
 F
ou
rie
r T
ra
ns
fo
rm
150 Disorder Averages, 20 Sites
aT = 2.0, c0 c1
aT = 0.2, c0 c1
aT = 2.0, mz10
aT = 0.2, mz10
FIG. 4. Fourier transform of the quantities shown in the leg-
end following time evolution via Eq. (10) with  = 0.2 and
parameters specified in the main text. Data are normalized
by setting the maximum of each Fourier spectrum to 1, and
frequency ω on the horizontal axis is normalized by Ω = 2pi/T ,
with T the drive period. Here mz10 represents an Ising spin at
the center of the chain, c0 is an auxiliary zero-energy static
fermion that enables probing the Floquet Majorana mode pe-
riodicity, and c1 is the fermion at the left end of the quantum-
dot chain. For initialization we use random Ising configura-
tions and random fermionic states that entangle c0 with the
rest of the system. Runs were repeated 150 times for disorder
averaging with maximum bond dimension χ = 50; similar re-
sults were obtained with χ = 25. For a¯T = 2 sharp peaks per-
sist at Ω/2 and 3Ω/4—despite ‘imperfect’ driving generated
by  6= 0—indicating ‘rigid’ doubled-periodicity Ising spins
and quadrupled-periodicity Floquet Majorana modes charac-
teristic of time-crystalline topological superconductivity. For
a¯T = 0.2, the imperfect drive pushes the peak frequencies
away from these quantized values, indicating a loss of rigid
time crystallinity.
thus constitute natural candidate platforms. One could
envision promoting spinless fermions in such systems to
spinful fermions coupled to magnetic degrees of freedom
as done here, possibly leading to new higher-dimensional
adiabatic cycles, time-crystalline topological phases, and
nontrivial pre-thermal regimes.
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Appendix A: Derivation of effective spinless-fermion
Hamiltonian
Here we derive the effective Hamiltonian given in
Eq. (4) that describes the quantum dots and Ising spins
in the limit of large K. We start from the original micro-
scopic modelH = H0+Hf [recall Eq. (2)] and decompose
the spinful fermions via
fj↑ =
1
2
[(1 +mzj )cj + (1−mzj )dj ] (A1)
fj↓ =
1
2
[(1−mzj )cj + (1 +mzj )dj ]. (A2)
Here cj are precisely the low-energy fermionic degrees of
freedom from Eq. (3) that minimize the energy of the
K term, while dj represent high-energy fermions that we
wish to formally integrate out. In terms of cj and dj , we
have
H0 =
∑
j
[−Jmzjmzj+1 −K(c†jcj − d†jdj)] (A3)
and
Hf =
∑
j
{− µ(c†jcj + d†jdj)
+ [(−tPj1 + iαPj2)(c†jcj+1 + d†jdj+1) +H.c.]
+ [(−tPj2 + iαPj1)(c†jdj+1 + d†jcj+1) +H.c.]
+ ∆mzj (cjdj +H.c.)
}
. (A4)
In Eq. (A4) we introduced projectors
Pj1 =
1
2
(1 +mzjm
z
j+1), Pj2 =
1
2
(1−mzjmzj+1) (A5)
that project onto states where nearest-neighbor Ising
spins are aligned and anti-aligned, respectively.
The formal elimination of dj ’s is conveniently carried
out within a (Euclidean) path-integral formalism, with
the zero-temperature partition function given by
Z =
∫
Dd†DdDc†Dce−S , (A6)
where
S =
∫ ∞
−∞
dτ
∑
j
(c†j∂τ cj + d
†
j∂τdj) +H
 (A7)
is the imaginary-time action. Upon integrating over
dj , d
†
j (which can be done exactly since H is quadratic
in fermions), the partition function can be written as
Z ∝
∫
Dc†Dce−Seff
Seff =
∫ ∞
−∞
dω
2pi
∑
j
(−iωc†jcj) +Heff(ω)
 . (A8)
In the low-frequency limit, i.e., |ω|  (K − µ), we can
neglect frequency dependence in Heff to obtain an ef-
fective spinless-fermion Hamiltonian that takes the form
of Eq. (4). Finally, upon truncating the chemical po-
tential, hopping, and pairing matrix elements to leading
nontrivial order in 1/(K − µ), we obtain precisely the
µ′, t′mzj ,mzj+1 ,∆
′
mzj ,m
z
j+1
couplings quoted in the main text.
Appendix B: Transfer-matrix details
To examine the fermionic ground state for random
Ising spins we express the model of Eq. (4) in terms
of transfer matrices. The equation of motion for ψj =
(cj , c
†
j) can be brought to the form(
ψj+1
F †j ψj
)
= Tj
(
ψj
F †j−1ψj−1
)
, (B1)
with
Tj =
(
F−1j [E − µσz] −F−1j
F †j 0
)
, (B2)
Fj =
(
t′mzj ,mzj+1 −∆′∗mzj ,mzj+1
∆′mzj ,mzj+1 −t′∗mzj ,mzj+1
)
. (B3)
The transfer matrix for an N -site chain is Q =∏N
j=1 Tj , and the smallest positive eigenvalue of
1
N log[QQ
†] is the inverse localization length ξ−1 (see,
e.g., [20]). In Fig. 5 we present the data from which the
phase diagram in Fig. 2 of the main text is obtained.
First, we show a two-dimensional density map of ξ on
a logarithmic scale, which reveals the phase boundaries
without any need for processing the data. Second, we
7FIG. 5. Transfer-matrix data for µ′ = |b| = |a|/4 and 106
sites. On the left we show a density map of log(ξ), with darker
shades denoting larger ξ. The phase boundaries are readily
apparent as narrow dark lines. The dashed lines denote two
specific cuts for which we show ξ on a linear scale on the right.
The very rapid divergence of ξ near specific points supports
our identification of the phase boundaries.
FIG. 6. Density maps of log(ξ) for (left) µ′ = |a|/8 and
|b| = |a|/2, (middle) µ′ = |a|/20 and |b| = 3|a|/4, and (right)
µ′ = |a|/50 and |b| = 0.95|a|. The phase boundaries change
significantly between these parameter values, but the special
point φa = −φb = pi/4 always remains deeply in the localized
topological phase.
show ξ on a linear scale for two representative cuts to
illustrate the rapid growth of ξ near phase boundaries.
Finally, we detune the parameters of the models from
the ones of Fig. 2—which relate to the microscopic
model—towards the exactly solvable point |a| = |b| and
µ′ = 0; see Fig. 6. [In Figs. 5 and 6 we do not use the re-
lation ξ(φa, φb) = ξ(−φa,−φb) to halve the data points,
contrary to Fig. 2(b) from the main text.] During this de-
formation the phase boundaries move substantially, but
at the specific value φa = −φb = pi/4 the system always
remains in the same strongly localized topological phase.
Consequently, the topological phase obtained with micro-
scopically derived parameters indeed smoothly connects
to the zero-correlation length limit φa = −φb = pi/4,
|a| = |b|, and µ′ = 0 as suggested by Fig. 2(b) from the
main text.
Appendix C: Majorana Zero Modes via the Born
Approximation
For certain values of a, b, we can use the Born approxi-
mation to capture Majorana zero modes in the Hamilto-
nian of Eq. (4) with random mzj Ising configurations. In
what follows we ignore the J term for simplicity. Suppose
that we perform the gauge transformation
cj → eipi4 (1−mz1)e−ipi4 [1+
∑
k<j(1−mzkmzk+1)]cj , (C1)
so that Eq. (4) becomes
Heff =
∑
j
[−µ′c†jcj
+ (t′′mzj ,mzj+1c
†
jcj+1 + ∆
′′
mzj ,m
z
j+1
cjcj+1 +H.c.)].
(C2)
The new hopping and pairing coefficients are given by
t′′mzj ,mzj+1 =
(ae−i
pi
4 + c.c.)√
2
+
mzjm
z
j+1(ae
ipi4 + c.c.)√
2
(C3)
∆′′mzj ,mzj+1 =
(−beipi4 + c.c.)√
2
+
mzjm
z
j+1(be
−ipi4 + c.c.)√
2
.
(C4)
As before we write a = |a|eiφa and b = |b|eiφb . No-
tice that at φa = pi/4 and φb = −pi/4, which are the
same phases used to access the zero-correlation limit,
the mzj dependence has been completely gauged out of the
Hamiltonian for any |a|, |b|. We immediately conclude
that at these phases the system harbors edge Majorana
zero modes regardless of the Ising configuration provided
|µ′| < 2√2|a|.
Suppose next that we deform away from this limit
by writing φa = pi/4 + a and φb = −pi/4 + b, where
|a,b|  1. The mzj dependence no longer drops out, and
for random Ising configurations can be viewed as gener-
ating weak disorder in the fermion hoppings and pairings.
To lowest order in the Born approximation this disorder
is treated by simply replacing Heff → Heff with the over-
line indicating a disorder average over mzj configurations.
Here and below we will assume that themzj ’s are uncorre-
lated from site to site and have zero mean (as appropriate
for the random Ising configurations that are our primary
interest). The hopping and pairing strengths accordingly
become
t′′mzj ,mzj+1 =
√
2|a| cos a, ∆′′mzj ,mzj+1 = −
√
2|b| cos b.
(C5)
Within this approximation edge Majorana zero modes
persist so long as |µ′| < 2√2|a| cos a.
Thus far we have made no assumptions about the rela-
tive strength of |a| and |b|. Additional progress is possible
8if we specialize to the (most physically relevant) regime
|a|  |b|, which we now assume. We continue to take
φa = pi/4 + a but now allow for general φb, and treat
a as well as the entire pairing term as perturbations.
Within the lowest-order Born approximation the hopping
and pairing strengths are now modified to
t′′mzj ,mzj+1 =
√
2|a| cos a, (C6)
∆′′mzj ,mzj+1 = −
√
2|b| cos(φb + pi/4). (C7)
At this order, edge Majorana zero modes appear when
|µ′| < 2√2|a| cos a and cos(φb + pi/4) 6= 0. These crite-
ria naively rule out Majorana zero modes when φb = pi/4.
Nonzero pairing after disorder averaging is, however, gen-
erated at second order in the Born approximation (at
least when a 6= 0), so that Majorana zero modes can
still emerge as we show next.
Let φb = pi/4 and write the Hamiltonian as Heff =
H0 +H1, where all mzj -dependent terms are lumped into
H1. Explicitly, we have
H0 =
∑
j
[−µ′c†jcj + (t¯c†jcj+1 +H.c.)] (C8)
H1 =
∑
j
mzjm
z
j+1(t1c
†
jcj+1 + ∆1cjcj+1 +H.c.) (C9)
with t¯ =
√
2|a| cos a, t1 = −
√
2|a| sin a, and ∆1 =√
2|b|. To proceed we switch to first-quantized lan-
guage, defining position-space Hamiltonian matrix ele-
ments H0,1;jk through
H0,1 =
∑
j,k
Ψ†jH0,1;jkΨk, (C10)
where
Ψ†j =
[
c†j cj
]
(C11)
is the Nambu spinor. In terms of the bare Green’s func-
tion
G0;jk(iω) = (iω −H0)−1jk , (C12)
the fermion self-energy at second order in the Born ap-
proximation reads
Σjk = H1;jlG0;lm(iω = 0)H1;mk. (C13)
Repeated indices are implicitly summed above. The pref-
actor mzjmzj+1 in H1 implies that the disorder average
is nonzero only when we contract matrix elements cor-
responding to the same sites, i.e., when jl = mk or
jl = km.
Disorder averaging effectively restores translation in-
variance, so it is useful to pass to momentum space. For
H0 we simply write
H0;jk =
∫
p
eip(j−k)H0(p). (C14)
The Fourier transform is
H0(p) = 1
2
(2t¯ cos p− µ′)τz, (C15)
where Pauli matrices τx,y,z act in Nambu space. For
H1 we isolate the position-dependent magnetization by
instead writing
H1;jk = mzjmzk
∫
p
eip(j−k)H˜1(p), (C16)
which yields
H˜1(p) = t1 cos p τz + ∆1 sin p τy. (C17)
We can now express the self-energy as
Σjk = mzjm
z
lm
z
mm
z
k
×
∫
p1,p2
eip1(j−l)eip2(m−k)H˜1(p1)G0;lm(iω = 0)H˜1(p2).
(C18)
The disorder average on the first line evaluates to
mzjm
z
lm
z
mm
z
k = δjkδlm + δjmδkl. (C19)
The first pair of Kronecker deltas involve δjk and thus
merely generate an on-site correction. We neglect this
term and instead focus on the second pair of Kronecker
deltas:
Σjk →
∫
p1,p2
ei(p1+p2)(j−k)H˜1(p1)G0;kj(iω = 0)H˜1(p2).
(C20)
Upon further Fourier transforming the Green’s function
we obtain
Σjk =
∫
q
eiq(j−k)Σ(q) (C21)
Σ(q) =
∫
p1,p2
H˜1(p1)G0(iω = 0, p1 + p2 − q)H˜1(p2).
(C22)
It is useful to now decompose the self energy as
Σ(q) = Σz(q)τz + Σy(q)τy. (C23)
The Σz(q) part encodes renormalization of the kinetic
energy, while Σy(q) encodes p-wave pairing. The latter
is given by
Σy(q) = −2t1∆1
∫
p1,p2
sin(p1 + p2)
2t¯ cos(p1 + p2 − q)− µ′ (C24)
= − t1∆1
t¯
f
(
µ′
2t¯
)
sin q (C25)
for some nontrivial function f(x) that satisfies f(x 
1) ≈ 1. Provided t1,∆1 are nonzero—which in turn re-
quires nonzero a and |b|—the pairing amplitude is finite,
90
0
+π2−π2
+π2
−π2
φb
φa
|a|  |b|
gapless line
gapless linearbitrary |a|/|b|
arbitrary |a|/|b|
FIG. 7. Summary of Born-approximation results. Shaded and
circled regions denote φa,b values amenable to the Born ap-
proximation (assuming the regime of |a|/|b| values indicated).
Except for the gapless lines in the upper-right and lower-left
quadrants, Majorana zero modes are predicted over a finite
window of chemical potential throughout these regions, in
agreement with transfer-matrix simulations.
yielding unpaired Majorana modes if |µ′| < 2√2|a| cos a
as claimed. We note that the correlated nature of disor-
der in the tunneling and pairing terms in H1 is essential
to this outcome.
In our second-order Born analysis we set φb = pi/4 ex-
actly. If we now take φb = pi/4 + b (again with b  1)
then we can estimate the effective p-wave pairing am-
plitude ∆eff by simply summing the contributions from
Eqs. (C7) and (C25). [Technically, taking b 6= 0 also
modifies Eq. (C25), though this correction will be small
compared to the contribution from Eq. (C7).] We thereby
obtain
∆eff ≈
√
2|b|b − t1∆1
t¯
f
(
µ′
2t¯
)
≈
√
2|b|
[
b + af
(
µ′
2
√
2|a|
)]
(C26)
where on the second line we used t1/t¯ ≈ −a, t¯ ≈
√
2|a|,
and ∆1 =
√
2|b|. In the limit µ′  |a| we can further
replace f → 1; the pairing then vanishes when b = −a,
which defines a gapless line along which Majorana modes
are absent.
Figure 7 summarizes our Born-approximation results,
which are fully consistent with our transfer-matrix sim-
ulations.
The Born approximation further elucidates the struc-
ture of the phase diagram. After applying the gauge
transformation in Eq. (C1), the Hamiltonian in Eq. (C2)
exhibits purely real couplings. Hence an ‘accidental’ an-
tiunitary T ′ symmetry that obeys T ′2 = +1 becomes
manifest. Majorana modes can therefore be classified as
‘real’ or ‘imaginary’ depending on whether they exhibit
eigenvalues +1 or −1 under T ′. In the standard, uniform
Kitaev chain Hamiltonian, the topological phase can be
characterized by the relative sign of the hopping and pair-
ing, sgn(t∆). Should this quantity be positive, the left
Majorana zero mode is imaginary while its partner on
the right end is real. If the sign is negative, the opposite
is true.
Our system is more complex, in that the hopping and
pairings depend nontrivially on the Ising configuration
in a site-dependent fashion. However, the Born approx-
imation smears out this nontrivial dependence, thereby
generating uniform effective hopping and pairing. With
|a|  |b|, φa = pi/4 + a, and φb = pi/4 + b, these quan-
tities are given approximately by Eqs. (C6) and (C26).
In particular, the effective pairing in Eq. (C26) changes
sign along the gapless lines sketched in Fig. 7—implying
that the two topological phases meeting at that line ex-
hibit Majorana zero modes with opposite T ′ eigenvalues.
More generally, a first-order or continuous phase transi-
tion, or an intermediate state, necessarily separates these
phases so long as T ′ persists.
Appendix D: Transformation of Majorana Zero
Modes
In the main text we deformed our effective spinless-
fermion Hamiltonian to the zero-correlation-length limit,
yielding Eq. (5). Each Majorana zero mode in this limit
localizes to a single site as shown in Fig. 1 and Eq. (6).
Moreover, according to Eq. (7) each Majorana zero mode
acquires a factor of the adjacent Ising spin, i.e., mz1 or
mzN , under time-reversal symmetry T . This transfor-
mation rule raises a conundrum: away from the zero-
correlation-length limit, the zero-mode wavefunctions ex-
tend into the bulk over a distance set by the correlation
length, and thus ‘sample’ not just mz1 or mzN , but many
Ising spins. How does T transform the Majorana zero
modes in this more generic situation? The normalization
γ2 = 1 together with Hermiticity implies that the zero-
mode operators can only be multiplied by an operator
with eigenvalues ±1. This discreteness prohibits any per-
turbative corrections and the transformation in Eq. (7)
in fact continues to hold more generally. It is instructive
to see explicitly how this comes about by perturbing the
Hamiltonian Eq. (5) away from the perfectly dimerized
limit.
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Consider the T -invariant Hamiltonian
H ′′eff =
∑
j
(− Jmzjmzj+1 − iκsmzj ,mzj+1ηAjηBj+1
− iκ′ηAjηBj) (D1)
corresponding to Eq. (5) modified by the κ′ term—which
spoils the perfect dimerization and yields a finite corre-
lation length. We assume |κ′| < |κ| so that the fermions
remain in the topological phase, and also take κ′ to be in-
dependent of mzj ’s since such a choice is compatible with
T . In contrast, T necessitates the nontrivial mz depen-
dence in the signs smzj ,mzj+1 . This m
z dependence can
nevertheless be absorbed into the Majorana fermions by
defining
ηA,Bj ≡
∏
k<j
smzk,mzk+1
 η˜A,Bj , (D2)
where η˜A,Bj are a new set of Majorana operators. The
Hamiltonian becomes
H ′′eff =
∑
j
(− Jmzjmzj+1 − iκη˜Aj η˜Bj+1 − iκ′η˜Aj η˜Bj).
(D3)
Couplings between Majorana fermions in this represen-
tation are manifestly independent of the Ising spins.
Because H ′′eff only couples η˜Ai Majorana fermions
to η˜Bj Majorana fermions, the Hamiltonian preserves
an ‘accidental’ antiunitary symmetry T ′ (see also Ap-
pendix C) that obeys (T ′)2 = +1 and sends
mzj → mzj , η˜Aj → −η˜Aj , η˜Bj → η˜Bj . (D4)
The zero modes γ1,2 can be defined such that they ac-
quire either +1 or −1 eigenvalue under T ′, which sharply
constrains their allowed form. Additionally incorporat-
ing Hermiticity and invoking continuity with the κ′ = 0
limit allows us to write
γ1 =
∑
j
φBj η˜Bj =
∑
j
φBj
∏
k<j
smzk,mzk+1
 ηBj (D5)
γ2 = S
∑
j
φAj η˜Aj =
∑
j
φAj
∏
k≥j
smzk,mzk+1
 ηAj
(D6)
for real φA,Bj that localize exponentially to the ends of
the chain and, importantly, do not depend on mzj . On
the right sides we reverted back to ηA,Bj operators to ex-
plicitly display the non-local mzj dependence in the zero-
mode wavefunctions. In the second line we introduced a
factor S =
∏
all sites j smzj ,mzj+1 , which causes the string
of smzk,mzk+1 signs to emanate from the right in the ex-
pression for γ2. This convention is very natural since
γ2 localizes to the right end of the chain, and moreover
correctly recovers the κ′ = 0 limit of γ2 from Eq. (6).
Physical time reversal T sends
ηAj → mzjηAj , ηBj → −mzjηBj , (D7)
smzj ,mzj+1 → mzjmzj+1smzj ,mzj+1 . (D8)
Using these transformations to enact T on γ1,2, one
finds that the contribution of each term in the string of
smzj ,mzj+1 signs cancels with the next, except at the very
ends of the chains. One thus recovers Eq. (7) as claimed.
