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Abstract
In this paper, we propose a new microphone array signal processing technique, which increases the number of
microphones virtually by generating extra signal channels from real microphone signals. Microphone array signal
processing methods such as speech enhancement are effective for improving the quality of various speech
applications such as speech recognition and voice communication systems. However, the performance of speech
enhancement and other signal processing methods depends on the number of microphones. Thus, special
equipment such as a multichannel A/D converter or a microphone array is needed to achieve high processing
performance. Therefore, our aim was to establish a technique for improving the performance of array signal processing
with a small number of microphones and, in particular, to increase the number of channels virtually by synthesizing
virtual microphone signals, or extra signal channels, from two channels of microphone signals. Each virtual microphone
signal is generated by interpolating a short-time Fourier transform (STFT) representation of the microphone signals.
The phase and amplitude of the signal are interpolated individually. The phase is linearly interpolated on the basis of a
sound propagation model, and the amplitude is nonlinearly interpolated on the basis of β divergence. We also
performed speech enhancement experiments using a maximum signal-to-noise ratio (SNR) beamformer equipped
with virtual microphones and evaluated the improvement in performance upon introducing virtual microphones.
Keywords: Microphone array signal processing, Speech enhancement, Virtual microphone, Maximum SNR
beamformer, β divergence
1 Introduction
Speech processing applications, such as voice com-
munication and speech recognition systems, have
become more common in recent years. To realize high-
performance applications, a technique is needed to
reduce the noise or interference contained in microphone
signals. Therefore, there have been many studies on
noise reduction and speech enhancement involving the
use of beamformers. One typical speech enhancement
approach is microphone array signal processing, which
uses spatial information obtained with multiple micro-
phones [1]. However, the performance of many speech
enhancement methods with microphone arrays depends
on the number of microphones, and the performance
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may degrade when a small number of microphones are
used. Recently, recording equipment with a small number
of microphones, such as IC recorders and mobile phones,
has become common. Therefore, speech signal process-
ing techniques are expected to be widely employed to
realize high-performance speech enhancement with few
microphones or recording channels.
Underdetermined blind source separation (BSS) for a
mixture of sources whose number exceeds the number of
microphones has been widely studied as a typical frame-
work for array signal processing with a small number of
microphones [2].
In this problem, conventional linear array signal pro-
cessing is ineffective because nontarget sources can only
be canceled accurately by linear processing when there are
fewer sources than microphones. One typical approach to
underdetermined BSS is the statistical modeling of obser-
vations using latent variables [3, 4]. Using latent variables,
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the ill-posed estimation problem of underdetermined BSS
can be effectively formulated as an optimization problem,
and iterative optimization methods such as the EM algo-
rithm can be used to estimate the parameters required
for nonlinear signal processing for underdetermined BSS.
By using the latent variables, we design time-frequency
masks which reduce the nontarget sources and enhance
the target source. However, the use of time-frequency
masks leads to too much discontinuous zero padding of
the extracted signals, and therefore, they tend to contain
musical noise, which is undesirable for audio applications.
In this paper, to extend the general linear array signal
processing framework to enable its direct applicability to
underdetermined observations, we propose a method for
increasing the number of channels using virtual micro-
phones, which are extra virtual channels of recordings
synthesized from two real microphones. By using the
increased number of channels as the signal processing
input, speech enhancement with a small number ofmicro-
phones is improved. The virtual microphone signal is
generated by interpolation in the short-time Fourier trans-
form (STFT) domain, which is individually conducted
for the phase angle and amplitude (absolute value). We
interpolate the phase linearly, whereas for the ampli-
tude, the interpolation is based on β divergence [5].
This method is applicable to various applications includ-
ing speech enhancement, source separation, direction of
arrival (DOA) estimation, and dereverberation by beam-
formers and has high versatility. To evaluate the effective-
ness of the proposed method in speech enhancement, we
apply the proposedmethod to a maximum signal-to-noise
ratio (SNR) beamformer whose number of input channels
is increased using virtual microphones.
Since several approaches have been proposed to
increase the number of channels or to generate virtual
microphones for similar or different purposes, below
we summarize the relationship between our proposed
method and conventional methods.
First, a similar approach to our method of introduc-
ing virtual microphones, namely, increasing the number
of linear array signal processing channels, has been stud-
ied by several groups [6–10]. While our proposed method
generates a virtual signal in the audio signal domain, the
signal generation in conventional methods is carried out
in the power domain [6, 7, 10] or in a higher-order sta-
tistical domain [8, 9]. Although changing the domain can
improve the DOA estimation and speech enhancement
performance, the processed signal suffers from heavy dis-
tortion.
Another method of generating a signal in the audio
signal domain has been proposed in the field of spatial
audio acquisition [11, 12]. In this method, the DOA of
the source is estimated using two distributed microphone
arrays. Given the estimated source positions and the signal
measured at a real reference microphone, a virtual micro-
phone signal is obtained by applying suitable gains to a
reference signal. However, the generated virtual micro-
phone signal cannot be employed as an extra observation
to cancel more sources.
In general, if we increase the number of microphones,
we have more spatial information and more freedom in
controlling the spatial directivity pattern. As a result,
we can achieve better performance. Therefore, if we can
increase the number of microphones by approximately
following an appropriate rule, we can expect better per-
formance in linear array signal processing.
The structure of this paper is as follows. In Section 2,
we state the problem. In Section 3, we explain and for-
mulate the generation of virtual microphone signals. In
Section 4, we explain the maximum SNR beamformer,
which is a speech enhancement method. In Section 5, we
experimentally evaluate the performance of the maximum
SNR beamformer with virtual microphones. In Section 6,
we present our conclusion.
2 Linear model for speech enhancement
In typical speech enhancement methods, a microphone
signal is modeled using the following mixing model in the
time-frequency domain. Let si (ω, t) be the ith source sig-
nal at an angular frequency ω in the tth frame, and let
xj (ω, t) be the microphone signal at the jth microphone.
Signals can be modeled as
x (ω, t) = [ x1 (ω, t) , · · · , xM (ω, t) ]T
≈
N∑
i=1
ai(ω)si (ω, t) , (1)
ai(ω) =
[
a1,i(ω), · · · , aM,i(ω)
]T , (2)
where aj,i(ω) is the transfer function from the ith source
to the jth microphone and {·}T stands for the transposi-
tion of a matrix. Speech enhancement by beamforming is
conducted by constructing a multichannel filter given by
w(ω) = [ w1(ω), · · · ,wM(ω) ]T (3)
to reduce the nontarget sources or background noise from
microphone signal x (ω, t) and enhance the target speech,
where w∗n(ω) is the filter for the nth channel and {·}∗
denotes complex conjugation. The enhanced signal y (ω, t)
is given as
y (ω, t) = wH(ω)x (ω, t) , (4)
where {·}H stands for the conjugate transposition of a
matrix.
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The nontarget sources can be reduced when w(ω) is
orthogonal to all the transfer functions ai(ω) of the non-
target sources as follows:
wH(ω)ai(ω) = 0, ∀i = iT, (5)
y (ω, t) = wH(ω)
N∑
i=1
ai(ω)si (ω, t)
= wH(ω)aiT(ω)siT (ω, t) , (6)
where the iTth source is the target. However, in an under-
determined case, when the dimension M of the micro-
phone signal vectors is smaller than the number N of
source signals, such a filter w(ω) does not generally exist.
The beamformer can reduce directional noise from only
(M − 1) directions when M is the number of micro-
phones. Therefore, a larger number M of microphones
are needed to realize speech enhancement with high per-
formance for a mixture consisting of the number N of
sources.
3 Increasing the number of channels using virtual
microphones
As described in the preceding section, it is preferable
to use more microphones than sources to realize good
speech enhancement performance. However, large-scale
and costly equipment such as a microphone array or an
A/D converter is required for recording with three or
more channels. On the other hand, two-channel stereo
recording is available in small, easily available equipment
such as mobile phones and portable recorders. There-
fore, we propose a method for increasing the number
of recording channels virtually by generating additional
signal channels.
3.1 Approach to virtual microphone signal generation
In our virtual microphone array technique, we create arbi-
trary channels of virtual microphone signals by using two
channels of real microphone signals, then we perform
array signal processing using microphone signals consist-
ing of both real and virtual microphone signals as shown
in Fig. 1. Virtual microphone signals are generated as esti-
mates of signals at a virtual microphone placed at a point
where there is no real microphone. A virtual microphone
signal v (ω, t) is generated as an observation estimated by
interpolation for a virtual microphone placed at a point
with a distance ratio of α : (1 − α) from the positions
of two real microphones (Fig. 2). Multiple collinear vir-
tual microphones are generated by setting the virtual
microphone interpolation parameter α to different values.
Virtual microphone signals must be generated by non-
linear processing because linearly independent signals are
Fig. 1 Block diagram of signal processing using virtual microphone
array technique
required to increase the number of channels for the signal
processing input. Thus, we discuss appropriate nonlin-
ear processing for generating a virtual microphone signal.
As previously noted, a virtual microphone signal is gen-
erated as an estimate of a signal at a point where there
is no real microphone; thus, we consider the relationship
between the value of the virtual microphone interpola-
tion parameter α and a wavefront propagating towards a
microphone.
In speech enhancement, a microphone signal normally
consists of a mixture of multiple sources. In this paper,
we assume W-disjoint orthogonality (W-DO) [13, 14] for
a mixed signal to simplify the observation model for the
mixture. W-DO refers to the strong sparseness of a sig-
nal in the time-frequency domain, where it is assumed
that a component from a single source dominates one
time-frequency slot of a discrete STFT. In the proposed
method, virtual microphone signals are generated in each
time-frequency bin; thus, the relationship between the vir-
tual microphone position and the propagating wavefront
can be modeled as the propagation of a single wavefront.
3.2 Virtual microphone signal generation by
interpolation
Here, we formulate the interpolation of the phase and
amplitude separately. The phase and amplitude of the
Real Microphone Real Microphone
Virtual Microphone
Fig. 2 Arrangement of real and virtual microphones
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signal at microphone i are denoted by Ai and φi and are
respectively given as
Ai = |xi (ω, t)| , (7)
φi = ∠xi (ω, t) = arctanIm (xi (ω, t))Re (xi (ω, t)) . (8)
We employ different models for phase and amplitude
interpolation and simplify each formulation. The sepa-
rate interpolation of the phase and amplitude introduces
nonlinearity into the virtual signal generation, which is
necessary to increase the number of channels.
3.2.1 Linear interpolation of phase
Assuming W-DO, as introduced in the previous section,
we consider that a single wavefront propagates in each
time-frequency bin. The propagating wave can be approx-
imated as a plane wave when the acoustic wave arrives
from a distance. Then, the phase of the signal has the
following linear relationship with the spatial position:
φv = (1 − α) φ1 + αφ2. (9)
Note that the observed phase has an aliasing ambiguity
given by φi ± 2niπ with integer ni. In this phase interpola-
tion, we assume that the microphone signal has no spatial
aliasing with a sufficiently small microphone interval and
that
|φ1 − φ2| ≤ π . (10)
3.2.2 Amplitude interpolation based on β divergence
As described in the previous section, the linear interpola-
tion of the phase angle is based on the propagation model
of a single planar wavefront. The signal amplitude must
also be interpolated in accordance with an appropriate
rule.
However, the physical modeling of the amplitude dif-
ference is not as simple as that of the phase difference
because the amplitude depends on the distance between
the source and the microphones in addition to the DOA.
Thus, instead of interpolation based on some physical
assumption, we utilize a distance measure in the inter-
polation. As an adjustable distance measure, we use β
divergence.
β divergence is a widely used distance measure for
nonnegative values such as amplitude. For instance, β
divergence is used as the cost function for nonnegative
matrix factorization (NMF) [5, 15]. β divergence is equiva-
lent to Itakura-Saito divergence (β = 0), Kullback-Leibler
divergence (β = 1), and Euclidean divergence (β = 2).
Note that β divergence also corresponds to the far-field
model (β = 2) and the near-field model. The β divergence
between the signal amplitude of a virtual microphone Av
and that of the ith real microphone Ai is defined as
Dβ (Av,Ai) =⎧⎪⎨
⎪⎩
Av
(
logAv − logAi
)+ (Ai − Av) (β = 1),
Av
Ai − log AvAi − 1 (β = 0),
Aβv
β(β−1) +
Aβi
β
− AvA
β−1
i
β−1 (otherwise).
(11)
Note that Dβ is continuous at β = 0 and β = 1. For β-
divergence-based interpolation, we derive the amplitude
Av that minimizes the sum σβ of the β divergence between
the amplitude of a real microphones signal and a virtual
microphone signal weighted by the virtual microphone
interpolation parameter α,
σDβ = (1 − α)Dβ (Av,A1) + αDβ (Av,A2) , (12)
Avβ = argminAv σDβ . (13)
Differentiating σDβ with respect to Av and setting it to 0,
the interpolated amplitude extended using β divergence is
obtained as
Avβ =
⎧⎨
⎩
exp
(
(1 − α) logA1 + α logA2
)
(β = 1),(
(1 − α)Aβ−11 + αAβ−12
) 1
β−1
(otherwise).
(14)
Similar to β divergence Dβ , Avβ is continuous at β = 1
because
Av1 = lim
β→1
(
(1 − α)Aβ−11 + αAβ−12
) 1
β−1
= exp ((1 − α) logA1 + α logA2) . (15)
When β is set to 1, the interpolated phase and amplitude
are given as the following unified equation:
v = exp ((1 − α) log x1 + α log x2) , (16)
and we call the interpolation based on Eq. (16) complex
logarithmic interpolation. Additionally, the result of β-
divergence-based interpolation is assumed to be the β − 1
norm of the vector [(1 − α) x1,αx2]T, which is composed
of the amplitude weighted by α. Therefore, taking the
limits of β → +∞ and β → −∞, the interpolation cor-
responds to the selection of the following maximum and
minimum values, respectively:
Avβ =
{
max (A1,A2) (β → +∞) ,
min (A1,A2) (β → −∞) . (17)
In this paper, we substitute the β divergences at these infi-
nite limits with the abovemaximum andminimum values.
The virtual microphone signal is obtained as follows in
terms of the interpolated phase and amplitude:
v = Avβ exp
(
jφv
)
. (18)
Note that the linear interpolation of the phase angle
is defined in the domain of arbitrary real numbers α,
not only in the range 0 ≤ α ≤ 1. On the other hand,
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the β-divergence-based interpolation of the amplitude is
defined only in the domain of 0 ≤ α ≤ 1 when β is set
to β = 1. Therefore, in this paper, we deal solely with
without extrapolation, where α is confined to 0 ≤ α ≤ 1.
4 Speech enhancement withmaximum SNR
beamformer
We apply the virtual microphone array technique to a
maximum SNR beamformer [16] to evaluate its per-
formance. A maximum SNR beamformer requires the
covariance matrices of the target-active period and target-
inactive period as prior information for speech enhance-
ment.
The maximum SNR beamformer has the advantage of
being available when the source direction is unknown
because it requires no information about the sound direc-
tion such as its steering vectors. Therefore, it is easy
to apply our virtual microphone to the maximum SNR
beamformer.
4.1 Construction of maximum SNR beamformer
In a maximum SNR beamformer, the filter w (ω) is
designed to maximize the ratio λ (ω) of the power
between the target-active period 	T and the target-
inactive period 	I:
λ(ω) = w
H(ω)RT(ω)w(ω)
wH(ω)RI(ω)w(ω)
, (19)
where RT(ω) and RI(ω) represent the covariance matri-
ces of the target-active period and target-inactive period,
respectively. The covariance matrices are calculated as
RT(ω) = 1|	T|
∑
t∈	T
xT(ω, t)xHT (ω, t), (20)
RI(ω) = 1|	I|
∑
t∈	I
xI(ω, t)xHI (ω, t), (21)
where xT is the microphone signal vector in the target-
active period and xI is the microphone signal vector in
the target-inactive period. The filter w(ω) that maximizes
the ratio λ(ω) is given as the eigenvector corresponding
to the maximum eigenvalue of the following generalized
eigenvalue problem:
RT(ω)w(ω) = λ(ω)RI(ω)w(ω). (22)
4.2 Scaling compensation of beamformer
Since the maximum SNR beamformer w(ω) has a scaling
ambiguity, the beamformer is compensated similar to [17]
as:
w(ω) ← bk(ω)w(ω), (23)
where bk(ω) is the kth component of b(ω) given by
b(ω) = Rx(ω)w(ω)wH(ω)Rx(ω)w(ω) , (24)
Rx(ω) = 1T
T∑
t=1
x(ω, t)xH(ω, t). (25)
5 Speech enhancement experiments involving
multiple directional sources
To evaluate the effectiveness of introducing virtual micro-
phones, we conducted speech enhancement experiments
using a maximum SNR beamformer.
5.1 Experimental conditions
The layout of the sources and real microphones is shown
in Fig. 3, and the other experimental conditions are shown
in Table 1. We used two samples of Japanese speech
and one sample of English speech for the target signals,
and we performed five DOA experiments for each sam-
ple target signal, giving a total of 15 trials for different
combinations of the target DOA and speech samples.
We used a mixture of eight speech signals for the inter-
ference signal. The speech signals arrived from eight
different directions simultaneously. The microphone sig-
nals were formed as convolutive mixtures of measured
impulse responses and speech signals. The input signal-
to-interference ratio (SIR) was set to 0 dB. We placed
virtual microphones between two real microphones at
regular intervals, and thus the interpolation parameter α
of the ith virtual microphone was
α = iN + 1 , (26)
where N is the number of inserted virtual microphones.
The speech was enhanced using microphone arrays con-
sisting of two real microphones and N virtual micro-
phones, thus giving (N + 2) channels in total. In these
Fig. 3 Source and microphone layout in experiments
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Table 1 Experimental conditions
Number of real microphones 2
Number of virtual microphones Nv 0–9
Real microphone interval 4 cm
Input SIR 0 dB
Reverberation time 640 ms
Sampling rate 8 kHz
FFT frame length 1024 samples
FFT frame shift 256 samples
Speech-enhanced period length 20 s
Target-active period length |θT| 10 s
Target-inactive period length |θI| 10 s
experiments, the first real microphone channel, expressed
as α = 1, was chosen as the reference for scale compensa-
tion as described in Section 4.2.
5.2 Results and discussion
To evaluate the performance of the beamformer, we used
objective criteria, namely, the signal-to-distortion ratio
(a)
(b)
Fig. 4 a–b Relationship between β and separation performance
(SDR) and SIR [18]. We show the mean SDR and SIR val-
ues for the 15 combinations of target DOA and speech
samples.
Figure 4 shows the relationship between the speech
enhancement performance and β for different numbers
of virtual microphones, and Fig. 5 shows the relation-
ship between the performance and the number of virtual
microphones for several β values. The input SIR was set
to 0 dB. This means that the target signal was larger than
each of the eight interference signals. Under this condi-
tion, the time-frequency component of the target signal
was able to be captured. Note that when the number
of virtual microphones is zero, the beamformer is pro-
cessed solely using real microphone signals. According to
Fig. 4a, the SDR improved when a small number of virtual
microphones are inserted for all values of β . According to
Fig. 4b, the SIR improved as the number of virtual micro-
phones increased for all values of β . The SDR decreases
when a number of virtual microphones are introduced
with a parameter β of around 0 as shown in Fig. 4a. How-
ever, there is a particular improvement in the SDR when β
is far from 0.
Setting β at values of around 0, the interpolation may
become almost linear, which could cause rank deficiency
in the covariancematrices. Figure 6 shows the relationship
(a)
(b)
Fig. 5 a–b Performance plotted against the number of virtual
microphones
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Fig. 6 Relationship between β and RMSE difference from linear
interpolation
between β and the difference from linear interpolation.
The difference is defined as the root-mean-square error
(RMSE) between the signal generated by the proposed
interpolation and the one generated by linear interpola-
tion when the interpolation parameter α is set to 0.5, i.e.,
the virtual microphone is set at the midpoint between two
real microphones.
RMSE (ω,α) =
∑
t
∣∣vβ (ω, t,α) − vlin (ω, t,α)∣∣2 , (27)
vlin (ω, t,α) = (1 − α) x1 (ω, t) + αx2 (ω, t) . (28)
A larger RMSE shows that the results of interpolation is
far from that obtained by linear processing. As a virtual
microphone signal is similar to a linearly generated sig-
nal, the covariance matrices tend to cause rank deficiency,
resulting in the distortion of the output signal of the beam-
former. According to Fig. 6, setting β to a value of approx-
imately two, for which the β-divergence-based amplitude
interpolation becomes linear, the result of interpolation of
the entire signal is close to that of the linear interpola-
tion, particularly in the 100–400-Hz frequency range. By
contrast, upon setting β to a value distant from zero, the
interpolation becomes far from linear. Accordingly, the
nonlinearity of the interpolation is improved and the rank
deficiency of the covariance matrices is reduced.
6 Conclusions
In this paper, we proposed a new array signal processing
technique involving the virtual microphones to increase
the number of channels virtually and to improve the per-
formance of speech enhancement. Virtual microphone
signals are generated by the interpolation of the phase
and amplitude of a complex signal. The phase is interpo-
lated linearly in accordance with a plane wave propagation
model, and the amplitude is interpolated using a β-
divergence-based method, that allows parameter adjust-
ment. We also applied the virtual increase in the number
of channels to speech enhancement using a maximum
SNR beamformer. The speech enhancement performance
using virtual microphones was evaluated in the experi-
ments, and we investigated the relationship between the
performance and the value of β . According to the experi-
mental results, the speech enhancement performance for
multiple directional sources was improved by introduc-
ing virtual microphones. By setting β to values far from
0, the performance was further improved when more vir-
tual microphones were introduced. We also evaluated the
speech enhancement performance for a mixture of tar-
get speech and real environmental noise and confirmed
that there was an improvement. These results confirmed
the effectiveness of the virtual microphone technique for
speech enhancement.
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