As discovered by the Gestaltists, in particular by Duncker, we often perceive motion to be within a nonretinotopic reference frame. For example, the motion of a reflector on a bicycle appears to be circular, whereas, it traces out a cycloidal path with respect to external world coordinates. The reflector motion appears to be circular because the human brain subtracts the horizontal motion of the bicycle from the reflector motion. The bicycle serves as a reference frame for the reflector motion. Here, we present a general mathematical framework, based on vector fields, to explain non-retinotopic motion processing. Using four types of non-retinotopic motion paradigms, we show how the theory works in detail. For example, we show how non-retinotopic motion in the Ternus-Pikler display can be computed.
1. Introduction
Retinotopic representations and non-retinotopic percepts
The eye's optics map the three-dimensional world to twodimensional images on the retina. This neighborhood-preserving map, known as a retinotopic representation, is present throughout the early visual system. Neurons in early visual areas have their receptive fields anchored in retinotopic coordinates and most theories of visual perception are built on these retinotopically localized neurons.
However, the stimulus impinging on these retinotopic representations is highly dynamic and unstable. For example, under normal viewing conditions, humans make three to four eye movements per second. In addition, constant head and body movements further perturb the retinal image. Each time the observer moves with respect to the environment, activity in the retinotopic representations undergo changes. Hence, if our percepts were based on retinotopic coordinates, we would perceive our environment to undergo changes every time we move. However, perceptually the world appears stable, indicating that our percepts are not based on retinotopic coordinates.
How the brain constructs a non-retinotopic reference-frame remains a fundamental and challenging question. The commonly accepted solution for this problem is that the brain uses efference copies of movement commands to discount for self-generated retinal motion signals (Monteon, Martinez-Trujillo, Wang, & Crawford, 2005 Sommer & Wurtz, 2002; Von Helmholtz, 1866) . For example, when executing a horizontal pursuit eye movement to the left, the human brain can use efference copies to transform retinotopic representations into non-retinotopic representations, in which stimulus motions due to eye movements are canceled out. In addition to our own predictable movements, however, objects usually move in a complex and unpredictable manner, where efference copies are of no avail. This represents a formidable problem for any theory based on retinotopic representations.
Under normal viewing conditions, the visible persistence of a briefly presented stimulus is approximately 120 ms (e.g., Coltheart, 1980) . Based on this duration, we would expect moving objects to appear highly blurred, a problem known as motion blur. Moreover, since a moving object will stimulate a retinotopically localized receptive field only briefly, there will not be enough time for these neurons to compute figural attributes of the moving object. As a result, we would expect moving objects to have ghost-like appearances, a problem known as the moving ghosts problem (Ögmen & Herzog, 2010) . However, objects in motion typically appear relatively sharp and with well-defined features such as color, texture, and shape (Nishida, Watanabe, Kuriki, & Tokimoto, 2007; , 2008 Shimozaki, Eckstein, & Thomas, 1999 ). An extensive review of these problems and potential solutions can be found in Ögmen and Herzog (2010) .
Here we will discuss a theory that we propose solves these two problems and will provide a computational model showing how it may be implemented. We will then apply this model to several examples from the psychophysical motion perception literature.
A theory of non-retinotopic perception
Fig. 1 provides a schematic description of our approach. At the bottom, a retinotopic representation is illustrated with several dots in motion. These motion vectors are grouped based on their spatial proximity and direction similarity. According to our theory, a field is created around each local reference frame and fields of different reference frames interact to establish a global equilibrium in the retinotopic space. Each group then produces a common vector that serves as a reference-frame for that group. Using this referenceframe, stimuli in retinotopic representations are mapped to nonretinotopic representations, as depicted at the top of Fig. 1 . To change from a retinotopic to a non-retinotopic reference-frame, i.e., coordinate system, the reference-frame motion vector is subtracted from retinotopic motion vectors of each element belonging to that group.
Reference frames for motion perception
Many recent studies show that attributes of moving stimuli, such as luminance (Shimozaki et al., 1999) , color (Nishida et al., 2007) , form Otto et al., 2006 , Otto, Ögmen, & Herzog, 2008 , and size (Kawabe, 2008) are perceived according to motion-based non-retinotopic reference frames. According to the theory outlined above, all features of the stimulus are mapped onto non-retinotopic representations. For clarity, we will focus in this paper on motion.
The role of reference-frames in motion perception has been recognized at least since the studies of the Gestalt psychologists (Duncker, 1929) . Here, it was pointed out that when we look at the world and see, for example, a traveling bicycle, we have the subjective impression that we see how the wheel spins and the reflector circles around the wheel's center. In spatiotopic coordinates, however, the reflector's motion follows a cycloidal path as the bicycle traverses space. The perceived rotary motion of the wheel indicates that the horizontal motion of the bicycle is used as a reference frame to judge the motion of the wheel. In the experiments of Duncker (1929) , a light was placed on the edge of a rotating wheel and he had subjects view the wheel in the dark as it translated through space. Here subjects reported perceiving the cycloidal motion path traced out by the light on their retinas. When a second light was added to the wheel's center the subjects' percepts changed, and they reported seeing one light circling the other as they both translated from left to right. The second light added a context that completely changed the percept -it created a new reference frame for the combined motion of both lights that changed how the first light was perceived to move. Johansson (1973) showed that this type of motion-based reference frame also applies to more complex motions such as pointlight walkers. He physically attached lights to the major joints of actors, and recorded them performing various actions in the dark. Subjects viewing static frames could not identify the collection of lights, but as soon as the point-light walker moved, subjects perceived the points to form a person. Johansson (1973) explained this type of phenomenon through what he called ''vector decomposition". This theory has three major principles: (i) that elements in motion are always related, (ii) that simultaneously moving elements form rigid perceptual groups, and (iii) that decomposing motion vectors into equal and simultaneous motion vectors leads to a perceived ''common motion", and that the residuals are perceived as ''relative motion". This was a major theoretical step forward; however, a number of issues remained unresolved. One caveat to this approach, for example, is that common vector decomposition is an ill-posed problem in that there are infinite number of common motion vectors that can give rise to any given set of non-zero motion vectors. This problem was alluded to in Johansson's work and requires additional model constraints. Since observers do not perceive all possible solutions, but instead a rather small subset (e.g. Johansson, 1950; Proffitt, Cutting, & Stier, 1979; Wallach, Becklen, & Nitzberg, 1985) , additional theoretical constructs are needed to determine which subset of solutions is selected by the visual system and why. One way to approach this problem is through the mathematical theory of regularization (Marr & Ullman, 1981) , in which additional information or constraints are used to reduce the number of solutions to the problem.
A variety of constraints have been proposed in the literature. For example, Hochberg and McAlister (1953) suggested that the constraint was the information required to define the pattern, and that the visual system sought the solution(s) that minimized this constraint. Börjesson and Von Hofsten (1972) proposed as constraint that residual motion vectors sum to zero. Gogel introduced the ''adjacency principle" according to which the relative motion determination is restricted only to nearby objects (Gogel, 1974; Gogel & Koslow, 1972) . Proffitt and colleagues proposed that the common motion is determined by the motion of the center of gravity of the dots (Proffitt et al., 1979) . Restle (1979) proposed ''information load" as the constraint to be minimized in determining the prevailing solution. Gershman, Jäkel, and Tenenbaum (2013) used a Bayesian framework with a set of probabilistic constraints. To summarize, the constraints introduced in regularization approaches to vector decomposition provide heuristics to explain, at least partially, why the human visual system selects a particular vector decomposition in motion perception. An equally important question is to determine the mechanisms, interactions, and computations through which the particular solution selected by the visual system emerges in real-time.
Here, we present an approach, which starts from the raw image (contrary to, for example, the models of Restle (1979) Herzog, 2009; Pikler, 1917; Ternus, 1926) . In the Ternus-Pikler display, three disks move back and forth in apparent motion (Fig. 2) . As shown in Fig. 2 , based on retinotopic versus non-retinotopic reference frames, one can make distinct predictions about how the motion of a small dot inserted in the disks will be perceived. Our model will be tested on this and other motion percepts.
Model

Overview
As depicted in Fig. 1 , our model is a two-stage process. In the first stage, overall object motion is computed, grouped, and a reference motion vector is extracted for each group. All these operations take place in retinotopic coordinates. The second stage of the model is to map stimulus information to non-retinotopic coordinates by recomputing stimulus attributes according to this reference-frame. In motion perception, this would be equivalent to subtracting the reference motion vector from the retinotopic motion vectors.
In detail, we first extract the edges in the visual scene at time t 0 by traditional edge detection mechanisms. Second, we group the edges. Third, we compute the motion of each group by crosscorrelating the edge maps from t 0 to t 1 (and then from t 1 to t 2 , etc.). The points of highest correlation give the potential motion vectors for the group, of which all but one will be eliminated in the proceeding step. In the Ternus-Pikler display, for example, this process yields three matches corresponding to the three large disks and three separate matches for the small dots, each associated with different motion vectors. Fourth, we solve the motion correspondence problem, i.e., the motions of the disks and dots, using traditional methods (Dawson, 1991) . This gives unique object motions for each disk and dot in retinotopic coordinates.
In step two, we subtract the overall motion vector, which is used as reference frame, from individual motion vectors. This stage produces non-retinotopic motion, which we suggest correlates with our non-retinotopic motion percepts.
Model details
2.2.1. Step 1.1: edge extraction
To mimic early visual processing (Adelson & Movshon, 1982; De Valois, Albrecht, & Thorell, 1982; Hubel & Wiesel, 1962 , we convolve the retinal input with an array of Gabor filters selective for different orientations (''Filtering" in Fig. 3 ; Blakeslee & McCourt, 2001 , 2004 Elder & Goldberg, 2002; Geisler, Perry, Super, & Gallogy, 2001; Sigman, Cecchi, Gilbert, & Magnasco, 2001; Simoncelli & Heeger, 1998) . We adopt the balanced Gabor model of Cope, Blakeslee, and McCourt (2008) , which, unlike the traditional Gabor model (Gabor, 1946) , has a zero response to a uniform visual field (i.e., it has a zero D.C. offset). Details can be found in Appendix A. It should be noted that our results are robust over a wide variety of receptive field models and we stress here that the choice of this particular model is not crucial.
We use the following filter parameters: orientations (h) ranged from 0 to 360 in 15 increments, phase (/) was 90 , and the period (k) was three pixels. The edge orientation at any given pixel location was given by the orientation of the filter yielding the strongest response at that location in a winner-take-all fashion (Wilson, 1999) . We then threshold the filter responses to yield a sparse edge map.
Step 1.2: edge grouping
Edge extraction yields a map, specifying for each pixel in the image, whether or not an edge segment is present and, if present, the orientation and contrast polarity. It does not, however, yield complete object contours. To do this, we must group the edge segments together (''Edge grouping" in Fig. 3 ; Clarke, 2005; Elder & Goldberg, 1998a , 1998b Elder, Krupnik, & Johnston, 2003; Estrada & Elder, 2006; Geisler et al., 2001; Grossberg, 1994; Grossberg & Mingolla, 1985; Ren & Malik, 2002; Sigman et al., 2001) . We use the approach of Clarke (2005) where a Bayesian model is leveraged based on natural image statistics. Grouping is based on proximity and good continuation cues and two edges are grouped if the posterior probability of their being part of a common contour is greater than the probability of their not being part of a common contour, given the data. Details are presented in Appendix A.
Step 1.3: extracting temporal correspondences
To solve the motion correspondence problem, we adopt an approach where, for each set of grouped edges in frame 1, a new edge map is created containing only that group. Each new edge map is then cross-correlated with the frame-two edge map to find the matching groups (Fig. 4) . Any motion correspondence model needs to deal with the problem of multiple correspondence matches, as illustrated in Fig. 4 (middle panels), where there are multiple matches owing to the identical black disks and white dots in both frames. A solution to this problem was proposed by Dawson (1987) , who solved the problem assuming a set of pre-extracted objects. This model employs a simple, neural network that applied constraints on speed, position, and uniqueness of potential matches between frames until it converged on the best set of matches. We adopt this algorithm as the final stage in our temporal correspondence model. Results of using this algorithm on our Ternus-Pikler stimulus are shown at the bottom of Fig. 4 .
Either Group motion or element motion is perceived depending on the parameters of the model. We set parameters to match psychophysical data (Boi et al., 2009 ).
Step 2: non-retinotopic representation
Having solved the temporal correspondence problem and identified matching objects from one time frame to the next, the final step is to map retinotopic onto non-retinotopic representations. To do this we compute the motions of all objects within the visual field. For each object, we then subtract off the average weighted motion of nearby objects (weighted by distance, direction, and number of edges), to yield the object's non-retinotopic motion vector. Further details about the exact computations are presented in Appendix A.3.
In the Ternus-Pikler display, after subtracting off the referenceframe motion, the only remaining motion vectors occur for the rotating dots (Fig. 5A) . The rotation appears to be contained within the black disks. The reference-frame motion is calculated based on
Step 1: Motion Extraction
Step 2: Re-registration Fig. 3 . Model overview. The model consists of a two-step process (left and right panels). In the first step, motion vectors are extracted for each edge (left panel) and in the second step each edge's motion vector is re-referenced to the local average within a given area (right panel). The first step is broken down into a basic filtering stage, an edge grouping stage, and a retinotopic motion vector extraction stage. In the second stage, each retinotopic motion vector (red and blue arrows) creates its own field (blue circular areas). In this case, we are focusing on the field created by a vector on the reflector (red arrow). The blue arrows arising from the wheel fall in the velocity field around the reflector. All motion vectors within a given field contribute to the weighted average motion vector (green arrow in the ''Compute the mean velocity within the field" panel). This motion vector is subtracted from the original vector that created the field. The residuals left over after subtraction yield non-retinotopic motion percepts (red circular motion vector in bottom-right panel). a weighted average around each motion vector. The weighting function is Gaussian (Eq. (18) in Appendix A.3).
Results
The Ternus-Pikler task
Boi et al. (2009) used the Ternus-Pikler display to show that motion perception depends on reference frames. Our model nicely replicates psychophysical performance in discriminating the direction of dot motions for the stimuli presented in Fig. 2. In addition, the model shows similar phenomenology, i.e., it groups elements in the way that humans describe them.
For example, in Fig. 2A , humans perceive a rotating white dot in the central black disk, while stationary white dots are perceived in the flanking disks. The model percepts are displayed in Fig. 5A . These model outputs were generated by passing the original stimulus through the model, and then classifying the rotation direction of the dot on the central disk based on maximum likelihood template matching to clockwise or counter-clockwise motion. If the dot's rotation was simply moving up-down (i.e., no circular motion) then the model could not discriminate between clockwise and counter-clockwise rotation. Otherwise, the best match to a perfect clockwise, or counter-clockwise template yielded 100% accurate results.
Ternus stimuli
In 1926 Ternus demonstrated several other instances of how humans make correspondence matches (Ternus, 1926) . In all cases, our model is able to replicate these matches as illustrated in Fig. 6 . To obtain these results it is sufficient to pass the input image sequences through the temporal correspondence solving potion of the model. Fig. 4 . Schematic illustration of how our hybrid approach works to solve the temporal correspondence problem. The original image undergoes filtering and threshold to extract an edge map. These edges are then grouped and clustered into full objects (colored outlines). At this point it is unknown which objects in Frame 1 match with which objects in Frame 2. Potential matches are discovered by convolving the edge map for each Frame 1 object with the Frame 2 edge map, and thresholding the results. For this particular stimulus, this procedure yields three potential matches for each disk and another three potential matches for each dot. From the potential matches, one unique match is found for each object using Dawson (1991) . Based on the matches we can extract retinotopic motion vectors for each object (bottom right).
Point-light walker
A point-light walker is a stimulus originally attributed to Johansson (1973) , where lights are placed on the joints of a person wearing entirely black clothing, and who is filmed walking in the dark, such that only the lights are visible. Remarkably, with this impoverished stimulus, it is still possible to recognize that the person is walking. Interestingly, on a retinotopic level, the walker's feet follow a wave-like pattern (Fig. 7A) , however, they are perceived to move in a more circular motion, following the reference frame established by the rest of the points on the walker. When employing points that scale with the sizes of the body parts (e.g., hips are larger than feet), this non-retinotopic motion percept is nicely captured by our model (Fig. 7B) . Here, sinusoidal retinotopic motion trajectories are transformed into circular non-retinotopic trajectories.
Duncker wheel
Duncker (1929) noted that the reflectors on a moving bicycle wheel appear to follow a circular orbit, even though their retinotopic trajectory is cycloidal. Our model reproduces this behavior (Fig. 8) .
Motion reversal stimuli
Agaoglu, Herzog, and Ögmen (2015) presented subjects with a small square traveling to the right following a sinusoidal speed profile (with constant direction). Flanking this small square were two square-wave gratings, one at the top of the screen (at an eccentricity of À5:5 ) travelled to the right and another at the bottom of the screen (at an eccentricity of 5:5 ) travelled to the left (see their Experiment 3B). The small square's perceived motion depended on the distance to the flanking square-wave gratingsthe closer to the bottom grating, the more the square appeared to be pulled leftwards. This indicates that the extent of motion integration for a non-retinotopic averaging field has a spatial dependency, where nearer motion vectors play a stronger role than more distant motion vectors. This effect is reproduced by our model as shown in Fig. 9 . This result arises because of the spatial weighing function used in the model. Here, a Gaussian spatial weighting function determines any given motion vector's contribution to the local weighted average. Nearby elements affect perceived motion more than distant elements.
Discussion
The retinotopic organization throughout the early visual system and the receptive field properties of single neurons within this retinotopic organization form the core of most theories of vision. After phototransduction, projections from the retina to the visual cortex build retinotopic representations in early visual areas. The visual scene is analyzed within these retinotopic areas by basic features detectors sensitive to orientation, motion, color, and spatial frequency (Campbell & Robson, 1968; De Valois et al., 1982; Hubel & Wiesel, 1962 . The outputs of these detectors are combined by higher-level detectors in higher visual areas (Komatsu & Wurtz, 1988; Tanaka, Fukada, & Saito, 1989 Saito et al., 1986) .
However, as mentioned in the Introduction, due to the movements of the observer and those of objects in the environment, retinotopic representations alone cannot explain our percepts. In fact, phenomena like anorthoscopic perception and visual masking show that retinotopic representations are neither necessary nor sufficient for perception (Fendrich, evidence for non-retinotopic processing of luminance, color, size, and form is relatively new (Nishida et al., 2007; Ögmen et al., 2006; Otto et al., 2006 Otto et al., , 2008 Shimozaki et al., 1999) , nonretinotopic processing of motion has been reported since the work of Gestalt psychologists (Duncker, 1929; Pikler, 1917; Ternus, 1926) . The relativity of motion perception and the underlying non-retinotopic reference frames were very active research areas until the 1980s (Johansson, 1950 (Johansson, , 1973 (Johansson, , 1974 . A major factor moti- vating this research was the ecological approach to vision, wherein observer and object motion play a fundamental role. The major result was the beginnings of a theory of how objects are perceived to move together depending on grouping.
In the 1980s, advances in characterizing the retinotopic receptive fields of neurons in visual areas such as V1, MT, and MST led to a renewed interest in retinotopic motion-detection mechanisms. Much of the research in the last three decades has accordingly, focused on developing mathematical models for these neurons (e.g., energy models and the elaborated Reichardt detector; Adelson & Bergen, 1985; Fermi & Reichardt, 1963; Georgeson & Scott-Samuel, 1999; Simoncelli & Heeger, 1998; van Santen & Sperling, 1985; Watson & Ahumada, 1985) and classifying motion detection mechanisms into first, second, and third order systems (Cavanagh, 1999; Lu & Sperling, 2001) .
While these models have been effective in explaining how we detect motion, its direction, and speed, their application to how we perceive motion as a spatio-temporal configuration has been limited. The perception of spatio-temporal configurations are building blocks of Gestalt psychology and ecological psychology and most of the advances in this area have been from the 1920s to the 1980s. Given recent findings demonstrating that attributes of stimuli are computed according to non-retinotopic reference-frames, it is important to develop computational models that can explain these non-retinotopic operations. Our goal in this paper was to present such a model based on our previously developed two-stage theory. In the two-stage theory, the first stage consists of retinotopic operations to determine the reference-frame while the second-stage consists of non-retinotopic representations. Agaoglu et al. (2015) . In each of five experiments a small target square underwent a sinusoidal motion trajectory illustrated in (C) and (D). In Experiment 1, the target square was presented in isolation. In Experiment 2, it was flanked by a row of squares moving with a constant velocity. In Experiment 3, the same stimulus as Experiment 2 was used, but with a stationary row of squares below. In Experiment 2, the squares below translated in the same direction as the target. In Experiment 5, the squares below translated in the opposite direction to the target. (B) Subjects were tested to determine at which velocity the target appeared to move backwards relative to its motion trajectory as a function of vertical eccentricity (0 being closest to the upper rows of squares). This threshold is plotted black dots, with the model outputs in red lines. Note the good approximation of the model to the human data. See https://osf.io/gpy54/?view_only=27f731b9854c4b17a80d-d1c56d5385c2 for a demonstration.
gðx; y; r; k; h; /Þ ¼
where x and y denote space, r is the standard deviation on the Gaussian envelope, k is the carrier wave's period (such that k ¼ r=2), h is the carrier wave's orientation and / is the phase.
A.2. Edge grouping
We wish to group the edges that are tangent to an object boundary. For any two tangent edges t i and t j , the edges may be members of the same contour and group together (G) or they may be members of separate contours and not group together (G; Grossberg & Mingolla, 1985; Kellman & Shipley, 1991) . For each edge pair, then, we wish to compute the likelihood ratio:
where PðGjt i ; t j Þ denotes the probability of contour membership given edges t i and t j . Likelihood ratios greater than one indicate that the edges should be grouped as belonging to the same contour and likelihood ratios less than one indicate that the edges belong to separate contours. These probabilities may be parameterized as a function of various properties of the prospective edges. The parameters included here are the edges' proximity (r) and their induced angles (h 1 ; h 2 and h 3 ) as shown in Fig. 10 . Based on natural image statistics, Clarke (2005) found a statistically independent re-expression of the induced angles h 1 and h 2 in terms of parallelism (h 1 þ h 2 ) and co-circularity (h 2 À h 1 ), where each follows a generalized Laplacian distribution defined as: 
h may represent either parallelism or co-circularity, and C denotes the gamma function. Under this distribution, the parallelism and co-circularity distributions have the parameters listed in Table 1 . The proximity distribution follows a power law of the form: 
and r 0 is the smallest measurable offset. Based on natural image statistics, Clarke (2005) determined the value of b to be 2.64. Here, we take r 0 ¼ 1. In order to calculate the likelihood ratio given in Eq. (2) we require both the probability of grouping two edges given that they arise from the same contour (G) and the probability that they arise from separate contours (G). We now have enough information to calculate PðGjt i ; t j Þ, specifically PðGjt i ; t j Þ ¼ PðParjGÞ Á PðCocjGÞ Á PðrjGÞ ð 8Þ
where Par and Coc denote parallelism and co-circularity. We have yet, however, to specify the distributions associated with ungrouped contours PðGjt i ; t j Þ. For the joint distribution of parallelism and co-circularity, the un-grouped G distribution follows a uniform distribution:
The G distribution for proximity depends on the size of the image aperture (sz):
where Z is a normalizing constant (Z % 0:540149). Combining Eqs. (2), (3), (6), (9) and (10) yields the likelihood ratio for determining whether two edges should group or not:
Using this equation, we can calculate, for each edge pair, the likelihood ratio specifying whether it is more likely that the edges group together as part of a common contour (i.e. if Eq. (11) is greater than or equal to one), or that the edges form parts of (11) is less than one). This method provides a statistically optimal way of determining edge group/nongroup membership. The on-contour grouping probabilities are shown in Fig. 11A , the off-contour edge co-occurrence probabilities are shown in Fig. 11B and the likelihood ratios are shown in Fig. 11C . Fig. 11C yields an association field in the style of Field, Hayes, and Hess (1993) and is similar to those reported by Geisler et al. (2001) and Elder and Goldberg (2002) based on natural image statistics, with the exception that unlike Geisler et al. (2001) we improve our statistical power by analyzing sequenced edges along a contour and unlike both Geisler et al. (2001) and Elder and Goldberg (2002) we also use contrast polarity as a grouping cue.
A.3. Vector fields
The detailed computations for the vector fields are as follows:
1. For each object in the image at each time frame (Obj i;t ; i 2 ½1; . . . ; N obj ; t 2 ½1; . . . ; N frm ), we calculate the object's mean position by averaging over its edges:
where N Edg;i;t is the number of edges in object i at time t, and EdgðX j;t Þ is a two-element vector containing edge-j's x-and ycoordinates at time t. The resulting ObjðX i;t Þ is a two-element vector containing the object's mean x-and y-position at time t. 2. Using this mean position, for each time frame we calculate the object's speed and direction: 
This has the effect of allowing persistent weightings over short time-scales, so that, for example, if objects were grouped based on similar directions, that grouping would persist for a little while if the directions momentarily become less similar. 6. Weights on other objects with the same direction similarity are set to the maximum of the set of weights with that same direction similarity. Assume a sub-set of objects This has the effect of propagating weights to other similar objects that may be spatially distantly. Weights associated with zero speed are set to zero:
w d ði; j; tÞ 0; if sðj; tÞ ¼ 0
7. With this final set of weights, the objects at each time frame are grouped or segmented. Two objects Obj i;t and Obj j;t are part of the same group gðkÞ if w d ði; j; tÞ < g thresh , where g thresh ¼ 0:75. All weights lower than this threshold are reset to zero. 8. Given a set of objects that group together at a given time frame, for each object, we subtract off the local weighted average motion vector of the other objects in the group. First we calculate the mean speed of the objects in the group, weighted by the number of edges contributing to each object: 
