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Os sistemas de distribuição de energia elétrica têm sido submetidos a importantes 
mudanças como a conexão de veículos elétricos e de geradores fotovoltaicos tanto na 
média quanto na baixa tensão. Devido aos impactos técnicos associados a essas 
mudanças, este cenário potencialmente exigirá uma maior capacidade de controle e 
gerenciamento destes sistemas, o que pode ser viabilizado, entre outros fatores, pela 
integração de uma infraestrutura avançada de medição e comunicação de dados aos 
sistemas de distribuição. Visando balizar a escolha da tecnologia de comunicação mais 
adequada e do uso da rede de comunicação integrada aos sistemas de distribuição, 
ferramentas especializadas para a análise conjunta dos sistemas de distribuição e das redes 
de comunicação tornam-se fundamentais. O desenvolvimento de tais ferramentas, 
contudo, não é uma tarefa fácil, mas que pode ser simplificado ao utilizar uma técnica 
chamada de co-simulação e que envolve utilizar dois ou mais simuladores executando 
paralelamente para obter um resultado em comum. Utilizar a co-simulação reduz o tempo 
de desenvolvimento e testes necessário para simular uma rede de distribuição inteligente. 
Neste contexto, este trabalho de mestrado apresenta detalhes sobre o desenvolvimento de 
um co-simulador de redes de comunicação e sistemas de distribuição de energia elétrica 
objetivando permitir que outras pessoas possam desenvolver ferramentas similares ou 
utilizar a ferramenta desenvolvida, que será disponibilizada gratuitamente à comunidade. 
 
Palavras-Chave: Co-simulação, OMNeT++, OpenDSS, Redes de Comunicação, Redes 





The electric power distribution systems have undergone important changes such as the 
connection of electric vehicles and photovoltaic generators in both medium and low 
voltage. Due to the technical impacts associated with these changes, this scenario will 
potentially require a greater capacity to control and manage these systems, which can be 
achieved, among other factors, by the integration of an advanced measurement and data 
communication infrastructure to the distribution systems. In order to determine the most 
appropriate communication technology and the use of the integrated communication 
network to distribution systems, specialized tools for the joint analysis of distribution 
systems and communication networks are fundamental. The development of such tools, 
however, is not an easy task, however it can be simplified by using a technique called co-
simulation and involves using two or more simulators running in parallel to obtain a 
common result. Using co-simulation reduces the development and testing time required 
to simulate an intelligent distribution network. In this context, this work presents details 
on the development of a co-simulator of communication networks and electric power 
distribution systems aiming to allow other people to develop similar tools or to use the 
developed tool, which will be made available to the community free of charge. 
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Tradicionalmente, com exceção da subestação, os sistemas de distribuição de 
energia operam com pouca ou nenhuma medição em tempo real, sendo muitas vezes 
restrita a medições de consumo realizadas mensalmente por um funcionário da empresa 
de distribuição de energia elétrica [1]. Em vários países, ainda é comum encontrar 
medidores eletromecânicos instalados no consumidor de baixa tensão. Porém, nos últimos 
anos começaram a ser instalados medidores digitais que utilizam microcontroladores, 
sensores eletrônicos e uma memória digital para armazenar os dados de consumo. Esses 
medidores ainda necessitam que um funcionário da empresa de distribuição de energia 
realize as medições manualmente, porém a leitura é facilitada com os dados sendo 
exibidos em um painel digital. 
Recentemente, com o advento de novas tecnologias que estão permitindo 
reduzir os custos e o tempo necessário para obter, transmitir, armazenar e analisar grande 
quantidade de dados observa-se uma maior integração entre as redes de distribuição de 
energia elétrica e de telecomunicação criando as chamadas redes inteligentes de 
distribuição de energia, em inglês smart grids. Nessas redes estão presentes equipamentos 
com capacidade de comunicação bidirecional e que permitem medição, controle e 
detecção de problemas remotamente, proporcionando uma maior agilidade na operação 
do sistema. Um desses equipamentos é chamado de medidor inteligente de energia, em 
inglês smart meter [2], é um dos componentes fundamentais na criação e operação das 
redes inteligentes de distribuição de energia. Esse tipo de medidor é uma evolução dos 
medidores digitais e utilizam processadores ou microcontroladores com maior capacidade 
de processamento, possuem maior quantidade de memória de armazenamento e memória 
RAM e, principalmente, trazem a capacidade de comunicação bidirecional. 
A adoção dos medidores inteligentes permite, para a concessionária de 
distribuição de energia, um monitoramento em tempo real (ou quase real) do estado da 
rede e até a utilização de ferramentas de estimação de estado [3]. A possibilidade de criar 
perfis de demanda detalhados por tipo de rede e região, e a capacidade de operar 
remotamente elementos de controle da rede também permitem reduzir o impacto causado 





fotovoltaicos [2] e a introdução de veículos elétricos [4] e [5]. Para o consumidor, é 
possível acompanhar de uma maneira mais detalhada o consumo de energia através de 
gráficos diários, instantâneos e até mesmo contendo o consumo de cada equipamento 
conectado. Além da introdução de novos equipamentos também é possível atualizar e 
aumentar as funcionalidades dos sistemas avançados de gerenciamento da distribuição 
(em inglês, Advanced Distribution Management Systems, ADMS).  
O sistema avançado gerenciamento de distribuição é a plataforma de software 
que contempla o gerenciamento e a otimização dos sistemas de distribuição de energia 
elétrica. Um ADMS inclui funções que automatizam a restauração do sistema e otimizam 
o desempenho da rede de distribuição. Funções do ADMS incluem localização de faltas, 
isolamento e restauração do sistema; controle Volt/Var; gestão do pico de demanda; e 
suporte para microrredes e veículos elétricos. Esses sistemas foram desenvolvidos como 
extensões do sistema SCADA (em inglês, Supervisory Control and Data Acquisition) 
presente na transmissão ou como melhoria dos sistemas de proteção [6] e normalmente 
utilizavam apenas informações dos equipamentos presentes na subestação e alguns 
sistemas de proteção e reguladores. Com a presença de equipamentos com comunicação 
e capacidade de medição remota é possível melhorar esses sistemas com uma maior 
quantidade de informação. 
1.1 MOTIVAÇÃO E OBJETIVOS 
Investimentos em redes inteligentes vêm crescendo consideravelmente pelo 
mundo nos últimos anos [7] e [8]. No Brasil, alguns projetos e estudos em busca das 
melhores soluções estão sendo realizados [9], [10] e [11]. Como resultado, tem-se 
constatado que redes mais inteligentes apresentam o potencial de trazer mudanças que 
facilitam a operação e aumentam a confiabilidade das redes de distribuição de energia. 
Uma das principais mudanças está na quantidade de dados disponíveis, pois atualmente 
existe pouca ou nenhuma medição após a subestação e quando existe está frequentemente 
limitada a unidades consumidoras conectadas diretamente à média ou alta tensão [12]. 
Porém antes que essas mudanças possam ser incorporadas e todo seu potencial seja 





relevantes para a operação do sistema, qual a frequência de leitura dos medidores é a mais 
adequada e qual a melhor tecnologia que pode ser utilizada para a transmissão de dados 
e se o ideal é construir uma rede dedicada [13] ou é possível operar utilizando a 
infraestrutura de telecomunicação já presente na localidade [12] e [13]. 
A escolha da tecnologia utilizada e dos algoritmos de controle para a operação 
dos sistemas de distribuição necessita de vários estudos utilizando a infraestrutura das 
redes inteligentes, porém devido aos custos elevados de construir e operar essas redes a 
maioria dos estudos necessários devem ser realizados através de simulação 
computacional. Contudo simular uma rede inteligente não é uma tarefa fácil [13], é 
necessário simular a rede de distribuição de energia elétrica e a rede de telecomunicação 
simultaneamente, e para realizar essa tarefa há três opções: a primeira consiste em criar 
um simulador capaz de simular o sistema completo. A segunda é o desenvolvimento de 
extensões para softwares já existentes; cria-se um módulo de simulação da rede de 
telecomunicação para um software de simulação de sistemas de potência ou um módulo 
de simulação do sistema de potência para um simulador do sistema de telecomunicação; 
a terceira opção é a co-simulação, onde dois ou mais simuladores existentes e dedicados 
são executados paralelamente e de maneira conjunta através da troca de informações para 
simular uma rede inteligente completa [15], [16] e [17]. 
A co-simulação oferece diversas vantagens em relação a desenvolver um 
simulador completo para redes inteligentes. São adotados simuladores já disponíveis e 
testados e que possuem modelos validados para os mais diferentes cenários. A co-
simulação também oferece vantagens em relação a criar extensões para um simulador 
específico, pois são utilizados simuladores completos que podem simular cenários 
complexos sem um grande esforço de desenvolvimento. É uma técnica que já foi utilizada 
para vários estudos [5], [17] e [18], porém a maioria deles desenvolveu uma solução 
específica para o cenário desejado [5] e sem descrever com detalhes como foi 
implementado e as dificuldades encontradas durante o desenvolvimento da solução de co-
simulação. Também existem alguns frameworks mais flexíveis como o Mosaik [19], mas 
que não podem ser facilmente utilizados com alguns simuladores, como por exemplo o 






O objetivo deste trabalho é desenvolver um co-simulador flexível de código 
aberto que utiliza os simuladores OpenDSS [22] e OMNeT++ para realizar a co-
simulação de redes inteligentes com uma configuração simples e que possa ser utilizado 
para cenários distintos sem grande esforço de configuração. Também é objetivo desse 
trabalho expor os principais pontos que devem ser considerados na criação de um co-
simulador e as dificuldades que podem ser encontradas durante o desenvolvimento. 
1.2 ESCOPO DESSE TRABALHO 
O desenvolvimento de uma ferramenta de co-simulação, também chamada de 
co-simulador, pode ser uma tarefa com grau de dificuldade elevado. Contudo, ao definir 
os objetivos desejados e estudar as características e particularidades dos simuladores que 
serão utilizados o esforço necessário e a complexidade do desenvolvimento são 
reduzidos. Um co-simulador flexível, ou seja, que pode ser utilizado para diferentes 
cenários, topologias e tecnologias com pouco ou nenhum ajuste da ferramenta pode 
demandar um maior esforço de desenvolvimento, mas que será recompensado por não ser 
necessário desenvolver ou mesmo alterar significativamente a ferramenta. Neste trabalho 
são cobertas as principais etapas no desenvolvimento de um co-simulador. Também são 
apresentados cenários de teste que envolvem o controle de geradores fotovoltaicos 
instalados nas unidades consumidoras e a detecção de faltas (curtos-circuitos). 
1.3 ORGANIZAÇÃO 
O restante deste trabalho é organizado da seguinte forma: No Capítulo 2, é 
abordado mais profundamente o tema da co-simulação, as vantagens e desvantagens, e as 
principais formas de realizar a integração entre os simuladores utilizados. No Capítulo 3, 
é abordada a implementação do co-simulador desenvolvido neste trabalho, são expostos 
detalhes como arquitetura, método de sincronismo e comunicação utilizados. No Capítulo 
4, são apresentados os cenários de teste utilizando o co-simulador desenvolvido. Por fim, 






A técnica que utiliza dois ou mais simuladores em paralelo para obter um resultado 
combinado recebe o nome de co-simulação. Como cada simulador é responsável por uma 
parte do sistema, é possível modelar com precisão partes individuais do sistema sem 
aumentar desnecessariamente a complexidade dos modelos e do simulador, reduzindo 
consideravelmente o tempo de desenvolvimento e simulação de cada parte. O processo 
de co-simulação é ilustrado na Figura 1 e uma de suas grandes vantagens é o 
aproveitamento de simuladores disponíveis e testados reduzindo drasticamente o tempo 
gasto modelando, desenvolvendo, testando e corrigindo problemas. O objetivo da co-
simulação é obter um resultado em comum e, portanto, elementos modelados em um 
simulador têm influência direta ou indireta nos elementos dos outros simuladores e essas 
interações dependem da integração entre os simuladores.  
 
 
Figura 1 - Processo de Co-Simulação. 
 
A integração entre os simuladores é um dos pontos mais críticos de uma co-
simulação e determina os tipos de cenários em que o co-simulador pode ser utilizado além 
de ser responsável por uma parcela considerável do desempenho da simulação. Para 
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simuladores genéricos chamados de Simulador A e Simulador B. A integração dos 
simuladores deve garantir que a sequência de simulação executada corresponda à 
sequência esperada e que o estado da simulação seja coerente e coeso entre os 
simuladores. Essa tarefa é feita através do sincronismo de tempo entre os simuladores, 
por exemplo, uma falta que ocorre no tempo t1 modelada no Simulador A deve refletir 
uma resposta enviada pelo Simulador B sinalizando para que um disjuntor seja aberto. 
Em uma co-simulação com problemas de sincronismo, o Simulador B pode enviar o 
comando para a abertura do disjuntor quando o Simulador A já avançou horas ou dias em 
relação ao tempo em que a falta ocorreu. 
2.1 MÉTODOS DE SINCRONISMO 
Devido à importância do sincronismo entre os simuladores foram 
desenvolvidos diversos métodos e algoritmos para tornar possível realizar uma co-
simulação. Esses métodos variam em dificuldade de implementação, desempenho e 
filosofia. A escolha de um método de sincronismo deve considerar o princípio de 
funcionamento dos simuladores (por exemplo, se são baseados em tempo ou em eventos), 
como é realizada a comunicação entre eles, e a quantidade e a frequência de dados. 
Escolher um método de sincronismo inadequado pode gerar um grande impacto na co-
simulação, reduzindo consideravelmente o desempenho e em casos mais extremos 
impossibilitando sua execução.  
Uma dificuldade adicional está relaciona à maneira como a simulação avança 
em cada um dos simuladores utilizados, sendo possível dividir os simuladores em duas 
categorias que se diferenciam pelo domínio em que a simulação é executada. A primeira 
dessas categorias é chamada de simulação no domínio do tempo, em inglês time domain 
simulation (TDS), em que passos temporais são utilizados para avançar a simulação. É 
possível visualizar esse tipo de simulador da seguinte maneira: A simulação inicia em um 
instante t0 em que são realizados os cálculos necessários na execução do modelo utilizado, 
e a cada intervalo de tempo Δt os cálculos são refeitos. O resultado obtido em um instante 
tn depende dos resultados de passos anteriores. Um exemplo é um simulador da rede 





cálculo do fluxo de potência ao longo do período de um dia. A segunda categoria é 
chamada de simulação no domínio de eventos, em inglês event domain simulation (EDS), 
em que determinados eventos fazem com que o tempo da simulação avance e 
diferentemente das simulações no domínio do tempo o avanço não tem um intervalo de 
tempo fixo, ou seja, cada tipo de evento que causa o avanço diferente no tempo. No 
simulador da rede de comunicação, por exemplo, eventos na rede, como envio de 
mensagens ou estabelecimento de conexões, não possuem um intervalo determinado de 
tempo ou duração específica, mas fazem a simulação avançar no tempo. 
Normalmente os simuladores da rede de distribuição e da rede de 
telecomunicação executam em domínios diferentes. Portanto, ao desenvolver um co-
simulador é necessário considerar essa particularidade na escolha do método de 
sincronismo adotado. Nas próximas seções são descritos os principais métodos de 
sincronismo encontrados na literatura e um novo método proposto neste trabalho e 
chamado de Mestre-Escravo-Ativo. 
2.1.1 Método do Passo Temporal 
Um dos primeiros métodos de sincronismos encontrados na literatura é 
chamado de Método do Passo Temporal [14], [23] e [24]. Nesse método é definido um 
intervalo de tempo fixo Δt, no tempo de simulação, em que os simuladores realizam a 
troca de dados. Um dos problemas de se utilizar esse método está relacionado ao intervalo 
de tempo fixo. Como nenhuma comunicação pode acontecer antes que um período Δt 
tenha passado, eventos que ocorrerem nesse intervalo são atrasados, pequenas diferenças 
de tempo entre os simuladores também se acumulam durante toda a simulação gerando o 
que é chamado de erro de acumulação temporal, em inglês time accumulation error. A 






Figura 2 - Método de sincronismo Passo Temporal [24]. 
 
É possível reduzir os erros de acumulação temporal utilizando uma variação 
desse método que permite que o intervalo de tempo Δt possa ser variado de uma maneira 
adaptativa [18]. Esse método de sincronismo é mais facilmente utilizado quando os dois 
simuladores executam a simulação no domínio do tempo (TDS). Quando existirem 
simuladores executando no domínio de eventos (EDS) é necessário adaptar esses 
simuladores para que possam efetuar a comunicação no instante de tempo correto. A 
complexidade de realizar esse ajuste pode ser elevada dependendo do simulador que está 
sendo utilizado. Simuladores que não são de código aberto podem tornar esse ajuste 
extremamente trabalhoso ou até mesmo impossível. 
2.1.2 Método de Sincronismo por Eventos 
Um outro método presente na literatura utiliza o domínio de eventos para 
sincronizar os simuladores. Ao iniciar uma simulação é criada uma lista de eventos que é 
compartilhada, cada um dos simuladores pode consultar e atualizar a lista conforme 
necessidade. Os outros simuladores conseguem identificar modificações na lista e se 
necessário realizar ajustes na simulação, garantindo assim o sincronismo entre os 
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simuladores. Esse método é mais facilmente implementado quando os simuladores 
executam no domínio de eventos (EDS). Simuladores que executam no domínio do tempo 
(TDS) necessitam que seja criada uma camada de adaptação que permita que o domínio 
de eventos controle o avanço da simulação, uma tarefa que pode gerar alguns problemas 
de desempenho.  
Na Figura 3 é apresentado o funcionamento do método de sincronismo, no 
início da simulação é criada uma lista de eventos compartilhada entre os simuladores. A 
criação da lista adiciona eventos responsáveis pela inicialização de cada um dos 
simuladores utilizados e a serem tratados os simuladores irão preencher a lista com os 
eventos iniciais de cada simulação. O evento de início da co-simulação também é gravado 
durante a criação da lista e será executado após todo os simuladores terminarem a 
inicialização e de gravarem os eventos inicias e é o evento que inicia a simulação em cada 
um dos simuladores utilizados. 
 
 
Figura 3 - Método de sincronismo por lista de eventos. 
 
Esse método de sincronismo tem algumas desvantagens, a maioria delas está 















necessário considerar onde cada um dos simuladores é executado, ou seja, quando os 
simuladores estiverem executando em computadores diferentes e, principalmente, 
utilizando sistemas operacionais diferentes a dificuldade de implementação desse método 
aumenta consideravelmente pois torna-se necessário adicionar mecanismos que garantam 
a integridade da lista de eventos. A garantia da integridade é necessária, por exemplo, em 
um momento em que o fornecimento de energia oscilar pois é possível que um dos 
simuladores não consiga atualizar ou perca o evento. Portanto, existe um risco maior de 
corromper os dados. 
A complexidade de implementação desse método é alta quando um dos 
simuladores não utiliza o domínio de eventos ou são utilizados computadores com 
sistemas operacionais diferentes. 
2.1.3 Método Mestre-Escravo 
Um outro método de sincronismo presente na literatura é chamado de Método 
de Sincronismo Mestre-Escravo [16], [24] e [25]. Nesse método um dos simuladores é 
chamado de Mestre e é responsável por controlar toda a simulação e o avanço temporal. 
O outro simulador é denominado de Escravo e deve apenas responder requisições 
enviadas pelo Mestre. O avanço do tempo da simulação do Escravo depende de comandos 
enviados pelo Mestre, isso significa que a simulação do escravo avança até o momento 
que o Mestre requisitar. Assim como o Método do Passo Temporal, o Método Mestre-
Escravo está sujeito a acumulação de erros temporais. Por exemplo, se uma falta ocorrer 
entre a primeira mensagem do Mestre no tempo t1 e a segunda mensagem do Mestre no 
tempo t2, só será entregue ao Mestre no tempo t2, podendo ser tarde demais para que uma 
ação seja tomada. Na Figura 4 é apresentada uma ilustração do funcionamento do Método 
Mestre-Escravo. A complexidade de implementação do Método Mestre-Escravo é baixa 






Figura 4 - Método de sincronismo Mestre-Escravo [23]. 
2.1.4  Método Mestre-Escravo-Ativo (MAS) 
Uma das contribuições desse trabalho é o desenvolvimento de um método de 
sincronismo chamado de Método Mestre-Escravo-Ativo, em inglês Master-Active-Slave 
(MAS), e foi concebido para resolver os problemas do Método Mestre-Escravo na 
aplicação da simulação de redes inteligentes. Nesse método é permitido que o Escravo 
inicie a comunicação com o Mestre, porém essa comunicação iniciada pelo Escravo pode 
acontecer apenas quando violações pré-definidas e chamadas de alarmes ocorrerem. A 
Figura 5 apresenta o funcionamento desse método de sincronismo. 
A simulação se inicia da mesma maneira que o Método Mestre-Escravo, o 
Mestre inicia a simulação e executa até o primeiro ponto de troca de mensagens onde o 
Escravo recebe a requisição e executa até o instante atual enviando a resposta ao Mestre. 
A partir desse ponto a simulação passa a executar no modo Mestre-Escravo-Ativo, com 
o Escravo executando à frente do Mestre até o próximo instante de comunicação. Durante 
a execução da simulação, é possível que ocorram violações no Escravo. Nesse caso, o 
Escravo para a execução e envia uma mensagem de alarme para o Mestre e espera que 
um comando seja recebido. Quando a simulação do Mestre chega no instante de 





















Mestre processar o alarme, o Escravo pode receber um comando para efetuar uma ação 
de controle para corrigir o problema ou continuar a simulação sem efetuar nenhuma ação. 
Uma das vantagens desse método de sincronismo é poder utilizar um 
intervalo de comunicação grande sem a perda de eventos que ocorrerem entre os instantes 
de comunicação e sem atraso no tratamento e reduzindo drasticamente ou eliminando 
completamente a acumulação de erros temporais. É possível, por exemplo, utilizar esse 
método de sincronismo para simular o controle de geradores fotovoltaicos quando limites 
de tensão forem violados ou para detecção de faltas sem a necessidade de reduzir 
drasticamente o intervalo a amostragem dos medidores.  
A complexidade de implementação desse método é média. É necessário 
implementar o Método Mestre-Escravo e adicionar elementos adicionais que permitam 
que o Mestre receba as mensagens de alarme do Escravo e possa efetuar o tratamento 
correto para cada uma delas, seja enviando ações de controle ou o comando para continuar 
a execução. Assim como o Método Mestre-Escravo, esse método pode ser facilmente 
utilizado mesmo que os simuladores executem a simulação em domínios diferentes. 
 
 



















2.2 COMUNICAÇÃO ENTRE OS SIMULADORES 
Apenas escolher o método de sincronismo não é suficiente para realizar a co-
simulação, também é necessário escolher o mecanismo de comunicação entre os 
simuladores. Esse mecanismo é responsável por permitir que os simuladores troquem 
dados e possam executar as simulações e implementar os métodos de sincronismo 
disponíveis. A escolha do mecanismo de comunicação adequado depende:  
• dos simuladores utilizados; 
• da quantidade e frequência da troca de dados entre eles; 
• do tipo de método de sincronismo desejado; 
• da quantidade de computadores e dos sistemas operacionais utilizados. 
Nas próximas seções são apresentados os principais mecanismos de 
comunicação, suas vantagens e desvantagens, e os métodos de sincronismo mais 
adequados para cada um dos mecanismos apresentados. No Capítulo 3, o tipo de 
comunicação entre os simuladores que compõem o co-simulador é apresentado. 
2.2.1 Arquivos 
A comunicação através de arquivos é um dos mecanismos mais simples que 
pode ser utilizado para a comunicação entre os simuladores. É uma forma de comunicação 
bem versátil, suportada por praticamente todos sistemas operacionais, e pode ser utilizada 
para comunicação de simuladores executando em um único computador ou simuladores 
executando em computadores distintos na rede local ou até mesmo pela internet [5], [25]. 
Utilizar comunicação por arquivos requer que cada simulador seja responsável por 
monitorar modificações no(s) arquivo(s) ou diretório(s) de interesse, na maioria dos 
sistemas operacionais e linguagens de programação disponíveis existem bibliotecas que 
facilitam essa tarefa [26] e [27]. A utilização de arquivos para realizar a comunicação 
entre os simuladores é simples e basta garantir que todos os simuladores tenham 
permissão de leitura e escrita para os arquivos utilizados. Outro ponto positivo desse 





dados, é possível utilizar arquivos em texto, arquivos binários ou arquivos que podem ser 
facilmente lidos por humanos e computadores como csv, xml e json. 
Assumindo que o arquivo utilizado para o compartilhamento de informações 
está localizado em uma pasta acessível para os dois simuladores e com permissão de 
escrita, pode-se descrever o funcionamento desse mecanismo da seguinte maneira: O 
Simulador A precisa enviar dados para que o Simulador B possa continuar a simulação, 
para isso o Simulador A escreve os dados no formato escolhido, por exemplo através do 
formato ‘csv’ em um arquivo chamado ‘dados_sim_a.csv’. O Simulador B é então 
notificado que o arquivo ‘dados_sim_a.csv’ foi modificado e procede, então, para extrair 
os dados presentes no arquivo que são necessários para continuar a simulação. O caso 
acima representa uma comunicação unidirecional onde o fluxo de dados é do Simulador 
A para o Simulador B. É um cenário que não ocorre em um ambiente de co-simulação 
pois o Simulador B não tem influência sobre o Simulador A. A comunicação 
unidirecional do exemplo acima pode ser utilizada para uma simulação serial, onde 
primeiramente o Simulador A é executado e os resultados obtidos são gravados no 
arquivo ‘dados_sim_a.csv’ e utilizados como parâmetros de entrada para o Simulador B, 
que é executado assim que o Simulador A finalizar.  
Uma co-simulação necessita de comunicação bidirecional entre os 
simuladores utilizados. Essa necessidade expõe uma das desvantagens de utilizar 
arquivos para o compartilhamento de dados. O controle de acesso do sistema de arquivos 
permite que apenas um processo tenha permissão de escrita a cada instante de tempo [28], 
[29] e [30]. A comunicação entre os simuladores é half-duplex, ou seja, se o Simulador A 
estiver escrevendo dados no arquivo, o Simulador B pode apenas efetuar a leitura; e se o 
Simulador B precisar escrever no arquivo, deve esperar o Simulador A libera-lo (o que 
pode nunca ocorrer). Para obter uma comunicação full-duplex, é necessário utilizar dois 
arquivos distintos. O primeiro arquivo é responsável por enviar dados do Simulador A 
para o Simulador B, o segundo arquivo é responsável por enviar dados no sentido oposto, 
ou seja, do Simulador B para o Simulador A. Outra desvantagem de utilizar a 
comunicação através de arquivo é a grande latência envolvida na leitura e escrita de 
arquivos em disco. A utilização de unidades de estado sólido (SSD) reduz 





Uma das maneiras mais simples de implementar os métodos de sincronismo 
do Passo Temporal e Mestre-Escravo é utilizar a troca de dados através de arquivos. É 
importante ressaltar que os altos tempos de acesso envolvidos nas operações de leitura e 
escrita em disco tornam a co-simulação muito lenta quando leituras e, principalmente, 
escritas frequentes são necessárias. 
2.2.2 Pipes 
O mecanismo de canalização da entrada e saída de processos, em inglês pipe, 
consiste em direcionar a saída de um processo para a entrada do seguinte encadeando a 
execução e gerando o que é chamado, em inglês, de pipeline. É um conceito muito 
utilizado em sistemas operacionais compatíveis com POSIX (Portable Operating System 
Interface) [31], [32] e [33]. O conceito de canalização também existe em sistemas 
operacionais Windows, porém a maneira que são criados e operados é bem diferente [24]. 
A utilização de pipes implica que a saída de um processo é utilizada como entrada de 
outro – uma situação parecida com a abordada no mecanismo de comunicação por 
arquivos e que não é uma solução viável para co-simulação. Porém existe um mecanismo 
levemente diferente para a comunicação entre os processos e que recebe o nome de pipes 
nomeados, em inglês named pipes e que também pode ser chamado de FIFO (First in 
First Out), sendo suportado pela maioria dos sistemas operacionais atuais [34] e [35]. O 
funcionamento dos pipes nomeados depende do sistema de arquivos, sendo que não são 
realizadas leituras e escritas em arquivos no disco. Com isso, os tempos de acesso são 
reduzidos em relação ao mecanismo que utiliza arquivos. 
A utilização de pipes nomeados varia conforme o sistema operacional, porém 
o funcionamento é o mesmo. É criado um canal de dados unidirecional entre dois 
processos do sistema, nesse caso entre o Simulador A e o Simulador B. Sempre que o 
Simulador A precisar enviar dados para o Simulador B basta efetuar uma escrita no pipe 
correspondente que o Simulador B é notificado. O mesmo acontece quando o Simulador 
B precisar enviar dados para o Simulador A, porém será necessário utilizar um pipe 
diferente e que permita o tráfego de dados do Simulador B para o Simulador A. Esse 





de sincronismo do Passo Temporal e Mestre-Escravo. Não é aconselhável utilizar esse 
mecanismo para métodos que utilizam lista de eventos pois além de problemas de 
desempenho, a comunicação unidirecional dificulta a criação de uma lista única que pode 
ser lida e atualizada por todos simuladores [36]. 
2.2.3 Filas de Mensagens 
Um outro mecanismo de comunicação que pode ser utilizado para realizar a 
comunicação dos simuladores durante a co-simulação é chamado de fila de mensagens 
[37], [38] e [39]. É um recurso que utiliza o sistema operacional para entregar mensagens 
entre os processos e garante-se que as mensagens sejam entregues na ordem de envio. A 
implementação de fila de mensagens é dependente do sistema operacional utilizado, 
tornando difícil sua utilização mediante a utilização de mais de um sistema operacional. 
A utilização de mais de computador também pode aumentar a complexidade dependendo 
do sistema operacional que for utilizado. Na maioria dos sistemas operacionais modernos, 
a fila de mensagens é um mecanismo de comunicação unidirecional em que apenas um 
processo pode obter permissão de escrita em um instante de tempo. Portanto, para obter 
uma comunicação bidirecional full-duplex é necessário utilizar mais de uma fila de 
mensagens entre os simuladores. Existem protocolos que utilizam fila de mensagem para 
comunicação como AMQP [40] ou MQTT [41] e que podem facilitar a comunicação 
entre computadores e/ou sistema operacionais distintos. A dificuldade de implementação 
desse método é moderada. São necessário conhecimentos do sistema operacional que está 
sendo utilizado ou de protocolos que implementam fila de mensagens. É necessário 
também observar se o protocolo ou biblioteca utilizado para a comunicação por fila de 
mensagens é síncrono ou assíncrono para garantir que as mensagens sejam entregues na 
ordem e no tempo corretos. 
É possível utilizar a fila de mensagens para implementar os métodos de 
sincronismo do tipo Passo Temporal e Mestre-Escravo. A utilização desse mecanismo 
com métodos que utilizam Fila de Eventos não é aconselhável quando não for possível 





2.2.4 Interface COM 
Um outro mecanismo de comunicação entre os simuladores é através da 
interface COM (Component Object Model), uma interface binária desenvolvida pela 
Microsoft e presente no sistema operacional Windows. Com essa interface é possível 
realizar a comunicação entre processos através da criação de objetos compartilhados. 
Uma das vantagens da interface COM é poder ser utilizada por diversas linguagens de 
programação como C++, Python, C#, Java e, também, por diversos softwares e 
simuladores como OpenDSS, Excel, MATLAB, AIMMS, etc. A interface COM permite 
uma grande flexibilidade de linguagens, por exemplo, permitindo facilmente trocar a 
linguagem utilizada de C++ para Python. Porém a interface COM está limitada ao sistema 
operacional Windows e, portanto, restringindo a sua utilização como mecanismo de 
comunicação entre simuladores apenas para simuladores que utilizem o sistema 
operacional Windows. Outra desvantagem da interface COM são os grandes tempos de 
acesso que podem impactar no desempenho da co-simulação. 
É possível utilizar todos os métodos de sincronismo através da interface 
COM. Contudo, devido aos altos tempos de acesso não é recomendada a utilização para 
métodos que utilizam Lista de Eventos ou quando for necessária a troca frequente de 
dados entre os simuladores. A dificuldade de implementação desse mecanismo varia entre 
simples e mediana, dependendo dos simuladores e linguagens de programação adotados. 
2.2.5 Memória Compartilhada 
Também é possível utilizar a memória RAM do computador para realizar a 
transferência de dados entre os simuladores, esse mecanismo é chamado de memória 
compartilhada. A maioria dos sistemas operacionais modernos tem suporte à criação de 
uma área compartilhada de RAM, onde processos autorizados podem realizar leituras 
e/ou escritas [42], [43] e [44]. Uma das principais vantagens ao utilizar uma área de 
memória compartilhada é tempo de acesso reduzido, uma grande vantagem da memória 





rede. A utilização desse mecanismo requer alguns cuidados devido à alta suscetibilidade 
a problemas como inconsistência de dados, condições de corridas e outros problemas 
relacionados à concorrência de acesso. É possível utilizar vários computadores presentes 
na rede local utilizando compartilhamento de memória, porém é necessário criar uma 
estrutura compartilhada para executar processos, por exemplo, a criação de um cluster 
[45]. A utilização de memória compartilhada com sistemas operacionais diferentes pode 
ser bem complexa.  
A complexidade de implementação desse mecanismo é alta devido aos 
cuidados e proteções necessárias para manter a integridade de dados em uma região 
compartilhada de memória, mas que pode ser recompensado devido aos baixos tempos 
de acesso a memória RAM e que podem potencialmente gerar um desempenho melhor 
que os outros mecanismos. Também é recomendado para ser utilizado com métodos de 
sincronismo que utilizam Lista de Eventos. 
2.2.6 Sockets 
É possível utilizar a comunicação ponto a ponto através da rede para a troca 
de dados entre os simuladores, esse mecanismo recebe o nome de socket. Atualmente o 
termo socket está diretamente associado com sockets que utilizam o protocolo de internet, 
o protocolo IP (Internet Protocol), um protocolo que permite entregar o pacote ao destino 
apenas com o endereço presente no cabeçalho. A versatilidade dos sockets para a 
comunicação entre processos no mesmo computador, na rede local ou até mesmo através 
da internet fez com que esse mecanismo se tornasse bastante popular nos últimos anos e 
utilizados para diferentes tipos de aplicação. Os dois tipos mais comuns de sockets são 
chamados de socket UDP (User Datagram Protocol) e socket TCP (Transmission Control 
Protocol). 
Sockets UDP recebem esse nome por utilizar o protocolo UDP para 
transmissão de dados através da rede. Esse protocolo possui baixa latência e um cabeçalho 
pequeno, que não aumenta demasiadamente o tamanho da mensagem enviada. É um 
protocolo considerado não confiável por não garantir que os pacotes enviados sejam 





destino para o nó de origem utilizando o protocolo UDP recebe o nome de datagrama, em 
inglês datagram, e são delimitadas o que significa que uma operação de leitura a um 
socket UDP retornará um datagrama. A utilização do protocolo UDP é recomendada 
quando se deseja uma baixa latência e/ou um cabeçalho pequeno, e a não entrega de 
mensagens ou entrega fora de ordem não causa um grande impacto. Para a co-simulação, 
é necessário que as mensagens sejam entregues e na ordem correta. Portanto o protocolo 
UDP não é recomendado como mecanismo de comunicação entre os simuladores.  
A utilização do protocolo TCP para envio de dados através da rede caracteriza 
um socket TCP, um protocolo considerado confiável e que garante a entrega das 
mensagens e na ordem de envio. Essa confiabilidade é obtida através da utilização de 
conexões e de um cabeçalho maior e que geram latências e mensagens maiores. Outra 
diferença para o UDP é a forma que as mensagens são enviadas, o protocolo TCP utiliza 
um fluxo de dados, em inglês streaming. Primeiramente é necessário que uma conexão 
seja estabelecida entre o nó de origem e o nó de destino, isso é feito através de um 
processo chamado de handshake, após o estabelecimento da conexão é possível enviar 
mensagens de maneira continua. Para o nó de destino não existe uma borda de mensagem 
claramente definida e cada operação de leitura de um socket TCP pode retornar mais de 
uma mensagem. Ao contrário do protocolo UDP é comum que primeiramente seja 
enviada uma mensagem de tamanho conhecido informando a quantidade de bytes que é 
enviada, e na leitura seguinte é feita uma a leitura do socket até que a quantidade 






3 DESENVOLVIMENTO DO CO-SIMULADOR 
Este capítulo apresenta detalhes do desenvolvimento do co-simulador 
implementado. Desenvolveu-se um motor de co-simulação, em inglês engine, utilizando 
os simuladores de código aberto OpenDSS [22] e OMNeT++ [20] para realizar a 
simulação da rede elétrica e da rede de telecomunicação respectivamente. Em conjunto 
com a engine foi desenvolvido um framework de apoio para o simulador OMNeT++. Esse 
framework tem o objetivo de facilitar a utilização da co-simulação nos projetos criados 
no OMNeT++ bastando adicioná-lo ao projeto e utilizar as classes criadas. Nas próximas 
seções são descritos o papel de cada um dos simuladores, da engine e do framework, o 
método de sincronismo utilizado, e o mecanismo de comunicação entre os simuladores. 
3.1 SIMULADOR DA REDE ELÉTRICA 
A simulação da rede elétrica é realizada pelo software OpenDSS [22], um 
simulador bem versátil que pode realizar fluxo de carga trifásico, fluxo de carga 
harmônico, análise de curto-circuito, etc. O OpenDSS também pode realizar cálculos ao 
longo de um período através de um modo chamado série temporal, em inglês time series. 
Nesse modo é realizada uma série de cálculos de fluxo de carga sequenciais avançando 
no tempo por um intervalo Δt e as cargas irão variar no tempo de acordo com uma curva 
de carga pré-definida. No modo série temporal o OpenDSS executa a simulação no 
domínio do tempo (TDS) e esse é o modo utilizado pelo co-simulador desenvolvido neste 
trabalho permitindo que os elementos do circuito como cargas, geradores fotovoltaicos 





3.2 SIMULADOR DA REDE DE COMUNICAÇÃO 
A simulação da rede de comunicação é realizada pelo software OMNeT++ 
[20], um simulador de código aberto desenvolvido em C++ com uma arquitetura modular 
e flexível que permite simular diversas tecnologias e topologias de rede. É um projeto 
com desenvolvimento ativo que recebe novas versões frequentemente [46] com diversos 
frameworks desenvolvidos para estender os modelos presentes e adicionar a capacidade 
de simular novos tipos de rede ou elementos, como por exemplo redes LTE [47]. As 
simulações do OMNeT++ são executadas no domínio de eventos (EDS) e uma classe 
chamada Scheduler é responsável por agendar e garantir que os eventos da simulação são 
executados na ordem e tempo corretos. Se for desejado utilizar um método de sincronismo 
que utilize Lista de Eventos, a classe Scheduler deve ser modificada, porém a dificuldade 
desse procedimento é considerável e os resultados podem não ser satisfatórios [21]. 
Então, torna-se necessário buscar uma outra maneira de integrar o OMNeT++ a um 
ambiente de co-simulação. A utilização do método de sincronismo Mestre-Escravo-Ativo 
junto ao framework de apoio à co-simulação permite que o sincronismo com o OpenDSS 
seja realizado de uma maneira mais simples. 
3.3 REQUISITOS MÍNIMOS 
Cada um dos simuladores utilizados neste trabalho e a engine desenvolvida 
possuem uma série de requisitos mínimos de software e hardware para que possam 
funcionar corretamente. Esses requisitos incluem o tipo e a versão do sistema operacional, 
bibliotecas, e softwares que devem estar instalados em cada um dos computadores. A 
Tabela 1 apresenta a lista completa de requisitos de software para utilizar o co-simulador 
desenvolvido neste trabalho. É importante observar que alguns softwares ou frameworks 
devem ser utilizados em versões específicas e que estão identificados através da coluna 






Tabela 1 - Requisitos de Software para utilização do co-simulador. 
Software/Framework Versão Mínima Versão Utilizada Permite Versão Mais Recente 
Microsoft Windows 7 10 ü 
Linux Ubuntu 16.04/Mint 18.3 Mint 18.3 ü 
Python 3.5 3.6 ü 
.Net Framework 4.5.2 4.6 ü 
SQLite 3 3 ü 
OpenDSS 7.6.5.52 7.6.5.52 ü 
OMNeT++ 4.6 4.6 û 
INET Framework 2.3 2.3 û 
SimuLTE 0.9.1 0.9.1 û 
 
Para o hardware, os requisitos são menos restritivos, sendo apenas necessário 
ter um hardware que possa executar os sistemas operacionais e componentes listados 
acima. Porém, ao aumentar o tamanho da rede simulada são necessários mais recursos de 
hardware como memória RAM e capacidade de processamento.  
A Tabela 2 apresenta os requisitos de hardware para realizar a simulação da 
rede elétrica e executar a engine de co-simulação. A Tabela 3 apresenta os requisitos 
mínimos para executar a simulação da rede de comunicação através do OMNeT++. 
Também são apresentadas as configurações de hardware utilizadas durante esse trabalho 
e que são uma sugestão para a co-simulação de redes maiores como a EPRI M1 [48] 
utilizando mais de uma tecnologia de transmissão de dados. 
 
Tabela 2 - Requisitos de hardware para simular a rede elétrica. 
Componente Configuração Mínima Configuração Utilizada 
Processador x86/x64 - Dual Core AMD FX 8150 
RAM 4 GB 32 GB 
Armazenamento (SSD) û 256 GB 
Armazenamento (HD) 500 GB 4 TB 






Tabela 3 - Requisitos de hardware para simular a rede de comunicação. 
Componente Configuração Mínima Configuração Utilizada 
Processador x86/x64 - Quad Core AMD Ryzen 7 1800x 
RAM 8 GB 32 GB 
Armazenamento (SSD) û 256 GB 
Armazenamento (HD) 1 TB 4 TB 
Interface de Rede Fast Ethernet 1 GbE 
 
3.4 ARQUITETURA E ESTRUTURA DO CO-SIMULADOR 
Como mencionado anteriormente, o co-simulador desenvolvido neste 
trabalho integra os simuladores OpenDSS e OMNeT++ para realizar a simulação de rede 
inteligentes de distribuição de energia através da co-simulação. A Engine de co-simulação 
desenvolvida em C# e o framework de apoio a co-simulação desenvolvido em C++ são 
parte do co-simulador e ambos são de código aberto e com licença GPLv3. 
O sincronismo entre os simuladores utiliza o Método Mestre-Escravo-Ativo 
(MAS), com o OMNeT++ sendo designado Mestre sendo responsável por controlar o 
tempo da simulação e enviar comando para o OpenDSS que é o Escravo. Toda a 
comunicação entre os simuladores é realizada através de sockets TCP e intermediada pela 
Engine de co-simulação. Devido a utilização de sockets TCP é necessário garantir que os 
computadores utilizados na co-simulação estejam na mesma rede local (LAN) e de 
preferência conectados ao mesmo roteador ou switch para reduzir a latência e com as 
portas utilizadas pelo co-simulador abertas para o protocolo TCP. As portas utilizadas são 
17654 para medições e ações de controle e 17655 para alarmes. 
Neste trabalho, considera-se violação de tensão quando a tensão for superior 
a 1,05 pu ou inferior a 0,95 pu e na ocorrência de alguma violação o Escravo envia 
mensagens de alarme para o Mestre. A arquitetura do co-simulador pode ser dividida em 
três partes funcionais sendo elas: Engine de Co-Simulação, Simulação da Rede Elétrica 
e Simulação da Rede de Comunicação (o framework de apoio a co-simulação é 
considerado parte da simulação da rede de comunicação) e que podem ser visualizadas 






Figura 6 - Arquitetura do co-simulador. 
Toda a comunicação entre os simuladores é mediada e gerenciada pelo 
Gerenciador, responsável por garantir a correta comunicação entre os simuladores, 
identificar e corrigir problemas que possam ocorrer com as mensagens ou o sincronismo. 
Outro papel desempenhado pela Engine de Co-Simulação é emular o comportamento da 
Central de Controle ou DMS (Distribution Management System) onde as medições e 
alarmes serão recebidos e armazenados, e de onde ações de controle serão enviadas para 
garantir a operação da rede de distribuição. A Engine de Co-Simulação está localizada no 
mesmo computador que a simulação da rede elétrica é realizada. 
A Simulação da Rede Elétrica é executada em um computador com o sistema 
operacional Windows e é composta pelo simulador OpenDSS e uma entidade chamada 
de Controlador, que é responsável por controlar o OpenDSS através da interface COM de 
acordo com as requisições e comandos recebidos do Mestre através da Engine de Co-
Simulação. Também é função do Controlador enviar para a Engine de Co-Simulação os 
alarmes que forem gerados devido a violações de tensão que ocorrerem na rede elétrica e 
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A Simulação da Rede de Comunicação é executada em um computador com 
o sistema operacional Linux e composta pelo OMNeT++. Para que as requisições sejam 
enviadas e as medições e alarmes sejam recebidos é necessário utilizar o framework de 
apoio a simulação que deve ser importado dentro do workspace do OMNeT++. Esse 
framework cria classes cliente e servidor TCP que são utilizados para a comunicação entre 
os elementos modelados dentro do OMNeT++ e adicionam suporte a comunicação com 
a Engine de Co-Simulação. 
3.5 PROTOCOLO DE COMUNICAÇÃO ENTRE OS SIMULADORES 
O protocolo TCP é um protocolo da camada de transporte, portanto é 
necessário definir um protocolo na camada de aplicação para garantir a correta 
comunicação entre os simuladores, identificando o tipo de mensagem que está sendo 
enviada ou recebida e os dados que estão presentes. Neste trabalho foi desenvolvido um 
protocolo simples que utiliza um cabeçalho para identificar o tipo da mensagem, um 
campo contendo o tempo da simulação seguido do conteúdo como mostrado na Figura 7. 
Foram definidos quatro tipos de mensagem, que cobrem requisições de medição, 
informações de medição, alarmes, e ações de controle. Para cada tipo de mensagem é 
esperada uma resposta que pode consistir de uma confirmação de recebimento, uma 
indicação de mensagem em formato incorreto, ou dados para que o outro simulador 
continue a execução da simulação. O tratamento dessas mensagens é feito na Engine de 







Figura 7 - Estrutura da mensagem de dados trocada entre os simuladores. 
 
Para obter resultados mais reais é necessário também escolher um protocolo 
a ser utilizado para transmitir as mensagens pela rede de comunicação simulada no 
OMNeT++. Essas mensagens trafegam entre a Central de Controle e os Medidores. Para 
este trabalho foi escolhido o protocolo DLMS para encapsular as mensagens de requisição 
de medição e de informação de medição. Esse protocolo é muito utilizado em medidores 
com leitura automática, inclusive em medidores inteligentes de energia. O procotolo 
DLMS é um protocolo que utiliza dados em formato binário e uma configuração cliente-
servidor, onde os medidores são configurados como servidores e a central de controle ou 
central de medição é configurada como cliente e responsável por requisitar que as 
medições sejam enviadas. A implementação desse protocolo é complexa e é necessário 
se associar à organização de desenvolvimento do DLMS, pagando uma taxa alta, para 
obter a documentação completa. Porém é possível desenvolver um protocolo que emule 
o DLMS através do tamanho e formato das mensagens enviadas [49]. Neste trabalho, esse 
protocolo emulado é chamado de mock DLMS (mDLMS) e é utilizado para o 












3.5.1 Mensagens de Requisição de Medição e Informação 
O processo de medição, como em uma rede que utiliza o protocolo DLMS, é 
dividido em duas partes. Primeiramente a Central de Controle envia uma requisição, 
encapsulada utilizando o protocolo mDLMS, para o medidor desejado indicando quais 
grandezas devem ser enviadas – neste trabalho são enviados os valores de tensão, potência 
ativa e potência reativa para cada fase presente no medidor. Ao receber a requisição o 
medidor processa a mensagem, verifica se é realmente o destinatário e então envia a 
requisição para a Engine de Co-Simulação solicitando os dados da rede elétrica 
correspondentes ao nó que o medidor está instalado, no instante de tempo atual. A Engine 
então primeiramente verifica se os dados estão disponíveis em cache e caso não estejam 
envia uma mensagem para o Controlador para que o cache seja atualizado. Ao adquirir 
os dados solicitados, a Engine encapsula-os utilizando o protocolo mDLMS e os envia 
para o medidor presente na simulação da rede de comunicação. O medidor por sua vez 
encaminha essa mensagem para a Central de Controle que ao receber verifica se os dados 
são válidos e registra os valores em um banco de dados SQLite. 
3.5.1.1 Mensagem de Requisição de Medição 
Mensagens de requisição de medição utilizando o protocolo DLMS possuem 
um cabeçalho de 12 bytes seguidos de 11 bytes para cada grandeza solicitada. Portanto 
uma requisição de tensão, potência ativa e reativa para um medidor trifásico tem o 
tamanho de 111 bytes. O protocolo mDLMS segue o mesmo padrão, é composto de um 
cabeçalho de 12 bytes contendo o código de identificação do medidor (ID) seguido por 
uma cadeia de caracteres em formato binário indicando as grandezas e fases a serem lidas 
e de um campo de preenchimento que pode ser utilizado para completar o tamanho 






Figura 8 - Mensagens de requisição e resposta do protocolo mDLMS. 
3.5.1.2 Mensagem de Informação de Medição 
As mensagens de informação de medição utilizando o protocolo DLMS 
possuem um cabeçalho de 12 bytes seguidos de 6 bytes para cada grandeza solicitada. 
Portanto ao utilizar esse protocolo, uma mensagem de informação de medição contendo 
informações de tensão, potência ativa e potência reativa de um medidor trifásico tem o 
tamanho de 66 bytes. Novamente o protocolo mDLMS emula esse tipo de mensagem, 
onde a mensagem de informação possui um cabeçalho de 12 bytes contendo o código de 
identificação do medidor (ID), seguido de campos com a composição chave-valor para 
cada uma das grandezas solicitadas. Esses campos de chave-valor são compostos de uma 
chave de 2 bytes que contém um caractere (1 byte) indicando a grandeza e um caractere 
(1 byte) indicando a fase, seguidos do valor da grandeza representado em ponto flutuante 
(4 bytes). Por exemplo o campo chave-valor correspondente à tensão da fase 1 e com 
valor de 0,9923 pu seria representado como V10.9923. A Figura 8 ilustra a mensagem de 
















3.5.2 Mensagens de Alarme e de Ação de Controle 
As mensagens de alarme constituem um tipo especial de mensagem que foi 
criado para a utilização do método de sincronismo Mestre-Escravo-Ativo. São as únicas 
mensagens que podem ser enviadas pelo Escravo sem que exista uma mensagem anterior 
recebida do Mestre. Essas mensagens são geradas pela Engine de Co-Simulação a receber 
notificação de violação de tensão do Controlador em nós que possuem medidores 
inteligentes instalados. Após a criação, as mensagens são enviadas para os respectivos 
medidores na simulação da rede de comunicação e que então encaminham a mensagem 
diretamente para Central de Controle. Ao receber uma mensagem de alarme, a Central de 
Controle verifica se a mensagem está no formato correto e com o conteúdo válido, 
processa e registra os dados no banco de dados SQLite e pode ou não emitir ações de 
controle para os medidores presentes no sistema. Caso seja necessário efetuar ações de 
controle, a Central de Controle cria as mensagens de ação de controle necessárias e as 
envia para os medidores que necessitam de ação presente no sistema. Ao contrário das 
mensagens de requisição e de informação de medição, não foi utilizado o protocolo 
mDLMS pois o protocolo DLMS é dedicado exclusivamente para medição, e não para 
controle. Essas mensagens estão encapsuladas diretamente na mensagem de comunicação 
entre os simuladores e podem ser passadas diretamente do framework de apoio a 
simulação para a Engine e vice-versa.  
3.6 PROCESSO DE CO-SIMULAÇÃO 
Para executar a co-simulação é necessário primeiramente inicializar a Engine 
de Co-Simulação no computador com sistema operacional Windows e com o OpenDSS 
instalado e o servidor COM registrado. O processo de inicialização da Engine envolve 
inicializar o OpenDSS através da interface COM, validar o circuito e o mapeamento dos 
medidores inteligentes. Por fim, inicializa-se o servidor TCP responsável por receber 
requisições e ações de controle originadas do OMNeT++. Após o termino da inicialização 





a rede de comunicação no OMNeT++, que começa a enviar requisições e receber as 
medições da Engine. É possível acompanhar o progresso da simulação através do 
OMNeT++ pela interface gráfica ou pelo console, e acompanhar as mensagens trocadas 
entre os simuladores através do console da Engine. 
Até que a primeira requisição seja recebida pela Engine, a co-simulação opera 
no modo Mestre-Escravo em que o Escravo não pode iniciar a comunicação com o 
Mestre. Após o recebimento da primeira requisição, a Engine começa a operar no modo 
Mestre-Escravo-Ativo. Nesse modo, a Engine faz com que a simulação do OpenDSS 
esteja à frente da simulação do OMNeT++ até o próximo intervalo de medição ou até que 
a primeira violação de tensão ocorra. Caso existam violações de alguma variável de 
controle, como a tensão na barra dos consumidores, a simulação do OpenDSS para e 
alarmes são enviados para o OMNeT++ que pode responder com uma ação de controle 
ou uma mensagem para continuar com a simulação. Caso existam ações de controle, a 
Engine notifica o controlador do OpenDSS para que efetue as ações. Após o término do 
envio das mensagens de ações de controle, o OMNeT++ envia a mensagem para que a 
simulação da rede elétrica continue. Esse processo se repete até que o OMNeT+ finalize 






4 ESTUDOS DE CASO E RESULTADOS 
Para efetuar a validação do funcionamento do co-simulador desenvolvido 
nesse trabalho foi escolhida uma rede de distribuição de energia elétrica e criada uma rede 
de comunicação para operar em conjunto com a rede de distribuição. A partir dessas redes 
foram criados cenários de testes distintos que visam determinar o desempenho do co-
simulador, seu correto funcionamento e a sua versatilidade através de cinco cenários que 
envolvem o controle de geradores fotovoltaicos ou localização de faltas. As redes 
escolhidas e os cenários criados visam testar as capacidades do co-simulador criando 
situações onde a comunicação entre os simuladores utilizados seja elevada e o tempo de 
resposta seja rápido, como por exemplo a presença elevada de geração distribuída 
causando problemas de sobretensão ou a ocorrência de faltas (curtos-circuitos) durante a 
operação da rede.  
4.1 ESTRUTURA DA REDE DE DISTRIBUIÇÃO E DE COMUNICAÇÃO 
A rede IEEE de 123 barras, mostrada na Figura 9 [49], foi escolhida para 
realizar os testes com o co-simulador desenvolvido neste trabalho. É uma rede de testes 
criada pelo IEEE, possui um alimentador com tensão nominal de 4,16 kV e é composta 
por uma subestação localizada no barramento 150, 123 barramentos que contemplam 90 
nós de carga. Também possui reguladores de tensão, capacitores shunt, e diversas chaves. 
É uma rede que foi criada para realçar problemas de queda de tensão que são resolvidos 
com a utilização de reguladores ou banco de capacitores [50]. Com a rede base, foi 
definida uma curva de carga discretizada em 15 s, que também é o passo da simulação 
executada em modo série temporal. Foram instalados medidores inteligentes em todos os 
nós de cargas presentes no circuito, totalizando 90 medidores, e a Central de Controle 
realiza a leitura desses medidores a cada 60 s através do envio de requisições de medição 






Figura 9 - Rede IEEE de 123 barras. 
 
A Figura 10 apresenta a rede de comunicação utilizada para esse sistema. Para 
simplificar o processo de validação do co-simulador e avaliação de seu desempenho a 
rede de comunicação utilizada nesse trabalho é dedicada e é composta por medidores 
inteligentes com comunicação bidirecional através da rede LTE. Esses medidores se 
comunicam com a subestação através de uma eNodeB localizada aproximadamente no 
centro do sistema de distribuição. A Central de Controle está localizada na subestação 
que corresponde ao barramento 150 mostrado na Figura 9, a comunicação da Central de 





















































































































Figura 10 - Rede de comunicação utilizada. 
4.2 CENÁRIOS DE TESTE 
Os cenários de testes utilizados nesse trabalho são simulados por duas horas, 
entre 11:00 e 13:00, horário de pico de geração dos geradores fotovoltaicos (PVs) e se 
presentes no sistema, espera-se que causem problemas de sobretensão. A leitura dos 
medidores é realizada pela Central de Controle através do envio de requisições de 
medição os primeiros 10 s do início da simulação e repete as requisições a cada 60 s. 
Esses cenários podem ser divididos em Cenário Base, Cenários com PVs, e Cenários de 
Falta. A definição das redes de distribuição e de comunicação e a alocação dos medidores 
em todos os nós de carga compõe o que é chamado de Cenário Base e será utilizado como 
base de comparação para todos outros cenários. Equipamentos como reguladores e chaves 





e não podem se comunicar com a Central de Controle e, portanto, nenhum desses 
equipamentos será monitorado ou controlado remotamente pela Central de Controle. 
4.2.1 Cenários de Controle de Tensão  
Para testar a capacidade do co-simulador de tratar alarmes e enviar ações de 
controle corretamente foram desenvolvidos cenários que contam com geração distribuída. 
Essa geração é composta da PVs que foram instalados em todos os nós de carga do 
sistema, nos mesmos pontos onde existe a instalação de medidores inteligentes. Todos os 
PVs instalados são monofásicos e possuem a potência instalada com 90 kW e inversor de 
98 kVA. Os inversores instalados em conjunto com os PVs possuem a capacidade de 
controlar o fator de potência de operação e assim permitindo a operação com um fator de 
potência indutivo que pode ajudar a reduzir problemas de sobretensão. É possível realizar 
o controle dos inversores de três maneiras: Controle local apenas observando os valores 
de tensão utilizando por exemplo o controle Volt-Var; Controle centralizado através de 
comandos enviados por uma central de controle; Controle hierárquico com um controle 
local e um controle centralizado.  
Visando uma melhor avaliação do desempenho do co-simulador em cenários 
de grande troca de mensagens, foi adotado o controle central dos inversores dos PVs que 
são ajustados para o mesmo ponto de operação simultaneamente. Esse controle é 
realizado através das ações de controle, sendo possíveis três valores para o fator de 
potência: unitário, que será o valor inicial; 0,95 indutivo; 0,92 indutivo. Os cenários de 
controle de tensão são divididos em Cenário de Controle de Tensão A onde não são 
utilizados alarmes ou ações de controle e servem para demonstrar o impacto causado pela 
presença de PVs no circuito e Cenário de Controle de Tensão B que utiliza os alarmes e 
ações de controle que são disponibilizados pelo co-simulador desenvolvido neste 
trabalho. Espera-se que com as ações de controle os problemas de sobretensão do Cenário 






4.2.2 Cenários de Falta 
Também é importante validar a capacidade do co-simulador de identificar e 
tratar corretamente eventos pontuais e de curta duração e uma falta(curto-circuito) é 
excelente para avaliar esse aspecto e, por isso, foram criados cenários onde uma falta de 
curta duração ocorre no circuito durante a simulação. Espera-se que as faltas gerem 
alarmes que serão enviados para a Central de Controle para serem processados e 
identificada a ocorrência de uma falta. Os Cenários de Falta são criados a partir do 
Cenário Base, ou seja, sem a presença de PVs no sistema e todas as faltas são aplicadas 
em um barramento sem a presença de medidores inteligentes, fazendo com que seja 
necessário utilizar os dados dos medidores inteligentes e técnicas de localização de falta 
para detectar o problema. O primeiro cenário de falta é chamado de Cenário de Falta A 
onde uma falta trifásica com impedância de 1 Ω é aplicada no barramento 47 por volta de 
30 minutos após o início da simulação. O segundo cenário de falta é chamado de Cenário 
de Falta B, onde uma falta monofásica com impedância de 1 Ω é aplicada no barramento 
47 por volta de 30 minutos após o início da simulação. 
4.3 RESULTADOS 
Após o término da co-simulação é necessário extrair e analisar os dados de 
resultados. Essa tarefa é realizada em duas etapas que são divididas entre os resultados da 
rede elétrica e os resultados da rede de comunicação. As próximas seções irão descrever 
os arquivos produzidos pelos simuladores e como os dados podem ser extraídos de cada 
um deles. Também são apresentados os resultados para cada um dos cenários de teste 





4.3.1 Arquivos de Dados das Simulações 
Os dados da simulação da rede elétrica são gravados pela Engine de Co-
Simulação em um banco de dados SQLite, que fica localizado em um diretório chamado 
“db”, e que contém tabelas que gravam dados como o arquivo principal do OpenDSS 
(normalmente chamado de “master.dss”) que foi utilizado, a hora inicial da simulação, o 
intervalo de medição. Cada nova execução da Engine gera um novo ID de simulação, 
permitindo que o mesmo banco de dados seja utilizado para múltiplas simulações e 
cenários. Também existem tabelas dedicadas à gravação de dados de medição recebidos 
pela Central de Controle, alarmes gerados pelos medidores, alarmes recebidos pela 
Central de Controle, ações de controle geradas pela Central de Controle, ações de controle 
recebidas pelos medidores e se existirem a informações dos PVs.  
Na Figura 11, é apresentado o modelo de dados do banco de dados SQLite 
utilizado pela Engine de Co-Simulação. A utilização de um banco de dados como SQLite 
permite que os resultados sejam analisados rapidamente em diversos sistemas 
operacionais e linguagens de programação [51], também é possível identificar facilmente 
medições, alarmes ou ações de controle não recebidas e os medidores correspondentes. 
Os dados da simulação da rede de comunicação são gerados pelo OMNeT++ 
e gravados no diretório “Results” que está presente dentro do projeto de simulação 
utilizado. Esses estão separados em dois tipos: dados escalares (extensão do tipo sca) e 
dados vetoriais (extensão do tipo vec). O tempo simulado e a quantidade de elementos 
utilizados podem fazer com que esses arquivos utilizem vários gigabytes de espaço em 
disco. É recomendado, e muitas vezes necessário, configurar o OMNeT++ para gravar 
apenas os dados indispensáveis para a análise posterior, uma medida que melhora o 
desempenho, reduzindo a quantidade de dados que precisam ser escritos em disco. É 
possível utilizar as ferramentas disponíveis dentro do OMNeT++ para transformar os 
arquivos de resultados para um formato de tabela e que facilita a análise. Esse arquivo 
transformado recebe a extensão “anf”. Alguns dados registrados pelo OMNeT++ são a 
latência e o jitter (desvio padrão da latência) da rede de comunicação simulada. Outras 





o número de retransmissões e o tempo limite para retransmissão, em inglês 
retransmission timeout (RTO). 
 
Figura 11 - Modelo de dados para a simulação do co-simulador. 
4.3.2 Cenário Base 
O Cenário Base não possui PVs instalados e com isso não são esperadas 
sobretensões no sistema e, portanto, também não são esperados alarmes ou ações de 
controle durante o tempo simulado. É um cenário que é utilizado como referência para 
avaliar a rede elétrica e a rede de comunicação, onde espera-se que todos os medidores 
possam receber todas requisições e enviar todas as informações de medição sem perda de 
pacotes ou valores de latência e jitter elevados.  Os primeiros resultados a serem avaliados 





dados. Informações como máximos de tensão, quantidade de medições recebidas e a 
variação da tensão ao longo da simulação podem ser facilmente extraídos do banco de 
dados e transformadas em gráficos e tabelas utilizando a linguagem Python [52] e as 
bibliotecas Pandas [53], Matplotlib [54]e Numpy [55]. A Figura 12, a Figura 13 e a Figura 
14 mostram o máximo de tensão registrado por cada um dos medidores presentes no 
sistema durante o período simulado para as fases 1, 2 e 3, respectivamente. É possível 
observar que a tensões estão abaixo do limitar de sobretensão. Também é possível 
observar na Figura 15 o comportamento da tensão ao longo do tempo, onde todas as 
variações de tensão ao longo do tempo são devido a variação nas cargas e atuação dos 
reguladores ou bancos de capacitores presentes no sistema. 
Os resultados da rede elétrica também podem ser utilizados para avaliar de 
uma maneira preliminar a qualidade da rede de comunicação utilizada com a rede 
inteligente. É possível, por exemplo, obter a quantidade total de mensagens enviadas por 
medidor e o tempo de atraso das mensagens de alarme e ações de controle. As requisições 
de medições se iniciam a 10 s do início da simulação e são repetidas a cada 60 s, portanto 
são esperadas entre 116 e 118 mensagens para cada um dos medidores presentes na rede 
de testes. A Tabela 4 exibe o total de mensagens recebidas por medidor e é possível 
observar que os valores obtidos estão coerentes com o esperado na simulação. Apenas o 
medidor 83 apresentou um valor menor que o esperado, mas ainda assim muito próximo, 
com 115 mensagens recebidas e que pode ser explicado por uma necessidade de 
retransmissão devido a congestionamento, hipótese que pode ser confirmada ou refutada 






Figura 12 - Máximos de tensão por medidor para Fase 1 no Cenário Base. 
 
Figura 13 - Máximos de tensão por medidor para Fase 2 no Cenário Base. 
 






Figura 15 - Variação de tensão por medidor da Fase 3 no Cenário Base. 
 














Também é importante extrair alguns parâmetros da rede de telecomunicação 
que podem indicar se a rede está bem dimensionada para a demanda da rede de 
comunicação ou se alguns problemas podem ocorrer durante a operação. Entre esses 
problemas, pode-se citar uma elevada taxa de erros ou perda de pacotes que deixaria o 
desempenho da rede abaixo do ideal, fazendo com que ocorram muitas retransmissões. 
Outro fator importante para a rede é o congestionamento, em um cenário onde alarmes e 





congestione. Na Tabela 5 são mostradas as médias da rede para latência, jitter, o número 
de retransmissões e o tempo limite para retransmissão para a rede. 
 
Tabela 5 - Dados da rede de comunicação Cenário Base. 
 Latência(ms) Jitter(s) Retransmissões RTO(s) 
Medidores 6,336 3,543 14 2,620 
Central de Controle 3,968 7,455 3 2,630 
 
É possível observar que os valores médios de latência estão excelentes com o 
maior valor por volta de 4 ms na subestação. O jitter na rede de testes durante o Cenário 
Base também ficou com valores baixos, indicando uma baixa variação de latência devido 
a pouco congestionamento e perda de pacotes. Apesar dos valores baixos de latência e 
jitter foram necessárias algumas retransmissões de pacotes enviados e pela subestação 
confirmando a suspeita que o medidor 83 necessitou de retransmissão de alguns pacotes. 
4.3.3 Cenários de Controle de Tensão 
Os cenários de controle de tensão visam validar a capacidade do co-simulador 
de executar simulações por um grande período mantendo coordenação e sincronismo 
entre os simuladores. Nesses cenários são adicionados PVs ao circuito IEEE de 123 
barras. Como o pico de geração dos PVs coincide com o período de menor demanda é 
esperado que ocorra uma elevação de tensão no nós do circuito. Os PVs são 
dimensionados de maneira que a elevação de tensão seja grande o suficiente para que 
ocorra violação de tensão (módulo da tensão maior que 1,05 pu) e que ações de controle 
sejam enviadas pela subestação para reduzir o fator de potência dos PVs. Primeiramente 
é montado um cenário com a presença de PVs e sem ações de controle. Esse cenário será 
comparado com o caso base para verificar os impactos que os PVs irão causar na rede 
elétrica e na rede de comunicação e servirá de referência para validar a efetividade das 





4.3.3.1 Cenário de Controle de Tensão A 
O Cenário de Controle de Tensão A, ou apenas Cenário A, possui PVs 
monofásicos instalados em todos os nós de carga do circuito, ou seja 100% dos 
consumidores possuem PVs instalados, e espera-se que problemas de sobretensão 
ocorram nesse cenário. Como é um cenário em que alarmes e ações de controle estão 
desativadas o problema não é resolvido até que a geração dos PVs diminua ou a demanda 
aumente. Este cenário é usado como base de comparação para a efetividade das ações de 
controle tomadas no Cenário B. 
A introdução de PVs faz com os que máximos de tensão no circuito 
ultrapassem o limiar de sobretensão, porém como as ações de controle não estão ativas 
durante a simulação não é possível atuar para resolver o problema. A Figura 16, a Figura 
17, e a Figura 18 mostram o máximo de tensão registrado por cada um dos medidores 
presentes no sistema durante o período simulado para as fases 1, 2 e 3, respectivamente. 
A Figura 19 mostra como os máximos de tensão de alguns medidores ultrapassam o limiar 
de sobretensão (1,05 pu) indicado pela linha vermelha tracejada. Também é possível 
observar o aumento da tensão conforme a geração dos PVs se aproxima de seu valor 
máximo. 
 






Figura 17 - Máximos de tensão por medidor para a Fase 1 no Cenário A. 
 
Figura 18 - Máximos de tensão por medidor para Fase 2 no Cenário A. 
 





No Cenário A, com a presença de PVs, ocorre o aumento da tensão ao longo 
do alimentador, porém como não existem mensagens e de ação de controle sendo 
enviadas através da rede de comunicação é esperado que os dados estatísticos da rede 
sejam simulares aos do Cenário Base. Na Tabela 6 é possível observar que todos os 
medidores enviaram entre 116 e 118 mensagens de medição, valor que corresponde ao 
esperado para esse caso de simulação. É possível observar, também, que nenhum medidor 
ficou abaixo do limite inferior de mensagens esperado para o período simulado, um 
fenômeno que pode ser explicado pela variabilidade estatística da transmissão de pacotes 
enviados pela rede de comunicação. Os dados apresentados na Tabela 7 mostram que a 
rede opera com baixos valores de latência e jitter, e com poucas retransmissões. Como 
esperado, apenas a adição de PVs sem a utilização de mensagens de alarme ou de ações 
de controle não afetam a rede de comunicação. 
 














Tabela 7 - Dados da rede de comunicação para o Cenário A. 
 Latência (ms) Jitter (ms) Retransmissões RTO (s) 
Medidores 6,536 3,480 6 2,635 






4.3.3.2 Cenário de Controle de Tensão B 
O Cenário de Controle de Tensão B, ou apenas Cenário B, utiliza os alarmes 
e ações de controle do método de sincronismo Mestre-Escravo-Ativo, o que permite que 
a Central de Controle atue para corrigir problemas de sobretensão que possam (e irão) 
ocorrer no circuito. As ações de controle visam reduzir o fator de potência dos PVs para 
que esses passem a consumir potência reativa e assim espera-se que o problema de 
sobretensão seja eliminado. Foram definidos três níveis de fator de potência para operação 
dos PVs, começando a operar com fator de potência unitário. Na ocorrência de um alarme 
de sobretensão são enviadas ações de controle para que passem a operar com fator de 
potência 0,95 indutivo, na ocorrência de um novo alarme o fator de potência será reduzido 
novamente e será de 0,92 indutivo. Após as ações de controle definirem o fator de 
potência para o nível mínimo nenhuma ação de controle é tomada, mesmo que o problema 
de sobretensão persista. É esperado que as ações de controle sejam suficientes para 
resolver os problemas de sobretensão no circuito. 
 
 






A utilização de alarmes e ações de controle gera um pequeno impacto na rede 
de comunicação como pode ser observado na Tabela 8, existem medidores que só 
conseguiram entregar 112 ou 113 mensagens de medição, mas ainda assim muito próximo 
do valor esperado para esse cenário. O congestionamento e a prioridade das mensagens 
de alarme e ações de controle explicam esses resultados. Observando os dados presentes 
nas Tabela 9 é possível perceber que os dados estatísticos da rede continuam similares 
aos dois cenários anteriores, porém com uma maior quantidade de retransmissões. A 
Central de Controle teve um aumento do jitter devido as mensagens de alarme, e os 
valores maiores de latência e jitter dos alarmes podem ser explicados pela concentração 
de medidores adjacentes enviando mensagens de alarme simultaneamente. 
 














Tabela 9 - Dados da rede de comunicação Cenário B. 
 Latência (ms) Jitter (ms) Retransmissões RTO (s) 
Medidores 6,361 3,436 25 2,655 
Central de Controle 4,055 16,235 6 2,635 
Alarmes 39,208 11,114 1 2,636 
 
4.3.4 Cenários de Falta 
Com os dados recebidos espera-se localizar as anomalias de tensão no sistema 





baseado no arquivo de coordenadas do Circuito IEEE de 123 barras, conforme mostrado 
na Figura 21, de uma forma que facilite a identificação da região afetada. Para isso é 
utilizado o conceito de anomalias de tensão, onde para cada fase de cada barramento com 
medição é calculado o desvio da medição atual em relação ao valor da medição anterior 
conforme (1). As anomalias são calculadas quando a central de controle recebe um alarme 
e quando o valor calculado das anomalias for superior a 0,01 é considerado que ocorreu 
uma falta. As anomalias são repsentadas no mapa de medidores mapeamento através de 
circunferências centradas no barramento em que o medidor está instalado. Durante a 
operação normal do sistemas as anomalias são geradas exclusivamente por chavamentos 
de carga ou de reguladores presentes no sistema e com valores muitos pequenos como 
pode ser verificado na Figura 22 onde é exibido o estado da rede no momento 
imediatamente anterior às faltas aplicadas no barramento 47. 
 
 𝐴𝑛𝑜𝑚𝑎𝑙𝑖𝑎 = )𝑉+(𝑡) − 𝑉+(𝑡 − 1)𝑉+(𝑡 − 1) ) (1) 
 
 







Figura 22 - Anomalias de tensão antes do momento da falta. 
 
4.3.4.1 Cenário de Falta A 
O Cenário de Falta A consiste de uma falta trifásica com impedância de 1 W 
localizada no barramento 47, um barramento que não possui medidores inteligentes 
instalados e, portanto, não poderá ser detectada diretamente. É necessário analisar os 
dados de alarmes e medições dos medidores inteligentes presentes no sistema para 
localizar a região onde a falta ocorreu. Com os dados de medição ao longo da simulação 
é possível identificar uma queda brusca e curta na tensão de alguns medidores ocorrendo 







Figura 23 - Variação de tensão por medidor da Fase 1 no Cenário de Falta A. 
 
 







Figura 25 - Variação de tensão por medidor da Fase 3 no Cenário de Falta A. 
 
Na Figura 26 são mostradas as anomalias de tensão do sistema durante a 
ocorrência da falta, confirmando os valores observados na Figura 23, Figura 24 e Figura 
25, constatando a ocorrência de uma falta trifásica. Ao calcular as anomalias é possível 
identificar uma região de interesse onde uma provavel falta está localizada e então utilizar 
técnicas mais precisas que irão identificar o nó correto da falta sem a necessidade de 
analisar o sistema inteiro para isso e aproveitando o valor de tensão real enviado pelos 
medidores. 
Também é importante analisar o comportamento da rede de comunicação no 
cenário com faltas onde espera-se uma quantidade maior de alarmes disparados 
simultaneamente. É possível observar na Tabela 10 que para o Cenário de Falta A todos 
os medidores tiveram um total de medições dentro do intervalo esperado para a 
simulação. É um grande indicativo que faltas não irão comprometer o funcionamento do 
sistema e os alarmes serão entregues sem grandes atrasos. Na Tabela 11 é possível 
observar que os dados estatísticos da rede estão próximos dos valores obtidos para o 
Cenário de Controle de Tensão A, indicando uma boa qualidade da rede e ao contrário do 
Cenário de Controle de Tensão B a presença de alarmes praticamente não causou impacto 
na rede. Isso é explicado pela falta ser bem rápida e não existirem ações de controle sendo 






Figura 26 - Anomalias de tensão para o Cenário de Falta A. 
 















Tabela 11 - Dados da rede de comunicação Cenário de Falta A. 
 Latência (ms) Jitter (ms) Retransmissões RTO (s) 
Medidores 6,634 6,410 18 2,647 
Central de Controle 3,913 1,123 9 2,634 






4.3.4.2 Cenário de Falta B 
O Cenário de Falta B consiste de uma falta monofásica com impedância de 
1 W localizada na fase 1 do barramento 47, o mesmo barramento do Cenário de Falta A. 
Como esse barramento não possui medidores inteligentes a falta deve ser localizada 
através de medições indiretas. Os dados de medição ao longo da simulação são 
apresentados na Figura 27, Figura 28 e Figura 29. Diferentemente do Cenário de Falta A, 
é possível observar um comportamento diferente entre as fases indicando que a falta não 
é trifásica. 
 






Figura 28 - Variação de tensão por medidor da Fase 2 no Cenário de Falta B. 
 
Figura 29 - Variação de tensão por medidor da Fase 3 no Cenário de Falta B. 
 
Na Figura 30 são apresentadas as anomalias de tensão para o Cenário de 
Falta B e diferentemente dos Cenário de Falta A medidores próximos conectados a fases 
diferentes possuem valores de anomalia significativamente diferentes confirmando que a 





maior quantidade de medidores registrando anomalia a região com maior anomalia é 
similar a região do Cenário de Falta A. 
 
Figura 30 - Anomalias de tensão para o Cenário de Falta B. 
Ao observar os dados da rede é possível perceber que uma quantidade maior 
de medidores enviou alarmes e que houve uma redução na quantidade total de medições 
enviadas para a Central de Controle como mostrado na Tabela 12. Os dados estatísticos 
da rede apresentados na Tabela 13 mostram um aumento no número de retransmissões, 
porém em uma quantidade menor que o Cenário de Controle de Tensão B. Os parâmetros 
de latência e jitter praticamente não sofreram alterações nesse cenário. 


















Tabela 13 - Dados da rede de comunicação Cenário de Falta B. 
 Latência (ms) Jitter (ms) Retransmissões RTO (s) 
Medidores 6,362 3,424 18 2,655 
Central de Controle 3,916 1,108 10 2,635 
Alarmes 33,565 15,046 5 2,636 
4.3.5 Comparativo 
Nas tabelas 14, 15 e 16 são apresentados os resultados de todos os cenários 
de testes realizados nesse trabalho e é possível analisar o desempenho da rede de 
comunicação. A rede de comunicação teve um bom desempenho em todos os cenários de 
teste utilizados nesse trabalho, é possível observar que mesmo com a prioridade das 
mensagens de alarme e de ação de controle a latência é pouco afetada durante o período 
simulador, porém existe um pequeno impacto no jitter e que ocorre principalmente 
quando ações de controle (onde são enviadas mensagens para todos os PVs) são 
necessárias e a maior variação ocorre na Central de Controle. A quantidade de 
retransmissões também é um pouco maior no cenário com ações de controle, com um 
pequeno aumento em relação ao Cenário Base. Os cenários onde existem apenas alarmes 
(cenários de falta) o aumento nas transmissões é bem pequeno em relação ao caso base. 
A quantidade de medições realizadas também está dentro do intervalo esperado entre 116 
e 118 mensagens no total, sendo mais afetadas em cenários com alarmes e ações de 
controle onde existiu um número maior de mensagens reenviadas e em alguns casos 





Tabela 14 - Comparativo do número total de medições de todos cenários. 
Medições 
Realizadas 
Total de Medidores 
Cenário 




Falta A Falta B 
119 0 0 0 0 0 
118 66 70 59 74 62 
117 14 17 17 11 14 
116 9 2 8 5 9 
115 1 1 1 0 3 
114 0 0 1 0 2 
113 0 0 2 0 0 
≤112 0 0 2 0 0 
Tabela 15 - Comparativo de latência e jitter de todos cenários. 
Cenário 
Latência (ms) Jitter (ms) 
Medidores Central de Controle Alarmes Medidores 
Central de 
Controle Alarmes 
Base 6,336 3,968 - 3,543 7,455 - 
Controle de 
Tensão A 6,536 3,921 - 3,48 1,624 - 
Controle de 
Tensão B 6,361 4,055 39,208 3,436 16,235 11,114 
Falta A 6,634 3,913 35,368 6,412 1,123 17,893 
Falta B 6,362 3,916 33,565 3,424 1,108 15,046 
Tabela 16 - Comparativo de retransmissões e RTO de todos cenários. 
Cenário 
Retransmissões RTO (s) 
Medidores Central de Controle Alarmes Medidores 
Central de 
Controle Alarmes 
Base 14 3 - 2,620 2,630 - 
Controle de 
Tensão A 6 1 - 2,635 2,655 - 
Controle de 
Tensão B 25 6 1 2,655 2,635 2,636 
Falta A 18 9 2 2,647 2,634 2,643 






A co-simulação é uma técnica que utiliza dois ou mais simuladores 
executando paralelamente para obter um resultado combinado, é uma técnica muito 
poderosa que pode reduzir bastante o tempo para desenvolver e testar um simulador capaz 
de simular redes inteligentes de energia, também conhecidas como smart grids. Alguns 
trabalhos são encontrados na literatura utilizando essa técnica, porém a maioria dos casos 
de co-simulação envolve o desenvolvimento de uma solução para um estudo de caso 
específico, dificultando a portabilidade para outros cenários ou tipos de estudo. O co-
simulador desenvolvido neste trabalho tem como objetivo ser uma ferramenta de código 
aberto e que possa ser facilmente utilizada em vários cenários distintos e sem envolver 
um grande esforço de adaptação. Outro objetivo desse trabalho é criar uma documentação 
que facilite o entendimento das vantagens e dificuldades que surgem durante o 
desenvolvimento de um co-simulador seja a escolha dos protocolos de comunicação, do 
método de sincronismo ou até mesmo na maneira que os dados serão armazenados. O 
método de sincronismo desenvolvido neste trabalho e chamado de Mestre-Escravo-Ativo 
(MAS) colabora com a versatilidade do co-simulador. É possível rodar o simulador da 
rede elétrica, um simulador mais rápido, com um passo de simulação muito menor que o 
passo de amostragem dos medidores através das requisições da Central de Controle, 
proporcionando um ganho de desempenho global para a simulação. 
Neste trabalho foram simulados com sucesso cenários de controle 
centralizado de geração distribuída utilizando PVs, nesse cenário ao ocorrer uma violação 
de tensão em algum nó com medidor inteligente instalado uma mensagem de alarme é 
enviada para a Central de Controle que irá alterar o fator de potência dos inversores de 
todos os PVs presentes no sistema. Esse controle permite que a robustez do co-simulador 
seja testada em um cenário com grande troca de mensagens entre os simuladores em um 
curto intervalo de tempo e a validação do método de sincronismo Mestre-Escravo-Ativo. 
Os cenários de falta permitiram validar a capacidade do co-simulador em detectar 
corretamente evento de curta duração que possam ocorrer no sistema. A implementação 
correta dos alarmes é fundamental para que se possa identificar uma falta no momento 





ocorrência. Nesses dois aspectos o co-simulador e o método de sincronismo desenvolvido 
nesse trabalho se mostraram adequados e de grande utilidade. 
5.1 LIMITAÇÕES DO CO-SIMULADOR 
O co-simulador desenvolvido nesse trabalho se mostrou de fácil configuração 
e com grande flexibilidade, porém existem algumas limitações de cenários e tecnologias 
utilizadas. Algumas delas estão relacionadas com a capacidade de simular tecnologias ou 
sistemas de comunicação diferentes e mais complexos. Atualmente o OMNeT++ tem uma 
dificuldade em utilizar diferentes tecnologias de comunicação sem fio, como por exemplo 
LTE e Wi-Fi na mesma simulação que tem o desempenho severamente reduzido e com a 
possibilidade que erros que interrompam a simulação antes de sua finalização ocorram. 
A Engine de Co-Simulação possui algumas limitações com os elementos e métodos de 
controle que podem ser utilizados. Em um primeiro momento são suportados via API 
controles de PVs local, centralizado ou hierárquico e a localização de faltas no sistema. 
O controle de outros elementos do sistema pode ser realizado sem grandes dificuldades, 
porém é necessário utilizar uma interface que permite a Engine enviar comandos para o 
OpenDSS utilizando diretamente sua API e sendo necessário ao usuário validar se o 
comando foi executado. Sistemas maiores como a rede EPRI M1 [48] exigem grande 
poder computacional e uma grande quantidade de memória RAM para a execução da 
simulação da rede de comunicação. 
5.2 SUGESTÕES PARA TRABALHOS FUTUROS 
Neste trabalho os cenários de teste envolvem o controle centralizado do fator 
de potência dos PVs instalados no sistema e a localização de faltas que podem ocorrer no 
sistema utilizando uma rede dedicada. Ao utilizar redes compartilhadas, normalmente 
redes comerciais onde trafegam voz e dados de usuários do sistema de telefonia, a 
efetividade dos alarmes e ações de controle pode diminuir devido a congestionamentos 





grande interesse é a capacidade de utilizar as redes de comunicação atuais para a proteção, 
onde são necessários pequenos tempos de latência e grande confiabilidade e que 
dificilmente são obtidos por redes sem fios sendo recomendada a utilização de fibra 
óptica. O estudo de outros protocolos de comunicação e de controle pode reduzir ou 
aumentar drasticamente a quantidade de dados trafegando na rede e com isso alterar seu 
desempenho favorecendo ou não a utilização de uma rede compartilhada. Também é 
possível utilizar formas diferentes de controle dos PVs, como por exemplo utilizando o 
controle Volt-Var hierárquico, com os valores da curva sendo definidos especificamente 
para cada PV pela Central de Controle ou a utilização de metodologias de estimação de 
estado com os dados obtidos através dos medidores inteligentes. A utilização de um outro 
simulador para a rede de comunicação, como por exemplo o NS-3 pode permitir a 
simulação de sistemas maiores. 
5.3 DESAFIOS DA CO-SIMULAÇÃO 
O desenvolvimento de um co-simulador para redes inteligentes é uma tarefa 
multidisciplinar que envolve sistemas de potência, sistemas de comunicação e simulação 
computacional. Para garantir o sucesso da simulação é necessário avaliar os cenários 
desejados, levantar as características de cada um dos simuladores utilizados e suas 
particularidades, como por exemplo a impossibilidade de ser controlado externamente 
sem uma grande alteração no código. O tamanho do sistema simulado, a frequência de 
troca de mensagens, a resolução temporal mínima dos simuladores pode afetar 
significativamente o tempo total de simulação e que pode dificultar estudos envolvam 
grande tempo simulado ou várias simulações como através do método de Monte Carlo. É 
possível, até um certo ponto, acelerar a execução com pequenas melhorias no hardware 
utilizado durante a simulação, como por exemplo a utilização de SSDs, processadores 
com melhor desempenho e com mais memória RAM disponível. Processadores modernos 
possuem a capacidade de executar diversas tarefas em paralelo com seus múltiplos 
núcleos e ao utilizar simuladores que aproveitem desse potencial também é possível 
reduzir o tempo simulado. Porém nem todas as tarefas podem ser paralelizadas e muitos 





5.3.1 Dificuldades Encontradas Durante o Desenvolvimento 
As principais dificuldades encontradas durante o desenvolvimento deste 
trabalho são apresentadas a seguir e podem ser divididas em dificuldades de 
implementação e problemas de execução. 
Os principais problemas de implementação encontrados estão relacionados 
com o simulador OMNeT++ que não permite que seja realizado um controle externo da 
simulação sem grandes modificações no código fonte que eliminaria a maior vantagem 
da co-simulação, utilizar simuladores disponíveis e testados. Para permitir a utilização da 
co-simulação foi então escolhido o método de sincronismo Mestre-Escravo em que o 
OMNeT++ seria o mestre da simulação e assim seria eliminada a necessidade de alterar 
o código fonte do simulador. Essa solução se mostrou viável e foi possível realizar uma 
co-simulação com leitura de valores da rede elétrica de medidores inteligentes instalados 
na rede IEEE de 13 barras [50], porém durante os testes ficou evidente os problemas do 
método Mestre-Escravo em cenários onde é necessário realizar o controle de um elemento 
em resposta a uma violação de tensão. Para resolver esse problema foi criado o método 
de sincronismo Mestre-Escravo-Ativo e após os testes bem-sucedidos na rede IEEE de 
13 barras decidiu-se testar em redes maiores como a rede IEEE de 123 barras utilizada 
neste trabalho e a rede EPRI M1. Com os testes em redes maiores a necessidade de poder 
de processamento e a quantidade de memória RAM utilizada cresceram de maneira 
exponencial e o OMNeT++ executando no sistema operacional Windows se mostrou 
insuficiente por executar apenas em modo 32 bits nesse sistema operacional e, portanto, 
ficar limitado a aproximadamente 4GB de RAM. Para resolver esse problema foi utilizado 
o sistema operacional Linux, onde o OMNeT++ consegue executar em modo 64 bits, para 
executar as simulações da rede de comunicação. A utilização do mecanismo de 
comunicação através de sockets para realizar a comunicação entre os simuladores tornou 
essa mudança simples e não causou grande impacto no desenvolvimento. 
Os principais problemas de execução ocorreram com o OMNeT++ e as 
bibliotecas como INET e SimuLTE. Onde foi constatado que algumas funcionalidades 
não estavam implementadas corretamente. Entre os problemas encontrados pode-se 





com várias threads para simular a rede EPRI M1 ocorriam erros que impediam a 
finalização da simulação e onde foi necessário realizar algumas correções. Também 
foram identificados problemas de vazamento de memória que faziam com que a 
simulação fosse interrompida ou utilizasse muito a memória virtual que utiliza o disco e 
fazia com que a simulação fosse interrompida pelo sistema operacional ou ficasse muito 
lenta tornando a simulação dessa rede impraticável. Após a solução desses problemas foi 
constatado que mesmo com um grande poder de processamento e grandes quantidades de 
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