Perbandingan Algoritma Word Matching dan Naive Bayes untuk Klasifikasi Sentimen Analisis Komentar Instagram by Setyawinda, Agnes Asthika et al.
Jurnal Informatika: Jurnal pengembangan IT (JPIT), Vol.5, No.1, Januari 2020   ISSN: 2477-5126 







Agnes Setyawinda: Perbandingan Algoritma Word Matching … 12 
 
Perbandingan Algoritma Word Matching dan Naive 




Agnes Setyawinda1*), Barep Setiyadi2, Anggit Dwi Hartanto3 
 
1,2,3 Fakultas Ilmu Komputer, Universitas Amikom Yogyakarta, Yogyakarta 
Email: 1agnes.3843@students.amikom.ac.id, 2barep.s@students.amikom.ac.id, 3anggit@amikom.ac.id  
 
 
Abstrak − Analisis sentimen telah menunjukkan bahwa 
otomatisasi dan pengenalan komputasi terhadap sentimen adalah 
mungkin dan berkembang seiring berjalannya waktu, karena 
faktor munculnya tren teknologi baru dan keadaan yang semakin 
dinamis dari bahasa manusia sebagai bentuk komunikasi. 
Dengan adanya media sosial semakin banyak pula teks-teks 
berupa data informal, menyebabkan proses ekstraksi dan 
penguraian informasi yang relevan menjadi masalah. Oleh 
karena itu pada penelitian ini penulis mengusulkan dua metode 
klasifikasi yang kemudian akan melakukan perbandingan hasil 
dari kedua metode tersebut. 
 
Kata Kunci: Analisis Sentimen, media sosial, R, Informasi . 
I. PENDAHULUAN 
Hootsuite mencatat pengguna sosial media aktif di 
Indonesia pada tahun 2019 tercatat 150 Juta pengguna artinya 
mendominasi penetrasi sebanyak 56% penduduk Indonesia, 
melalui postingan atau komentar untuk mengutarakan 
pendapat dari berbagai sudut pandang dan subjek tertentu. Dari 
berbagai komentar yang terkumpul bisa memberikan tinjauan 
singkat pandangan warganet terhadap suatu subjek di media 
sosial. Seperti pendapat masyarakat terhadap suatu produk atau 
tokoh publik seberapa baik sentimen yang diberikan oleh 
warganet terhadap subjek tersebut. Data yang dikumpulkan 
dari komentar warganet terhadap suatu subjek tertentu, sumber 
data ini dapat dimanfaatkan lebih lanjut dengan metode 
sentimen analisis. Menurut KBBI [1], Sentimen merupakan 
/sen·ti·men/ /séntimén/ pendapat atau pandangan yang 
didasarkan pada perasaan. yang berlebih-lebihan terhadap 
sesuatu. Berdasarkan Kamus Oxford [2], Analisis sentimen 
adalah prosedur membedakan dan mengklasifikasikan secara 
komputasi perasaan dikomunikasikan dalam sedikit konten, 
terutama dengan tujuan akhir untuk memutuskan apakah 
disposisi penulis terhadap tema, subjek tertentu tergolong 
bersifat netral, positif atau negatif. Penelitian mengenai 
analisis sentimen sudah dilakukan pada penelitian-penelitian 
sebelumnya seperti Pang dan Lee [3], Narad Hipa et al. [4], dan 
Gamalo et al [5]. Baru-baru ini, penelitian mengenai analisis 
sentimen berfokus pada klasifikasi konten yang merujuk pada 
suatu subjek. Saat ini dalam aplikasi bisnis, timbal balik 
pengguna berupa komentar atau dikenal sebagai sentimen telah 
digunakan dalam berbagai bidang seperti politik, fasilitas 
publik, tokoh publik, serta layanan yang berupa jasa atau 
produk. Emosi pengguna dan perasaan dalam komentar 
digunakan untuk menciptakan pengetahuan yang dapat 
digunakan untuk menganalisis timbal balik publik terhadap 
tokoh publik, fasilitas publik atau suatu merek tertentu.  
Adapun penelitian tentang metode teknik klasifikasi dengan 
memperhatikan setiap kelebihan dan kekurangan sebagai 
pertimbangan untuk memilih teknik klasifikasi dalam 
pengolahan data yang baik [6], dan terbukti dalam 
penelitiannya bahwa menggunakan metode klasifikasi naive 
bayes menghasilkan nilai akurasi terbaik [7][8]. Selain 
menggunakan beberapa algoritma klasifikasi seperti naive 
bayes ada metode lain untuk melakukan klasifikasi sentimen 
sebuah kata yaitu dengan menggunakan metode word 
matching atau pencocokan kata secara sederhana. Dalam 
penelitian ini penulis akan membandingkan klasifikasi dengan 
menggunakan metode word matching  dengan bantuan opinion 
word lexion dengan algoritma naive bayes disini peneliti 
menggunakan pustaka sentiment pada bahasa R, dimana data 
komentar yang sudah diambil akan diproses dan di konversi 
kedalam format yang lebih terstruktur terlebih dahulu, 
menghilangkan kata berulang, kata sambung dan tanda baca 
[9], baru kemudian bisa dilakukan klasifikasi emosi dan 
sentimen setiap kata. 
II. PENELITIAN YANG TERKAIT 
Tahapan preprocessing atau data processing adalah langkah 
penting dalam melakukan klasifikasi analisis sentimen karena 
langkah ini akan menentukan format data dan kata yang 
mempengaruhi klasifikasi. Langkah data processing untuk 
menghilangkan teks yang tidak diperlukan oleh peneliti 
sebelumnya[7] menggunakan model ejaan untuk mengoreksi 
teks sesuai dengan format yang benar dan memperbaiki ejaan 
yang salah atau kata yang salah ketik. Naradhipa dan 
Purwarianti[4] melakukan pembersihan data numerik, 
konversi dari numerik ke teks,  menghapus duplikasi teks. 
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Lunando dan Purwarianti[8] memanfaatkan konversi karakter 
numerik ke dalam alfabetik, menghapus kata berulang, dan 
konversi dari kata informal ke dalam kata formal. Gamallo et 
al. [5] menggunakan metode Naive Bayes untuk 
mengklasifikasikan sentimen twitter dengan akurasi 67% . 
Secara umum, klasifikasi sentimen menggunakan machine 
learning. Naive bayes adalah metode yang paling banyak 
digunakan untuk klasifikasi teks. 
III. METODE PENELITIAN 
 
Langkah langkah penelitian untuk melakukan sentimen 
pertama adalah pengambilan data, preprocessing, termasuk 
ekstraksi data dan klasifikasi. Langkah tersebut dapat dilihat 
pada Gambar 1. 
 
Gambar 1. Langkah Klasifikasi  
A. Instagram Data Scrapping 
Pada penelitian ini, peneliti menggunakan instagram-scrapper 
untuk melakukan pengambilan data yang relevan dengan topik 
yang akan diambil. Pada kasus ini topik yang diambil adalah 
akun resmi dari Tirto ID. Data yang diambil adalah komentar 
pada Tirto ID dari tanggal 14 Juli 2019 sampai dengan 9 
Agustus 2019 total data keseluruhan data yang diambil 
22.0071 terdiri dari id, post_time, is_video, caption, tags, 











Is_video TRUE TRUE TRUE 
















Tags Tirtografi Tirtografi Tirtografi 
N_Tags 1 1 1 
Video_view 7663 7663 7663 
Media_like 913 913 913 
Comments_
username 























































Tabel. 1 Data Hasil Scrapping. 
 
B. Data Preprocessing 
Sosial media memberikan kesempatan kepada seluruh 
pengguna untuk membagikan pendapatnya. Komentar pada 
instagram dari instagram-scrapper berbentuk berkas JSON 
yang tidak terstruktur. contohnya post-time  yang masih 
terformat epochtime, penggunaan simbol emotikon, dialek 
lokal, duplikasi data, dan kesalahan pada penulisan komentar. 
ekstraksi data akan berperan untuk konversi dari berkas JSON 
kedalam bentuk teks terformat csv dimana berkas csv lebih 
terstruktur dibandingkan dengan JSON. dengan bantuan R  dan 
beberapa pustaka seperti jsonlite, listviewer, dan tidyverse. 
Ekstraksi data melalui langkah-langkah berikut :  
1) Data Rectangling  
Dalam penelitian ini peneliti menggunakan bantuan bahasa 
pemrograman R dan beberapa pustaka seperti jsonlite, 
listviewer, dan tidyverse untuk melakukan Data rectangling 
kedalam format tabulasi. 
2) Ekstraksi Data 
Selanjutnya melakukan ekstraksi data menggunakan fungsi 
‘map()’ dari pustaka ‘purr’. baru kemudian data hasil 
ekstraksi tersebut dapat disimpan sebagai kolom baru 
menggunakan fungsi ‘mutate()’ dari paket ‘dplyr’. Berikut 




                 Gambar 2. Hasil Ekstraksi Data  
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Data hasil ekstraksi diatas masih menunjukan tipe data berupa 
‘list’, tipe kolom tersebut harus diubah menjadi tipe yang 
sesuai dengan data yang ada, perlu dilakukan flattening pada 
hasil ekstraksi di atas menggunakan fungsi ‘smart_extract()’. 
data hasil ekstraksi seperti pada Gambar 3 
Gambar 3. Hasil flattening 
3) Pembersihan Data 
Data hasil ekstraksi perlu dilakukan pembenahan pada 
beberapa kolom, diantaranya straightforward processing pada 
kolom post_time yaitu mengubah bentuk epochtime kedalam 
bentuk waktu yang terformat seperti pada Gambar 4, lengthly 
processing pada kolom caption dengan menghapus string 
berupa (“\\n”) bertujuan untuk menghapus tanda ‘\n’ dan spasi 
berlebih pada kolom caption  menggunakan fungsi ‘str_trim()’ 
seperti pada Gambar 5. Kemudian menghitung jumlah tags 
yang digunakan dan menyimpan sebagai kolom baru n_tags 
seperti pada Gambar 6. 
 
 
Gambar 4. Hasil konversi epochtime 
 




Gambar 6. Konversi tags sebagai string 
 
4) Konversi JSON ke dalam bentuk CSV  
Konversi JSON ke dalam bentuk CSV menggunakan fungsi 
‘write_csv()’  
 
C. Klasifikasi Sentimen 
Data komentar pengguna yang sudah melalui tahap 
preprocessing  akan diklasifikasikan kedalam kategori positif, 
negatif, netral dan dalam bentuk ekspresi emosi seperti marah, 
sedih, senang, enjoy.  
1) Word Matching  
Metode Word Matching dilakukan dengan menggunakan 
opinion-lexicon kamus kata positif dan negatif dalam hal ini 
menggunakan kamus bahasa Indonesia dari ID-
OpinionWords[10][11]. metode word matching dilakukan 
dengan cara sederhana yaitu dengan mencocokan kata dengan 
kamus yang ada, kemudian dilakukan scoring secara 
sederhana, jika score sentimen lebih dari 0 (nol) maka 
dikatakan sebagai sentimen positif, jika score sentimen bernilai 
kurang dari 0 (nol) maka sentimen bernilai negatif, namun 
apabila sentimen score bernilai sama dengan 0 (nol) maka 
sentimen bernilai netral. 
 
2) Naive Bayes Kategori Emosi Komentar 
Untuk melakukan klasifikasi analisis sentimen Naive Bayes 
menggunakan R, membutuhkan pustaka Rstem dari Omegahat 
dan Sentiment dari CranR Project. Untuk mendapatkan hasil 
klasifikasi emosi menggunakan fungsi ‘classify_emotion()’. 
maka akan didapat hasil seperti pada Gambar 7. 
 
 
Gambar 7. Klasifikasi emosi dengan Naive Bayes 
 
3) Naive Bayes Klasifikasi Polaritas Komentar 
Dengan memanfaatkan pustaka sentiment dan algoritma Naive 
bayes, klasifikasi polaritas komentar bisa dilakukan dengan 
menggunakan fungsi ‘classify_polarity()’ untuk klasifikasi 
polaritas, komentar akan dibagi menjadi dua bagian yaitu 




Gambar 8. Klasifikasi Polaritas Komentar 
 
dengan melakukan klasifikasi polaritas komentar bisa 
diketahui kecondongan komentar kearah negatif, positif, atau 
netral. 
IV. HASIL DAN PEMBAHASAN 
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Data yang digunakan pada penelitian ini diambil dari komentar 
instagram akun Tirto Id sebanyak 22.0071 komentar.  
A. Word Matching 
Metode Word Matching dilakukan dengan menggunakan 
opinion-lexicon kamus kata positif dan negatif dalam hal ini 
menggunakan kamus bahasa Indonesia dari ID-
OpinionWords[10][11]. metode word matching dilakukan 
dengan cara sederhana yaitu dengan mencocokan kata dengan 
kamus yang ada, kemudian dilakukan scoring secara 
sederhana, jika score sentimen lebih dari 0 (nol) maka 
dikatakan sebagai sentimen positif, jika score sentimen bernilai 
kurang dari 0 (nol) maka sentimen bernilai negatif, namun 
apabila sentimen score bernilai sama dengan 0 (nol) maka 
sentimen bernilai netral. 
Metode Word Matching dilakukan dengan mencocokan kamus 
data kata positif dan negatif menggunakan kamus ID-
OpinionWords, metode ini cenderung lebih rumit karena 
dilakukan dengan pencocokan manual, hasil dari pencocokan 
seperti pada Gambar 9. 
 
         
                  Gambar 9. Word Matching 
 
B. Naive Bayes Emotion 
Dengan memanfaatkan pustara Sentiment pada R penggunaan 
Naive Bayes cenderung lebih mudah dan otomatis. Bayes 
emotion menghasilkan ekspresi pada setiap kalimat yang ada 
pada komentar seperti marah, santai, sedih, datar. hasil Naive 
Bayes Emotion terlihat pada Gambar 10, dan Gambar 11. 
 
 
         Gambar 10. Tabel Naive Bayes Emotion 
 
 
         Gambar 11. Diagram Naive Bayes Emotion 
 
C. Naive Bayes Polarity 
Naive Bayes Polarity hanya menghasilkan klasifikasi berupa 
kategori kalimat apakah positif, negatif, atau netral. hasil dari 




                    Gambar 12. Tabel Polarity 
 
  
               Gambar 13. Diagram Polarity 
V. KESIMPULAN 
Penelitian perbandingan 2 metode untuk melakukan sentimen 
analisis menggunakan R. metode yang digunakan pada 
penelitian ini adalah metode word matching atau pencocokan 
sederhana dengan kamus yang ada, dan menggunakan 
algoritma Naive Bayes. Data yang digunakan berasal dari data 
komentar pada akun Instagram Tirto ID. 
Hasil menunjukan Naive Bayes pada pustaka sentimen R dapat 
menghasilkan dua jenis klasifikasi yaitu klasifikasi emosi 
seperti ANGER, JOY, SAD. dan klasifikasi Polarity 
berdasarkan negatif, positif dan netral. meskipun Naive Bayes 
bisa menghasilkan kecepatan dan akurasi yang tinggi namun 
metode bayes pada pustaka R terdapat kesalahan 
penterjemahan kalimat. 
Untuk penelitian selanjutnya, akurasi dapat ditingkatkan lagi 
dengan melakukan data preprocessing yang lebih bersih dan 
pengecekan kosa kata, konteks kalimat, dan dialek daerah. 
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