Abstract-This work proposes a novel linear programming approach for the joint detection and decoding of LDPC-based space-time (ST) coded signals in multi-antenna orthogonal frequency division multiplexing (OFDM) systems. While traditional receivers typically decouple the detection and decoding processes as two disjunctive blocks or require iterative turbo exchange of extrinsic information between the soft detector and decoder, we formulate a joint linear program (LP) by exploiting the constraints imposed on the data symbols, training symbols, noise subspace as well as channel code. In consideration of the vast amount of LDPC parity check inequalities, we further present an adaptive procedure to significantly reduce the complexity of the joint LP receiver. Our LP-based receivers outperform existing receivers with substantial performance gains. Moreover, the proposed joint LP receiver demonstrates strong robustness when pilot symbols are sparsely arranged on subcarriers.
corresponding fast Fourier transform (FFT) at the receiver, splits a frequency-selective channel into parallel orthogonal flat sub-channels [1] . To further enhance the transmission reliability, space-time coding has been proved effective in combating the fading effect and it is widely adopted in flat-fading multiple-input multiple-output (MIMO) systems. By exploiting the presence of spatial diversity offered by multiple antennas, ST code takes advantage of simultaneous coding over space and time to achieve diversity gain without necessarily sacrificing system throughput [2] . Thus, the combination of space-time block code (STBC) and MIMO-OFDM is now common in modern wireless systems.
In spite of the much improved capacity and reliability, wireless channel fading and noise still lead to detection errors. In practice, forward error correction (FEC) codes are routinely employed in MIMO-OFDM systems. Particularly, low-density parity-check (LDPC) code gains high popularity owing to its excellent error correction performance [3] . Moreover, LDPC codes, when decoded via the well-known sum-product algorithm (SPA), can approach the Shannon limit with reasonable decoding complexity [4] . When we have LDPC code as outer code and ST code as inner code, it is ideal to apply a joint maximum likelihood (ML) detection of ST code and decoding of LDPC code. However, such an optimal joint receiver has a prohibitive complexity for large number of transmit antennas, high-order modulations and sufficiently long LDPC codes; therefore it is impractical to implement.
We note that most ST code detection algorithms for MIMO system are separated from the FEC code decoder. The reason is that the symbol detection of ST code typically operates in either real-number or complex-number field whereas FEC decoding generally operates in Galois field. Despite the success of SPA for LDPC decoding, its high nonlinearity during message passing makes it challenging to integrate with the MIMO detection step. Thus, joint MIMO detection and FEC decoding receivers in the literature are typically based on the exchange of soft information to form a turbo-equalizer/detector [5] [6] [7] . This kind of iterative receivers is shown to be capable of providing near-ML performance with perfect channel state information (CSI). When CSI is not available, however, these belief propagation based turbo receivers may suffer significant performance degradation. Also, the convergence of such iterative receivers is not a certainty when exchanging unreliable soft information at low to moderate signal-to-noise ratio (SNR) regimes.
Recently, Feldman et al. [8] proposed an LP-based LDPC decoding scheme, which is amendable to existing detection algorithms. Relying on this LP decoding, Cui et al. [9] developed an -norm based joint detector and decoder for flat-fading MIMO channels. However, the authors focused on affine mapping between data symbols and binary bits, e.g., BPSK and QPSK modulations. For transmissions with higher-order modulations, the authors suggest transforming to an equivalent system with QPSK. On the other hand, Flanagan [10] proposed a unified framework for LP-based receivers, while Kim and Pfister considered the joint-decoding problem for finite-state channels [11] . Furthermore, without introducing a large number of extra variables, the authors in [12] extended the treatment of non-affine QAM mapping proposed in [10] for MIMO-OFDM systems. By extracting LP variables and constraints from the factor graph, the proposed joint LP receiver demonstrates excellent performance. We notice that, however, this method requires perfect CSI or closed-form estimates at the receiver.
Focusing on LDPC coded and ST coded MIMO-OFDM transmissions, we present a novel joint detection and decoding algorithm based on a single unified linear program. Utilizing the minimum peak distortion (MPD) criterion that targets QAM data symbols, we exploit limited pilot symbols to avoid the all-zero trivial solution and to resolve phase-rotation ambiguities. We also apply a subspace approach for noise suppression. We further improve the joint receiver performance by incorporating the LDPC code information through a set of LP decoding constraints. The unification of MIMO equalization, pilot symbol, subspace separation and LDPC code constraints in this LP receiver can help to improve the detection accuracy and thus the decoding performance.
It is noted that MPD criterion using LP was first proposed for equalization of single-input single-output (SISO) dispersive channels in [13] and was later extended in [14] to flat-fading MIMO systems with space-time block codes. In both [13] and [14] , the algorithms are blind and the equalized symbol sequence suffers from a phase ambiguity. Different from previous works that assume perfect CSI [12] or are totally blind [14] , this joint detection-decoding receiver takes advantage of both QAM data symbols and limited pilot symbols in receiver optimization [15] . Notably, compared with [16] that proposed a joint algorithm for SISO frequency-selective channel equalization, the work in this paper provides the MPD criterion with more design insights, including the pilot structure presented under the MIMO setting, the demonstration of performance advantage over turbo equalization as well as strong robustness when pilot symbols are sparse in frequency. We also substantially reduce the receiver complexity with a slight performance sacrifice in order to accommodate practically long LDPC codes [17] .
Our manuscript is organized as follows. First, Section II describes the system model and Section III briefly discusses related receivers. Section IV presents the disjoint LP formulation by elaborating on various available constraints to refine the LP receiver. We prove the zero-forcing (ZF) nature of the proposed equalizer solution, and provide a sufficient and necessary condition on pilot symbols to resolve convergence ambiguity in Section V. We further integrate LDPC code constraints in Section VI, and summarize the joint LP with means for complexity reduction in Section VII. Section VIII presents simulation results of the proposed joint receiver algorithms before the conclusions in Section IX.
II. LDPC CODED ST-OFDM SYSTEM

A. Notations
Throughout this manuscript, and stand for matrix conjugate, transpose and Hermitian, respectively. represents the Moore-Penrose pseudo-inverse.
denotes the -norm of a vector and denotes the Frobenius norm. Also, by convention, we use uppercase and lowercase boldface letters for matrices and vectors, respectively. Moreover, denotes the Kronecker product of matrices and . In addition, and are used to represent the set of matrices over real numbers and complex numbers, respectively. We use to denote a matrix of diagonal elements from vector .
B. Channel Model
We consider an LDPC-based space-time coded wireless communication system equipped with transmit antennas and receive antennas. The channel is assumed to be an -tap quasi-static MIMO channel with coherence time and the channels over various fading blocks are supposed to have the same delay spread . The channel impulse response between the -th transmit antenna and the -th receive antenna is modeled as a zero-mean complex Gaussian random variable with power normalization constraint . Assume that each transmit antenna uses an -tone OFDM modulator (IFFT), and each receive antenna correspondingly uses an -tone OFDM demodulator (FFT) with perfect time and frequency synchronization. Further suppose that the time-domain symbols are prepended with a cyclic prefix, longer than the channel delay spread , to completely remove the inter-block interference between adjacent OFDM symbols.
For notational convenience, define the index sets of transmit antenna , receive antenna and subcarriers . Let be the (frequency domain) data transmitted by the -th transmit antenna on the -th subcarrier. Let be the frequency domain channel from transmit antenna to receive antenna on subcarrier . Then,
is the -point FFT of the time-domain channel vector . After removing the cyclic prefix and applying FFT, the received signal on the -th antenna at subcarrier is (2) where is the frequency-domain noise following circularly symmetric zero-mean Gaussian distribution with variance . By collecting received symbols from all antennas, we can represent the received signals on the -th subcarrier in a compact form as (3) in which and .
C. Signal Model
As illustrated in Fig. 1 , binary bits from information source are first de-multiplexed into multiple streams. On each stream, a block of information bits is encoded by an LDPC code, and the output coded bits are then fed into a -ary QAM modulator with constellation , producing QAM data symbols. We say that the symbols form a codeword, which spans over time slots after the serial-to-parallel (S/P) conversion. Assuming that codewords are transmitted under one fading block, then it takes time to transmit all the codewords. Before S/P conversion, codewords are prepended with pilot symbols for the purpose of channel estimation or equalizer training, and hence these training symbols spread over time slots after S/P. Therefore, together with the coded data symbols, there are OFDM symbols in total on each stream within one coherence time. For the sake of clarity in later derivations, define the time index sets for OFDM symbols as and . We emphasize that the signal vector is already space-time coded and is ready for transmission. Since a toneby-tone based space-time coding is adopted in this work, let us concentrate on a single subcarrier to illustrate the encoding process. One STBC block consists of signal vectors , i.e.,
. Under the framework of linear dispersion code [18] , complex information symbols are mapped to one STBC block, written as (4) where and are code matrices. Accordingly, the transmission of one STBC block can be represented as (5) where and . According to the equivalent spatial diversity (ESD) model [14] , the standard STBC transmission in (5) can be equivalently expressed as (6) where and are the equivalent observation and noise vectors, respectively. The equivalent channel incorporates the underlying structure of STBC into the actual channel , such that is code-dependent. In addition, taking the practical assumption that no spatial fading correlation exists between any antennas, the matrix has full column rank for any well-designed STBC.
D. Full Rate STBC
In this work, we focus on full rate STBC so as to possibly maintain high system throughput. In particular, we are interested in the orthogonal STBC (OSTBC) Alamouti code [19] and the quasi-orthogonal STBC (Q-OSTBC) [20] . For the well-known Alamouti code, the ESD channel corresponding to the actual channel is (7) The observation and noise vectors can be obtained by reshaping and conjugating and respectively, shown as follows (8) where the MATLAB colon notation is used to represent the -th column of matrix .
For the Q-OSTBC, the ESD channel matrix of the physical channel , observation vector and noise vector are given as
Note that, the number of transmit antennas in the ESD system is identical to that of the actual system for these two rate-1 codes. Hence, we shall not distinguish and in the rest of this manuscript. For more details about the ESD model, see the discussions in Appendix B.
III. TRADITIONAL RECEIVERS
A. Disjoint ZF Receiver
The exponential complexity of joint ML symbol detection and channel decoding in prohibitive in practical use. Therefore, serial detection and decoding is a natural alternative. For the purpose of comparison, we use ZF detection on each subcarrier. It is observed that the ESD channel matrix is column-orthogonal under OSTBC, satisfying . Thus, the ZF detection is simply (11) Note that the symbol is unquantized and thus can be further processed by soft-input soft-output decoder. Under Q-OSTBC, nonetheless, ZF detection does not admit such a simple form, due to the reason that the columns of channel matrix are not fully orthogonal. Therefore, we employ channel matrix inverse or pseudoinverse for signal detection.
B. Joint Turbo Receiver
Without any information exchange between detector and decoder, the performance of the aforementioned disjoint receiver is far from optimum. In this regard, an iterative receiver called turbo equalizer is known to be near-capacity-achieving [6] , [7] . As illustrated in Fig. 2 , the basic turbo receiver consists of a soft MIMO detector and an SPA decoder. Extrinsic information, in the form of log-likelihood ratio (LLR), is exchanged between these two components. In each turbo iteration, the soft MIMO detector outputs the extrinsic LLR value of each coded bit to the decoder, while the SPA decoder feeds back the computed LLR vector as a priori information to the soft detector for LLR updates. It is worth noting that certain advanced hardware structures for turbo equalization, such as the one based on queuing [21] , have already been proposed. Similar principle may also facilitate the fast implementation of our proposed receiver algorithms.
We want to point out that the complexity of the soft MIMO detector is exponential in the number of transmit antennas and QAM constellation size. For Alamouti code, the complexity is still moderate, but the complexity is prohibitive for Q-OSTBC because of the large number of transmit antennas. Fortunately, by exploiting the quasi-orthogonal structure of , the Q-OSTBC system with four transmit antennas can be decomposed into two MIMO systems each with two transmit antennas, and thus the complexity is halved [20] .
Even though turbo equalization gains wide success, it admits several weaknesses. First of all, the iterative nature of turbo detection may cause performance degradation as the consequence of unreliable information exchange, especially when the CSI is not perfectly known at the receiver. Secondly, the turbo detector works in such an iterative way that can hardly be guaranteed to converge in limited iterations. As an alternative, we develop a joint detection and decoding algorithm that takes the form of a single unified LP formulation without iterative belief exchange.
IV. LINEAR PROGRAMMING ALGORITHM DEVELOPMENT
We expand the concept of blind equalization in [13] and [14] to the semi-blind joint detection and decoding of LDPC-based and space-time coded MIMO-OFDM transmissions. Specifically, the proposed algorithm relies on the assumption of persistent excitation. For the data-bearing symbol on any stream and any subcarrier , it has to satisfy For the pilot symbol , however, it requires Basically, the data-bearing symbols can achieve the maximum amplitude along time axis, whereas one more dimension (the spatial dimension) may be needed for the pilot symbols to achieve . Moreover, it implicitly requires that and are square constellations that are rotation-invariant to and . Typically, the square QAM signals, e.g., QPSK and 16-QAM, satisfy the assumption for .
A. Convex Peak Distortion Cost Function
To begin the algorithm development, we focus on a noiseless MIMO channel for the cost function. Our goal is to design the equalization matrices for all the subchannels. Specifically, denote the equalizer on the -th subcarrier as (12) and therefore the equalized signal vector of the ESD model is . Let be the -th column of the matrix . It is clear that recovers the -th symbol in the vector , i.e., (13) Further define the concatenated channel-equalizer response as
where . It is desired to have for perfect channel equalization.
In this work, we consider the minimum peak distortion (MPD) criterion proposed in [13] . Associated with the ESD model, our algorithm is essentially on a stream-by-stream basis. Particularly, suppose we aim to find the -th stream equalizer and correspondingly define the cost function 
B. Pilot Symbol Constraints
In blind equalization [13] , [14] , an anchor tap constraint is adopted to prevent the all zero trivial solution. However, it yields phase rotational and scalar multiplicative ambiguities. As a result, it is problematic to further integrate additional constraints for tightening the optimization solution.
By adopting training symbols, we ideally expect the equalizer outputs to exactly match the pilots (15) where is the transmitted pilot symbol vector during the training period. We can depict the exact pilot constraint in the form of hyperplane in -space, as illustrated in Fig. 3 . Apparently, the hyperplane keeps the MPD level set (in dotted lines) from shrinking to zero.
However, in the presence of channel noise, the exact pilot constraints typically do not hold. Instead, we apply the squeezing box pilot constraints [16] on every subcarrier (16a) (16b) where and are expected to be small. In practice, we lift variables and into the objective function for minimization, as we will see in (21) .
C. Subspace Separation Constraints
Another condition we exploit is the orthogonality between signal and noise subspace. Clearly, a clean signal is in the column space of . The noisy channel observation in (6) can be decomposed into components that lie in the column space of and the null space of , denoted as and respectively. To make things clear, let be the basis of , i.e., . It is noted that and are orthogonal complements. As a result, can be expressed as . Also, decompose the received signal as , where and . Then, we get (17) in which and due to the fact that . Note that the term contains noise element only. Hence, we want our equalizer to be orthogonal to so as not to waste effort in a subspace without any signal component.
Because the channel is unknown to the receiver, the wellknown singular value decomposition (SVD) approach is applied to estimate the subspace from the received signals [22] . Specifically, apply SVD on a frame of received data symbols (18) where and are unitary, and is a diagonal matrix consisting of singular values in descending order (19) where is the noise variance. In (18) , corresponds to the largest singular values and spans the signal subspace , whereas contains the remaining columns and spans the noise subspace . Therefore, we have the following subspace separation constraints for noise suppression (20) V. DISJOINT LP AND CONVERGENCE ANALYSIS At this point, we are in a good position to summarize the first algorithm, called disjoint LP (DLP). Before we proceed, define a vector , which is a stack of the -th stream equalizers over all subcarriers. Now the convex MPD cost function to be considered is By introducing auxiliary variables and to account for and respectively and lifting and into the objective function, the DLP can be formulated as (21) where is the weight used to adjust the emphasis on pilot constraints.
is the set of symbol index for equalization, defined as , where is the equalization length that can meet the requirement of persistent excitation but is not necessarily as long as the data frame length . We notice that the minimization problem DLP is totally separable for each subcarrier, therefore we can focus on a single subcarrier for the purpose of analysis. Also, in order to show the nature of our designed equalizer, we do not consider noise, and we re-express the MPD cost function as well as the exact pilot constraint in -space in the following convergence analysis. One more important observation is that since we adopt the MPD criterion from blind equalization, the pilot symbols are essentially serving as reference symbols to resolve ambiguities. Thus, one time slot of training is adequate in the ESD model, i.e., . Based on these arguments, the sub-problem, named Sub-DLP, to be analyzed is (22) Proposition 1: If the -th data stream is of our interest and the pilot symbol on the -th stream attains the maximum magnitude , then the cost function is minimized by an ideal zero-forcing (ZF) equalizer.
Proof: We will first show that ZF equalizer can make the objective value to be unity, and then use contradiction to prove that the optimal value of the cost function is indeed equal to one, which implies is a minimizer.
For the ideal ZF equalizer on the -th stream and -th subcarrier, it is clear that and the remaining in the concatenated channel-equalizer response . Hence, the convex cost function . Assume there exists a such that the cost function . During the training period, and , so we can conclude that . This contradicts the assumption that the pilot symbol on the -th stream attains the maximum magnitude . Therefore, the optimal value of the objective function is equal to one and is a minimizer of . Proposition 1 reveals the equalizer's ZF nature, which is shared by all algorithms based on the MPD criterion [13] , [14] , [16] . However, we only demonstrate that the ideal ZF equalizer is one of the candidates that can attain the optimum of Sub-DLP. For reliable equalization, we need to further guarantee that the ZF solution is the unique optimal point, whose condition is given in the following proposition.
Proposition 2: Suppose the -th data stream is of our interest and let the pilot symbols be chosen such that . The desired ZF equalizer for the -th stream is obtained if and only if . Proof: See Appendix A. Basically, Proposition 2 suggests to select the four corners of a square QAM constellation for pilots on the targeted data stream. For the pilot positions on other streams, we could put data symbols with smaller power in order to reduce training overhead. Or we simply do not place anything, which avoids inter-stream interference and could potentially achieve better performance. In another word, the pilot constellation consists of the four outermost symbols from the data constellation .
VI. INTEGRATION OF LDPC CODE CONSTRAINTS
We advocate the integration of detection and decoding at the receiver in a unified optimization process. Instead of applying the transitional belief propagation between the ML detector and the SPA decoder in the iterative turbo equalization, we would like to incorporate a set of linear constraints that are generated from the LDPC parity check nodes.
Consider an LDPC code . Let and be the set of check nodes and variable nodes of the parity check matrix , respectively. Denote the set of neighbors of the -th check node as . For an arbitrary subset with odd cardinality , the characterization of fundamental polytope is given in [8] by the following parity check inequalities (23) and box constraints (24) Note that the fundamental polytope contains both integral and fractional vertices; see [8] and [23] for more details. Now, the remaining question is how to incorporate the parity check inequalities (23) and box constraints (24) into our framework. To accomplish this, we need to employ additional linear constraints that connect the binary bits with the QAM symbols . Recall that a codeword is on a certain stream , but spans time slots and across all the subcarriers. In the following, we outline the linear constraints for several commonly used bit-to-symbol mappings.
A. QPSK-Gray Mapping
We first consider QPSK with Gray mapping, which admits affine relationship between bits and symbols. Without loss of generality, we restrict the most significant bit on the left and thus the mapping follows (25a) (25b)
B. 16-QAM-Binary Mapping
For the 16-QAM with binary mapping, it is observed that both in-phase component and quadrature component are in fact 4-PAM modulations. Therefore, it is easy to describe the affine bit-to-symbol connection as (26a) (26b)
C. 16-QAM-Gray Mapping
In general, 16-QAM modulation with Gray mapping does not admit such nice affine relationships between bits and symbols. However, we manage to link the bits and symbols by introducing indicator variables where is the index set of constellation points. Specifically, we have the following constraints [10] (27a)
where is the constellation point and denotes the index set of constellation symbols whose -th bit is 1.
Ideally, should be the same as the equalized symbol . But under noise, the detector output sample does not exactly match the QAM constellation point. For this reason, we again use the squeezing box technique to relax the constraints as (28a) (28b) By integrating the LDPC code constraints, we have tightened the optimization solution, and the nature of our equalizer remains to be ZF, whose rationale is stated as follows. Since noise is not taken into account at this moment, DLP achieves the perfect ZF equalizer under the assumptions of square constellation and persistent excitation as well as the condition on pilot symbols stated in Proposition 2. Then, through the symbol-to-bit connection (25) or (26) or (27), we obtain the bits that form a valid codeword. Obviously, those bits satisfy the parity check inequalities (23) and box constraints (24) . Thus, integration of LDPC code constraints does not change the ZF nature.
VII. JOINT LP AND COMPLEXITY REDUCTION
Based on DLP, we further add LDPC code constraints and symbol-to-bit mapping constraints. Also, we lift and to the objective function. In summary, the joint LP (JLP) for detection and decoding is (29) where and are the weights applied on the pilot constraints and the LDPC code constraints, respectively. We can address certain constraints by setting a larger weight. In our case, we emphasize the pilot constraints for good equalization effect, since we have limited number of pilot symbols. Note that we aim to obtain the equalizer parameters , though the optimization variables in JLP also include auxiliary variables and additional auxiliary variables for 16-QAM Gray mapping constraints. Upon the recovery of , we can utilize the code-dependent mapping to obtain the remaining equalizers, cf. Appendix B.
We note that the JLP in (29) has a complexity issue. If each row of the parity check matrix has a row weight , then the total number of parity check inequalities (23) is . The constraints would be prohibitively many if the LDPC code has relatively large row weights or there is a vast amount of parity check nodes. For this reason, we are motivated to reduce the complexity. For complexity reduction at the receiver, we adopt the cutting plane method [23] in which only violated parity inequalities are added. Accordingly, our adaptive LP (ALP) receiver works as follows
[S1] Initialize the JLP without parity check constraints (23) .
[S2] Solve the current LP to obtain the equalizer vector ; detect and then demodulate the symbols to bits . [S3] If cuts (violated constraints) are found by substituting into the parity check inequalities, add them to LP and return to S2; otherwise, go to S4.
[S4] Use the column mapping in Appendix B to obtain all the equalizer vectors and detect symbols in one frame.
VIII. SIMULATION RESULTS
Section provides numerical results with respect to the performance of the proposed detection algorithms DLP, JLP and ALP in multiple scenarios. We use the commercial solver, MOSEK [24] , with the large-scale interior-point implementation to solve the LPs. Throughout this section, we use a 3-tap FIR multi-path channel in our tests. We empirically select the equalization length , which satisfies the persistent excitation without incurring too high complexity. We also empirically set the weights in the objective function. Specifically, we select for both modulations, while for QPSK and for 16-QAM. As analyzed before, the pilot symbols of targeted stream are from the four outermost corners of while pilot symbols of other streams are set to zeros. In addition, we set equal to for convenience. For comparison, we also test two other receivers-one is the disjoint ZF receiver and another is the joint turbo receiver. For these two receivers, we estimate the channel based on the least squares (LS) principle [25] . In turbo equalization, the stopping criterion is when all LDPC parity checks are satisfied or when the maximum number of turbo iterations reaches 10, which allows reasonably good convergence. For LDPC decoding, we use the standard log-domain SPA decoder with the maximum iterations set to 50. Note that the equalizer outputs by our proposed algorithms are un-quantized and can be processed by an SPA decoder to further improve the bit error rate (BER) performance. In this section, we first illustrate the BER comparisons with several combinations of modulations, symbol-to-bit mappings, space-time codes and LDPC codes. We then implement the complexity reduction method presented in Section VII to make our proposed algorithms competitive for longer LDPC codes. Finally, we investigate the effect of channel interpolation when pilot symbols are not present on every subcarrier in certain practical systems.
A. Affine Mapping: QPSK
We first demonstrate the comparative performance between different receivers under Gray-mapped QPSK modulation. In our first example, we test the Alamouti code, and fix the number of transmit antennas to 2. We use a regular LDPC code (1024,512) with column weight 2. Also, the number of subcarriers and the number of receive antennas . Fig. 4 shows the resulting BER comparisons under this setting. The solid lines of JLP, DLP and ZF denote the BERs by hard decision on the equalized symbols, whereas dashed lines are the BERs after another post-processing by SPA decoder. We can see from Fig. 4 that our JLP with SPA decoding achieves a SNR gain of more than 2 dB over the turbo equalization, and even the DLP with SPA decoding is comparable to turbo equalization. This is not surprising, since our turbo equalization now relies on estimated channels instead of perfect CSI. In the iterative process, unreliable information is exchanged between the detector and decoder. In contrast, our JLP is a unified optimization problem which does not suffer from inaccurate information transfer. In addition, it is evident that the disjoint ZF detection with SPA decoding has the worst performance.
Furthermore, the performance comparison under Q-OSTBC is shown in Fig. 5 . The simulation settings are almost the same as in the case of Alamouti, except that this time we use a 4-by-4 MIMO system and a (1536,768) LDPC code with column weight 2. Similar to the Alamouti case, JLP with SPA performs better than turbo equalization, DLP is the intermediate one and ZF is the worst in BER performance.
B. Higher Order Modulation: 16-QAM
To obtain higher system throughput, we test a higher order modulation. In this subsection, we investigate the performance of 16-QAM modulation with both Gray and binary mappings. Note that, for Gray mapping in Subsection VI-C, the number of variables is . For large number of subcarriers and long LDPC codes, the number of variables would be too many. To present a proof of concept here, we set and select a moderate length LDPC code (1024,512) with column weight 2.
The first example of 16-QAM is given in Alamouti code with 2-by-2 MIMO and the corresponding BER comparison is illustrated in Fig. 6 . As we can see, the performance of binary mapping is nearly identical to that of Gray mapping in both DLP and JLP, although Gray mapping should perform better than binary mapping. The possible reason lies in the fact that we relax the indicator variable to , which causes inexact mapping in the presence of noise. Since binary mapping gains almost the same performance as Gray mapping but has much lower complexity, we only test on 16-QAM with binary mapping in this subsection.
The next simulation example of 16-QAM is on binary mapping with a longer LDPC code. We still use Alamouti code with the 2 2 transmit-receive antenna configuration. We choose a regular (2048,1024) LDPC code with column weight 2. This time the number of subcarriers is set to 8. The BER results are shown in Fig. 7 . In this scenario, the JLP with SPA obtains a similar BER to our benchmark-turbo equalization, at low to medium SNRs. But in the high SNR regime, our JLP exhibits advantage over turbo equalization by approximately 1 dB. The general trends stay the same as in QPSK. Furthermore, we also test the Q-OSTBC case, shown in Fig. 8 , which also demonstrates good performance by our proposed receivers. 
C. Complexity Reduction: Adaptive LP
In this subsection, we show the simulation results of ALP by following the adaptive procedure. The first experiment is on QPSK and 16-QAM modulations, both under Gray mapping. The basic settings are exactly the same as those in Figs. 4 and 6 whose BERs we borrow for comparison. For the adaptive LP, we set the maximum number of iterations to 5. The resulting BER comparisons are shown in Fig. 9(a) and (b) . As we can see in Fig. 9 , the performance loss is modest, while we achieve substantial complexity reduction (we will see shortly). It is worth noting that the slight BER loss may be because not all the cuts are found within the preset maximum number of iterations (5) .
To see the difference in complexity, we evaluate the flops for each algorithm by reading from MOSEK, as illustrated in Fig. 10 . The LDPC codes used in this test are all regular codes with column weight 3 and code rate 1/2. Thus, the only factor that impacts complexity is the code length. As we increase the code length, the number of parity inequalities grows rapidly, indicated by the growing flops of JLP, whereas the flops of ALP hardly increases and that of DLP remains the same. In short, ALP is a practical algorithm to deal with long LDPC codes or codes with relatively large row weights, while sacrificing little performance.
D. Practical Consideration: Channel Interpolation
In the practical MIMO-OFDM system, we usually do not place pilot symbols on each subcarrier. Instead, pilot symbols are placed in a comb-type pilot arrangement. To study the effect of channel interpolation on our algorithms, we use the linear interpolation method for CSI estimation in [26] .
The simulation setting is identical to that of Fig. 4 . Recall that in our system one LDPC codeword spans over all subcarriers. It implies that the JLP can work without explicit channel interpolation in the system of comb-type pilot arrangement. On the other hand, many other receivers must resort to channel interpolation to define individual subcarrier CSI in this comb-type pilot pattern. Fig. 4 for reference, where the pilots are placed on every subcarrier. Fig. 11(a) illustrates the case when the separation of pilot symbols is 2, i.e., we place one pilot symbol every 2 subcarriers. We can see that all tested detection algorithms work well in this case. However, if we test a larger separation, the JLP receiver without interpolation is the only one that can detect and decode properly, as shown in Fig. 11(b) . In fact, we observe that the correlation among sub-channels separated by more than 3 subcarriers is rather weak. This observation is consistent with the simulation results of poor performance from interpolation based CSI. In a word, this experiment shows that the advantage of the proposed JLP in providing stronger robustness when pilots are sparsely arranged in practice.
IX. CONCLUSION
This work presents a new joint detection-decoding algorithm for LDPC-based space-time coded MIMO-OFDM systems. Unlike traditional disjoint or belief propagation receivers, we jointly utilize the feature of QAM signals, the available pilots and LDPC code constraints in an integrated linear programming formulation. Our receiver manifests as a single constrained optimization problem. We also reduce the algorithm complexity to make it work for practically long LDPC codes. The proposed LP receivers exhibit substantial SNR gains over traditional disjoint receivers in the simulation tests and present a viable alternative to belief propagation receivers. Future works will consider the joint detection-decoding problems with more efficient characterization of the fundamental polytope [27] and may exploit approaches such as ADMM to solve the optimization problems faster [27] , [28] .
APPENDIX A PROOF OF PROPOSITION 2 We first prove the "only if" direction. Without loss of generality, suppose we are interested in the 1st stream, i.e., . Also, we would like to drop the all subscripts whenever it does not cause confusion, that is, in the following, and are replaced by and , respectively. At this moment, let's ignore the subspace separation constraints.
Separate the real part and imaginary part of in the pilot constraints as below 
. . .
The first equations give us . . . . . .
Here we assert that must not be equal to 0; otherwise it would lead to contradiction since we know in (44) , where the two 1's are at position 1 and satisfy all the KKT conditions. Therefore, and are primal and dual optimal.
The last step is to show that the optimum solution also satisfies the subspace separation constraints. The MIMO channel has the SVD:
. Since and is full rank as stated in Subsection II-C, it follows that (47)
In addition, it is known that . Thus
This finishes the proof that is the necessary and sufficient condition for Sub-DLP to converge to the desired equalizer . where and are the mapping matrices for the real part and imaginary part, respectively.
APPENDIX B EQUALIZER COLUMN MAPPING
B. Q-OSTBC
The derivations of column mapping for Q-OSTBC is similar to that of OSTBC. Thus, we simply outline the essentials and point out the subtle differences of Q-OSTBC from OSTBC. The Q-OSTBC used is (55) where is the matrix with and in of (51) replaced by and . Then the ESD transmission is depicted in (6) together with (9) and (10), but a slight difference is that for Q-OSTBC. The general rule of mapping still follows (54). Here, we only describe the mapping from to for . More generic treatment can be found in [14] . where is a special permutation matrix given by (57) Hong Shen (S'11-M'14) received the B.E., M.S.
