ABSTRACT, We study weighted local Sobolev interpolation inequalities of the form
1. INTRODUCTION In this paper we consider interpolation inequalities of the form Such inequalities are the main tool in proving Harnack's inequality for solutions of certain degenerate parabolic equations by using the iteration method of Moser [12] . For this method it is important to have h > 1 on the left-hand side of (1.1). Using the results in this paper we show in [8] x En, t E R, with n a domain in Rn. We mention that such equations arise by making a quasiconformal change of variable y = cp (x) in the heat equation ih = ~v; in this case, v = I det( cp') I and 'W I and 'W 2 are constant multiplies of v(n-2)/n. They also appear in the problem of heat conduction in a nonhomogeneous and nonisotropic medium; in this case v(x) represents the product of the density times the specific heat at the point x and aij is the thermal conductivity. For results about this equation when v = 1 and WI = c'W 2 , see for instance [4, 7] . Also, when v = 'WI = 'W 2 , see [5, 13] .
We present the interpolation inequalities separately because they are of independent interest and because the method we use to prove them is useful in other situations. We give one such result, Landau's inequality, in Theorem 5 below.
We say that a nonnegative and locally integrable function ' We remark that condition (1.4) with f-l = w 2 follows by Holder's inequality from (P). This is because if (P) holds with any f-l then it also holds with f-l = w 2 .
Condition (1. h-I
BI w 2 (B) : : =; cW I (B) v (B)
for all balls B in R n .
The same method used to prove Theorems 1 and 2 gives the following theorem. For results about the Landau type inequalities proved in Theorem 5, see [2, 6] and the references listed there.
We remark that Theorems 1-4 and the Corollary have analogues for L P norms instead of L 2 norms. To obtain the statements of these results, simply replace the exponents 2, 2h, 2(h -1), and 21n by p, ph, p(h -1), and pin, respectively, at each occurrence, and in (P) and (S) replace the exponent 2 on the right by p, keeping q > p. For a related comment, see Remark (2.11).
The organization of the paper is as follows: in §2 we prove Theorems 1 and 2 and the Corollary; in § 3 we prove Theorems 3 and 4; and in §4 we prove Theorem 5. For the relation between q and h, see Remarks (2.9) and (3.2).
PROOF OF THEOREM I
The proof is done in two steps. The first step is to show that the conclusion of the theorem holds with the integrals on the right-hand side extended over 3B , i.e., we will show that there exists h > 1 and a constant c > 0 such that r 2h Is lul 2h w 2 dx
We will show that under the hypothesis (P) of Theorem 1, there exists hi > 1 such that In fact, using (2.4) with B = B k , (2.3) is then at most
where for the first sum we have used the bounded overlaps of the Bk's, and for the second sum we have used (2.2) for each B k . Since we obtain the desired estimate 
Now pick hI so close to 1 that for all B c 1Bo and u E Lip(lJ). We use an idea of R. V. Kohn (see [9, 10] ). We construct a family of disjoint balls in B in the following way. Set B = The family {B k ) h.) has the following properties: By estimating I as we estimated the sum in (2.3) and using (2) and (3) if A E Rill.
AEY(B'I)
We shall momentarily take (2. G , we see that the sum above is bounded by
, A 
We have 00 )
Lj2h-IJ-e) L J-nmn+em j=O m=O
which converges since a > 0 and J > 1 . The same sort of argument that we used to prove (2.4) shows that if w 2 E RDIJ and f1 E Dd then (2.7) holds for any a> 0 and h2> 1 which satisfy
This implies the result. 
Proof of (2.5). Fix
and since 2( 1 + 10 )Zm J Uf=m+l ZI and Zm = A, (2.5) follows by doubling.
Remarks. (2.9) We now make some comments about the values of h in steps one and two of Theorem 1. Note that if the weights are doubling and (2.1) holds for a given h, then condition (2.4) holds with hi = h. This follows as usual by choosing an appropriate function u. Conversely, as the proof shows, (2.1) is valid for any h ~ min{ho' hi} with hi as in (2.4) . Moreover, the conclusion of Theorem 1 holds for h ~ min{ho' hi' h 2 } with h2 as in (2. 
Hence, since 181-2 IB WI dx IB W;l dx ~ e, (1.4) follows by Schwarz's inequ~l ity. (2.11) The proofs of the L P analogues of Theorems 1-4 mentioned in the introduction are the same as in the L 2 case, replacing 2 by p whenever 2 appears in an exponent, including those exponents in conditions (2.4) and (2.7) .
Proof of the Corollary. If (i) holds, we first note that the hypothesis of Theorem 1 is satisfied for J1 = 1; for (1.4) this follows by Remark (2.10) above. The conclusion of the Corollary then follows from the conclusion of Theorem using the fact that v E A2 implies for all B c 3B . Thus we obtain (2.1) with the second factor on the right-hand side omitted. Since supp u C B we do not need step two, and Theorem 2 follows.
In passing we note that condition (2.12) with hI = h is necessary for the conclusion of Theorem 2; this again follows by choosing an appropriate function u.
PROOF OF THEOREM 3
We write
Applying triple Holder's inequality with indices 1/ (h -1), ho and r, h -1 + 1 / ho + 1 / r = I , we get
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Consequently,
and the inequality in the theorem follows. If (P) is replaced by (S), then we estimate the second term above using (S)
and we obtain the inequality in the theorem with the term (av /1, B I uI)2 on the right-hand side omitted. 
PROOF OF THEOREM 5
We first prove the sufficiency of (1. 9) for (1.8). Let B be a ball in R n and let av B V'u be the vector average of V'u over B with respect to Lebesgue measure. By Poincare's inequality applied to each component of V'u, 
