, much like the Active-Badge System, also utilizes a network of sensors. A central controller broadcasts an RF query to a mobile node and resets a network of serially linked receivers at the same time. The mobile node responds by emitting an ultrasonic pulse which is picked up by the receivers. The time it takes for the ultrasound pulse to reach different receivers in the network indicates the distance the mobile node is from those receivers and the position of the mobile node can then be trilaterated. Researchers at MIT have utilized similar concepts from the Bat System in their Cricket sensors, albeit using a more decentralized structure. However, one drawback to the Crickets is the risk of collisions during the RF and Ultrasound transmissions between different beacons. The Cricket Location System (Smith, et al., 2004 ) uses a hybrid approach involving the use of an Extended Kalman filter, Least Square Minimization to reset the Kalman filter during the Active state, and Outlier Rejection to eliminate bad distance readings.
Other researchers at MIT have proposed another method of localization utilizing the Cricket system exploiting properties of robust quadrilaterals to localize an ad-hoc collection of sensors without the use of beacons (Moore, et al., 2004) . It is also possible to localize optically as in the HiBall head tracking system (Welch, et al., 2001) . Arrays of LEDs flash synchronously, and cameras capture the position of these LEDs. The system utilizes information about the geometry of the system and computes the position. Localization using signal strength of RF signals has been studied extensively, (Alippi, et al., 2005) and (Patwari, et al., 2003) are all examples of methods that were devised using this approach. Neural networks have also been used for localization (Shareef, et al., 2008) . In fact, neural networks have been shown to perform better than the Kalman filter in a low-noise environment. However, neural networks suffer from weak self-adaptivity and have a high over-head due to training costs. A neural network, once trained for a particular set of parameters can only be used in the scenario corresponding to those parameters. If the number or the position of beacons or the size of the localization area was to change, then the neural network would have to be trained again.
Kalman filter applied to localization
The Kalman filter is an iterative approach that uses prior knowledge of noise characteristics to account for and filter out the noise. However, problems arise when attempting to model noise. Attempts at measuring noise are only approximations and do not indicate the real distribution of the noise. The Kalman filter can only be used for linear stochastic processes and for non-linear processes the Extended Kalman Filter (EKF) must be used. The assumption with these two methods is that the process and noise measurements are independent, white, and with normal probability. There are different parameters that the EKF can use in modeling the trajectory of a moving object. It is possible to model the motion of an object using just the state of the X and Y position to obtain the position (P) model of the Kalman filter. The velocity can also be incorporated in the state in addition to the position to form the position-velocity (PV) model.
Of course, if acceleration is included also, this results in the position-velocity-acceleration (PVA) model. In two-dimensional space, the distances to three known beacons returned by a sensor can be related to the position of this sensor , ) using the distance formula given in (1),
where , ) is the coordinations of beacon i (i = 1, 2, and 3).
A way of modeling motion is by setting up a linear system composed of the kinematics equations for each dimension of tracked motion. The following example of a linear system describes an object's two-dimensional motion using the position, velocity, and acceleration (PVA) at time step k.
Equation (2) can be written in a simpler way.
· ·
The state transition matrix arises from the respective kinematics equations. For a PVA model, the matrix becomes:
The u xk and u yk are the inputs to the system, and the matrix is the input matrix. However, the input kinematics parameters of the moving object to be tracked are not known so the u xk , u yk , and can be dropped from the linear system. If this information had been known, then there would be no need to, "track" the object. The inputs to this system are the distance measurements d k , and these distance measurement will be used to update the state of the object as given in step 4 of the Kalman filter procedure in Table 1 . The process noise covariance matrix Q accounts for the unmodeled factors of the system that will be treated as random noise. For example, in the systems of equations above, while the change of velocity is accounted for by acceleration, the change in acceleration is not considered. The contribution of this effect to the state is accounted for as random noise. See (Welch, et al., 2007) for a more in depth discussion. In this example, and can be considered as the standard deviations of the acceleration noise in the x and y direction, respectively. At time step k, the three measured distances d ik (i=1, 2, 3) to the locations of the three beacons (x i , y i ), can be used to relate the location of the target object (x k , y k ) using the following equation: (5) where , and are distance measurement errors. The equation (5) can be expressed as (6).
·
Where is the measurement matrix that relates the current state to the output. Since the output equations (5) are non-linear, the Jacobian needs to be used, where (7) and the partial derivatives are given in (8) and (9) below.
(8) (9) The assumption that, the measurement noise associated with the distance measurements of a beacon is independent among the three beacons, will be made. This will result in measurement noise values for the appropriate beacon only along the diagonal of the measurment noise matrix R.
(10)
Where MN 1 , MN 2 , and MN 3 are the measurement noises to beacon 1, 2 and 3, respectively. Using the formulation of the problem as described above, the following equations can be evaluated iteratively to track the target object. In each iteration, five steps are performed, as shown in Table 1 . The current state is used to estimate the location at the next time instant. The error covariance matrix in the next time step is also projected using the state space model and the process noise matrix in step 2. In step 3, the Kalman gain is computed. The Kalman gain is used in step 4, when the distance measurements , , from the beacons to the target object are obtained and are used to update the state . The current position (x k , y k ) is a subset of the state vector .
Procedure of Extended Kalman Filter 1. Project the state ahead · ·
2. Project the error covariance ahead · ·
3. Compute the Kalman gain
4. Update estimation with measurements
5. Update the error covariance · · Figure 3 depicts the iterative process described in Table 1 . The current state and the error covariance matrix are projected for the next time step using equations (11) and (12). The next state is then computed by correcting the estimate that was made in step 1. This is done by using the measurement noise matrix to compute the Kalman gain K. The Kalman gain K is used to scale the contribution of the distance measurement inputs to the next state estimate in step 4. The error covariance matrix that was projected for the next time step is corrected, and the process repeats all over again.
Fig. 3. Extended Kalman filter operation
In this chapter, the performance of the P, PV, and PVA extended Kalman filter models will be compared. The benefit of one over the other depends upon the characteristics of the motion of the object. A system modeled using just P will work when the position is mostly constant and the velocity can be treated as noise. In the case of a PV model, it will tend to work better when velocity is mostly constant, and the acceleration can be treated as noise. PVA on the other hand works better when the acceleration is mostly constant (Welch, et al., 2007) .
Experiment design
We will explore the performance of the P, PV, and PVA models of the Kalman filters using MIT's Cricket sensors (Priyantha, et al., 2000) . However, as was discussed, the use of ultrasound introduces noise. The distance measurements returned by the sensors fluctuate often and these measurements are the inputs to the Kalman filters. We simulate the two dimensional motion of an object by collecting distance measurements of the mobile node while physically moving it in a network composed of Cricket sensors (see Figure 4) . A tile floor provided a very regular grid of 30 cm in size upon which the sensors could be accurately located. Four Cricket sensors are used, three as beacons and the other as the mobile node. 
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Using a grid of 300 cm × 300 cm, beacons were placed at the coordinates of (0, 300), (300, 300), and (300, 0) of the grid as shown in Figure 5 . For each of the 121 tested position, distances measurements were collected from the three beacons. This is indicated using the "*" sign in Figure 6 . The distances are input as D k in step 4 of the Kalman filter procedure to update the state estimate, as shown in Table 1 . The measurement noise for each of the sensors was assumed to be independent of the others. The measurement noise was obtained by taking the average difference between the actual and estimated distances from the beacons to the nodes. However, it should be noted that for the path generated in Figure 6 , the measurement noise was restricted to 30 cm. Any measurement with error greater than this was discarded. In the next section, the robustness of the Kalman filter will be analyzed using the raw distance measurements of another path traced out by a moving object. The process noise matrix Q is more difficult to obtain. Approximate behavior such as the standard deviation of the position for the P model about the estimated movement of the object can be used. Of course, the standard deviation of velocity would be applied for the PV model, and the standard deviation of the acceleration for the PVA model. Determination of the correct process noise parameters are key to accurate localization as will be seen in the next section. The process noise parameters for comparing the three models of the Kalman filter were obtained by computing the average error in localization for varying values of process noise, and the noise parameters that correspond to the least localization error were used.
Results

Performance comparison
Figures 7A, 7C, and 7E show the localization accuracy of the P, PV, and PVA methods, respectively. Two metrics were utilized in comparing the performances of the Kalman filters. The first is the average distance error in localization per estimate, as defined by equation (16). Another metric that was used is the Root Mean Square Error (RMSE). This metric computes the error in localization for the X and Y coordinates and squares it. The sum of all errors are computed, divided by the number of estimates, and the square root is taken of the resulting value. The benefit of the RMSE given in equation (17) is that the error in localization of the X and Y coordinates is available. The X and Y RMSE values can be combined using equation (18) to result in the Net RMSE that describes the net error. An interesting characteristics of the RMSE is that it is biased towards large errors. A large error make a larger contribution in RMSE than in average distance error.
As Table 2 indicates, the P model has the least distance error per estimate and the least Net RMSE and hence the best localization performance. This is followed closely by the PV There is an interesting anomaly between the RMSE values of the X coordinates for the P and PV models. Although the P model has the lower distance error per estimate and Net RMSE, its localization in the X direction is not as good as the PV model. This anomaly indicates that the PV model can potentially be a better candidate in some scenarios. A good portion of the error for all of the methods seems to be along the edge of the testing boundary in the vicinity of the beacons. This may be due to the fact that the use of ultrasound on the Cricket sensors results in large interferences between signals close to the beacons. The experiments also show that the Kalman filters display relatively large errors at the edges of the boundaries. This may be due to the fact that the Kalman filters iteratively close in on the localized position. At the boundaries, where the object's motion takes a sudden turn, the Kalman filter's estimates require a few iterations before it can "catch up" with the object. This may be due to the process noise of the simulated motion of the object not adhering to Gaussian characteristics, which is assumed in Kalman filter.
In the case of the P model, the assumption that velocity and acceleration are just random noise allow it to take these turns with less error. The PV and PVA models are forced to maintain rigidly to the Kinematic equations. Figures 7B, 7D , and 7F depict the percentage of varying magnitudes of error for the P, PV, and PVA models respectively. It is observed that the P model has a greater percentage of errors of low magnitude, whereas the PV and PVA models have lower percentages, but of greater magnitude. The P model seems to make many small errors at each step, whereas the PV and PVA make large errors, typically at the edge of the boundary. Table 3 . Maximum error and location of maximum error
The process noise is an independent variable of the system, and it attempts to predict the motion and future estimates of the position of the object. For this reason, it is impossible to exactly ascertain this paramter. Even when points on the path of the object are given, this is not sufficient since they are just samples of a coarse simulation of the movement of an object. The process noise parameter matrix Q was obtained by using varying values of the X and Y process noise parameters, and computing the average distance error for the entire path for that set. Figure 8 depicts a surface plot of X and Y process noise parameters versus the resulting average distance error. It is interesting how the use of inaccurate process noise parameters effects the perfomance; for low value of the X component of the process noise, the resulting error is very high. The minimum average distance error as given in Table 2 , was found for process noise paramters, (300,100), which interestingly implies that the process noise parameters don't seem to matter a great deal for the P model. In this model, the velocity is considered as the process noise, and hence the units can be considered as cm. The minimum error that was listed in Table 2 was obtained for the process noise parameters listed in Table 4 . The same steps were taken to obtain the process noise parameters for the PV model. However, here the acceleration is considered as the process noise, and the unit are cm/sec. Table 4 . Process noise parameters corresponding to the minimum distance error
The PVA model presents an interesting relationship between the process noise and its performance unlike the P and PV models. The process noise parameters for the PVA model corroborate well with the movement of the object, since the object moves almost 30 cm along the X-axis and almost 20 cm along the Y-axis at each step as depicted in Figures 7A, 7C , and 7E. The process noise values listed in Table 4 are input to the Kalman filter by setting of the process noise matrix in equation 4 to the x component, and to the y component. In the analysis presented above, the average distance error in localization was used as a metric in determining the process noise paramters. However, it is also possible to use the RMSE value to do the same. Suprisingly, there is a strong correlation between the process noise obtained using the average distance error and RMSE metrics indicating the suitability of this procedure. Table 5 lists the appropriate process noise values corresponding to the minimum RMSE value. In the interest of space and brevity, the surface graphs that were used to obtain these values will not be displayed. 
Robustness comparison
Armed with the analysis procedure given above , the robustness of these methods will now be evaluated. A new path traced out by a moving node was generated as shown in Figure 11 that contains nearly 271 points with an average step size of 10.48 cm whereas the path in Figure 6 contains 222 points with an average step size of 14.13 cm. The robustness of each of these Kalman filter models was examined by comparing the performance of each of these models for various magnitudes of erroroneous distance measurements. This is unlike the first path generated, where the error in distance measurements exceeding 30 cm was discarded. The distance measurements to the path traced out by the moving object as shown in Figure 11 were collected and categorized into six data sets. In the first data set, no distance measurements were removed. All spurious distance measurements of any magnitude were kept. The maximum threshold for the error was set to 10,000 cm to include all distance measurements regardless of the size of the error.
(No distance measure error exceeded 10,000 cm.) In the second set of data, distance measurements with errors of only 300 cm or less were kept. In the third, distance measurements with errors of only 200 cm or less were kept. In the fourth, distance measurements with errors of 100 cm or less were kept. In the fifth, distance measurements with errors of 50 cm or less were kept, and in the last data set, only measurements with errors that did not exceed 30 cm were kept. In this way, the method most capable of localizing under these demanding conditions can be identified. Table 6 . Six different data sets and the minimum averge distance error and the RMSE error and the corresponding process noise parameters for the P, PV, and PVA models. Figure 12 , 13, and 14 depict the surface plots of the process noise versus the average distance error measurement of localization for the P, PV, and PVA models. In Figure 12 , the average distance error increases at a nearly smooth and steady rate. This is in contrast to Figure 8 , where the error decreased for increasing process noise. In Figure 13 and 14, the average distance error flutuates wildly with changing process noise, while the general trend seems to indicate that the error increases with increasing process noise.
Surface plots examining the behaviour of the RMSE instead of the average distance error were also generated, however, for the sake of brevity they will not be presented here. The first rows in Table 6 lists the minimum average distance error, 278.6226 cm, for process noise at (6,11) cm for the set of data containing up to 10,000 cm error in distance measurements. The minimum average distance errors and the corresponding process noise values for the PV and PVA models are listed next. The next row in Table 6 lists the minimum RMSE values and corresponding process noise parameters for the P, PV, and PVA models respectively. The next two rows deal with the minimum average distance error and RMSE for a maximum of 300 cm error in the distance measurements for the P, PV, and PVA. The results for maximum thresholds of 200, 100, 50, and 30 cm follow. It is clear from the graph that the P model consistently has lower error than the other models, and the PV model performs better than the PVA. It is also interesting to note that at a high error threshold, the process noise for the P, PV and PVA models is low. As the error threshold decreases, the process noise increases. It is a testament to the Kalman filters that the error rates between error threshold 100 cm and 30 cm for the P, PV, and PVA does not change much. For example, the average distance error for P changes only 1.3546 cm (11.8554 -10.5008) and the error rates for PV and PVA change by only 1.7336 and 2.0885 cm. That is at most a 16 percent drop in error for nearly a 70 percent decrease in the magnitude of erroneous distance measurements. In other words, even with errors of up to 100 cm in distance measurments, the Kalman filter models were still capable of localizing fairly accurately. Figures 15A, 15C , and 15E reveal the performance of the P, PV, and PVA models for error threshold of 100 cm. Figures 15B, 15D , and 15F reveal the performance of the P, PV, and PVA models for error threshold of 30 cm. It is apparent between Figures 15A and 15C that the P model is better adept at tracking the irratic motion of the object. The PV and PVA models overshoot sudden turns and require several iterations before they close in on the object's position again. Table 6 show that pre-filtering of the distance measurements can result in a significant decrease of errors in localization, especially between error thresholds of 10,000 and 100 cm. The level of pre-filtering does not need to be very rigorous since the Kalman filter is very robust. Extremely large errors in distance measurements can be easily spotted and eliminated. One such method is utilizing the past distance measurements and the maximum rate at which the object is expected to move. This projection can be used as a threshold against which the current distance measurements can be compared and if necessary discarded. Assuming that the last distance measuments for three becons are stored in , , and . Maximum velocity and acceleration attainable by the object are and . Using the distance from beacon , the mobile node can either be moving away from the beacon or approaching it. In case that the object is moving away from the beacon, the distance from the beacon will increase as given by equation (19) for where is the time step. However, if the object is approaching the beacon, then the distance will decrease as given by equation (20) for .
www.intechopen.com Fig. 12 . Process noise versus localization error for P model using a maximum error threshold of 10,000 cm (20) from (19) results in:
Equation (21) results in a threshold against which we can compare future distance measurements from beacon . Thresholds for the other beacons and can be obtained similarly. If the absolute value of the current distance measurement minus the previous measurement is greater than than the predefined threshold ∆ , then this current distance measurement can be discarded.
Computation requirement comparison
Thus far, only the accuracy of the localization methods has been examined without any discussion of the computation requirements associated with them. As mentioned before, these localization methods will be implemented on an embedded system with limited capabilities. Based on the application, an appropriate localization method must be used that balances accuracy with the capabilities of the system. The following analysis utilizes the number of floating point operations as a metric to compare the different methods. For simplicity of presentation, this analysis assumes that the embedded system has native floating point capabilities and does not rely on integer computations to mimic floating point operations. Further, this analysis only accounts for Table 7 reveals, the P model is the least computationally intensive. It is followed by the PV and PVA Kalman filters. This is intuitive since the P model has only two element in its state, and the dimensions of the state space model , process noise , covariance , and Kalman gain matrices will be much smaller. Whereas the larger number of elements in the PV and PVA state result in greater dimensional matrices used during the evaulation of the Kalman filter equations, and hence a greater number of computations.
The Kalman filter equations involve many matrix multiplications and an inverse operation for computing the Kalman gain K. These two operations have complexity O(n 3 ) and as a result the Kalman filter is also of complexity O(n 3 ) where n is the number of parameters in the state.
Method
Order of Magnitude Comment
n is the number of elements in the state variable.
n is the number of elements in the state variable. 
Memory requirement comparison
This section takes a cursory glance at the memory needs of the three Kalman filter models. It should be noted that the memory usage described here is the steady state memory, this does not take into account any initializations that may be required for different applications. It is also assumed that floats are four bytes long and that all variables in the Kalman filter equations require the float type. In the expressions for the three Kalman filters, n is the number of elements in the state variable and m is the number of distance readings. The expressions for the memory requirements of the Kalman filters include an additional (n 2 + n + 2nm + m + m 2 ) bytes of memory for temporary variables. Since the measurement noises for each of the sensors in the experiment was assumed to be independent, R (measurement noise matrix) in Equation (12) Equation (22), describes the total memory required for the computation of the Kalman filter equations. The number of distance measurements m is assumed to be 3, since this is the smallest number of distance measurements required to localize. The value for n for each of the P, PV, and PVA models depends upon the number of elements in each of their states which is outlined in 
Summary
The Kalman filter is very capable of localizing using noisy distance measurements in a wireless sensor network. The P model of the Kalman filter was found to have the best performance in these examples, however, depending on the motion of the tracked object the PV or PVA model could be better. In the examples studied in this chapter, the P model is more adept at tracking the movement of an object with sporadic motion with sharp turns. Since the P model treats velocity and acceleration as random noise, it is less bound by these parameters. The PV and PVA models are bound by the Kinematics equations which do not allow for motion that is discontinuos in velocity and acceleration. Two metrics were introduced that can be used to measure the accuracy of localiztion: the average distance error in localization and the Root Mean Square Error (RMSE). The average distance error in localization and the RMSE are very consistent metrics, although the RMSE method will return a higher error rate due to the squaring of the error. The process noise parameters allow the Kalman filter to project the position of the object in the next time instant. If the proper process noise parameters are not used, the performance of the Kalman filters will be severly affected. In oder to obtain process noise parameters, the error rates can be computed for a variety of process noise paramters and the process noise parameters that result in minimum localization error can be used. This needs to be done each time a new path is expected to be taken by a mobile node because by comparing Table 4 and the section of Table 6 with error threshold of 30 cm, we can see that the process noise that results in the minimum localization error does indeed change between the two paths. The Kalman filters are robust, and as the results indicated, there was very little difference in performance when the magnitude of errors in distance measurements was 100 cm and when the magnitude of error was 30 cm. However, despite the Kalman filters robustness, significant performance gains can be attained if the distance measurements used for localization are pre-filtered to ensure that they are not too erroneous. A method that was suggested was using the past distance measurements and the maximum velocity and acceleration attainable by the mobile node to project the next distance measurement. If the next distance measurement exceeds this threshold, it can be discarded. Since localization methods well suited for wireless sensor networks using embedded systems with limited resources was desired, there is a need to analyze the computation and memory requirements. The P model Kalman filter was found to have the best computation and memory requirements due to the small number of elements in its state variable. This is followed by the PV model, and then the PVA model. Although, in the experiments outlined in this chapter the process noise corresponding to reasonable low localization error was obtained, the task of obtaining process noise values in a real world scenario with a real moving object may be challenging. Especially if the path of the object is not known beforehand. An assumtion that was made during these experiments was that the measurement noise of each beacon is independent of the other which resulted in values only along the diagonal. However, in actuality, this is not the case especially when dealing with ultrasound pulses; the ultrasound pulses from each of the beacons may interfere with each other. This means that the measurement noise matrix, , has values in all positions. Future work is needed to study the effects of interferances between beacons. The experiments in this chapter focused only on the use of three beacons. Further study is needed to determine the effects of having more than three beacons and determine a policy for selecting the beacons to use the distance measurements from.
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