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Abstract
The horizontal component amplitudes of magnetograms recorded by ground-based observato-
ries of the INTERMAGNET network have been used to analyze the global pattern variance of
the solar diurnal variations. Those kinds of data present gaps in records and consequently we
explore them via a time-frequency gapped wavelet algorithm. We propose a new approach to
analyze magnetograms based on scale correlation. The results show that the magnetic records
have a latitudinal dependence affected by the season of year and by the level of solar activity.
We have found a disparity on the latitudinal response at Southern and Northern Hemispheres
during solstices, which is expected due to the asymmetry of the Sq field. On the other hand at
equinoxes, records from stations located at approximately the same latitude but at different longi-
tudes presented peculiar dissimilarities. The achieved results suggest that quiet day patterns and
the physical processes involved in their formation are strongly affected by: the conductivity of
the E-region, the geomagnetic field intensity and its configuration, and the thermospheric winds.
Keywords: Magnetogram data, Quiet days, Gapped Wavelet analysis, Wavelet
Cross-correlation.
1. Introduction1
The daily variations of the geomagnetic field were discovered by the English researchers2
Graham and Watchmaker (1724) through the observation of a compass needle motions in 1722.3
Since then, it is well known that a typical spectrum of those magnetic variations is composed by a4
few harmonics of the 24-h period (12, 8 and 6-h). They are described as “quiet daily geomagnetic5
field variations” - referred to as “Sq” for “solar quiet” field (Campbell, 1989).6
The traditional method of calculating the baseline for the quiet day variations is to use the7
five quietest days for each month for each magnetic observatory. In this work, we propose a new8
approach to study quiet periods by eliminating the disturbed days using a multi-scale process. To9
accomplish this task, we study the harmonics of the solar diurnal variations using hourly data of10
the H component and explore it via a gapped wavelet technique based on the continuous wavelet11
transform (described in Frick et al., 1997, 1998). The gapped wavelet technique is suitable for12
analysis of data with gaps.13
Originally continuous wavelet transforms (CWT) were applied in geophysics to analyze seis-14
mic signals in the pioneer works of Morlet (1983) and Grossmann and Morlet (1984). Nowadays,15
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the use of the wavelet technique has exponentially grown in many different areas (Farge , 1992).16
A similar trend is noted in the application of the wavelet cross-correlation technique, which17
has been used by many researchers, see for instance Frick et al. (2001); Oczeretko et al. (2006);18
Rehman and Siddiqi (2009) and the pioneer work of Nesme-Ribes et al. (1995).19
This work aims mainly to highlight and interpret the solar diurnal variations at a Brazilian20
station compared to the observations at other twelve magnetic stations reasonably well distributed21
over the whole Earth’s surface. By applying gapped wavelet transforms to these signals, we22
were able to analyze both the frequency content of each signal and the time dependence of23
that content. After computing the wavelet transform, we performed wavelet cross-correlation24
analysis, which was useful to isolate the period of geomagnetic spectral components in each25
station and to correlate them as function of scale (pseudo-period or central-period).26
The paper is organized as follows: Section 2 is devoted to explaining the principal mech-27
anisms and aspects of the solar magnetic variations. Section 3, the analyzed period and data28
are presented. Section 4 describes, divided in subsections, the used methodology: Section 4.129
presents a brief description of continuous wavelet transforms, Section 4.2 is devoted to introduce30
the gapped wavelet analysis, and Section 4.3 to establish the wavelet cross-correlations and to31
explain how they can be quantified. Section 5, the results are discussed and, Section 6 brings the32
conclusions of this work. The paper also includes two appendixes which we present some CWT33
application and mathematical details concerning to this work.34
2. The Physics of the Solar Magnetic Variation35
The major driving force for quiet day field changes seems to arise from the dynamo-current36
process in the ionospheric E region between 90 and 130 km (Stewart, 1882). Tidal winds move37
the ions across the Earth’s magnetic field producing electro-magnetic forces (emfs). Those emfs38
drive electric currents in the conducting E region which give rise to daily variations in the mag-39
netic field measured at the ground level (for details see Chapman and Bartels, 1940). Through40
these mechanisms, two vortices of currents are induced, one in the northern Hemisphere (clock-41
wise) and another in the southern Hemisphere (counterclockwise). At the same time, a strong42
eastward electric jet is formed throughout the equatorial region.43
There are three factors that affect the dynamo process: the ionospheric wind, the ionospheric44
conductivity and the geomagnetic field configuration. The wind and the conductivity vary sea-45
sonally due to their dependence on the solar zenith angle (Campbell, 1989). Zhao et al. (2008)46
concluded that the correlation between the Sq amplitude and solar zenith was higher in high47
latitude than in low latitude regions due to the effect of the prenoon-postnoon asymmetry of Sq.48
The Sq field variation has a main spatial dependence on latitude and is affected by other fac-49
tors including epoch of the year and level of solar activity. Chapman and Stagg (1929) observed50
two kinds of regular changes in the solar diurnal magnetic variations on quiet days: annual vari-51
ation, that affects both the type and the amplitude during each year; and solar activity variation,52
that affects fundamentally the amplitude along each sunspot cycle. Takeda (1999) estimated that53
the intensity of the Sq currents in high solar activity was about twice larger than in low solar54
activity.55
Many other researchers studied the variations of the Sq, including Hibberd (1985) that exam-56
ined the annual, semi-annual and even the whole solar cycle. Stening (1971) examined seasonal57
variations and longitudinal inequalities of the electrostatic-field in the ionosphere by looking at58
its electric conductivity and the Earth’s main magnetic field. Takeda (2002) showed solar activity59
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dependence of the Sq amplitude, and explained this effect through the ionospheric conductivity.60
Takeda (2002) also compared the amplitude of the Sq for the same value of conductivity. The61
seasonal variation is seemingly due to differences in neutral winds or to the magnetic effect of the62
field-aligned current (FAC) flowing between the two Hemispheres generated by the asymmetry63
in the dynamo action. The FACs are controlled by interplanetary magnetic fields (IMF) and its64
electric fields can directly penetrate to the equatorial ionosphere (Sastri, 1988).65
Some evidence of the influence of oceanic tides on the magnetic daily variation has been66
obtained by Larsen and Cox (1966). They found small semidiurnal variations of the Z component67
at a coastal site (Cambria, California) and at two island stations (Honolulu and San Miguel) that68
could not be explained by the atmospheric tidal theory. They suggested that these variations69
must be due predominantly to oceanic tides. It is important to mention here that the conductivity70
of the ocean does not vary significantly with time, unlike the ionospheric conductivity. As a71
consequence, the seasonal variation of the oceanic contribution is expected to be smaller than the72
ionospheric contribution (Cueto et al., 2003).73
Magnetic stations on islands or coastlines are fully exposed to anomalous effects of the ocean74
(Schmucker, 1999a,b). The oceans, as well as the ionosphere, constitute electrical conductors75
and they are subject to tidal motions. As a result of the tidal flow of the ocean water, we might76
expect the effects of some kind of dynamo (Parkinson, 1983). The electric current system induced77
by the oceanic tides due to the drifting motion produces daily variation on magnetic stations78
located at oceanic islands and nearby shores. Caution must be taken when interpreting the solar79
magnetic variations at a particular station, if the purpose is to obtain a world-wide analysis of the80
Sq field.81
The total variation measured on the ground consists both of external (ionospheric current) and82
internal (induced Earth current) contributions (Forbes and Lindzen, 1976). The pattern of the83
conductivity of surfaces layers of the Earth will introduce a corresponding small scale pattern84
into the distribution of the induced currents. At some stations, an accurate indication of the85
average induced current system is difficult to determine, consequently its effects cannot be fully86
distinguished (Price, 1969).87
In his review, Price (1969) suggested that the interpretation of field variations at a particular88
observatory must be done carefully. Although the ionosphere current system may have a fairly89
simple world-wide pattern, the relatively small variation of the conductivity distribution of the90
Earth’s surface will introduce a corresponding small variation into the distribution of the induced91
currents. However, the external origin contribution of the Sq field is about 2.5 times that of the92
internal origin (Matsushita and Maeda, 1965). Therefore, in this work, we have disregarded the93
influence of the internal contributions on the analysis of the diurnal geomagnetic variations.94
3. Magnetic Data95
In this section, we first describe the data used to study the quiet day variations. We also96
discuss the considerations used in data treatment for the different magnetic stations.97
3.1. Dataset98
Our primary interest is to correlate the response of the geomagnetic field at Vassouras to the99
other twelve previously chosen magnetic stations. The Vassouras Magnetic Observatory, is lo-100
cated in Rio de Janeiro, Brazil, under the South Atlantic Magnetic Anomaly (SAMA) influence.101
It has been active since 1915 and is a member of the INTERMAGNET program. One of the pe-102
culiarities of VSS is its location, at low latitude, where the H component is essentially the same103
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as the total geomagnetic field. In forthcoming years, a Brazilian network of magnetometers will104
be implemented and VSS could be used as reference.105
To fulfill our purpose, we use hourly mean value series of the H geomagnetic component.106
Some magnetic stations have available the X component, then we convert the X component of107
XYZ system to the H component of the HDZ system of vector representation of the Earth’s108
magnetic field (as described in Campbell, 1989). We use X = H cos (D), where X is the vertical109
component in the XYZ system, H is the horizontal magnitude and D is the angular direction110
of the horizontal component from the geographic north (declination). In principle, this system111
conversion does not affect our results because we only use magnetic stations of low- and mid-112
latitudes and we are interested in the magnetic variations.113
The magnetic stations that use the XYZ system are AMS, ASP, BEL and CLF. The conversion114
of systems was performed for BOU, CMO, EYR, HON and SJG for the data between 1999 and115
2003 and in BMT and KAK for the data between 1999 and 2004.116
The distribution of the magnetic stations, with their IAGA code, is given in Fig. 1. The117
corresponding codes and locations are given in Table 1 which the sequence is organized by118
the geographical latitude of the stations. This work relies on data collections provided by the119
INTERMAGNET programme (http://www.intermagnet.org).120
Figure 1: Geographical localization of the stations used in this work and their respective IAGA code.
We choose the period of geomagnetically quiet days to study seasonal and solar activity121
variation. The data interval used in this work is from 1999 to 2007, almost the whole solar cycle122
23 using the available dataset. In this data interval, the higher solar activity occurred between123
2000 and 2001; and the lower solar activity, between 2005 and 2007. For seasonal variation124
analysis, one year is divided into two seasons: solstices (June and December) and equinoxes125
(March and September).126
As a geomagnetic disturbance index, the Kp index has been chosen to distinguish the dis-127
turbed days (K p > 3+) from the quiet days (K p ≤ 3+). The global Kp index is a number128
from 0 to 9 obtained as the mean value of the disturbance levels within 3-h interval observed at129
13 subauroral magnetic stations (see Bartels, 1957). In our approach, the disturbed periods are130
eliminated and considered as gaps. Therefore, in principle only the magnetic effects of the lunar131
and solar contribution remained in the magnetic records.132
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Table 1: INTERMAGNET network of geomagnetic stations used in this study.
Station IAGA code Geographic coord. Geomagnetic coord.
Lat.(o) Long.(o) Lat.(o) Long.(o)
Eyrewell (New Zealand) EYR -43.42 172.35 -46.79 -106.06
Martin de Vivies (France) AMS -37.83 77.56 -46.07 144.94
Hermanus (South Africa) HER -34.41 19.23 -33.89 84.68
Alice Springs (Australia) ASP -23.76 133.88 -32.50 -151.45
Vassouras (Brazil) VSS -22.40 -43.65 -13.43 27.06
San Juan (Puerto Rico) SJG 18.12 -66.15 27.93 6.53
Honolulu (United States) HON 21.32 -158.00 21.59 -89.70
Kakioka (Japan) KAK 36.23 140.18 27.46 -150.78
Boulder (United States) BOU 40.13 -105.23 48.05 -38.67
Beijing (China) BMT 40.30 116.20 30.22 -172.55
Chambon la Foret (France) CLF 48.02 2.26 49.56 85.72
Belsk (Poland) BEL 51.83 20.80 50.05 105.18
College (United States) CMO 64.87 -147.86 65.36 -97.23
Source: http://wdc.kugi.kyoto-u.ac.jp/igrf/gggm/index.html (2010)
3.2. Data Treatment Considerations133
As previously mentioned, we are focusing the study of VSS responses to Sq variations, par-134
ticularly, its diurnal and semidiurnal period spectral components. As VSS is located at low135
latitude, the majority of magnetic stations used here are spread between low- and mid-latitudes.136
We only use one magnetic station (CMO) located at high latitude for comparison. In the polar137
region, disturbance events have been included because there were not enough truly quiet days138
with our Kp selection (K p ≤ 3+). Above 60o, magnetospheric processes may completely dom-139
inate the magnetic recordings what impedes the Sq observation (Campbell, 1989). At low- and140
mid-latitude, the magnetograms should be not seriously affected by auroral electrojet and the Sq141
currents would correspond to regularly recurring phenomena (Price, 1969).142
The Sq variations were greatly explored over the last decades, as well as their spatial depen-143
dence on latitude and others factors, including epoch of the year and level of solar activity (Price,144
1969; Stening, 1971; Hibberd, 1985; Campbell, 1997; Le Sager and Huang, 2002; Takeda, 2002).145
We take into consideration the two well known facts about the Sq field cited by Price (1969):146
1. It is largely a local time field that can be roughly represented by a current fixed to the Sun,147
then we use the data at Universal Time (UT) to observe the global variance of the Sq field.148
2. It is influenced by the Earth’s main field throughout the latitudes between 60oN and 60oS,149
then we do not use magnetic stations of high latitudes (auroral zone), except CMO.150
On one hand, at high and polar latitudes, the geomagnetic field lines are aligned almost151
vertically then the ionospheric currents are joined with the field-aligned currents (FAC), and152
the electrodynamics is dominated by the influence of the solar-wind-magnetosphere interaction153
processes (Yomoto, 2006). On the other hand, the ionospheric current at middle and low latitude154
is generated by the influence of tidal winds, i.e., ionospheric wind dynamo (Sastri, 1988).155
An adequate knowledge of the daily variation field and a full understanding of the associated156
phenomena can only come from extensive and detailed analysis of the mean hourly values of the157
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magnetic elements at many stations (Price, 1969). Therefore, the availability of these data in the158
World Data Centers that collect and distribute these data is of enormous help.159
4. Methodology160
The method used in this study is based on continuous wavelet transforms. In this section, we161
first introduce the concepts of the CWT and its properties. Following, we introduce the gapped162
wavelet analysis and emphasize its improvements over the CWT. After that, we describe how we163
extract the information of the observed data using wavelet cross-correlation analysis.164
4.1. Continuous Wavelet Transform165
The wavelet transform was introduced at the beginning of the 80s of the XX century by166
Morlet (1983), who used it to study seismic data. Grossmann and Morlet (1984) improved the167
windowed Fourier transform and they constructed the continuous wavelet transform (CWT). The168
idea was to change the width of the window function accordingly to the frequency of the signal169
being considered. The CWT is an integral transform, and it yields an affine invariant time-170
frequency representation. A wavelet transform can measure the time evolution of the frequency171
transients within the signal. In this transform, we use as basis a set of functions called wavelets.172
Formally, in order to be called wavelet, a function ψ must satisfy some conditions. First, the173
admissibility condition which is usually related to the mean zero of the wavelet function,174 ∫
ψ(t) dt = 0. (1)
Second, the wavelet function should be localized with compact or effective compact support.175
The CWT of a time series f is defined by the integral transform,176
W(a, b) =
∫
f (t) 1√
a
ψ∗
(
t − b
a
)
dt, a > 0, a ∈ R, (2)
where ∗ represent the complex conjugate and the pre-factor |a| 12 is introduced in order to guar-177
antee that all the scaled functions |a| 12 ψ( t
a
), have the same energy in L2(R) sense. This function178
W(a, b) represents the wavelet coefficients that is a function of both time and frequency (time b179
and scale a).180
There are many possible kinds of wavelets. The choice of wavelets depends both on the data181
and the analysis objectives (Domingues et al., 2005, and references therein). Therefore, there is182
no best wavelet for signal analysis in general. In this case, we use the Morlet wavelet function183
that represents well the signals we are analyzing.184
It is possible to analyze a signal in a time-scale plane. In the wavelet analysis it is called185
the wavelet scalogram. In analogy with the Fourier analysis, the square modulus of the wavelet186
coefficient |W(a, b)|2 is used to provide the energy distribution in the time-scale plane. In the187
wavelet analysis, we can also explore the central frequencies εψ (or central periods 1εψ ) of the188
time series through the global wavelet spectrum, also called pseudo-frequencies εa (or pseudo-189
periods ),190
εa =
εψ
a∆t.
(3)
where ∆t is the sampling period (Abry, 1997).191
It helps to understand the behavior of the energy at a certain scale.192
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4.2. Gapped Wavelet Analysis193
Magnetograms are finite length observational data series and may contain gaps of various194
sizes. To reduce gap problems, we use the gapped wavelet analysis a technique introduced by195
Frick et al. (1997) and afterwards improved in Frick et al. (1998). In this transform, the admissi-196
bility condition is broken when the wavelet overlaps data gaps. The leading idea of the gapped197
technique is to restore the admissibility condition by repairing in some way the wavelet itself.198
Considering the function f (t) is only known in some intervals of time and it can be rewritten199
as200
f ′(t) = f (t) G(t) (4)
where G(t) is the function of data gaps, which is equal to 1 if the signal is registered and is equal201
to zero otherwise, therefore, the analyzing wavelet became202
ψ′a,b(t) =
1√
a
ψ
(
t − b
a
)
G(t). (5)
Near a gap, the function ψ′ is used instead of the base wavelet ψ, and consequently,ψ′ will no203
longer satisfy the admissibility condition (Equation 1). The function G transfers the gap problem204
from the signal f (t) to the broken wavelet ψ′, which will be replaced by an adaptive wavelet ψ˜ in205
order to satisfy the admissibility condition.206
To restore the admissibility condition, the analyzing wavelet ψ can be considered to be in the207
form208
ψ(t) = h(t) ϕ(t), (6)
where h(t) is the oscillatory part and ϕ(t) is the envelope.209
In this analysis, we use the Morlet wavelet,210
ψ(t) = exp
( −t2
2 σ2
)
exp(ı ω0 t), (7)
with ı =
√
−1, ω0 = 6 and σ = 1, σ is the time resolution parameter. Using Morlet wavelet with211
ω0 = 6 gives a value of εψ = 0.9709 and Fourier period, T , equal to T = 1.03 a, where a is the212
scale. It indicates, that for the Morlet wavelet, the scale is approximately equal to the Fourier213
period (see Farge , 1992; Abry, 1997; Torrence and Compo , 1998, for more details).214
The adjustable parameter σ gives the optimal time-frequency resolution. Small values of215
σ give better time resolution, while large values improve frequency resolution. In the gapped216
wavelet case, the problem of the admissibility condition breaks down when σ is below 1. It must217
be avoided. However, a wide range of σ can be used. The choice of σ is highly restricted by218
the admissibility condition, because there are not enough oscillations to give a zero in average.219
However, the gapped technique corrects the wavelet in this case as well and nullifies the mean.220
Thus this problem is completely resolved by the gapped technique (Soon et al., 1999). For more221
details see Appendix A.222
Following Frick et al. (1997), we use Morlet wavelet where223
h(t) = exp(ı ω0 t), (8)
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224
ϕ(t) = exp
( −t2
2 σ2
)
. (9)
When the wavelet is disturbed by the gap, we can restore the admissibility condition by225
including a function K(a, b) in the oscillatory part of the wavelet,226
ψ˜(t, b, a) =
[
h
(
t − b
a
)
− K(a, b)
]
ϕ
(
t − b
a
)
G(t) (10)
and requiring,227 ∫
ψ˜(t) dt = 0. (11)
The introduced function K(a, b) can be determined for each scale a and position b from (10)228
and (11), and could be obtained as229
K(a, b) =
[∫
ϕ
(
t − b
a
)
G(t) dt
]−1 [∫
h
(
t − b
a
)
ϕ
(
t − b
a
)
G(t) dt
]
. (12)
It was shown that this technique not only suppresses the noise caused by the gaps and bound-230
aries, but improves the accuracy of frequency determination of short or strongly gapped signals.231
In summary, the advantages of the CWT using gapped wavelet in comparison with the use of232
the traditional CWT are:233
234
1. The gapped wavelet technique helps to reduce the effects of two problems of the detection235
of periodicities in times series: the presence of gaps in time series and boundary effects236
due to the finite length of time series.237
2. The method involves a correction of the analyzing wavelet to fulfill the admissibility con-238
dition and is independent of a particular choice of analyzing wavelet.239
3. This technique not only suppresses the low and high noise frequencies, but it is also better240
at estimating the frequency of the signal.241
In Appendix B, we present an example of the gapped wavelet use in a synthetic signal.242
4.3. Wavelet Cross-correlation Analysis243
The approach of this work is to use the wavelet cross-correlation, C(a), to study the cor-244
relation between a pair of magnetic data from different stations as a function of scale (see245
Nesme-Ribes et al. (1995) and Frick et al. (2001) for more mathematical details):246
C(a) =
∫
W1(a, t)W∗2(a, t) dt(∫
W1(a, t)2 dt
∫
W2(a, t)2 dt
) 1
2
(13)
where Wi(a, t) = |Wi(a, t)| − |Wi(a, t)|, Wi are the wavelet coefficients and Wi is the arithmetic247
mean in time for i = 1 or 2. We can also obtain the determination coefficient, D(a), as function248
of the scale a. It is defined as the square of the correlation coefficient,249
D(a) = C(a)2. (14)
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One of the reasons to use the coefficient of determination instead of the correlation is to250
compute the statistics in order to determine the size or magnitude of the relation between two251
variables. It is interpreted as the percentage of variability of the response variable explained by252
the regression model. The correlation coefficient measures linear association. Though in space253
geophysics both the determination and correlation coefficient are used (Reiff, 1983). In our case,254
we prefer to use the determination coefficient due to its interpretation of linear regression.255
As mentioned above, in the wavelet representation, each scale (a) explains part of the distri-256
bution of energy of the whole signal through time. The wavelet cross-correlation allows us to257
check the interaction between two sets of data for each considered scale. The scales are chosen258
in such a way that they make possible to characterize the dominating periods in the geomagnetic259
data spectrum. In our case, we choose the scales which correspond to the periods of 24 and 12260
hours, related to the diurnal magnetic variations.261
5. Results and Discussion262
Fig. 2 and Fig. 3 show the interpretation of the CWT and the CWT using gapped wavelet263
techniques, with the purpose highlighting the reasons to use gapped wavelet techniques over the264
CWT to study quiet days. Fig. 2 shows an example of CWT applied to a real signal, in this case,265
a magnetogram data. In this analysis, as function of time, f (t), we use the H component obtained266
in June, 2007 at VSS station. Fig. 2 shows: (a) the H component, (b) the wavelet square modulus267
(scalogram) and (c) the global wavelet spectrum (total energy in each scale). In the scalogram,268
areas of stronger wavelet power are shown in dark red on a plot of time (horizontally) and time269
scale (vertically). The areas of low wavelet power are shown in dark blue. It is possible to notice270
a maximum of wavelet power on the scalogram and, also on the global wavelet spectrum, at the271
time scale corresponding to 24-h period, and a less pronounced second peak at the time scale272
corresponding to 12-h period. The scalogram shows also the cone of influence, region where273
edge effects become important and the wavelet coefficients are not reliable.274
Magnetograms may contain gaps of various sizes. Here, we also added gaps due to the275
removal of the disturbed days. These disturbed days were removed before the gapped wavelet276
transform was performed. In our case, the gapped wavelet technique helps to reduce the effects277
due to the presence of gaps and also boundary effects due to the finite length of data. The gapped278
wavelet (used and validated on the synthetic signal - Appendix B) was then applied in real data279
as shown in Fig. 3. One might notice that Fig. 3 is very similar to Fig. 2, the difference is that280
now we introduced gaps due to disturbed days. As our interest is only to study the quiet day281
variations, we consider the disturbed days (where K p > 3+) as gaps. Even with the additional282
gaps, the global wavelet spectrum, Fig. 3(c), still shows a pronounced increase of energy in the283
24-h and a less dominant in the 12-h period. In the scalogram, the 24-h period shown in dark red284
is clearly visible and the 12-h period in the reddish color appears less dominantly compared to285
the 24-h. Also, it is not necessary to include the cone of influence, because the gapped wavelet286
technique not only suppresses the boundary and gaps in both high and low frequencies, but also287
estimates better the frequency of the signal (see Frick et al. (1998)). Comparing Fig. 2 and Fig. 3,288
there is not a significant difference in the common intervals of the CWT and gapped scalograms.289
The inclusion of gaps in the data due to the removal of the disturbed days does not affect the290
analysis of the diurnal and semidiurnal variations.291
With the gapped wavelet coefficients in hand, we exclude the coefficients that corresponded292
to the gaps areas in the scalograms. The excluded areas are presented as white rectangles in293
Fig. 3. It is an artificial lack of data that follows the methodology established in Appendix A294
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Figure 2: Example of CWT application to a real signal: (a) H component of VSS at June, 2007 used for the wavelet
analysis, (b) the scalogram using Morlet wavelet, logarithmic scaled representing log 2(|W(a, b)|) and (c) the global
wavelet spectrum.
(which it has purpose to highlight the gapped wavelet property of the estimating frequency of the295
signal in the gaps regions similar to an interpolation method), so Fig. 3 highlights the wavelet296
coefficients excluded before performing the cross-correlation wavelet analysis. Because we are297
only interested in the quiet-days behavior analysis.298
This methodology structures a new way of dealing with daily magnetic variation for quiet299
periods.300
The same procedure of excluding the disturbed days and consider them as gaps is performed301
for the whole dataset used in this study. Also, after the gapped wavelet transform, we have302
also excluded all the wavelet coefficients that corresponded to these gaps in the scalograms.303
Therefore, the cross-correlation wavelet analysis were done only using the wavelet coefficients304
that corresponded to the quiet days.305
After excluding all the wavelet coefficients that correspond to gaps, we have calculated the306
cross-correlation functions C (a), for each pair formed by Vassouras and each one of the twelve307
chosen magnetic stations (see equation 13 for mathematical details). This procedure was done308
for the years 1999 to 2007 during the equinoxes and solstices. These calculations were performed309
in order to understand the global response of the Sq variation at different locations.310
To exemplify the results obtained by calculating wavelet correlation, we selected the period311
of June, 2007. Fig. 4 shows the modulus of the correlations functions (for this period) for the312
twelve magnetic stations. The correlation graphics are displayed by magnetic stations from top313
to bottom and divided in two blocks, in alphabetic order. These selected stations can be divided314
as follows: low latitude (ASP, BMT, HER, HON, KAK and SJG), medium latitude (AMS, BEL,315
BOU, CLF and EYR) and high latitude (CMO). On the vertical axis, we present the correlation316
coefficients and in the horizontal axis, the scale (period in hours). The periods of 24, 12, 8 and317
6-h are highlighted with dashed lines in order to facilitate visual inspection and comparison. It318
is possible to verify that for most of the pairs C (a) varies considerably with scale. We observe319
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Figure 3: Example of application of gapped wavelets to a real signal with added gaps: (a) H component of VSS at
June, 2007 with additional gaps due to the disturbed days; (b) the local wavelet power spectrum using Morlet wavelet,
logarithmic scaled representing log 2(|W(a, b)|) and (c) the global wavelet spectrum.
that the correlation between two geomagnetic data sets is scale dependent. We also observe that320
the correlation is usually larger for the first harmonics of the diurnal variations, and it is smaller321
for the following harmonics.322
The determination coefficients D(a) were obtained by applying the equation 14 to the values323
of coefficients extracted from the wavelet correlation curves (see Fig. 4). Once we determined324
the correlation coefficients for 24 and 12-h periods, we were able to calculate the determination325
coefficients. In order to facilitate the analysis of the determination coefficients, we calculated326
the mean determination coefficient D(a) for three different periods corresponding to high solar327
activity (years of 1999, 2000 and 2001), medium solar activity (years of 2002, 2003 and 2004)328
and low solar activity (years of 2005, 2006 and 2007).329
Fig. 5 and 6 show the mean determination coefficient for the 12 chosen stations during the330
equinoxes and solstices between the years of 1999 and 2007. These figures present the diurnal331
and semidiurnal geomagnetic variations, respectively, and their seasonal behavior. In the verti-332
cal axis, we present the determination coefficient and in the horizontal axis, the twelve chosen333
magnetic stations ordered by latitude from the Southern to the Northern Hemisphere. This dis-334
tribution of stations helps to verify the latitudinal dependence of the diurnal variations. The nine335
years interval enables the study of the solar activity dependence upon the Sq variations. Years336
of high solar activity are shown in black (corresponding to the mean value of the determination337
coefficient for the years of 1999, 2000 and 2001), years of medium solar activity, in grey (corre-338
sponding to the mean value of the determination coefficient for the years of 2002, 2003 and 2004)339
and years of low solar activity, in white (corresponding to the mean value of the determination340
coefficient for the years of 2005, 2006 and 2007).341
In Fig. 5, it is possible to identify a primary latitudinal dependence for the equinoxes and342
solstices. At equinoxes, the stations of AMS, ASP and HON have the largest values of the mean343
determination coefficients considering the three periods of analysis for March, and the stations344
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Figure 4: Modulus of the wavelet cross-correlation functions for each pair formed by VSS and one of the twelve chosen
magnetic stations for June, 2007.
of AMS, HER and SJG, for September. If we consider the simple dipole representation of the345
Earth’s main magnetic field and the north-south symmetry between Hemispheres of thermo-346
spheric wind and conductivity field in equinox conditions, we would find that the stations at the347
same latitude should have the same determination coefficient. The stations of EYR (located at348
Geomagnetic coord. Lat. 46.79o) and AMS (located at Geomagnetic coord. Lat. 46.07o), and of349
SJG (located at Geomagnetic coord. Lat. 27.93o) and KAK (located at Geomagnetic coord. Lat.350
27.46o) should have similar values of the mean determination coefficients at the equinoxes. By351
analyzing Fig. 5, this fact does not hold for the months of March and September. The geomag-352
netic field is asymmetric, thus, the mean conductance for the Northern and Southern Hemisphere353
will have different values even at equinox (Stening, 1971). This characteristic may explain the354
difference of response between the magnetic stations of EYR and AMS because they are located355
at similar magnetic latitudes but at different Hemispheres. However, this does not explain the dif-356
ference of response between the magnetic stations of SJG and KAK. Also, the stations of EYR,357
AMS, ASP, HON, SJG, BMT, KAK and BEL have largest values of the mean determination co-358
efficients during the high and medium solar activity than during the low solar activity on March,359
and the stations of EYR, BMT, BOU, KAK, CLF, BEL and CMO, on September.360
The disparity in the response of magnetic stations between solstices is expected. In Fig. 5, we361
expect low values of the mean determination coefficients between VSS and the magnetic stations362
located in the Northern Hemisphere (BEL, BMT, BOU, CMO, HON, KAK and SJG) as a result363
of the month of June and December be solstices, and consequently, of the wind asymmetry364
between the Northern and Southern Hemispheres due to the contrast in summer-winter radiation.365
Even so, latitudinal dependence prevailed at the solstices. The stations of HER, ASP, HON, SJG,366
CLF and BEL have the largest values of the mean determination coefficients considering the three367
periods of analysis for June. The stations HON, SJG, CLF and BEL located on the Northern368
Hemisphere presented larger mean determination coefficients which can be attributable to the369
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Figure 5: Bar graphs of the diurnal geomagnetic variation during the equinoxes (March and September) and solstices
(June and December) months for three different periods corresponding to high solar activity shown in black (years of
1999, 2000 and 2001), medium solar activity shown in grey (years of 2002, 2003 and 2004) and low solar activity shown
in white (years of 2005, 2006 and 2007). The vertical axis shows the mean of determination coefficient D(a) and the
horizontal shows the IAGA code of the magnetic stations distributed from the lowest latitude on the South Hemisphere
to the highest latitude on the North Hemisphere.
latitudinal dependence prevalence of the Sq current over the wind asymmetry. The largest values370
for December are not as perceptible as for the other months. Also, the stations of HER, ASP and371
SJG have largest values of the mean determination coefficients during the medium and low solar372
activity than during the high solar activity on June, and the stations of BMT, KAK, CLF and373
BEL, on December. This characteristic may be explained by the thermosphere wind asymmetry374
during the minimum solar activity which is not as larger as during the maximum solar activity.375
Magnetic stations of HER, HON and SJG located at lower latitudes as VSS usually present larger376
mean determination coefficients. These differences in responses between the stations located at377
similar latitudes as EYR and AMS, HER and ASP, SJG and KAK and BOU and CLF can be378
explained by the following features of the Sq field reported by Matsushita and Maeda (1965): 1)379
the total Sq current intensity is about 1.5 times larger in the Hemisphere’s summer than in the380
winter and 2) the latitudinal position of the external current center is higher in summer than in381
winter.382
In this work, we also find that the 24-h diurnal variation presented differences values of the383
mean determination coefficient for magnetic stations located in approximately the same geomag-384
netic latitude (EYR and AMS, HER and ASP, SJG and KAK, and BOU and CLF) but different385
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Figure 6: Bar graphs of the semidiurnal geomagnetic variation during the equinoxes (March and September) and solstices
(June and December) months for three different periods corresponding to high solar activity shown in black (years of
1999, 2000 and 2001), medium solar activity shown in grey (years of 2002, 2003 and 2004) and low solar activity shown
in white (years of 2005, 2006 and 2007). The vertical axis shows the mean of determination coefficient D(a) and the
horizontal shows the IAGA code of the magnetic stations distributed from the lowest latitude on the South Hemisphere
to the highest latitude on the North Hemisphere.
longitudes. This means that these stations are affected differently by the E-layer dynamo. At386
equinoxes, the mean determination coefficient was usually larger in years of higher solar activity,387
and at solstices it is practically larger in the year of lower solar activity. These results may be388
explained by the variation of conductivity of the E-region which has an ionization density de-389
pendency (Forbes and Lindzen, 1976). Also, the total geomagnetic field affects the conductivity390
through its dependence on electron and ions gyro-frequencies (Stening, 1971).391
Another strong influence, very important to be referred, is the intensity of the geomagnetic392
field. The total geomagnetic field is particularly high in the regions of Central Canada, Siberia393
and South of Australia and it is quite low near Southern Brazil (Campbell, 1997). In Fig. 5, it is394
possible to observe that the magnetic stations, located at the Northwest of Canada (CMO), North395
of the United States (BOU), China (BMT), Japan (KAK) and Central Australia (ASP), where the396
geomagnetic field is particularly high, presented lower determination coefficient when compared397
to other stations.398
For the semi-diurnal variation, the latitudinal dependence is not as perceptible as in the diur-399
nal variation (see Fig. 5 and 6). Also, the equinoxes and solstices present irregular distribution400
due to the solar activity.401
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A lower correlation between VSS and CMO is expected because CMO is a station located at402
high latitude. In this region, the influence of the Sq currents is limited when compared to low and403
mid-latitudes. At high latitudes, the major influence comes from a large horizontal current that404
flows in the D and E regions of the auroral ionosphere, called the Auroral Electrojet. There are405
two characteristic of the auroral region that we must mentioned. First of all, the conductivity in406
the auroral ionosphere is generally larger than at lower latitudes. Second, the horizontal electric407
field in the auroral ionosphere is also larger than at lower latitudes. Since the strength of the408
current flow is directly proportional to the vector product of the conductivity and the horizontal409
electric field, the auroral electrojet currents are generally larger if compared to those at lower410
latitudes (see Sizova (2002) for more details).411
6. Conclusions412
A world-wide distribution of the harmonic components of solar diurnal variations (24 and 12-413
h periods) has been observed in latitude and longitude by using the gapped wavelet analysis and414
the wavelet cross-correlation technique. The objective of this paper is to study the characteristics415
of these variations at a Brazilian station as compared to the features from other magnetic stations416
to better understand the dynamics of the diurnal variations involved in the monitoring of the417
Earth’s magnetic field. The main results in this analysis can be summarized as follows:418
1. The stations of EYR (Geomagnetic coord. Lat. 46.79o) and AMS (Geomagnetic coord.419
Lat. 46.07o); and of SJG (Geomagnetic coord. Lat. 27.93o) and KAK (Geomagnetic420
coord. Lat. 27.46o) located at similar latitudes presented very different values of the mean421
determination coefficients at the equinoxes. This characteristic may be explained by the422
difference in the mean conductance for the Northern and Southern Hemisphere due to the423
asymmetry of the geomagnetic field.424
2. At equinoxes and solstices, magnetic stations located at the Northwest of Canada (CMO),425
North of the United States (BOU), China (BMT), Japan (KAK) and Central Australia426
(ASP), where the geomagnetic field is particularly high, presented lower mean determina-427
tion coefficient when compared to other stations. This fact can be explained by the peculiar428
location of the VSS, under the South Atlantic Magnetic Anomaly (minimum geomagnetic429
field intensity).430
3. For the diurnal variation, the determination coefficient was usually larger in years of higher431
solar activity at the equinoxes. The dependence of the E-region conductivity on the ion-432
ization density may explain the variation of the mean determination coefficient due to the433
solar activity.434
4. The 24-h diurnal variation presented different values of the mean determination coefficient435
for magnetic stations located in approximately the same geomagnetic latitude (EYR and436
AMS; HER and ASP; SJG and KAK; and BOU and CLF) but different longitudes. The437
anisotropy of the E-region electric conductivity because of the effect of the geomagnetic438
field also may account for the differences of the mean determination coefficient among439
these stations.440
5. The latitudinal dependence for the semi-diurnal variation was not as noticeable as for the441
diurnal variation, and also, presented an irregular distribution due to the solar activity.442
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6. In closing, this analysis has shown a great spatial and temporal variability of the diurnal443
and semidiurnal variations, and also, unequal contributions for each station according to444
their correlation to VSS due to the conductivity of the E-region, the geomagnetic field445
intensity and its configuration, and thermospheric winds.446
The gapped wavelet analysis is an alternative technique to study data series that contain gaps447
of various sizes. Consequently, as proposed here, it can be used to exclude disturbed days and448
to study the characteristics of solar diurnal variations. Using a network of magnetic stations, we449
determine the contributions of the longitude and latitude and also of the total geomagnetic field.450
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Appendix A.541
In order to demonstrate the possibilities of the use of different parameters, and its dependence542
on the changing characteristics of the chosen wavelet, a sinusoidal signal containing two different543
frequencies is analyzed by means of the Morlet wavelet in Fig. A.7. This figure contains 3544
panels. Each panel shows the signal representation and the modulus scalogram using the Morlet545
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wavelet. It is possible to observe that there is a better frequency localization of the Morlet546
wavelet transform as the parameter σ increases, see Fig. A.7(a), although it has a worse time547
localization. The Fig. A.7(b) occurs the opposite of Fig. A.7(a), it has a better time localization548
and worse frequency localization.549
In Fig. A.7(c), it is also possible to observe that the lower values of the wavelet coefficients550
indicate a transition region between different types of movements.551
We adopted ω0 = 6 and σ = 1 that also provides the better possible time-frequency equilib-552
rium, see Fig. A.7(b). In this case also, the Morlet wavelet is suited very well for experimental553
data analysis because it has a Gaussian envelope. Thus, it allows reaching a reasonable compro-554
mise between time and frequency resolutions.555
Appendix B.556
In this section, an analysis of a synthetic signal is performed to illustrate the results and557
the interpretation of the CWT and the CWT using gapped wavelet techniques, with the purpose558
to highlight the differences and the advantages as mentioned earlier. In order to exemplify the559
wavelet scalogram expected from this analysis, we defined a synthetic Sq to reproduce the daily560
magnetic variation, similarly to the described in Maslova et al. (2010),561
S q (t) = sin
(
2pit
24
)
+ sin
(
4pit
24
)
, (B.1)
and the noise R(t) as562
R (t) = 0.5 ∗ V (t) ∗ sin
(
2pit
24
)
. (B.2)
The good Sq estimative Q(t) is given by563
Q(t) = [S q(t) + R(t)] ∗ U(t), (B.3)
where the day to day variability was introduced by the noise variables V(t), U(t) and R(t), where564
V(t) was uniformly distributed on [0, 1] and U(t) on [0.5, 1.5].565
Fig. B.8, from top to bottom, shows the synthetic geomagnetic signal and the wavelet square566
modulus (scalogram) with Morlet wavelet. It was possible to identify the two most prevailing567
periods (12 and 24-h) due to the quiet variations. Also, we can identify the change of frequencies568
introduced by the noise, which indicates that the wavelet analysis is useful for these multi-scale569
phenomena.570
In Fig. B.9, we used the same synthetic signal used in Fig. B.8 but modified with additional571
random gaps in the signal. The areas with gaps were signalized by arrows and dashed lines. We572
applied the gapped wavelet in this signal. In this new analysis, it was also possible to identify the573
quiet geomagnetic variations with periods of 12 and 24-h and there not a significantly difference574
in the common intervals of the CWT and gapped scalograms, Figs. B.8 and B.9, respectively.575
However, there was a little effect in the boundaries surrounding the gaps regions which led to576
some energy lost. This energy lost was not relevant, as seen in the comparison, see Figs. B.8 and577
B.9, and can be neglected.578
In an attempt to fill the gaps, we first tried to use cubic splines interpolation, which led to579
an underestimation of high frequencies. As the signals may have many spectral components,580
only by using gapped wavelet, the high-frequency part of the spectrum can be reconstructed. For581
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this reason, the gapped wavelet has some advantages over interpolation. However, the gapped582
wavelet has some limitations, it can only be used if the gap is not larger than the period of583
analysis.584
After having applied the CWT and gapped wavelets in the synthetic signal, as presented in585
Figs. B.8 and B.9, the conclusion was that the gapped wavelet fulfilled better the purposes of this586
work.587
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Figure A.7: Representations of an oscillatory function with low and high frequencies spatially displaced and the respec-
tive wavelet spectrum for Morlet with different values of parameterσ. The parameter σ assumed the following values of
(a) equal to 0.25, (b) 1 and (c) 4.
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Figure B.8: Spectrograms of synthetic signal consisting of daily magnetic variations. From top to bottom, each panel
shows: (a) Synthetic signal and (b) the local wavelet power spectrum using Morlet wavelet, logarithmic scaled represent-
ing log 2(|W(a, b)|).
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Figure B.9: Spectrograms of synthetic signal with additional random gaps. From top to bottom, each spectrogram
shows: (a) Synthetic signal with additional random gaps and (b) the local wavelet power spectrum using gapped wavelet
representing log 2(|W(a, b)|).
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