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Current approaches for understanding and influencing transport behaviour often involve
creating fixed, homogenous groups of similar surveyed individuals in order to explore specific
behavioural profiles, an approach known as segmentation. Most commonly, segmentation
is not based on a formal statistical model, but either a simple ‘a priori’ defined group clas-
sification narrative, failing to capture the complexity of varying group characteristics, or
a ‘post hoc’ heuristic cluster analysis, applied to multi-dimensional behavioural variables,
creating complex descriptive group narratives. Here we present an alternative, Bayesian
finite mixture-modelling approach. A clear group narrative is created by constraining the
Bayesian prior to group survey respondents based on the predominance of a single apposing
transport behaviour, while a detailed insight into the behavioural complexity of each group
is achieved using regression on multiple additional survey questions. Rather than assuming
within group homogeneity, this creates a dynamic group structure, representing individual
level probabilities of group membership and within group apposing travel behaviours. This
approach also allows for numerical and graphical representation of the characteristics of
these dynamic, clearly defined groups, providing detailed quantitative insight that would
be unachievable using existing segmentation approaches. We present an application of this
methodology to a large online commuting behaviour survey undertaken in the city of Exeter,
UK. Survey respondents are grouped based on which transport mode type they predomi-
nantly commute by, and the key drivers of these predominant behaviours are modelled to
inform the design of behavioural interventions to reduce commuter congestion in Exeter.
Our approach allows us to prioritise the most effective intervention themes, and quantify
their potential effect on motor vehicle usage. For example, we identify that individuals that
predominantly commute by public transport, but also sometimes motor vehicle, do so on
average up to one day per week less often, if they are strongly concerned about the environ-
ment, demonstrating how an intervention to promote environmental awareness could greatly
reduce motor vehicle usage within this group.
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1 Introduction
Influencing transport behaviour away from car and towards alternative, more sustainable modes
of transport, has become very important for overcoming the growing environmental and soci-
etal issues related to car use, such as climate change and commuter congestion. This trend
reflects a wider shift in environmental governance towards a focus on the role that behavioural
change can play in delivering policy goals (Clarke et al. 2007; Jones and Whitehead 2013), as
opposed to major investments in infrastructure or broader socio-economic adjustments to influ-
ence mobility patterns. Specifically, transport geographers have become progressively interested
in understanding individual travel decision making (e.g. Anable 2005) and the implications this
has for policy through developing segmentation models to characterise travellers and more effec-
tively target policies for behavioural change (Department for Transport, 2011). This is normally
undertaken by forming fixed groups within survey respondents, representing homogenous at-
titudes, behaviours and preferences, in order to design and promote targeted group specific
interventions for behavioural change (Haustein and Hunecke, 2013).
These fixed groups are commonly based on one of four classes of variables: behavioural,
e.g. frequency of travel or mode choice; geographical, e.g. location or settlement type; socio-
demographic, e.g. age or income; or attitudinal, e.g. the desire to use an alternative mode. Most
commonly, segmentation is not based on formal model inference, following one of two apposing
approaches; ‘a priori’ segmentation, in which group profiles are well-defined from the outset,
such that respondents can be clearly assigned to one of the postulated segments (Haustein and
Hunecke, 2013), or ‘post hoc’ segmentation, in which individuals are grouped based on their
similarity in a set of variables using heuristic cluster analysis (Anable, 2005; Cools et al., 2009),
resulting in detailed, but complex, descriptive group narratives.
Here, we present an alternative, novel Bayesian finite mixture model approach for under-
standing and influencing transport behaviour through segmentation, which brings together the
the clear group narrative advantage of the ‘a priori’ approach, aiding interpretation and com-
munication to policy makers and the public, and the detailed group behavioural insight of the
‘post hoc’ approach, providing an in-depth analysis.
Firstly, a clear group narrative is created by constraining the Bayesian prior distributions to
group survey respondents based on which of a set of apposing transport behaviours they predom-
inantly follow. This is quantified through a key survey question, characterising the frequency
with which each surveyed individual behaves in a set of apposing ways. For example, the num-
ber of times within a week individuals travel to a location using apposing routes, or the number
of times within a month they commute to work using apposing transport modes, and survey
respondents that predominantly behave in each of the apposing ways are grouped together.
Secondly, the model-based nature of the approach allows for detailed group behavioural insight
through regression on additional survey questions, formally quantifying how variables such as
gender, income and personal attitudes, influence these predominant transport behaviours and
membership within each predominant behavioural group. Rather than assuming within group
homogeneity, this model-based approach therefore creates a dynamic group structure, represent-
ing individual level probabilities of predominant behavioural group membership and of within
group apposing travel behaviours. In doing so, this allows us to identify the most important
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factors for influencing the desired predominant transport behaviour (e.g. reducing car usage)
and quantify how effective influencing these factors could be on changing this behaviour.
Throughout, we demonstrate how this approach can be used to understand and influence
transport behaviour through an application to a large online commuting behaviour survey un-
dertaken in the city of Exeter, UK. Exeter is experiencing unprecedented economic and physical
growth, with the population set to increase by as much as 50% by 2026 (Exeter City Council,
2015). This growth will put further pressure on current infrastructure and presents a signifi-
cant challenge in meeting and maintaining air quality standards (Exeter City Council, 2015).
Initially, we motivate our novel segmentation approach by applying and highlighting the limita-
tions of a commonly used ‘post hoc’ segmentation procedure. We then use our novel Bayesian
approach to group survey respondents based on their predominant commuting transport mode
type, and quantify the key drivers of group membership and apposing transport mode usage,
based on additional survey questions, to inform discussions with Exeter commuters and policy
makers about the design of behavioural interventions to reduce commuter motor vehicle usage in
Exeter. In doing so we demonstrate the advantages of our Bayesian model-based segmentation
approach in providing a clear group narrative, detailed behavioural insight and a formal model
based representation of results, allowing for in-depth analysis that can be easily communicated
to policy makers.
The remaining paper is organised as follows. Research context is discussed in Section 2.
In Section 3, we present our novel methodology, firstly introducing the Exeter commuting
behaviour survey in Section 3.1, a motivating application of classical segmentation analysis to
the survey data in Section 3.2, and our novel constrained Bayesian statistical model in Section
3.3. In Section 4, we present the results of applying the methodology to the Exeter commuting
behaviour survey, and finally, Section 5 provides a concluding discussion. Further statistical
detail about this methodology is presented in the Technical Appendix at the end of this paper
and in the related, more technical paper, Dawkins et al. (2017).
2 Research Context
Existing approaches for understanding and influencing transport behaviour most commonly
employ either ‘a priori’ or ‘post hoc’ segmentation, as defined in Section 1.
Bro¨g et al. (2009) used ‘a priori’ segmentation to group individuals based on their sustainable
transport mode usage, as well as their interest in receiving information on alternative transport
modes, in order to target specific intervention material towards different groups of people.
Similarly, Scheiner (2006) grouped survey respondents based on ‘a priori’ defined settlement
types to better understand mobility in the elderly. The ‘a priori’ segmentation approach is
not based on formal model inference but provides a simple allocation rule and a clear group
narrative. Anable (2005), however, argued that ‘a priori’ segmentation fails to adequately
capture the complexity of varying group characteristics, and promoted the use of ‘post hoc’
segmentation for generating natural group associations within the survey respondents. Ryley
(2006) used a ‘post hoc’ segmentation approach to identify life stage socio-demographic groups
and develop group specific targeted policies to reduce car usage in Edinburgh.
In a similar way, Anable (2005) and Barr and Prillwitz. (2011) both used ‘post hoc’ segmen-
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tation to group individuals based on multiple attitudinal variables, creating groups with differing
psychographic profiles, to understand and influence sustainable transport behaviour in relation
to leisure travel. Rather than basing the ‘post hoc’ segmentation directly on survey question
responses, an alternative, more qualitatively orientated approach known as Q-methodology,
groups individuals based on their rank-ordering of a set of behavioural and attitudinal state-
ments, creating groups with similar viewpoints and preferences. For example, van Exel et al.
(2011) used this approach to explore the commonalities and differences between travellers prefer-
ences for middle-distance travel by car and public transport, identifying four preference segments
differing in their travel choices and motivations.
Most commonly, and as in Ryley (2006), Anable (2005), Barr and Prillwitz. (2011) and van
Exel et al. (2011), heuristic cluster analysis methods are used to identify the fixed ‘post hoc’
groups within survey respondents. A variety of cluster analysis approaches exist (Wheeler et al.,
2004), each often resulting in different groupings, and little systematic guidance is available for
determining the optimal number of groups or the most appropriate methods for the specific
application (Fraley and Raftery, 2002). In addition, since these heuristic methods are also
not based on statistical models, formal inference about group characteristics is impossible,
resulting in complex, descriptive group narratives, created post segmentation. For example,
Anable (2005) identified six groups differing in their behaviour and attitudes toward sustainable
transport, requiring multiple descriptive paragraphs to explain each complex group narrative.
An alternative approach, used in this application, is to employ a model-based finite mix-
ture model framework. This approach is often used in the context of clustering to overcome
the limitations of these heuristic approaches (Fraley and Raftery, 2002), although very rarely
used in the transport literature (Etienne and Latifa, 2013). In the model-based finite mixture
model framework, responses to a key survey question, upon which the groups are based, are
viewed as coming from a mixture of underlying probability distributions, each representing a
different group, allowing for formal statistical inference. These probability distributions are
specified based on the form of the observed data (e.g. Normally distributed) and contain a
set of parameters that need to be estimated (e.g. the mean and variance). In addition, the
model-based framework can be extended to include any available covariate information about
each individual, either relating to group assignment or the cluster variable. Clustering is then
based on this covariate information as well as the cluster variable, and the regression coefficients
provide detail about the differences between groups and between people within each group.
Here, we extend this model-based approach to be implemented within a Bayesian framework.
In the Bayesian framework the model parameters are treated as random variables, described by
a posterior probability distribution, representing our uncertainty in the unknown parameters
(Gelman et al., 2014), and allowing us to incorporate knowledge we have about the model
prior to fitting it. The posterior distribution is obtained by multiplying the likelihood, or
the probability of observing the data given specified values of the parameters, by the prior
distributions, representing our knowledge and beliefs about the model parameters independent
of the data. Prior distributions can be based on a range of sources, for example the judgement
of experts in the field of application, previous related studies or historical data. Alternatively,
if little is known about the parameter values before analysis, non-informative priors can be
specified, allowing the inference to be primarily based on the data (Gelman et al., 2014).
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Applications of Bayesian statistics in the social sciences have increased dramatically since
the mid 1990’s, due to the increased rate of complex societal data collection requiring multi-
level statistical modelling, as well as recent breakthroughs in statistical computing, facilitating
Bayesian model fitting (Gill, 2015; Lynch, 2007). Gelman et al. (2007) used a Bayesian model
to explore the political voting attitudes of rich, middle-income, and poor voters in the USA,
noting how Bayesian inference was crucial for allowing rich enough models for the exploration of
state-to-state variation. Similarly, Kruschke (2010) identified several advantages of the Bayesian
approach in the field of cognitive science, namely model flexibility, and the yield of rich infor-
mation about parameters of interest.
The key advantage of using a Bayesian approach here, is our ability to structurally constrain
the model through the Bayesian prior distributions. This allows us to create the clear group
narrative in which survey respondents are grouped based on their predominant probability of
following one of a set of a priori specified apposing transport behaviours, aiding model interpre-
tation and communication to the public and policy makers, and the development of a targeted
behavioural change intervention design. For example, in our commuting behaviour application,
we use this approach to understand the most effective methods for reducing motor vehicle usage
in Exeter commuters. We therefore constrain the Bayesian priors such that survey respondents
are grouped based on the transport mode type they predominantly commute by (e.g. mainly
commute by motor vehicle, mainly commute by public transport). This allows us to discuss
each group in a clear way, avoiding the complex descriptive narratives of, for example, Anable
(2005). In addition, the regression coefficients provide detail about what influences these clearly
defined predominant behaviours, hence suggesting how we can encourage the predominant use
of alternative modes of transport to motor vehicle. For example, concern for the environment is
found to encourage the use of public transport in the clearly defined ‘predominantly commute
by public transport’ group, suggesting that an intervention to promote environmental awareness
will further encourage this predominant behaviour and therefore reduce motor vehicle usage.
Survey questions associated with group membership are termed “group identifiers” and
characterise the differences between groups, e.g. age, while survey questions associated with
within group behavioural differences are termed “behavioural influencers” and characterise the
differences between individuals within each group, e.g. how much concern for the environment
influences someone’s transport behaviour.
This allows for clear graphical representation of the predominant behaviour group charac-
teristics, as demonstrated in Figure 1, simplifying interpretation. The two levels of regression
allow for graphical visualisation of both the relationship between each group identifier and the
probability of being in each predominant behavioural group, as in Figure 1 (a), and the rela-
tionship between each behavioural influencer and the probability of each apposing predominant
behaviour within each group, as in Figure 1 (b). This modelling framework therefore allows us
to make statements such as “An individual aged 50 has a 0.5 probability of being in group h
(e.g. predominantly commuting by public transport group)”, and “An individual in group h,
who is strongly concerned about the environment, has a 0.8 probability of commuting by public
transport”. Hence, each survey respondent has an individual probability of being a member of
each group and of behaving in each way, related to their responses to the group identifier and
behavioural influencer survey questions, providing a high level of quantitative detail. In addi-
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Figure 1: A schematic demonstrating how the characteristics and behavioural variation within
each group can be represented graphically following this model-based Bayesian finite mixture
model approach.
tion, the numerical quantification of these relationships allows for the identification of the most
effective approaches for influencing each predominant travel behaviour and the quantification
of their potential effectiveness on behaviour change, insight that cannot be made using existing
segmentation approaches.
3 Methodology
3.1 The Commute-Exeter Survey
The Commute-Exeter survey was developed on the web-based platform
“www.surveymonkey.com” and was open to the public for 7 weeks, from Monday 2nd May 2016
until Sunday 19th June 2016, receiving 3050 responses. The full survey contained 42 questions.
However, survey skip logic, which takes the respondent to the next question based on how they
answered the current question, meant each individual only answered questions relevant to their
specified commuting behaviour, reducing the length of the survey.
The primary aims of the survey were to identify commute frequency and transport mode
choice(s) and the influencers and decision-making processes behind these choices, to inform the
design of interventions to reduce motor vehicle usage. The key survey question, used to group
survey respondents, was therefore related to their day-to-day commuting pattern; the number of
days, of the 20 weekdays in a 4 week period, that they travel by each of the five transport mode
types; motor vehicle, public transport, bicycle, on foot or a combination of modes within one
journey (e.g. Park&Ride). Details about these choices were attained from further questions.
These included, for example, the time they make their transport mode choice, their attitudes
towards weather and traffic congestion and values they hold about cost, personal fitness and
the environment. Additional questions were asked about simple demographics such as age,
gender, employer and home and work postcodes. Throughout, the question style was mainly
tick box to facilitate flow. These were either multiple choice with one or multiple responses, or
matrix/rating scales with one response per row or multiple responses for each case. The full
survey is available in the supplementary material.
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Participation in the survey was voluntary, based on a widespread marketing campaign to
attract local people aged 17 and over who commute into the Exeter city centre, using a variety of
transport modes and routes. As well as being a chance for commuters to “really do something”
about congestion, participation was incentivised by an iPad prize. The campaign used two
visual images and catch phrases, one targeted at road users, in particular motor vehicle users,
shown in Figure 2 (a), and the other at non-road users and the wider community, shown in
Figure 2 (b). The road user advertising was placed on billboard on main commuting roads
and central car parks, while the non-road user advertisement was placed in bus shelters, train
stations, large employers, supermarkets and on pub beer mats. In addition, the survey was
highly publicised through twitter and the local media including radio and newspaper. Initially,
marketing was focused within Exeter, including the distribution of leaflets at key locations
including train stations and a promotional stall in the city centre, and was later spread to
neighbouring settlements such as Exmouth, Taunton, Crediton, and Paignton.
Figure 2: Survey marketing material focused at (a) road users and (b) non-road users.
Responses to the survey were explored for quality control to ensure consistent and sensible
answers. Of the 3050 responses, 2648 responses remained in the analysis after quality control.
Of these, 2500 were used to fit the model and 148 were withheld for model validation (presented
in Section 5 of Dawkins et al. (2017)).
When performing statistical inference based on a sample of survey respondents, known
or expected disproportionality of the sample with respect to the target population should be
accounted for to avoid biased results (Pfeffermann, 1993; Gelman, 2007). This issue is discussed
in great detail in the context of this application in Dawkins et al. (2017). The survey sample
was shown to be representative of the 2011 census population in terms of the proportion of
individuals commuting to Exeter for each census local authority districts. Hence, no sample
bias is corrected for in this analysis, avoiding the complex application of sample weights within
a hierarchical Bayesian framework.
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3.2 The Classical Segmentation Approach
To motivate the development, and demonstrate the added value, of our novel Bayesian model-
based approach, we first apply and present the results of a classical heuristic, non-model based
‘post hoc’ segmentation procedure, similar to that of Anable (2005). Initially, as in Anable
(2005), we apply principle component analysis to the combined variable containing: the num-
ber of days in a month each individual commutes using each transport mode type (motor vehicle,
public transport, bicycle, on foot, a combination of modes), and the 15 additional survey ques-
tions used in our Bayesian analysis (described in Table 1). By observing which of these survey
questions have the largest principle component coefficients we identify that the first principle
component (PC1), which accounts for the most variation in the data, has a positive relationship
with the number of days commuting by motor vehicle and the influence of weather information
and weather conditions, while the second principle component (PC2) has a positive relationship
with the number of days commuting by bicycle and on foot, and a negative relationship with
commute distance and the influence of traffic information. The interpretation of principle com-
ponents is tricky and can be lengthy, especially if all (20 in this case) are analysed, as would
be required to fully explore the data. This complexity is the first limitation of this commonly
used approach.
Figure 3 (a) shows the cumulative proportion of variance accounted for by each principle
component. This indicates that using the first 9 principle components to explain the data,
accounts for 70% of the overall variance (a commonly used threshold for dimensionality reduction
in practise). Following this, and as in Anable (2005), we apply heuristic hierarchical cluster
analysis (Ward linkage method, see Wheeler et al. 2004) to the survey data, rotated to these
9 principle component axes, to find homogenous groups within the survey respondents. The
resulting dendrogram, characterising how the hierarchical clustering procedure iteratively links
survey respondents to create groups, is shown in Figure 3 (b). When the dendrogram is cut at
a height of 26, 5 groups are created (shown in each rectangle). A scatter plot of the projection
of each survey respondent onto the PC1 and PC2 axes, with group allocation indicated by
colour, is then presented in Figure 3 (c), showing how these groups vary in terms of these
two components which account for the most and second most variation in the data. Based on
the principle component descriptions above, Figure 3 (c) identifies that Group 1 characterises
people who travel by motor vehicle the most and are most influenced by weather, sometimes
walk and cycle, have a range of commute distances, and are moderately influenced by traffic
information.
Similar wordy and vague descriptions can be created for each of the five groups and ideally
this exploration would be repeated for all 9 principle components used in the clustering algorithm
to fully understand the characteristics of each of the groups. Furthermore, by describing the
groups in this way we are treating them as homogenous and do not quantify the differences
in individuals within groups. In particular, short of applying a logistic regression step after
segmentation, using this non-model based approach means we have no numerical quantification
of how responses to the survey questions vary with one another and therefore how we might
most effectively influence commuter behaviour within each group.
In addition, and most crucially for communication with policy makers and the public, and
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Figure 3: Following the described classical segmentation approach (a) The cumulative propor-
tion of variance accounted for by each principle component, (b) The dendrogram created by
applying Ward linkage hierarchical clustering, each of the five groups within the respectively
coloured box, (c) A scatter plot of the projection of each survey respondent onto the PC1 and
PC2 axes, with group allocation indicated by colour, and (d) Paired scatterplots showing the
number of days each surveyed individuals commutes using each mode type, again with group
allocation indicated by colour.
designing group specific interventions for behavioural change, creating ‘post hoc’ groups in this
way leads to an unclear overall group narrative in terms of transport mode usage, as shown
in Figure 3 (d). The number of days each surveyed individual commutes using each mode
type is shown in 4 paired scatter plots. Groups 3, 4 and 5 generally characterise predominantly
commuting by bicycle, on foot and by a combination of modes respectively, while groups 1 and 2
have highly varying transport mode usage. This unclear transport mode usage narrative, along
with the vague and wordy group descriptions above, complicates intervention design and the
dissemination of results to policy makers. Conversely, being able to address or discuss the group
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of people who, for example, all “use public transport more than any other mode of transport”
greatly eases this communication and collaboration.
As a final limitation, it should also be noted that this analysis would give different results if
an alternative ‘off the shelf’ heuristic clustering approach were used. This creates the additional
complication of having to arbitrarily choose the approach to use for a given analysis. Employing
a careful, thought-through Bayesian analysis therefore presents a clear advantage.
3.3 A Constrained Bayesian Modelling Approach
Suppose we have n surveyed individuals, each of which has responded to the key apposing
transport behavioural survey question upon which we want to base the groups. For individ-
ual i, denote their response to this key apposing transport behavioural survey question as
yi = (yi1, ..., yir), where yij is the frequency with which individual i behaves as in option j.
For example, in this commuting behaviour application yij is the number of days, out of a pos-
sible 20 weekdays in a month, individual i commutes to work using transport mode j, taking
r = 5 possible states (1=motor vehicle, 2=public transport, 3=bicycle, 4=on foot, 5=combina-
tion). These n surveyed individuals are allocated to one of H = 5 groups, each characterising
predominantly behaving in one of these r = 5 apposing ways.
We introduce a latent group indicator random variable, S = (S1, ..., Sn), representing the
predominant behavioural group to which each individual i = 1, ..., n is allocated. Since each Si
is discrete and categorical, each is modelled as a single draw from a multinomial distribution,
Si ∼ Multinomial(1; ηi1, ..., ηiH), (1)
where ηih is the probability of individual i being in group h, h = 1, ...,H.
For each individual, i = 1, ..., n, the relationship between their probability of being in each
predominant behavioural group, ηih, and their response to a set of D additional ‘group identifier’
survey questions zi = (1, zi1, ..., ziD), e.g. age and gender, is then modelled via multinomial
logistic regression;
log(ηih/ηi1) = αh0 + zi1αh1 + · · · ziDαhD for h = 2, ...,H, (2)
For statistical identifiability, (i.e. to ensure that
∑H
h=1 ηih = 1 for i = 1, ..., n), group 1 is
used as the baseline group in the above regression model, requiring that α1 = (0, .., 0), while
α2, ..., αH are group specific, unknown parameter vectors. Each of these vectors is made up
of D + 1 regression coefficients, αh = (αh0, αh1, ..., αhD) for h = 2, ...,H, where αh0 represents
the baseline value of the log-odds ratio of being in group h rather than group 1 (left-hand side
of Equation 2) and the remaining D coefficients represent the effect of the D group identifier
survey question responses on this log odds ratio.
These α regression coefficients are to be estimated from the data, hence the Bayesian frame-
work requires us to specify a priori distributions for each of them, representing our prior beliefs
about what values they may take. In this commuting behaviour application, since we do not
know the baseline probability of group membership or what effect the D group identifier survey
question will have on the probability of group membership prior to model fitting, we place a
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relatively uninformative Normal prior (Gelman et al., 2014) on each α regression coefficient
parameter (following the usual conjugate model discussed by Garthwaite et al. (2005)),
αhd ∼ N(γhd, ξhd), (3)
where γhd = 0 and ξhd = 5 for h = 2, ...,H and d = 0, 1, ..., D.
The key apposing transport behavioural survey question response for individual i, yi, rep-
resents the frequency with which individual i behaves in the r apposing ways over a number of
occasions (mi), and hence is modelled as mi draws from a multinomial distribution. For exam-
ple, in this commuting behaviour application mi represents the overall number of days individual
i commutes within the 20 weekday period, e.g. if yi = (10, 0, 8, 0, 0), individual i commutes for
mi=18 days, using motor vehicle for 10 of these days and bicycle for the remaining 8.
In the finite mixture model framework the response for each individual, yi is modelled
separately for membership within each group. Hence, when individual i is assigned to group h,
yi|Si = h ∼ Multinomial(mi; θih1, ..., θihr), (4)
where θihj is the probability of individual i, behaving as in option j, j = 1, ..., r, on any given
occasion when assigned to group h, h = 1, ...,H. Hence, in this application θihj represents the
probability of individual i using transport mode j on any given day when assigned to group h.
For each individual, i = 1, ..., n, the relationship between their probability of behaving in the
r apposing ways and C additional ‘behavioural influencer’ survey questions xi = (1, xi1, ..., xiC),
e.g. the influence of weather conditions, is also modelled via multinomial logistic regression;
log(θihj/θih1) = βhj0 + xi1βhj1 + · · ·+ xiCβhjC for h = 1, ...,H, j = 2, ..., r, (5)
For statistical identifiability, here, behavioural option 1 is used as the baseline, requiring that
βh1 = (0, .., 0), while βh2, ..., βhr are group and mode specific, unknown parameter vectors.
Each of these vectors is made up of C + 1 regression coefficients, βhj = (βhj0, βhj1, ..., βhjC) for
h = 1, ...,H and j = 2, ..., r, where βhj0 represents the baseline value of the log-odds ratio of
taking option j rather than option 1 in group h (left-hand side of Equation 5) and the remaining
C coefficients quantify the effect of the C behavioural influencer survey questions on this log
odds ratio. In this commuting behaviour application motor vehicle (transport mode option 1)
is used as the baseline mode, hence βhj0, for j = 2, ..., r, represents the baseline log-odds ratio of
using transport mode j (e.g. bicycle) rather than motor vehicle in group h, and the remaining
coefficients quantify the effect of the C behavioural influencer survey question responses on this
log odds ratio of transport mode usage.
These β regression coefficients are to be estimated from the data, hence we place a prior on
each β regression coefficient parameter, again using the usual conjugate Normal prior model of
(Garthwaite et al., 2005),
βhjc ∼ N(µhjc, σhjc) (6)
Similar to the α regression coefficients, in the commuting behaviour application, we do not
know the effect of the C behavioural influencer survey questions on the probability of mode
usage prior to model fitting. We therefore place an uninformative Normal prior on each of
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the β regression coefficient parameters that quantify the effect of the C behavioural influencer
survey question responses on this log odds ratio of transport mode usage. That is µhjc = 0 and
σhjc = 5 for h = 1, ...,H, j = 2, ..., r and c = 1, ..., C.
In our constrained Bayesian modelling framework we do, however, know something about the
β regression coefficients that represent the baseline of this log-odds ratio, βhj0 in Eqn (5), prior
to model fitting. Within each group we want the probability, and hence the log odds ratio, of
following a single apposing transport behaviour to be greater than all other apposing behaviours.
For example, in group 1, the probability of taking behavioural option 1 (i.e. motor vehicle) to be
greater than the probability of taking any other option (i.e. public transport, bicycle, walking
or a combination of modes), and equivalently for option 2 (i.e. public transport) in group 2, and
so on. We therefore place a constraint on the prior distributions for the β regression coefficients
to ensure this is achieved (described in more detail in the Technical Appendix A.1), and specify
Normal priors for the βhj0 parameters to reflect these constrains as µhj0 = −4 for h 6= j and
µhj0 = 0.6 for h = j, and σhj0 = 0.1, for h = 1, ...,H and j = 2, ..., r. The approach taken for
choosing these values is discussed in detail in Dawkins et al. (2017) (Section 3.3.1).
In the Bayesian modelling framework, fitting the statistical model in order to make statistical
conclusions about the unknown parameters, here the regression coefficients α and β, involves
quantifying their posterior distribution (left-hand side of Eqn 7), obtained by multiplying their
prior distributions, p(α|γ, ξ) and p(β|µ, σ) by the likelihoods of the observed and latent variables
y, p(y|S, β, µ, σ), and S, p(S|α, γ, ξ):
p(α, β|y, γ, ξ, µ, σ) ∝ p(y|S, β, µ, σ)p(S|α, γ, ξ)p(α|γ, ξ)p(β|µ, σ). (7)
Due to the complexity of this multilevel modelling framework this cannot be calculated an-
alytically and must therefore be numerically approximated by sampling from the posterior
distribution using Markov Chain Monte Carlo (MCMC) simulation methods (Brooks et al.,
2011). MCMC methods are a general class of algorithm for sequentially drawing values of the
target parameters from their approximate distributions, constructed based on a Markov chain
that converges to the target posterior distribution (e.g. Eqn 7), resulting in m samples from
this target posterior distribution (Gelman et al., 2014). In this application, MCMC is carried
out using the R Bayesian modelling language Stan via the R package rstan (discussed in more
detail in the Technical Appendix A.2).
The m MCMC posterior samples of α and β can then be used to calculate the probability of
each individual being allocated to each group (see Appendix A.2). Individual i is then assigned
to the group h that maximises the mean of this probability over all of the m posterior samples
of α and β.
In addition, the m MCMC posterior samples of α then quantify the relationship between the
group identifier survey questions and the probability of group membership (via Eqn. 2), while
m posterior samples of β quantify the relationship between the behavioural influencer survey
questions and the probability of each predominant transport behaviour within each group, (via
Eqn. 5). These relationships can be used to graphically represent the group characteristics and
identify the key drivers of transport behaviour, within these clear defined groups, informing
behavioural intervention design.
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3.3.1 Survey Question Variable Selection
The dimensionality and computational burden of model fitting is reduced by carrying out a
variable selection modelling step. Firstly, each survey question is allocated as being either a
group identifier (GI), describing differences between groups, or a behavioural influencer (BI),
describing differences within groups. Next, the Bayesian finite mixture model is fit to a random
subsample of 500 of the survey respondents (without including the GI and BI survey questions)
to give a group allocation, Si, for each of these i = 1, ..., 500 respondents. Finally, a regression
model for Si (Eqns. 1 and 2) is fit using all GI questions, and regression models for yi|Si = h
(Eqns. 4 and 5) are fit using all BI questions for each group (h = 1, ...,H) separately. Within
each of these regression models a variable selection approach is used to identify which GIs and
BIs are most statistically important for explaining relationships within the data. Just those
survey questions selected as being important are then used within the full constrained Bayesian
finite mixture model described in Section 3.3, reducing the computation burden of model fitting.
In this commuting behaviour application, the D GIs are defined as those that are thought to
best explain the differences between groups, and characterise factors that are non-influenceable
in the intervention stage. The C BIs, associated with the key behavioural response, are chosen
as those that are thought to best explain the differences between individuals within each group
and characterise factors that could be influenceable in the intervention stage. There are a
number of Bayesian variable selection methods for reducing the parameter space, see O’Hara
and Sillanpa¨a¨ (2009) for a review. In this application we used the automated Bayesian variable
selection approach of Kuo and Mallick (1998).
The multinomial logistic regression model structure means that resulting selected GIs are
those that are important for explaining the log-odds ratio of being within each group; the
predominantly public transport group (PT group), predominantly bicycle user group (Bicycle
group), predominantly by foot group (Foot group), and the predominantly combination user
group (Combo group); rather than the predominantly motor vehicle user group (MV group).
Similarly, selected BIs are those that are important for explaining the log-odds ratio of taking
each transport mode type; public transport (PT), bicycle (Bicycle), on foot (Foot) and a com-
bination (Combo), rather than motor vehicle (MV), within each group. The resulting selected
GI and BI survey questions are shown in Table 1 and represented graphically in Figures 5 and
6 in Section 4.
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Table 1: Group Identifier (GI) and Behavioural Influencer (BI) survey questions selected as
being important for explaining relationships within the survey data, and hence inclusion within
the full model by the variable selection modelling step. The first column indicates whether the
question is a GI or BI, the second column states the question as it appears within the survey,
the third column presents the possible responses to the question, the fourth column specifies
the values given to each response (i.e. z or x) in the multinomial logistic regression Eqns. (2)
and (5), and the final column states which groups the GIs are selected for and which transport
modes within groups the BIs are selected for.
Question
Type
Survey Question Responses z/x values Selected for
Group:Mode
GI What is your gender? Male, Female (0, 1) Bicycle group
GI When are you most likely
to make the decision
about how you commute
to or from your place of
work/study?
At time of leaving, In
preceding hour before
leaving, The night be-
fore, During the pre-
ceding weekend
(1,2,3,4) PT, Bicycle and
Combo groups
GI How much flexibility do
you have over the time you
leave for your commute to
and from your place of
work/study?
None, A little, Some,
A lot, Total
(1,2,3,4,5) Bicycle and Foot
groups
GI Do you attempt to avoid
peak travel times?
Never, Rarely, Some
of the time, Most of
the time, Always
(1,2,3,4,5) Bicycle and Foot
groups
GI Which of the following





GI Home and work postcodes
are used to calculate com-






GI Thinking about the park-
ing facilities that may
be available at or near
your place of work/study,
please rate them below.
No parking, Not ad-
equate, Satisfactory,
Good, Excellent
(1,2,3,4,5) PT, Foot and
Combo groups
BI How much does receiving
information about weather
conditions influence your
choice of travel mode to




(0,1,2,3,4) MV group: Bicy-





BI How much does receiving
information about traffic
congestion influence your
choice of travel mode to








On a day when the follow-
ing weather conditions oc-
cur, how much does each
one influence your choice






BI Wind Foot group: Bicy-
cle
BI Snow Bicycle group:
Foot
BI Warm Bicycle group:
Bicycle
BI Cost is a major considera-








friendly in your choice of





(-2,-1,0,1,2) PT group: PT;
Bicycle group:
Foot











The n = 2500 modelled survey individuals were allocated into one of the H = 5 groups,
as shown in Figure 4, based on the posterior distribution for Si (Eqn.(13) in A.2). Of the
Figure 4: Pairwise scatter plots of the number of days, in a 20 weekday period, the n = 2500
modelled individuals commute using each transport mode type. The discrete points are jittered
slightly to better represent the distribution of individuals in each plot. Group allocation is
indicated by colour, described in the legend.
n = 2500 modelled individuals, 1099 are allocated to the predominantly motor vehicle user
group (MV group), 269 to the predominantly public transport user group (PT group), 385 to
the predominantly bicycle user group (Bicycle group), 475 to the predominantly on foot group
(Foot group), and 272 to the predominantly combination user group (Combo group). Consistent
with the prior constraints to target the five predominant behavioural groups, Figure 4 shows
that, each of the groups represents individuals that always or predominantly use each of the five
transport mode types, creating a clear group narrative, simplifying group interpretations. While
each group represents a single apposing predominant transport mode, Figure 4 also shows that,
within each group, individuals use a mixture of modes within the 20 weekday period. The higher
density of points away from the axes in the first column of Figure 4 indicates that the secondary
mode in all groups, other than the MV group, is motor vehicle. A proportion of individuals that
predominantly use each of the alternative modes therefore also use motor vehicle for some of
the days. It is thought that these individuals may be most influenceable within the intervention
phase, since they have the means with which to commute by an alternative mode to motor
vehicle, but do not yet do so all of the time. The interventions should therefore be focused on
these individuals.
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Rather than viewing these groups as homogenous, and qualitatively describing their char-
acteristics, as in existing examples and in Section 3.2, our model-based Bayesian modelling
approach allows us to numerically and graphically quantify the behavioural differences within
and between these clearly defined groups, allowing us to prioritise the most effective behavioural
intervention themes, and quantify their potential effect on predominant transport behaviour.
Figure 5: The relationship between the probability of being in each group and group identifiers
(a) gender, (b) transport mode decision time, (c) commute time flexibility, (d) avoidance of
peak congested times, (e) employer, (f) commute distance and (g) work parking facilities. These
relationships are shown in a different colours for each group.
The posterior samples of α quantify the relationship between the group identifier survey
questions (Table 1) and the probability of group membership (Eqn. 2), as shown in Figure 5.
The groups present in each plot of Figure 5 reflect the group identifiers selected in the variable
selection process in Table 1. The absence of a group in a given figure is informative in of
itself, identifying that the log-odds ratio of being in that group rather than the MV group is
not strongly related to the associated group identifier. The spread in each of the relationships
in Figure 4 represents the full posterior distribution of α, quantifying our uncertainty in the
results.
The relationships in Figure 5 provide a clear graphical and numerical representation of how
the probability of group membership varies with group identifier response, providing a detailed
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insight into the differences between the five groups. This insight can be used to inform and guide
discussions with the public and policy makers about the design of group specific interventions
to influence transport behaviour to reduce commuter congestion in Exeter. For example, Figure
5 (b) shows that the probability of being in the MV group is much higher for individuals who
decide which mode to commute by just before leaving. This suggests that interventions designed
to reduce motor vehicle usage within the MV group, should be targeted at the hour preceding
their commute. In addition, Figure 5 (c) shows that individuals have the greatest probability
of being in the Bicycle group if they have a lot or total commute time flexibility, suggesting
that interventions designed for this group could promote commuting at alternative times to
avoid peak commuter traffic, reducing commuter congestion as a result. Figure 5 (g) shows the
individuals with inadequate work parking facilities have the greatest probability of being in the
Combo group, while those with excellent work parking have greatest probability of being in the
MV group. This suggests that putting greater restrictions on work place parking facilities could
be a very effective way of reducing the number of people predominantly driving into the city,
and increase the number predominantly using a combination of modes (i.e. using Park&Ride)
to reach work.
The posterior samples of β are used to quantify the relationship between the behavioural
influencer survey questions (Table 1) and the probability of transport mode usage within each
group (Eqn. 5), as shown in Figure 6. As in Figure 5, the absence of a group and mode in a
given plot in Figure 6 is informative in identifying that the log-odds ratio of using that mode
rather than motor vehicle within that group is not strongly related to the associated mode
influencer. For example, the only selected mode influencer associated with the Combo group is
‘importance of cost’ in explaining the probability of using public transport rather than motor
vehicle, suggesting that commuting behaviour may be less influenceable in the Combo group.
The spread in each of the relationships in Figure 6 represents the full posterior distribution of
β, again quantifying our uncertainty in the results.
The relationships in Figure 6 are not necessarily causal, however they can be used to suggest
the most important drivers of predominant commuting behaviour, again to inform intervention
design to reduce predominant motor vehicle usage. For example, the first and second rows of
Figure 6 (g) suggest that individuals in the PT group who also commute using motor vehicle
some of the time, i.e. within the group of commuters that may be most influenceable away
from commuting by motor vehicle (identified in Figure 4), use motor vehicle less often and
public transport more often (up to 18%, equivalent to 1 day per week of weekdays) if they
are more concerned with the environment. Therefore, an intervention reinforcing the positivity
of environmentally sustainable commuting could increase public transport usage and reducing
motor vehicle usage in the PT group. In addition, the first and third rows of Figure 6 (a) show
that individuals in the MV group, who also sometimes commute using bicycle, use bicycle more
often and motor vehicle less often (up to 30%, equivalent to 1.5 days per week of weekdays) if
they are more influenced by receiving weather information. This suggests that an intervention
which provide reliable weather information related to cycling could reduce motor vehicle usage
and increase bicycle usage within the MV group.
In addition, this graphical and numerical representation of the effect of different information,






































































































































































































































































































prioritisation, of the most important effects, indicating which themes should be focused on
in the interventions. The possible effect of a given intervention, in terms of reducing motor
vehicle usage, can also be approximately quantified, giving an indication of how successful
a given intervention could be. For example, suppose we design an intervention to promote
environmental concern within the PT group, which increases concern for the environment within
the group by two increments (i.e. strongly disagree becomes neutral, and disagree becomes
agree etc.). Assuming this decreases the probability of using motor vehicle for each of the
269 individuals within this group as in the first row of Figure 6 (g), in 20 weekdays, 410 days
of commuting by motor vehicle becomes approximately 300 days, meaning approximately 6
less of these 269 individuals commuting by motor vehicle per day. Using the UK 2011 census
figures for the number of people commuting to Exeter from each local authority district, we
can weight these 269 individuals to be representative of the whole population, indicating that
this intervention could result in approximately 150 less people commuting to Exeter by motor
vehicle per day. This level of insight into the effect of potential interventions on the frequency
of each predominant transport mode usage could not be achieved without applying our novel
Bayesian constrained finite mixture-model.
5 Discussion and Conclusion
We have presented a Bayesian finite mixture model approach for understanding and influencing
transport behaviour through segmentation. This approach brings together the advantages of
the existing ‘a priori’ and ‘post hoc’ approaches, in providing a clear group narrative and
detailed insight into group characteristics, as well as the additional advantages of a model-
based formal statistical inference in providing a dynamic group structure and numerical and
graphical representation of results. This development has major implications for the ways in
which transport researchers and policy makers can understand and work with travel behaviour
data.
First, the grouping of surveyed individuals is based on a single key behavioural question,
quantifying the frequency with which each individual behaves in a set of apposing ways. The
Bayesian prior is used to structurally constrain the mixture model such that survey respon-
dents that predominantly behave in each of the apposing ways are grouped together. The key
drivers of group membership and behavioural differences are modelled via Bayesian regression
on additional “group identifier” and “behavioural influencer” survey questions. Rather than cre-
ating homogenous, fixed groups, as in existing segmentation approaches, this approach therefore
recognises that, while individuals may be allocated to a specific group, individuals within each
group behave differently. The model-based approach provides numerical and graphical repre-
sentation of relationships within the data, simplifying group interpretation and allowing for the
identification of the key drivers of transport behaviour, indicating which intervention themes
should be focused on. This also allows for numerical quantification of how potentially effective
a given intervention theme could be on changing apposing transport behaviours, providing a
strong evidence base for pursuing a given strategy for behavioural change.
Second, throughout we have demonstrated how this Bayesian finite mixture model approach
can be applied to a transport behaviour survey to aid in the design of group specific interven-
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tions to influence travel behaviour away from using motor vehicle. In this application we apply
the modelling approach to a large, online commuting behaviour survey undertaken in the city
of Exeter, UK, to address the growing issue of commuter congestion and the associated envi-
ronmental impacts. Groups are based on the predominant use of five apposing transport mode
types and the relationship between additional survey questions, characterising demographics,
attitudes and personal values, and the probability of group membership and mode usage are
modelled to identify the most effective intervention themes within each group. In applying
our modelling approach we are able to gain far greater insight into the relationships within
the survey data than would be achievable using existing segmentation approaches, allowing us
to pursue intervention themes for reducing commuter congestion with a detailed quantitative
understanding of each group and how effective interventions could be.
In this project this detailed analysis was used to inform discussions with survey respondents
within each group to gain further insight into the survey results and their implications for policy
and behavioural intervention design. The clearly defined predominant behavioural groups meant
we could avoid lengthly group narrative explanations within these discussions, which could
instead be conducted with confidence, addressing individuals with a known, simple similarity.
These discussions were directed and focused based on the identification of the key drivers of
transport mode usage and group membership, meaning we were able to delve deeper into the
detailed motivations behind each transport predominant behaviour. More detail about the
specific implications of this approach within this application, in terms of conducting these
discussions, designing the interventions and addressing policy issues, will be discussed within
the forthcoming publication, Lampkin et al. (2017).
The methodology described in this paper has a number of significant implications for travel
behaviour researchers and policy makers. First, the model outlined in this paper provides a
much greater level of analytical sophistication and insight into the complexity of travel behaviour
segments. Researchers who have advocated segmentation (e.g. Anable 2005; Barr and Prillwitz.
2011) have demonstrated the conceptual value of clustering participants to derive segments for
understanding travel behaviour. However, the innovation in the model presented here is an
implicit recognition that individuals in a given segment hold a plurality of practices and that
these can be quantified. Accordingly, it is possible to categorise on the basis of predominance
of reported behaviours, accepting that participants will use other modes.
This intellectual innovation, enabled through the Bayesian modelling techniques outlined in
this paper, also has major implications for policy, and specifically the kinds of segmentation
frameworks developed by the Department for Transport (2011). Through the quantification
of mode choice and related mode influencers, it becomes possible to explore the kinds of in-
terventions that might be plausible for different segments. For example, understanding that
environmental concern is a key influencer for those who are more likely to avoid car and use
public transport for commuting can provide direct links to possible interventions, the success of
which can be assessed on a day-to-day basis, enabling a quantification of the potential for mea-
sures to reduce the number of car journeys. As such, the methodology described here provides
an innovative and dynamic means of exploring predominant travel behaviour and the impacts
of potential interventions that move beyond static forms of segmentation.
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A Technical Appendix
A.1 The constrained Bayesian finite mixture model
Let S = (S1, ..., Sn), represent the predominant behavioural group to which each individual
i = 1, ..., n is allocated, ηih be the probability of individual i being in group h, h = 1, ...,H, and
zi = (1, zi1, ..., ziD) be individual i’s response to a set of D ‘group identifier’ survey questions,
e.g. age and gender, then:










, for i = 1, ..., n, h = 1, ...,H,
αhd ∼ N(0, 5), for h = 2, ...,H, d = 0, 1, ..., D.
Let yi = (yi1, ..., yir), represents the frequency with which individual i behaves in r apposing
ways over mi occasions, θihj be the probability of individual i, behaving as in option j, j =
1, ..., r, on any given occasion when assigned to group h, h = 1, ...,H, and xi = (1, xi1, ..., xiC) be
individual i’s response to a set of C ‘behavioural influencer’ survey questions, e.g. the influence
of weather conditions, then:










, for i = 1, ..., n, h = 1, ...,H, j = 1, ..., r, (8)
βhjc ∼ N(0, 5), for h = 1, ...,H, j = 1, ..., r, c = 1, ..., C,
βhj0 ∼ N(µhj0, 0.1), for h = 1, ...,H, j = 1, ..., r,
µhj0 =
0.6, if h = j,−4, otherwise.
A.1.1 Constraining the Bayesian Prior
The Bayesian prior distribution for the β regression coefficients are used to structurally con-
strain the model to group individuals based on apposing predominant behaviours, creating the
clear group narrative. Let θhj represent the probability of any individual in group h taking
behavioural option j. We specify these parameters constraints such that θhh > θhj for h 6= j.
That is, in group 1, the prior probability of taking behavioural option 1 is greater than the prior
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probability of taking any other option, equivalently for option 2 in group 2, and so on. For ex-
ample, in this commuting behaviour application we create the predominant behavioural group
narrative such that, in group 1, the prior probability of commuting by motor vehicle (transport
mode 1) is greater than the prior probability of commuting by any other mode, equivalently
for public transport in group 2, bicycle in group 3, on foot in group 4 and by a combination of
modes in group 5.
Let x = (1, x1, ..., xC) be any possible combination of responses to the C behavioural influ-
encers survey questions. By Eqn (8), the constraints that θhh > θhj for h 6= j are represented
in terms of the regression parameter to be inferred, β, as, for group 1 (h = 1),
θ1j < θ11 for j = 2, ..., r,
⇒ exp(xTβ1j) < exp(xTβ11),
⇒ xTβ1j < 0, (9)
since βh1 = (0, ..., 0) for h = 1, ...,H. Similarly, for groups 2-5 (h = 2, ..., 5),
θhj > θh1 for h = j,
⇒ exp(xTβhj) > exp(xTβh1),
⇒ xTβhj > 0, (10)
and,
θhj < θh1 for h 6= j,
⇒ exp(xTβhj) < exp(xTβh1)
⇒ xTβhj < 0. (11)
These constraints create boundaries within the multidimensional β parameters space, beyond
which MCMC samples of the β regression parameters are discarded within the Bayesian model
fitting MCMC algorithm (see A.2).
A.2 Model Fitting in rstan
Model fitting is carried out using the Bayesian modelling language Stan via rstan. Stan sam-
ples from the posterior using Hamiltonian Monte Carlo (HMC), a Markov chain Monte Carlo
(MCMC) method that uses techniques from differential geometry to generate efficient sampling
transitions, spanning the full marginal variance of the target distribution (Betancourt and Giro-
lami, 2013). Since the HMC algorithm evolves using Hamilton’s differential equations, it does
not provide sampling for discrete parameters (Stan Development Team, 2016). Therefore, the
posterior of the discrete group allocation indices, S = (S1, ..., Sn), cannot be sampled directly
and must be integrated out of the model calculations. Group allocation is then carried out a
posteriori. The unknown regression coefficient parameters α and β are therefore sampled from
their joint posterior, integrating over S,
p(α, β|y, γ, ξ, µ, σ) ∝
∫
p(y|S, β, µ, σ)p(S|α, γ, ξ)p(α|γ, ξ)p(β|µ, σ)dS
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Since S is discrete, this is equivalent to






Pr(Si = h|α, γ, ξ)p(yi|βh, µh, σh)
)
p(α|γ, ξ)p(β|µ, σ) (12)
For group assignment, the probability of individual i being assigned to each group, h = 1, ...,H,
is calculated for all posterior samples of α and β using the posterior predictive distribution of
Si,
Pr(Si = h|yi, α, γ, ξ, βh, µh, σh) = Pr(Si = h|α, γ, ξ)p(yi|βh, µh, σh)∑H
h=1(Pr(Si = h|α, γ, ξ)p(yi|βh, µh, σh))
. (13)
Individual i is assigned to the group h that maximises the mean of this probability over all
posterior samples, and posterior samples of the regression coefficient parameters α and β are
used to explore the key characteristics of each group.
In this application, the MCMC chain was run for 160,000 iterations to reach convergence
and a further M = 20, 000 iterations were retained as the posterior samples of α and β, used in
the presentation of results in Section 4.
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