Constructions for Perfect Maps and Pseudorandom Arrays TUVI ETZION
Abslracl-A construction of perfect maps, i.e., periodic r X u binary arrays in which each n X m binary matrix appears exactly once, is given. A similar constrnction leads to arrays in which only the zero n X m matrix does not appear and to a construction in which only a few n X m binary matrices do not appear. A generalization to the nonbinary case is also given. The constructions involve an interesting problem in shift register theory. We give the solution for almost all the cases of this problem.
I. INTRODUCTION P ERFECT MAPS and pseudorandom arrays are r x u binary two-dimensional periodic arrays in which all or most of the n x m binary matrices appear once as windows in one period of the array. These arrays can be used in two-dimensional range-finding, scrambling, various kinds of mask configurations, and other applications in communications and coding.
A perfect map is an r X v binary array, with rv = 2"", such that each binary n x m matrix appears exactly once as a window in the array. Reed and Stewart [l] gave an example of a 4 x 4 array with the 2 x 2 window property. Ma [2] and Fan et al. [3] gave constructions for perfect maps and proved that for each n and m there exist r and v such that rv = 2"" and there exists an r X v binary array with the n x ti window property. They called this array an (r, u; n, m)-array.
Constructions for similar arrays of size rv = 2"" -1 such that each nonzero matrix of size n x m appears exactly once as a window in the array were given by Gordon [4] and Macwilliams and Sloane [5] who called them pseudorandom arrays. Other constructions for similar pseudorandom arrays were given by Nomura et al. [6] , and Van Lint et al. [7] .
In this paper we present a new construction of perfect maps and other pseudorandom arrays. The constructed arrays are different from all the arrays constructed in the aforementioned papers. Given appropriate sizes r x v and n x m the construction produces many arrays of size r x v with the n x m window property.
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each n-tuple appears exactly once as a window in the sequence. Those sequences are called de Bruijn sequences [8] . We also present the nonbinary case of de Bruijn sequences.
In Section III we show that the two-dimensional case can be represented in a similar way to the t-ary de Bruijn graph (de Bruijn graph over an alphabet with t letters), and we give a method of constructing the two-dimensional arrays. Applying this method involves solving a problem in binary shift registers that is interesting in itself. We give a complete solution to this problem.
In Section IV we show that the method of Section III is generalized easily for the construction of r x u arrays in which only a few n X m binary matrices do not appear, and each of the other n x m matrices appears exactly once as a window. The case of rv = 2"M -1 in which only the zero matrix does not appear involves an interesting question in shift register theory; we give only a partial solution to it. A generalization to arrays with elements taken from an alphabet of t letters is given in Section V.
II. SHIFT REGISTER SEQUENCES
We now define the feedback shift registers and the de Bruijn graph; the definitions will be generalized in the next section to the two-dimensional case. We shall be using some of the ideas involved in the one-dimensional case to solve the problem in the two-dimensional case.
A feedback shift register of order n (FSR,) has 2" states corresponding to the set B" of all binary n-tuples. The feedback function f(X), X= (x,, x1,. . a, x,-~) E B" of the FSR induces a mapping F: B" + B" such that XF = Y, where Yi =Xi+I, i=O,l;.-, n-2,and ynpl=f(X).
The companion X' of a state X= (x0; . .,x,-~, x,-i) is defined by X'= (X& * .,x,-z, q-1) where X denotes the binary complement of x.
A cycle C of length q (q = length (C)) of an FSR, is a (cyclic) sequence of q > 0 distinct states C = [XC'), $2) . . . X(4)], x(i) E B" such that X(')F = X (4) and X('+')Fi Xci), i=1,2;..,q-1. We denote a cycle of length q by C = [x&')xs) . . . x64)], where each n consecutive bits correspond to a state. The state diagram of an FSR is called a factor if each state belongs to a cycle. Two
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01988 IEEE cycles C, and C, are said to be adjacent if they are (state) disjoint and a state X exists on C, whose companion X' is on C,. It is well-known [9] that C, and C, are jpined into a single cycle when the predecessors of X and X' are interchanged. When all the cycles of a factor are joined into one cycle, this cycle has 2" states, and it is called a full-length shift register cycle or a de Bruijn cycle. The de Bruijn graph of order n, G, [8] , is a graph with 2" vertices, each of which is represented by a different binary n-tuple. From vertex X= (x,, xi; . ., x,-i) to vertex Y = (YO? YIY-f .7 y, ~ i) there is a directed edge if and only if Yi = xi+1> i=O,l;.. 3 n -2, and y,-i E B.
A factor in a directed graph is a set of vertex disjoint directed cycles which includes all the vertices of the graph. Clearly, there is a one-to-one mapping between the factors of G,, and the factors of the FSR,. A de Bruijn cycle is a factor and a Hamiltonian cycle in G,,. Comprehensive work on shift registers can be found in [9] , and a survey on de Bruijn cycles can be found in [lo] .
The de Bruijn graph may be generalized to an alphabet with t letters as follows. The de Bruijn graph [ll] of order n over an alphabet with t letters, Gn,t, is a graph with t" vertices, each of which is represented by a distinct t-ary n-tuple. From vertex X= (x0, xi; . . , Yn-iE {o,l,*~*,t-l}.
A t-ary de Bruijn cycle is a Hamiltonian cycle in G, I. Constructions of t-ary de Bruijn sequences can be found in [12] - [14] . In our construction of perfect maps and pseudorandom arrays, we use some of the ideas from the construction of Etzion [14] for t-ary de Bruijn cycles.
III. CONSTRUCTION OF PERFECT MAPS
Now we present a procedure for generating an r x v doubly periodic array, where rv = 2"" with the n x m window property, i.e., each n X m binary matrix appears exactly once in one period of the array. It is easy to verify that the number of rows of the array must be a power of 2, i.e., r = 2k. Since the zero n X m matrix appears exactly once, we also have r > n. Our construction will produce (24 2"" -k; n, m)-arrays whenever n < 2k I 2", unless both k = n and m = 2. The construction involves a factor in G, with 2"-k cycles of length r = 2k. This factor will be called a perfect factor and will be denoted by PF(n). We will prove the existence of perfect factors for all possible values of r that are powers of 2 and satisfy n < r I 2". When m = 1, the array whose columns are the cycles of a perfect factor is clearly a (2k,2"-k; n,l)-array. Henceforth we will assume that n > 1 and m > 1.
A. The Zero Shift of a Cycle
Given a perfect factor, in each of the cycles of length 2k we choose a unique state of size n to be the zero state in the cycle. All the other states will be numbered in ascending order. The representation of the cycle in which the zero state is at the beginning of the cycle will be called the zero shift of the cycle. All the other shifts will be numbered in ascending order from shift one to shift 2k -1. We will choose the zero state as the minimal state in the cycles (we view the states as numbers in base 2 notation); note, however, that it can be chosen in other ways. We also order all the 2"-k cycles in ascending order according to their zero state. Again, any other order could also serve for the construction and would produce a different perfect map. The location of the cycle c,, 15 i I 2npk, in this order will be denoted by L(ci), 0 I L(ci) < 2"-k -1.
Example I: For n = 6 and r = 8 the following eight cycles are a perfect factor in G6, presented in their zero shift and ordered in ascending order of their zero state: 
B. The Graph Representation
With each perfect factor PF(n) and each m > 2 we associate a graph GPF(n),m. The graph has 2nm-k vertices, each one represented by a 2k x m vertically periodic matrix. Each matrix is an m-state X = (x0,(x1, s,); . . , (x,-i, sm-i)), where xi is a cycle from PF(n), si E {O,l; * * ,2k -l} is the shift of xi, and x0 is always taken in its zero shift.
Lemma 1: Each n X m binary matrix appears exactly once as a window in one of the vertices.
Proof: By induction on m. Basis: If m = 1, then each n x 1 binary matrix appears exactly once in one vertex since the vertices represent the cycles of the perfect factor PF(n) in G,,.
Induction: Assume the claim holds for the n X (m -1) windows in GPF(,,) ,,-i. Let T, be an n X m binary matrix.
Let T,-, be the matrix consisting of the first m -1 columns of T,. By the induction hypothesis, TM_, appears exactly once in one vertex of GPFcn), m-l. The vertices of GPF(n,,m can be generated by taking the 2k X (m -1) matrix of each vertex of G,,(,,, m-i and attaching to its end all the cycles of PF(n) in all the 2k possible shifts. Since this implies that we will generate a (2k,2"m-k; n, m)-array each binary n-tuple appears as a window in PF(n), one of whenever n < 2k I 2" unless both k = n and m = 2. those shifts attaches the last column of T, to T,-,.
Q.E.D. Q.E.D.
To generate a Hamiltonian cycle, we take a factor in The graph GPF(n),m has 2"("'+ljpk directed edges. From GPF(n), m and join the cycles into a single Hamiltonian the vertex X= (x0,(x1, s,); . .,(x,-i, sm-i)) there is a cycle. This is done using the following theorem which can directed edge to the vertex Y = (y,, ( y,, tl); * a, be easily verified. ;Y~-~, L-d) iff f or x~+19 sj+l -each j, 1 I j I m -2, ( yL, fj) = s,), where sj+i -si is taken modulo 2 , y, = xi, y,,-i~pF(n), and tmplE {0,1,~~~,2k-l}. Thus for each vertex the out degree is 2", and that is also the in degree of the vertex.
The set of companions X' of an m-state X = (x0,(x1, Q),. .
is a set of mstates, where Y = (A,, (yl, tl>; * ., (~~-2, t,,-2), (y,,-i, t,,-l)) E X' iff xi = yi and si = ti for i = 0,l; . ., m -2, ym-i E PF(n), and one of the following holds: either ym~~Zx,~~,andt,-,~{0,1,~~~,2k-l},ory,~l=x,~~, tm-lE {o,l;*~, 2k -l}, and t,,-,# s,-i. A cycle C = [TV), T(2) . . ., T(4)] in G, F(n) m, where T (i), 1 I i I q, are the conse&tive vertices of the cycle also can be represented by the 2k x (q + m -1) matrix R = [Td')Td2). * * T~4'T~4'T'4'. . . Ti4)J, where 7].(j) corresponds to the i column in T(j), and each of the consecutive m columns corresponds to a vertex in GPFcn), m. Note that we can erase the last m -1 columns if they are in the same shift as the first m -1 columns and consider the matrix R as a doubly periodic matrix. To avoid confusion, however, we will not erase those columns unless the matrix corresponds to a perfect map.
Theorem 1: A sufficient condition for the existence of a (24 2""~5 n, m)-array, where n < 2k I 2" and m # 2 if k = n, is the existence of a Hamiltonian cycle in GPFtn), m.
Proof: By the definition of the matrix representation R of a cycle and Lemma 1, each n X m window appears in the matrix representation R of the Hamiltonian cycle in Gw(n), m. Hence we only have to prove that the last m -1 columns of R, which are the same as the first m -1 columns of R, are also in the same shift; this would imply that we can erase the last m -1 columns of R to obtain a (2k, 2""-5 n, m)-array. For this we have to sum the shifts of the columns of R, where the shift of a column is relative to the shift of the previous column.
In R there are 2nm-k+m-1 columns. Each of the first 2nm-k columns corresponds to a different vertex in Since the vertical size of the array is 2k, we take this sum modulo 2k. To get the last m -1 columns in the same shift C. General Construction of Hamiltonian Cycles as the first m -1 columns, we must have (2k -l)2""-k-' The necklaces factor (NF) is a factor of GPF(n),m which =O(mod2k) or nm-2k-120.
Since n>l and m>l, is defined by the following property: X = (x0,(x1, sl) , . . . , (xm-11 s,-,>> and Y= (Y,,(Y,, h>,-. -,(Y,-~, t,-J> are on the same NF cycle iff X is a cyclic shift of Y, i.e., there exists an i such that y, = xi and for each j, 1s j < m -1, ( yj, tj) = (x~+~, si+j -si) where subscripts are taken modulo m and si+j -si is taken modulo 2k. The NF factor in the one-dimensional case was used in the binary case [15] , [16] and in the t-ary case [12] - [14] , (x, s,) , . . +, (x, s, _ 2), (x, 0)) has shift weight q-l.
Therefore, Y=(~,(x,s~),~~~,(x,s,,~~),(x,~)) is an m-state on an NF-cycle C, with SW (C,) = q -1 and Y E X'.
Q.E.D.
Construction A: Lemmas 2 and 3, along with Theorem 2, suggest a simple method of joining all the NF-cycles to construct a Hamiltonian cycle in GPFcn), m. At each step we have a main cycle obtained in the previous steps by joining a subset of the NF-cycles. Initially, the main cycle contains all the m-states of l-weight zero. This cycle is constructed in m + 1 initial steps. In initial step 0 the main cycle is the unique cycle of l-weight zero and shift weight zero. Before initial step q, 1 I q I m, the main cycle contains all the m-states with l-weight zero and shift weight less than or equal to q -1. In step q we extend the main cycle by joining to it all the NF-cycles of l-weight zero and shift weight q (in arbitrary order). This is always possible because the current main cycle contains all of the states whose shift weight is less than q and since each NF-cycle of shift weight q 21 has an m-state of the form X= (x,(x, Sl),. * *3 (x, s,,-~),(x, s,,-~)), where L(x) = 0, smpl > 0, and SW (X) = q, it can be joined (see Theorem 2 and Lemma 3) to the current main cycle. After all the NF-cycles with l-weight zero have been joined to the main cycle, the main cycle is extended by adjoining all the cycles of l-weight one. In the general step jm + i, (0 I j I 2"-k -2, 1 I i I m), we extend the main cycle by adjoining all the NF-cycles of (j + l)-weight i (in arbitrary order). This is always possible because the current main cycle contains all of the states whose (j +1)-weight is less than i and since each NF-cycle of (j + l)-weight i 2 1 has an m-state of the form X= (x0,(x1, sd,-. .,(x,,-~, s,,-~),(x,,-~, s,-J>, where L(x,-,) = j + 1, it can be joined (see Theorem 2 and Lemma 2) to the current main cycle. This procedure ends when all the NF-cycles have been joined together. An immediate consequence is the following theorem.
Theorem 3: Construction A produces a Hamiltonian cycle in GPF(n), m* A specific procedure for generating the bits of the perfect maps can be given in a way that is similar to the procedure for generating t-ary de Bruijn cycles in [14] . Note that we can choose the zero states, order the cycles of PF( n), and choose the m-states through which we perform the join in many alternative ways, thereby forming many different perfect maps of the same size.
D. The Existence of Perfect Factors
To apply Construction A to generate (Y, u; n, m)-arrays we must show the existence of perfect factors. This is an interesting question in shift register theory. We show that, for each k and n such that k I n < 2k, a factor exists in G,, with 2"-k cycles of length 2k. For this we introduce the idea of linear complexity of a binary cycle. where a4 denotes a sequence of q a 's. The (linear) complexity C(S) of S is defined as the least integer c for which there exists a polynomial f(E) of degree c such that f(E)S = Ole"s*(S). For future reference purposes, we state the following known fact.
Fact l[IO], [17]: If S is a sequence whose length is a power of 2, then C(S) = c if and only if (E + l)'-?S = Ilength
For the proof of the existence of perfect factors we also need the D-morphism operator D for de Bruijn graphs and its inverse D-l as defined by Lempel [18] . When applied to a sequence, D can be viewed as being equivalent to the operator E + 1 (see [17] It also follows from the definition of D (see [17] ) that if f(E)S = 0 and E +1 is a factor of f(E), then C(DS) = C(S) -1. Hence by Fact 1 we obtain Fact 2.
Fact 2: Let length(S) be a power of 2. Then C(D-?S) = c(s)+l.
Another important fact was obtained in [17] . Fact 3: Let length(S) = 2". Then C(S) = 2" if and only if the weight of S is odd.
For ,a de Bruijn sequence S of length 2" we have [17] , 2"-l+ n I C(s) I 2" -1. Etzion and Lempel [19] proved that for all n 21, the lower bound 2"-' + n is attainable, i.e., there exists a de Bruijn sequence of order n and linear complexity 2"-' + n. They also gave a method of constructing such sequences. Another class of interesting sequences appears in the following lemma.
Lemma 4 [19] , [20] : Let M(n) denote a maximal set of sequences of length 2110snj+1 and complexity n + 1. Then each S E M(n) satisfies (E + 1)5' = l1ensth(s), the cardinality of M(n) is 1 M(n) I= 2n-110snl-1, and each of the 2" binary n-tuples appears exactly once in one of the members of M(n). Now we can state our main result on perfect factors in 6 Theorem 4: Let n and k be integers such that k < n < 2k. Then a perfect factor exists in G,, with 2"-k cycles of length 2k.
Proof: We distinguish between two cases. In Case 1, 2k-' < n < 2k. This case is covered by Lemma 4.
In Case 2, k I n I 2k-1. Let S be a de Bruijn sequence of length 2k and minimal complexity 2k-' + k. Apply D-cnwk) on S to get sequences with complexity 2k-' + n I 2k (by Fact 2) . By the definition of D and Fact 3 those sequences are a factor in GkPnek = G,, and have length 2k. Hence D-cnpk)S is a factor in G,, which consists of 2"-k sequences of length 2k. Q.E.D.
Corollary I: Let n and k be integers such that n < 2k I 2". Then a perfect factor exists in G,, with 2"-k cycles of length 2k.
Corollary 1 shows the existence of perfect factors for all possible values of k and n, n < 2k I 2". Thus Construction A can be applied for all those values. By applying Construction A to join the cycles with polynomial n(c_,f,(x) produces a zero factor with expol-weight zero we can obtain the following cycle: nent e.
Applying Construction A to the remaining NF-cycles, we obtain the following (4,128; 3,3)-array which is divided into two parts consisting of its first and last 64 columns, respectively. Note that the last two columns of the cycle representation were erased along with the outside braces:
Tables of irreducible polynomials are readily available in the literature [21] - [23] . The first value which is not covered by Theorems 5-7 is a zero factor with exponent 15 in G12, and the next value is a zero factor with exponent 21 in G,,. A problem of considerable interest arises here: if . ., x,-~) = CyiJaixi has a characteristic polynomial f (x) = 1 + C:$aixi.
Theorem 5 [9] : If the characteristic polynomial f(x) of a shift register is irreducible, then the shift register produces a zero factor with exponent d, where d is the smallest integer such that f(x) divides 1 -xd. Theorem 6 191: Every factor e of 2" -1 which is not a factor of any number 2d -1 with d -C n occurs as the exponent of a zero cycle which corresponds to an irreducible polynomial of degree n. There are +(e)/n irreducible polynomials which correspond to zero factors with exponent e, where $I is the Euler function. degree 3 which correspond to two shift registers with a zero factor of exponent 7 and multiply them to obtain the desired factor. Hence the characteristic polynomial f(x) = (x3+x2+1)(x3+x+1)=x6+xs+x4+xs+x2+x+1, and its corresponding shift register with the function f(x,, x1,-* *> x5) = x,cBx,a3 . * * @x, has a zero factor with exponent 7. The zero factor in G6 contains the cycle [0] and the following nine cycles of length 7:
The construction of the pseudorandom arrays is similar to Construction A. We generate a graph GZF(,,), m from the zero factor ZF(n). In this graph only the zero matrix does not appear as a window in some vertex, and the zero cycle of ZF(n) is taken in its only shift, the zero shift.
Theorem 8: Let ZF(n) be a zero factor in G,,. If Construction A is applied on GZF(,,),,,, the result is a pseudorandom array for all the values of m.
Proof: This is a similar claim to the one in Theorem 1, but we do not have to sum the shifts. Since the array has Another result which follows directly from the theory of m -1 consecutive columns of zeros, we can arrange the linear shift registers [9] is the following theorem.
array (from the general Hamiltonian cycle) in such a way The same constructions can be used to obtain perfect maps and pseudorandom arrays with entries which, instead of being O's, and l's are taken from an alphabet of t symbols. Sometimes, however, we can get perfect maps with values which are not obtained in Theorem 1. As an example, for odd t and m = 2 we can take a t-ary de Bruijn sequence of order n and form a t-ary (t", t"; n,2)-array. In column number one we put the de Bruijn sequence in some shift. In column i, 2 I i I t", we put the sequence shifted in i -1 positions relative to the sequence in column i -1. The only missing shift is the zero shift. This one will occur if the last column is the same as the first column. As in the proof of Theorem 1 we have to sum all the shifts
1+2+3+
... +(t"-2)f(P-1) = (+I);, and it is easy to verify that (t" --l)t"/2 = O(mod t"), and hence the last column is the same as the first one and the array is a t-ary (t n, t"; n, 2)-array.
Example 9: For t = 3 the sequence [001122021] is a 3-ary de Bruijn sequence of order two, and the following array is a 3-ary (9,9; 2,2)-array: 
