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Abstract
A reaction-diffusion system of activator–inhibitor type is studied on an N-dimensional ball
with the homogeneous Neumann boundary conditions. We analyze the stability property of
the spherically symmetric solutions and their symmetry-breaking bifurcations into layer
solutions which are not spherically symmetric.
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1. Introduction and main results
This is a continuation of [23] in which we have constructed a family of
equilibrium transition layer solutions to the following system of reaction-diffusion
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equations:
egut ¼ e2Du þ f ðu; vÞ
xAO;
evt ¼ DDv þ egðu; vÞ
0 ¼ @u=@n ¼ @v=@n xA@O;
8>>>><
>>>:
ð1:1Þ
where O ¼ fxARN j jxjoRg is the unit ball in the N-dimensional space, and n stands
for the unit outward normal on the boundary @O: These equilibrium solutions are
spherically symmetric and have an internal transition layer at jxj ¼ R for some
RAð0; RÞ:
The conditions on the reaction kinetics ðf ; gÞ are the same as in [23]:
(A1) The functions f and g are CN on R2: The equation f ðu; vÞ ¼ 0 has three sub-
branches of solutions
Cþ ¼fðu; vÞ j u ¼ hþðvÞ; vAIþ ¼ ð	N; %vÞg;
C	 ¼fðu; vÞ j u ¼ h	ðvÞ; vAI	 ¼ ð
%
v;NÞg;
C0 ¼fðu; vÞ j u ¼ h0ðvÞ; vAI0 ¼ Iþ-I	 ¼ ð
%
v; %vÞg;
such that
h	ðvÞoh0ðvÞohþðvÞ on I0:
(A2) If we deﬁne JðvÞ for vAI0 by
JðvÞ :¼
Z hþðvÞ
h	ðvÞ
f ðs; vÞ ds;
then JðvÞ has an isolated zero vAI0 such that J 0ðvÞo0:
(A3) fuðh7ðvÞ; vÞo0:
(A4) If we deﬁne G7ðvÞ ¼ gðh7ðvÞ; vÞ for vAI7; then
7G7ðvÞ40; d
dv
G7ðvÞ

v¼v
¼ G7v ðvÞo0 and gvðh7ðvÞ; vÞp0:
Under these conditions, we will study stability properties of the equilibrium
solutions. Stability properties of internal layer solutions in a one-dimensional
domain was ﬁrst successfully investigated by Nishiura and Fujii [16]. They developed
a method called a singular limit eigenvalue problem. This method was later applied to
two-dimensional case by Taniguchi and Nishiura [26,27]. In [26,27] the singular limit
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eigenvalue problem was applied to internal layers with a flat interface. In our
situation, the associated interface is curved, i.e., it is a sphere of radius R: Therefore,
the method of stability analysis we will present in this paper is a generalization of the
methods developed in [16,26,27] to a curved interface case.
1.1. Main results
For the sake of reference, we restate the existence theorem established in [23].
Theorem 1.1 (Existence of spherical internal layers). Under conditions ðA1Þ–ðA4Þ;
there exist a constant e40 and a family of spherically symmetric equilibrium solutions
ðueDðrÞ; veDðrÞÞ of (1.1) for eAð0; e which satisfies the following:
(i) lime-0 v
e
DðrÞ ¼ v uniformly on ½0; R:
(ii) For each d40;
lim
e-0
ueDðrÞ ¼
h	ðvÞ
hþðvÞ
8><
>: uniformly for
0prpR 	 d;
R þ dprpR;
8><
>:
where R ¼ ER with
E ¼ G
þ

½G
 1=N
where ½G :¼ Gþ 	 G	 ; G7 ¼ G7ðvÞ:
In the sequel, we denote by ðuðz; vÞ; cðvÞÞ the unique solution of the following
problem:
uzz þ cuz þ f ðu; vÞ ¼ 0; zAR;
uð0Þ ¼ h0ðvÞ; limz-7N uðzÞ ¼ h7ðvÞ;
8><
>:
which has a unique solution for each v near v (cf. (A2), (A3)). Moreover, uzðz; vÞ40
and
c0ðvÞ ¼ 	J 0ðvÞ=m2 where m :¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ N
	N
½uzðz; vÞ2 dz
s
: ð1:2Þ
Throughout this article, the quantities in (1.2) will frequently be used, and uðz; vÞ
will be simply written as uðzÞ:
To study the stability properties of ðueDðrÞ; veDðrÞÞ; we linearize (1.1) around
ðueDðrÞ; veDðrÞÞ and consider the following eigenvalue problem:
LeD
j
c
 
¼ l egj
c
 
; ð1:3Þ
ARTICLE IN PRESS
K. Sakamoto, H. Suzuki / J. Differential Equations 204 (2004) 93–122 95
where
LeD ¼
e2Dþ f eu ðrÞ f ev ðrÞ
geuðrÞ e	1DDþ gevðrÞ
0
B@
1
CA;
with f eu ðrÞ ¼ fuðueDðrÞ; veDðrÞÞ and analogously for f ev ðrÞ; geuðrÞ and gevðrÞ: The
Laplacian D is expressed, in terms of the polar coordinates ðr; yÞ with r ¼ jxj and
y ¼ x=jxjAS; as
D ¼ @
2
@r2
þ N 	 1
r
@
@r
þ 1
r2
DS;
where DS is the Laplace–Beltrami operator on the unit sphere SCRN : The form of
the differential operators in (1.3) allows us to employ the procedure of separation of
variables, leading naturally to the following.
Deﬁnition 1.1. An eigenvalue of (1.3) is called jth harmonic if the corresponding
eigenfunction ðj;cÞ has the form
jðxÞ ¼ aðjxjÞbðyÞ; cðxÞ ¼ cðjxjÞ dðyÞ;
with bðÞ and dðÞ are spherical harmonics of order j ð jX0Þ:
The jth harmonic eigenvalues of (1.3) are eigenvalues of
Le; jD
jðrÞ
cðrÞ
 
¼ l egjðrÞ
cðrÞ
 
; ð1:4Þ
where
Le; jD ¼
Le; j f ev ðrÞ
geuðrÞ Me; j
0
B@
1
CA;
with
Le; jjðrÞ ¼ e2 jrr þ
N 	 1
r
jr 	
jð j þ N 	 2Þ
r2
j
 
þ f eu ðrÞj;
Me; jcðrÞ ¼ e	1D crr þ
N 	 1
r
cr 	
jð j þ N 	 2Þ
r2
c
 
þ gevðrÞc:
Note that lj :¼ jð j þ N 	 2Þ is the jth eigenvalue of 	DS and that the corresponding
eigenfunctions are called spherical harmonics of degree j (cf. [7]).
The eigenvalues of (1.3) are characterized in the following theorem (Figs. 1 and 2).
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Theorem 1.2 (Distribution of critical eigenvalues). For eAð0; e and g40; the
following statements hold:
(i) The set sðLeDÞ of the eigenvalues of (1.3) is expressed as
sðLeDÞ ¼
[
jX0
sj; sj ¼ fle;jk gNk¼0
where sj is the set of jth harmonic eigenvalues. Moreover, there exists a constant
L40 such that
Rle; jk p	 L ðeAð0; e; jX0; kX1Þ:
(ii) For each jX0 the principal jth harmonic eigenvalue has the following
characterization:
le;00 ¼ l;00 þ OðeÞ where l;00 ¼
1
2
T þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðTÞ2 	 4B=g
q 
;
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Fig. 1. Functional form of Lð jÞ for N ¼ 2:
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Fig. 2. Functional form of Lð jÞ for N ¼ 3
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with T ¼ENG	v ðvÞ þ ð1	 ENÞGþv ðvÞo0;
B ¼ c0ðvÞGþðvÞN=R40:
gle;j0 ¼ eLð jÞ þ Oðe2Þ ð for jX1Þ;
with Lð jÞ ¼ c
0ðvÞ½G
D
R
1	 EN
N
	 j þ ð j þ N 	 2ÞE
2jþN	2
jð2j þ N 	 2Þ
 
	 ð j 	 1Þð j 	 1þ NÞ
R2
:
Theorem 1.2(i) says that in order to determine the stability of the spherical internal
layer solutions in Theorem 1.1, one only needs to look at the critical (i.e., principal)
eigenvalues le;j0 ð jX0Þ: Theorem 1.2(ii) says that Rle;00 o0 regardless of the
magnitude of g40: Moreover, the sign of le;j0 with jX1 is independent of g: It is
easily veriﬁed that le;10 o0 because of condition (A2) which implies c0ðvÞ ¼
	J 0ðvÞ=m240; and hence
Lð1Þ ¼ 	 c
0ðvÞR
D
GþðvÞo0:
Therefore, to determine the stability, we need to characterize the sign of Lð jÞ for
j41: However, the sign depends on the parameters D and E: To facilitate the
analysis of Lð jÞ; we introduce
D0ð j; EÞ :¼ c
0ðvÞ½GR3
ð j 	 1Þð j 	 1þ NÞ E
3 1	 EN
N
	 j þ ð j þ N 	 2ÞE
2jþN	2
jð2j þ N 	 2Þ
 
for j41: One can verify that
Lð jÞ
o
¼
4
8><
>:
9>=
>;0 in and only if D
4
¼
o
8><
>:
9>=
>;D0ð j; EÞ; ð1:5Þ
where we used the fact R ¼ ER:
An elementary calculus reveals the following. Although the variable j runs over
integers greater than 1, we treat it in the next theorem as a continuous variable
ranging all real numbers 41:
Theorem 1.3 (Functional form of D0ð j; EÞ). The function D0ð j; EÞ verifies the
following properties:
(i) For each EAð0; 1Þ there exists a unique zero j ¼ jSðEÞ41 of D0ð j; EÞ such that
D0ð j; EÞ40 (resp. o0) for j4jSðEÞ (resp. jojSðEÞ). The function jSðEÞ is
monotone increasing and satisfies
lim
E-0
jSðEÞ ¼ 1 and lim
E-1
jSðEÞ ¼N:
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(ii) There exists a unique jðEÞ4jSðEÞ such that
@D0ð j; EÞ
@j
4
¼
o
8><
>:
9>=
>;0 for j
o
¼
4
8><
>:
9>=
>;jðEÞ:
Namely, D0ð j; EÞ attains its positive maximum at j ¼ jðEÞ:
(iii) The function jðEÞ is monotone increasing in E : djðEÞ=dE40:
Proof. It is convenient to write Lð jÞ as
Lð j; EÞ ¼ c
0ðvÞ½G
D
RMð j; EÞ 	 ð j 	 1Þð j 	 1þ NÞ
R2
;
where
Mð j; EÞ ¼ 1	 E
N
N
	 j þ ð j þ N 	 2ÞE
2jþN	2
jð2j þ N 	 2Þ : ð1:6Þ
It is easy to verify that
Mð1; EÞ ¼ 	ENo0; lim
j-N
Mð j; EÞ ¼ 1	 E
N
N
40;
@Mð j; EÞ
@j
40;
@2Mð j; EÞ
@j2
o0:
Therefore, we ﬁnd that there exists a unique jSðEÞ41 such that Mð jSðEÞ; EÞ ¼ 0: It
is obvious that if jpjSðEÞ; then the eigenvalue le;j0 is always negative no matter what
value D40 takes. Since @Mð j; EÞ=@E ¼ 	EN	1 	 ð j þ N 	 2ÞE2jþN	3=jo0; the
function jSðEÞ satisﬁes
d
dE
jSðEÞ40; lim
E-0
jSðEÞ ¼ 1; lim
E-1
jSðEÞ ¼N:
This proves Theorem 1.3(i).
To prove Theorem 1.3(ii), we note that
Lð jÞo03D4D0ð j; EÞ :¼ c0ðvÞ½GR3 E
3Mð j; EÞ
ð j 	 1Þð j 	 1þ NÞ:
To show the existence of jðEÞ; we deal with Dˆ0ð j; EÞ :¼ D0ð j; EÞ=c0ðvÞ½GR3:
Note that c0ðvÞ½GR340: The derivative of Dˆ0 with respect to j is given
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by
@
@j
Dˆ0ð j; EÞ ¼ E
3
ð j 	 1Þ2ð j 	 1þ NÞ2 D1ð j; EÞ;
where
D1ð j; EÞ ¼ @Mð j; EÞ
@j
ð j 	 1Þð j 	 1þ NÞ 	 Mð j; EÞð2j þ N 	 2Þ:
It sufﬁces to show that D1ð j; EÞ ¼ 0 has a unique solution j ¼ jðEÞ4jSðEÞ: By
differentiating D1 with respect to j; and using the facts @
2M=@j2o0 and M40 for
j4jSðEÞ; it follows that
@
@j
D1ð j; EÞ ¼ @
2Mð j; EÞ
@j2
ð j 	 1Þð j 	 1þ NÞ 	 2Mð j; EÞo0: ð1:7Þ
Moreover, one can verify
lim
j-jSðEÞ
D1ð j; EÞ ¼ @Mð jSðEÞ; EÞ
@j
ð j 	 1Þð j 	 1þ NÞ40 ð1:8Þ
and
@Mð j; EÞ
@j
¼ O 1
j2
 
; Mð j; EÞE1	 E
N
N
¼ Oð1Þ as j-N
and hence
D1ð j; EÞ ¼ Oð1Þ 	 Oð jÞo0 as j-N: ð1:9Þ
Therefore, (1.7)–(1.9) imply the unique existence of jðEÞ; establishing the statement
(ii).
Let us now show that dj=dE40: Since jðEÞ is the zero of D1ð j; EÞ; we have
@D1ð jðEÞ; EÞ
@j
djðEÞ
dE
þ @D1ð jðEÞ; EÞ
@E
¼ 0: ð1:10Þ
Since @2M=@j@E40 and @M=@Eo0 hold for j4jSðEÞ; we have
@D1ð j; EÞ
@E
ð j 	 1Þð j 	 1þ NÞ 	 @Mð j; EÞ
@E
ð2j þ N 	 2Þ40: ð1:11Þ
Therefore, (1.10) together with (1.11) and (1.7) implies
djðEÞ
dE
40;
which establishes (iii). &
ARTICLE IN PRESS
K. Sakamoto, H. Suzuki / J. Differential Equations 204 (2004) 93–122100
Once the last theorem is established, we immediately obtain the following criterion
for stability (Figs. 3 and 4).
Theorem 1.4 (Stability). For D4DðEÞ :¼ D0ð jðEÞ; EÞ and eAð0; e; the solution
ðueD; veDÞ in Theorem 1.1 is stable as an equilibrium solution of (1.1), where DðEÞ is
estimated from above as
DðEÞo 2c
0ðvÞ½GR3
NðN þ 1ÞðN þ 2Þ:
Proof. Since DðEÞ ¼ maxfD0ð j; EÞ j j4jSðEÞg from Theorem 1.2, the ﬁrst state-
ment immediately follows from (1.5).
Let us establish the upper bound in Theorem 1.4. Since we can easily verify from
(1.6) that @Mð j; EÞ=@Eo0; Mð j; EÞ is decreasing in E: By using this and
@M=@Eo0; we estimate D0 from above as follows:
D0ð j; EÞo c0ðvÞ½GR3 Mð j; 0Þð j 	 1Þð j 	 1þ NÞ
p c0ðvÞ½GR3 Mð2; 0Þ
N þ 1 ¼
2c0ðvÞ½GR3
NðN þ 1ÞðN þ 2Þ ð jX2Þ:
We add that the estimate on the upper bound obtained here is quite far from an
optimal value. &
Corollary 1.1. For each integer j4jSðEÞ; there exists a unique value D ¼ DjoDðEÞ
for which the jth critical eigenvalue le;j0 becomes zero.
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Fig. 3. Functional form of D0ð j; EÞ with E ¼ 0:5:
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Corollary 1.1 suggests that a static bifurcation from the spherical layer solution
may occur at each D ¼ Dj :
In order to state our result on the bifurcation, we restrict ourselves to N ¼ 2: For
NX3; a result similar to Theorem 1.5 below is still true. The only reason for our
restriction to two-dimensional spaces is to avoid the complication in identifying
isotropy subgroups ofOðNÞ which have a one-dimensional ﬁxed point subspace. The
classiﬁcation of isotropy subgroups of Oð3Þ with one-dimensional ﬁxed point
subspace is detailed in [10, Chapter XIII, Section 9].
Let us denote by Dj the dihedral group which is generated by a rotation through
the angle 2p=j and a reﬂection with respect to a line passing through the origin
in R2:
Corollary 1.1 says that for each j4jSðEÞ there exists a unique value D ¼ Dj such
that the jth harmonic eigenvalue le; j0 is equal to zero. We assume that the critical D-
value D ¼ Dj is not realized as the critical D-value for other j0aj; namely, we restrict
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our discussion to those j’s that verify the following condition:
ðSHÞ fj4jSðEÞ j there is no j0aj for which Dj ¼ Dj0 g:
This conditions is imposed to avoid dealing with bifurcations from multiple
singularities.
Theorem 1.5 (Symmetry breaking bifurcation). Suppose that N ¼ 2 and j verifies the
condition ðSHÞ above. When the parameter D passes the critical value Dj ; non-
spherically symmetric solutions U
e; j
D ðxÞ ¼ ðue; jD ðxÞ; ve; jD ðxÞÞ bifurcate from the spheri-
cally symmetric solution ðueDðjxjÞ; veDðjxjÞÞ: The symmetry group of the bifurcated
solutions U
e; j
D ðxÞ is Dj; the dihedral group of order j:
We will now prove Theorems 1.2 and 1.5.
2. Linear stability analysis
In this section, we study the eigenvalue problem associated with the spherical
layers ðueDðrÞ; veDðrÞÞ of Theorem 1.1 and prove Theorem 1.2. Note that these
solutions are approximated as in the proof of Theorem 1.1 in [23]. Namely, they are
almost constant on fxj jxjpR 	 d; R þ dpjxjpRg;
ueDðrÞEh7ðvÞ; veDðrÞEv
and near the interface jxj ¼ R they are approximated as follows;
ueDðR þ ezÞE
X
jX0
eujðzÞ; veDðR þ ezÞE
X
jX0
evjðzÞ:
In particular, we have
v0ðzÞ  v; v1ðzÞ  b1; v2ðzÞ  b2 þ zV1r ðRÞ;
u0ðzÞ ¼ uðz þ s0Þ;
where s0; b1; b2 are appropriate constants determined in [23] (cf. formula (3.45) and
(3.46) therein). We recall the following relation:
V 1r ðRÞ ¼ 	
G	ðvÞ
ND
R ðC1 	matchingÞ
from (3.38) in [23]. The function u is the unique solution of
0 ¼ uzzðzÞ þ f ðuðzÞ; vÞ; zAR;
uð7NÞ ¼ h7ðvÞ; uð0Þ ¼ h0ðvÞ:

ðSWÞ
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The function u1ðzÞ is the unique solution of
0 ¼ u1zzðzÞ þ fuðuðzÞ; vÞu1ðzÞ þ fvðu0ðzÞ; vÞb1; zAR; u1ð0Þ ¼ a1;
where a1 is the constant determined by (3.46) in [23]. These functions will be used
below.
2.1. Eigenvalue problems
The eigenvalue problem we study is (1.3), which is restated here:
LeD
j
c
 
¼ l egj
c
 
xAO;
@j
@n
¼ 0 ¼ @c
@n
xA@O; ð2:1Þ
where
LeD ¼
Le f ev ðrÞ
geuðrÞ Me
0
B@
1
CA ð2:2Þ
and
Le :¼ e2Dþ f eu ðrÞ; Me :¼ e	1DDþ gevðrÞ;
with f eu ðrÞ ¼ fuðueDðrÞ; veDðrÞÞ and analogously for f ev ; geu and gev:
Let us denote by
flj; bkj ðyÞgNj¼1;k¼1;y;dj
an L2-complete system of eigenpairs for 	DS; where DS is the Laplace–Beltrami
operator on the unit sphere S ¼ SN	1 in RN : It is known [7] that
lj ¼ jð j þ N 	 2Þ ð j ¼ 0; 1;yÞ
and that the multiplicity dj of the eigenvalue lj is given by
dj ¼ ð2j þ N 	 2Þð j þ N 	 3Þ!=j!ðN 	 2Þ!;
which reads as d0 ¼ 1 and dj ¼ 2 ð jX1Þ when N ¼ 2: The functions bkj ðk ¼
1;y; djÞ are called spherical harmonics of degree j:
If a complex number l is an eigenvalue of (2.1) and ðj;cÞ is an associated
eigenfunction, then multiplying (2.1) by bkj and integrating over S; we obtain for each
j ¼ 0; 1;y;
Le; jD
jj
cj
 
¼ l egj
j
cj
 
; rAð0; RÞ; jjrð0Þ ¼ jjrðRÞ ¼ 0 ¼ cjrð0Þ ¼ cjrðRÞ; ð2:3Þ
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where
Le; jD ¼
Le; j f ev ðrÞ
geuðrÞ Me; j
0
B@
1
CA;
Le; j ¼ e2 d
2
dr2
þ N 	 1
r
d
dr
	 lj
r2
 
þ f eu ðrÞ;
Me; j ¼ e	1D d
2
dr2
þ N 	 1
r
d
dr
	 lj
r2
 
þ gevðrÞ
8>>><
>>:
and
jjðrÞ ¼
Z
S
jðryÞbkj ðyÞ dy; cjðrÞ ¼
Z
S
cðryÞbkj ðyÞ dy:
Since ðj;cÞað0; 0Þ; the completeness of the system of eigenfunctions fbkj g (cf. [7])
implies that there exists at least one jX0 for which ðjj ;cjÞað0; 0Þ: Therefore, for
each eigenvalue l of (2.1) there exists a jX0 such that l is an eigenvalue of (2.3). On
the other hand, if l is an eigenvalue of (2.3), then it is also an eigenvalue of (2.1). We
have thus established the ﬁrst part of Theorem 1.2(i):
sðLeDÞ ¼
[N
j¼0
sðLe;jD Þ:
We now focus our attention on (2.3) for jX0:
We ﬁrst describe the behavior of the principal eigenvalues mj0ðeÞ and nj0ðeÞ of Le;j
and Me;j ; respectively.
Proposition 2.1. The principal eigenpair of Le;j has an asymptotic expansion
mj0ðeÞ ¼
X
lX2
elmjl ; f
e;j
0 ðrÞ ¼
1ﬃﬃ
e
p
X
lX0
el *fl; j
r 	 R
e
 
;
where mjl ðl ¼ 0; 1; 2Þ and *fl; jðzÞ ðl ¼ 0; 1Þ are given by
ð1Þ *f0; jðzÞ ¼ k0u0zðzÞ with k0 ¼ ðmRðN	1Þ=2 Þ	1;
ð2Þ *f1; jðzÞ ¼ k1u0zðzÞ þ k0 u1zðzÞ 	
u1zð0Þ
u0zð0Þ
u0zðzÞ
 
;
ð3Þ mj0 ¼ mj1 ¼ 0;
ð4Þ mj2 ¼ c0ðvÞV1r ðRÞ 	
ð j 	 1Þð j 	 1þ NÞ
R2
:
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The constant k1 is given by
k1 ¼ k0u
1
zð0Þ
u0zð0Þ
	 k0 N 	 1
2Rm2
Z N
	N
z½u0zðzÞ2 dz 	
k0
m2
Z N
	N
u1zðzÞu0zðzÞ dz:
Note that the principal parts of eigenpair ð *fl; jðzÞ; mjlÞ for l ¼ 0; 1 do not depend
on j:
To prove Proposition 2.1, it is useful to prepare a lemma.
Lemma 2.1. Let Le be a self-adjoint operator on a Hilbert space H: Assume that Le has
an isolated eigenvalue me of multiplicity one which is bounded away from the other part
of the spectrum by a constant d40:
If there exist peAH; jpjH ¼ 1 and leAR such that
jLepe 	 lepejH ¼ OðekÞ
for some kX1; and
distðle; sðLeÞ 	 fmegÞXd;
then the eigenpair ðme;feÞ of Le; with jfejH ¼ 1 and /pe;feSH40; is approximated as
jme 	 lej ¼ OðekÞ; jfe 	 pejH ¼ OðekÞ:
Proof. In the proof we omit the superscript e from notation, for the sake of
simplicity.
We decompose: p ¼ /p;fSHfþ p> and set r ¼ Lp 	 lp: We also decompose:
r ¼ /r;fSHfþ r>: According to the decompositions the relation Lp 	 lp ¼ r gives
rise to
/p;fSHðm	 lÞ ¼ /r;fSH; ð2:4Þ
ðL 	 lÞp> ¼ r>: ð2:5Þ
Since distðl; sðLÞ 	 fmgÞXd; (2.5) implies
jp>jHp
1
d
jr>jH ¼ OðekÞ: ð2:6Þ
On the other hand, p ¼ /p;fSHfþ p> and (2.6) imply
1 ¼ /p; pSH ¼ /p;fS2H þ/p>; pSH ¼ /p;fS2H þ OðekÞ:
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Since /p;fSH40; we have
1	/p;fSH ¼ OðekÞ: ð2:7Þ
Now (2.4) and (2.7) give the estimates
m	 l ¼ /r;fSH
1þ OðekÞ ¼ Oðe
kÞ;
jp 	 fjH ¼ jð/p;fSH 	 1Þfþ p>jpj/p;fSH 	 1j þ jp>jH ¼ OðekÞ:
This completes the proof of Lemma 2.1. &
By the same reasoning as in the proof of Proposition 4.1 of [23], we can show that
the principal eigenvalue mj0ðeÞ of Lj;e is isolated from the rest of its spectrum by a
positive constant which is independent of eAð0; e; we can apply Lemma 2.1 to
prove Proposition 2.1.
Proof of Proposition 2.1. We apply Lemma 2.1 to the eigenvalue problem
Le; jfj ¼ mj0fj : ð2:8Þ
Since mj0ðeÞ is isolated, one of the conditions in Lemma 2.1 is satisﬁed. Therefore,
we set
*fe; j0 ðzÞ ¼
X
sX0
es *fs; jðzÞ; mj0ðeÞ ¼
X
sX0
esmjs ð2:9Þ
and determine ðmjs; *fs; jðzÞÞ so that
Le;j
X
sX0
es *fs; jðzÞ
 !
	
X
sX0
esmjs
 ! X
sX0
es *fs; jðzÞ
 !

L2
¼ OðeKÞ ð2:10Þ
for some K42: Then Lemma 2.1 implies that the pair in (2.9) gives an
approximation to the principal eigenpair of Le; j: Let us drop the reference to j;
for the moment, from our notation to keep presentation simple. We denote by L the
following differential operator:
L ¼ d
2
dz2
þ fuðu0ðzÞ; vÞ:
For K42; we equate the coefﬁcient of es to zero on the left-hand side of (2.10) for
s ¼ 0; 1; 2: Note that m0 ð¼ mj0Þ is equal to 0. The resulting equations are
L *f0 ¼ 0; ð2:11Þ
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L *f1 þ f 1u ðzÞ *f0 þ
N 	 1
R
*f0z ¼ m1 *f0; ð2:12Þ
L *f2 þ f 1u ðzÞ *f1 þ f 2u ðzÞ *f0 þ
N 	 1
R
*f1z 	 z
N 	 1
R2
*f0z
	 jð j þ N 	 2Þ
R2
*f0 ¼ m2 *f0 þ m1 *f1; ð2:13Þ
where
f iuðzÞ ¼
1
i!
di
dei
fu
X
esusðzÞ;
X
esvsðzÞ
 h i
e¼0
:
We treat the equations in (2.11)–(2.13) as posed on R: Moreover, we require that
*fsðzÞ converges to zero exponentially as z-7N: This requirement is considered as
the boundary conditions supplementing (2.11)–(2.13).
The functions in f *fs; jðzÞgsX0 are subject to another set of constraints which come
from the L2-normalization:
1 ¼
Z ðR	RÞ=e
	R=e
X
sX0
es *fs; jðzÞ
 !2
ðR þ ezÞN	1 dz:
By using the exponentially decaying property of *fs; j ; this condition gives rise to a
series of constraints:
RN	1
Z N
	N
ð *f0Þ2 dz ¼ 1 ð2:14Þ
and for sX1;
XN	1
i¼0
Xs	i
l¼0
N 	 1
i
 
RN	1	i
Z N
	N
zi
Xl
k¼0
*fkðzÞ *fl	kðzÞ dz ¼ 0: ð2:15Þ
Now, problem (2.11) with constraint (2.14) has a unique solution *f0ðzÞ ¼ k0u0zðzÞ
where k0 ¼ 1=ðmRðN	1Þ=2 Þ as given in Proposition 2.1(1). Then (2.12) has a solution
decaying at 7N if and only if the following solvability condition is satisﬁed:
m1
Z
R
u0zðzÞ2 dz ¼
Z
R
u0zðzÞ f 1u ðzÞu0zðzÞ þ
N 	 1
R
u0zzðzÞ
  
dz:
This gives rise to m1 ¼ 0: Now solutions of (2.12) with the decaying property are
expressed as
*f1ðzÞ ¼ k1u0zðzÞ 	 u0zðzÞ
Z z
0
1
½u0zðtÞ2
Z t
	N
u0zðsÞp1ðsÞ ds dt; ð2:16Þ
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where p1ðzÞ is the inhomogeneous term in (2.12);
p1ðzÞ ¼ k0 f 1u ðzÞu0zðzÞ þ
N 	 1
R
u0zzðzÞ
 
;
where m1 ¼ 0 is used. Computing the right-hand side of (2.16) by using this p1 we
obtain the expression for *f1; jðzÞ in Proposition 2.1(2). The constant k1 is computed
by using the normalization condition (2.15) with s ¼ 1:
To complete the proof of Proposition 2.1, we now compute m02: Applying the
solvability condition to (2.13) (with m1 ¼ 0), we have
m2
Z
R
u0zðzÞ *f0ðzÞ dz ¼
Z
R
u0zðzÞp2ðzÞ dz; ð2:17Þ
where p2ðzÞ is given by
p2ðzÞ ¼ f 1u ðzÞ *f1 þ f 2u ðzÞ *f0 þ
N 	 1
R
*f1z 	 z
N 	 1
R2
*f0z 	
jð j þ N 	 2Þ
R2
*f0:
Now computing the right-hand side of (2.17) by using this p2; we obtain, after several
integrations by parts, the desired expression for mj2: This completes the proof of
Proposition 2.1. &
Proposition 2.2. For jX1 the following statements hold:
(i) The principal eigenvalue nj0ðeÞ of Me; j satisfies
nj0ðeÞp	
1
e
lj
R2
:
(ii) The operator ðeMe; j 	 elÞ	1 is bounded uniformly in
ðe; lÞAð0; e  lAC jRel4	 1e
lj
R2
  
as a mapping
ðeMe; j 	 elÞ	1 : L2ð0; R; rN	1drÞ-L2ð0; R; rN	1drÞ;
as well as a mapping
ðeMe; j 	 elÞ	1 : ½H1ð0; R; rN	1drÞ0-H1ð0; R; rN	1drÞ:
Moreover, we have the characterization of the limit
lim
e-0
ðeMe; j 	 elÞ	1w ¼ ðM; jÞ	1w;
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in H2ð0; R; rN	1drÞ if wAL2ð0; R; rN	1drÞ; and
in H1ð0; R; rN	1drÞ if wA½H1ð0; R; rN	1drÞ0; where
M; j ¼ D d
2
dr2
þ N 	 1
r
d
dr
	 lj
r2
 
:
The proof of this proposition is the same as that of Proposition 4.3 in [23].
2.2. Eigenvalue problem for Le;0D
We study in this subsection the eigenvalue problem (2.3) with j ¼ 0: Let L40 be
deﬁned by
L ¼ minfm;	n0=2g40;
where n0 ¼ ðg	v ðvÞGþðvÞ 	 gþðvÞG	ðvÞÞ=½G40 is as given in Proposition 4.3 in
[23]. We then deﬁne
C :¼ flAC jRe lX	 Lg:
We characterize the eigenvalues of Le;0D contained in C:
Le;0D
j
c
 
¼ l egj
c
 
: ð2:18Þ
In the sequel, we always consider lAC:
By decomposing j as j ¼ afe;00 þ we; with aAC and /we;fe;00 S ¼ 0; the
eigenvalue problem (2.18) is recast as
aðm00ðeÞ 	 eglÞ ¼ 	/ f evc;fe;00 S ¼ 	/c; f evfe;00 S;
ðLe;0 	 eglÞwe ¼ 	Qeð f evcÞ;
	ðMe;0 	 lÞc	 geuwe ¼ ageufe;00 ;
8><
>: ð2:19Þ
where Qe is the orthogonal projection onto the orthogonal complement of fe;00 ðÞ:
Thanks to Proposition 4.2 in [23] and lAC; the second equation in (2.19) is solved
in we as
we ¼ 	ðLe;0 	 eglÞ	1Qeð f evcÞ:
Upon substitution of this expression, the third equation in (2.19) is reduced to
N e0ðlÞc ¼ ageufe;00 ; ð2:20Þ
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where
N e0ðlÞc :¼ 	ðMe;0 	 lÞcþ geuðLe;0 	 eglÞ	1Qeð f evcÞ: ð2:21Þ
If a ¼ 0; then the ﬁrst statement of Proposition 4.4 in [23] and (2.20) imply c ¼ 0;
which in turn implies we ¼ 0 and hence f ¼ c ¼ 0: Therefore, aa0 and the
eigenvalues lAC of (2.18) is determined by
m00ðeÞ 	 egl ¼ 	/c; f evfe;00 S;
N e0ðlÞc ¼ geufe;00 :
(
ð2:22Þ
We will now show that the right-hand side of the second equation in (2.22) is Oð ﬃﬃep Þ:
By using the fact (cf. Proposition 2.1(1))
*fe;0ðzÞ ¼ ﬃﬃep fe;00 ðR þ ezÞ-k0u0zðzÞ in C2locðRÞ;
we have for each yAH1ð0; R; rN	1drÞ
lim
e-0
y; geu
fe;00ﬃﬃ
e
p
 !* +
¼ yðRÞk0½GRN	1 :
Therefore, by using Proposition 4.4(ii) in [23], we discover that
c ¼ ﬃﬃep #c; #c ¼ ½N e0ðlÞ	1ðgeufe;00 = ﬃﬃep Þ;
with #cAH1ð0; R; rN	1drÞ: On the other hand, for each yAH1ð0; R; rN	1drÞ; we also
have:
lim
e-0
y; f ev
fe;00ﬃﬃ
e
p
 !* +
¼ yðRÞk0J 0ðvÞRN	1 :
Consequently /c; f evf
e;0
0 S ¼ e/ #c; f ev #fe;00 S ¼ OðeÞ; where
#fe;00 ðrÞ :¼
1ﬃﬃ
e
p fe;00 ðrÞ:
Putting these facts together, it is now easy to see that (2.22) is equivalent to
#m00ðeÞ 	 gl ¼ 	/½N e0ðlÞ	1ðgeu #fe;00 Þ; f ev #fe;00 S: ð2:23Þ
where #m00ðeÞ ¼ m00ðeÞ=e:
We now compute the right-hand side of (2.23). By using Proposition 2.2 in this
paper and Proposition 4.3(iii) in [23], we obtain
lim
e-0
½N e0ðlÞ	1w ¼ 	
N
RN
1
T 	 l
Z R
0
wðrÞrN	1dr;
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where T ¼ ENG	v ðvÞ þ ð1	 ENÞGþv ðvÞo0 is the same constant as given in
Theorem 1.2(ii). By using this, (2.23) implies
gl ¼ B

T 	 lþ OðeÞ;
where
B ¼ 	 J
0ðvÞ½GNRN	1
m2RN
¼ c0ðvÞGþðvÞN=R40:
In the second equality of the last equation, we used the deﬁnition of E ¼
½GþðvÞ=½G1=N ¼ R=R: The eigenvalue leAC of (2.18) is expressed as le ¼
l;0 þ OðeÞ; where l;0 is one of the roots of the quadratic equation
l2 	 Tlþ g	1B ¼ 0:
Since To0 and B40; we have Re l;0o0 for any value g40: This proves the ﬁrst
part of Theorem 1.2(ii).
2.3. Eigenvalue problem for Le; jD with jX1
We study in this subsection the eigenvalue problem (2.3) with jX1: The analysis is
almost the same as for Le;0D : In the sequel Qej stands for the orthogonal projection
onto the orthogonal complement of the principal eigenfunction fe; j0 of L
e; j :
By decomposing j as j ¼ afe; j0 þ we; with aAC and /we;fe; j0 S ¼ 0; the
eigenvalue problem (2.3) with jX1 is recast as
aðmj0ðeÞ 	 eglÞ ¼ 	/ f evc;fe; j0 S ¼ 	/c; f evfe; j0 S;
ðLe; j 	 eglÞwe ¼ 	Qej ð f evcÞ;
	ðeMe; j 	 elÞc	 egeuwe ¼ eageufe; j0 :
8><
>: ð2:24Þ
One difference in (2.24) from (2.19) is that we have multiplied the third equation by
e: Solving the second equation of (2.24) in we; and substituting it into the third
equation, we obtain
N ej ðlÞc ¼ eageufe; j0 ; ð2:25Þ
where
N ej ðlÞc :¼ 	ðeMe; j 	 elÞcþ egeuðLe; j 	 eglÞ	1Qej ð f evcÞ:
By using Proposition 2.2, one can show that N ej enjoys the same properties as
Proposition 4.4 in [23]. Therefore, arguing as we did in the previous subsection, we
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ﬁnd that aa0 and that eigenvalues l has to satisfy
mj0ðeÞ=e	 gl ¼ 	/ %c; f evfe; j0 S;
N ej ðlÞ %c ¼ geufe; j0 :
(
By using the fact (cf. Proposition 2.1(1))
*fe; jðzÞ ¼ ﬃﬃep fe; j0 ðR þ ezÞ-k0u0zðzÞ in C2locðRÞ;
we have for each yAH1ð0; R; rN	1drÞ
lim
e-0
y; geu
fe; j0ﬃﬃ
e
p
 !* +
¼ yðRÞk0½GRN	1
and
lim
e-0
y; f ev
fe; j0ﬃﬃ
e
p
 !* +
¼ yðRÞk0J 0ðvÞRN	1 :
Therefore, by using Proposition 4.4(ii) of [23] for N ej ðlÞ; we discover that
%c ¼ ﬃﬃep #c; #c ¼ ½N ej ðlÞ	1ðgeufe; j0 = ﬃﬃep Þ;
with #cAH1ð0; R; rN	1drÞ: Consequently / %c; f evfe; j0 S ¼ e/ #c; f ev #fe; j0 S ¼ OðeÞ; where
#fe; j0 ðrÞ :¼
1ﬃﬃ
e
p fe; j0 ðrÞ:
Putting these facts together, we ﬁnd that l ¼ e#l and that #l has to satisfy
mj0ðeÞ=e2 	 g#l ¼ 	 ½N ej ðe#lÞ	1ðgeu #fe; j0 Þ; f ev #fe; j0
D E
:
By using Proposition 2.1(4) for mj0ðeÞ; we arrive at the characterization:
gle; j0 ¼ eLð jÞ þ Oðe2Þ
:¼ e c0ðvÞV1r ðRÞ 	
ð j 	 1Þð j 	 1þ NÞ
R2
þ k0J 0ðvÞRN	1 #c; jðRÞ
  
þ Oðe2Þ: ð2:26Þ
In this equation
#c; jðrÞ :¼ 	k0½GRN	1 ðM; jÞ	1ðdR Þ; ð2:27Þ
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where dR is the Dirac Delta-function at r ¼ R: Relation (2.27) should be
understood as follows.
Z R
0
#c; jr yrr
N	1dr þ lj
Z R
0
r	2 #c; jyrN	1dr ¼ k0½G
D
RN	1 yðRÞ ð2:28Þ
for every yAH1ð0; R; rN	1drÞ: The following characterizes #c; jðRÞ:
Proposition 2.3. Let yjðrÞ be the unique solution of
yjrr þ
N 	 1
r
yjr 	
lj
r2
y ¼ 0; rAð0; RÞ,ðR; RÞ;
yjðrÞ ¼ OðrjÞ as r-0; yjrðRÞ ¼ 0 and yjðRÞ ¼ 1: ð2:29Þ
Then we have
#c; jðRÞ ¼ k0½G
D
1
yjrðR 	 0Þ 	 yjrðR þ 0Þ
and
yjrðR 	 0Þ 	 yjrðR þ 0Þ ¼
1
R
jð2j þ N 	 2Þ
ð j þ N 	 2ÞE2jþN	2 þ j; E ¼
Gþ
½G
 1=N
o1:
Proof. We simply take yjðrÞ as the test function in (2.28) and integrate the ﬁrst term
by parts on ½0; R and ½R; R; which gives the ﬁrst statement. To prove the second
statement, we note that yj is expressed as
yjðrÞ ¼ Ar
j ; 0prpR;
Brj þ Cr2	N	j; RprpR:

By using yjðRÞ ¼ 1 and yjrðRÞ ¼ 0; one can easily obtain the constants A; B and C:
This completes the proof. &
Recall from (C1-matching) at the begining of Section 2 that
V1r ðRÞ ¼
	G	
DN
R ¼ ½G
DN
Rð1	 ENÞ:
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Summarizing, we have
Lð jÞ ¼ 	 ð j 	 1Þð j 	 1þ NÞ
R2
þ c
0ðvÞ½G
D
R
1	 EN
N
	 j þ ð j þ N 	 2ÞE
2jþN	2
jð2j þ N 	 2Þ
 
: ð2:30Þ
This establishes the second statement of Theorem 1.2(ii).
3. Symmetry breaking bifurcation
We have established the existence of spherically symmetric internal layer solutions
UeDðrÞ :¼ ðueDðrÞ; veDðrÞÞ ððe; DÞAð0; e  ð0;NÞÞ
for (1.1) in Theorem 1.1 [23], and their stability as in Theorems 1.3 and 1.4. In this
section, we deal with static bifurcations from the solution UeDðrÞ as the parameter D
varies. The parameter eAð0; e is ﬁxed throughout this section.
Let us set ðuðxÞ
vðxÞÞ ¼ UeDðrÞ þ pðxÞ with p ¼ ðp1p2Þ; and substitute it into the right-hand
side of (1.1) to obtain
Hðp; DÞ :¼ e
2Dp1 þ f ðueD þ p1; veD þ p2Þ 	 f ðueD; veDÞ
e	1DDp2 þ gðueD þ p1; veD þ p2Þ 	 gðueD; veDÞ
" #
:
When p ¼ 0; we have Hð0; DÞ ¼ 0 (D40), namely, we have a trivial branch of
solutions to the equation
Hðp; DÞ ¼ 0: ð3:1Þ
We will show in this section that (3.1) has non-trivial solutions, as in Theorem 1.5, by
using an equivariant bifurcation theory.
Let us set Y :¼ ½L2ðOÞ2*X :¼ ½H2NðOÞ2; where H2NðOÞ ¼ ffAH2ðOÞ j @f=@n ¼
0g: We deﬁne an OðNÞ-action on Y by
ðx  pÞðxÞ :¼ pðx	1xÞ; pAY; xAOðNÞ; ð3:2Þ
where x	1x is the matrix multiplication. It is easy to see that the mapping Hð; DÞ :
X/Y is OðNÞ-equivariant, namely,
Hðx  p; DÞ ¼ x  Hðp; DÞ; pAX; xAOðNÞ: ð3:3Þ
The linearization of (3.1) around the trivial branch p ¼ 0 is
DpHð0; DÞ ¼ LeD;
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where LeD is the linear operator deﬁned in (2.2). Corollary 1.1 says that for each
j4jSðEÞ there exists a unique value D ¼ Dj40 such that the jth harmonic eigenvalue
le; j0 is equal to zero. One should, however, be careful that there may exist another
integer j0aj for which the critical D-value Dj0 coincides with Dj: Although this seems
to be extremely rare to happen, we are unable to identify the conditions which
guarantee that this does not happen. So we restrict our discussion to those j’s that
satisfy the following condition:
ðSHÞ fj4jSðEÞ j there is no j0aj for which Dj ¼ Dj0 g:
When j does not satisfy (SH), there is a mode interaction (cf. [10, Chapter XIX]) and
the bifurcation structure near D ¼ Dj is complicated.
For each j that satisﬁes (SH), LeDj has a simple zero eigenvalue l
e; j
0 ¼ 0 and all the
other eigenvalues are non-zero. It is a general fact [10] that the null space of LeDj is
OðNÞ-invariant, because the operator LeDj is OðNÞ-equivariant. In fact, denoting by
Fj0ðrÞ ¼
jj0ðrÞ
cj0ðrÞ
 !
the 0-eigenfuction of Le; jDj ; kerLeDj is given by
Ej :¼ kerLeDj ¼ fpAX j pðxÞ ¼ F
j
0ðrÞ YðyÞ;YðÞAW jg;
where r ¼ jxj; y ¼ x=jxjASN	1CRN and W j is the space of spherical harmonics of
order j:
We now apply the equivariant branching lemma due to Vanderbauwhede [28] and
Ciconga [3]. Following [9, Chapter VII], we reduce the inﬁnite dimensional problem
(3.1) to a ﬁnite dimensional one. This reduction is called the Liapunov–Schmidt
reduction (with symmetry).
Deﬁne an inner-product on Y as follows:
/p; qSY ¼
Z
O
p1ðxÞq1ðxÞ dx þ
Z
O
p2ðxÞq2ðxÞ dx
for
p ¼ p1
p2
 
; q ¼ q1
q2
 
AY:
According to the inner-product, X and Y are decomposed as
X ¼ Ej"M; Y ¼ N"Fj; ð3:4Þ
where
Ej ¼ kerLeDj ; M ¼ E>j -X and N ¼ rangeLeDj ; Fj ¼ N>:
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Denoting by E : Y-N the projection associated with decomposition (3.4), problem
(3.1) becomes equivalent to
ðaÞ EHðpþ w; Dj þ mÞ ¼ 0;
pAEj ; wAM;
ðbÞ ðI 	 EÞHðpþ w; Dj þ mÞ ¼ 0;
8><
>: ð3:5Þ
where mAð	Dj;NÞ is our bifurcation parameter. Because of the invertiblity of
ELeDj : M/N;
the implicit function theorem gives rise to a solution of (3.5)-(a) as w ¼ wðp; mÞ in a
neighborhood of ðp; mÞ ¼ ð0; 0Þ; which satisﬁes
wð0; mÞ ¼ 0; Dpwð0; 0Þ ¼ 0: ð3:6Þ
Substituting the function w ¼ wðp; mÞ into (3.5)-(b), we obtain the bifurcation
equation
Gðp; mÞ ¼ 0; ð3:7Þ
where Gð; mÞ : Ej-Fj is deﬁned by
Gðp; mÞ ¼ ðI 	 EÞHðpþ wðp; mÞ; mþ DjÞ: ð3:8Þ
It is known [9, Chapter VII] that Gð; mÞ is also OðNÞ-equivariant. By virtue of (3.6)
the bifurcation problem (3.7) also has the trivial branch ðp;mÞ ¼ ð0; mÞ which
correspond to the one for (3.1). Non-trivial solutions of (3.7) thus correspond to
non-radial solutions of (3.1) which are as symmetric as nonzero elements of W j: We
will now show that non-trivial solutions of (3.7) bifurcate from ðp; mÞ ¼ ð0; 0Þ by
utilizing the following equivariant branching lemma.
Proposition 3.1 (Vanderbauwhede [28], Cicogna [3], Golubitsky et al. [10, Theorem
3.5 in Chapter XIII]). Let OðNÞ be acting on Ej and Fj as in (3.2). Assume:
(a) FixðOðNÞÞ :¼ fpAEj j x  p ¼ p 8xAOðNÞg ¼ f0g;
(b) XCOðNÞ is an isotropy subgroup satisfying dimFixðXÞ ¼ 1;
(c) G : Ej  ð	Dj ;NÞ-Fj is the OðNÞ-equivariant bifurcation problem as in (3.7)
satisfying
DmDpGðp; mÞjp¼0;m¼0ðp0Þa0;
where p0AFixðXÞ is nonzero.
Then there exists a smooth non-trivial branch of solutions ðp; mÞ ¼ ðtp0; mðtÞÞ to the
equation Gðp;mÞ ¼ 0:
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In order to apply this beautiful result, we need to verify that three conditions (a)–
(c) above are satisﬁed for our present situation. Condition (a) has to do with the way
in which the Lie groupOðNÞ acts on Ej; and hence independent of the mapping G: In
our case, OðNÞ acts via (3.2) and the action of OðNÞ on the unit sphere by x  x ¼
xxðxAOðNÞxASN	1Þ is transitive. Therefore, elements of Ej which are ﬁxed by all
xAOðNÞ are functions of r ¼ jxj alone, namely, spherically symmetric. The only
spherically symmetric element of Ej ð jX1Þ is 0; and hence condition (a) is fulﬁlled.
Condition (b) is also strictly related to the action of OðNÞ on Ej and independent of
G: To show that (b) is satisﬁed, we need to classify isotropy subgroups of OðNÞ
whose ﬁxed point subspace has dimension 1. We restrict, for simplicity, our attention
to the case where N ¼ 2 below.
3.1. Classification of isotropy subgroups of Oð2Þ
In this subsection, O ¼ fxAR2jjxjoRg is the two-dimensional disk of radius R:
We ﬁx a coordinate system x ¼ ðx1; x2ÞAO and represent by x1 þ
ﬃﬃﬃﬃﬃﬃ	1p x2 the point x
as a complex number. It is easy to verify thatW j is spanned by Reðx1 þ
ﬃﬃﬃﬃﬃﬃ	1p x2Þj and
Imðx1 þ
ﬃﬃﬃﬃﬃﬃ	1p x2Þj:
W j ¼ spanfcosð jyÞ; sinð jyÞg ð jX0Þ;
where x1 ¼ cos y; x2 ¼ sin y: The spaces Ej and Fj are characterized as follows:
ðaÞ Ej ¼ fpAX j pðxÞ ¼ Fj0ðrÞYðyÞ; YAW jg;
ðbÞ Fj ¼ fpAY j pðxÞ ¼ Fj0ðrÞYðyÞ; YAW jg;
(
ð3:9Þ
where x1 ¼ r cos y; x2 ¼ r sin y; and
Fj0ðrÞ ¼
jj0ðrÞ
cj0ðrÞ
 !
is a zero-eigenfunction of ðLeDj Þ; the adjoint of LeDj with respect to the inner-product
on Y; normalized so that
1 ¼ /Fj0;Fj0S :¼
Z R
0
jj0ðrÞjj0ðrÞr dr þ
Z R
0
cj0ðrÞcj0ðrÞr dr;
thanks to Proposition 2.2 in [23].
Since Fj0ðrÞ and Fj0ðrÞ are Oð2Þ-invariant, the representations in (3.9) enable us to
recast the Oð2Þ-action on Ej and Fj as an Oð2Þ-action onW j : To be more precise, let
xa and z; respectively, be the rotation through angle a and the reﬂection with respect
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to the line fx2 ¼ 0g;
xa :
x1
x2
 
/
cos a 	sin a
sin a cos a
 
x1
x2
 
;
z :
x1
x2
 
;/
1 0
0 	1
 
x1
x2
 
;
which generate Oð2Þ; Oð2Þ ¼ fxa; zg0pao2p: Let us represent pðÞAEj as
pðxÞ ¼ Fj0ðrÞ½a cosð jyÞ þ b sinð jyÞ ¼ Fj0ðrÞðabÞ
cosð jyÞ
sinð jyÞ
 
: ð3:10Þ
The Oð2Þ-action deﬁned in (3.2) is recast as
ðxa  pÞðxÞ ¼ pðx	1a xÞ ¼ p
cosðy	 aÞ
sinðy	 aÞ
 
¼ Fj0ðrÞðabÞ
cosð jðy	 aÞÞ
sinð jðy	 aÞÞ
 
¼Fj0ðrÞðabÞ
cosð jaÞ sinð jaÞ
	sinð jaÞ cosð jaÞ
 
cosð jyÞ
sinð jyÞ
 
¼Fj0ðrÞ
cosð jaÞ 	sinð jaÞ
sinð jaÞ cosð jaÞ
 
a
b
  T cosð jyÞ
sinð jyÞ
 
and
ðz  pÞðxÞ ¼ pðz	1xÞ ¼ p cosy	siny
 
¼ p cosð	yÞ
sinð	yÞ
 
¼Fj0ðrÞðabÞ
cosð	jyÞ
sinð	jyÞ
 
¼ Fj0ðrÞðabÞ
1 0
0 	1
 
cosð jyÞ
sinð jyÞ
 
¼Fj0ðrÞ
1 0
0 	1
 
a
b
  T cosð jyÞ
sinð jyÞ
 
:
Therefore, with respect to the coordinate system ða; bÞ on Ej deﬁned in (3.10), the
Oð2Þ-action is realized as
ðaÞ xa :
a
b
 
/
cosð jaÞ 	sinð jaÞ
sinð jaÞ cosð jaÞ
 
a
b
 
;
ðbÞ z : a
b
 
/
a
	b
 
: ð3:11Þ
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Closed subgroups of Oð2Þ are exhausted by the members of the following list:
Oð2Þ: generated by xað0pao2pÞ and z;
SOð2Þ: generated by xað0pao2pÞ;
Dk: generated by x2p=k and zðkX1Þ;
Zk: generated by x2p=kðkX1Þ:
It is elementary to verify that the ﬁxed point subspace of these subgroups in Ej under
the action (3.11) are given by
FixðOð2ÞÞ ¼ fð0; 0Þg;
FixðSOð2ÞÞ ¼ fð0; 0Þg;
FixðDkÞ ¼ fða; 0Þg ðif k divides jÞ
¼ fð0; 0Þg ðif k does not divide jÞ:
FixðZkÞ ¼Ej ðif k divides jÞ
¼ fð0; 0Þgðif k does not divide jÞ:
From the last list, it is easy to see that Dj is the maximal isotropy subgroup whose
ﬁxed point subspace has dimension 1: Exactly the same arguments as above apply to the
Oð2Þ-action on Fj: Therefore, condition (b) in Proposition 3.1 is fulﬁlled with X ¼ Dj :
3.2. Non-degeneracy condition (c)
In this subsection we verify that condition (c) in Proposition 3.1 holds with X ¼
Dj: To do so, we ﬁrst establish a relationship between condition (c) and the
behaviour of le; j0 ; the principal eigenvalue of Le; jD :
Proposition 3.2. Condition (c) in Proposition 3.1 is equivalent to
d
dD
le; j0

D¼Dj
a0: ð3:12Þ
Proof. From (3.6) it follows that Dmwð0; 0Þ ¼ 0 and Dpwð0; 0Þ ¼ 0: It is now
elementary, from (3.8), to calculate DmDpGð0; 0Þðp0Þ for p0AEj:
DmDpGð0; 0Þðp0Þ ¼ ðI 	 EÞDpHð0; DjÞðDmDpwð0; 0Þp0Þ þ ðI 	 EÞDmDpHð0; DjÞp0
þ ðI 	 EÞD2pHð0; DjÞðp0; Dmwð0; 0ÞÞ
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¼ðI 	 EÞ LeDj ðDmDpwð0; 0Þp0Þ þ
d
dm
LeDjþm

m¼0
 !
p0
" #
¼ðI 	 EÞ d
dD
LeD

D¼Dj
 !
p0 ðsinceðI 	 EÞLeDj ¼ 0Þ:
On the other hand, the jth harmonic eigenfunction of LeD corresponding to le; j0 is
expressed as
peDðxÞ ¼ Fe; j0 ðrÞYðyÞ;
where Fe; j0 ðrÞ is the principal jth harmonic eigenfunction of Le; jD ; and YAFixðDjÞ:
Differentiating the relation
LeDpeD ¼ le; j0 peD;
with respect to D at D ¼ Dj; we obtain
d
dD
LeD

D¼Dj
 !
peDj þ LeDj
d
dD
pe
 
D¼Dj
!
¼ d
dD
le; j0

D¼Dj
 !
peDj þ ðl
e; j
0 jD¼Dj Þ
d
dD
peD

D¼Dj
 !
:
Using le; j0 ¼ 0 at D ¼ Dj and ðI 	 EÞLeDj ¼ 0; we further obtain
ðI 	 EÞ d
dD
LeD

D¼Dj
 !
peDj ¼
d
dD
le; j0

D¼Dj
 !
ðI 	 EÞpeDj :
Since ðI 	 EÞpeDja0; which follows from the normalization
1 ¼ /Fj0;Fj0S;
condition (c) holds with p0 ¼ peDj if and only if (3.12) is satisﬁed. This completes the
proof. &
In order to prove that the condition (c) is true for our problem (3.7), we are now
left with the task of verifying (3.12). By using Theorem 1.2(ii), it is easy to ﬁnd
d
dD
le; j0

D¼Dj
¼ 	e c
0ðvÞ½G
D2j
RMð j; EÞ þ Oðe2Þo0:
We have thus established that all the conditions in Proposition 3.1 are satisﬁed with
X ¼ Dj : This in turn completes the proof of Theorem 1.5.
We emphasize that the only place where N ¼ 2 is used is in the veriﬁcation of
condition (b) in Proposition 3.1. Therefore, Theorem 1.5 extends to any dimension
NX3; as soon as one identiﬁes the isotropy subgroups of OðNÞ whose ﬁxed point
subspace is one dimensional.
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