We show that the first-order theory of structural subtyping 
Introduction
In this paper we show that the first-order theory of structural subtyping constraints for non-recursive types is decidable. We show this result as a consequence of a more general result on the decidability of term powers of decidable theories, which we show using quantifier elimination.
Subtyping Constraints. Subtyping constraints are an important technique for checking and inferring program properties, used both in type systems and program analyses. The study of subtyping constraints is therefore important for developing techniques that increase the reliability of programs.
Subtyping was introduced through the subsumption rule in [29] . [4, 24, 21] treat subtyping in the presence of recursive types. [49] shows that terms typable in a system with structural subtyping denote terminating computations. [12] treats intersection types in ML in the presence of computational effects. [15] presents an extension of ML that allows a more precise typing of programs than the standard ML type system. [34] shows the equivalence of non-structural subtyping and flow-analysis. Set constraints are related to the subtyping constraints and form the basis of several program analyses [2, 1, 7, 8, 5, 17] .
The applications of type systems with subtyping have motivated the study of the complexity and the decidability of the subtyping constraints. [19] shows that typability is equivalent to the satisfiability of a conjunction of atomic formulas in the language of structural subtyping constraints. [16] shows that the satisfiability for structural subtyping over an arbitrary structure of base types is in PSPACE. [45] shows that if the ordering on primitive types has the form of "crowns", then the satisfiability is PSPACE hard. The need for efficient handling of constraints arising from type inference, and the need for presenting results of type inference in human-readable form led the researchers to ask more general problems about subtyping constraints [35, 39] . [18] studies the entailment problem for structural subtyping and shows that if the ordering on the primitive types is a lattice, then the entailment is coNP complete. Because the more complicated notions of subtyping involve quantifiers [47, 42] , it is natural to consider the decidability and the complexity of the full first-order theory of subtyping constraints.
[32] studies the complexity and decidability properties of feature tree constraints with subsumption, which correspond closely to subtyping constraints and have applications in constraint logic programming [3] and computational linguistics [37] . [32] shows that the first-order the-ory of subtyping constraints of feature trees is undecidable and that the existential entailment problem is PSPACEcomplete. The first-order theory of non-structural subtyping constraints has been shown to be undecidable [42] . In this paper we show that the first-order theory of structural subtyping of non-recursive types is decidable.
This problem was left open in [42] . [42] shows the decidability of the first-order theory of non-structural subtyping for the special cases of one unary constructor symbol (where the problem is solved using tree automata techniques), as well as for the special case of one constant symbol (where the problem reduces to the decidability of term algebras).
Contribution.
The main contribution of this paper is a proof that a term power of a structure with a decidable firstorder theory is a structure with a decidable first-order theory. This result directly implies that the first-order theory of structural subtyping of non-recursive types is decidable. In addition, we believe that the decidability of term powers is of general interest and may be useful for constructing decision procedures in automated theorem proving. The complexity of the decidability problem for term powers is nonelementary because term powers extend term algebras. The non-elementary bound applies to term algebras as a consequence of the lower bound on the theory of pairing functions [14] , see also [11] .
Previous Quantifier Elimination Results. We show our decidability result using quantifier elimination. Quantifier elimination [20, Section 2.7 ] is a fruitful technique that has been used to show decidability and classification of boolean algebras [40, 44] , Presburger arithmetic [36] , decidability of products [30, 13] , [28, Chapter 12] , and algebraically closed fields [43] . Directly relevant to our work are quantifierelimination techniques for term algebras [28, Chapter 23] , [27, 41] . Several extensions of term algebras have been shown decidable using quantifier elimination. [9] gives a terminating term rewriting system for quantifier elimination in term algebras with membership constraints, [38] gives quantifier elimination for term algebras with queues, [6] presents quantifier elimination for the first-order theory of feature trees with arity predicates. [46] shows the decidability of any feature tree structure whose edge labels are elements of a decidable structure, and [48] shows the decidability of the monadic second-order theory of an infinite binary tree whose edges come from a structure with a decidable monadic second-order theory. Compared to structures in [46] , term powers allow the additional lifted relations between trees, which perform a global comparison of all leaves in a tree. It may be possible to combine our technique with [46] to obtain a family of decidable structures parameterized by both the edge label theory and the leaf theory. The main difficulty in applying the result of [48] to the decidability of the full first-order theory of structural subtyping stems from the need to simultaneously represent 1) selector operations on trees (which require operations that manipulate the initial segments of paths in a tree) and the prefix-closure property of the tree domain (which requires operations that manipulate the terminal segment of paths in a tree), see [31] , [25, Section 7] . 
Preliminaries

Structural Subtyping and ¦-Term-Power
We introduce the notion of the ¦-term-power of some structure as a generalization of the structure that arises in structural subtyping.
We represent primitive types in structural subtyping as an Ä -structure with the carrier . We call the base structure. We assume that Ä contains only relation symbols because functions and constants can be represented as relations. We represent type constructors as free operations in the term algebra with a finite signature ¦. Because we represent the primitive types as elements of , we do not need constants in ¦, so we assume Ö´ µ ½ for each ¾ ¦.
Before defining term powers, we review the notion of a finite power of a structure, which is a special case of direct products of structures [20, 
The Decidability Result
The main result of this paper is the following Theorem 3, which states the existence of a quantifier-elimination algorithm for term powers that is uniform with respect to the structure . 
Proof Plan
Our proof uses two main ideas. [13, 30] as a step in our quantifier elimination algorithm. To enable the application of the Feferman-Vaught technique, we introduce for every Ò and for every Ä -formula ´ Ü Ò µ whose variables are among Ü Ò relations´ ´ Ü Ò µ µ´× Ø Ò µ and´ ´ Ü Ò µ µ´× Ø Ò µ of arity Ò · ½ . We call these relations cardinality constraints. Our cardinality constraints generalize the relations in [30] by introducing an additional shape argument ×.
The second idea of our proof is the choice of canonical formulas, which we call structural base formulas. Structural base formulas are existentially quantified conjunctions Figure 1 gives a schematic view of our quantifier elimination algorithm for term powers. On the one hand, existentially quantifying a structural base formula yields a structural base formula because structural base formulas are existentially quantified conjunctions. On the other hand, the conjunction, disjunction, and most importantly, negation, of a quantifier-free formula yields a quantifier-free formula. Quantifier elimination therefore reduces to finding an effective transformation from quantifier-free formulas to disjunction of structural base formulas (Proposition 13), and from structural base formulas to quantifier-free formulas (Proposition 25).
Applying Proposition 13, then applying existential quantification and then applying Proposition 25 to obtain a quantifier free formula corresponds to the usual method of eliminating quantifiers from conjunctions of literals [20, Lemma 2.7.4, Page 70]. Dually, applying Proposition 25, negating the resulting quantifier-free formula and then applying Proposition 13 corresponds to the elimination of quantifier alternations [10, 46] , [28, Chapter 23] .
Several operations in the extended structure È are naturally viewed as partial operations. We use Kleene's threevalued logic [23, Page 334], [22] to give a systematic account of partial functions in quantifier elimination, see [25, Section 2.3] . The use of partial functions and the threevalued logic in quantifier elimination can be avoided, but we find that it naturally captures the ideas of our quantifier elimination algorithm.
Extended Term Power Structure
For the purpose of quantifier elimination we define the structure È by extending the domain and the set of operations of the term power structure È. 
In the case of term powers, we replace the notion of an index ¾ Á Ñ by the notion of a leaf of the tree representing a term, as follows. The following equations follow from Definition 8 and Definition 7 and can be used as an equivalent alternative definition of cardinality constraints:
Definition 7 (Leaf Sets for Term Powers)
We write ´ Ø Ò µ × as a shorthand for the atomic formula´ ´ Ü Ò µ µ´× Ø Ò µ, similarly for ´ Ø Ò µ × . This is more than a notational convenience, see [25] for an approach which introduces sets of leaves as elements of the domain of È and defines a cylindric algebra interpreted over sets of leaves. The approach in the present paper follows [30] in merging the quantifier elimination for products and quantifier elimination for boolean algebras. . We say that a formula is well-defined iff it evaluates to ØÖÙ or Ð× (as opposed to ÙÒ ) for every valuation assigning values to free variables. The structure È has the property that the domain of every partial function is expressible as a conjunction of atomic formulas. This property enables transformation of each well-defined quantifier-free formula to a disjunction of well-defined conjunctions in Proposition 13, see also [25, Section 2.3] .
The structure È is at least as expressive as È because the only operations or relations present in È but not in È are ÂÖÃ È for Ö ¾ Ä , and we can express ÂÖÃ È´Ø ½ Ø µ
By a quantifier-free formula we mean a formula without quantifiers outside cardinality constraints, e.g. the formula Ü Ü Ø Ü × is quantifier-free. We define a subclass of quantifier-free cardinality constraints called primitive formulas, denoted ÔÖ Ñ´ µ for every Ä -sentence : ÔÖ Ñ´ µ × ½ . Note that
so for a given concrete structure we may replace primitive formulas with ØÖÙ and Ð× . We nevertheless retain primitive formulas throughout the quantifier elimination algorithm. This ensures that our quantifier elimination algorithm is uniform wrt. the base structure . In the sequel we therefore assume some fixed structure and proceed to give a quantifier elimination algorithm that performs equivalence-preserving transformations wrt. the extended term power È corresponding to È ¦´ µ.
Structural Base Formulas
Our quantifier-elimination algorithm is centered around certain existentially quantified unnested conjunctions of literals. We call these conjunctions structural base formulas.
We first introduce several auxiliary definitions. Let . We next define base formulas for term algebras and state some of their properties; [25] presents a quantifier elimination procedure for term algebras based on these definitions. The notion of base formula and Lemma 10 apply to terms È as well as shapes È Ë in the structure È because shapes are also terms over the alphabet ¦ × . For brevity we write Ù £ for an internal shape or term variable, and similarly Ü £ for a free shape or term variable, Ø £ for terms, £ for a constructor in the term algebra of terms or shapes, and £ for a selector in the term algebra of terms or shapes. Definition 11 below introduces structural base formulas. The disjunction of structural base formulas can be thought of as a normal form for existential formulas interpreted over È . A structural base formula contains a copy of a base formula for shapes (× Ô × ), a base formula for terms but without term disequalities (Ø ÖÑ × ), a formula expressing mapping of term variables to shape variables (Ø ÖÑÀÓÑ), and cardinality constraints on term parameter nodes of the term base formula ( Ö Ò). A structural base formula contains several kinds of variables, classified according to the positions in which they appear within the structural base formula. Free variables are the free variables of the structural base formula; internal variables are the existentially quantified variables. Parameter variables are variables whose top-level constructor is not specified by the structural base formula, in contrast to non-parameter variables. Primitive non-parameter term variables denote terms in , composed non-parameter term variables denote terms in È Ò .
Definition 11 (Structural Base Formula)
A structural base formula with: We proceed to show that a quantifier-free formula can be written as a disjunction of structural base formulas, and a structural base formula can be written as a quantifier-free formula.
Conversion to Structural Base Formulas
The conversion to structural base formulas builds on the conversion to disjunctions of well-defined conjunctions of unnested literals [25, Section 2.3], congruence closure algorithms [33] , and the equality (1). Eliminate all disequalities between term variables using the AE É Ð rule, which is justified by the negation of the equivalence:
Repeat previous stages (e.g. AE , ÓÒ Ð, Ç 
Conversion to Quantifier-Free Formulas
The conversion from structural base formulas to quantifier-free formulas is the main phase of our quantifierelimination algorithm. We split this conversion into several stages; Proposition 25 below summarizes the overall conversion process. 
Definition 14
The set Ø× of variable determinations of a structural base formula ¬ is the least set Ë of pairs Ù £ Ø £ where Ù £ is an internal term or shape variable and Ø £ is a term over the free variables of ¬, such such that:
An internal variable is undetermined if it is not determined.
Lemma 16 follows by induction using Definition 14. Proof. By Lemma 16 using the rule Ù Ù Ø ´Ùµ´µ ´Øµ (5) which holds when the term Ø is well-defined. If Ø is not well-defined, then both ¬ and ¬ ¼ evaluate to false.
Our goal thus reduces to eliminating all undetermined variables from a structural base formula. We first show how to eliminate undetermined composed non-parameter term variables. is a consequence of the remaining conjuncts in ¬, so we may drop it. The only remaining occurrence of Ù is in the atomic formula Ù ´ Úµ of Ø ÖÑ × subformula. Applying (5) therefore makes Ù disappear from ¬.
Lemma 18
Corollary 19 (Composed Term Variable Elimination)
Dropping all undetermined composed non-parameter term variables from a structural base formula together with the conjuncts that contain them yields an equivalent structural base formula.
Proof. If a structural base formula has an undetermined non-parameter composed term variable, then it has an undetermined non-parameter composed term variable that is a source. Repeatedly apply Lemma 18 to eliminate all undetermined non-parameter term variables.
Our next goal is to eliminate undetermined primitive non-parameter term variables and undetermined parameter term variables. The key insight is that these variables are related to the determined variables of a structural base formula only through the relations that are expressible in the product structure of the terms of the same shape. To clarify the connection with the product-structure, let × ¾ È Ë 
The following is the quantifier-elimination property that implies Feferman-Vaught theorem [13, 30] Convert each ¬ to a structural base formula by labelling the subterms of Ø × with internal shape variables using ÍAE rules, and by doing case analysis on the equality between the new internal shape variables, using Ë × rule. By repeating this process for all shape variables Ù × where the set Ë is finite, we obtain base formulas where the set is infinite for every undetermined parameter shape variable Ù × . We may then eliminate all undetermined parameter and non-parameter shape variables along with the conjuncts that contain them. The result is an equivalent formula because Lemma 10 implies that it is always possible to find the values of eliminated parameter variables, so their existence is a redundant condition. We therefore eliminate all undetermined shape variables and the resulting structural base formulas contain only determined variables.
Proposition 25 (Struct. Base to Quantifier-Free) Every structural base formula ¬ can be effectively transformed to an equivalent well-defined quantifier-free formula .
Proof. Apply Corollary 19, then Lemma 23, and then Lemma 24. All variables in the resulting disjunction of structural base formulas are determined, so each of them is equivalent to some quantifier free formula by Corollary 17. The disjunction Ï is the desired quantifier-free formula .
Summary of Our Quantifier Elimination Algorithm.
Consider a closed Ä È -formula . Convert to an extendedterm-power formula ½ using (2) . Convert ½ to prenex form ¾ . Eliminate all quantifiers from ¾ starting from the innermost one, as follows. and proceed as in the previous case. By applying Proposition 13 and Proposition 25 to the resulting variable-free formula we obtain a propositional combination of ÔÖ Ñ´ µ formulas. Theorem 3 then follows by (3).
Appendix: Transforming Quantifier Free Formulas to Structural Base Formulas
Rules are applied modulo associativity and commutativity of and symmetry of equality . denotes a sequence of expressions . 
