In this paper, we study the resource requirements of electro-optical organizations in solving computationally intensive problems such as 2-D image convolution. Using a generic model of parallel computation with optical interconnects called OMC, we derive the relationships for information transfer versus space/time tradeo s in solving a problem. Irrespective of the I/O scheme and the order of computation, we show that a lower bound of (nw) memory space represents the minimum hardware required for convolving a w w kernel with a n n image, if the input bits are given to the system only once.
Introduction
In designing VLSI chips, it is important to be able to determine the minimum area required for an e cient solution to a given problem. To understand such issues, a few abstract models which represent VLSI chips have been studied. Among them is the Thompson VLSI model of computation 21] which clearly de nes the area/time tradeo s for solving a problem with respect to its minimum information transfer requirement. Using this theory, the area optimality of a VLSI chip can be evaluated.
With the advances in integrated optics, it is appropriate to investigate similar complexity issues. Recently, Eshaghian and Prasanna-Kumar have developed a generic model which can be used to understand the computational limits of VLSI chips using free space optics 5, 7, 9, 6] . This model called Optical Model of Computation (OMC) represents a network of VLSI processors interconnected through free space optics using a de ecting layer located above it as explained in section 2. A computational lower bound of this model indicates that its limits are very similar to that of three dimensional models of VLSI 16] . This is justi ed by the third dimension of interconnectivity gained using optics. Optical beams can cross each other without interference, need not be xed and can be redirected 3, 11] . In contrary, traditional VLSI designs usually su er from fan-in/fan-out and planarity 10, 19, 22] . These limitations make the existence of a unit-delay electronic interconnection network with constant I/O an impossible task while OMC makes this ideal network possible.
In this paper, we study the resource requirements for OMC in solving computationally intensive operations such as 2-D image convolution. The 2-D image convolution is extensively used in signal and image processing 17] . A lower bound on the storage (memory) requirement of OMC to solve a problem re ects the hardware requirement for fabricating such a system. We present a lower bound of (nw) memory space for computing image convolution. Irrespective of the I/O scheme and the order of computation, we show that any image convolution design must satisfy this bound for convoluting a w w kernel with a n n image, if the input bits are given to the system only once.
The rest of the paper is organized as follows. In the next section, we describe OMC and the relationship between its minimum hardware requirement and the information transfer. In section 3, we de ne image convolution and input formats. We also derive a lower bound on the information transfer for image convolution under several input formats used in practice. In the last section, we compare our results with the memory requirements of the known VLSI designs for image convolution.
An Optical Model and Information Transfer
In this section, we de ne an Optical Model of Computation (OMC), as an abstraction of currently implementable optical and electro-optical computers 2, 8] . Similar to the VLSI model of computation 22], this model can be used to understand the limits on the computational e ciency using free space optical interconnect technology. We show the volume lower bound of such models with respect to the minimum information transfer requirement of a given problem. Using information transfer arguments, we also show a methodology to determine the minimum volume requirement of an electro-optical system for solving a problem.
An Optical Model
Based on the properties of free space optics and VLSI technology, OMC is de ned as follows:
De nition 1 An Optical Model of Computation (OMC) represents a network of N processors each associated with a memory module, and a de ecting unit capable of establishing direct optical connection to another processor. The interprocessor communication is performed satisfying the following rules similar to 1]:
1. At any time a processor can send at most one message. Its destination is another processor. 2. The message will succeed in reaching the processor if and only if it is the only message with that processor as its destination at that time step. 3. All messages succeed or fail (and thus are discarded) in unit time.
To ensure that every processor knows when its message succeeds we assume that OMC is run in two phases. In the rst phase, read/write messages are sent, and in the second, values are returned to successful readers and acknowledgements are returned to successful writers. We assume that the operation mode is synchronous, and all processors are connected to a central control unit. The above de nition is supplemented with the following set of assumptions for accurate analysis.
1. Processors are embedded in a Euclidean plane. This is referred to as the processing layer. 2. Each of the processing/memory elements occupies unit area. 3. De ectors are embedded in a Euclidean plane. This is referred to as the de ecting layer. 4. Each de ecting unit occupies at least one unit area. 5. The de ecting layer is parallel to the processing layer. 6. I/O is performed at I/O pads. Each I/O pad occupies unit area. 7. The total volume is the sum of the space occupied by the processing layer, the de ecting layer, and the space for optical beams. 8. The intercommunication is done through free space optical beams. 9. Time is measured in terms of number of units of clock cycles.
10. An optical beam carries a constant amount of information in one unit of time, independent of the distance to be covered. 11. A de ector is capable of redirecting an incident beam in one unit of time. 12. A processor can perform a simple arithmetic/logic operation in one unit of time. 13. The time, T, for computation is the time between the arrival of the rst input to the departure of the last output.
To be able to compare our results with those using VLSI model of computa- The upper bound on t is obvious. Its lower bound also can be simply obtained by dividing T by N=d, the maximum speed up factor possible due to a unit time interconnection medium. The lower bound on v is determined by minimum area requirement that has d de ectors for each of its processing elements.
Optical Volume, VLSI Area and 1-way Information Transfer
The minimum VLSI area requirement for computing a problem is related to the lower bound on the 1-way information transfer 24, 15] . In this section, we brie y discuss the 1-way information transfer for computing single output function and then extend the argument to multiple output functions. We also relate this 1-way information transfer to the volume requirement of OMC in solving a problem. The following abstract setting has shown to be useful in estimating the minimum VLSI chip area 15, 20] . Two sets of processors P1 and P2 each receive n 2 bits of an n input function f to be computed. The input partition can be denoted by ( i 1 , i 2 ) where i 1 ( i 2 ) are the inputs known to P1(P2) and i
Also j i 1 j = j i 2 j = n Both processors P1 and P2 are allowed to compute the output functions belonging to their respective subsets. Before proceeding further, we state some de nitions and restate some earlier results.
Since the 1-way communication link is from P1 to P2, it is not possible to transfer data from P2 to P1 to compute a function belonging to o 1 . Hence, an output partition requiring transfer of data from P2 to P1 is not feasible. This leads to the following de nition of a feasible output partition:
De nition 2 An output partition is feasible i on any input partition, all functions in o 1 can be computed at P1 using only the input bits of i 1 . The 1-way information transfer for multiple output functions can depend on the output partition. Hence, I 1 (F), the 1-way complexity of computing a set of output functions is de ned as follows:
worst case information transfer from P1 to P2
The relationship between I 1 and the minimum area requirement A of a chip stated earlier for single output function holds good for multiple output functions too.
Theorem 1 The volume V o of any electro-optical system based on OMC, computing F satis es V o = (I 1 (F)).
Proof: Consider an electro-optical system as shown in Figure 2 . (For the rest of the paper, when we refer to this system, we mean one which has been based on the design concepts of OMC as described in section 2.1) P1 can be viewed as the electro-optical system and P2 as the memory. Consider the state of the system after reading n 2 input bits. These bits can be looked upon as bits belonging to i 1 . Based on this input, the system would have computed some set of output functions. Denote these functions as o 1 . If the volume of the system is V o , then the system would not have memorized more than V o bits of information. It is easy to design a 1-way protocol with V o bits of information transfer from P1 to P2 to compute the rest of the output functions. Hence, the system should have at least I 1 (F) memory elements. Thus, the volume of the system must be (I 1 (F)). The computation of F over an input and output partition can be represented in the form of a computational parallelepiped P as shown in Figure 3 . M(N) are the set of possible values of the input bits known to P1(P2). For a xed value of input bits, the output functions in set F are represented by a vector of length l in the third dimension of P. Given an input partition, the output functions can be divided into the following subsets: F 11 -The subset of the output functions which can be computed at P1 (on every input) using the input bits of i 1 only F 22 -The subset of the output functions which can be computed at P2 (on every input) using the input bits of i 2 only F 12 -The rest of the output functions. The computational parallelepiped P The computation of the output functions belonging to the subsets F 12 and F 22 require data from i 2 . According to the de nition of a feasible output partition, these functions cannot be computed at P1 and, hence, must be computed at P2. Therefore, for a given input partition ( i 1 ; i 2 ), the output partition is feasible i Since the output functions F 11 and F 22 are computed at P1 and P2 respectively using exclusively the input bits assigned to them, there is no information transfer associated with these computations. The computation of F 12 only requires information transfer from P1 to P2. This information transfer I 1 (F) is determined from the number of distinct planes in P.
De nition 3 Two planes i 1 ; i 2 2 M in P are distinct i there exists a j 2 N and a function f k 2 F such that f k (i 1 ; j) 6 = f k (i 2 ; j).
Based on the above de nition of distinct planes, I 1 (F) can be estimated in a similar spirit as in I 1 
Optical Volume for Computing Image Convolution
In this section, we derive a lower bound on the information transfer, I 1 (F), for image convolution under several input formats using the technique described in the last section. These bounds are translated to hardware lower bounds for computing image convolution on any electro-optical system. We begin with digital image convolution and the input formats.
Digital Image Convolution
Given a n n image I(i; j); 1 i; j n and a w w kernel W(s; t); 1 s; t w, 
Image Input Formats
Due to the computationally intensive nature of the convolution operation, most of the designs in the literature perform several computations per input pixel fetch to achieve high throughput and reduced memory bandwidth. Figure 4 shows the computing environment to carry out convolution using an electro-optical system. The input to the system is a n n image and a w w kernel. The electrooptical system must be able to compute the image convolution on any input n n image and any w w kernel. The host is responsible for acquiring the input data and feeding it to the system which contains processing units for computation and memory elements for storing intermediate results. Though, most of the practical designs organize cells to input the image pixels from the host in a rasterscan i.e. scanline fashion, designs are possible to input data in arbitrary sequence of rows/columns or arbitrary pixel manner.
Di erent designs are possible depending on whether the image from the host is fed to the system once only or more than once. The memory requirement for convolution can be traded o with the computation time and the number of times each input pixel is fed to the system. The extreme case is that of serial computation having O(1) memory requirement. But, this demands each input pixels to be fed O(w 2 ) times resulting O(n 2 w 2 ) computation time. In the present discussion, we restrict our analysis to once only constraint which results in high throughput designs, yet requiring reduced storage 12, 13, 4, 18] . Without loss of generality, we make the following assumptions for sake of simplicity in the presentation of ideas.
1. The image size n and the kernel size w are assumed to be multiples of 2 and n w. 2. All image pixels and kernel weights are assumed to be 1-bit wide and take binary values. However, the analysis can be easily extended to r-bit pixels and s-bit weights by scaling up the result by a factor of rs. ) memory is su cient under any input format. As the problem size becomes larger, e cient implementation with xed resource requirement is desirable by partitioning the problem into smaller sizes 14]. Notice that, the known VLSI designs for image convolution 12, 13, 4, 18] use partitioning techniques and require (nw) memory.
Lower Bounds on Optical Volume
For a n n image, the convolution operation produces O(n 2 ) output. The information transfer for such operation can be analyzed based on the multiple output function model discussed in the last section. We rst consider the scanline input format as an illustration of the methodology.
Scanline Input Case
In this case, the input partition corresponds to P1 receiving the upper half of the image and P2 receiving the lower half as shown in Figure 5 (a) . Let the kernel K of size w w be as shown in Figure 5 
The General Input Case
In this case, we consider designs, where the input is received by the electro-optical system from the host in arbitrary sequence of pixels. We rst determine a bound for a special case of this, where the input is restricted to arbitrary row(column) major sequence. Later we derive the bound for the general case by reducing it to the arbitrary row(column) major input format.
Let the n rows of the input image be arbitrarily colored as R(Red) or B(Blue) such that equal number of R and B rows exist. . This general case can be reduced to the arbitrary row(column) major input case as follows.
De ne the color of a row(column) to be the majority of the color of the pixels available in that row(column). Thus, a row or column is R(B) if at least n 2 + 1 pixels in that row or column are R(B). All rows(columns) with equal number of R and B pixels are arbitrarily colored into R or B so as to minimize the di erence in the number of R and B rows(columns). Let n r r (n c r ) be the number of R rows(columns) in the image after the above coloring. It is easy to verify: Claim 2 Any arbitrary coloring of pixels with equal number of R and B pixels gives rise to n r r R rows and n c r R columns, such that either (a). . It is easy to verify that there exists at least one window wd(x), 1 x n ? 2w + 2, consisting of +1 w R and 
4 Comparisons and Conclusions
Based on a generic model called OMC, we studied the design and use of electrooptical systems from a computational perspective. As an example, we estimated the electro-optical resource requirements of a computationally intensive operation such as 2-D image convolution. We showed that any electro-optical system, regardless of implementation, must have (nw) volume for convolving a w w kernel with a n n image, as long as the input pixels are given to the system only MAC cells in scanline w w array once. These results also hold true for traditional VLSI designs since the minimum volume requirement of such electro-optical systems is shown to be the same as the minimum area requirement of a VLSI chip in solving a problem. For sake of Comparison, several known VLSI designs for 2-D image convolution are shown in Table 1 .
