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Abstract
Let Sn[f] be the nth partial sum of the orthonormal polynomials expansion with respect to a Freud weight. Then we
obtain su5cient conditions for the boundedness of Sn[f] and discuss the speed of the convergence of Sn[f] in weighted
Lp space. We also 6nd su5cient conditions for the boundedness of the Lagrange interpolation polynomial Ln[f], whose
nodal points are the zeros of orthonormal polynomials with respect to a Freud weight. In particular, if W (x) = e−(1=2)x
2
is
the Hermite weight function, then we obtain su5cient conditions for the inequalities to hold:
‖(Sn[f]− f)(k)Wub‖Lp(R)6C
(
1√
n
)r−k
‖f(r)WuB‖Lp(R)
and
‖(Ln[f]− f)(k)Wub‖Lp(R)6C
(
1√
n
)r−k
‖f(r)W (1 + x2)r=3uB‖Lp(R);
where u(x) = (1 + |x|);  ∈ R and k = 0; 1; 2 : : : ; r. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let W (x) := e−Q(x) be a Freud weight on (−∞;∞) and {Pn(x)}∞n=0 the sequence of orthonormal
polynomials with respect to W 2(x), that is,∫ ∞
−∞
Pm(x)Pn(x)W 2(x) dx = mn; m; n= 0; 1; 2; : : : :
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It is well known that all zeros of Pn(x) are real and simple, which we denote by
xn;n ¡ xn−1; n ¡ · · ·¡x2; n ¡ x1; n:
For a given function f, let Sn[f] be the nth partial sum of the orthonormal polynomials expansion
Sn[f](x) :=
n−1∑
k=0
ckPk(x);
where
ck = ck(f) =
∫ ∞
−∞
f(t)Pk(t)W 2(t) dt; k = 0; 1; : : : ; n− 1:
We also denote by Ln[f] the Lagrange interpolation polynomial of degree at most n− 1 such that
Ln[f](xkn) = f(xkn); k = 1; 2; : : : ; n:
Then we can write
Ln[f](x) =
n∑
k=1
f(xkn)‘kn(x);
where the fundamental Lagrange polynomials ‘kn(x) are given by
‘kn(x) =
Pn(x)
P′n(xkn)(x − xkn)
; k = 1; 2; : : : ; n:
For Freud weights, many authors have investigated the convergence of Ln[f] or Sn[f] to f in the
weighted Lp space, see [1,2,5–7,14,15].
In this paper, we 6nd su5cient conditions for the boundedness of Sn[f] or Ln[f], which implies
the convergence of Sn[f] or Ln[f] to f in weighted Lp space, and then we obtain their speed of
convergence. In case W (x) = e−(1=2)x
2
is the Hermite weight, we also give su5cient conditions for
derivatives of Sn[f] and Ln[f] to converge to derivatives of f.
2. Preliminaries and main results
Denition 2.1. A weight function W (x) = e−Q(x) is called a Freud weight if
(i) Q(x) is even, continuous and nonnegative in (0;∞);
(ii) Q′(x)¿0 in (0;∞);
(iii) Q′′(x) is continuous in (0;∞);
(iv) there exist constants A and B such that
1¡A6
(xQ′(x))′
Q′(x)
6B; x ∈ (0;∞): (2.1)
In investigating the mean convergence of Ln[f] and Sn[f], we need the Mhaskar–Rahmanov–SaJ
number an for W (x), which is a positive root of the equation
n=
2

∫ 1
0
antQ′(ant)√
1− t2 dt:
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One of the important properties for an is (see [12,13])
‖W‖L∞(R) = ‖W‖L∞[−an;an]; n¿1
and
‖W‖Lp(R) = ‖W‖Lp[−an;an]; n¿1;
where  is a polynomial of degree 6n and C is a positive constant independent of n and (x). The
Mhaskar–Rahmanov–SaJ number an grows roughly like the inverse of Q(n) so that if W 2(x)=e−|x|

,
¿ 1, then an behaves like n1=.
For any two sequences {cn}∞n=0 and {dn}∞n=0 of real numbers or functions, we use cn ∼ dn if there
exist positive constants C1 and C2, independent of n and x, such that C1dn6cn6C2dn; n¿1.
Concerning the mean convergence of Sn[f], Jha and Lubinsky [5] obtained:
Theorem 2.2 (Jha and Lubinsky [5, Theorem 1:2]). Let 1¡p¡∞ and W (x) be a Freud weight.
If the inequality
‖Sn[f]Wub‖Lp(R)6C‖fWuB‖Lp(R); ub(x) := (1 + |x|)b; (b ∈ R) (2.2)
holds; then the following are satis7ed:
(I) b¡ 1− 1=p; B¿− 1=p; b6B:
(II) If p¡ 4=3; then
amax{b;−1=p}−Bn n
1=6(4=p−3)Lb;−1=p(n) ∼ O(1): (2.3)
If p= 4=3 or p= 4; then b¡B.
If p¿ 4; then
ab−min{B;1−1=p}n n
1=6(1−4=p)LB;1−1=p(n) ∼ O(1): (2.4)
Conversely; if conditions (I) and (II) are satis7ed and for n¿1;
sup
x∈
|Pn+1(W 2; x)− Pn−1(W 2; x)|W (x)
{∣∣∣∣1− |x|an
∣∣∣∣+ n−2=3
}−1=4
∼ a−1=2n ; (2.5)
then inequality (2:2) holds. Here; we use the notation
L ;!(n) :=
{
(log n)| |; if  = !;
1 otherwise;
It is well known that the condition (2.5) is satis6ed for the typical Freud weights W 2(x) := e−|x|

,
¿ 1 (see Theorem 1:1 in [5]). But it is not easy in general to check condition (2.5) for a general
Freud weight. In [7] we obtained another su5cient condition for inequality (2.2) to hold without
condition (2.5). In case of W (x)=e−|x|
=2, ¿ 1, the corresponding Mhasker–Rahmanov–SaJ number
an grows like n1= so that conditions (2.3) and (2.4) can be simpli6ed.
As a special case of Theorem 2.2 (b= B= 0), if
‖Sn[f]W‖Lp(R)6C‖fW‖Lp(R);
then 43 ¡p¡ 4. This is a necessary condition for the Askey–Wainger-type inequality [1] to hold
for Freud weights.
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Inequality (2.2) implies the convergence of Sn[f] to f in weighted Lp space. In order to give a
more precise result we need to state a kind of Jackson theorem by Ditzian and Lubinsky [3].
Theorem 2.3. Let W (x) = e−Q(x); where Q(x) is even; continuous; Q′(x) exists and is positive in
(0;∞); xQ′(x) is strictly increasing in (0;∞) with right limit 0 at 0; and for some "; A; B¿1; C¿0;
A6
Q′("x)
Q′(x)
6B; x¿C: (2.6)
Let r¿1 and 16p¡∞. Then there exists a constant C1; independent of n and f; such that
En[f]W;p := inf∈Pn
‖(f − )W‖Lp(R)6C1
(
an
n
)r
‖f(r)W‖Lp(R)
provided that the right-hand side is 7nite.
Proof. Combine Theorem 1:2 and Corollary 1:8 in [3].
Note that W 2(x) = e−|x|

; ¿ 1, satis6es the conditions of Theorem 2.3 and relation (2.1) can be
shown to imply (2.6). The restriction that xQ′(x) is strictly increasing in (0;∞) may seem severe.
In fact, we need it only in order to guarantee the existence of Mhaskar–Rahmanov–SaJ number an.
Even though the modi6ed Freud-type weight Wub(x)= e−Q(x)−b log(1+|x|) does not satisfy the condi-
tions of Theorem 2.3, using Theorem 2.2 and some modi6cation of Theorem 2.3 we can prove the
following by the same process as in the proof of Theorem 2.3.
Theorem 2.4. Let 1¡p¡∞ and W (x) be a Freud weight. If inequality (2:2) holds; then for
f(r)WuB ∈ Lp(R) for some r¿1;
‖(Sn[f]− f)Wub‖Lp(R)6C
(
an
n
)r
‖f(r)WuB‖Lp(R):
In particular; if W (x) = e−(1=2)x
2
is the Hermite weight; then we can also obtain error estimates for
derivatives.
Theorem 2.5. Let 1¡p¡∞ and W (x) = e−(1=2)x2 . If conditions (I) and (II) in Theorem 2:2 are
satis7ed; then for k = 0; 1; : : : ; r;
‖(Sn[f]− f)(k)Wub‖Lp(R)6C
(
1√
n
)r−k
‖f(r)WuB‖Lp(R):
Proof. Let W 2(x) = e−x
2
and Hn(x) be the Hermite polynomials. Since
H ′′n (x)− 2xH ′n(x) =−2nHn(x); n¿0
and H ′n(x) =
√
2nHn−1(x), we have by integration by parts,
cj(f′) =
∫ ∞
−∞
f′(t)Hj(t)e−t
2
dt =
√
2(j + 1)cj+1(f):
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Hence,
Sn[f′](x) =
n−1∑
k=0
ck(f′)Hk(x) =
n−1∑
k=0
√
2(k + 1)ck+1(f)Hk(x)
=
n−1∑
k=0
ck+1(f)H ′k+1(x) =
n∑
k=0
ck(f)H ′k(x) = S
′
n+1[f](x):
Inductively, we obtain S (k)n+k[f](x) = Sn[f
(k)](x). Thus, by Theorem 2.4, we have for k = 0; 1; : : : ; r,
‖(S (k)n [f]− f(k))Wub‖Lp(R) = ‖(Sn−k[f(k)]− f(k))Wub‖Lp(R)
6C
(
an−k
n− k
)r−k
‖f(r)WuB‖Lp(R):
Since an =
√
2n and an=n ∼ an−k =(n− k), the conclusion follows.
Concerning the boundedness of Ln[f], we 6rst introduce the following [6] which are generaliza-
tions of results in [11].
Lemma 2.6 (Jung et al. [6]). Let W (x) be a Freud weight and r a positive integer. Then for
g(r−1) ∈ ACloc and g(r)(1 + Q)r=3W 2 ∈ L1(R),
Rn(W 2; g) :=
∣∣∣∣
∫ ∞
−∞
(g(x)− Ln[g](x))W 2(x) dx
∣∣∣∣6C1
(
an
n
)r
‖g(r)(1 + Q)r=3W 2‖L1(R): (2.7)
Moreover; if g(r−1) ∈ ACloc and g(r)W 2 ∈ L1(R); then
Rn(W 2; g) =
∣∣∣∣
∫ ∞
−∞
(g(x)− Ln[g](x))W 2(x) dx
∣∣∣∣6C2
(
an
n2=3
)r
‖g(r)W 2‖L1(R): (2.8)
Theorem 2.7. Let 1¡p¡∞ and W (x) be a Freud weight. Assume that b and B satisfy the
conditions (I); (II); and (2:5) in Theorem 2:2 and assume moreover that the Markov–Bernstein
type inequality
‖P′Wu−B‖Lq(R)6C1
(
n
an
)
‖PWu−B‖Lq(R); P ∈ P
(
q=
p
p− 1
)
(2.9)
holds. Then for f(r−1) ∈ ACloc and f(r)(1 + Q)r=3WuB ∈ Lp(R);
‖Ln[f]Wub‖Lp(R)6C2

‖fWuB‖Lp(R) +
r∑
j=0
(
r
j
)(
an
n
)j
‖f(j)(1 + Q)r=3WuB‖Lp(R)

 : (2.10)
Moreover; if f(r−1) ∈ ACloc and f(r)WuB ∈ Lp(R); then
‖Ln[f]Wub‖Lp(R)6C3

‖fWuB‖Lp(R) +
r∑
j=0
(
r
j
)(
an
n2=3
)j
‖f(j)WuB‖Lp(R)

 : (2.11)
Here we use the notation u(x) = (1 + |x|),  ∈ R.
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For general Markov–Bernstein-type inequalities we refer to [4,8,9,17] and references therein. Let
W(x) := e−Q(x), where Q(x) = Q(x) −  log(1 + |x|). If W (x) is a regular Freud weight (see [8,
De6nition 1:2]), then by Theorem 2.4 in [8], W(x) is also a regular Freud weight. Moreover, it is
easy to see that qn ∼ an(Wu−B), where qn is the Freud number in Corollary 3:4 in [8] so that the
Markov–Bernstein-type inequality (2.9) holds for modi6ed Freud weight Wu−B, B ∈ R. We refer to
[8] for various examples of regular Freud weights. For example,
W (x) = (1 + x2)exp(−|x|(log(1 + |x|)))1 (log2(1 + |x|)))2 · · · (logk(1 + |x|)))k )
is a regular Freud weight, where  ∈ R; ¿ 0 and )j¿0; j=1; 2; : : : ; k, while logk denotes the kth
iterated logarithm.
We also recall that the typical Freud weight W 2(x) = e−|x|

, ¿ 1, satis6es conditions (I), (II),
and (2.5) in Theorem 2.2. Hence, the conditions of Theorem 2.7 are satis6ed at least for the weights
W 2(x) = e−|x|

, ¿ 1.
Proof. The proof is very similar to that given in [2]. First, note that the Lagrange interpolation
polynomial can be written as
Ln[f](x) =
n∑
j=1
"jnf(xjn)Kn(x; xjn);
where Kn(x; t)=
∑n−1
j=0 Pj(x)Pj(t) is the reproducing kernel and "jn (j=1; 2; : : : ; n) are the ChristoJel
numbers with respect to the weight W 2(x). Let G(x) = sgn Ln[f](x) and F(x) = |Ln[f](x)|. Then
‖Ln[f]Wub‖pLp(R) =
∫ ∞
−∞
Ln[f](x)Fp−1(x)G(x)Wp(x)u
p
b (x) dx
=
n∑
j=1
"jnf(xjn)
∫ ∞
−∞
Kn(x; xjn)Fp−1(x)G(x)Wp(x)u
p
b (x) dx
=
n∑
j=1
"jnf(xjn)n−1(xjn); (2.12)
where
n−1(t) =
∫ ∞
−∞
Kn(x; t)Fp−1(x)G(x)Wp(x)u
p
b (x) dx
= Sn[Fp−1GWp−2u
p
b ](t):
By (2.7) and (2.12), we have
‖Ln[f]Wub‖pLp(R)6
∫ ∞
−∞
|f(x)n−1(x)|W 2(x) dx + |Rn(W 2; fn−1)|
6 ‖fWuB‖Lp(R)‖n−1Wu−B‖Lq(R)
+C4
(
an
n
)r
‖(fn−1)(r)(1 + Q)r=3W 2‖L1(R)
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= ‖fWuB‖Lp(R)‖n−1Wu−B‖Lq(R)
+C4
(
an
n
)r r∑
k=0
(
r
k
)
‖f(k)(r−k)n−1 (1 + Q)r=3W 2‖L1(R)
6 ‖fWuB‖Lp(R)‖n−1Wu−B‖Lq(R)
+C4
(
an
n
)r r∑
k=0
(
r
k
)
‖f(k)(1 + Q)r=3WuB‖Lp(R)‖(r−k)n−1 Wu−B‖Lq(R):
By the Markov–Bernstein inequality (2.9), we have
‖(r−k)n−1 Wu−B‖Lq(R)6C5
(
n
an
)r−k
‖n−1Wu−B‖Lq(R)
and so
‖Ln[f]Wub‖pLp(R)
6C6‖n−1Wu−B‖Lq(R)

‖fWuB‖Lp(R) +
r∑
j=0
(
r
j
)(
an
n
)j
‖f(j)(1 + Q)r=3WuB‖Lp(R)

 : (2.13)
Since conditions (I), (II) and (2.5) are satis6ed, by Theorem 2.2 and duality, conditions (I) and (II)
also hold for −B and −b if p is replaced by q= p==(p− 1) so that
‖Sn[f]Wu−B‖Lq(R)6C7‖fWu−b‖Lq(R):
Hence,
‖n−1Wu−B‖Lq(R) = ‖Sn[Fp−1GWp−2upb ]Wu−B‖Lq(R)
6C8‖Fp−1GWp−1up−1b ‖Lq(R)
= C8‖Ln[f]Wub‖p−1Lp(R): (2.14)
Substituting (2.14) into (2.13), we obtain inequality (2.10). Inequality (2.11) can be obtained by the
same process using (2.8) instead of (2.7).
Since an grows like a polynomial as n → ∞, if the Markov–Bernstein-type inequality holds for
Wub, then we can inductively deduce from Theorem 2.7 that for k = 0; 1; : : : ; r,
‖L(k)n [f]Wub‖Lp(R)6C9
(
n
an
)k ‖fWuB‖Lp(R) +
r∑
j=0
(
r
j
)(
an
n
)j
‖f(j)(1 + Q)r=3WuB‖Lp(R)


(2.15)
and
‖L(k)n [f]Wub‖Lp(R)6C10
(
n
an
)k ‖fWuB‖Lp(R) +
r∑
j=0
(
r
j
)(
an
n2=3
)j
‖f(j)WuB‖Lp(R)

 : (2.16)
On the mean convergence of Lagrange interpolation polynomial Ln[f] to f, there are many results
when W (x) is a Freud weight. For example we refer to [10,16]. But as far as the authors know, there
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is no result treating the convergence of the derivatives of Ln[f] even in the case of W (x)=e−(1=2)x
2
.
Note that inequalities (2.15) and (2.16) do not directly imply the convergence of L(k)n [f] to f
(k) in
weighted Lp space. But here we can get some conditions under which L(k)n [f] converges to f
(k) as
well as showing the speed of its convergence when W (x) is the Hermite weight function.
Theorem 2.8. Let b; B ∈; 1¡p¡∞; W (x) = e−(1=2)x2 ; and r be a positive integer. Assume that
b¡ 1− 1
p
; B+
2r
3
¿− 1
p
; B+
2r
3
¿b (2.17)
and
• if 1¡p¡ 4=3; then
max
{
b;− 1
p
}
−min
{
B+
2r
3
; 1− 1
p
}
+
2
3
(
4
p
− 3
)
¡ 0 : (2.18)
• if p¿ 4; then
max
{
b;− 1
p
}
−min
{
B+
2r
3
; 1− 1
p
}
+
2
3
(
1− 4
p
)
¡ 0: (2.19)
Then for f(r−1) ∈ ACloc and f(r)(1 + x2)r=3WuB ∈ Lp(R); and k = 0; 1; : : : ; r,
‖(f − Ln[f])(k)Wub‖Lp(R)6C
(
1√
n
)r−k
‖f(r)(1 + x2)r=3WuB‖Lp(R); (2.20)
where C is independent of n and f.
Proof. Since W (x) = e−(1=2)x
2
, (1 + Q(x))(1=3)r ∼ (1 + |x|)(2=3)r so that
‖f(1 + Q)r=3WuB‖Lp(R) ∼ ‖fWuB+2r=3‖Lp(R):
Let us introduce a parameter b˜ such that
b˜=−2
3
r +
1
2
(
max
{
b;− 1
p
}
+min
{
B+
2
3
r; 1− 1
p
})
: (2.21)
Then a simple calculation with (2.17), (2.18), (2.19) and (2.21) shows that
(III) b¡ 1− 1=p, b˜+ 2r=3¿− 1=p, b6b˜+ 2r=3;
(IV) If p¡ 4=3, then
max{b;−1=p} − b˜− 2r=3 + 1
3
(4=p− 3)
{
60 if b = −1=p;
¡ 0 if b=−1=p:
If p= 4=3 or p= 4, then b¡ b˜+ 2r=3.
If p¿ 4, then
b−min{b˜+ 2r=3; 1− 1=p}+ 1
3
(1− 4=p)
{
60 if b˜ = 1− 1=p− 2r=3;
¡ 0 if b˜= 1− 1=p− 2r=3:
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Since an ∼
√
2n, conditions (I) and (II) in Theorem 2.2 are satis6ed for the couple b and b˜+ 2r=3.
Similarly, conditions (I) and (II) in Theorem 2.2 are also satis6ed for the couple b˜ + 2r=3 and
B+ 2r=3. Hence by Theorem 2.2, we have
‖Sn[f]Wb‖Lp(R)6C18‖fWb˜+2r=3‖Lp(R); ‖Sn[f]Wb˜+2r=3‖Lp(R)6C19‖fWB+2r=3‖Lp(R)
and so
‖(f − Ln[f])Wb‖Lp(R)
6‖(f − Sn[f])Wb‖Lp(R) + ‖Ln[f − Sn[f]]Wb‖Lp(R)
6C20
(
1√
n
)r
‖f(r)Wb˜+2r=3‖Lp(R)
+C21

‖(f − Sn[f])Wb˜+2r=3‖Lp(R) +
r∑
j=0
(
r
j
)(
1√
n
)j
‖(f − Sn[f])(j)Wb˜+2r=3‖Lp(R)


6C22
(
1√
n
)r ‖f(r)WB+2r=3‖Lp(R) + C23
r∑
j=0
(
r
j
)
‖f(r)WB+2r=3‖Lp(R)


6C24
(
1√
n
)r
‖f(r)WB+2r=3‖Lp(R):
For the Hermite weight W (x) = e−(1=2)x
2
, conditions (III) and (IV) imply conditions (I) and (II)
in Theorem 2.2 and so Theorem 2.5 is applicable. Using Theorem 2.5, we can prove (2.20) by a
process similar to that above for k = 0; 1; : : : ; r.
Theorem 2.8 gives the speed of convergence for the derivatives of Lagrange interpolation poly-
nomial in case of W (x) = e−(1=2)x
2
. In particular, if 43 ¡p¡ 4, then for k = 0; 1; : : : ; r,
‖(f − Ln[f])(k)W‖Lp(R)6C
(
1√
n
)r−k
‖f(r)W (1 + x2)r=3‖Lp(R):
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