Abstract: In this paper, we consider the problem of estimating the state of a class of perspective systems. The problem can be converted into the observation of a dynamical system with nonlinearities. A new discontinuous state observer, which is motivated by the sliding mode control method and adaptive techniques, is proposed for the obtained dynamical system. The attraction of the new method is that the algorithm is very simple and easy to be implemented, and it is robust to measurement noises. Further, minor a priori knowledge of the system is required in the new formulation. Simulation results show the superiority of the new method to the traditional ones.
INTRODUCTION
In the study of machine vision, observing the position of a moving object in the space by the image data with the aid of a CCD camera has been studied in the past years (Ayache, 1991; Ghosh, et al., 2000; Jankovic, et al, 1995; Sridhar, et al., 1993) . A very typical method is the application of the extended Kalman filter (EKF) (Matthies, et al., 1989; Sridhar et al., 1993) . Even though the convergence conditions of EKF have been recently established both as observer and filter (Boutayeb, et al., 1997; Reif, et al., 1999) , it is well known that the EKF may fail in some real applications. A fatal shortcoming of EKF is that the algorithm is very complicated and can hardly be implemented practically with real image data. Further, the a priori knowledge about the noise is required. To overcome these difficulties, Jankovic et al. (1995) proposed a new recursive formulation called "identifier based observer" (IBO) based on a parameter identifier considered in model reference adaptive control (Narendra, et al., 1989) . The proposed IBO is guaranteed to converge in an arbitrarily large (but bounded) set of initial conditions, and since the convergence is exponential it is believed that the performance of IBO is reliable, robust and would quickly compute the position on real data (Jankovic, et al., 1995) . It should be noted that the a priori information about the upper bound of the state is required in the formulation of IBO, and the performance of IBO is similar to that of the EKF.
In this paper, we consider the state identification problem for the perspective system, where the motion parameters are assumed known. The formulated problem can be converted into the observation of a dynamical system with nonlinearities. To identify this class of nonlinear system, the method proposed by the authors (Chen, et al., 2000) may be helpful in the formulation of the observer. In this paper, a new identification method is proposed to identify the space position of a moving object, where the upper bound of the state is adaptively updated online. The proposed method is a combination of the sliding mode method, adaptive method, and discontinuous observer techniques (Jankovic, et al., 1995; Utkin, 1992) . The discontinuous input in the sliding mode method is modified by a differentiable approach, and the "equivalent control" method is clarified theoretically. The attraction of the new method lies in that the algorithm is very simple, easy to be implemented practically, and robust to measurement noises. Further, the proposed method requires minor a priori knowledge about the system and can cope with a much more general class of perspective systems. Simulation results show that the new method is superior to the traditional ones.
The organization of the paper is as follows: Section 2 formulates the problem. In section 3, the robust observer is proposed. In section 4, examples are given to illustrate the new algorithm, and to compare the performance with the traditional methods.
PROBLEM STATEMENT
Consider the movement of the object described by 
The perspective system is composed of equations (1) and (2).
In this paper, we make the following assumptions. 
, where η is a constant.
(A3). y(t) is bounded.
Remark 1: It is easy to see that assumptions (A2) and (A3) are reasonable by referring to the practical systems.
The purpose of this paper is to estimate the position ) (t x by using the observed information ) ( 1 t y and ) ( 2 t y in the image plane.
FOMULATION OF THE OBSERVER
Then, equation (1) can be rewritten as In the following, the observer of system (4) is formulated. We consider the system described by 
and 
are design parameters; ) (t φ and ) (t w are respectively defined as 
) ( 1 t λ and ) ( 2 t λ are respectively defined as
α , Remark 2: i t defined in (8) are the discontinuous points of the system (6). By observing (6) and (8), it can be easily seen that )
Now, combining (4) and (6) yields (   3  3  3  3  3  33  2  32  1  31  3   2  2  2   2  2  3  2  3 (11) and (12). 
Now, consider the Lyapunov candidate 
(31) It can be seen that there exist a positive constant µ such that τ τ ς µ
From the assumption (25), it can be easily seen that there exist a constant θ such that τ τ ς θ
for all 0 ≥ t and any ϑ satisfying
Then,
where
. Then, we have
, we have 
Then, substituting (36) and (38) 
EXAMPLES AND SIMULATIONS
In this section, we present the simulation results for two examples. The simulation is done by Matlab. The sampling period is chosen as 0.05. Suppose the measured image data is corrupted by 1% with random noise. (45) Fig. 1 The difference between 3 y and its estimate 3 y by using the new observer for Example 1. 
Comparison between the proposed new observer and the IBO in Jankovic et al. (1995) is performed. Because of the trade-off of the estimation error and the converging speed, the estimation error is compared based on the same converging speed. Figure 1 shows the difference between 3 y and its estimate 3 y by using the new observer. Figure 2 shows the difference between 3 y and its estimate 3 y by using the IBO.
It can be seen that the estimation error in Figure 1 is much smaller than that in Figure 2 , i.e. the performance of the new observer is better than that of the IBO. Since the performance of the extended Kalman filter (EKF) is similar to that of IBO, it can be concluded that the performance of the new observer is also better than that of the EKF. Further, it can be seen that the formulation of the new observer is much simpler than that of the IBO, not to say EKF. And the a priori knowledge about the noise is not needed in the new method. Therefore, it can be concluded that the new observer is superior to the traditional IBO and EKF. Jankovic et al (1995) cannot be applied to this movement.
CONCLUSIONS
In this paper, we consider the state identification problem of a class of perspective system, where the parameters are assumed known. The formulated problem can be converted into the observation of a dynamical system with nonlinearties. A new discontinuous observer, which is motivated by the sliding mode control method, is proposed to identify the state of the perspective systems. Minor a priori knowledge about the system is required. The attraction of the new method lies in that the algorithm is very simple and easy to be implemented, and can cope with a large class of perspective systems. Further, simulation results show the robustness to measurement noises and the superiority to the traditional ones.
