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Abstract—Quantum input-output theory plays a very im-
portant role for analyzing the dynamics of quantum systems,
especially large-scale quantum networks. As an extension of the
input-output formalism of Gardiner and Collet, we develop a
new approach based on the quantum version of the Volterra
series which can be used to analyze nonlinear quantum input-
output dynamics. By this approach, we can ignore the internal
dynamics of the quantum input-output system and represent
the system dynamics by a series of kernel functions. This
approach has the great advantage of modelling weak-nonlinear
quantum networks. In our approach, the number of parameters,
represented by the kernel functions, used to describe the input-
output response of a weak-nonlinear quantum network, increases
linearly with the scale of the quantum network, not exponentially
as usual. Additionally, our approach can be used to formulate
the quantum network with both nonlinear and nonconservative
components, e.g., quantum amplifiers, which cannot be modelled
by the existing methods, such as the Hudson-Parthasarathy
model and the quantum transfer function model. We apply our
general method to several examples, including Kerr cavities,
optomechanical transducers, and a particular coherent feedback
system with a nonlinear component and a quantum amplifier in
the feedback loop. This approach provides a powerful way to the
modelling and control of nonlinear quantum networks.
Index Terms—Nonlinear quantum systems, Volterra series,
quantum input-output networks, quantum coherent feedback
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I. INTRODUCTION
THere has been tremendous progress in the last fewyears in the fields of quantum communication networks
and quantum internet [1]–[3], quantum biology [4], quantum
chemistry, hybrid quantum circuits [5], quantum computing
and quantum simulation [6], [7], and quantum control [8]–[26].
These progresses pave the way to the development of large-
scale quantum networks. Although scalable quantum networks
exhibit advantages in information processing and transmission,
many problems are still left to be solved to model such
complex quantum systems. Different approaches have been
proposed to analyze quantum networks, among which the
input-output formalism of Gardiner and Collet [27], [28] is
a useful tool to describe the input-output dynamics of such
systems. In fact, using the input-output response to analyze
and control the system dynamics is a standard method in
engineering. The quantum input-output theory [27], [28] has
been extended to cascaded-connected quantum systems [29],
[30] and even more complex Markovian feedforward and
feedback quantum networks, including both dynamical and
static components [31]–[45]. Two main different formulations
are proposed in the literature to model such quantum input-
output networks: (i) the time-domain Hudson-Parthasarathy
formalism [46], which can be considered as the extension of
the input-output theory developed by Gardiner and Collet; and
(ii) the frequency-domain quantum transfer function formal-
ism [47], [48].
In the existing literature, quantum input-output theory is
mainly applied to optical systems, in which the “memory”
effects of the environment are negligibly small and the non-
linear effects of the systems are weak and thus sometimes
omitted. These lead to the development of the Markovian
and linear quantum input-output network theory [31], [47],
[49]. In more general cases, such as in mesoscopic solid-
state systems, both the linear and Markovian assumptions
may not be valid. Recently, the Markovian quantum input-
output theory has been extended to the non-Markovian case for
single quantum input-output components [50] or even quantum
networks [51]. However, how to model and analyze nonlinear
quantum input-output systems is still an open problem.
Recent experimental progresses [36], [39], [52]–[56], es-
pecially those in solid-state quantum circuits [40], [57]–[60],
motivate us to find some ways to analyze nonlinear quantum
input-output networks. It should be pointed out that the
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Hudson-Parthasarathy model [46] can in principle formulate
particular nonlinear quantum input-output systems. However,
it cannot be applied to more general cases, such as those
with both nonlinear components and quantum amplifiers. An
additional problem yet to be solved is the computational
complexity for modelling large-scale quantum input-output
networks. The Hudson-Parthasarathy model gives the input-
output response in terms of the internal system dynamics,
and this will lead to an exponential increase of the compu-
tational complexity when we apply it to large-scale quantum
networks composed of many components. For most cases, this
exponentially-increased large-scale model contains redundant
information. Not all the internal degrees of freedom are
necessary to be known. For example, let us consider a quantum
feedback control system composed of the controlled system
and the controller in the feedback loop. We may not be
interested in the internal dynamics of the controller, but only
concern how the controller modifies the signal fed into it. This
can be obtained by an input-output response after averaging
over the internal degrees of freedom of the controller, which
may greatly reduce the computational complexity of the quan-
tum network analysis. For linear quantum networks, such an
input-output response can be obtained by the quantum transfer
function model. However, it may not be applied to nonlinear
quantum networks.
To solve all these problems, we establish a nonlinear quan-
tum input-output formalism based on the so-called Volterra
series [61]–[65]. This formalism gives a simpler form to model
weak-nonlinear quantum networks. This paper is organized as
follows: a brief review of quantum input-output theory is first
presented in Sec. II, and then the general form of the Volterra
series for m-port quantum input-output systems is introduced
in Sec. III. The Volterra series approach is extended in sec. IV
to more general cases in the frequency domain to analyze
more complex quantum input-output networks with multiple
components connected in series products and concatennation
products. Our general results are then applied to several
examples in Sec. V. Conclusions and discussion of future work
are given in Sec. VI.
II. BRIEF REVIEW OF QUANTUM INPUT-OUTPUT THEORY
A. Gardiner-Collet input-output formalism
The original model of a general quantum input-output
system is a plant interacting with a bath. Under the Markovian
approximation (in which the coupling strengths between the
system and different modes of the bath are assumed to be
constants for all frequencies [27], [28]), an arbitrary system
operator Z(t) satisfies the following quantum stochastic dif-
ferential equation (QSDE)
Z˙ = −i [Z,HS ] + 1
2
{
L
† [Z,L] +
[
L
†, Z
]
L
}
+
{
bin
[
L
†, Z
]
+ [Z,L]b†in
}
, (1)
with L = (L1, · · · , Lm)T , where Li’s are the system operators
representing the dissipation channels of the system coupled
to the input fields. Let bin(t) = [b1,in(t) , · · · , bm,in(t)]T and
output field bout(t) = [b1,out(t) , · · · , bm,out(t)]T be the time-
varying input fields that are fed into the system and the output
fields being about to propagate away, one has the relation
bout(t) = bin(t) + L(t). (2)
This is the standard Gardiner-Collet input-output relation.
B. Hudson-Parthasarathy model
The Gardiner-Collet input-output theory can be extended
to more general case to include the static components
such as quantum beam splitters by the Hudson-Parthasaraty
model [32]. A more general multi-input and multi-output open
quantum systems can be characterized by the following tuple
of parameters
G = (S,L, H) , (3)
where H is the internal Hamiltonian of the system; S is a n×n
unitary scattering matrix induced by the static components.
The notations given in Eq. (3) can be used to describe a
wide range of dynamical and static systems. For example,
the traditional quantum input-output systems represented by
Eqs. (1) and (2) can be written as GLH = (I,L, H), and
the quantum beam splitter with scattering matrix S can be
represented by GBS = (S, 0, 0).
To obtain the dynamics of the input-output system given by
Eq. (3), we first introduce the quantum Wiener process B (t)
and the quantum Poisson process Λ (t) as
B (t) =


B1
.
.
.
Bn

 , Λ (t) =


B11 · · · B1n
.
.
.
.
.
.
.
.
.
Bn1 · · · Bnn

 , (4)
which are defined by
Bi (t) =
∫ t
0
bi,in (τ) dτ, Bij (t) =
∫ t
0
b†i,in (τ) bj,in (τ) dτ.
(5)
In the Heisenberg picture, the system operator Z (t) satisfies
the following quantum stochastic differential equation
dZ = {LL (Z)− i [Z,H ]} dt+ dB†S† [Z,L]
+
[
L
†, Z
]
SdB+ tr
{[
S
†ZS− Z] dΛT} , (6)
where the Liouville superoperator LL (·) is defined by
LL (X) = 1
2
L
† [X,L] +
1
2
[
L
†, X
]
L
=
n∑
j=1
{
1
2
L†j [X,Lj] +
1
2
[
L†j , X
]
Lj
}
, (7)
which is of the standard Lindblad form. Similar to Eq. (2), we
can obtain the following input-output relation
dBout = SdB+ Ldt,
dΛout = S
∗dΛST + S∗dB∗LT + L∗dBTST + L∗LT dt,
(8)
where dBout and dΛout are the output fields corresponding
to the quantum Wiener process dB and Poisson process dΛ.
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C. Quantum transfer function model
The Gardiner-Collet input-output theory, or the more
general Hudson-Parthasarathy model introduced in subsec-
tions II-A and II-B, can be used to represent a large class
of quantum input-output systems. However, the Hudson-
Parthasarathy model is complex if the interior degrees of
freedom of the system are very high. The quantum transfer
function model can be applied to some cases that the Hudson-
Parthasarathy model is invalid or inefficient.
Different from the Hudson-Parthasarathy model, which is
in the time domain, the quantum transfer function model
is a frequency-domain approach [47], [48] and can only be
applied to linear quantum input-output systems. The sys-
tem we consider is composed of r harmonic oscillators
{aj : j = 1, · · · , r}, which satisfy the following canonical
commutation relations[
aj , a
†
k
]
= δjk, [aj , ak] =
[
a†j , a
†
k
]
= 0.
We are interested in a general linear quantum system, which,
in the (S,L, H) notation given by Eq. (3), satisfies the fol-
lowing conditions: (i) the dissipation operators Lj’s are linear
combinations of ak, i.e., Lj can be written as Lj =
∑
k cjkak;
and (ii) the system Hamiltonian H is a quadratic function of
ak, i.e., H =
∑
jk ωjka
†
jak. Under these conditions, we can
obtain the following equivalent expression of Eq. (3):
G = (S, C,Ω) , (9)
where
C =


c11 · · · c1r
.
.
.
.
.
.
.
.
.
cr1 · · · crr

 , Ω =


ω11 · · · ω1r
.
.
.
.
.
.
.
.
.
ωr1 · · · ωrr

 .
Let us introduce an operator vector called the state vector of
the system a = (a1, · · · , ar)T , then from Eqs. (6) and (8), we
can obtain the following Heisenberg-Langevin equation and
input-output relation
a˙(t) = Aa(t)− C†Sbin(t) , (10)
bout = Sbin(t) + C a(t) , (11)
where A = −C†C/2 − iΩ. Such kind of linear equations
can be solved in the frequency domain. To show this, let us
introduce the Laplace transform which is defined for Re (s) >
0 by
R (s) =
∫ ∞
0
exp (−st)R (t) dt. (12)
In the frequency domain, Eqs. (10) and (11) can be solved as
a(s) = − (sIr −A)−1 C†Sbin(s) , (13)
bout (s) = Sbin (s) + Ca (s) . (14)
Then, we can obtain the input-output relation of the whole
system
bout (s) = Ξ (s)bin (s) , (15)
where Ξ (s) is the transfer function of the linear quantum
system, which can be calculated by
Ξ (s) = S− C (sIr −A)−1 C†S. (16)
Fig. 1. (color online) An n-port nonlinear input-out component with kernel
functions
{
ki,j1···jnj,i1···in (τ1, · · · , τn)
}
.
The input-output relation (15) shows the linear map between
the input and output of the linear quantum system given by
Eqs. (10) and (11).
III. NONLINEAR RESPONSE BY VOLTERRA SERIES
The Gardiner and Collet’s quantum input-output model [27],
[28], or more generally the Hudson-Parthasarathy model, give
a general form of the quantum input-output response, but
there are internal degrees of freedom determined by Eq. (1).
Sometimes, it is not easy to use these models to describe
an input-output system, especially for nonlinear systems of
which the interior degrees of freedom are extremely high
or even infinite-dimensional. However, the complexity of
the quantum input-output model can be greatly reduced if
we average out the interior dynamics. For linear quantum
systems, such a reduction process leads to the quantum
transfer function model, in which the quantum input-output
response is represented in the frequency domain as a linear
input-output relation with a proportional gain called the
quantum transfer function. As an extension of this method,
we will show that the Volterra series can be used to describe
the input-output response for more general nonlinear quantum
input-output systems.
Theorem 1: (Nonlinear quantum input-output response by
Volterra series)
The quantum input-output relation of a general m-port quan-
tum system with input field bin(t) = [b1,in(t) , · · · , bm,in(t)]T
and output field bout(t) = [b1,out(t) , · · · , bm,out(t)]T can be
expressed as the following Volterra series
b±j,out(t) =
+∞∑
n=1
∫ t
0
∫ τ1
0
· · ·
∫ τn−1
0
b
(i1)
j1,in
(τ1) · · · b(in)jn,in(τn)
k±,j1···jnj,i1···in (t− τ1, · · · , τn−1 − τn) dτ, (17)
where ik = ± and jk = 1, · · · ,m; b(−)j,in = bj,in and b(−)j,out =
bj,out; b
(+)
j,in and b
(+)
j,out are the conjugate operators of bj,in and
bj,out; and
{
ki,j1···jnj,i1···in (τ1, · · · , τn)
}
are the kernel functions of
the m-port input-output system. Here, we omit the sum of the
indices ik = ± and jk = 1, · · · ,m by the Einstein summation
convention.
Proof: To prove the theorem, let us first assume that
the dynamical Lie algebra of the dynamical system given by
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Eq. (1) is L = span ({−iXα}), where −iXα’s are the basis
elements of the Lie algebra L which satisfy the following
commutation relation
[Xα, Xβ ] = −i
∑
γ
CγαβXγ . (18)
Cγαβ’s are the structure constants of the Lie algebra L. Let
us define an operator vector X = (Xα), of which the entries
come from the basis elements of the Lie algebra L. From
Eq. (1), we can obtain the following dynamical equation for
the operator vector X
X˙(t) = AX (t) +
(
B∗bin(t) +Bb
†
in
)
X(t) . (19)
From Eq. (19), we have the following formal series solution
for the above equation
X(t) = eAtX+
∫ t
0
eA(t−τ1) [B∗bin(τ1)
+Bb†in(τ1)
]
X(τ1) dτ1, (20)
where X is the operator vector in the Schro¨dinger picture. By
solving X(τ1) in the integral of Eq. (20), we can obtain the
iterative solution
X(t) = eAtX+
∫ t
0
eA(t−τ1) [B∗bin(τ1)
+Bb†in(τ1)
]
eAτ1Xdτ1
+
∫ t
0
eA(t−τ1)
[
B∗bin(τ1) +Bb
†
in(τ1)
]
dτ1∫ τ1
0
eA(τ1−τ2)
[
B∗bin(τ2) + Bb
†
in(τ2)
]
X(τ2) dτ2.
Solving the above equation in the same way, we can obtain
the following series solution of Eq. (19)
X(t) = eAtX+
∞∑
n=1
∫ t
0
· · ·
∫ τn−1
0
eA(t−τ1) [B∗bin (τ1)
+Bb†in(τ1)
]
eA(τ1−τ2) · · · e−AτnXdτ1 · · · dτn.
(21)
Since {−iXα} is the basis of the dynamical Lie algebra of
the quantum input-output system, the system operator L in the
output equation (1) can be written as the linear combination
of {Xα}, i.e.,
L =
∑
α
lαXα, (22)
where lα ∈ Cn. Let us then assume that the total input-output
system composed of the internal degrees of freedom and the
external input field is initially in a separable state ρtot(0) =
ρ0⊗ ρb, where ρ0 and ρb are, respectively, the initial states of
the internal system and the external input field. If we average
over the internal degrees of freedom of the quantum input-
output system, the output equation (2) can be rewritten as
bout(t) = bin(t) +
∑
α
lα〈Xα(t)〉0, (23)
where 〈Xα(t)〉0 = tr [Xα(t) ρ0]. By substituting Eq. (21)
into Eq. (23), we can obtain the Volterra series of a general
nonlinear quantum input-output component given by Eq. (17).
As shown in Eq. (17), the system input-output re-
sponse is fully determined by the set of parameters{
k±,j1···jnj,i1···in (τ1, · · · , τn)
}
called Volterra kernels. It is also
shown in the proof of theorem 1 that these kernel functions are
just determined by the high-order quantum correlations of the
interior dynamics of the quantum input-output system. Notice
that the quantum Volterra series is different from the classical
Volterra series because the terms like b(i1)in (τ1) , · · · ,b(in)in (τn)
do not commute with each other and the vacuum fluctuations
in the input field should be considered when we analyze
quantum input-output response.
Different from the Volterra series used for for classi-
cal systems, the kernel functions of the quantum Volterra
series method we present here should satisfy additional
physically-realizable conditions [31], [48] constrained by the
theory of quantum mechanics. For example, for a Marko-
vian input-output system [32], the commutation relation
should be preserved from the input field to the output
field, i.e., [bout(t) , b†out(t′)] = [bin(t) , b
†
in(t
′)]. This leads
to additional equality constraints for the kernel functions
k±,j1···jnj,i1···in (τ1, · · · , τn).
Although the right side of Eq. (17) is an infinite series,
i.e., a series with infinitely many terms, we can use its
finite truncations to represent the input-output response under
particular conditions. In fact, for linear systems, there are only
linear terms in Eq. (17). Motivated by this consideration, we
then study a weak-nonlinear quantum system with r internal
modes given by the annihilation (creation) operators ai=1,···,r
(a†i=1,···,r). For such a weak nonlinear quantum system, the
system Hamiltonian H and the dissipation operator L in
Eq. (1) can be expressed as
H = Hl + µHnl, L = Ll + µLnl, (24)
where Hl and Ll are quadratic and linear functions of the
annihilation and creation operators ai and a†i ; Hnl and Lnl are
higher-order nonlinear terms of ai and a†i ; and µ is a parameter
introduced to determine the nonlinear degree of the system.
For a weak-nonlinear system, we have µ≪ 1. The following
theorem shows that we can use the finite truncation up to
low-order terms and omit higher-order nonlinear terms in the
Volterra series for weak-nonlinear systems satisfying Eq. (24).
Theorem 2: (Volterra series for weak-nonlinear systems)
For a weak-nonlinear quantum input-output system with
Hamiltonian and dissipation operators given by Eq. (24), the
Volterra series for this quantum input-output system can be
written as
b±j,out(t) =
∫ t
0
k± j1j,i1 (t− τ)b
(i)
j1,in
(τ1) dτ1
+µ
∫ t
0
∫ τ1
0
dτ1dτ2 b
(i1)
j1,in
(τ1) b
(i2)
j2,in
(τ2)
k±,j1j2j,i1i2 (t− τ1, τ1 − τ2) + o (µ) . (25)
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The proof of the theorem is given in the appendix. It can
be easily seen that Eq. (25) is just the traditional convolution
representation, or equivalently the transfer function represen-
tation, when µ = 0, which corresponds to linear quantum
systems.
IV. FREQUENCY ANALYSIS OF NONLINEAR QUANTUM
INPUT-OUTPUT NETWORKS
The Volterra series can be expressed as a simpler form in
the frequency domain, especially for quantum networks with
several components. In the frequency domain, the quantum
input-output relation can be rewritten as
b±j,out(ω) =
+∞∑
n=1
∫
· · ·
∫
ω1+···ωn=ω
b
(i1)
j1,in
(ω1) · · · b(in)jn,in(ωn)
χ±,j1···jnj,i1···in (ω1, · · · , ωn) dω1 · · ·ωn, (26)
where
χ±,j1···jnj,i1···in (ω1, · · · , ωn) = K
±1···jn
j,i1···in
(ω1 + · · ·ωn, · · · , ωn)
and K±,j1···jnj,i1···in (ω1, · · · , ωn) is the n-th order Fourier transform
of the kernel function k±,j1···jnj,i1···in (τ1, · · · , τn) defined by
K±,j1···jnj,i1···in (ω1, · · · , ωn) =
∫ +∞
−∞
e−iω1t1···−iωntn
k±,j1···jnj,i1···in (t1, · · · , tn) dt1 · · · dtn.
(27)
The coefficients
{
χ±,j1···jnj,i1···in
}
can be seen as the quantum
version of the n-th order nonlinear susceptibility coefficients.
The main merit of the Volterra series approach is that it
can greatly reduce the computational complexity of quantum
input-output network analysis in the frequency domain. In fact,
from Eq. (26), we can find that the input-output response of
a multi-input nonlinear component is fully determined by the
quantum susceptibility coefficients
{
χi,j1···jnj,i1···in (ω1, · · · , ωn)
}
.
The following theorem shows that the quantum susceptibility
coefficients of a large-scale quantum network with several
components can be expressed as the polynomial functions
of the lower-order quantum susceptibility coefficients of each
component.
Theorem 3: (Susceptibility coefficients for networks)
The n-th order quantum susceptibility coefficients{
χi,j1···jnj,i1···in (ω1, · · · , ωn)
}
of a multi-component quantum
network can be expressed as polynomials of lower-order
quantum susceptibility coefficients of each component.
Proof: To prove our main results, we can see that an
arbitrary nonlinear quantum network can be decomposed into
two basic types of connections between different components,
i.e., the concatenation product and the series product [32].
Thus, we only need to verify the main results for these two
types of basic quantum networks.
The concatenation product describes two components
that are simply assembled together without any connec-
tion between them [see Fig. 2(a)]. Let us assume that{
χ
(1) i,j1···jn
j,i1···in
(τ1, · · · , τn)
}
and
{
χ
(2) i,j1···jn
j,i1···in
(τ1, · · · , τn)
}
Fig. 2. (color online) Two types of basic connections between different
components: (a) the concatenation product, in which two components are
simply assembled together without any connection between them; and (b)
the series product in which two components are cascade-connected, i.e.,
the output of the first system is taken as the input of the second sys-
tem.
{
χ
(1) i,j1···jn
j,i1···in
(τ1, · · · , τn)
}
and
{
χ
(2) i,j1···jn
j,i1···in
(τ1, · · · , τn)
}
are the
quantum susceptibility coefficients of the two components.
are the quantum susceptibility coefficients of the two com-
ponents and
{
χi,j1···jnj,i1···in (τ1, · · · , τn)
}
are the quantum suscep-
tibility coefficients of the total system, then it can be easily
verified that
χi,j1···jnj,i1···in (ω1, · · · , ωn) =

χ
(1) i,j1···jn
j,i1···in
(ω1, · · · , ωn) , ik, jk ∈ {1, · · · , r} ;
χ
(2) i,j1···jn
j,i1···in
(ω1, · · · , ωn) , ik, jk ∈ {r + 1, · · · ,m} ;
0, otherwise.
(28)
The series product can be used to describe two cascade-
connected components [see Fig. 2(b)], i.e., the output of
the first system is taken as the input of the second system.
The n-th quantum susceptibility coefficients χi,j1···jnj,i1···in of the
quantum network in the series product can be calculated by
the following equation
χi,j1···jnj,i1···in (ω1, · · · , ωn) =∑
r = 1, · · · , n
α1 + · · · + αr = n
χ
(2) i,l1···lr
j,k1···kr
(ω1 + · · ·+ ωα1 , · · ·)
χ
(1) k1,j1···jα1
l1,i1···iα1
(ω1, · · · , ωα1) · · ·
χ
(1) kr ,jn−αr+1···jn
lr ,in−αr+1···in
(ωn−αr+1, · · · , ωn) , (29)
where χ(1) i,j1···jnj,i1···in and χ
(2) i,j1···jn
j,i1···in
are the quantum suscepti-
bility coefficients of the two components.
From Eq. (28) and Eq. (29), we can see that the n-th
quantum susceptibility coefficients of a quantum network in
the concatenation product and series product can be expressed
as the polynomials of lower-order quantum susceptibility co-
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Fig. 3. (color online) Series product networks with a linear component
and a nonlinear component: (a) the input field is first fed into the linear
component with quantum transfer function G(1)(iω) and then transmits
through a nonlinear component with quantum susceptibility coefficients
χ
(2) i,j1···jn
j,i1···in
(ω1, · · · , ωn); (b) the two components are connected in the
opposite way: the input field is first fed into a nonlinear component with
quantum susceptibility coefficients χ(1) i,j1···jnj,i1···in (ω1, · · · , ωn) and then a
linear component with quantum transfer function G(2)(iω).
efficients of the components in the quantum network. That
completes the proof of the theorem.
Remark 1: Theorem 3 shows that the computational com-
plexity to describe the input-output response of a multi-
component nonlinear quantum network increases linearly with
the number of the components in the quantum network, in
comparison to the traditional exponentially increasing com-
plexity for describing a complex quantum input-output net-
work.
As examples of multi-component nonlinear quantum net-
works, let us consider a quantum network in which a linear
component is cascade-connected to a nonlinear component.
This can be divided into two different cases (see Fig. 3):
(i) The input field is first fed into a linear component with
the quantum transfer function [47] G(1)(s) , s ∈ C, and then
transmits through a nonlinear component with quantum sus-
ceptibility coefficients χ(2) i,j1···jnj,i1···in (ω1, · · · , ωn). The quantum
susceptibility coefficients of the total system can be calculated
by
χi,j1···jnj,i1···in (ω1, · · · , ωn)
= χ
(2) i,j1···jn
j,i1···in
(ω1, · · · , ωn)
n∏
i=1
G(1)(iωi) . (30)
(ii) The input field is first fed into a nonlinear
component with quantum susceptibility coefficients
χ
(1) i,j1···jn
j,i1···in
(ω1, · · · , ωn), and then guided into a linear
component with quantum transfer function G(2)(s) , s ∈ C.
The quantum susceptibility coefficients of the series-product
system can be expressed as
χi,j1···jnj,i1···in (ω1, · · · , ωn)
= G(2)
(
i
n∑
i=1
ωi
)
χ
(1) i,j1···jn
j,i1···in
(ω1, · · · , ωn) .(31)
Fig. 4. (color online) Schematic diagram of an nonlinear input-output Kerr
cavity with frequency ωa, nonlinear Kerr coefficient χ, and damping rate γ.
Note that the above examples are quite useful for modelling
a large class of important quantum input-output networks,
such as the network with a nonlinear component cascaded
connected to a quantum amplifier, that cannot be modelled
appropriately by the existing approaches.
V. APPLICATIONS
The Volterra series approach we introduce here can be
applied to various linear and nonlinear quantum input-output
systems, especially those with weak nonlinearity. To show this,
we study the input-output relation of some conventional non-
linear components, which can be taken as the basic elements
of more complex quantum networks.
Example 1: (Kerr Cavity)
As a first example, we consider a Kerr cavity with free
Hamiltonian H = ωaa†a + χ
(
a†a†aa
)
and dissipation op-
erator L =
√
γa coupled to the input field, where a and
a† are the annihilation and creation operators of the cavity.
Here ωa, χ, and γ are the frequency of the fundamental
mode, the nonlinear Kerr coefficient of the cavity, and the
coupling strength between the cavity and the input field (see
Fig. 4). Let us consider the weak-nonlinear assumption such
that χ ≪ ω, γ, then from theorem 2 we can expand the
quantum Volterra series up to the third-order terms. If we
further assume that the cavity is initially in the vacuum state,
there is only one nonzero first-order Volterra kernel
k− (τ) = −γ exp
[
−
(γ
2
+ iωa
)
τ
]
(32)
and four nonzero third-order Volterra kernels
k±−+ (τ1, τ2, τ3)
=
4iγ2χ2
−γ + iχe
−γ/2(τ1+τ3)−iωa(τ1−τ3)−γτ2
(
1− e−γτ1) ,
k±+− (τ1, τ2, τ3)
= − 4iγ
2χ2
−γ + iχe
−(γ/2+iωa)(τ1+τ3)−γτ2
(
1− e−γτ1) .
(33)
See the derivations in the appendix.
For this example, the Volterra series approach gives a
more exact description of the quantum input-output response
compared with other approximation approaches, such as the
truncation approximation approach in the Fock space which
is mainly used for low-excitation quantum systems and the
semiclassical approximation, which is traditionally introduced
to study highly-excited systems. To show this, let us see the
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Fig. 5. (color online) (a) Time evolution of the output field xout =(
bout + b
†
out
)
/
√
2 and (b) logarithmic output spectra for a Kerr cavity with
(χ/ωa, γ/ωa) = (0.01, 0.2). In order to obtain the output spectrum, we
drive the Kerr cavity by an external field with strength ǫd = 0.6ωa. Here
τ = 2π/ωa is a normalized unit of time. The blue solid curve is the ideal
trajectory. The black triangle curve, the green dashed curve, and the red curve
with plus signs are the trajectories obtained by the Volterra series approach,
semiclassical approximation, and the few-photon truncation with expansion
up to five-photon Fock state. The trajectory obtained by the Volterra series
approach coincides very well with the ideal one compared with the other two
approaches.
simulation results given in Fig. 7. Given the system parameters
(χ/ωa, γ/ωa) = (0.01, 0.2), the output trajectory obtained by
the quantum Voterra series approach matches more perfectly
well with the ideal trajectory compared with those obtained
by the few-photon truncation in the Fock space and the
semiclassical approximation.
Example 2: (Optomechanical transducer)
In the second example, let us concentrate on a single-
mode cavity parametrically coupled to a mechanical oscilla-
tor (see Fig. 6), which received a high degree of attention
recently [66]–[71]. These systems can be used as sensitive
detectors to detect spin and mass, or a sensitive mechanical
transducer. The Hamiltonian of this system can be written
as H = ωaa
†a + ωbb
†b + ga†a(b + b†), where a (a†) and
b (b†) are the annihilation (creation) operators of the cavity
mode and the mechanical oscillator; ωa and ωb are the angular
frequencies of these two modes; and g is the optomechanical
coupling strength. The cavity mode is coupled to the input
field with damping rate γa, and γb is the damping rate of
the mechanical mode. Let us assume that the optomechanical
coupling is weak enough such that g ≪ ωa,b, γa,b. Note
Fig. 6. (color online) Schematic diagram of an optomechanical transducer
where a, ωa, and γa (b, ωb, and γb) are the annihilation operators of the
optical mode and the mechanical mode. g is the optomechanical coupling
strength.
that g determines the nonlinearity of the optomechanical
systems, thus the above assumption means that the nonlinearity
of the optomechanical system we consider is weak. From
theorem 2, we can expand the quantum Volterra series to the
third-order terms and omit higher-order terms. If we further
assume that the cavity and the mechanical oscillator are both
initially in the vacuum states and note that ωa ≫ ωb and
γa ≫ γb, there are only one non-zero first-order Volterra
kernel k− (τ) = −γa exp
[− (γa2 + iωa) τ] and two non-zero
third-order Volterra kernels
k−±∓ (τ1, τ2, τ3) =
γ2ag
2e−γ
a
±τ3
(
e−γ
a
−τ1 + e−γ
a
+τ1
−γa− + γa+
)(
e−γaτ2 − e−γb−τ2
−γb− + γa
)
,
(34)
where γa± =
γa
2 ± iωa and γb− = γb2 − iωb. The derivations
of Eq. (34) are similar to those of Eqs. (32) and (33) given in
the appendix, thus we omit those here.
Example 3: (Nonlinear coherent feedback network with
weak Kerr nonlinearity)
The Volterra series approach gives a simpler way to analyze
nonlinear quantum coherent feedback control systems [44],
[68], [72]–[76]. To show this, let us consider a simple coherent
feedback system in Fig. 7(a). In this system, the controlled
system is a linear cavity S1, and in the feedback loop there are
a quantum amplifier S2 and a Kerr nonlinear component S3.
Notice that this coherent feedback system cannot be modelled
by the existing approaches such as the Hudson-Parthasarathy
model and the quantum transfer function model, but we can
describe it by our approach. The total system can be seen
as a cascade-connected system S = S1 ⊳ S3 ⊳ S2 ⊳ S1.
The system dynamics can be obtained from Eqs. (30), (31),
and example 1. This quantum coherent feedback loop induces
an interesting phenomenon: the nonlinear component in the
coherent feedback loop changes the dynamics of the linear
cavity and make it a nonlinear cavity. This nonlinear effect
is additionally amplified by the quantum amplifier in the
feedback loop. Let ωa, γa be the effective frequency and
damping rate of the controlled linear cavity. ωb, χb, γb are the
effective frequency, nonlinear Kerr coefficient, and damping
rate of the nonlinear Kerr cavity in the feedback loop. G is
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Fig. 7. (color online) Quantum feedback nonlinearization: (a) the schematic
diagram of the nonlinear coherent feedback loop; (b) the non-Gaussian degree
of the quantum state in the controlled cavity.
the power gain of the quantum amplifier in the feedback loop.
Under the condition that γa ≫ ωa, the controlled cavity can be
seen as a nonlinear Kerr cavity with effective Kerr coefficient
χ˜a = Gχb. This amplified nonlinear Kerr effects leads to
nonlinear quantum phenomena in the controlled cavity. For
example, if the initial state of the controlled cavity is a
coherent state, this state will evolve into a non-Gaussian state,
which is highly nonclassical. In Fig. 7(b), we use the measure
δ [ρ] =
tr
[
(ρ− σ)2/2]
tr [ρ2]
∈ [0, 1]
to evaluate the non-Gaussian degree of the quantum states
generated in the controlled cavity [77], where σ is a Gaussian
state with the same first and second-order quadratures of the
non-Gaussian state ρ. Simulation results in Fig. 7(b) show
that higher-quality non-Gaussian states can be obtained if we
increase the power gain G of the quantum amplifier in the
feedback loop. We should point out that we have predicted
a similar quantum feedback nonlinearization phenomenon in
Ref. [44]. But in that paper, the nonlinearity is induced by
the nonlinear dissipation interaction between the controlled
system and the mediated quantum field, and the feedback loop
is linear. Here, we show that nonlinear coherent feedback loop
can induce quantum nonlinearity [76], which can be further
amplified by the quantum amplifier in the feedback loop.
VI. CONCLUSION
We have introduced a new formalism of quantum input-
output networks using the so-called Volterra series. It gives a
simpler way to describe large-scale nonlinear quantum input-
output networks especially in the frequency domain, and can
be also used to analyze more general quantum networks with
both nonlinear components and quantum amplifiers that cannot
be modelled by the existing methods such as the Hudson-
Parthasarathy model and the quantum transfer function model.
An application to quantum coherent feedback systems shows
that it can be used to show the quantum feedback nonlineariza-
tion effects, in which the nonlinear components in the coherent
feedback loop can change the dynamics of the controlled
linear system and these quantum nonlinear effects can be
amplified by a linear quantum amplifier. Our work opens up
new perspectives in nonlinear quantum networks, especially
quantum coherent feedback control systems.
APPENDIX
Proof of the theorem 2: Let us assume that X1 is an operator
vector of which the components are linear terms of the annihi-
lation and creation operators ai and a†i , i = 1, · · · , r, and X2
is another operator vector of which the components are higher-
order nonlinear terms of ai and a†i . The system dynamics can
be fully determined by the vector X =
(
X
T
1 ,X
T
2
)T
. From
Eq. (1) and the special form of the system Hamiltonian H and
dissipation operator L in Eq. (24), we can obtain the dynamical
equations of X1 and X2 as follows
X˙1 = (A11X1 + µA12X2) +
(
B∗1bin +B1b
†
in
)
, (35)
X˙2 = (A21X1 +A22X2) +
(
B∗21bin +B21b
†
in
)
X1
+µ
(
B∗22bin +B22b
†
in
)
X2, (36)
where Aij , Bij are constant matrices determined by Hl, Hnl,
Ll, and Lnl. By solving Eqs. (35) and (36), we have
X1(t) = e
A11tX1 + µ
∫ t
0
eA11(t−τ)A12X2(τ) dτ
+
∫ t
0
eA11(t−τ)
[
B∗1bin(τ) +B1b
†
in(τ)
]
dτ,
(37)
X2(t) = e
A22tX2 +
∫ t
0
eA22(t−τ)A21X1(τ) dτ
+
∫ t
0
[
B∗21bin(τ) +B21b
†
in(τ)
]
X1(τ) dτ
+µ
∫ t
0
[
B∗22bin(τ) +B22b
†
in(τ)
]
X2(τ) dτ.
(38)
Noticing that
bout(t) = bin(t) + l1〈X1(t)〉0 + µl2〈X2(t)〉0,
we can obtain Eq. (25) by iterating Eq. (38) into Eq. (37).
Derivations of Eqs. (32) and (33): Under the weak non-
linearity assumption χ ≪ ωa, γ, we can expand the system
dynamics of the Kerr cavity up to the third-order terms of
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a and a† and omit higher-order terms. Then, the system dy-
namics can be expressed as the following quantum stochastic
differential equation
X˙ = AX+B−Xbin +B+Xb
†
in,
where X =
(
I, a, a†, a†a, a2, a† 2, a†a2, aa† 2
)T
. The coeffi-
cient matrices A, B−, and B+ can be given by Eq. (39), where
ω˜a = ωa−χ. With a similar iteration process as the one given
by Eq. (21), we can calculate the Volterra kernels using
k− (τ) = l
T exp (Aτ)B−x0,
and
k±±±(τ1, τ2, τ3) = l
T eAτ1B±e
Aτ2B±e
Aτ3B±x0,
where l = (010 · · ·0)T and x0 = 〈X〉0 = (10 · · · 0)T . 〈·〉0 is
the average taking over the initial vacuum state of the Kerr
cavity.
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