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The Ballot Problem with Three Candidates 
HEINRICH NIEDERHAUSEN 
A new and simplified derivation is given for the probability that one candidate leads throughout 
the counting of all votes in a three-candidate ballot. The original proof is due to Kreweras (1965). 
INTRODUCTION 
Three candidates, named Q, R and S, respectively obtain q, r and s votes in a ballot, 
where s ~ max{q, r}. What is the probability P(q, r, s) that candidateS was never behind 
the other two candidates at each stage of the counting? 
Kreweras [1] proved the Ballot Theorem 
P(q,r,s)=1-q+r+ 1 I£ (-1)i+i(~)(~)(2(i:j-1))/(i+j+s). (1)
s+1 (s+1)(s+2L~li~l 1 1 2r~l s+2 
Writing P(q, r, s) in this form demonstrates the evolution of the ballot problem. The 
two-candidate problem is obtained by assigning 0 votes to one of the losers, say q = 0. 
Now the double sum vanishes and the well known formula P(O,r,s)=1-(r/(s+1)) is 
obtained. The common view that it is almost certain to lead in a one-candidate ballot, 
may be confirmed by choosing r = 0 too. 
In general, the three-candidate ballot problem seems to be much harder than the 
two-candidate problem. In [3] a simplification of Kreweras's original proof was presented, 
which was still far from being elementary and enlightening. The new proof below is 
based on an identity which has the following interpretation in the theory of partially 
ordered sets. 
Denote by n (PJ>; m) the order polynomial of a p -element poset PJ> which satisfies the 
strong chain condition. It is shown later in this paper that 
r . (2r + [+ 2) for all ­0=i~0 (-1) 1il(PJ>;j+1) r-j 
p -[ 
- o:; r, (2)
2 
where l is the length of each maximal chain, and p -l is even. 
Kreweras [1] also proved that Equation (1) can be drastically simplified if r = s: 
( )- (s-q+1)q _ 22q+l(_s_!_\(2s-2q+1)! (3)Pq,s,s -(s+1)(s-q+~)q- (s-q)!} (2s+2)! ' 
where (x )q = x (x + 1) · · · (x + q -1), and (x )0 = 1. A new derivation of Equation (2) is 
given by use of hypergeometric series. 
I thank I. Gessel, M.I.T., for renewing my interest in this problem, which he solved 
using a generating function approach (private communication). 
PROOF OF THE THREE-CANDIDATE BALLOT THEOREM 
THE RECURSION. Denote by D(q, r; s) the number of different countings where 
candidateS is never behind the other candidates at each stage of the counting. Obviously, 
D(q, r; s) =D(q, r; s -1)+D(q, r-1; s)+D(q -1, r; s -1), (4) 
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where 
D(i,j, k) = 0 ifi <0 or j<O, (5)D(O, 0; k) = 1 for all k ;;;.O, 
and 
D(i,j; max{i,j}-1) = 0 for all i + j ;;;;. 1. (6) 
These initial values allow only one unique solution of the recursion Equation (4), and 
/(
q +r +s)P(q, r, s) =D(q, r; s) q, r , 
where 
X )=(x-n-m+1)n+m. 
( n,m n!m! 
REMARK. The probability that candidate S leads by a margin of at least 8 ;;;;. 0 
throughout the counting of all votes (except during the first 8 -1 counts, of course), is 
equal to 
q+r+s)D(q,r,s-8) q,r ./( 
THE SHEFFER SEQUENCE. Equation (4) can be written as 
VD(q, r; s) =D(q, r-1; s)+D(q -1, r; s), (7) 
by use of the backwards difference operator V. The initial values in expression (5) make 
any solution of Equation (7) into a double sequence of polynomials (dq,r)q,.. 0 ,,,..0 in the 
integer variables, where deg(dq,r)=q+r. More precisely, (dq,r) is a Sheffer 2-sequence 
for the delta operator V (see [4, p. 355]). 
In the sequel, let (dq,r) be the unique Sheffer 2-sequence for V which satisfies Equation 
( 6), i.e., has roots in max{q, r}- 1 for all q + r;;;;. 1. Thus, 
dq,r(s) =D(q, r; s) for all s ;;;omax{q, r}-1. (8) 
REMARK. Equation (8) is in general not true for s < max{q, r} -1, because D (q, r; s) 
equals 0 for those values ·of s. But, as we shall see in the next chapters, vahies of dq,,(s) 
at negative arguments play the key role in representing the polynomials dq,r· 
THE REPRESENTATION. The two losing candidates Q and R are interchangeable in 
this ballot problem. Therefore, 
dq,r = dr,qo (9) 
Another property follows from Corrollary 2.3 in [ 4] or by induction over q + r +s: 
q r . ·(q+r+s)dq,r(s)= L L d;,j(-1-j) . . (10) 
i~O j~O q -1, r- j 
(which even holds for all Sheffer 2-sequences for V). 
REMARK. Kreweras [1, p. 82] proved Equation (10) using the classical calculus of 
differences. Notice that the polynomials dq,,(s) are called Pq,,(s) in his paper. Why dq,r is 
represented in terms of d;,i(-i- j) can be only understood in view of the conjecture (14). 
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THE OoRTHOGONALITY RELATION. For 0 :s;;q :s;; r = s + 1 we obtain 
d ,(r- 1)={0, ~fq+r>O, 
q, 1, 1f q = r =0, 
q ' .• (2r+q-1)
=8o,q+r= L L di,i(-z-J) . . (11)i=Oi=O q-z,r-J 
from Equation (10). The central step of our proof is a simplification of expression (11) 
into a new orthogonality relation which involves only a single summation. 
LEMMA 1. 
' ·(2r+q-1)8o,q+r = L dq,j(-q -1) . for all 0 :s;; q :s;; r. (12) 
i=O r-1 
PROOF BY INDUCTION. For q = 0, Equation (12) follows from expression (11). For 
q ~ 1, the orthogonality relation (11) can be written as 
O= I (2r+q-1)! ±d .. (-i-j)(2r+i-1). 
i=o(q-i)!(2r+i-1)!i=O '·1 r-j 
By induction, the inner sum vanishes for i =0, ... , q -1. 
THE CoNNECTION COEFFICIENTS. The orthogonality relation (12) and the symmetry 
condition dq,r = dr,q uniquely determine the connection coefficients di.i (- i- j). 
EXAMPLES. 
do,o(O) = 1 (from (5)), 
do.1 (-1) = -do,o(O) = -1, 
12r -1) (2r -1) r- (2r -1)do,,(-r)=- ( + - L do,i(-j) . , 
r r- 1 i=2 r-1 
=- 'f do,j(-n(2'- .1)
i=2 r-1 
= 0 for all r ~ 2 (by induction). 
2r) r-1 ( 2r )d1,,(-1-r)= ( - L d1)-1-j) . (13) 
r i=1 r-1 
=-2(-1)' for all r ~ 1 (by induction). 
The proof of Equation (1) is finished if we can show that 
2(-1)q+r(q +r -1)! (2(q +r-1)-1)! (14)dq,,(-q- r) = q! r! (2q -1)! (2r -1)! 
for all q ~ 1 and r ~ 1. Kreweras [1, p. 83-89] proved this formula by showing that the 
right-hand side of Equation (14), inserted into the representation (10), yields a double 
sequence of polynomials with the correct roots and recursion. It only needs to be shown 
that the orthogonality relation (12) and the symmetry holds for these numbers. The 
latter is trivial. 
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We write Equation (14) as 
dq,,(-q -r) = 2(-l)q+rKq-1(r-l) (15) 
for all q ;;.: 1 and r ;;.: 1, where 
(r+2)q(r+l)q(r+3/2)q
K ()r = 3 q q! (2)q (z)q 
are Kreweras's polynomials [2, p. 58]. We see from K 0 (r) = 1 and Equation (13) that 
Equation (15) is correct for q = 1. It remains to show that the orthogonality relation (12) 
holds for all q ;;.: 2, which transforms after some obvious simplifications into the identity 
0=it(-l)iKq(j)(2';~t 2) foralll~q~r. (16) 
REMARK. In terms of hypergeometric functions, it is necessary to show that 
0 =J'3[q +2, q3 + 1, q +~, -r;] = 0 for all 1 ~ q ~ r. (17)
2, z, q +r+3 
From Whipple's transformation [6, (6.5)] 
x, y, z, -n; J [J'3 l+x-y, l+x-z, w 
(w-x)n [ l+x-w,h.!O+x),l+x-y-z,-n; J (18)
= sF4 1 1 ) '(w)n l+x-y, l+x-z,;z(l+x-w-n), l+;z(x-w-n 
expression (17) is equivalent to 
1 1 1 3 1 
0 - v[-r,;zq+ ,;zq+;z,;z-q;]f Ill,:: ,::- ~ · 3 :1 or a ~ q ~ r. (19)2, 2, 12-r 
A proof of this identity, due to D. Stanton, was given in [3, p. 289]. The following proof 
of identity (16) is completely different and elementary. 
PROOF OF IDENTITY (16). The Kreweras polynomials are of degree 3q. Therefore, 
their (2r+q+2)-th difference vanishes for alll~q~r, and the same is true for the 
polynomials Kq(x):=Kq(-x). Thus, 
0 = ..:::1 2r+q+2Kq(r +q +2) 
2r+q+2 . (2r+q+2) 
= L (-1YKq (j - r - q - 2) . 
j~O I 
r i . (2r + q + 2)
= L (-l)Kq(j-r-q-2) . 
j~O I 
2r+q+2 . (2r +q + 2)
+ L (-1)1Kq (j - r - q - 2) . 
j~r+q+2 I 
(observe that Kq has roots in -q -1, ... , -1) 
= £ (-li+qKq(r-j)(2r+~+2) 
j~O J 
(observe that Kq(X) = ( -l)qKq(-q-x- 2)) 
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+ £(-1)i+r+qKq(j)(_2r+q+2) 
i=O J+r+q+2 
=2(-1r+q £ (-1)iKq(j)(2r+q~ 2),
i=O r- J 
and identity (16) follows. 
THE SPECIAL CASE r = s. If r = s, the representation (10) yields 
q s • • ( 2s +q )D(q,s;s)=dq.s(s)= L L d;.i(-1-J) . . . 
i=Oj=O q-l,S-J 
Fori= 0, one obtains the terms 
2s+q) (2s+q) (2s+q)!( q,s - q,s-1 = q!s!(s+1)!' 
and fori= 1 
-(2s+q)_ 2 £(-1)i( 2s+q )=- (2s+q)! . 
q-1,s i=1 q-1,s-j (q-1)!s!(s+1)!(2s+1) 
By means of Equation (15), the remaining terms can be written as 
s (-1)i(2s+q)! s 2(-1)iKi-1(i-1) ;~2 (q-i)! i~1 (s-j)!(s+i+j)!" 
We shall prove in the next section that for s ;;., i ;;., 2 
f 2(-1/Ki-1(i-1)= (-h (20)
i=1 (s-j)!(s+i+j)! s!(s+1)!i!(-s-!); 
(see Kreweras [1, p. 91-99] for another proof). 
Evaluation of the right-hand side at i =0 and i = 1 yields exactly the terms to write 
D(q, s; s) as the single sum 
. ) _ (2s +q)! ~ (-qM-!);D(q, s' s - I... • 1q!s!(s+1)! i=oz!(-s-z-); 
(2s +q)! (-s)( ) ( {) by Vandermonde's Theorem (cf. [6, (2.2)]).q!s! s+ 1 ! -s-z- q 
Thus, the probability (3) follows. 
PROOF OF EouATIDN (20). In terms of hypergeometric functions, 
1
sf 2(-1)i+ Ki(i-1) _ -2 J'. [i+1,i,i+!,-s+1;] ( ) 
i=o(s-1-j)!(s+i+j+1)!- (s-1)!(s+i+1)! 3 2,ts+i+2 · 
Add a (small) e to the first three parameters in the numerator of this ¢ 3 • Then use 
Whipple's transformation (18) to obtain 
-2(s+1-e)s-1 F [-s+e,!(i+e+1),!(i+e)+1,~-i-e,-s+1;] 
. 5 4 3 1 1) 1 1 •(s-1)!(2s+l)! 2,z-,-s+z-(e+ ,-s+ +z-e 
21
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For e ¥- 0, this 5F 4 terminates at s - 1, and therefore 
. F _ l;' [-s,!(i+1),!i+1,~-i;]_(-:s),(!i+!),(!i+1),(~-i)s1Ims 4-4-1·3 3 1 3 1 • (22) 
e-+0 2,2,-s+2 s!(2)s(2)s(-S+2)s 
But Lemma 1, in the form (19), tell us that the ~3 above vanishes for all 2,;;; i,;;; s. 
Hence, the sum in (21) is equal to 
2(s + 1)._1(-s)s ch +!)sCh + 1), (!-i)s 
(s-1)!s!(2)s(-s+!), (2s+i)! (~). ' 
which can be easily simplified to show the identity (20) 
ORDER PoLYNOMIALS. Denote by !?lJ the partially ordered set with elements 
Q;:o;;;S; for all i = 1, ... , q, 
R;:o;;;S; for all i = 1, ... , r. 
Denote the number of linear extensions of !?lJ by e(!?IJ). Interpreting 0; as the i-th vote 
for candidate Q, and so on, it is obvious that 
e (!?IJ) = dq,r(S ). 
In the special case r = s =q, !?lJ can be obtained as the direct product of a q-element 
chain with the three-element poset ~· There is a one-to-one correspondence 
between !?lJ and the poset Mq in [2]. It is shown in [2, p. 60]) by a different method that 
22 q (3q )! 
e(Mq) = (q + 1)! (2q + 1)! 
Let PJ be any poset of p elements which satisfies the strong chain condition: every 
maximal chain has the same length I [5, p. 65]. R. P. Stanley proved the following two 
properties of the order polynomial {}(P/J; m): 
{}(PJ; m) has roots in m =-I, ... , -1, 0 [5, Proposition 19.1], (23) 
{}(PJ; m) = (-1)P[](PJ; -1-m) [5, Proposition 19.2]. (24) 
Kreweras's polynomials Kq are the order polynomials of Mq 
[2, p. 59]. 
{}(P/J; m) is of degree p. Properties (23) and (24) show that the proof of identity (16) 
uses only properties which hold for all order polynomials, if the strong chain condition 
is satisfied. Therefore, it is straightforward to generalize identity (16), whenever (-1) 1 
and ( -1t are of the same sign. 
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