We consider the Byzantine consensus problem in a partially synchronous system with strong validity. For this problem, two main algorithms-with different resilienceare described in the literature. These two algorithms assume a leader process. A decentralized variant (variant without leader) of these two algorithms has also been given in a previous paper. Here, we compare analytically, in a roundbased model, the leader-based variant of these algorithms with the decentralized variant. We show that, in most cases, the decentralized variant of the algorithm has a better worstcase execution time. Moreover, for the practically relevant case t ≤ 2 (where t is the maximum number of Byzantine processes), this worst-case execution time is even at least as good as the execution time of the leader-based algorithms in fault-free runs.
Introduction
Consensus is a fundamental building block for fault-tolerant distributed systems. Algorithms for solving the consensus problem can be classified into two broad categories: leaderbased algorithms that use the notion of a (changing) leader (a process with some specific role), and decentralized algorithms, where no such dedicated process is used. Most of the consensus algorithms proposed in early 80s, for both synchronous and asynchronous systems, 1 are decentralized (e.g., [2, 11, 14, 15] ). Later, a leader (also called coordinator) was introduced, in order to reduce the message complexity and/or improve the best-case performance (e.g., [5, 7, 10] ).
Obviously, there is a trade-off between the best-case performance and the worst-case performance of leader-based algorithms. For instance, a leader-based algorithm that requires α rounds in the best case (α is usually a constant), would typically require α(t + 1) rounds in the worst case (where t is the maximum number of faulty processes). The first question we address, is whether the decentralized version of the same algorithm requires less than α(t + 1) rounds or not? If it requires less, since the best case for a leaderbased algorithm is expected to have better performance than the best case for its decentralized version, there is an interesting trade-off to analyze. The second question is to analyze the worst-case performance of the leader-based algorithm and the decentralized algorithm in terms of (i) number of rounds and (ii) in terms of execution time. The last question we address is whether the performance in terms of number of rounds allows us to predict the performance in terms of execution time.
This work is motivated by the results of Amir et al. [1] and Clement et al. [6] . These two papers have pointed out that the leader-based PBFT Byzantine consensus algorithm [4] is vulnerable to performance degradation. According to these two papers, a malicious leader can introduce latency into the global communication path simply by delaying the message that it has to send. Moreover, a malicious leader can manipulate the protocol timeout and slow down the system throughput without being detected. This has motivated the development of decentralized Byzantine consensus algorithms [3] . The next step, addressed here, is to compare analytically the execution time of decentralized and leader-based consensus algorithms. We study the question analytically in the model considered in [4] for PBFT, namely a partially synchronous system in which the end-toend messages transmission delay δ is unknown.
Our paper analyzes two Byzantine consensus algorithms that ensure strong validity, each one with a decentralized and a leader-based variant. 2 One of these two algorithms is inspired by Fast Byzantine (FaB) Paxos [12] , the other by PBFT [4] . Our analysis shows that there is a significant trade-off between the leader-based and the decentralized variants. Mainly, it shows the superiority of the decentralized variants over the leader-based variants in different cases: First, the analysis shows that for the decentralized variants the worst-case performance and the faultfree case performance overlap, which is not the case for the leader-based variants. Second, it shows that, in most cases, the worst case of the decentralized variant of our two algorithms is better than the worst case of its leader-based variant. Third, for t ≤ 2, it shows that the worst-case execution time of our decentralized variant is never worse than the execution time of the leader-based variant in fault-free runs.
Finally, our detailed timing analysis confirms that the number of rounds in an algorithm is not necessarily a good predictor for the performance of the algorithm.
Roadmap
In the next section, we give the system model for our analysis and introduce the round model that we use for the description of our algorithms. Section 3 presents in a modular way the consensus algorithms under consideration. In Sect. 4, we give the implementation of the round model. Section 5 contains our main contribution, the analysis and comparison of the algorithms. Section 6 discusses about the hybrid variants. Finally, we conclude the paper in Sect. 7.
Definitions and system model

System model
We consider a set Π of n processes, among which at most t can be faulty. A faulty process behaves arbitrarily. Nonfaulty processes are called correct processes, and C denotes the set of correct processes.
Processes communicate through message passing, and the system is partially synchronous [7] . Instead of separate bounds on the process speeds and the transmission delay, we assume that in every run there is a bound δ, unknown to processes, on the end-to-end transmission delay between correct processes, that is, the time between the sending of a message and the time where this message is actually received (this incorporates the time for the transmission of the message and of possibly several steps until the process makes a receive step that includes this message). This is the same model considered in [4] for PBFT. We do not make use of digital signatures. However, the communication channels are authenticated, i.e., the receiver of a message knows the identity of the sender. In addition, we assume that processes have access to a local nonsynchronized clock; for simplicity we assume that this clock is drift-free.
Round model
As in [7] , we consider rounds on top of the system model. This improves the clarity of the algorithms, makes it simpler to change implementation options, and makes the timing analysis easier to understand. In the round model, processing is divided into rounds of message exchange.
In each round r, a process p sends a message according to a sending function S r p to a subset of processes and, at the end of this round, computes a new state according to a transition function T r p , based on the messages it received and its current state. Note that this implies that a message sent in round r can only be received in round r (rounds are communication closed). The message sent by a correct process p in round r is denoted by σ r p ; messages received by process p in round r are denoted by μ r p (μ r p is a vector, with one entry per process; μ r p [q] = ⊥ means that p received no message from q in round r). In all rounds, we assume the following integrity predicate P int (r), which states that if a correct process p receives a non-⊥ message from a correct process q in round r, then this message was sent by q in round r:
In a partially synchronous system it is possible to ensure the following property: there exists some round GSR (Global Stabilization Round) such that for all rounds r ≥ GSR, the message sent in round r by a correct process q to a correct process p is received by p in round r. This is expressed by ∀r ≥ GSR : P sync (r), where
We say that such a round r is synchronous. We further need the definition of a consistent round. In such a round, correct processes receive the same set of messages:
Consensus algorithms consist of a sequence of phases, where each phase consists of one or more rounds. For our consensus algorithms, we need eventually a phase where all rounds are synchronous, and the first round is consistent. A round in which P cons eventually holds will be called a WIC round (Weak Interactive Consistency, defined in [13] ).
Byzantine consensus
In the consensus problem each process has an initial value, and processes must decide on one value that satisfies the following properties: In the paper we analyze a sequence of consensus instances.
Consensus algorithms
In this section, we first present two consensus algorithms, namely MA and CL, both from [3, 13] , that we use for our analysis. Both algorithms require a WIC round. Then we give two implementations of WIC rounds, one leader-based (L), the other decentralized (D). Figure 1 presents an overview of the consensus algorithms presented in the paper. The upper layer is the roundbased Byzantine consensus algorithm (MA or CL) and is discussed in Sect. 3.1. Our consensus algorithms require eventually a phase where all rounds are synchronous, and the first round is consistent. Eventually synchronous rounds are provided by the implementation of the round model, which is discussed in Sect. 4 (third layer from top in Fig. 1 ). Ensuring eventually consistent rounds can be done in a leaderbased (L) or decentralized (D) way, and is discussed in Sect. 3.2 (second layer from top in Fig. 1 ). By combining two consensus algorithms with two WIC round implementations we get four algorithms that will be analyzed in Sect. 5. 
The MA algorithm
The MA algorithm [3, 13] (Algorithm 1) is inspired by the FaB Paxos algorithm proposed by Martin and Alvisi [12] . 3 A phase φ of Algorithm 1 consists of two rounds: 2φ − 1 and 2φ. Each process p has a state consisting of its current estimate x p , initially its initial value, and its decision decision p , initially ⊥. In round 2φ − 1, processes first exchange their estimate (line 6) and if they receive at least n − t messages (line 8), then they adopt the smallest most often value received (line 9). In round 2φ, processes exchange their new estimate (line 12) and can decide if at least n − t messages are the same (lines [14] [15] . The algorithm is safe with t < n/5. For termination, there must be a phase, where both rounds are eventually synchronous and the first round is a WIC round.
Agreement follows from the fact that once a process decided, at least n − 2t correct processes have the same estimate x, and thus no other value will ever be adopted in line 9. A similar argument is used for validity. Termination follows from the fact that in a round 2φ − 1 ≥ GSR with a consistent reception vector μ r all correct processes adopt the same value in line 9, and thus decide on this value in round 2φ.
Algorithm 1
The MA algorithm with n > 5t (code of process p) [3, 13] T r p :
8:
if number of non-⊥ elements in μ r p ≥ n − t then 9: x p ← smallest most frequent non-⊥ element in μ r p 10: Round r = 2φ :
11:
S r p :
12:
send x p to all processes
13:
T r p :
14:
if n − t elements in μ r p are equal to v =⊥ then 15: decision p ← v
The CL algorithm
The CL algorithm [3, 13] The algorithm is safe with t < n/3. For termination, the three rounds of a phase must eventually be synchronous and the first round must be a WIC round. 5 Algorithm 2 The CL algorithm with n > 3t (code of process p) [3, 13] 1: State:
2: T r p :
11:
if at least n − t elements in μ r p are equal to −, ? then 12: x p ← smallest most frequent element x, − in μ r p 13:
if at least n − t elements in μ r p are equal to v, − then 15:
Round r = 3φ − 1 :
17:
18: 
Implementation of a WIC round
We consider two implementations for a WIC round: one leader-based and one decentralized. The implementations are also expressed using rounds. In order to distinguish them from the "normal" rounds, we use ρ to denote these rounds. The implementation has to be understood as follows. Let r be a WIC round, e.g., round r = 2φ − 1 of Algorithm 1. The messages sent in round r = 2φ − 1 are used as the input variable m p in the WIC implementation (see Algorithm 3). The resulting vector provided by the WIC implementation, denoted by M p (Algorithm 3) is then passed to the transition function of round r as the reception vector μ r p .
Leader-based implementation
Algorithm 3, which appears in [13] , implements WIC rounds using a leader. It implements a WIC round if eventually the coordinator is correct and all three rounds are synchronous. If a correct process is the coordinator, and round Algorithm 3 Leader-based implementation of a WIC round with n > 3t (code of process p) [13] for all q ∈ Π do 14:
17:
18:
send received p to all processes 19:
20:
else 24:
is synchronous, all processes receive the same set of messages from this process in round ρ = 3.
In round ρ = 2, the coordinator compares the value received from some process p with the value indirectly received from other processes. If at least 2t + 1 same values have been received, the coordinator keeps that value, otherwise it sets the value to ⊥. This guarantees that if the coordinator keeps v, at least t + 1 correct processes have received v from p in round ρ = 1. Finally, in round ρ = 3 every process sends values received in round ρ = 1 or ⊥ to all. Each process verifies whether at least t + 1 processes validate the value that it has received from the coordinator in round ρ = 3. Rounds ρ = 1 and ρ = 3 are used to verify that a faulty leader cannot forge the message from another process (integrity).
Since a WIC round can be ensured only with a correct coordinator, we need to ensure that the coordinator is eventually correct. In Sect. 4 we do so by using a rotating coordinator. A WIC round using this leader-based implementation needs three "normal" rounds.
Decentralized implementation
Algorithm 4 is a decentralized (without leader) implementation of a WIC round [3] . It implements a WIC round if eventually all t + 1 rounds are synchronous. It is based on the Exponential Information Gathering (EIG) algorithm for Algorithm 4 Decentralized implementation of a WIC round with n > 3t (code of process p) [3] 1: Initialization:
if β, v is received from process q then 9 :
else 11 :
if ρ = t + 1 then 13: for all α, v ∈ W p from |α| = t to |α| = 1 do 14:
else 18:
for all q ∈ Π do 20:
synchronous systems proposed by Pease, Shostak and Lamport [14] . Initially, process p has its initial value m p given by the first round of the consensus algorithm (e.g., round 2φ −1 in Algorithm 1 Similarly to the leader-based implementation, Algorithm 4 requires n > 3t. On the other hand, a WIC round using this decentralized implementation needs t + 1 "normal" rounds. Table 1 shows the number of rounds for different algorithms in the best and worst cases. However, as we will see in Sect. 5, these numbers are not good predictors of the execution time of the algorithms. 
Round implementation
As already mentioned in Sect. 2.1, we consider a partially synchronous system with an unknown bound δ on the endto-end transmission delay between correct processes. The main technique to find the unknown δ in the literature is using an adaptive timeout, i.e., starting the first phase of an algorithm with a small timeout Γ 0 and increasing it from time to time. The timeout required for an algorithm can be calculated based on the bound δ and the number of rounds needed by one phase of the algorithm. The approach proposed in [7] is to increase the timeout linearly, while recent works, e.g., PBFT [4] , increase the timeout exponentially.
The main question is when to increase the timeout. Increasing the timeout in every phase provides a simple solution, in which all processes adopt the same timeout for a given phase. However, this is not an efficient solution, since processes might increase the timeout unnecessarily. An efficient solution is increasing the timeout when a correct process requires that. This occurs typically when a correct process is unable to terminate the algorithm (i.e., decide) with the current timeout. The problem with this solution is that different processes might increase the timeout at different points in time. Therefore, an additional synchronization mechanism is needed in this case.
For leader-based algorithms, a related question is the relationship between leader change and timeout change. Most of the existing protocols apply both timeout and leader modifications at the same time [1, 4, 6, 7, 9, 12] . Our round implementation allows decoupling timeout modification and leader change. We show that such a strategy performs better than the traditional strategies in the worst case.
The algorithm
Algorithm 5 describes the round implementation. The main idea of the algorithm is to synchronize processes to the same round (round synchronization). The algorithm also requires view synchronization (eventually processes are in the same view) in addition to the round synchronization. This is because processes might increase the timeout at different rounds. The view number is thus used to synchronize the processes' timeout.
Each process p keeps a round number r p and a view number v p , initially equal to 1. While the round number 
input & send
for all i, v ∈ I do 10: 
Properties of Algorithm 5
The correctness proofs of Algorithm 5 are given in Sect. 4.4. Here, we give the main properties of the algorithm:
1. If one correct process starts round r (resp. view v), then there is at least one correct process that wants to start round r (resp. view v). This is because at most t processes are faulty (see Lemma 1). 2. If all correct processes want to start round r + 1 (resp. view v + 1), then all correct processes eventually start round r + 1 (resp. view v + 1). This is because n − t ≥ 2t + 1 and lines 33-36 (see Lemma 2). 3. If one correct process starts round r (resp. view v), then all correct processes eventually start round r (resp. view v). This is because a correct process starts round r (resp. view v) if it receives 2t + 1 INIT messages for round r (resp. view v). Any other correct process in round r < r (resp. view v < v) will receive at least t + 1 INIT messages for round r (resp. view v). By lines 23 to 26, these correct processes will start round r − 1 (resp. view v − 1) and will send an INIT message for round r (resp. view v), see line 27. From item 2, all correct processes eventually start round r (resp. view v). The complete proof is given by Lemmas 3-5.
Timing properties of Algorithm 5
Algorithm 5 ensures the following timing properties:
1. If process p starts round r (resp. view v) at time τ , all correct processes will start round r (resp. view v) by time τ + 2δ. This is because p has received 2t + 1 INIT messages for round r (resp. view v), at time τ . All correct processes receive at least t + 1 INIT messages by time τ + δ, start round r − 1 (resp. view v − 1) and send an INIT message for round r (resp. view v). This message takes at most δ time to be received by all correct processes. Therefore, all correct processes receive at least 2t + 1 INIT messages by time τ + 2δ, and start round r (resp. view v). The complete proof is given by Lemma 5.
If a correct process p starts round r (view v) at time τ , it will start round r + 1 the latest by time τ + 3δ + Γ (v).
By item 1, all correct processes start round r, by time τ + 2δ. Then they wait for the timeout of round r, which is Γ (v). Therefore, by time τ + 2δ + Γ (v) all correct processes timeout for round r, and send an INIT message for round r + 1, which takes δ time to be received by all correct processes. Finally, the latest by time τ + 3δ + Γ (v), process p receives 2t + 1 INIT messages for round r + 1 and starts round r + 1. The complete proof is given by Lemma 6.
We can make the following additional observation: + 3δ) . By item 1, all correct processes start round r, by time τ + 2δ. The message of round r takes an additional δ time. Therefore, a timeout of at least 3δ ensures the stated property. The complete proof is given by Lemma 7.
round r (view v) ensures that if a correct process starts round r at time τ , it receives
Parameterizations of Algorithm 5
We now discuss different adaptive strategies for the timeout value Γ (v p ). First, we consider the approach of [7] : increasing the timeout linearly (whenever the view changes).
We will refer to this parameterizations by A. Then we consider the approach used by PBFT [4] : increasing the timeout exponentially (whenever the view changes). We will refer to this parameterization by B. Finally, we propose another strategy, which consists of increasing the timeout exponentially every t + 1 views. In the context of leader-based algorithms, this strategy ensures that, if the timeout is large enough to terminate the started consensus instances, then a Byzantine leader will not be able to force correct processes to increase the timeout. We will refer to this last parameterizations by C. These three strategies are summarized in Table 2 , where v represents the view number and Γ 0 denotes the initial timeout.
Correctness proofs of Algorithm 5
In the sequel, let τ G denote the first time that the actual endto-end transmission delay δ is reached. All messages sent before τ G are received the latest by time τ G + δ. Let v 0 denote the largest view number such that no correct process has sent a START message for view v 0 by time τ G , but some correct process has sent a START message for view v 0 − 1. Let r 0 denote the largest round number such that no correct process has sent a START message for round r 0 by time τ G , but some correct process has sent a START message for round r 0 − 1. We prove the results related to the view number, similar results hold for round numbers: Proof From Lemma 5 (similar result for round number), all correct processes q send message START, −, v, r, q to all the latest by time τ + 2δ. The message of round r takes an additional δ time. Therefore a timeout of at least 3δ ensures the stated property.
Therefore, we have the following theorem.
Theorem 1 Algorithm 5 with n > 3t ensures the existence of round r 0 such that ∀r ≥ r 0 : P sync (r). 
Timing analysis
In this section, we analyze the impact of the strategies A, B and C on our four consensus algorithms. We start with the analysis of the round implementation. Then we use these results to compute the execution time of k consecutive instances of consensus using the four algorithms MA-L, MA-D, CL-L, and CL-D. First, for each strategy A, B, C, we compute the best case and worst-case execution time of k instances of repeated consensus, based on two parameters α and β: The parameter α is the one used in Algorithm 5. It denotes the number of rounds per phase of an algorithm, i.e., the number of rounds needed to decide in the best case. Thus, α gives also the length of a view in case a process does not decide. The parameter β denotes the number of consecutive views in which a process might not decide although the timeout is already set to the correct value. This might happen when a faulty process is the leader. Table 3 shows the values for α and β for our algorithms.
Best case analysis
In the best case we have Γ 0 = δ and there are no faults. Processes start a round at the same time and a round takes 2δ (δ for the timeout and δ for the INIT messages), and processes decide at the end of each phase (= α rounds). Therefore, the decision for k consecutive instances of consensus occurs at time 2δαk. Obviously, the algorithm with the smallest α (that is, the leader-based or the decentralized with t ≤ 2) performs in this case the best.
Worst case analysis
We compute now τ X (k, α, β), the worst-case execution time until the kth decision when using the strategy X ∈ {A, B, C}. Based on item 3 in Sect. 4.2 (and Lemma 7), the first decision does not occur until the round timeout is larger or equal to 3δ. We denote below with v 0 the view that corresponds to the first decision (k = 1).
Strategy A
With strategy A, the timeout is increased in each new view by Γ 0 until vΓ 0 ≥ 3δ, i.e., until v = 3δ/Γ 0 . Then the timeout is increased for the next β views. Therefore, we have v 0 = 3δ/Γ 0 + β. To compute the time until a decision, observe that a view v lasts Γ (v) (timeout for view v) plus the time until all INIT messages are received. It can be shown that the latter takes at most 3δ (see item 2 in Sect. 4.2). Therefore, we have for the worst case:
and for k > 1,
Strategy B
With strategy B, the timeout doubles in each new view until 2 v−1 Γ 0 ≥ 3δ. In other words, the timeout doubles until reaching view v = log 2 6δ Γ 0
. Including β, we have v 0 = log 2 6δ Γ 0 + β, and:
and for k > 1, 
Strategy
Note that strategy C makes sense only for leader-based algorithms. Table 3 gives α and β for all algorithms we discussed. For the worst case analysis, we distinguish two cases: the worst fault-free case, which is the worst case in terms of the timing for a run without faulty process; and the general worst-case that gives the values for a run in which t processes are faulty. We compare our results graphically in Figs. 2-4 for algorithms MA and CL. The execution time for each algorithm and strategy is a function of k, t, and the ratio δ/Γ 0 . In the sequel, we fix two of these variables and vary the third.
Comparison
We first focus on the first instance of consensus, that is, we fix k = 1 and assume δ = 10Γ 0 which gives 6 Note that from v = 1 + (t + 1) log 2 3δ Γ 0 it follows that v−1 t+1 is an integer. The dotted curve represents the fault-free case and the dashed curve represents the worst case. The filled curve represents both the fault-free case and the worst case log 2 (3δ/Γ 0 ) = 5, i.e., the transmission delay is estimated correctly after five times doubling the timeout. The result is depicted in Fig. 2 . We first observe, as expected, that the fault-free case and the worst-case are the same for the decentralized versions (curves D + A and D + B). For the-in real systems relevant-cases t < 3, for each strategy, the decentralized algorithm decides even faster in the worstcase than the leader-based version of the same algorithm in the fault-free case. For larger t, the leader-based algorithms with strategy B, are faster in the fault-free case (L + B dotted curves), but less performant in the worst-case (L + B dashed curves). In the worst case, the execution time of leaderbased algorithms with strategy B grows exponentially with the number of faults. This shows the interest for strategy C (L + C dashed curves) in the worst case.
One can also observe that the behavior of different algorithms shown in Fig. 2 could not be derived from Table 1 , although the main results match. This means that the performance of different algorithms in terms of the number of rounds does not completely predict the performance of those algorithms in terms of execution time. Even the same algorithm with different timeout strategies has different performance. This confirms the need for a detailed timing analysis.
Next, we look how the algorithms perform for multiple instances of consensus. To this end, we depict the total time until k consecutive instances decide in Fig. 3, for Fig. 4 Comparison of different strategies with k = 1 and t = 1. The dotted curve represents the fault-free case and the dashed curve represents the worst case. The filled curve represents both the fault-free case and the worst case the most relevant case t = 1. Again, we assume δ = 10Γ 0 . Here, the decentralized algorithm is always superior to the leader-based variant using the same strategy, in the sense that even in the worst case it is faster than the corresponding algorithm in the fault-free case. In absolute terms, the decentralized algorithms with strategy B perform the best.
Finally, we analyze the impact of the choice of Γ 0 on the execution time (Fig. 4) . This is relevant only for the first decision, i.e., k = 1. We look at the case t = 1 and vary log 2 3δ Γ 0 . Again, the decentralized version is superior for each strategy. However, it can be seen that strategy A is not a good choice, neither with a decentralized nor with a leaderbased algorithm, if log 2 3δ Γ 0 is too large. From this perspective, strategy B is the best.
In all graphs, algorithm MA performs better than algorithm CL, since it requires less number of rounds, as shown in Table 1 . But both algorithms have similar behaviors.
Discussion
There are two important additional issues that we would like to emphasize before concluding the paper: the choice of the partial synchronous system model and the possibility to get a hybrid algorithm.
System model issue
The first issue is related to the round implementation. As we already mentioned, we consider a partially synchronous system where the end-to-end transmission delay is unknown. There are two variants in this model: (i) GST = 0, or (ii) GST > 0, where GST refers to the Global Stabilization Time after which the bounds on the message transmission delay and process speed hold. In the first case, there is no message loss, while in the second case there might be message loss before GST. Our round implementation (Algorithm 5) is correct in both system models. However, it would not be efficient in the second model, since the timeout is increased before GST, and is never decreased. For the timing analysis in Sect. 5 we have considered the first model. To obtain a more efficient round implementation in the second model, we suggest the following modifications:
1. Each correct process increases its timeout according to the timeout strategy until its first consensus decision. 2. Then the process asks to reset the timeout to Γ 0 by sending a reset message. 3. If a correct process receives 2t + 1 reset messages, it resets the timeout to the initial timeout, i.e., Γ 0 . 4. If a correct process receives t + 1 reset messages, it sends a reset message.
Using this protocol, the timeout is increased just enough to decide for the consensus instance. However, each consen- sus instance will require the same time as the first instance.
In other words, we have the following formula for the worstcase execution time until the kth instance:
where τ X (1, α, β) is given by the same formulas as in Sect. 5.2. Figure 5 compares the previous timeout mechanism (without resetting) with the mechanism presented in this section (with resetting). Assuming that GST holds at view number 5, the former keeps a larger timeout comparing to the latter.
Hybrid algorithm issue
The second issue is related to the leader-based versus decentralized WIC round implementation. The leader-based version has better performance in the best case, while the decentralized version performs better in the worst case. By combining two approaches, we can obtain an algorithm that performs good in both cases. The idea is the following: in the first phase (or view) run the leader-based algorithm, i.e., MA-L or CL-L. If the first view is not successful, i.e., if there is a view change, then switch to the corresponding decentralized algorithm, i.e., MA-D or CL-D. Table 4 shows the parameters for the hybrid algorithm (H refers to the hybrid algorithms). Figure 6 illustrates the results of the hybrid algorithms for strategy B, and compares them with the leader-based and decentralized algorithms. The hybrid algorithms are as good as the leader-based algorithms in the best case. In the worst case, the hybrid algorithms are much more efficient than the leader-based algorithm (for t ≥ 2), but not as good as the decentralized algorithms.
Conclusion
We compared the leader-based and the decentralized variant of two typical Byzantine consensus algorithms with strong validity in an analytical way using the same round implementation.
Our analysis allows us to better understand the trade-off between the leader-based and the decentralized variants of an algorithm. The results show a surprisingly clear preference for the decentralized version. The decentralized variant of algorithms has a better worst-case performance for the best strategy. Moreover, for the practically relevant cases t ≤ 2, the decentralized variant is at least as good as the fault-free case of the leader-based variant. Finally, in the best case, for t ≤ 2, the decentralized variant is at least as good as the leader-based variant.
The results of our detailed timing analysis confirm the fact that the number of rounds is not necessarily a good estimation of the performance of a consensus algorithm.
