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ABSTRACT
Local values of the Fermi velocity of Ag are determined along the 
central zones of the (100) and (110) sample planes and at the neck in 
the (111) plane. Resonance spectra of magnetic field induced quantum 
surface states, known as surface Landau-level resonances (SLLR), are 
used along with geometric factors calculated from analytical expressions 
for the Fermi surface to determine the location and Fermi velocity of 
the resonant electrons by an iterative process. These velocities are 
compared to those previously derived from inversions of cyclotron mass 
data and to point measurements made in the time of flight effect.
In addition, measurements of the anisotropic electron-phonon 
collision frequency on the Fermi surface of Ag are reported for a number 
of points on the intersection of the Fermi surface with the (100) and 
(1 10) central planes and at the neck and <110> point in the (1 11) 
plane. Analyses of the temperature dependent SLLR line shapes are used 
to obtain the electron-phonon scattering rates at each resonant electron 
location. It is shown that by careful consideration of the effects of 
thermal averaging and of the limitations of the functional forms used in
fitting the orbit averaged data obtained in the radio frequency size
effect and the time of flight effect, it is possible to resolve many of
the discrepancies between the results of previous experiments. The
results of this experiment in conjunction with previous measurements 
give a complete picture of the anisotropy of electron-phonon scattering 
in Ag.
xii
CHAPTER I
INTRODUCTION
A - BACKGROUND
The study of conduction electron properties in metals has long held 
a special place in solid state physics. In the past few decades this 
effort has benefited from the introduction of a number of powerful 
experimental tools such as the de Hass-van Alphen effect, cyclotron 
resonance, radio frequency size effect and, recently, surface Landau 
level resonance and the time of flight effect. Investigations using 
these techniques have produced a wealth of information on the properties 
of the conduction electrons and are in agreement on the basic features 
of these properties. However, they have failed to agree in detail in 
some cases. Each of these techniques has limitations and it will be 
shown in this dissertation, that by properly considering these 
limitations many of the discrepancies can be resolved and the results of 
these experiments can be brought into agreement.
The main object of the present work is to utilize the measurements 
of surface Landau level resonance (SLLR) to provide an independent 
determination of the electron-phonon scattering rates and Fermi 
velocities in silver. In both of these areas there has been substantial 
disagreement between previous measurements. It is the object of this 
dissertation to resolve these disagreements both by providing a new 
determination and by considering the ways in which discrepancies may 
have arisen between previous studies.
SLLR has been chosen for this study primarily because, as discussed
1
2below, SLLR measurements are local in character. Since the conduction 
electron properties are anisotropic, this local character means that the 
measured values of these properties represents a sample over only a 
small range of the anisotropy. This is not true of the other 
measurement techniques although local values can be obtained through a 
mathematical manipulation of the experimental data. Thus, SLLR is a 
valuable complementary technique which can be used as a check on the 
results of other experiments.
Historically, SLLR was first observed as a low field anomaly in 
Azbel-Kaner cyclotron resonance measurements. Although this anomaly was 
seen in a number of experiments, it was first recognized by Khaikin1 as 
having a detailed resonance structure that was interesting in its own 
right. Cyclotron resonance lines are observed in the Azbel-Kaner method 
as variations in the surface impedance of a microwave resonant cavity, 
where the sample forms part of the cavity surface. The cavity is placed 
in a magnet, and the resonances are detected as a function of applied 
magnetic field. For microwave frequencies around 35 GHz the cyclotron 
resonance lines are observed at fields on the order of one to ten kilo- 
oersteds (kOe). The new low field resonances, on the other hand, were 
observed at fields on the order of tens of Oe. Various explanations for 
the origin of the observed low field resonances were proposed, including 
suggestions that they might arise from cyclotron orbits which just skim 
through the skin depth layer of the microwave radiation. The model 
which is most successful in explaining the features of the observed 
resonance lines is that these resonances correspond to transitions 
between quantum mechanical energy levels of electrons which travel along
the metal surface in orbits which remain essentially within the skin 
depth. These electrons are confined between the essentially infinite 
potential barrier at the surface of the metal and a potential due to the 
applied magnetic field and travel nearly parallel to the surface in a 
series of shallow skips. The theory of the resonances arising from 
electrons in these skipping orbits is discussed in detail in Chapter II.
B - THE FERMI SURFACE
The conduction electrons in a metal lie on a constant energy 
surface in momentum space known as the Fermi s u r f a c e . A s  a result, 
almost all conduction electron properties are discussed in terms of the 
characteristics of the Fermi surface. Thus, in order to provide a 
structure in which the measurements of conduction electron properties 
can be discussed, we will briefly review models of the metallic state 
and the Fermi surface.
The basic structure of a metal is that of a periodic or crystalline 
array of atoms whose valence electrons are so loosely bound that they 
can be taken as being shared among all the atoms in the array. These 
electrons can be considered as a nearly free Fermi (spin 1/2) gas whose 
motion is altered by the presence of the periodic potential of the 
lattice of ions. The interaction between the conduction electrons and 
the ionic cores in the crystal results in the electronic energies being 
divided into energy bands, separated by gaps for which there are no 
allowed electron energy levels in the crystal.
The electrical conductivity of a material is determined by the 
occupation levels of the energy bands. If the allowed energy bands are
completely filled or completely empty, then the material acts as an 
electrical insulator since no electrons are free to move in an applied 
electric field unless they acquire enough energy from the field to cross 
the interband gap. On the other hand, if one or more of the energy 
bands are partially filled, then there are allowed energy states to 
which an electron can move without crossing the band gap, and the 
electrons move relatively easily, resulting in a relatively high 
electrical conductivity characteristic of a metal. Between these two 
limits are materials with properties intermediate between metals and 
insulators such as semimetals and semiconductors.
Since we will be considering the properties of materials in a 
crystalline state, we will note some important aspects of crystals. The 
overall structure of a crystal can be considered as being made up of 
characteristic polyhedra which when stacked properly completely fill 
space. The smallest polyhedra which satisfy this condition are ones 
which just contain the basic unit of the crystal lattice, which may be 
one or more atoms. These polyhedra are called unit cells of the 
crystal. While there may be a number of polyhedra which qualify as unit 
cells, the most commonly used construction of the unit cell involves 
connecting a given lattice point with all nearby lattice points and then 
constructing planes normal to each of these lines at the midpoint of the 
line. The smallest volume enclosed in this way is then the unit cell 
and is known as a Wigner-Seitz cell.
The coordinate system used in this experiment is defined in terms 
of the symmetry axes of the crystal. The conventions used are that a 
symmetry plane of the crystal will be represented by its Miller indices
5in parentheses and that a direction will be represented by placing in 
brackets the smallest integers that have the ratio of the components of 
a vector in that direction. In a cubic crystal like silver, the 
representation of the normal to a symmetry plane has the same indices as 
the plane. For example, the normal to a symmetry plane with Miller 
indices (112) will be represented by <112>.
In addition to a periodic structure in real space, a crystal has a 
complementary structure in wave vector space (k-space or momentum space) 
known as the reciprocal lattice. This is essentially the set of all 
wave vectors which yield plane waves with the periodicity of the real 
space lattice. The Wigner-Seitz cell of the reciprocal lattice is known 
as the first Brillouin zone. This is the set of all points in k-space 
which can be reached from the origin without crossing a Bragg plane. 
Similarly, the set of points not in the first zone which can be reached 
by crossing only one Bragg plane will be called the second Brillouin 
zone. In general, the nth Brillouin zone is the set of points which can 
be reached from the origin by crossing exactly (n—1) Bragg planes. A 
symmetry plane containing the center of the first Brillouin zone will be 
called a central plane.
In the simplest model of a metal, known as the free electron model, 
the weakly bound valence electrons are considered as moving essentially 
freely through the metal and all forces between the conduction electrons 
and the ionic cores are neglected. In this case, the energy of the 
conduction electrons, apart from small interactions with other 
conduction electrons, is entirely kinetic and given by:
6h2k2
e = 2iT
where k = p/tt is the wave vector of the electron and m is the
electronic mass. At a temperature of 0 K the electrons will occupy all
states allowed by the Pauli exclusion principle. All states such that
the magnitude of the corresponding wave vector, k , is less than some
maximum value will be filled while all others will be empty. The
•>
maximum value of k is known as the Fermi wave vector and designated 
kp . Thus, the allowed electron energy states form a sphere in wave 
vector space (k-space) with radius kp, known as the Fermi sphere. The 
surface of the Fermi sphere is at a constant energy
2 2 
K--kf,
EF = 2m (I.B.2)
The value of Ep is known as the free electron Fermi energy of the 
metal. The free electron Fermi surface is defined as the surface of 
this sphere. It should be noted that the motion of an electron at Ep is 
such that its velocity, vF, is always normal to the Fermi surface.
In this discussion we have assumed the electron system to be at 0 
K. The effect of a nonzero temperature is to increase the kinetic 
energy of the electron gas. This will cause some energy levels above 
the Fermi energy to be occupied while some below the Fermi energy will 
be unoccupied. Since the electron gas obeys Fermi-Dirac statistics, the 
equilibrium probability that a particular electron state of energy e 
will be occupied at a temperature T is
7f(e) = ( exp( ) + 1 ) ' 1 (I.B.3)
B
where kg is the Boltzmann constant and p is the chemical potential, 
which is a function of the temperature. In the limit of T -* 0 , 
p -> Ep and the probability changes discontinuously from a value of 1 
for e  ^Ep to 0 for e > Ep . For a finite temperature T very much 
less than the Fermi temperature Tp = Ep/kg ( - 50,000 K ), the Fermi 
function (Eqn. I.B.3) is no longer perfectly discontinuous at Ep. 
Instead, the function is slightly smeared near Ep and there is a 
significant probability of electron states being occupied to an energy 
of about kgT above Ep. This can be looked at as a softening or smearing 
of the surface of the Fermi sphere since it is no longer precisely a 
limiting surface. For any temperature below room temperature (300 K) 
this smearing is very slight since the Fermi energy is very large as 
compared to the thermal energy, i.e.: T«T„.r
In a real metal at 0 K, the allowed electron energy states are 
again occupied up to a maximum energy Ep and are vacant above this 
energy. The result is that, as in the free electron model, the wave 
vectors of the conduction electrons form a constant energy surface in k- 
space at an energy Ep. This surface is the Fermi surface of the real 
metal. The difference from the free electron case is that in a real 
metal the potentials of the ionic cores cannot be neglected as they were 
in the above discussion. As a result, the electron energies are not 
purely kinetic but have a component due to the periodic potential of the 
crystal lattice, with the result that the Fermi surface will no longer 
be exactly spherical since the magnitudes of the wave vectors of states
8at Ep may be quite different. The effects of the periodic potential are 
greatest for electrons whose wave vectors are close to ones at which 
Bragg reflections can occur. Since these are precisely the conditions 
at the planes which make up the boundary of the Brillouin zone, this 
results in the free electron energy being distorted near the boundaries 
of the Brillouin zone.
In addition, the electron energy is no longer simply a function of 
k and it is possible that more than one energy may correspond to a 
particular value of k. If the Fermi sphere is larger than the Brillouin 
zone, then the Fermi surface will intersect the zone boundary and occupy 
more than one zone. The zone in which the center of the Fermi surface 
is located is known as the first Brillouin zone, and the portion of the 
Fermi surface located in this zone is known as the first zone surface. 
The portions of the Fermi surface are labeled according to how far from 
the first zone they lie. Thus, the portion in the next closest zone is 
known as the second zone surface, and so on. The portions of the Fermi 
surface in different zones correspond to different partially filled 
energy bands at different values of k.
If the Fermi surface of the metal intersects the Brillouin zone 
boundaries, then an electron moving on the Fermi surface will experience 
Bragg reflection at the boundary and so is normally constrained to 
remain within a particular zone. As a result, the Fermi surface is 
often represented in what is called the reduced zone scheme, where each 
branch of the Fermi surface is shown reflected into the first Brillouin 
zone.
The simplest Fermi surfaces are those of the monovalent metals in
9the alkali and noble metal groups. The free electron Fermi sphere of 
these metals is smaller than the first Brillouin zone, and the Fermi 
surface is nearly spherical. Of these two groups, the Fermi surfaces of 
the noble metals; copper, silver and gold, are the most complex. In the 
noble metals, the Fermi sphere closely approaches the first zone 
boundary in the <111> directions. The result is that the Fermi surface 
is distorted away from the free electron sphere in these directions and 
actually makes contact with the zone face as shown in Fig. 1. The Fermi 
surface of a noble metal has eight necks which reach out to touch the 
eight faces of the zone in the <111> directions although away from the 
necks the surface remains nearly spherical. The degree to which the 
Fermi surfaces of the noble metals resemble the free electron sphere 
differs from metal to metal. Silver is the most nearly spherical while 
gold is the most distorted. It should be noted that although the Fermi 
surface of these metals contacts the zone boundary, it is entirely 
contained within the first Brillouin zone.
Conduction electron energies are perturbed slightly from the Fermi 
energy by the addition of thermal energy, as discussed above, or by 
energies due to the interaction of the electrons with external electric 
fields. Since these perturbations are small, we will speak of the 
conduction electrons as being on thFermi surface in most cases.
The properties of the Fermi surface which are of interest include 
the shape and dimensions of the surface, the distributions of electron 
velocity and the electronic scattering rates over the surface. The 
latter is of special interest since it determines the electron transport 
properties of the metal. This is discussed in detail in Chapter II.
:il»>
First
Brillouin
Zone
Neck
Figure 1
o
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C - FERMI SURFACE PROBES
Most measurements of Fermi surface properties involve the 
application of an external magnetic field. These techniques make use in 
various ways of the fact that an electron moving in the presence of an 
applied magnetic field, H, experiences a Lorentz force
F = - | ( v x H ) (I.C.1)
where v is the velocity of the electron, e is the magnitude of the 
electron charge and c is the speed of light. Since the magnetic field 
produces a force perpendicular to the velocity of the electron, only the 
direction of the electron motion is changed, and the electron remains on 
the Fermi surface. In the free electron model, the electron moves in a 
circular orbit with an angular frequency
known as the cyclotron frequency. This is equivalent to a simple 
harmonic motion and results in a set of quantized energy levels
En = ( n + \  n = ° * 1 ’ 2 •** (I.C.3)
known as Landau levels. In a real metal, the electron orbit may not be 
a circle and in k-space the electron moves along the perimeter of the 
intersection of the Fermi surface and a plane normal to the field
12
direction which contains the original location of the electron. The 
electron motion then reflects the actual properties of the region of 
Fermi surface traversed in the orbit. In this case, the cyclotron 
frequency is written in terms of an effective cyclotron mass, m , as
u> = . (I.C.4)c * m c
The projection of the real space orbit of the electron onto the plane 
normal to B has the same shape as the k-space orbit but is rotated by 
90° around the field direction as illustrated in Fig. 2. If the k-space 
orbit is on a section of Fermi surface where the velocity vector v
r
does not lie in the plane of the orbit, then the real space trajectory 
may have a translational component in the field direction.
Important experimental techniques using an applied magnetic field 
include: the de Haas-van Alphen effect (dHvA)\ cyclotron resonance^, 
radio frequency size effect (RFSE)^, surface Landau-level resonance 
(SLLR)^ and the time of flight effect (TFE)®. In the dHvA effect, the 
Landau quantization of Eqn. I.C.3 causes oscillations in the free energy 
of the electron system which can be detected using various techniques. 
The first successful experimental mapping of a Fermi surface was 
performed in copper using the dHvA effect^, and most measurements of the 
shape of the Fermi surface have relied on variations of this 
technique. It is also possible to get information on the Fermi velocity 
and the lifetimes of electrons in Landau states using the dHvA effect.
The other techniques: cyclotron resonance, RFSE, SLLR and TFE are 
all magnetic resonance probes and utilize the interaction between
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electrons in the Landau levels and a small radio frequency electric 
field applied in the plane of the electron orbit to sample the 
properties of the Fermi surface.
In cyclotron resonance and SLLR a microwave frequency electric 
field is applied parallel to the surface of a metal sample forming part 
of a microwave resonant cavity. Electrons in the metal move in a 
potential well resulting from an applied magnetic field. The allowed 
electron energy states in the potential well are quantized and resonant 
transitions between electron energy states can occur, driven by the 
electric field. The resonances are detected as variations in the 
microwave surface impedance of the metal. These techniques are examples 
of what have been called temporal resonances^ since the value of the 
applied magnetic field at which resonance occurs is a function of the 
frequency of the electric field.
In the RFSE, a radio frequency electric field in the few MHz range 
is applied parallel to the surface of a thin metal sample. Anomalies in 
the radio frequency surface impedance of the metal are observed when the 
diameter of an orbit on an extremal cross section of the Fermi surface 
or a sum of extremal orbit diameters is equal to the sample thickness. 
The period of the electric field variation is long compared to the 
lifetimes of the electron states and may be considered as essentially 
constant. RFSE has been called a spatial resonance^ since the resonant 
magnetic field value is dependent only on the thickness of the metal 
sample and is independent of the frequency of the electric field.
By contrast, TFE has some elements of both temporal and spatial 
resonance. In the TFE a thin metal sample similar to that used in RFSE
is placed between two microwave resonant cavities. Electrons are 
excited in the skin layer of the sample in the input cavity and the 
signal is transmitted to the detector cavity by ballistic motion of the 
electron. Detection is by the interference of the transmitted energy 
with the fields in the detector cavity. The maximum constructive 
interference occurs when the time of flight of the electron is an 
integral number of periods of the microwave field. Thus, the detected 
signal is a function of the microwave frequency, the thickness of the 
sample and the applied magnetic field.
The techniques discussed above are complementary since each has 
limitations which are often not present in one or more of the others. 
For example, the present work employs SLLR measurements to resolve 
questions which arose from previous RFSE measurements.^ SLLR is an 
especially valuable technique since the resonances are associated with 
electrons at particular Fermi surface locations and provide point by 
point measurements of Fermi surface properties rather than the orbital 
averages obtained by most other Fermi surface probes.
In the present work, the SLLR spectra of Ag are used to provide a 
point measurement of the Fermi velocity, vF, and of the anisotropy of 
the electron-phonon component of the overall electronic scattering rate.
CHAPTER II
THEORY
A. - NEE-KOCH-PRANGE QUANTUM MECHANICAL THEORY
As a theoretical basis for our experimental investigation, we use
the quantum mechanical theory of SLLR developed by Nee, Koch and Prange
( N K P ) ^  and the extension of this theory to a spherical Fermi surface
1 ? 1 3 1 iigeometry by Doezema and Koch. ' The Nee-Koch-Prange theory is
discussed in this section, but it is also possible to derive the 
essential features of SLLR theory through a quasi-classical treatment. 
Such an approach has been taken by Koch and Jensen1  ^in developing a so 
called minimal theory of SLLR. We present their simplified derivation 
of SLLR in Section B.
The resonance lines observed in SLLR correspond to transitions 
between the allowed quantum mechanical energy levels of electrons bound 
to the surface of the metal by an external magnetic field. The magnetic 
field is applied parallel to a highly polished metal surface and 
conduction electrons near the surface are confined in a potential well 
between the surface potential and a potential due to the Lorentz force 
induced by the magnetic field. Classically, this corresponds to 
electrons traveling nearly parallel to the metal surface being 
specularly reflected at the surface and then returning to it under the 
turning influence of the magnetic field. Under these conditions, the 
electron travels in a skipping trajectory along the surface, as 
illustrated in Fig. 3a.
The allowed energy levels in the potential well correspond to
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quantized depths of penetration of the orbit turning points. If the 
positive z direction is taken as being into the metal and normal to the 
surface of the metal, as in Fig. 3a, then the orbit turning point is the 
point at which the derivative of the electron velocity with respect to 
z, 9v/9z, is zero. This is the point at which the orbit penetration 
depth is greatest. Transitions between the allowed levels can be driven 
by a microwave frequency electric field parallel to the surface. The 
photon energy hui of this field is much less than the Fermi energy, Ep, 
with the result that all transitions take place near the Fermi 
surface. Thus the electronic properties obtained by analysis of the 
SLLR line shapes can be taken as representative of electrons on the 
Fermi surface.
At the turning point of the orbit, the component of the electron 
momentum normal to the sample surface, k_, must be zero. This 
requirement means that the k space orbit corresponding to the real space 
skipping trajectory is one where the component of the velocity normal to 
the surface, vz, passes through zero while the component of the velocity 
parallel to the surface, vx, has a constant sign. This condition is 
illustrated in the phase diagrams of Fig. 3b. In the frequency range 
typical of SLLR experiments (~35GHz) the microwave skin depth, 6 , is 
on the order of 10-  ^cm. The result is an additional condition on the 
electron orbits contributing to the SLLR signal since those electrons 
having the largest duty cycle (i.e. those which remain within the skin 
depth longest) make the largest contribution to the detected signal.
This means that we need only consider electron orbits whose maximum 
penetration depth is less than or equal to 6 . This restriction can be
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used to make an estimate of the upper limit of the variation in vx over 
the orbit.
The principal transitions detected in SLLR take place at magnetic
fields of less than 100 Oe. For magnetic fields in this range the
cyclotron radius, Rc, is on the order of 1 cm. Since the turning radius
of the skipping orbit must be equal to Rn, the angle a. at which the ^ 1
-1
electron orbit is incident on the surface is a.= cos (1-6/R ) = 0.25°i c
as shown in Appendix A. Thus the change in vx between the turning point
6 -5of the orbit and the point of reflection is Av = r v„= 10 vn where vPK x R F F F
c
is taken to be the velocity at the turning point.
The Nee-Koch-Prange derivation of the resonance conditions in SLLR
assumes a cylindrical Fermi surface geometry, i.e., that the electrons
lie on a portion of Fermi surface such that, in the geometry of Fig. 3,
the electron energy states do not depend on Py and the Fermi surface is
locally circular in the plane of the orbit. These conditions are not
generally true for real Fermi surfaces and the Nee-Koch-Prange theory
has been extended to spherical Fermi surface geometry by Doezema and 
1 P 1 f\Koch and to general Fermi surface geometry by Singhal. In our 
analysis, we use the method of Doezema and Koch since it is immediately 
applicable to the Ag Fermi surface. The Doezema and Koch model is based 
directly on that of Nee, Koch and Prange and is in agreement with it in 
most essential features. In view of this, we present a discussion of 
the Nee-Koch-Prange theory for a cylindrical Fermi surface in the 
geometry of Fig. 3.
In the absence of an applied magnetic field the electron can be 
approximated as a free particle whose energy is a function of its
momentum, p = K k, given by the effective Hamiltonian
H(p) = E . (II.A.1)
On the cylindrical surface the electron momentum falls in the x-z plane, 
and the Hamiltonian is a function of pv and p„ and can be written as
A
H = e(Px.Pz) = Px /2m1+ /2m3 . (II.A.2)
where m^  and are the effective masses of the electron in the x and z 
directions respectively. Then, since the magnetic field enters the 
Schrodmger equation as a vector potential, A , the effect of an 
applied magnetic field is to replace Eqn. II.A.1 by a new effective 
Hamiltonian:
H(p + |^) = E (II.A.3)
where we are free to choose a gauge for A . A particularly useful 
gauge is the linear or Landau gauge. For a magnetic field in the 
positive y direction this is A = H(z,o,o) for which px (and py) 
remains a constant of the motion. With this choice of gauge, the 
effective Hamiltonian becomes:
e = e(px+ p^) = (p^+ ®|Z)2/2mi + p^/2m3 . (II.A.H)
It is clear in this Hamiltonian that pz is no longer a constant of the
motion but instead must be treated as a operator which obeys the 
canonical commutation relations with z. The term (px + eHz/c)2/2m1 
represents a parabolic potential. The allowed electron states in this 
parabolic potential are the Landau levels shown in Fig. JJ.
The magnetic fields characteristic of the SLLR experiment are on 
the order of 10 Oe and so the Landau levels of interest have a cyclotron 
radius on the order of 1 cm and a characteristic quantum number on the 
order of 10 which is well within the classical limit. As a result, the 
quantum effects due to the Landau levels might be expected to be 
unimportant. We have not yet, however, considered the effect of the 
sample surface. The introduction of an essentially infinite potential 
barrier at the surface has the effect, for skipping orbits, of 
selecting, from the near continuum of Landau levels, those levels whose
wave functions vanish at the barrier. This boundary condition acts to
select those states whose wave functions are sine like at z=0. This is 
illustrated in Fig. 4, and the resulting wave functions are sketched in 
Fig. 5 in a triangular potential well which is a good approximation of 
the parabolic potential well for these states.
The skipping orbits of Fig. 3 can be considered as being
represented by cyclotron orbits whose center of curvature is displaced 
out of the metal a distance (Rc - z) where z is the penetration depth of 
the skipping orbit. Thus, there is a spectrum of possible orbits 
depending on the location of the center of curvature. However, we have 
already shown that we can restrict our attention to electrons near the 
Fermi energy, EF> whose orbits stay essentially within the skin depth. 
Thus, if we designate the momentum and velocity of the electron at the
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turning point of its orbit by adding a 0 subscript, we must have:
c(pxO'pzO> ■ EF and vz0 ■ 0 • (II.A.5)
For a point near the vz0 = 0 point on a locally quadratic Fermi surface, 
the surface can be described^ by:
2 3 1
pxO’pyO’pzO - EF + * J.,2 “ij pipj (II-A.6)
where the vi are the velocities at the origin, vxQ, vy0 and vz0 and the 
aij’s are the appropriate elements of the reciprocal mass tensor. Then 
p^  = 6px + eHz/c, and p ^ / = h (3/3z)/i and, for the cylindrical surface, 
P2 = 0. With these substitutions the Hamiltonian becomes:
H . F ♦ i_ [ » ( . 5S5 ) ]2 +
F 2m^ l 3z m c
eH zv m_ ,,
Spxvx o + - V s2 - r r  ( sv  ^
13
We have already shown that the variation in vx around the orbit is on
the order of 10 ^ of vXQ. Similarly the variation in px is small, and
we need only keep terms of first order in (Sp + eHz/c) . Thus, 
dropping the last term in Eqn. II.A.7 and making a gauge transformation, 
the Hamiltonian becomes:
u 2 .2
H ~ " —  — - + eHv (z - z ) /c (II.A.8)
3 3z x0 e’Px
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where
o( c -  E -  «p v )
ze,p ■ ------- iiW--------  ' (II.A.9)
*x xO
Using this Hamiltonian, the Schrodinger equation is of the form of 
Airy's equation, w1' - zui = 0, , and the solutions are the Airy
functions Aj(z).
With these considerations the wave function of the electron in a 
skipping orbit can be written as:
iKx.z) = L1 /2 exp(ikxx) <l>n(z) (II.A.10)
where L is the length of the sample. This just assumes that the x 
component of the wave function is a plane wave bounded by the edges of 
the sample. The corresponding equation in three dimensions where py is 
a constant of the motion is:
iKx,y,z) = A1/2 exp(ik x) exp(ik y) <p (z) (II.A.11)
x y n
where A is the area of the sample surface. The z component of the wave 
function is found from the Airy function A^(z) applied to the argument 
of Eqn. II.A.8 . This gives:
<b (z) = C A. ( az - az ) (II.A.12)n n l e,p
’*x
where the characteristic wave number a is
a = ( 2m^vx0eH/clfi2)1 (II.A.13)
This can be rewritten in terms of the radius of curvature of the Fermi 
surface at the point (px0, Pzo); K = m3vxo/K as
a = ( 2KeH/ch) 1 /3 . (II.A.14)
The eigenvalues are found by invoking the boundary condition that 
the wave function must vanish at the barrier at z = 0. This condition 
requires that
<b (0) = C A . ( -az ^ ) = 0 (II.A.15)n n l e,px
so,
az = a (II.A.16)e, p n
where the an are the zeros of the Airy function defined by:
Ai( “an5 = 0 n = 1 , 2 , 3 *'* * (II.A.17)
The eigenvalues e , are found by substituting Eqns. II.A.1A and
n,px
II.A.16 into Eqn. II.A.9, and are given by:
e = E + 6p v + hv (eH/ch)2/3(1/2K)1/3a . (II.A.18)
n,p F Kx xO xO n
For transitions to take place between energy levels of this system,
shown in Fig. 5 , a microwave photon of energy hw must be either 
emitted or absorbed and so
ha) = e - e . (II.A.19)n ,P x m.Px
This condition can be solved to find the microwave frequency for 
which resonance will occur at fixed field H. However, in a real 
microwave experiment the frequency is the most difficult parameter to 
vary in a satisfactory manner. What is usually done instead is to hold 
the microwave frequency fixed and vary the magnetic field. Thus, it is 
most interesting to solve for the resonant field valves, Hnm.
Using Eqns. II.A.18 and II.A.19 with H = Hnm, the photon energy at 
resonance is:
Mu = Hvx0 (eHnm/ch)2/3 (1/2K)1/3( an~ affl) (II.A.20)
which can be solved for Hnm as:
ij .. / 2K .1/2p u -13/2 {rr n \
Hnm “ V  ( T  } [ T  a"""-" a 7  ] * (II.A.21 )
v . n mxO
We can replace vXQ with vF as discussed earlier, giving:
„ CM , 2 K .1/2 |- u -.3/2 /Tt n 'p'p^
Hn m - “ ( _ 3 ) C ( a  “ a ’) ] * (II.A.22)
Vp n m
The requirement that kz = 0 at the turning point of the orbit means 
that the k-space orbits lie on a narrow band whose width is equal to
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twice the skipping angle, aif defined earlier. For a cylindrical 
Fermi surface the k„ = 0 points lie on the intersection of the Fermi 
surface and an x-y plane containing the center (axis) of the cylinder.
In the case of a noncylindrical Fermi surface, the electron motion may 
have a nonzero component in the y (H) direction. The real space 
trajectory then has a component in the x-z plane which is described 
exactly in the discussion above up to Eqn. II.A.21. The k„ = 0 points 
are determined by the Fermi surface geometry. At a particular kz = 0 
effective point, the k-space orbit has an angular width equal to otj 
about that point and lies on the intersection of the Fermi surface and a 
x-z plane containing the effective point. These considerations have the 
result that for a general Fermi surface the radius of curvature, K, in 
Eqn. II.A.21 must be replaced by the radius of curvature in the plane of 
the orbit. For relatively simple geometries this is equivalent to 
replacing K by its component normal to the magnetic field, Kj^ . 
Similarly, the x component of the velocity at the turning point, vXQ, is
just the component of vF lying in the x-z plane, \f„ .
F1
With these substitutions the resonance condition equivalent to Eqn. 
II.A.22 becomes:
u 3/2, >-3/2r2K .1/2Hn»i ‘ T  “ < V  m ' (II.A.23)
VF 1
B - QUASI-CLASSICAL THEORY
The magnetic quantum numbers of the Landau states at low magnetic 
fields are very large and the addition of the boundary condition at the
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barrier just acts to select those Landau states whose wave functions 
vanish at z = 0. In addition, the potential is slowly varying for 
distances on the order of an electron wavelength, and so it is possible 
to use a quasi-classical treatment of the theory to derive a resonance 
condition similar to Eqn. II.A.23.
It was shown above that the component of the electron velocity
parallel to the sample surface, vx, varies by only about a part in 10^
over a complete skipping orbit. This implies that the electrons may be 
taken as moving along the surface at a velocity v„ which is essentially 
constant and equal to Vp. Thus, the Lorentz force due to the magnetic 
field His F = -evFH/c and may be taken as constant and directed toward 
the sample surface. The potential of the electron relative to the 
surface depends on the depth of penetration, z, into the metal 
increasing linearly with depth as V(z) = (evI?H/c)z . As a result, asr
illustrated in Fig. 5a, we are interested in the allowed states of an 
electron trapped in a triangular potential well between the large 
surface potential and the potential at the classical turning point of 
its motion. Considering the phase diagram in Fig. 3b it can be seen 
that the motion has a single linear turning point. The allowed electron 
energy states, en , measured from Ep are directly related to a set of 
allowed turning point depths, zn, by:
e = (evjrl/c)z (n = 1,2,3...) . (II.B.1)n r n
At any point on the orbit, the momentum of the electron tangent to 
the orbit is the Fermi momentum kp and, as shown in Appendix A, the z
component of the momentum, k„, is given by:
kz = kF(2(zn- z)/Rc ) 1 /2 . (II.B.2)
The total phase integral for the electron orbit, derived in Appendix A, 
is then:
Zn ^(z - z) 1 /2
4 kzdz = 2 J kF -----■ l7 g.. dz = (n - )h . (II.B.3 )
0 R
If we set the cyclotron radius Rq= chK/eH, where K = kp/h is the 
radius of curvature of the orbit in momentum space then:
zn = [ 2 ^  (n - 1) ] 2 /3 , (II.B.4)
and the allowed energy levels are:
r 3 r 1 i2/3 r e hii/3 u2/3 „-i/3 ,TT 0
n = M  /ir (n “ 5 ) J *■ ~ 2— J vf (II.B.5) .
c
The difference in the energy levels must be equal to the photon energy 
of the microwave radiation as in Eqn. II.A.19 and so:
= en - em (II.B.6)
which combined with Eqn. II.B.5 gives a value for the critical field 
value of:
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- #  “3/2 - ^„>'3/2 [ “  ]'/2
VF
where ;n = [ |2E (n - Jj ) ] 2 /3 .
The value of Hmn derived in this manner neglects some of the more exact 
mathematics used by Nee, Koch and Prange and differs from their result, 
derived in Section A above, by about in the lowest order 
transitions. Following the notation of Doezema and Koch, we define the 
expected field value of the (1-2 ) transition to be Hp and the scaling 
factor (a2 - a1 ) 3/<2 to be hp.
In this discussion, we have assumed that the electron orbits are 
portions of circles with radius Rc. This is equivalent to the 
assumption, made in Section A, that the Fermi surface is locally 
circular at the point where the resonant electron is located. This 
condition is met for points on the Ag Fermi surface since, as discussed 
in Chapter I, Ag is very free electron like and has an almost spherical 
Fermi surface.
C - FERMI VELOCITIES
It is evident from the preceding discussion that the contributing 
electrons travel nearly parallel to the sample surface and lie on a 
narrow (< ± 0.5°) band around the k„ = 0 region on the Fermi 
surface. This band is illustrated in Fig. 6 for a spherical Fermi 
surface. At any point along this band the values of K and Vp depend on 
the component of the Fermi radius, in the direction of H, kH. Peaks in 
dR/dH are observed when K and Vp are such that the resonance condition
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Hmn(kH) is extremal. In Fig 6a, the angle 0 is equal to the skipping
angle . The angle a in Fig 6b is the angular width, on either side
of the extremal location, of the band of electrons which contribute to
the SLLR signal. The determination of the width of this band will be
discussed in Chapter V. Although the magnetic field value of the
resonance peak is determined by the extremal value of R, there is a
scaling effect resulting from the contributions of electrons around the
extremal location. This effect, known an kH broadening will be
treated in Chapter IV. In addition, there are three factors having
secondary effects on the observed values of the resonant fields: the
resonant electron lifetime, the microwave skin depth and the manner in
which Hmn(kH ) varies around the extremal location. Taking these effects
into account, the extremal values of the resonance parameter 
3 1/2R = (K/vpj^ can be derived from measurements of the field positions 
of the resonance peaks and are used, along with an assignment of the 
locations on the Fermi surface to which the extrema correspond, to 
determine vF at these locations. In making this determination, we 
follow the method of Doezema and Koch for Cu and assume that the Fermi 
surface geometry of Ag is known precisely from analytical expressions as 
discussed in Section G of this chapter. At points of high symmetry in 
the orientation of the magnetic field with respect to the Fermi surface, 
values of vp are determined uniquely from the field value at 
resonance. However, at general points on the Fermi surface, including 
most intersections of the Fermi surface with symmetry planes, both K 
and v„ must be known to locate the extremal positions. Since we onlyr
consider the value of K to be known at any given point on the Fermi
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surface, an iterative procedure, based on the experimental values of H
P
and beginning from a model for the vp distribution, is used to 
determine the resonant points on the Fermi surface. The small 
corrections to the field positions due to lifetimes, skin depth and the 
variation of Hp(kpj) are taken into account prior to the iteration 
procedure.
D - ELECTRON-PHONON SCATTERING RATES
The theory of electron-phonon scattering in metals is discussed in 
detail in a review article by Wagner and Bowers^. The following 
discussion of the theory of electron-phonon scattering follows their 
treatment.
The equations of motion of an electron are expressed, in the semi- 
classical model as:
where r is the position vector of the electron, e is the electron
classical theory the electrons are treated as a degenerate Fermi gas and 
the steady state condition is expressed by the Boltzmann equation
(II.D.1)
and
Mk = e[ E(r,t) + vn (k) x B(r,t) ] (II.D.2)
charge, vfi is its wave vector, and en(k) is its energy. In the semi
3t collisions (II.D.3)
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•> 4 ,
where f(kfr) is the electron distribution function. This is the
starting point for discussing transport problems in metals and so it is 
necessary to determine *n detail.
In many transport phenomena the perturbation of the electron 
distribution due to the external fields in Eqns. II.D.1 and II.D.2 is 
small compared to typical changes of the wave vector in scattering. In 
this case the scattering may be characterized by a scattering rate 
1/t(k) which is the rate at which the electron distribution function, 
f, relaxes to its equilibrium value
f°(e) = [ exp(e/kgT) + 1 ] 1 (II.D.4)
after being perturbed. This is known as the relaxation time
approximation. In this approximation the collision term in the
Boltzmann equation is related to the scattering rate by:
(3f/3t)
coll = -Of° / a e )
t(k)
(II.D.5)
where ip(k) is a measure of the deviation of the distribution function
from its equilibrium value defined by:
f (k) = f°( e(k)) + (-9f °/3e) iKk) (II.D.6)
The scattering rate is often written as:
36
r(k) = 1 /x(k) . (II.D.7)
Since Eqn. II.D.5 depends only on the local value of iKk) » the 
contributions to the overall scattering rate from different scattering 
mechanisms are simply additive and
f(k) = I I\(k) (II.D.8 )
where the sum is over the possible scattering mechanisms. In general 
the overall scattering rate can be written as:
f(k) = r0(k) + ree(k,T) + rep(k,T) (i i.d .9)
where is the contribution of all temperature independent mechanisms 
such as impurities, defects and surface imperfections, rge is the 
temperature dependent scattering due to electron-electron collisions and 
rgp is the temperature dependent component due to electron-phonon 
scattering. At the temperatures typical of SLLR experiments (1.5 to 10 
K) the electron-electron contribution is negligible and the overall 
scattering rate can be written:
r(k) = rQ(k) + re p (i<,T) . (ii.d.io)
The remainder of this section will be devoted to a determination of the 
expected value of rep
For the electron orbits studied in SLLR the width of the effective
37
zone is on the order of 0.5° or about 10-2 kp. At temperatures typical 
of the experiment, the average phonon wave vector, qav, is on the order 
of 0.1 of the Debye wave vector or about 10-  ^ kp. Thus the average 
phonon wave vector will displace an electron by more than the width of 
the effective band and will remove it from the resonance. The 
consequence of this is that all phonon scattering events are equally 
effective and, as a result, we can restrict our attention to single 
phonon scattering events. As shown in Fig. 7, there are four single 
phonon scattering processes which contribute to the overall electron- 
phonon scattering rate. Here the wave vector k indicates an electron
4 /
m  a resonance orbit while k indicates a wave vector which is not in 
the resonance.
In order to calculate the effects of these processes we must first
obtain the matrix element <k'| V |k> between states k and k '  .1 ep1
Since the electron states can be written as a combination of plane 
waves, we will first consider the matrix element between single plane 
wave (1-PW) states. We will use the simple rigid ion model where the 
pseudopotential V(r) associated with each ion is assumed to follow the 
motion of the ion without deformation. This neglects the change in the 
electronic charge distribution resulting from the motion of the ions but 
will be adequate for the present discussion. In this model:
Ve (?) = J I V( \r - r - 6? | ) - ?( \r - r.\ ) ] (II.D.11)
where £ is the coordinate of the jth ion and is its
j j
displacement from equilibrium. The volume of a unit cell will be taken
Figure 7
as fig = fi/N, where N is the number of ions in a crystal of volume 
ft . With these considerations the matrix element is
<k'| V |k> = V(K) (1/N) I [~iK • 6r.] exp(-iK • r.) (II.D.12)
1 ep1 j J J
where K = k' - k , and the form factor V(K) is defined by:
V(K) = 1 /dr exp(-iK • r ) V(r) . (II.D.13)
“ 0
If the phonon creation and annihilation operators are at (q) and
A
a^(q) , where A indicates the phonon branch and q the phonon wave 
vector, then the displacement can be written as:
6r. = I ^ Y1/2exp(iq • r) eA(q) [ aA(q) + a+A(_<?) J (II.D.14)
with:
ft
2NMajJq)
where M is the ma3S of the ion, e^q) is the polarization vector
A
corresponding to the mode of branch A and wave vector q and a).(q) is
A
the phonon frequency.
Now, if n (q) is the corresponding number of phonons, then 
A
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where the upper term corresponds to the creation of a phonon and the 
lower term to annihilation. The superscript 1 on the function
The 6 in Eqn. II.D.15 indicates that the matrix element is 
nonzero only for a change in wave vector equal to a reciprocal lattice
Finally, from energy conservation we require the phonon energy to be 
such that
For initial and final electron states at the Fermi energy, Ep, this is 
equivalent to requiring that (to within a reciprocal lattice vector) the 
phonon wave vectors just displace the electron on the Fermi surface.
The single plane wave approximation is only directly applicable to 
simple metals, such as the alkalis, whose Fermi surfaces are closely 
approximated by the free electron Fermi sphere. This is not the case 
with Ag since the Fermi surface is distorted where it intersects the
g.(k,k') indicates that it has been calculated in the 1-PW model. In
A
the 1-PW model this function is given by
g^(k.k') = -i y1 /2 V(K) K • eA(q)
vector, G, , including 6 = 0 ,  which is the usual case, i.e.:
(II.D.17)
e(k') - e(k) ± hm^(q) = 0 (II.D.18)
zone boundary. In this case the wave functions are sums over plane 
waves of the form:
|k> = Z otjk + G.> = I a. ✓ 1/0 exp [ i(k + G ) • r ] (II.D.19) 
i i
and the matrix element becomes:
g.(k,k') = Z a. a *  g! (k + G. , k' + G.) . (II.D.20)
A . .  1 J  A 1 J
» J
where the sum is over the chosen basis.
Using these results we can derive an expression for the scattering 
rate based on the four scattering processes shown in Fig. 7. Since the 
time rate of change of the distribution can be written as a difference 
in terms involving a net scattering out of k and those into k, the 
time rate of change of the distribution function can be written as:
Of/3t)ep = ~ Z |2L |gA(k,k' ) | 2 { ( f(k)[i - f(k')][nA(q) + 1] -
k f A
[1 - f(k)]f(k')nA(q) ) 6+ + ( f(k) [1 - f(k')]nA(q) - 
[1 - f(k)]f(k')[nA(q) + 1] ) 6" } (II.D.21)
where = 6[ e(k') - e(k) ± hoi (q) ] .
A
The first term in Eqn. II.D.21 corresponds to scattering out of 
state k by the emission of a phonon of branch A and wave vector q , 
hence the creation operator. This is the process in (a) of Fig. 7. The
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second term, equivalent to (d) of Fig. 7 is the scattering of an 
electron into k by the absorption of a phonon and so involves the 
annihilation operator. Similarly, the last two terms are the scattering 
of an electron out of k by absorption of a phonon, Fig. 7c, and
scattering into k by emission of a phonon, Fig. 7b.
Since the perturbation of the distribution function due to the
electric field is localized on a region of Fermi surface which is small
compared to the typical phonon wave vector, it can be assumed that all 
scattering is between the perturbed state k and all other states 
k whose populations are at equilibrium. It can also be assumed that 
the phonon distribution is at equilibrium. Under these assumptions,
Eqn. II.D.21 can be greatly simplified. From Eqn. II.D. 6 we can write:
f(k) = f° + Af , where Af = (-3f°/3e) i|> . (II.D.22)
From the assumptions above f(k') = f° and n (q ) = n° . We will
A
+ — + 
consider the 6 and 6 terms of Eqn. II.D.21 separately. The 6 term
is:
f(k) [ 1 - f(k') ] [nA(q) + 1] - [1 - f(k)] f(k') nA(q)
= (f° + Af) (1 - f°) (1 + n°) - f° n° (1 - f° - Af)
- f<> - f° 2 + Af - f°Af + n°Af . (II.D.23)
But f° - f0^  = ~knT (Af/ij>) = -A Af . With this identity, Eqn. II.D.23
13
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becomes:
-A Af + Af - f°Af + n°Af - Af ( -A + 1 - f° + n° ) . (II.D.24)
Similarly, the 6 term can be written as:
f(k) nA(q) [1 - f(k')] - f(k') [1 - f(k)] [1 + nA(q)]
= (f° + Af) n° (1 - f°) - f° ( 1 - f° - Af) (1 + n°)
= _fo + fo2 + foAf + noAf = Af( n + f° + a) .(II.D.25)
4 /
Since the sums are over all k and X and since the terms factors of A
in the argument of each term are independent of k' and X , these may be
taken outside of the 6 functions and the expression II.D.21 becomes:
(3f/3t) = - E %  |g.(k ,k')| (-3f/3e) <Kk)
ep k',A n A
{ (1 - f° + n° )6+ + (f° + n°)6_ } .(II.D.26)
Then from Eqn. II.D.5, the scattering rate is:
rep(k) = I, f 1 |6A(k,k')|2{ (1 ' f°[e(k')3 + n0[KiuA(q)] )5+ +
k f \
( f°[e(k')] + n°[ho)A(q)] )6~ } (II.D.27)
where n°(ho>) is the equilibrium phonon distribution function:
n°(rtu>) = [ exp(Mu)/knT) - 1 ] " 1 (II.D.28)
D
In Eqn. II.D.27 the sum over k can be converted into an integral over 
energy e' and a surface integral over the constant energy surface 
at e(k') = e' . Due to the energy conservation law in Eqn. II.D.18 
this integral is actually two integrals over surfaces
e(k') = e(k) ± ttu^q) . (II.D.29)
We can make a simplifying reduction to an integral over a single energy 
surface e(k') = e . This leads to a small error since the integral is 
over an approximate set of final states k^ . This error can be 
estimated by noting that k is obtained by displacing k along the 
gradient V^eCk'). Then Ak = |k'- k| = hio^ (q) / |Ve(k')| from Eqn. 
II.D.18. Since = cgQ where Cs is the speed of sound and
|^ he(k') = hvF the error is on the order of Cs/Vp. The speed of 
sound is Cs = ( -j Z ^ ) 1 vp where Z is the ionic valency so that for
an electron-ion mass ratio on the order of 10~^ , the error in assuming 
that the integral can be done over a single surface is on the order of
0.3$. With the assumption that all final states lie on the constant 
energy surface, the expression for the scattering rate becomes:
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f°[e - Ku>x(q)] + 2n°[ho)x(q)] } . (II.D.30)
This expression for the scattering rate depends on the electron 
energy as well as the electron wave vector. This is often expressed by 
writing the scattering rate as a function of k and e. The energy 
dependence of the scattering rate can be derived from calculations in 
various models and is, in general, an even function of e with a sharp 
minimum at the Fermi energy (e=0) . Setting e=0 and using the 
identity: f°(-ho)) = 1 - f°(ho>) , the scattering rate at the Fermi level
can be simplified to:
r ( k , £ ) = - £ —  E / —  |g.|2 {f°CKa).(q)] + n°[ho).(q)]} .(II.D.31)
ep 2tt K X e=0 ttv' A A
In the low temperature limit, which is equivalent to considering
the limit in which q -> 0 and k -> k, essentially all of the
scattering is confined to a small region about k. We have already
■> .
introduced an approximation that all final states k lie on the Fermi
surface. In addition, at sufficiently low temperatures, the curvature
of the Fermi surface can be neglected and the q vectors can be
approximated as lying in a plane. This can be seen by expanding the
surface element dS' in a Taylor series and keeping only the lowest
order terms in q. Then the surface element dS' can then be written in
plane polar coordinates as q dq d9 where 9 is measured with respect
to an arbitrary direction in the plane. Thus, in this limit, the
surface integration in Eqn. II.D.31 can be carried out in a plane
tangent to the Fermi surface at k. Then, since w = C q in thiss
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limit, the integral over the surface element can be written as:
J dS' / de ~  / u dm . (II.D.32)
Cs
Although Eqn. II.D.31 is difficult to evaluate at arbitrary 
temperature, it is possible to calculate the low temperature limit. In 
order to do this we must first find the limit of the matrix element. It 
will be shown that in the low temperature limit we can define a function
n|g,(k,k')|2
G (6) « lim ---------------------   (II.D.33)
A k'-k ha>A(q)
which is dependent only on the direction of q. We begin by
determining the low temperature limit of the 1-PW matrix element. The
derivation will follow the method of Mott and J o n e s 1  ^as given in 
1 8Ziman and is done in the Wigner-Seitz approximation where it is 
assumed that within the Wigner-Seitz cell the potential is just that of 
the bare ion while outside the cell it is zero. This approximation 
rests on the fact that the screening effect of the conduction electrons 
acts to reduce the ionic potential rapidly beyond the atomic radius. 
Equivalent results have been obtained in the orthogonalized plane wave 
(OPW) method by Sham1  ^and in the pseudopotential method by Nowak^®.
The square of the matrix element can be written as:
|gA(k,k')|2= Y |< k'| eA- $ V |k > | 2 . (II.D.34)
In turn this can be written explicitly as in terms of the displacement
operator p. as: 
J
< k'| e • f o |k > = J <)>* ( e • 3V/3n ) $ , d3r . (II.D.35)
The wave function of the plane wave is assumed to be of the form:
|k > = (j>k = exp ( i k • r ) <j>Q (II.D.36)
where <j>0 is the solution for vanishing wave number and 3(j>Q/9r = 0 at
the surface of the Wigner-Seitz cell.
In the rigid ion approximation it is possible to separate the
potential into a sum of atomic potentials centered at the lattice sites 
->
x . :
J
V = I V (r - x.) . (II.D.37)
j a J
Then
i i  r  ■ 'a (II.D.38)
3r
and
< k'| e • f o |k > = - e • / <j>* ($Va) <f>k, d3r . (II.D.39)
Differentiating the Schrodinger equation for <f>^ , and substituting for 
in Eqn. II.D.39 we have:3
48
2
V 5V  V  - *k b fV + *k(Ek' - V  V  • (II-D.W)
Then, using the form of Eqn. II.D.36 and remembering that for a real 
scattering process E^ = E^, , we have:
♦*(?Va) V  - iS' ** ( £  f  * Ek. - Va ) *k. *
2 2 
*  M ->? ->■ 4  4  W 4?  *  4  4- -4
^k Is V [exP(i k' * r) V^0] - (v V  k * r) V^o (II.D.H1)
The first term in Eqn. II.D.41 vanishes by Schrodinger's equation. 
Integrating over the cell as in Eqn. II.D.39 and applying Green's 
theorem to convert the volume integral into a surface integral gives:
2
•^k ( V^a) *k ' dr = fin I { k^ ^[exP(i ><' • r ) V -
exp(i k' • r) <^|» $<|>* } • dS (II.D.42)
Since the gradient of <|>0 vanishes on the surface of the Wigner Seitz 
cell, all of the terms in Eqn. II.D.42 vanish except one, and:
Since 4>Q is the solution for vanishing wave number, the applying the 
Schrodinger equation gives:
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H2 +2 
2m ^0 = { V(rc) - EQ } 4»0 (II.D.HH)
r = r
c
where Eg is the energy at the bottom of the band and rc denotes the cell 
boundary. Substituting the form of Eqn. II.D.36 into Eqn II.D.43 and 
converting back to a volume integral by Gauss's theorem gives:
/ <{>k,d3r = { V(rc) - Eq} rV(*V k ,) d3r . (II.D.45)
Substituting in the form of the wave function and noting that over most 
of the volume of the cell V<j>Q can be assumed to be negligible, this 
becomes:
/ +* (VVa) <j)k, d3r = i tV(r0) - Eq} (k' -*k ) / Jk<t>k^ 3r .(II.D.46)
The final term in Eqn. II.D.46 is the interference factor for the 
incident and scattered electron wave functions and for free electrons in 
the Wigner-Seitz cell is just:
/  <i)k <f,k 'Ci3 r  = J c  r 2 J0(|k' - k|r) dr - GQ(|k' - k | r c ) (II.D.47)
where jQ is the zero-th order Bessel function and GQ(x) is defined by:
Gq (x ) = 3 (X- C°SX3~ SinX ) . (II.D.48)
In the limit of x -> 0 this function goes to unity with the result that 
Eqn. II.D.39 becomes:
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r»\ -*■
< k'| e • VV |k > = - i e • (k' - k) = - i e • q . (II.D.49)
If we define q to be the unit vector in the q direction, then from 
Eqn. II.D.3^ the square of the matrix element is:
i im+ UJ2 - < Ihh1 “”1 I ® • 5 I2 • (II.D.50)
k -*k
and so:
i V j  - ^ 4  • <2 SS > (CS<1)'2 |® • 5| - <2*®) c ;2 |e - (II.D.51)
k ->k unq)
which is dependent only on the direction of q and not on its 
magnitude. Thus, the condition in Eqn. II.D.33 is satisfied. Although 
the solution given here is for single plane wave states, Meador and 
Lawrence21 have shown Eqn. II.D.33 to hold for multi-plane-wave 
expansions as well. Substituting for the integral and the matrix 
element in Eqn. II.D. 3 1 , the scattering rate is:
-» 1 r GA(0) r 2 +r (k,°) = —  I J d0 y J wf do) { f°[Ku.(q)] +
e p  2tt nv' * V 6} X A
n°[Kux(q)] } . (II.D.52)
Making an appropriate change of variable to z = Hui/kgT, the integral 
over a) becomes:
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/ z2dz { [exp(z) + 1] 1+ [exp(z) - 1] 1} = 7i^ —  (II.D.53)
0 *
where 5 is the Riemann Zeta function.
Thus, the low temperature limit of the scattering rate is:
^ 7t(3)(krT)3 2% G (0)
lim r (k,0) = - - r ° \ J de - 5 ------ . (II.D.5*0
T-*0 ep ihr lTv(k) A 0 Cj(e)
Since the integral over 0 is independent of T, the electron-phonon 
scattering rate varies as at sufficiently low temperatures.
The actual T^ dependence of the scattering rate is anisotropic over 
the Fermi surface and is commonly written as:
T = Y(k) T3 . (II.D.55)sp
The determination of the value of Y(k) is the focus of Chapter V.
E - RESISTIVITY
In the derivation of the electron-phonon scattering rate, we have 
assumed that all scattering events are equally effective in removing the 
electrons from the resonance. When the simple resistivity of the metal 
is considered, independent of this assumption, a different T dependence 
is obtained. From the discussion above, it is evident that at low 
temperatures, the phonon wave vectors become smaller and the scattering 
becomes concentrated in the forward (direction of motion) direction.
This does not affect the scattering rate measured in SLLR since the 
direction of the scattering event is not important. There is, on the
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other hand, a large effect on the electrical resistivity. Since a 
forward scattering event does not remove an electron as a current 
carrier while a transverse event does, it is evident that there must be 
an angular weighting factor to be considered. Since the effectiveness 
of the scattering event in reducing the conductivity must just be 
proportional to the ratio of the component of the final state wave 
vector in the forward direction to the initial state wave vector, this 
is simply a multiplicative factor of 1 - cos 0 where 0 is measured 
from the forward direction. At low temperatures, the magnitude of the 
initial and final state wave vectors will be essentially equal to kp and 
form the sides of an isosceles triangle whose base is q . The angle 
between the wave vectors is 0, and for the isosceles construction, 
sin(0/2) = q/2kp. From a half angle formula,
1 - cos 0 = 2 sin2 (0/2) = 1/2 (q/kF ) 2 . (II.E.1)
p
This introduces an additional factor of q into the integration of Eqn. 
II.D.52 and since q is proportional to kgT, this adds an additional
P
factor of T . The result is that at low temperatures, the electrical 
resistivity is proportional to T^ .
F - MEASURED LIFETIMES OF SLLR STATES
In an SLLR experiment, field modulation techniques are used to 
detect the first derivative of the real part of the microwave cavity 
surface impedance with respect to applied magnetic field, dR/dH. Thus, 
in understanding the measured resonance lines, it is important to have a
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model of the impedance derivative. This has been derived by Nee, Koch 
and Prange and we will simply make note of some of the features of their 
derivation.
In terms of the transition matrix element
In this derivation Nee, Koch and Prange have assumed that the lifetime 
of an electron state, n, can be represented by a Lorentzian, fn . This
denominator of Eqn. II.F.2 reflects the effect of this level broadening 
on the measured lines. The finite level width means that the resonances 
are not perfectly sharp, but rather occur with a characteristic 
linewidth which is directly related to the lifetimes of the electron 
states. Since the characteristic width of a Lorentzian is its width at 
half its maximum amplitude, we will use measurements of this width in 
the electron-phonon scattering rate determinations of Chapter V.
It should be noted that the wave functions in Eqn. II.F.1 depend on 
the value of the Fermi surface radius of curvature, K, and the magnetic 
field at resonance, which in turn depends on the Fermi velocity. The 
ratio of E(z) to E(0) depends inversely on the skin depth, 6 . These
00
(II.F.1)
the impedance derivative can be written as
a 2Inn .(II.F.2)
y  x  m , n  to -  to + ifmn mn
results in a level broadening. The term T = — (r + r ) in the
w tow J in nmn 2 m n
effects are collected in the parameter 3 = —  which
determines the relative amplitudes of peaks corresponding to different 
transition series at the same Fermi surface location.
G - SYMMETRIZED FOURIER EXPANSIONS
The present investigations are facilitated by a detailed knowledge 
of the Ag Fermi surface geometry obtained from dHvA measurements.22»23 
As a result of these measurements, the Fermi surfaces of Cu, Ag, and Au
pp
are among the most accurately known. The k-space coordinates of any 
point on the Fermi surface of these metals can be obtained from 
analytical expressions, in the form of symmetrized Fourier expansions 
(SFE), to an accuracy of 0. 2 % . The form of these expressions was first
p Jl
suggested by Slater and Koster for application to energy band 
calculations by the tight binding method. In this application, the 
total number of integrals necessary to represent the matrix elements of 
the Hamiltonian connecting the Bloch sums is reduced dramatically by 
making use of the symmetry properties of the crystal. This amounts to 
taking a series of Fourier sums over lattice points starting with the 
nearest neighbors and continuing to the second nearest neighbors etc.
In principle, given a sufficient number of terms, this method will give 
the true energy band structure since the correct symmetry is built in. 
In practice, however, it is used to provide a model which is reasonably 
accurate using a limited number of terms.
Essentially the same formal structure was introduced by Roaf2  ^to 
fit experimental dHvA measurements of the noble metal Fermi surfaces. 
This is a Fourier series of the form:
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0
where A.. = costal^ /2) , B.^ = cos(aki) and cos(3ak.. /2) . In
this expression the summation signs indicate commutation over x, y and 
z, a is the lattice parameter and kx, ky, kz are the coordinates of a 
point on the Fermi surface. The C are adjustable coefficients which are 
used to fit the experimental area data. The particular set of terms 
used is chosen to represent the symmetry (face centered cubic) of the 
noble metals. An equivalent representation is:
where the inside sum is taken over the permutations of 1 , m, and n for 
which
and i represents a particular combination of integers which is a 
solution to Eqn. II.G.3. is the number of permutations of these 
integers for each i. The coefficient C11Q which appears in Eqn. II.G.2 
is taken into the coefficient CQ in Eqn. II.G.1.
In addition to the SFE models for the dimensions of the Fermi
lak mak nak
c 0 = I ci [ Ni - £ cos(— cos(- Y ^ - ) cos(— 2 ~) 3 (II.G.2)
1 + m + n = 0,2,4 (II.G.3)
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surface, inversions of cyclotron mass data have been performed to yield
similar analytical expressions for the Fermi velocity, Vp, at all points
on these surfaces.2^’ These rely on the construction of two energy
surfaces at fixed energies slightly greater and less than the Fermi
energy, known as the + and - surfaces respectively. The energy
difference, &E , of these surfaces is fixed and the SFE expressions of
the surfaces are adjusted until the difference in the areas of the + and
- surfaces, AA, is such that AA/AE for each measured orbit gives the
measured effective mass for that orbit from the relation 
* 2
o)c = H /2tt (AA/AE). The Fermi velocity at any point on the Fermi 
surface can be found from the separation between the + and - surfaces, 
since the velocity is proportional to the gradient of the energy,
3E/3k, at that point. Thus, the separation, Ak, between the + and - 
surfaces can be used to calculate vF since AE/Ak = 3E/3k and AE is 
known.
CHAPTER III
EXPERIMENTAL NOTES
The samples used in this experiment were obtained from a large 
single crystal grown by a modified Bridgeman technique. The starting 
material for these crystals was purchased from Cominco, Inc. and had a 
quoted purity of 99.9999?. A single crystal boule was grown in a tapered 
graphite crucible and oriented samples for the SLLR measurements were 
cut by spark erosion from the crystal. Before cutting, the bulk crystal 
was oxygen annealed and had a measured residual resistance ratio after 
annealing in excess of 25,000. After cutting, the individual samples 
were again oxygen annealed. A chemical polishing machine was used to 
achieve the flat, strain free surfaces desired. Since the preparation 
of the surfaces of these samples is of critical importance in obtaining 
results, the method by which this was done is described in Appendix B in 
some detail.
The samples prepared in this manner form the end wall of a 35 GHz 
microwave cavity operating in the TE1^ 1 mode with a loaded Q of about 
10,000. A standard homodyne microwave spectrometer was used with lock-in 
detection to record dR/dH as a function of applied magnetic field. The 
field was produced by a rotatable Helmholtz pair surrounded by three 
additional mutually perpendicular coil pairs used to reduce the effect 
of the earth’s field to less than 10-  ^Oe at the sample location. The 
applied field was calibrated at the sample position at low fields (1.9_ 
4.1 Oe) from the EPR signal of a free radical2? (5.4-11.6 MHz) and 
around 100 Oe from proton NMR. A block diagram of the spectrometer
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system is found in Fig. 8, and the details of the microwave cavity and
the electronics used are found in Appendix C.
A number of provisions were made in order to vary and measure the 
temperature of the sample. Thermal isolation of the microwave cavity 
was achieved by mounting the copper resonant cavity at the end of a 
section of thin wall stainless steel waveguide within a vacuum can 
immersed in liquid He\ The temperature was adjusted by varying the 
microwave power incident on the cavity and by using a noninductive
heater wound on the outside of the cavity. Overall long term
temperature stability of better than 0.5? was achieved for the 
measurements.
Temperatures were measured using an AC bridge to determine the 
conductance of a carbon thermometer. The thermometer was thermally 
grounded to an oxygen-free-high-conductivity (OFHC) copper backplate and 
a phosphor-bronze spring was used to attach the backplate and the Ag 
sample to the microwave cavity. Care was taken to insure that all 
thermometer leads were thermally anchored to the cavity and backplate 
and that good thermal contact was made between the sample and the 
backplate. The thermometer was calibrated at 30 points between 1.4 and 
15 K using a commercially calibrated Germanium thermometer as a 
standard. The calibration points were fit using a 6 term logarithmic 
series and experimental temperatures were determined from this. 
Considering calibration, thermal coupling and instability, the 
uncertainty in the temperature determination for each resonance curve is 
approximately 0.5?. The details of the thermometry and temperature 
stabilization are found in Appendix D.
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CHAPTER IV.
FERMI VELOCITIES
A - PREVIOUS RESULTS
The SFE expression of Coleridge and Templeton, reported in Ref. 22, 
predicts points on the Fermi surface of all three metals to within the
accuracy of all published experimental data as does that of Halse, given
in Ref. 23, for Cu and Ag. However, the expressions for Vp given in
Refs. 23 and 26 differ significantly at some locations. The data used
in developing the SFE expression given in Ref. 23 for the +/- energy 
surfaces came primarily from cyclotron resonance measurements and the 
velocities obtained from this expression have an estimated uncertainty 
of 3%. On the other hand, the SFE expression for the +/- surfaces in 
Ref. 26 was derived from a fit to dHvA measurements and gives an 
uncertainty in the velocities of 1%. In this chapter it is shown that 
the differences in the velocity values found from these two expressions 
can be understood in terms of the differences in the ways in which 
electron orbits are sampled in the two experiments.
It should be noted that the local values of Vp can only be found 
from the cyclotron mass data by a deconvolution process requiring an 
accurate knowledge of the Fermi surface and so must be regarded as 
approximate to something like the uncertainty in the assumed Fermi 
surface geometry. The only current experimental techniques for 
obtaining localized values of Vp directly are SLLR1  ^and TFE.®’^ ® On 
the basis of SLLR measurements, Doezema and Koch12 have found deviations 
from values of vF calculated from Halse’s expression of up to 6% along
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(100) in Cu. Their results show better agreement with the Kohn- 
Korringa-Rostoker (KKR) phase shift analysis of Lee^ although 
substantial deviations, on the order of 3%, are found at various points 
on the Fermi surface. Considerably better agreement is found with the 
more recent measurements reported by Lengeler which were not available 
at the time of the work reported by Doezema and Koch. Two SLLR 
experiments have been reported for Ag^®*^ while none have been reported 
in Au. In both of the SLLR experiments on Ag, the spectra obtained were 
of poor quality and in the work reported in Ref. 30 it may also be 
possible that the sample orientation was misidentified. ^  As a result, 
the agreement with Halse's values of vp at selected points on the Fermi 
surface was not good. Although they were not available when these SLLR 
experiments were conducted, the Lengeler values of vF show even less 
agreement, with a difference, from the measurements of Deimel and
D o e z e m a , of 15? at <100> in the (110) plane.
The TFE measurements reported in Ref. 28 comprise two sets of 
experimental velocities covering most of the (100) central plane in 
Ag. At greater than 10° from the <100> axis, the two sets of 
measurements agree to well within their estimated uncertainty of -2 % 
but toward <100> there is increasing disagreement. One of the sets 
covers the range from 7 ° to 12° from <100> and its uncertainty range 
consistently overlaps that of the Lengeler velocities within this 
range. The other measurement covers a range from 5° to 38° and agrees
with the Lengeler values over the range from 14° to 38°. Below 1M0 the
TFE velocities from this second set of measurements fall consistently 
below those of Lengeler and at 5° from <100> the TFE velocities are 6?
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lower than those of Lengeler. The present work is motivated in part by 
the large discrepancies between velocities obtained using the various 
techniques described above. The results of the present investigation of 
the distribution of Vp in Ag are given in this chapter.
B - PEAK DISTRIBUTIONS AND LINE SHAPE CONSIDERATIONS
In order to perform the iterative calculation of Vp described in 
Chapter II, an assignment of the location of the resonant electrons on 
the Fermi surface is required as a starting model. To provide such a 
model as well as to give an immediate comparison to our experimental 
spectra, we have calculated the distribution of expected (1-2 ) peak 
field values, Hp, as a function of field orientation using the 
analytical expressions for Vp and kp as our basis. The analytical 
expressions give a value of Vp which is reduced from the band velocity
by a factor of (1 + A(k)) 1 , where A(k) is the electron-phonon
enhancement factor at low temperatures. Since the SLLR measurements are 
taken at a temperature of - 1.5 K, where electron-phonon enhancement 
is fully effective, the velocities obtained are reduced by the same 
factor. For consistency of presentation, we have chosen the seven term
pp
k-fit of Coleridge and Templeton as the basis for our calculations 
although we have performed the complete range of calculations using 
Halse's seven term (Ag7) k-fit with essentially indistinguishable
results. However, this is not true of the Vp fits and, in view of the
differences between them, we present projected peak distributions based 
on both the Halse2^ and Lengeler26 expressions.
In order to generate a resonant peak distribution we must calculate
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the resonance parameter, R, for closely spaced points around the zone of 
interest, for each magnetic field orientation. This is done over a 
sufficiently wide angular range to cover both the crystal symmetry and 
the full range of possible angles between the magnetic field direction 
and the direction of the normal to the zone perimeter. In practice this 
means that the calculation must be performed over a 180° range. Both
Vp and K are parallel to the normal and so, if the normal direction
8 1 / 2is determined at each Fermi surface location, (K / v„ ) , is
F 1
8 1 / 2simply ( K / vi.) / (cos a) where a is the angle between the field
V
direction and the normal.
The resonances expected at a particular field orientation are the 
Hmn found from the extremal values of R. The identification of the 
Fermi surface location of these resonances using the SFE expressions for 
Vp provides a starting point for determining the origin of the 
experimental signals.
Although the principal contribution to the experimental lines at a 
particular field orientation are those electrons for which the resonance 
parameter is extremal, there is some contribution to the signal from 
electrons located over a relatively large (~ ± 6°) range around the 
extremal position. This range is shown in Fig. 6b and is discussed in 
detail in Chapter V. The effect of these nonextremal electrons, kH 
broadening, is to widen the experimental lines and to shift the peak 
away from its extremal value. For minima in R, the nonextremal 
electrons undergo transitions at higher field and their inclusion in the 
signal tends to shift the peak location to a higher field value. The 
opposite is true for lines arising from electrons where R is maximal.
64
The degree to which the experimental peak is shifted depends on the
values of two additional line shape fitting parameters r* = 1/ojt and 
1 ^F 1 /2  1
6 = ----,->r- (-7T-) I t where 6 is the anomalous skin effect (ASE)
(2(ij) K 1 S
skin depth and t the electron relaxation time. These must be determined 
from line shape considerations applied to the experimental spectra, a 
typical example of which is given in Figure 9. Characteristic line 
shapes for a variety of (3 and r* can be generated using expressions 
derived by Nee, Koch, and Prange^. For experimental spectra, r* is 
calculated from the half width of the (1-2) peak1^ and 3 is determined 
by comparison to the Nee-Koch-Prange spectra for this r*. In principal 
this determination must be made for each set of experimental data 
although in practice we only determine r* directly. Then, for each 
sample, we determine 3 at a well known Fermi surface location such as 
the (100) point in the (100) and (110) planes and scale this value by 
the appropriate Vp and K to find 3 at other locations. We estimate 
this scaling procedure to be certain to better than 0.5%. The basic 
assignment of 3 is, however, somewhat less certain and its 
determination is one of the limiting factors in the accuracy to which Vp 
can be calculated.
These line shape factors, as well as the calculation of kjj 
broadening effects, have been treated extensively elsewhere12*1  ^and we 
have followed the technique of Doezema and Koch12, including the use of 
a library of Nee-Koch-Prange characteristic spectra, in dealing with 
them. Their analysis was performed for idealized cylindrical and 
spherical Fermi surface geometries and, since the Ag Fermi surface is 
considerably more spherical than that of Cu, is directly applicable to
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our work.
The more spherical Fermi surface of Ag may also, in part, explain 
the broader resonance lines seen in this experiment as well as in the 
previously published studies of Ag.^0’^ 1 Our linewidths, while 
substantially narrower and better defined than those seen in previous 
experiments, are still quite broad compared to those seen by Doezema and 
Koch in Cu. This may result from the fact that the local radius of 
curvature in the effective plane at the resonant electron location is 
often smaller in copper. This means that even though the linewidth may 
saturate at the same angle measured from an origin at the center of 
curvature in both metals, in Cu this represents a smaller angle measured 
with respect to the center of the Fermi surface and so a relatively 
smaller region of Fermi surface is represented in the signal. This 
would tend to make the averaging effect of kH broadening greater in 
Ag. If anything, though, this means that Ag conforms even more closely 
than Cu to the model calculations made by Doezema and Koch. We consider 
these effects to be well understood and that, despite the broadening 
effects discussed above, the final Fermi velocities may be taken as 
being representative of the value at the extremal electron position.
C - EXPERIMENTAL RESULTS
1. (100) PLANE
The values of Hp measured for the (100) sample plane are listed in 
Table I and are plotted in Fig. 10 against 0 , the angle of the external 
field measured counter clockwise from the <010> direction. Also plotted
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Table I: Experimental resonance field values and Fermi
velocities for the (100) sample plane and ujrf = 35.54 GHz.
The angle 0 is the magnetic field orientation measured from <010> 
and <j> is the location of the resonant electrons measured from <100>. 
Velocities are given in free electron units.
(feu: Vq= 1.39708 x 10 cm/sec)
0 (deg) (±0.5°) Hp (Oe) (±0.5$) <t> (deg) (±1 °) VF (±1.8$)
0 18.1d 0 .970
42.4b,c 72.2 (107.8) 1.133
2.5 47.2° 108.4 1.121
5. 18.2a 2.2 .975
38.lb 73.2 1.096
52.0° 109.2 1.123
10 18.2a 3.4 .981
13.7 30. 4b 74.6 1.099
15 18. 5a 4.6 .982
16.3 28. 7b 75.0 1.101
20 18. 9a 5.8 .982
25 19.0a 7.0 .995
26.3 24.4b 76.5 1.086
30 19.2a 8.0 1.010
35 21.3b 77.8 1.096
40 19.5a 10.0 1.051
45 20.2a,b 10.8 (79.2) 1.057
a) Series a-c
b) Series b-c'
c) Series b’-d
( O
e)
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in Fig. 10 are the predicted Hp values for the SFE vF fits, while the 
locations of the resonant electrons on the Fermi surface are found in 
Fig. 11. The velocities calculated from the experimental data are
listed in Table I in free electron units (feu) as a multiple of the free
electron Fermi velocity.
In Fig. 11 the resonant electron locations have been mapped onto a 
45° range from the <100> axis since this covers the entire range of 
unique Fermi surface variation and shows clearly the cumulative region 
of the Fermi surface to which our measurements apply. However, this 
does not reflect the extent to which the resonant field values depend on 
the relative angle between the external field and the normal to the 
Fermi surface and so in Table I the electron locations are given as an
angle <p measured counter clockwise from the <100> axis.
In the (100) plane the distribution of peak position with 0 is 
relatively simple but serves to illustrates the two ways in which an 
assignment of Fermi surface locations of the resonant electrons may be 
made. For H parallel to <010> we observe two distinct series of 
resonances, one having Hp at 18.1 Oe and the other at H 2 . H Oe. The 
series at 18.1 Oe is observed most clearly with the radio frequency 
surface current Jpf normal to H and moves slowly up in field with the 
rotation of H away from <010>. No splitting is observed or predicted in 
this peak. Two factors indicate the location of the contributing 
electrons even in the absence of a predicted distribution. First, the 
fact that the point is seen most strongly with Jpf _|_ H indicates a 
location on a region of Fermi surface where the normal direction is 
nearly perpendicular to H and second, the lack of splitting indicates
<I00>
(100) Zone (MO) Zone
V ' l
< U I>
® <IIO>
Figure 11
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that the extremal location moves monotonically away from its initial 
position with the rotation of H away from <010>. These geometric 
considerations are sufficient to indicate that with the field along 
<010> the resonant electrons are located at <{> =0° (and at 180°). Our
line shape analysis applied to this series (r* = 0.11, 8 = 0.5) gives a 
value of hp of 0.^35, up from its base value of 0.^32.
Somewhat more difficult is the identification of the location of 
the second resonant series. The fact that for H along <010> the 
resonance is seen most clearly for Jp  ^nearly parallel to H indicates 
that it arises from a region of Fermi surface whose normal direction is 
nearer parallel to <010> than to <100>. In addition, the fact that the 
series splits with rotation of H away from <010> indicates that with H 
along <010> the signal arises from equivalent Fermi surface points 
located symmetrically around <100> since the <100> components of their 
velocities must initially be equal. As H is rotated, the extremal 
locations move to differing regions of Fermi surface and the split 
occurs. Since assignment of these locations depends on a detailed 
knowledge of both K and Vp around the zone, we will delay a more 
complete discussion until the next section, but in general, this is done 
by the iterative procedure outlined above. This process converges very 
rapidly and its result is the assignment of a <p value to each measured 
peak at each field orientation. It should be noted that these <J> values 
may differ somewhat from those used in calculating the Hp values from 
the SFE velocity distribution and may explain, in part, the difference 
between the experimental and predicted resonance values shown in Fig.
10.
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2. (110) PLANE
Plots of the (110) plane peak distributions are given in Fig. 12 
with the corresponding Fermi surface ranges shown in Fig. 11. The data 
from which they were made is listed in Table II. These distributions 
are much more complex than those for the (100) plane and are also 
considerably more complex than the corresponding distributions for Cu. 
The Cu Fermi surface, being much less spherical than that of Ag, tends 
to restrict the movement of the resonant electron locations. As a 
result, peak splittings are predicted in the Ag (110) plane, 
particularly near the neck, which were not present in Cu. In practice, 
many of these splittings have been difficult to observe, due in large 
part to our relatively broader experimental lines, and so a great deal 
of care had to be used in the assignment of resonance locations.
Aside from the additional complexity, the assignment of these 
locations follows the same pattern as in (100). Here it is possible to 
make two a priori identifications of contributing electron positions. 
These are: point a, seen with H along <110>, and point e, seen with H
along <100>. Point a is interesting in that it allows a direct
comparison to the corresponding point in the <100> plane. This gives an
indication of the sample to sample variation in the experiment. In the
assumed geometry, the Fermi surface is locally spherical at this point 
and so we expect that the resonance should occur at the same field in 
both planes. This may not, in fact, be the case since the variation in 
Vp and K away from the extremal location differs in the two planes and 
some change in kH broadening is expected. In any case, the measured
(O
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Table II. Experimental resonance field values and Fermi 
velocities for the (110) sample plane and ioRF =h§5.54 GHz.
The angle 6 is the magnetic field orientation measured from <110> 
and <{> is the location of the resonant electrons measured from <100>. 
Velocities are given in free electron units.
(feu Vq= 1.39708 x 10 cm/sec)
0 (deg) (±0.5°) Hp (Oe) (±0.5%) (f> (deg) (±1°) vp (±1.855)
0 18.3d 0.0 .965
20.8° 155.1 1.158
20.8b 146.4 1.111
2.5 18.3a 2.7 .976
21.2° 155.2 1.163
21.2b 146.1 1.110
5 18.2a 3.8 .986
21.. 5° 155.3 1.171
21.5b 145.9 1.113
7.5 18.2a 4.8 .996
22.3° 155.4 1.170
22.3 145.5 1.103
10 18. la 5.7 1.007
22.9° 155.5 1.169
22.9b45.5 1.103
15 18.0a 7.4 1.031
17.5 17.9a 8.1 1.043
20. 17. 9a 9.0 1.056
26.9° 155.7 1.170
26.9b 144.5 1.076
22.5 17.8a 9.8 1.067
25 17.7a 10.5 1.083
28.6b 143.9 1.087
27.5 17*7\ 11.2 1.094
30.11b 143.6 1.081
30 18.0a 11.9 1.095
42. 6 71.6 .979
31 33.4b 143.1 1.056
32.5 18.la 12.5 1.099
38. 6d 71.4 .956
75
33.5
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36.3b
(continued)
142.8 1.033
35 18*3h
36.7d
13-1
71.4
1.106
.991
35.54 45.8h 132.3 (118.2) .371
36 38.03b 142.3 1 .0 3 8
37.5 18. 4a 
35.2d
1 3 .6
71.3 istt*
38.5 41.8b 141.8 1 .011
40 18*6h
32.9d
14.2
71 .2
1 .1 2 0
.987
41 44.6b 141.1 1.005
42.5 18.8b 
31.0d
14.7
7 1 .2
1.125
.997
43.5 48. 9b 140.4 .978
45 1 9ai
3 0.ld
1 5 .2
71.1
1.129
.986
46 52. 6b 139.4 .956
47.5 3.9.5® 
28.3d 
58.4b
16.5
71 .0
138.4
1.129
.998
.950
50 1 8 . 9 *  
2 7. 4d
16.1 
7 1 .0
1.132
.995
52.5 2 0. 4a 
26.8d
16.5
70.9
1.131
.987
55 2 0. 9a 17.0 1.135
57.5 21 . 5* 
25.0d 
32.31
17.5 
70.8 
91.2
1.134 
.992 
1.043
60 2 2. la 
24.0d
1 7 .6
70.7
1.135
1 .000
62.5 22. 7a 
2 3.4d 
3 0.lf
18.2
70.7
9 1 .0
1.140
1.005
1.056
76
Table II (continued)
65 23.5a 18.6 1.138
67.5 24.4a 19.0 1.143
22.8e 110.4 .980
22.8d 70.6 .993
28.5f 90.8 1.066
70 25.5a 19.3 1.142
22.4e 110.3 .984
22.4d 70.5 .993
72.5 26.7a 19.6 1.140
22.0e 110.2 .986
22.0d 70.5 .996
27. 4f 90.6 1.070
75 28.2a 20 1.136
81.5g 157.6 1.217
21.8° 110.2 .986
21.8d 70.4 .993
27.0f 90.5 1.071
77.5 29.7a 20.3 1.135
68.7g 157.7 1.207
21.7® 110.1 .984
21.7 70.4 .989
80 3 1.8a 20.5 1.126
58.8s 157.8 1.210
2i .5® 110.1 .983
21.5d 70.4 .990
82.50 33-4a 20.8 1.137
51.3s 158.0 1.214
21.4e 110.0 .983
21. 70.3 .992
26.7 90.2 1.062
85 35.9a 21.0 1.132
47.7s 158.2 1.180
21. le 109.9 .991
21. ld 70.3 .993
90 40.8a'g 21.5 (158.5) 1.154
21.0d,e 70.2(109.8) .992
26. 4f 90 1.064
a) a-f b) b-o c) c-k d) i-d e) p-d' f) j-e g) 1-f* 
h) neck (111) data scaled to (110) [26.3 Oe in (111)]
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difference is on the order of 1% and so makes little difference to our 
calculations. Again, we find a value for hp of 0.435 at this point.
The second resonance series for which a direct assignment of 
location may be made is point e, identified as being at <J> = 90°. This 
series is seen most strongly with H along <100> and Jrf along <110> 
and, as with point a, does not split with rotation of H away from
<100>. The points shown are scaled from the (2-3) peak value since £5
is about 0.3 at this location and at small B the (2-3) series is 
expected to dominate. Here, as in Cu, the resonance parameter is a
maximum and the consideration of k^ broadening gives a correction of hp
= 0.408, down from the uncorrected value of 0.418 for r* = 0.1.
Location of resonant electrons contributing to series for which an 
a priori identification was not possible were treated in the same manner 
as described above for the (100) plane. This task was made more 
difficult by the complex nature of the peak distribution but not 
impossibly so.
3. (111) PLANE
Analysis of the (111) sample plane data proved somewhat more 
difficult than that in the (100) and (110) planes. The relative 
amplitude of the neck signal, at 26.3 0e, was found to be less than some 
of the other signals detected and was identified by two distinctive 
characteristics. First, it was constant in field over a better than 180 
degree range of external field orientation and second, its amplitude 
decreased as the angle between Jpf and H was decreased from 90°. This 
is expected for a circular neck geometry and an isotropic Vp
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distribution since, under these conditions, the effective electron 
location should always be such that vp is perpendicular to H and ,as a 
result, the signal amplitude is expected to decrease as the cosine of 
the angle between vp and Jpf. Our observation of both of these effects 
is a strong argument for an isotropic, circular neck.
The method used by Doezema and K o c h 1 2 '^2 in computing the geometric 
parameters at a point on the Fermi surface, such as radius of curvature 
and the direction of the normal to the Fermi surface, involved reducing 
the SFE expression for the Fermi surface to a cubic equation and then 
taking the appropriate derivatives to find the radius of curvature and 
the direction of the normal. This method, while mathematically elegant, 
essentially limits the calculation to the (100) and (110) central 
planes. Because of this limitation, no effort was made in the work 
presented in Ref. 12 to identify any resonances in the (111) sample 
other than those originating at the neck. To avoid this limitation, the 
method employed in the present work used entirely numerical calculations 
based on simple geometric factors and so it is possible to identify the 
anisotropic resonances observed in the (111) plane. In making this 
identification, the kz = 0 region on the Fermi surface must first be 
determined. The Fermi surface is not symmetric about the (111) central 
plane except at the <110> points and these are the only points on the 
intersection of the Fermi surface and the central plane for which k„ =Zi
0. Away from a particular <110> the locations of the k„ = 0 points fall
Z i
near the portion of the intersection of the Fermi surface and a (110) 
central plane which contains that <110> point. A plot of the k„ = 0 
points in this region is given in Fig. 13 as a function of angles <p
 ^
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measured from the <112> axis and i|> measured from the sample normal 
<111 > axis. Also shown on this plot is the intersection of the Fermi 
surface and the (110) plane containing the <110> point at <f> = 30°. 
Along this region the resonance parameter, R, is nearly constant and in 
this sense the region may be regarded as cylinder-like. Symmetry 
considerations lead to the conclusion that for H parallel to <112> the 
extremal location should be at <110>. As H is rotated away from <112> 
the extremal location moves slowly along the k„ = 0 region. Because of 
the slow variation in R, significant contributions to the signal are 
expected from electrons over a relatively large range around the 
extremal point.
As reported in Chapter V, we have used the temperature dependence 
of the line shape of signals due to electrons on this cylinder-like 
region in analyzing the (111) neck resonance. An unfolding process was 
used to remove the effect of a partially overlapping peak, allowing an 
accurate determination of the peak position and line shape of the neck 
signal.
D - FERMI VELOCITIES.
In calculating Vp from our experimental data, we have taken an 
approach that is somewhat different from the iterative scheme used by 
Doezema and Koch. We first identify those points for which an a priori 
assignment of location can be made. The experimental peak values 
measured at these points together with our assumed geometry give an 
immediate measure of the value of vp.
For other points we resort to an iterative procedure. Since, as
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discussed above, we have generated distributions of peak field values
and corresponding electron locations from the SFE velocity
distributions, we can use these as starting models. For this purpose we
have used the Lengeler velocity distribution although the Halse
distribution would have done equally well. Using the model
distribution, we assign to the experimental peaks at each field
orientation the Fermi surface location of the corresponding calculated
peaks. We use the geometric factors calculated at these locations along
with the experimental Hp values to produce a point-by-point velocity
distribution over the measured region and map this distribution onto a
single cycle of crystal symmetry. We then fit the distribution to a
n
polynomial of the form v_ = E C. d> using a nonlinear least squares
F i = 0 1
procedure. This gives an analytical expression for vF as a function of 
<)> which, in turn, is used to generate new extremal values of the 
resonance parameter and, finally, new resonant electron locations. The 
procedure is repeated until the locations converge to within the desired 
precision ( - 0.1°). Typically, this has been reached after three 
iterations. A check on the validity of our fit is that the change in 
location from the assumed model is small where the correspondence 
between experimental and predicted peaks is good. The a' priori 
locations remained fixed, although no special care was taken to ensure 
this. This point-wise assignment of resonant electron location allows, 
as a final step, the calculation of vF at these locations using their 
associated geometric factors and the corresponding experimental Hp 
values. Details of these calculations are found in Appendix E.
A fifth order polynomial was used to fit the (110) plane Vp
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distribution, while the relatively less complex (100) plane distribution 
was fit with a fourth order polynomial. The (110) plane fit applies 
over the range of <J> = 0° to the neck at <j> = 47.72° with a second 
polynomial applicable over the range from the neck at <f> = 61.76° to
<|>= 71° while the (100) fit applies over the range  ^ = 0° to
<j> = 20°. The region from 71° to 90° in the (110) plane was not fit 
using this technique since the contributing electrons are located in two 
small angular ranges and an adequate assignment of location could be 
made by a much simpler adjustment to the model positions. The 
polynomials derived in our fitting procedure are adequate to reproduce 
our final velocity distribution over the ranges to which they are
applicable. This is clearly shown in Fig. 14 where the solid line
represents the polynomial fit. Although the agreement is good, it 
should be realized that the polynomials are empirical tools and that no 
physical significance should be attached to their structure. The 
polynomial coefficients are found in Table III.
Several things determine the uncertainty in these velocity 
values. The equation used to determine the velocities is:
(IV.D.1)
and it is evident from this that Avf is dependent on Aw, Ahp, AHp 
and AK. With these uncertainties combined appropriately in
quadrature, the result is:
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Table III. Polynomials used in the iterative 
determination of the Fermi surface locations of 
the contributing electrons
CO Cl C2 C3 C4 C5
(100)
1.3465 0.032781 5.8248 -15.077 10.087 0
( *= o° to <(> - 20° )
(110)
1.3478 -0.041439 9.8586 -36.777 54.474 -31.386
( <J> = 0° to neck edge at 47.72°)
(110)
-1126.4 3979.9 -5617.2 3962.8 -1397.1 196.89
(Neck edge at 61.76° to 71°)
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We estimate the field calibration used to be accurate to about ±0.1? 
while the reproducibility of a given peak was ±0.4?, giving an overall 
uncertainty of ±0.5? for Hp. The microwave frequency, id , is known to 
an accuracy of ±0.13%. Although significant uncertainty ( ~ 10?) is 
attached to the the parameter g and ~ 1? to r#, their effect on vF 
is about ±1? in the choice of hp for a given series. The estimate of 
A K is somewhat more difficult since it in turn depends on the 
uncertainties in several geometric values as well as the uncertainty in 
the Fermi surface model used in calculating K. The geometric 
uncertainties are: - 10 in sample plane alignment, ~ 1 0 in the
determination of <f> , -0.5° in the determination of 0 and the
assumption of a locally circular orbit. Of these, the latter has a 
small effect since the width of the band about the effective plane is on 
the order of 1°. To estimate its effect, we calculated K at 
representative Fermi surface points over a range of 0.1° to 1° about the 
effective plane. Over this range, the variation in K proved to be less 
than 0.1? for all points. The small ( -0.2?) uncertainties in Fermi 
surface radii calculated from the Halse and the Coleridge and Templeton 
Ag7 fits may result in an additional uncertainty of several percent in 
the local radius of curvature, K. An upper limit estimate of this 
uncertainty can be made by finding values of K using Fermi radii 
calculated from Fermi surface models using different numbers of terms in 
the SFE. We have performed such a calculation using the Halse Ag7 and 
Ag5 and the Coleridge and Templeton Ag7 and Ag5 models. The difference 
in the K value found from the Ag7 fit and from the corresponding Ag5 fit 
is typically less than *1.5?. The uncertainty in K, based on these
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considerations, varies over the surface with the dependence of K on 
location, reaching a maximum near the neck and having a mean value on 
the order of 556. An exception to this is the value of K used in 
analysis of the neck resonance. This was derived from curvature factors 
calculated for various models^ and varies by less than 2% between 
models, leading to a somewhat higher precision in the calculated value 
of Vp at the neck. The combination of these values yields an overall 
uncertainty in Vp of ± 1.856. Exceptions to this are the uncertainties 
at the <110> point in the (110) plane, where the low amplitude signals 
observed lead to a greater uncertainty in hp and Hp and an overall 
uncertainty of ± 2 . 2 % , and the neck where the uncertainty is less than 
156.
The internal consistency of our results can be checked at the <100> 
point in the (100) and (110) planes where a value of Vp= 0.970 was 
recorded in the (100) plane while a value of Vp = 0.965 was found in 
(110). This represents a difference of 0. 656 , well within our 
calculated uncertainty.
E - COMPARISON TO PREVIOUS RESULTS
Our final velocity distribution over the (100) and (110) zones is 
given Fig. 15 along with those of Lengeler and Halse. Velocities at 
related values of <f> are given, for all distributions, in Table IV. The 
locations of the k_ = 0 regions of the Fermi Surface for each sample 
orientation are shown in Fig. 16, along with an indication of the 
portions of these regions investigated in the present work.
It is immediately apparent in comparing these that the SLLR
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Table IV. Fermi velocity values in free electron units 
from the present experiment and from previous experiments. 
The angle <j> is the location on the Fermi surface 
measured from the <100> axis.
VF (feu: Vq= 1.39708 x 10® cm/sec)
4) (deg) Present work (± 1.8%) Halse (± 3%) Lengeler (± 1?)
(100) zone
<100> 0.965 0.97 0.927
5 0.982 1.01 0.976
10 1.051 1.07 1.067
15 1.101 1.11 1.129
20 1.133 1.11 1.145
25 - 1.10 1 .132
30 - 1.09 1.106
35 - 1.07 1.081
40 - 1.06 1.063
<110> 1.064 (± 2.2%) 1.05 1.056
(110) zone
<100> 0.965 0.97 0.927
5 0.996 1.01 0.976
10 1.071 1.07 1.069
15 1.128 1.11 1.138
20 1.136 1.13 1.168
25 1.158 1.12 1.167
30 1.131 1.09 1.141
35 1.089 1.04 1.084
40 0.963a 0.92 0.962
45 0.664a 0.65 0.683
neck 0.371 (± Mo) 0.35 0.371
65 0.751a 0.69 0.725
70 0.983 0.93 0.962
75 - 1.02 1.043
80 - 1.05 1.061
85 - 1.05 1.059
<110> 1.064 (± 2 . 2 % ) 1.05 1.056
^Derived from polynomial fit.
bThe value 0.35 is given in Table 10 of Ref. 23 based on the early dHvA 
data of Joseph and Thorsen® . A value of 0.37 is obtained from the 
cyclotron resonance mass of Henningsen®® quoted in Ref. 23.
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distribution reproduces the overall structure of the other two and in 
some ways represents a middle ground between them. Halse's velocities 
are quoted as being good to ±3? while Lengeler's are quoted as good to 
±1$ although, at several points, the two fits differ by more than their 
combined uncertainty; the largest differences being at <100> and at the 
neck where they differ by nearly 5%. By comparison, our velocity 
distribution differs from that of Lengeler by at <100>, and when the 
Halse Ag7^3 value for the curvature factor is used to calculate K, exact 
agreement is obtained at the neck. The largest difference from that of 
Halse is 3% at Q = 2 5 ° in the (110) plane. Over most of its range our 
distribution falls between the other two. Interestingly, the points at 
which it differs most widely from one or the other of the SFE 
distributions correspond to resonant series where we feel that the 
accuracy of our line shape analysis and thus of our calculated Vp is 
particularly good.
These differences are not, perhaps, unexpected since our 
determination of vF and those of Halse and Lengeler both depend in quite 
different ways on a detailed knowledge of the Fermi surface geometry.
The SLLR technique provides a local measurement of Vp, but one that is 
dependent on the effect of k^ broadening on the range of contributing 
electrons. As an example of the effect that kH broadening might have, 
we have calculated the angular range about <100> over which an average 
of Lengeler's Vp values gives an average value which falls within our 
uncertainty range. Using a uniformly weighted average, this range was 
found to be less than 6° which corresponds closely to our estimate of 
the angular extent of the electron locations contributing to the SLLR
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signal due to broadening. Similarly, it should be noted that the 
Halse velocity distribution is derived from effective masses measured 
primarily from cyclotron resonance. ^  The measured values of the masses 
from cyclotron resonance should exhibit kH broadening effects as well 
and probably lead to a less anisotropic distribution than one derived 
from dHvA measurements which show essentially no kH broadening.
Some possible additional uncertainty results from our assumption 
that the analytical expressions for the Fermi surface can be used to 
calculate highly local values of the radius of curvature, K, and the 
direction of the normal to the Fermi surface perimeter.
The cyclotron mass inversions, on the other hand, are not really 
local measurements in any sense but depend on deconvolutions of the 
measurement of orbit averages to produce local values. Bearing these 
distinctions in mind, we consider the correspondence between our 
distribution, that of Halse and that of Lengeler to be reasonable.
There is also reasonable agreement between our values of v^ in the 
(100) plane and those derived from TFE measurements by Gantmakher et
p Q
al. The only significant differences between the two measurements are 
at the three TFE points taken from a (110) sample between 5° and 10° and 
given in Fig. 10 of Ref. 28. The agreement of the SLLR results with the 
TFE values taken from a (100) sample is excellent at all angles and the 
TFE values from the (110) sample agree well at angles greater than 
10°.
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F. - SUMMARY
In the present work, we have generated measurements of the local 
values of the Fermi velocity of Ag over a wide region of the (100) and 
(110) central zones as well as at the neck in the (111) plane. There is 
an important difference in the velocity distributions derived from SLLR 
measurements and those obtained from dHvA cyclotron mass inversions.
This difference is due to the fact that velocities derived from the 
SLLR, cyclotron resonance and TFE measurements are averages over small 
angular ranges. In dHvA effective mass measurements these averaging 
effects are much smaller and velocity distributions derived from them 
are closer to the actual distribution. These differences are apparent 
only at the turning points of highly anisotropic distributions where the 
angular averages are quite different from the point values. The 
Lengeler distribution appears to be the best current estimate of the 
actual Vp distribution for Ag, and care must must be taken to use an 
appropriate angular average of these values when analyzing other 
measurements where angular broadening may be important.
CHAPTER V
ELECTRON-PHONON SCATTERING RATES
A - PREVIOUS RESULTS
A large discrepancy is found between measurements of the
anisotropic electron-phonon scattering rate, r (k) , in the noble
ep
metals. This is particularly important since the investigation of
T (k) in the noble metals has been of considerable interest in recent ep
years. Theoretical calculations of the scattering rate have been
carried out for Cu,20'37>38 and an  three metals have been the focus of
experimental programs employing RFSE (Cu^'*10, Ag10,11, Au1*1), SLLR
(Cu^3), and most recently TFE (Ag^2,1*3) measurements. The results of
these investigations confirm the existence of a strongly anisotropic
dependence of r (k) on the Fermi surface location of the electrons, ep
Both the theoretical and experimental studies agree on the general
behavior of the anisotropy, but the details of the magnitude of the
anisotropy are not in good agreement. There are substantial differences
both between results obtained using different experimental techniques
and between results obtained using the same experimental technique but
different methods of data analysis. These differences are especially
apparent in the studies that have been made on Ag. The measurements
reported in Refs. 10 and 11 differ by over 5 0 % at some Fermi surface
locations. The primary motivation of the present work is to present an
independent measurement of r (k) at a number of Fermi surface locationsep
in Ag and to resolve the discrepancies between existing measurements.
The present experimental results and their relationship to previous work
93
94
are discussed in this chapter while the theory of electron-phonon 
scattering is presented in Chapter II.
In considering the scattering rates measured in an SLLR experiment, 
it should be remembered that, as discussed in Chapter II, it is expected 
that a single phonon scattering event will remove an electron from the 
resonant band with the result that all scattering events are equally 
effective. In addition, as discussed by Doezema and Koch1  ^and 
Prange^\ most electron-phonon scattering events will result from 
collisions with bulk rather than surface phonons. Finally, in the 1.5 
-*■ 10 K temperature range over which the experiment was performed, 
electron-phonon scattering will be the dominant temperature dependent 
effect. This means the total scattering rate should be of the form: 
r(k) = rQ(k) + Y(k)T^, where rQ(k) is the temperature independent 
rate due to impurities, lattice defects, and surface roughness or 
curvature.
B - LINE SHAPE CONSIDERATIONS
Resonance peaks in the first magnetic field derivative of the 
microwave surface impedance (dR/dH) measured as a function of applied 
magnetic field are observed in an SLLR experiment. The resulting line 
shapes are described in the Nee, Koch, and Prange^ skipping-orbit theory 
by three line shape fitting parameters: R, g and r*. The resonance 
parameter, R, determines the field position of the resonances while 6 
determines the relative amplitudes of peaks in a particular resonance 
series. In the previous chapter we determined the values of R and g 
for the observed resonant electron locations on the Ag Fermi surface and
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take these to be known. The third parameter r* = r/io determines the
width, AH , at half amplitude and the absolute amplitude of the peak.
P
Doezema and Koch^ have used a library of Nee-Koch-Prange
characteristic spectra to find a relationship between the fractional
halfwidth AH /H and r#, where H_ is the field value of the resonance 
P P P
peak and AH^ is the width of the line measured at half amplitude. Using
the (1-2) transition and measuring the amplitude from the low field side
of the resonance line they found AH /H to be linear in T* over the
P P
range of fractional halfwidths characteristic of their experimental
values. For a cylindrical Fermi surface a relationship
AH /H = 1.51 T* + 0.007 was found to apply in the range of r* from 
P P
0.025 to 0.225. Similarly, for a spherical Fermi surface geometry, where
the effects of kH broadening must be considered, AH^/H^ was found to
be linear over the range of T* from 0.025 to 0.150 with
AH /H = 1.56 r* + 0.02. We have used the same library of Nee-Koch- 
P P
Prange spectra and have obtained identical results over these ranges
of r*. The Ag Fermi surface is locally spherical around most of the
points studied and our line shape analysis uses the calculated spectra
typical of a spherical Fermi surface. However, while all of the Cu
measurements reported by Doezema and Koch fell into the range of r*
from 0.025 to 0.15, this was not true for Ag. The resonance lines
measured in Ag were typically broader than in Cu and while most of the
data fell below AH /H = 0.254 ( T* = 0.15), some did not. As noted by
P P
Doezema and Koch, the relationship between AH /H and f* changes above
P P
T* = 0.15 for a spherical Fermi surface, but we have found it to be 
linear in the range f* = 0.15 to 0.3 and expressable as
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AH /H = 1.82 r* -0.018. In addition we have examined the 
P P
relationship of AH^ ^/H^  ^ to T* for the (1—3) transition.
Measuring the amplitude of the (1-3) peak from the high field side we 
find a linear relationship
AH(1~3)/H(1-3) = r* + '°05 in fche ranSe of T* from 0.125 to
0.275. We have checked this relationship on lines analyzed using the 
(1-2) transition with good agreement and have used it in the analysis of 
one resonance location.
The experimentally obtained value of r* represents a weighted 
average of the local values of r* over the range of contributing 
electrons ( a in Fig 6). A calculation of the precise nature of the 
weighting and of the range over which the average applies requires prior 
knowledge of the manner in which the values of r* and R vary around the 
extremal location. The simplest case is that of a cylindrical Fermi 
surface where both parameters are constant along the k„ = 0 zone. Here 
the value of r* is representative of all electrons in the narrow (-1°) 
strip about the kz = 0 line. Only slightly more complex is a region of 
Fermi surface where the cross section parallel to the sample surface is 
circular and has constant K, vF and r*. For small r* the only 
weighting factors are geometric and, as illustrated in Fig 6b, the 
effective range of the contributing electrons is an angle a around the 
extremal location for which
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Doezema and Koch have calculated this condition to give an effective
— 1strip length on the order of 10 kp for a typical resonance linewidth 
AH
■jj— = 5%. Real Fermi surface conditions are different to varying
degrees from these examples, although for most of the measured Fermi
surface locations the geometry is locally spherical and so the second
example provides a reasonable estimate of the length of the effective
band. This estimate must be considered to be an upper limit since the
effective strip length calculated in this manner neglects all
nongeometric line broadening factors such as surface, impurity and
defect scattering.
A second consideration is that, for a highly anisotropic Y(k) ,
the length of the effective strip and with it the range of Y(k) values
contributing to the linewidth is temperature dependent. The variation
in the length of the effective strip can be estimated by examining the
effect of temperature changes on the relative magnitudes of
contributions to the resonance line shape from Fermi surface locations
having differing Y. The magnitude of the contribution to the
resonance line amplitude from a local region of Fermi surface is
-2
expected to vary as r. where r, is the characteristic scattering rate
L i Li
of the local region.1^  However, the temperature dependent part of r 
causes less than a 5% variation in r over the 1-10 K range. This 
results in a maximum 10% change in the relative amplitudes of local 
contributing regions over the entire effective band. Since the largest 
contributions to the overall signal come from electrons near the 
extremal location, the result of a change in effective strip length is 
expected to be small over the measured temperature range.
This conclusion is supported both by the present work and by that
98
reported by Doezema and Koch since a significant dependence of the 
measured linewidth on small variations in the length of the effective 
band should cause a deviation from a dependence of the 
measured r*. The measured r* values are, in fact, closely 
dependent for all measured extremal Fermi surface locations, leading 
once again to the conclusion that the temperature dependence of the 
length of the effective strip has little effect on the overall resonance 
linewidth.
Considering all of these factors, we find that Eqn. V.B.1 applied 
at the lowest measured temperature provides a reasonable estimate of the 
upper limit of the size of the Fermi surface region contributing to the 
measured resonance linewidth. The value of Y(k) determined from 
analysis of the variation of the experimental linewidths with changes in 
the sample temperature must be considered as representing an average 
over this effective region although this averaging does not alter the 
point character of the measurements to a great extent since the size of 
the effective region is small.
C. - EXPERIMENTAL RESULTS
As shown in Chapter IV, the actual spectrum obtained for a 
given magnetic field orientation is a superposition of the individual 
spectra of electrons at several different Fermi surface locations. The 
identification of these Fermi surface locations from the associated 
magnetic field direction is discussed in Chapter IV. For the velocity 
determination, only the magnetic field value of the (1-2), or in one 
instance the (2-3), transition peak was used in the measurements and the
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only requirement was that two distinct spectra be separable to the 
extent that any peak shifts introduced by their overlap were 
negligible. In this chapter considerably more stringent criteria have 
been adopted. Since T* is found from the width at half amplitude of 
the peak being measured, we require that no other peaks have a 
significant influence on the line shape. This criterion greatly reduces 
the number of Fermi surface locations which can be included for 
analysis.
At the Fermi surface locations where this clean-signal criterion is
met, we have recorded dR/dH spectra at several temperatures between 1.5
and 10 K. From these experimental curves we measure AH^/H^ and using
the appropriate relation find r*(T). As discussed above, we expect the
dominant temperature dependent effect on the line shape to result from
single event scattering between the resonant electrons and bulk thermal
phonons, and this is expected to yield a linear dependence
of T*(T) on T . We have plotted our data at representative Fermi
surface locations against powers of T from to T-\ Over the
temperature range measured we find a straight line in the plots
showing only expected experimental scatter in the data points while
other powers of T show varying amounts of consistent nonlinearity. This
being the case, we have fit all data to a linear dependence on T^ and
-> -* "2
use the results to find the values of Y(k) = r (k)/T . The resulting
P
values of Y(k) at representative Fermi surface locations are given in 
Table V and in Figure 17. In Table V the angle 0 is the orientation of 
the external magnetic field while in both Table V and Fig. 17 the angle 
<}> gives the Fermi surface location of the resonant electrons.
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Table V
Experimental values of the electron-phonon scattering parameter Y(k) 
and the temperature independent scattering rate r . The angle 0 
is the magnetic field direction measured from the <010> axis in the 
(100) zone, and from the <110> axis in the (110) and (111) zones. The 
angle <{> is the Fermi surface location measured from <100> in the (100) 
and (110) zones and from <112> in the (111) zone.
Zone 0 (deg) <P (deg) T (I010sec 1) o Y (107 sec"1K~3)
(100) 15 4.6 4.58 1.91
45 10.8 4.13 1.68
(110) 0 0 2.41 1.94
10 5.6 2.21 1.91
20 9.0 2.51 1.65
40 14.2 2.31 1.40
70 19.3 2.7 0.92
40 38.6a 2.04 1.94
90 70. 2a 2.06 3.16
(111) 17 30 6.05 0.37
neck 2.345 7.1
a These measurements were performed after the sample had been removed 
from the sample holder and remounted.
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Also given in Table V is the temperature independent scattering
rate r at each Fermi surface location. It should be remembered o
that rQ includes both the temperature independent scattering due to the
bulk and that due to surface roughness or curvature. The values
of r given show some variation from location to location on the same o
sample and considerably more variation between samples. Care should be 
taken in interpreting the variation in the measured Tq with Fermi 
surface location as reflecting a true anisotropy in the temperature 
independent scattering. In fact, the relative consistency of the values 
of rQ obtained for a particular sample suggests that any such anisotropy 
is small.
An exception to the above general discussion of line shapes applies 
to the two locations measured in the (111) sample plane. As discussed 
in Chapter IV, the amplitude of the neck signal was less than that of 
the other resonances observed in this sample. In addition, there was 
some interference with the neck signal at all magnetic field 
orientations with the result that it failed to meet our clean-signal 
criterion. This failure meant that measurements of the halfwidth of 
this signal could only be obtained by an unfolding procedure. 
Fortunately, the structure of the overlapping peak proved relatively 
simple. The interfering peak was found to have a very low 
characteristic Y(k) which allowed its shape to be estimated from data 
taken at higher temperatures where the effect of the neck peak was 
negligible. This information was used to extrapolate the shape of the 
peak to lower temperatures and its amplitude in the overlap region was 
subtracted point by point from the composite amplitude. The result was
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a plot of the neck signal alone and this was used to find Y(k) at the 
neck. The unfolding procedure is illustrated in Fig. 18 where the top 
trace is an example of a low temperature spectrum with the neck (1-2) 
transition shown before and after the extrapolated <110> peak, shown by 
the dashed line, is subtracted off. A check on this method can be made 
by determining Y(k) for the interfering peak. This was done both for a 
range of temperatures where the interference for the neck signal was 
significant, using the extrapolated peak shape, and for a temperature 
range where the neck signal was negligible. In the lower temperature 
range a value of 4.08 x 10^ sec-1K~3 was calculated for Y while the 
value found in the high temperature range was 3.71 x 10^ sec ^K- .^
These values differ by about 10% which is well within their cumulative 
uncertainty. Because of the difficulty involved in obtaining usable 
spectra, it proved impossible to investigate any anisotropy 
in Y(k) around the neck.
The resonance line which we have analyzed in performing the 
unfolding of the neck signal is of considerable interest as well. The 
amplitude of the resonance associated with <j> = 90° (<110>) in the (110) 
sample was quite small, and it proved impossible to measure any 
temperature dependence at this location. As discussed in Chapter IV, 
however, the principal resonance observed in the (111) plane is 
associated with a cylinder-like band of electrons near a line connecting 
the necks on either side of the (111) central plane and containing the 
<110> point in that plane. The detected signal is representative of an 
average over this cylinder like region. This may explain the 
approximate factor of four difference in the <110> scattering rate
d
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measured in this manner and that extrapolated from TFE measurements, 
since the value of Y(k) is expected to change rapidly away from <110> 
and our signal includes an average over a large range of Fermi surface 
along this region. In Fig. 17 the box around the <110> point represents 
the predicted range of Y(k) entering into the measured average value.
Finally, we consider the assignment of uncertainties to the 
measured values of Y(k) . The statistical variations found in the least 
squares analysis of the slope of r*(T) as a function of T^ reflect the 
approximately 0.9? uncertainty in T^ as well as uncertainties in the 
measured linewidths and are typically less than 5%. In addition, there 
is some uncertainty from the use of an idealized spherical Fermi surface 
geometry and the use of only a single value of 8 = 0.5 in developing 
the library curves and from their application in finding r*(T) from the 
measured AHp/H^ without considering in detail the possible differences 
in kpj broadening at different locations. We estimate these factors to 
result in a possible additional uncertainty in the measured slopes on 
the order of 3 to 6% depending on the difference between the g value 
associated with a particular resonance series and 0.5. Combined with 
the statistical uncertainty in the slopes this yields an overall 
uncertainty in the measured values of Y(k) of 6 to 8?. The value 
reported for the neck in the (111) plane has a greater uncertainty 
associated with it due to the unfolding procedure. The value given for 
<110> in the (111) plane is taken from data at temperatures where the 
neck signal, which has a measured scattering rate nearly twenty times 
greater, has little effect. This point then meets the clean-signal 
requirement and its uncertainty is treated accordingly.
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D. - COMPARISON TO TFE AND RFSE
The comparison of the results obtained from this experiment to 
those from RFSE^®'^ and TFE^'1^  experiments is very interesting but 
presents some difficulties since most of the results are reported as 
fits to orbit averages of the electron-phonon scattering rate. The only 
other point determination of the electron-phonon scattering rate 
anisotropy in Ag is that reported in Ref. 42. Here the TFE signals were 
interpreted to give a measurement of Y(k) (3(k) in Ref. 42) at several 
points in the (100) zone. Each point of the TFE measurements actually 
represents an average over an angular range which we estimate to be on 
the order of ± 3°* The TFE results were obtained from data taken at 45 
GHz and should be directly comparable to ours obtained near 35 GHz. We 
have reproduced these points in Fig. 17 from the plot given in Fig. 3 of 
Ref. 42.
An inspection of the TFE and SLLR points in Fig. 17 shows that 
where they overlap near 5° and 10° in the (100) zone, they agree to well 
within experimental uncertainty. This supports our previous conclusion 
that the angular range of the effective strip around any extremal point 
is on the order of a few degrees. The point near 4.6° measured in TFE 
has an angular range of about ±3°. If the angular range corresponding 
to our 4.6° measurement were much larger than this it would be an 
average over the large anisotropy near <100> and would give a smaller 
value than the TFE result. Considering the close correspondence between 
the two experimental results in the regions where they both apply we 
feel that the TFE and SLLR measurements taken together provide a very
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clear point map of the anisotropy in Y(k).
In comparing the SLLR and point TFE results to those obtained from
inversion of orbit average measurements from TFE^ and two separate RFSE 
10 11experiments , several factors have to be considered: (a) The 
adequacy of the functional forms used in the inversion procedures, (b) 
The energy to which the electrons are excited by the experiment prior to 
their being scattered, (c) The extent to which the measurement technique 
samples the energy distribution of the electrons in the ±kgT interval 
around the Fermi energy.
We will discuss each of these considerations in turn and point out 
some inconsistencies in arguments that have been made in previous 
comparisons.
(i) The TFE experiments can be analyzed in two ways. By taking the 
amplitude differences between successive TFE signal peaks, the point 
measurements given in Fig. 17 are obtained although the amplitude of an 
individual peak results from a much longer orbit average of the 
scattering frequency. In Ref. 43, Gasparov et al have used these longer 
orbit averages as data in an inversion procedure to obtain an analytical 
expression for the anisotropy of Y(k) . The anisotropy obtained in this 
manner is also given in Fig. 17. Since the present SLLR results agree 
with the point TFE result while the orbit average inversion shows less 
anisotropy, we conclude simply that the five terms used in this 
symmetrized Fourier expansion are not sufficient to represent the 
magnitude of the anisotropy in Y(k). While a small number of terms (5 
or 7) is perfectly adequate to represent the small variations from a 
constant encountered in Fermi radii (±10?), it is not sufficient for the
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variation in Y(k), which may be greater than an order of magnitude.
(ii) The SLLR and the TFE measurements were made at microwave 
frequencies, with ho> = kDT, whereas the RFSE measurements are in the MHzO
range, where hw << knT. The electrons contributing to conductionD
processes in a metal are distributed in energy over a range of 
- 2kgT around the Fermi energy and are expected to have a sharply 
energy dependent scattering rate0 with the minimum scattering rate 
occurring at the Fermi energy, Ep. Both of the microwave measurements 
accelerate electrons to energies above the equilibrium Fermi 
distribution at any temperature in the few Kelvin range. However, since 
electrons at any energy near the top of the equilibrium distribution can 
be raised into the excited state by this constant energy excitation, an 
energy distribution in the excited state resembling that of the 
equilibrium distribution, but centered around an average energy Eay = Ep 
+ hu> is expected. We assume that the energy averaged Y(k) for this 
distribution is the same as that of the equilibrium distribution. The 
RFSE measurements, on the other hand, sample electrons within the 
equilibrium distribution and do not disturb it significantly. Thus, the 
SLLR and TFE results are expected to occur from a distribution of 
electron energies centered at a slightly different energy from the RFSE 
results but nevertheless having the same Y(k) .
(iii) The final question is to what extent the various experiments 
sample the thermal energy distribution of scattering rates. Since 
electrons at the center of the distribution are expected to have the 
longest times between scattering events (lowest Y), in both RFSE 
measurements, attempts have been made to make measurements on only these
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electrons. The RFSE requires that an electron traverse the sample
thickness at least once in order to contribute to the signal. By making
the sample sufficiently thick, only electrons near Ep should
1 ncontribute. Gasparov made measurements on the thickest samples in 
which signals could be observed ( -0.8 mm) while Johnson et al.11 made 
thickness dependent measurements and extrapolated the results to 
infinite thickness. The results of these two measurements are quite 
different with variations of 50$ occurring for various orbits. Gasparov 
et al. J have argued that the extrapolation procedure is not valid and 
should lead to temperature dependent linewidths. However, we have re­
examined the data of Ref. 11 and find that all linewidths from the 
thinnest samples, where the largest temperature dependence would be 
anticipated, are the same to within experimental uncertainty at all 
temperatures. It may be that the thick samples used in Ref. 10 are not
sufficiently thick to yield the value of Y at Ep, Y„ , but give values
F
somewhere in between Y„ and the thermally averaged value. If this is
EF
correct, then for samples of this thickness departures from a T^
behavior should be observed. The limitation on the thickness of the
samples used in an RFSE experiment is usually the sensitivity of the
detecting apparatus. Recent high precision measurements of the RFSE
amplitudes on samples even thicker than those used in Ref. 10 show this
non T^ behavior.^ since the values given in Ref. 11 are from
extrapolations to infinite thickness, they give Y .
EF
A complete thermal average of the energy distribution being sampled 
is measured1^  in SLLR, since mean free paths in these experiments are 
always longer than a single skipping orbit. This is apparent in our
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experimental spectra since all but one of our measurements were made on 
(1-2) transitions and the (1-3) and (1-10 transitions were observable at 
all temperatures even though they have longer skipping orbit 
trajectories. On the other hand the TFE again requires the electrons to 
traverse the sample thickness for a signal to occur. The measurements 
of Refs. 42 and 43 are stated to be in a limit of sample thickness such 
that again only the longest lived electrons contribute to the signal.
As can be seen from Fig. 17, however, the results of the SLLR and point 
TFE measurements are the same. Thus it appears that even on moderately 
thick samples the TFE measures a completely thermally averaged 
scattering rate.
What is in question here is the definition of the thick sample
limit. The definition that has been used is that the sample thickness,
d, should be greater than A where A is the total mean free path of
the electrons contributing to the signal. It appears instead that what
is required to measure Y„ directly is that d > > A and that this
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condition was not achieved with the apparatus of the sensitivity used in 
the TFE measurements, or in the RFSE measurements of Ref. 10.
For d less than the thick sample limit electrons with energies 
different from Ep contribute significantly to the signal, and thermal 
averaging effects are evident. The magnitude of the effect of thermal 
averaging on the measured values of Y(k) depends on the degree to which 
d fails to meet the thick sample criterion, d > > A, and on the details 
of the experiment. The electron trajectories contributing to the RFSE 
signal and those sampled in the TFE are similar only in that electron 
trajectories on the same part of the Fermi surface contribute to the
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measured signal amplitude. They differ in that the RFSE trajectories 
pass through the skin depth at a grazing incidence and make multiple 
passes through the sample while the TFE trajectories collide with the 
surface and make only a single pass. In the RFSE the contribution of a 
particular electron to the signal depends on the number of half orbits 
it completes, and this depends on the electron energy within the thermal 
distribution. An electron at Ep can have a mean free path more than 
twice that of one at the extremities of the distribution. Thus, the 
total contribution, including multiple passes, to the signal amplitude 
from an electron at a given energy depends on the electron lifetime at 
that energy. If d is such that electrons away from Ep contribute to the 
signal then the measured Y(k) is a weighted average of the scattering 
rates of the contributing electrons. Thus, the mean free path for these 
experiments cannot be considered to be a simple mean, but rather it is a 
mean of the characteristic mean path at each energy in the thermal 
distribution.
In the TFE, however, conditions are quite different. The observed 
signals result from what are called Type II orbits in which electrons 
strike each surface of the metal at relatively large angles of incidence 
and are scattered diffusely. Electrons in these orbits are not expected 
to complete more than one transit of the sample regardless of their 
lifetime. The weighting of the thermally averaged scattering rate is 
different than in RFSE since all electrons whose lifetimes are such that 
they have a high probability of crossing the sample once make an 
essentially equal contribution to the signal amplitude. This difference 
may explain the variation in the scattering rates obtained in RFSE and
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TFE measurements on the same samples.
The Fermi surface of Ag is nearly spherical except for small
regions near the necks. For a spherical Fermi surface the difference
between the thermally averaged Y and Y„ should be a constant factor of
7/12°. In Fig. 19 we give a point by point comparison of the SLLR and
point TFE thermally averaged values of Y(k) multiplied by 7/12 to the
values of Y„ (k) obtained in Ref. 11 from an inversion of RFSE data 
F
extrapolated to d = « orbit averages. The uncertainty in the values
from Ref. 11 is on the order of 13$ while the uncertainty in the SLLR
values is on the order of 8$. Considering these uncertainties, it is
evident that the agreement is reasonably good at all points including
the neck. As in the case of the TFE inversion the slightly lower
(- 10$) values from RFSE may be due to the small number of terms (4)
used in this inversion. The RFSE values from Ref. 10 did not include
orbits which extended into the neck region and so the inversion is not
expected to be valid in this region. In the regions where this
inversion is valid the values of Y from Ref. 10 lie between the
completely thermally average Y and Y„ at all points. This result
F
suggests that these samples were not in the thick sample limit.
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E - SUMMARY
The results of the present experiment and comparisons to previous 
experiments can be summarized as follows:
(1) The electron-phonon scattering rates in Ag are highly 
anisotropic and vary by approximately a factor of 70 over the Fermi 
surface. This anisotropy is shown in Fig. 17. Symmetrized Fourier 
expansions of orbit averaged scattering rates using a small number of 
terms appear to be unable to reproduce the magnitude of this anisotropy.
(2) The results of different experimental techniques and conditions 
can be brought into agreement when the effects of thermal averaging over 
energy dependent scattering rates are properly taken into account.
(3) The ratio of the thermally averaged scattering rates and the 
scattering rates of electrons at the Fermi energy on this nearly 
spherical Fermi surface is approximately 7/12 as expected 
theoretically. This is shown in Fig. 19.
(4) The combination of the SLLR, TFE and RFSE measurements provides 
an experimental determination of the electron-phonon scattering 
anisotropy in Ag in more detail than for any other metal.
The success of the present work in resolving the discrepancies 
between the previous measurements of Y(k) is especially important since 
this has been an open question for a number of years. The point 
measurements reported here provide a check on the inversion methods used 
in analyzing the orbit average measurements and make it possible to 
attempt the development of more effective methods.
CHAPTER VI
CONCLUDING REMARKS
It has been the aim of the present work to measure the local values 
of the Fermi velocity and the anisotropic electron-phonon scattering 
rate in Ag in order to provide an independent determination of these 
properties. Such a determination is necessary in order to understand 
and reconcile the considerable discrepancies found between previous 
measurements, especially those of the electron-phonon scattering rate. 
Within the limitations of the present experiment and keeping in mind the 
assumptions made in our analysis, particularly with regard to the 
application of a spherical line shape theory to our experimental spectra 
and in our analysis of the effects of kpj broadening, we believe that we 
have been successful in this effort. We have succeeded in answering 
many of the questions which have been raised in the past with regard to 
discrepancies in the results of Fermi surface measurements using 
differing techniques. We believe that this work represents as complete 
an investigation of these Fermi surface properties as is possible using 
current SLLR techniques. It is hoped that this dissertation will serve 
as a basis for future SLLR investigations.
It is especially gratifying to have been able to achieve such 
excellent results in Ag since it has not in the past proven amenable to 
SLLR investigations. The overall success of the experiment as compared 
to previous work^®’^  on Ag rests on our sample preparation technique 
and our results confirm the utility of SLLR as a means of measuring 
Fermi surface properties in metals.
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APPENDIX A
MATHEMATICAL DERIVATIONS
A - GEOMETRIC CONSIDERATIONS
In the minimal theory presented in Chapter II it is necessary to 
know the magnitude of the component of the electron momentum normal to 
the sample surface, kz, at any point on the orbit. Since the electron 
energy levels are quantized in depth, zn, into the sample it will be 
most useful to find k„ as a function of the depth, z, at a particular 
point on the orbit and the characteristic zn of that orbit. The 
geometry of the electron orbit is shown in Fig. 20a where Rc is the 
cyclotron radius of the orbit, kx is the component of electron momentum
parallel to the surface and kp is the Fermi momentum.
The electron momentum tangent to the orbit is always kp. Since the 
momentum at the turning point of the orbit is entirely parallel to the 
surface, the radius vector to this point is normal to the surface. At 
any point z the momentum vector and radius vector are at 90° to each 
other. As a result, the angle 0 between the radius vector at the 
turning point and the radius vector to the point z is the same as that
between the momentum vectors at the turning point and the point z and so
k (z)
-----  = sin 6 . (A.A. 1)
kF
If we define the difference in the depths at the turning point and the
point z as h = (z - z) and let d = (R - h) then Cos 0 = d/R and
n c c
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2
sin 0 = ( 1 - - )1/2. (A.A.2)
Rc
Substituting for d in this equation gives
( R - h ) 2 R 2 - R 2 + 2Rh - h2 .
r * ° 11 /2 r c c 11 /2 /. « _ N
s m  0 = [ 1 -   r   J = L --------------------5------------------- - J . ( A . A . 3)
R R
c e
For the orbits in question, h «  Rq and so 
PR h P
Q  r o  h  i 1 / 2  r 2 h  0 / 2  r *  « ii\sin 0 = L  o  o J = ( d“ ) • (A.A.H)
R 2 R2 Rcc c
Substituting for h and sin 0 in this equation gives as a final result:
2 (z - z ) /0
kz(z) = kp [  g ( A . A . 5 )
c
The angle at which the electron strikes the sample surface, c^ , 
can be found by a similar construction, shown in Fig. 20b. Here,
(Rr " 6 )
cos ou =  p  = ( 1 - ). (A. A. 6)
c c
The component of electron velocity, vx, goes from a value of vF at the
turning point of the orbit to v ^ = Vp,cos at the point where it
strikes the surface. The variation in vx around the orbit is directly
proportional to the variation in the z component of the Lorentz force,
Fz. The ratio of Fz at the surface to that at the turning point is
then F (0) = F (z ) cos a. . This represents a variation on the z z n l K
order of one part in 10^ at the microwave frequencies and magnetic
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fields typical of this experiment and so the force on the electron can 
be considered to be essentially constant.
B - WKB SOLUTION FOR THE PHASE INTEGRAL
The motion of the electron in a skipping orbit is equivalent to a
periodic motion with a single linear turning point at z = zn and an
infinite potential barrier at z = 0. For z £ 0 the wave function of
the electron must vanish so the boundary condition at z = 0 is tp = 0.
liftIn the WKB approximation, the wave function is then:^°
ip = 0 z £ 0 (A.B.1 )
and
ip = k1 2 C sin( jr f k dz ) z > 0 . (A.B.2)
0
For z greater than the turning point zn the wave function is damped 
exponentially and the WKB connection formulas give:
1/2 Z 2
ip = ^  C exp( - 1 / k dz ) + k1/2 C cos( ^ / n k dz - |  ) (A.B.3)
z zn
at z = zn. Thus, the wavefunction in the region 0<z£zn found from the 
boundary conditions at the turning point is
, 1 /2 _ , 1 r zn 1
ip = k C cos( - I k dz - -  )
Yi J H }z
(A.B.4)
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Using a trigonometric identity, the solution for the boundary conditions 
at the barrier can be rewritten as:
z
4) = k1/2 C cos( —  - -pr J k dz) (A.B.5)
0
Which can in turn be written as:
z
Ip = k1/2 C cos ( 1 /  n k dz - |  - n)  (A.B.6)
z
2
where n = 4  / n k dz - jp 
0
In the region between the turning point and the barrier the solutions 
for the two boundary conditions must join smoothly. This condition is 
met if n is either 0 or a positive integer multiple of n. This means 
that
i  / n k d z = ( n + | ) u  n = 0,1,2 ••• (A.B.7)
0
or
. z
tt J n k d z = ( n - - r r ) i r  n = 1,2,3 ••• (A.B.8)
0
The total phase integral around a complete orbit is then
2
$ k dz = 2/ n k dz = 2( n - -J- )irh = ( n - -J- )h . (A.B.9)
0
This result is used in the quasi-classical derivation of the allowed 
energy levels of the skipping orbits in Chapter II.
APPENDIX B
SAMPLE PREPARATION
A - SAMPLE REQUIREMENTS
The preparation of sample used in making an SLLR measurement is 
critical to the success of the experiment. This process has proven 
especially difficult in Ag and the lack of sufficiently high quality 
samples has been cited as the main reason that the previously reported 
SLLR studies of Ag3®»31 were unsuccessful. The development of adequate 
sample preparation techniques is one of the main factors in the success 
of the present work and was the subject of a considerable and extended 
effort.
Several stringent requirements must be met by the metal samples to 
be used in SLLR. As usual in magnetic resonance experiments the 
material used must be of high purity and the samples must be single 
crystals free of imperfections and strain. In addition, the surface of 
the sample must be very flat and highly polished so that electrons 
striking the surface in skipping orbits are specularly scattered. 
Finally, the fact that the electron orbits are entirely within the skin 
depth means that great care must be taken to avoid damage to the crystal 
structure in this region and that all material damaged in cutting and in 
the initial polishing operations must be removed by the final polishing 
step.
B - CRYSTAL GROWING AND PREPARATION
Initial attempts to observe SLLR signals in Ag were made using the
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RFSE samples prepared for the work reported in Ref. 11. Signals were 
not obtained using these samples, possibly due to the polishing methods 
that were employed, and the first SLLR signals observed in this 
experiment were from a (1120) Cd sample polished by immersion in 70$ 
HN03 at 0 °C1*9.
In order to provide a greater material base on which to test 
polishing techniques and in an attempt to achieve higher residual 
resistance ratios in the samples, it was decided to grow a new Ag 
crystal. This was done by a modified Bridgeman technique starting with 
material purchased from Cominco, Inc. and having a quoted purity of 
99.9999$. The sample was grown in a cylindrical graphite crucible with 
an inside diameter of 0.5 in. and an inside length of 1.5 in. At the 
end of the 1.5 in. cylindrical portion, the inside of the crucible 
tapered to a point with a 75° included angle. The crucible was 5 in. 
long overall and was mounted vertically on an ice water cooled support 
inside a high vacuum system. The water cooled support was designed to 
provide a temperature gradient along the length of the crucible so that 
crystal nucleation would begin in a small region at the end of the taper 
as the molten material was cooled through its melting point. The vacuum 
container in which the crucible was mounted consisted of a closed ended 
quartz tube 2 in. in diameter with a coaxial water jacket for cooling. 
The energy for melting the material was provided by a 5 kW radio 
frequency (rf) induction furnace driving a water cooled coil placed 
around the outside of the vacuum system water jacket.
Care was taken to insure that the crystal was not contaminated by 
impurities absorbed from the crucible material. After machining, the
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crucible underwent a series of steps designed to remove any metallic
impurities. The crucible was first allowed to soak for several hours in
Aqua Regia. Following this it was washed in tap water for 1 hour to
remove any acid and then in washed again in distilled water. Finally it
was washed in distilled and deionized water and placed in a vacuum
system mounted in a resistance furnace. The system was evacuated to *1 x
10-6 Torr and the temperature raised to 1000 °C. After baking for
several hours in vacuum, chlorine gas was introduced into the system at
— 1a pressure of 1 x 10 Torr and the temperature was maintained at 1000 
°C for 12 hours with this atmosphere. The furnace was then turned off
and the chlorine was pumped out after room temperature was reached.
Next, the system was again raised to 1000 °C at H x 10-  ^Torr and the 
crucible was baked for an additional 18 hours. After the system had 
cooled to room temperature, the crucible was carefully removed and 
placed in the radio frequency furnace system. This was evacuated to 
1.25 x 10-5 Torr and the temperature of the crucible, measured with an 
optical pyrometer, was raised to 1366 °C to remove anything that might 
have a significant vapor pressure at the temperatures expected in the 
crystal growing process.
The Ag material to be used in growing the crystal was cut from a
0.5 in. diameter solid rod. It was etched in 50% nitric acid for 1hr to
remove any surface contamination and then carefully washed in distilled 
and deionized water and placed in the crucible. The vacuum system was 
then evacuated, and flushed several times with He** gas from the boil-off 
of a He dewar passed into the system through a liquid nitrogen 
temperature activated charcoal trap. The system was then re-evacuated
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to 1 x 10" 5 Torr. The rf furnace was turned on and the temperature of 
the crucible raised briefly to 800 °C to out-gas the crucible and Ag.
Significant vaporization of the Ag occurred at this temperature. The
crucible was allowed to cool and a He1* atmosphere of 705 Torr was
introduced. This value was chosen to allow for increased pressure when
the temperature of the system was raised.
To begin the growth process, the crucible temperature was raised to 
1170 °C in order to be well above the melting point of Ag at 960 °C to 
be sure that the Ag material was completely melted. The crucible was 
then slowly cooled to 1040 °C and allowed to remain there for 15 min to 
insure that no gas pockets existed in the molten Ag. Cooling from this 
point was regulated at 90 °C/h by adjusting the output of the rf 
furnace. The temperature difference between the top of the crucible and 
the bottom of the tapered portion was on the order of 15 °C 
throughout. The resulting single crystal boule was over 1.5 in. long 
and Laue back-reflection X-ray photographs showed that its long axis was 
nearly along a <110> direction.
Measurements of the residual resistance ratio (RRR) of the crystal 
were made using an eddy-current technique^0. The residual resistance 
ratio is the ratio of the electrical resistance measured at room 
temperature (300 K) to that measured at 4.2 K. At 300 K the dominant 
contributions to the bulk electrical resistance come from thermal 
scattering effects and are essentially the same for all samples of a 
particular metal. At 4.2 K the dominant scattering effects are defect 
and impurity scattering. Thus, the residual resistance ratio is a 
measure of the quality of the crystal since a reduction of defect and
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impurity scattering leads to an increase in the resistance ratio. As 
discussed in Chapter II, however, the resistivity of a metal is not 
sensitive to forward scattering events while the scattering rates 
measured in magnetic resonance experiments such as SLLR and RFSE are 
sensitive to all events. This means that care must be used in 
interpreting the wx measured in a magnetic resonance experiment in 
terms of the measured residual resistance ratio. The resistance ratio 
measured for the bulk material was 700 while that measured for the 
crystal was 950. To improve this value the crystal was oxygen 
annealed. This has the effect of removing magnetic scattering centers 
since the oxides of most ferromagnetic materials such as Fe and Ni are 
nonmagnetic. Before annealing, the crystal was etched in 50 % HNO^ to 
remove any surface contamination and placed in a quartz boat which had 
been carefully cleaned by washing in Aqua Regia and HF and then baking 
at 1000 °C. The boat and sample were then placed in the resistance 
furnace vacuum system. The temperature was raised to 875 °C in a 1 x 
10 J Torr vacuum and an 02 flow at a pressure of 2 x 10 Torr was 
introduced into the system. The temperature was then raised to 900 °C 
and held there for 2*1 hours. While maintaining the O 2 flow, the furnace 
was cooled at 50 °C/h until a temperature of 675 °C was reached. The 02 
flow was shut off at this point and cooling continued at the same 
rate. Following annealing, the residual resistance was again measured 
and was found to have improved to a value of 25,000.
Oriented samples for the SLLR measurements were cut by spark 
erosion from the crystal using a moving 5 x 10- 3 in< diameter BeCu wire 
as a cutting tool. The samples were then planed flat using a rotating
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spark erosion planer. X-ray pictures of the samples taken immediately
after cutting or planing showed considerable damage at any but the
lowest available spark energies. After cutting and cleaning by etching
in dilute nitric acid, the individual samples were again annealed by
heating to 900 °C in a vacuum, adding an O2 flow at a pressure of 4 x
101* Torr for 18 hours then evacuating the furnace and cooling at 15
°C/h. Very little thermal vacuum etching was observed in the annealing
process. The X-ray photographs of the samples taken after the annealing
process show no discernable damage. Some samples which had to be
repolished after being removed from the microwave system were annealed 
“1 liin a 1 x 10 Torr He atmosphere at a maximum temperature of 800 °C to 
remove any mechanical strain. Samples annealed in this manner showed 
almost no thermal vacuum etching and it was possible to use these 
samples after a light repolishing.
C - POLISHING
Several different approaches to polishing were investigated before 
a successful method was developed. Methods which were tried included 
electropolishing using the formula of Tegart^1, chemical polishing using 
various HNO^ and H^PO^ mixtures including the formula of Ref. 11 and a 
combination of mechanical polishing and either electropolishing or 
chemical polishing. None of these methods were able to produce the 
surface quality required.
The method finally arrived at consisted of using a chemical 
polishing machine with an acid formula developed by Gilpin and 
Worzala^2. The machine consists of a horizontally rotating twelve inch
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diameter ground glass disk covered with a cloth and a rotating sample 
holder which maintains the sample surface parallel to the disk 
surface. Acid is applied to the cloth and the sample is rotated in the 
same direction as the glass plate. The acid used consisted of: 61.7 gm
CrO^; 11.8 ml. HC1 (38% reagent grade); and 933 ml. H20. The silver 
removal rate can be varied by varying the temperature of the solution 
and is on the order of 0.25 mm/hr at 5° C. The type of cloth used is 
important to the final result and we have been most successful with an 
interlock weave Quiana nylon. Cotton of the same weave works well, but 
deteriorates rapidly in the acid. The sample is placed in light contact 
with the cloth and its rotation rate is adjusted to equalize the 
relative velocity of the cloth across the sample surface. The best 
results were obtained with the cloth moving at 1 .3 x 102 mm/sec relative 
to the sample. When the sample is lifted from the cloth it is 
immediately washed with H20 to stop the acid reaction. After polishing, 
a thin film remains on the surface and must be removed with dilute 
phosphoric acid. Following this, the sample is again washed in H20 for 
an extended period to ensure that all acid reactions are completely 
stopped. The sample is mounted using paraffin wax which is applied to 
the junction between the sample and the holder as the holder is 
heated. The paraffin is drawn between the sample and holder by 
capillary action and forms a thin uniform film between them. This film 
supports the sample at all points and prevents any bending strain from 
resulting during polishing. The samples used in this experiment were 
thick enough (>1mm) that they showed no tendency to float on the wax 
film. In a thinner sample this may be a problem and can cause the
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sample to tilt on the holder and lose its orientation. This can be 
avoided by carefully adding a small weight to the sample. Care must be 
used to insure that no wax gets between the sample and the weight since 
this will stick the weight to the sample and may make the weight 
difficult to remove without reheating the holder. The paraffin resists 
attack by the acid but allows the sample to be removed by heating to 100 
°C. After the polishing operation, the sample is removed from the 
holder by immersing the sample and the end of the holder in varsol and 
heating the varsol. The sample rests lightly on a pad of cloth during 
this process and the holder is removed when the wax has melted. The 
sample is allowed to remain in the varsol until it has cooled. This 
method has the advantage of reducing the exposure of the sample to O2 
while at an elevated temperature. Following its removal from the 
holder, the sample undergoes two additional washes; first in toluene 
and then in ethyl alcohol to remove any wax residue. The sample is then 
mounted on the microwave cavity and the sample holder is evacuated as 
quickly as possible to reduce oxidation of the surface. Samples are 
maintained in a vacuum or in a He1* atmosphere at all times after being 
placed in the microwave system. Samples handled in this manner have 
very reproducible line shapes over long periods of time.
The samples polished in this manner are flat and have a very bright 
surface. The quality of the surfaces achieved can be estimated by 
considering the sensitivity of the electron trajectories which give rise 
to the SLLR signals to various forms of surface roughness. This has 
been investigated by Koch and M u r r a y 5 3  ancj b y  Doezema^2. These 
investigations have shown that there are two types of surface roughness
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which effect the SLLR signal quality. If the roughness has a 
characteristic dimension which is long compared with the skin depth then 
the curvature of the surface acts as a line broadening and amplitude 
damping agent. This damping increases toward zero field as the radius 
of the orbits becomes larger, with the result that the amplitudes of the 
higher order transitions of a given series are progressively reduced.
In the present experiment transitions as high as (1-5) are resolved.
From this we can conclude that the long range roughness or curvature 
introduced in polishing is relatively small.
The second regime of surface roughness consists of small variations 
in the surface with a depth on the order of the skin depth. These pits 
cause an interruption of the electron trajectory in exactly the same way 
as other scattering effects. The result is a broadened line showing a 
reduced ojt . This effect is difficult to estimate since its results 
are indistinguishable from those of impurity or defect scattering.
The third type of surface defect consists of small perturbations 
which are less than the trajectory depth. The damping effect of this 
type of defect is expected to increase with increasing magnetic field. 
This has the effect of damping the low order peaks of a given series 
more than the higher order peaks. This effect was only observed in 
traces recorded with a (100) plane sample which was removed from the 
microwave system for some time and then replaced without repolishing. 
Even though this sample had been stored in a desiccator and showed no 
signs of surface deterioration, the (1-2 ) transition measured after 
removal was wider, particularly on the high field side of the peak than 
when measured before removal.
APPENDIX C 
SPECTROMETER AND MAGNET SYSTEM
A - SPECTROMETER
The measurements reported here were performed using a homodyne 
reflection spectrometer operating at 35.5*1 GHz. The SLLR signal 
amplitudes detected were very low and as a result noise and sensitivity 
considerations were of the utmost importance in achieving good 
results. The microwave power was supplied by a 150 mW OKI klystron for 
all of the measurements taken on the (110) sample and by a 1*15 mW 
Central Microwave Gunn effect oscillator for those on the (100) and 
(111) samples. Two slightly different spectrometer configurations were 
used in order to achieve the best results using each oscillator. These 
are shown in Fig 21.
Lock-in detection of the magnetic field dependent signals was 
used. This technique requires the application of a small time varying 
magnetic field in addition to the swept field as discussed in Section 
C. The magnetic field modulation frequencies used were typically less 
than 100 Hz in order to achieve complete modulation field penetration 
and to reduce losses in the vacuum can. The available semiconductor 
detector diodes are designed to operate as video detectors in the tens 
of MHz region and at these low frequencies the 1/f noise of diode 
detectors is a major noise source. Initial trials using 1N53 diodes 
showed that they were both overly noisy and that they were not sensitive 
enough to perform adequately. Various alternatives were considered to 
solve this problem including the conversion of the spectrometer to a
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superheterodyne system operating at an intermediate frequency of 60 
MHz. The solution finally arrived at was the use of a newly developed 
Microwave Associates MA-JJ0242 GaAs Schottky-barrier diode. These diodes 
are self biasing at milliwatt incident power levels and have very 
favorable 1/f characteristics. The diodes used were supplied in a 
ceramic MQM case and were used in a wide band Baytron mount. These 
diodes were used as the primary detectors in all of the reported 
measurements.
The klystron system used a PRD klystron power supply with a 
Teltronics KSLP stabilizer operating at 27 KHz as an automatic frequency 
control (AFC). The input impedance of the KSLP is low compared to that 
of the lock-in amplifiers used for detection of the field modulated 
signal and so a separate 1N53 detector diode was supplied to drive the 
AFC. This was mounted on a 20 db multihole directional coupler. The 
circulating element used in this system was a ferrite post magic-tee.
The microwave power is fed into the H arm of the tee and splits equally 
into the two common arms. This has the advantage of allowing one of the 
common arms to be used to supply a bias voltage to the main detector by 
reflecting a portion of the incident power into the detector arm. The 
amount of power used in biasing is controlled by a variable attenuator 
and a tunable short. These elements allow the amplitude and phase of 
the bias power to be adjusted at the detector location. Adjustment of 
these elements proved to be fairly noncritical with the Schottky 
detectors. In general these required very little bias above the 
reflected power levels from the resonant cavity.
The noise levels and signal quality obtained with this system were
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very sensitive to the settings of the AFC. This often had to be retuned 
between magnetic field sweeps. The AFC was operated in the reverse AC 
lock mode. Lowest noise operation was achieved with the modulation
drive level set as low as possible and the gain at about 1 /3 of full
scale. This setting should be sufficient to give about a ±10 V 
correction range. It is critical that the 30 V battery used as a 
correction voltage source be fresh. The AFC can be tuned by watching 
the noise level on the mixer output of the lock-in amplifier and
adjusting the gain and phase until the noise level is sufficiently
low. The phase is usually set almost at the center of its range but the 
lowest noise levels were achieved with the phase set so that a constant 
+5 V correction was applied. This probably reflects some internal 
offset in the KSLP circuitry. The noise levels were relatively 
insensitive to the time constant selected.
The change to a Gunn oscillator based system was partly motivated 
by the difficulties in consistently obtaining good results with the 
klystron. The Gunn oscillator is a Central Microwave CMF720CP and has a 
center frequency of 35 GHz with a mechanical tuning range of ±500 MHz 
around the center frequency. The output power variation over this range 
is on the order of 10 mW.
A mechanically tuned rather than an electrically tuned oscillator 
was chosen on the basis of noise considerations. The tuning varactors 
used in wide band electrically tuned Gunn oscillators have very bad 
noise characteristics and their noise levels are much higher than those 
characteristic of klystrons or mechanically tuned Gunn oscillators. In 
addition, the cavities used as mounts for electrically tuned Gunn
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oscillators are usually low Q structures. The mechanically tuned 
oscillator, on the other hand, has a relatively narrow tuning range as 
compared to a klystron making it necessary to construct the resonant 
cavity carefully so that its resonance falls within the tuning range of 
the Gunn oscillator. This factor presents some small difficulties in 
resonant cavity development where a wide tuning range is often desirable 
and all cavity development was done using the klystron.
Although the Gunn oscillator was not expressly designed for 
electrical tuning, it actually has a small electrical tuning range on 
the order of ±100MHz. This is achieved by varying the supply voltage to 
the Gunn oscillator around its central value. In practice, not all of 
this range is useful since varying the drive voltage causes an amplitude 
change as well. It is possible, however, to use this capability to 
provide an AFC.
When the Gunn oscillator was first considered, it was thought that 
it might be possible to have it self-lock onto the resonant cavity. The 
resonant cavity is much higher Q than the Gunn mount and should be 
dominant if sufficiently close coupling is achieved. This self-locking 
was investigated using various phase shifting techniques to couple the 
oscillator to the resonant cavity. It is evident from this 
investigation that the Gunn oscillator tries to move to a frequency 
region where there is a higher energy density. This is consistent with 
the injection locking behavior of Gunn oscillators where energy from an 
external frequency source such as another Gunn oscillator or a klystron 
is fed into the Gunn. Here the Gunn oscillator tracks the frequency of 
the external source and acts as an amplifier. With the absorption
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cavity, this behavior means that the Gunn oscillator tries to run away 
from the cavity resonance.
This difficulty was overcome by using an isolator between the Gunn 
oscillator and the rest of the system and using an AFC to keep the 
frequency locked to that of the cavity. As shown in Fig. 21, the AFC 
consists of a specially developed power supply and a lock-in 
amplifier. Any lock-in amplifier having a relatively high upper limit 
on its frequency range can be used in this application and the AFC has 
been operated successfully with several different lock-ins. The lock-in 
used for most of the work was an Ithaco 353 and the Gunn oscillator 
power supply was constructed to occupy a pair of unused slots in the 
Ithaco frame. The input impedance of the amplifier used with the 353 
was 100 M ohms which allowed a single detector to be used for both the 
primary lock-in and the AFC as in Fig. 21.
The AFC works on the same principal as that used with the 
klystron. The frequency of the microwave oscillator is first adjusted 
mechanically as closely as possible at the cavity resonance. This is 
done by frequency modulating the oscillator and looking for the resonant 
dip with an oscilloscope. This is somewhat more difficult to do with 
the Gunn oscillator since it is not possible to sweep over as wide a 
range as with the klystron. The wide bandwidth of the klystron is one 
of the characteristics which makes it very useful in cavity 
development. Another tuning method which is very useful with the Gunn 
oscillator is to look for a null reading on the lock-in meter with a 
phase shift of 0°. This will occur when the frequency is being 
modulated symmetrically around the cavity resonance. Unfortunately,
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this will also occur for other spurious resonances. These can be 
differentiated at low temperatures by looking at the temperature of the 
cavity. There is a marked rise in temperature at the point where the 
oscillator is at the cavity frequency.
The null reading at the lock-in when the oscillator is tuned to the 
cavity resonance occurs because the frequency modulation varies the 
oscillator frequency over a small range around the cavity resonant 
frequency. The amplitude of the reflected power from the cavity 
increases as the the frequency moves away from the resonance in either 
direction. The result is that the signal produced is exactly twice the 
modulation frequency. Provided that there are no phase shifting effects 
in the system, the frequency doubling will give a null reading on the 
lock-in at a 0° phase shift and will shift to a positive or negative 
reading as the signal becomes asymmetrical with a frequency shift away 
from resonance. The system polarities and phases should be set up so 
that an increase in frequency causes a negative output since the Gunn 
oscillator frequency is directly proportional to the supply voltage.
The output of the lock-in can then be used to supply a correction 
voltage to shift the oscillator frequency back to the resonance.
A circuit diagram of the Gunn oscillator power supply is given in 
Fig. 22. This consists mainly of a three channel mixer which combines a 
modulation voltage, a DC supply voltage and a DC correction voltage and 
drives the Gunn oscillator through two Darlington transistor pairs; Q1 
and Q2, and Q3 and QH. The Gunn oscillator draws 670 mA at 5 V. A low 
current regulated ±15 V external power supply (the internal power supply 
of the Ithaco 353) is used to supply power to the active circuitry and
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to control an unregulated high current power supply which drives the 
Gunn oscillator through an output stage formed by transistors Q3 and 
QiJ. An internal 150 KHz crystal oscillator provides a stable modulation 
voltage and a provision is made for an external modulation to be added 
if needed. The crystal oscillator output is buffered through U1 and is 
applied to the reference input of the lock-in (shown as connections 4 
and 5 ) and to a gain potentiometer connected to the input of U2 which 
acts as an inverting unity gain buffer. The oscillator output is also 
supplied to a monitor jack which is not shown on the diagram. The 
second buffer, U3, is fed a DC voltage taken from the -15V supply and 
controlled by a ten turn potentiometer. This sets the basic DC supply 
level for the Gunn oscillator. In order to provide an over voltage 
protection for the Gunn oscillator, a 6.8 V Zener diode was placed 
between the -15V rail and ground. The third channel, is formed by UM 
acting as an inverting unity gain buffer and U5 as an inverting 
amplifier. This channel is fed the correction voltage from the output 
of the lock-in through a gain potentiometer. The inverting amplifier 
acts to restore the polarity of the correction signal. The three 
channels are combined in a summing amplifier, U6, which in turn drives 
the output stages.
In use this AFC is much easier to tune than that used in the 
klystron system. It is also extremely stable and requires almost no 
retuning during a run. As with the klystron stabilizer, the AFC 
operates best with as low a modulation drive as possible and with as 
little correction gain as it is possible to use while still maintaining 
stability. In practice this means that both the modulation and
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correction control should be set at about 0.1 (max is 10). The lock-in 
input gain can then be run fairly high to minimize internal noise. The 
lock-in time constant can be very short, typically 1 msec. It is 
possible with careful manipulation of these settings to actually tune 
out some of the 60 Hz noise that shows up in the unstabilized oscillator 
output.
The circulating element used with the Gunn oscillator was a three 
port ferrite circulator. Comparisons made between this and the magic- 
tee showed that the loss of the biasing ability of the magic-tee was 
more than offset by the fact that all of the reflected power from the 
resonant cavity reaches the detector with the three port circulator 
whereas half of the power is lost with the magic-tee.
B - RESONANT CAVITY
The initial work in this experiment was done with a rectangular 
resonant cavity operating in the TE^  mode at 35 GHz. Two such 
cavities were constructed and both had a loaded Q of about 6000 at k. 2 
K. These cavities differed in that one had a plain back face where the 
sample was placed while the other had a choke groove machined in this 
face. In use it was found that the choke groove was necessary to 
achieve good coupling between the cavity and sample without clamping the 
sample with excessive force. The choke groove acts as a zero current 
short between the sample and the cavity. In the usual application, 
choke grooves are used on connecting flanges between sections of 
waveguide to provide improved coupling of microwave energy across joints 
where the alignment or electrical contact may not be good. The results
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obtained using this cavity were reasonable but the signal amplitudes 
were very low and it was soon realized that some improvement would have 
to be made in this part of the system. This was achieved by 
constructing a cylindrical cavity operating in the TE^^mode. The 
theoretical Q of such a design is considerably higher than that of the 
rectangular cavity and since the sensitivity of the apparatus is 
expected to be proportional to (Feher^1*) it is desirable that this be 
as high as possible. Another factor affecting the sensitivity of the 
resonant cavity is its filling factor. In an SLLR experiment, changes 
in the surface impedance of the sample give rise to the detected signal 
and the filling factor of the cavity is the ratio of the area of the 
exposed portion of the sample to the total surface area of the cavity. 
The filling factor of the TE111 cylindrical cavity is 2 0 . 7 % as compared 
to 6.5% for the TE1 rectangular cavity. Thus there is a considerable 
gain in sensitivity to be had by using a cylindrical cavity.
The dimensions of the cylindrical cavity are given in Fig. 23 along 
with traces of the cavity resonance at 300 K and 4.2 K. The frequency 
width represented by these two traces is different but an idea of the 
increase in Q with reduced cavity temperature can be gained by comparing 
the resonance dip to the wavemeter dip in each picture. The wavemeter 
has a Q of about 3000. The cavity has a Q of over 10,000 at '4.2 K. The 
basic structure of the cavity is brass with an OFHC copper liner which 
was pressed in place with a 2x1O-  ^in. interference fit. The liner also 
forms the wall of the choke groove and the inside of the liner and the 
depth of the choke groove backset were machined after the liner was in 
place. The liner was carefully polished with great care being taken to
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preserve its dimensions and circularity.
The cylindrical cavity is totally degenerate in the orientation of 
the microwave field. The field is energized through a circular coupling 
hole in a removable top plate which is clamped between the cavity and 
the mounting flange on the rectangular waveguide. The completely 
polarized field in the rectangular waveguide is diffracted somewhat in 
passing through the small coupling hole with the result that the energy 
distribution in the cavity is elliptical. In the SLLR experiment it is 
desirable to have the surface currents at the sample be unidirectional 
and so it is necessary to somehow remove the degeneracy. This can be 
done by perturbing the wall of the cavity either with a conductive post 
or some form of protrusion or depression. The latter will have the 
effect of breaking the degeneracy and moving the secondary resonances to 
a different frequency. This course was taken and a shallow groove was 
machined parallel to the E field side of the input waveguide. The depth 
of this groove was increased until a difference of 40 MHz was achieved 
between the primary and secondary resonances.
The final factor which was necessary for the cavity to be properly 
sensitive was the provision of the correct amount of coupling to the 
waveguide. This was the subject of considerable investigation. The 
coupling plates were machined from 20 x 10-  ^ in. thick copper stock and 
then spark-planed to a thickness of 7 x 10*"^  in. being careful at all 
times to keep the surfaces parallel. The holes were spark-cut in the 
centers of the plates using the butt ends of steel drills as tools.
This allowed a series of plates with carefully sized holes to be made. 
The plates were then mechanically polished to a thickness of 5x10-  ^in.
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using a hand lap on a cloth covered glass plate. The best sensitivity 
condition was found to be when the cavity was slightly undercoupled at 
room temperature and became slightly overcoupled at 4.2 K as the 
conductivity of the materials increased. This condition was met for a 
coupling hole with a diameter of 63.5 x 10-  ^ in. (#52 drill).
C - MAGNET SYSTEM
The principal considerations in a magnet system to be used in 
making SLLR measurements are that it have good field homogeneity and 
that there should be no residual field components due to external 
sources such as the magnetic field of the Earth or of nearby 
ferromagnetic materials. At the low fields typical of SLLR measurements 
these conditions are best met by a simple Helmholtz coil system 
constructed of nonhysteretic materials.
The system used in the present work consisted of a rotatable 
Helmholtz coil pair to provide the primary field and a set of three 
mutually perpendicular coil pairs to generate a masking field. These 
coils were set with the main field turned off using a Hewlett-Packard 
milligauss meter. The residual magnetic field strength after masking 
was less than 30 mOe. The SLLR data was obtained in the form of dR/dH 
traces such as that shown in Fig. 9 using a swept magnetic field. The 
rate of the field sweep was chosen to produce a quasi-static condition 
with respect to the integration time constant of the lock-in. This 
simply means that the sweep rate must be slow enough that the rate of 
change of the detected signal is slow compared to the time constant.
The sweep rates were chosen empirically by investigating the dependence
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of the measured line shapes on the lock-in time constant and the rate of 
the field sweep. The field sweep was controlled by a digital sweep unit 
(DSU)55, a block diagram of which is given in Fig. 24. The magnet is 
driven by a programmable power supply whose programming is provided by 
the output voltage of the DAC and gain control amplifier in the DSU. A
variable frequency source consisting of a stable oscillator and a
programmable divider is fed into an up/down counter. The count on the 
timer is fed to the DAC and so the DAC output is proportional to the 
count, gong from zero to the full output of the DAC in the time that the 
counter goes from zero to 65,535 (21  ^- 1). The time for the magnet to
go through a set magnetic field range is just equal to the time
necessary for the count on the timer to reach the full range of the 
DAC. The magnetic field range to be swept is controlled by the gain of 
the output amplifier. A separate nonprogrammed power supply is 
connected in series with the sweep power supply to give an offset field 
if desired. The sweep rate is linear in voltage to the magnet and so 
may not be linear in magnetic field since the current through the magnet 
coils may not be linear in voltage. This is not a problem, however, 
since the X-Y recorder is driven by the voltage across a calibrated 
shunt resistor in series with the magnet whose voltage output is 
directly proportional to the field.
In addition to the DC magnet system, a small pair of coils were 
mounted coaxially with the rotating Helmholtz pair in order to provide 
field modulation. These coils were driven from the reference output of 
the detection lock-in by a McIntosh 240 power amplifier. Without the 
vacuum can, this system gave approximately 10 Oe RMS at the sample
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position for a 0.2 V RMS 40 Hz signal at the input of the power 
amplifier. The vacuum can commonly used was constructed of brass and so 
gave considerable shielding of the AC magnetic fields at any 
frequency. The linewidths and peak positions of the SLLR spectral lines 
are very sensitive to the effects of over-modulation and the modulation 
levels were carefully set to avoid this. The modulation levels were 
settings to be used were found by reducing the modulation until no 
additional narrowing or shift of the SLLR peaks could be had by a 
further reduction. The modulation levels used were typically on the 
order of 2 Oe RMS outside the vacuum can at frequencies of 27, 40 or 94 
Hz.
The current to the primary magnet passed through a calibrated shunt 
resistor and the voltage drop across the resistor was calibrated as a 
function of magnetic field at several points. So long as the current 
through the coils is low enough that there are no nonohmic resistance 
effects due to coil heating, the magnetic field in the Helmholtz pair is 
simply proportional to the current through the coils and so to the 
voltage drop across the shunt resistor. For the magnet system used here 
this held true to fields of up to 200 Oe. The shunt voltage was used to 
drive the X axis of the X-Y recorder when taking field dependent 
measurements. The magnet was calibrated at 100 Oe using proton nuclear 
magnetic resonance (NMR) on a rubber band and at low fields (1.9 and 4.1 
Oe) using the electron paramagnetic resonance (EPR) signal of an organic 
free radical (BDPA).^ The EPR work was performed using an improved 
version of a radio frequency marginal oscillator originally developed by 
Probst et al.-^ Frequencies in the range of 5.4-11.6 MHz were used in
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the EPR measurements. A sample trace of the EPR signal is given in Fig. 
25. The sample coil consisted of 30 turns of #36 copper wire wound on a 
hollow epoxy form 3 mm in diameter and 4 mm long. The BDPA was held in 
the coil form with glass wool. The coil was mounted in a hole in a 
aluminum disk 12 mm in diameter and 1 mm thick. These dimensions are 
approximately those of the SLLR samples and allowed the coil to be 
mounted at the sample position in the resonant cavity. The rf leads to 
the coil were a 30 in. long twisted pair of #36 wire which also served 
as the capacitor in the tank circuit of the marginal oscillator. As 
shown by the trace in Fig. 25, the EPR signals obtained with this 
apparatus were exceptionally clean. Since the EPR signals were obtained 
using magnetic field modulation, what is actually recorded in Fig. 25 is 
the first derivative of the EPR resonance with respect to magnetic 
field. Thus the field value of the EPR resonance peak is the same as 
the field value of the zero crossing of the first derivative signal.
The magnetic field calibration was performed by calculating the field at 
which the zero crossing should occur from the frequency of the marginal 
oscillator and the g factor of the BDPA (2.002) and finding the 
corresponding shunt voltage from the recorded signal. The result is a 
calibration of the magnetic field in units of Oe/mV across the shunt or 
in terms of Oe/A through the magnet.
The magnetic field calibration was checked at intermediate points 
between 1.9 and 100 Oe and at fields above 100 Oe using a Rawson-Lush 
rotating coil gaussmeter. This was calibrated in a separate magnet 
using proton NMR. The final field calibration was 28.4 ±0.03 Oe/A or 
2.84 Oe/mV measured at the shunt resistor.
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In the data taken on the (110) sample it was noted that the 
resonant peak values were not as reproducible from run to run as had 
been expected. The search for the cause of this discrepancy lead to the 
use of EPR as an investigative tool and showed that the problem was that 
the cavity heater was becoming ferromagnetic at low temperatures. The 
heater was wound from #36 Constantan wire (43% Ni, 57% Cu) and was 
becoming ferromagnetic at a temperature of about 8 K. This alloy is 
generally thought to be nonmagnetic and has been used many times in 
other experiments. Most of the other experiments, however, took place 
at higher applied fields where any small field due to the heater 
material would have little effect. In investigating this problem, it 
was found that in CuNi alloys there is a critical concentration of Ni 
for which the Curie temperature is in the temperature range of this 
experiment. The critical point is at about a 40% concentration of Ni 
and so the alloy used was well within the ferromagnetic range. The 
dependence of Curie temperature on Ni concentration is quite sharp in 
the range of concentrations near 40% and by the time a 50% concentration 
is reached, the Curie temperature is well above 77 K.
Since the heater was mounted on the cavity well above the sample 
position, the effect of the heater ferromagnetism was to cause a small 
field component at the the sample position in the opposite direction of 
the heater magnetization and so of the applied field. This effect was 
throughly investigated using EPR. It was found that no reduction in EPR 
linewidths resulted from removing the heater and that the only effect of 
the heater was a small field component opposite that of the Helmholtz 
coil. SLLR spectra taken with the same sample before and after the
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heater was removed show no broadening effects attributable to the heater 
field. The spectra taken with the heater in place only show a simple 
shifting of the peak positions to an apparently higher field measured at 
the calibrated shunt as compared to those taken after the heater was 
removed. We concluded from this that the effect of the heater could be 
removed by a normalization procedure.
Since the apparent field shift affects all peaks equally, the
normalization can be performed by using the known scaling parameter 
-3/2(am - a^) and the measured values of the (1-2) and (1 —3 ) peaks of a 
single series. The scaling parameter of the (1-2) peak has been defined 
earlier as hp and is 0.432. The scaling parameter of the (1-3) peak is 
h ^  = 0.176. The ratio of these parameters is the same as the ratio of 
the expected peak field values Hp and If the measured field values
are M H ^  then for any transition MHmn - C = Hmn where C is the added 
field due to the heater. With these definitions, the ratio of the 
scaling factors for the (1-3) and (1-2) transitions is:
^13 ^13 ^ 13 ” C
Rh = —  h = mh =“c (c.c.D •
P P P
Solving this equation for C, the correction factor to be applied to the 
measured peak values is:
Ru MH - MH
r - P 13 (r r p)0 - ( 1 + R ) tO.0.2; .
n
This is used with the measured field value to find the actual value of 
the resonance field. This procedure was tested by calculating the peak
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value of the same transition measured in several different runs under 
differing conditions. The corrected values all fell within 0.5? of each 
other. The method was also tested using a (100) peak position measured 
before and after the heater was removed. These again agreed to better 
that 0.5?. This correction method was used on all (110) and (111) data 
taken with the heater in place. The heater was replaced by one made of 
#40 copper wire and this was used in all subsequent measurements.
APPENDIX D
THERMOMETRY AND TEMPERATURE STABILITY
A - THERMOMETRY
Since the temperatures measured in this experiment enter into the 
calculation of electron-phonon scattering rates as T^ , it was especially 
important that the temperatures measured be accurate and that the 
temperature of the system remain stable over a full magnetic field 
sweep. A great deal of care was taken to insure that these conditions 
were met.
S7Anderson^' has shown that carbon resistance thermometers are very 
effective and stable in the 1-10 K range where the SLLR measurements 
were performed. These thermometers are simply standard carbon 
composition electronic resistors. The resistance-temperature 
relationship of these resistors is very difficult to predict 
theoretically and varies greatly between resistors produced by different 
manufacturers and often between those from the same manufacturer. These 
disadvantages are offset by their high thermometric sensitivity and low 
magnetic sensitivity at fields less than 1 KOe. Carbon resistors change 
their resistance-temperature relationship considerably each time they 
are cycled from room temperature to 4.2 K and back for the first several 
cycles and are then very stable for long periods of time. This allows 
the resistor to be calibrated using some standard and then used without 
recalibration before each run.
Two different resistors were used as thermometers in this 
experiment, both produced by Allen-Bradley. All of the <110> data was
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taken using a 1/4 watt nominal 56 ohm resistor while the <100> and <111>
data was taken using a 1/8 watt nominal 47 ohm resistor. The resistors
were calibrated separately at 30 temperature points between 1.4 and 15 K
using a commercially calibrated germanium resistor as a secondary
standard. The germanium resistor was made and calibrated by Lake Shore
Cryotronics and was a GR-200A-1000 serial number 19215. It was
calibrated in two separate ranges; 1.4 to 5 K and 5 to 20 K, and fit to
' m
an equation of the form; T Log R = I A. T where n=1 and m=9. The
i=0 1
coefficients of this equation for each of the two ranges is found in
Table VI. The conductances of the germanium resistor and the carbon
resistors were measured using an S.H.E. PCB potentiometric conductance
bridge. This is a self balancing AC (27 Hz) bridge which is designed to
operate on microwatt excitation levels so that the self heating of the
resistor is negligible. The measured conductances were inverted and the
temperature of the germanium resistor calculated at each point. The
resistance-temperature pairs for the carbon resistor were fit to a fifth
m
order logarithmic equation of the form; Log T = E C. (Log R ) 1 using a
i=0 1
nonlinear least squares procedure. The computer program used the 
Statistical Applications System (SAS) and is given at the end of this 
appendix. The functional form chosen for this fit is able to reproduce 
the resistance-temperature relationship of the resistors with better 
than 0.5% accuracy. This was tested for the nominal 47 ohm resistor 
using a second set of 28 temperatures between 1.3 and 10 K different 
from those used in the calculation of the fit. The temperature at each 
of these points was found using the germanium resistor and the 
calculated fit to the carbon thermometer. The maximum deviation between
Table VI.
Coefficients of calibration equations for thermometer resistors.
Germanium
A0 A1 A2 Ag A4 A5
1.081+79 4. 9*1968 -1.69646 0.882478 -0.37045 0.113645
(1.4 - 5 K)
4.61269 0.820404 
(5 - 20 K)
0.695477 -0.151413 0.0146972 -7.33502x10_i*
A6 A7 a8 a9
-0.0238846 0.00318817 -2. 41 21 7x10-1* 7.84426x10-6
(1.4 - 5 K)
1.52641x10“ 5 1 .67317x10 " 7 -1.36448x10~8 1. 
(5 ~ 20 K)
81 396x10"10
Carbon
o o o C2 C^ C4 C5
65.91011 -37.67698 9.117763 -1.129445 0.07061097 -1.77257x10~3
(nominal 56 ohm) 
70.74224 -40.93522 
(nominal 47 ohm)
9.926359 -1.223301 0.0756329 -1.86881x10-3
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the two values was found to be 0 . ^ 7 % while the mean deviation was 
0.18%. For comparison, a fit was also done to a so called Allen-Bradley 
equation of the form; Log R + A/Log R = B + C/T. Variations on this 
three parameter equation are very commonly used in resistance 
thermometry. A similar test to that described above showed the maximum 
variation between the temperature measured using the germanium resistor 
and that measured using the carbon resistor and the three parameter fit 
to be 1.8% and the mean variation to be 0 . 6 % .
The principal factors affecting the long term stability of carbon 
thermometers are mechanical damage and heating to temperatures above 
room temperature. To insure that these factors did not influence the 
resistors used in this experiment, all mounting and soldering was 
performed before calibration. The resistors were first carefully 
soldered to *lin long copper leads using a nonsuperconducting BiCd solder 
and then mounted to the microwave cavity backplate. These long leads 
were then used to connect the thermometer to the probe leads. This 
allowed the resistor to be connected to or removed from the probe 
without performing any soldering at the resistor.
Slightly different techniques were used in mounting the two 
different carbon resistors but the object in both was to insure good 
thermal contact between the resistor and the Ag sample and to protect 
the thermometer from mechanical damage. Prior to mounting, the plastic 
coverings of the resistors were ground partially away in order to 
improve thermal conductivity to the carbon core. The 56 ohm resistor 
was inserted in a tightly fitting hole machined in a raised portion of 
the backplate and potted into the hole using varnish. A much simpler
155
mounting was used for the 47 ohm resistor with equal success. This 
resistor was attached to a flat OFHC backplate and covered by a thin 
copper foil. The foil and the resistor were attached to the backplate 
with varnish. The phosphor-bronze spring used to hold the backplate 
onto the microwave cavity was arranged so that the copper foil was 
clamped between it and the backplate. In both cases, the leads to the 
thermometer were thermally grounded to the backplate by forming them 
into loops and varnishing the loops to the plate. Attaching the leads 
in this way also formed a strain relief, so that any strain placed on 
the leads would not affect the thermometer. The probe leads were looped 
around the top flange of the vacuum can and then brought to the cavity 
along the waveguide and varnished to the waveguide and the flange. This 
insured that the probe leads were thermally grounded before reaching the 
thermometer.
The microwave probe was provided with sufficient electrical leads 
that the thermometer calibration could be performed with the carbon 
thermometer and backplate in place on the microwave cavity. The 
germanium resistor was wrapped in copper foil and the foil was clamped 
under the attachment spring. The germanium thermometer leads were 
thermally grounded by wrapping them around the base of the microwave 
cavity and taping them in place.
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B - TEMPERATURE STABILITY
A He1* bath at atmospheric pressure was used to cool the system to 
4.2 K. Temperatures above 4.2 K were reached by using a combination of 
the incident microwave power and a noninductive heater wound around the 
cavity to raise the temperature of cavity above that of the bath. Lower 
temperatures were reached by cooling the bath by forced evaporation.
This was done by reducing the pressure in the He1* dewar with a 150 cfm 
Kinney vacuum pump. The base temperature reached by the bath was 1.4 K 
and temperatures of around 1.45 K could be attained at the cavity. 
Temperatures between 1.45 K and 4.2 K could be reached by using a 
combination of microwave power and the heater. A small amount of He1* 
exchange gas was used in the vacuum can to provide a weak thermal 
connection between the cavity and the bath. The exchange gas pressure 
was typically 2 Torr at 300 K which gave 60 mTorr at a bath temperature 
of 4.2 K and 10 mTorr at 1.4 K.
The long term temperature stability of the system just using a 
stable DC voltage source to control the heater was found to be better 
than 0. 5 % . However, to insure this stability, a temperature stabilizing 
system was developed. The PCB has an analog-differential output which 
can be nulled by using a front panel vernier. If the temperature 
changes away from the value at the null point a voltage appears at the 
output proportional to the change and with a polarity reflecting the 
direction of the change. Thus, a temperature above the set temperature 
gives a negative voltage at the output. The stabilizer is used to 
control the heater to return the temperature measured by the PCB to its 
nulled value. The stabilizer circuit, which is shown in Fig. 26, is
+ 12 Bypass U, ,U2 • U3 ,T
all O .liif
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essentially just a two channel mixer. The voltages present at the 
inputs are added and the result used to control the heater through a 
single transistor output stage. One of the inputs is a DC voltage which 
can be varied within a selected range by a front panel control. The 
other is a correction voltage from the PCB output applied to the other 
input through a gain control. The output voltage is just the sum of 
these two. In use, the temperature of the sample is adjusted by setting 
the input gain control on the correction channel to zero and using the 
voltage control to adjust the output to the heater. When the desired 
temperature is reached, the PCB output is nulled and the gain on the 
correction channel is brought up. The gain used should be the minimum 
necessary to maintain the desired stability. Too high a gain setting 
will cause the system to hunt. This tendency may be reduced by adding 
an integrator at the input. This was done using a simple RC circuit 
externally. Small changes in the set temperature can be made by 
adjusting the null control on the PCB.
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C - THERMOMETER FITTING ROUTINE 
P R O G R A M  'TEMPCOND' (THE R M O M E T E R  FITTING)
C
C
C THIS P R O G R A M  D E T E R M I N E S  THE ROOT OF THE G E R M A N I U M  T E M P E R A T U R E
C R E S I S T A N C E  E Q U A T I O N  ( T ( L N ( R ) )" P O L Y N O M I A L  IN T).
INTEGER N D E G , I E R , D P  
R E A L « 8  A (10),C ( 3 0 ) ,R(30),B 
C 0 M P L E X * 1 6  Z (9)
NDEG = 9
C INPUT HERE THE N U M B E R  OF DATA P O I N T S  TO BE READ.
C EXAMPL E, 10 C O N D U C T A N C E S  WRITE DP=10.
C
DP=29
C
DO 5 1= 1 , DP
C G E R M A N I U M  C O N D U C T A N C E ( M M H O S )  MUST EXIST IN A P R E A L L O C A T E D  FILE 
C P H 6 0 0 A . T H E R M D A T . F O R T ( G E C O N D )
C C A RBON C O N D U C T A N C E ( M M H O S )  MUST EXIST IN THE P R E A L L O C A T E D  FILE
C P H G O O A . T H E R M D A T . F O R T ( C A C O N D )
C T E M P E R A T U R E  WILL BE W R I T T E N  INTO THE A L L O C A T E D  FILE
C P H G O O A . T H E R M D A T . F O R T ( T E M P )
R E A D (9,#) C U )
R (I) = 1000.0/C(I)
C IF THE R E S I S T A N C E  IS G R E A T E R  THAN 7 29.5 OHMS THEN THE 
C P O L Y N O M I A L  FOR THE 1.40K TO 5.00K T E M P E R A T U R E  R A N G E  IS
C CHOSEN. O T H E R W I S E  THE 5.00K TO 2 0 . 0 0 K  E Q U A T I O N  IS
C IS USED.
IF ( R (I ).6 T . 0 . 7 2 9 5 0 0 0 0 D + 0 3 )  GO TO 2 
C C O E F F I C E N T S  OF THE 5-20K E Q U A T I O N  IN D E C E N D I N G  O R D E R  OF DEGREE.
A ( 1 ) = 0 . 1 8 1 3 8 6 3 1 12D-09 
A ( 2 ) = - 0 . 1 3 6 4 4 8 0 6 3 4 D - 0 7  
A ( 3 ) = 0 . 1 6 7 3 1 6 9 2 2 6 D - 0 6  
A ( 4 ) = 0 . 1 5 2 6 4 1 3 0 5 0 D - 0 4  
A (5)= - 0 . 7 3 3 5 0 1 7 5 6 D - 0 3  
A ( 6 ) = 0 . 146972 2 9 8 9 D - 0 1  
A ( 7 ) = - 0 . 1 5 1 4 1 2 7 5 6 0 D + 0 0  
A ( 8 )=0.6 9 5 4 7 6 6 9 8 6 D + 0 0  
A ( 9 ) = 0 . 8 2 0 4 0 3 6 2 4 7 D + 0 0 - D L 0 G 1 0 ( R ( I ) )
A ( 1 0 ) = 0 . 4 6 1 2 6 9 5 6 6 5 0 + 0 1  
CALL Z R P O L Y ( A , N D E 6 , Z , I E R )
C O U TPUT OF THE 5.00K TO 2 0 . 0 0 K  R A N G E  EQUATION.
DO 1 N = 1 ,9
IF ( D I M A G (Z ( N ) ).N E . 0.0) GO TO 1 
IF ( D R E A L ( Z ( N ) ) .LT.O.O) GO TO 1 
B = D R E A L ( Z ( N ) )
GO TO 4
1 C O N T I N U E
C C O E F F I C E N T S  OF THE 1.4-5K E Q U A T I O N  IN D E C E N D I N G  ORDER OF DEGREE.
2 A (1)= 0 . 7 8 4 4 2 5 6 5 4 3 D - 0 5  
A ( 2 ) = - 0 . 2 4 1 2 1 7 2 3 6 9 D - 0 3  
A (3)= 0 . 3 1 8 8 1 6 5 8 8 0 D - 0 2  
A ( 4 ) = - 0 . 2 3 B 8 4 6 3 2 5 1 D - 0 1  
A ( 5 ) = 0 . 1 1 3 6 4 5 2 6 6 5 0 + 0 0
k
> 
cj 
m
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A ( 6 ) = - 0 . 3 7 0 4 5 0 1521D+ 00 
A (7)= 0 . 8 8 2 4 7 7 6 5 3 2 D + 0 0  
A (8)=-0. 1 6 9 6 4 6 3 4 0 1 D+01 
A (9)= 0 . 4 9 4 9 6 7 7 7 8 2 D + 0 1 - D L 0 G 1 0 ( R (I ))
A ( 1 0 ) = 0 . 1 0 8 4 7 9 1 7 5 4 D + 0 1  
CALL Z R P O L Y ( A , N D E G ,Z ,IER)
C O U TPUT OF THE 1.40K TO 5 .00K RANGE EQUATION.
DO 3 N = 1 ,9
IF ( D I H A G ( Z ( N ) ).N E . 0.0) GO TO 3 
IF ( D R E A L (Z ( N ) ).L T . 0.0) 60 TO 3 
B = D R E A L ( Z ( N ) )
GO TO 4 
C O N T I N U E
T E M P E R A T U R E  IS P L A C E D  IN FILE P H G O O A . T E M P D A T A . F O R T ( T E M P ) . 
WRITE( 8,*) B 
C O N T I N U E  
STOP 
END
* THIS P R O G R A M  FITS E X P E R I M E N T A L  DATA OF CONDUC. C AND T E M P E R A T U R E
* T TO A POLYNOMIAL IN LN(R) AND LN(T)j
DATA ONE;
INFILE CONDU;
INPUT C;
DATA TWO;
INFILE COLD;
INPUT T;
DATA THREE;
M E R G E  ONE TWO;
* DATA FROM THE C A R B O N  C O N D U C T A N C E  FILE (CACONDU) AND T E M P E R A T U R E S
* FROM THE G E R M A N I U M  T E M P - R E S  E Q U A T I O N  ARE P R O C E S S E D  TO
* D E T E R M I N E  THE F I T T I N G  C O E FFI CENTS.
* THREE IT E R A T I O N  M E T H O D S  MAY BE CHOSEN: G A U S S , M A R Q U A R D T , G R A D I E N T .
* I N F O R M A T I O N  ON NLIN MAY BE F O U N D  IN THE SAS M A N U A L  P. 317.;
PROC NL I N  MET H O D = G A U S S ;
* THE P O L Y N O M I A L  TO BE F I TTED TO THE DATA MUST BE W R I T T E N  OUT
* E X A C T L Y  IN THE M O D E L  S T A T EM ENT. IT MAY HAVE AS MANY TERMS
* AS D E S I R E D  P R O V I D E D  THE LAST TERM IS F O L L O W E D  BY A SEMICOLON.
« ALL C O E F F I C E N T S  MUST BE I NT IALI ZED IN THE P A R A M E T E R  STATEM ENT.;
P A R A M E T E R S  A0=1. A l = . 9  A 2 = . 8  A 3=.7 A 4=.6 A5=.5;
R = 1 0 0 0 . 0 / C ;
X = L O G ( R ) ;Y = L O G ( T ) ;
MODEL Y = A 0 + A 1 * X + A 2 # X * # 2 + A 3 # X * # 3 + A 4 * X * « 4 + A 5 # X * # 5 ;
* ALL C O E F F I C E N T S  MU S T  BE W R I T T E N  IN THE P A R M S  F U N C T I O N  IN O R D E R
* TO KEEP THEM FOR THE FINAL C A R B O N  T E M P E R A T U R E  CALCUL ATION;
O U T P U T  O U T = N E W T  P R E D I C T E D = P L N T  P A R M S =  AO A1 A2 A3 A4 A5;
DATA FOUR;
SET NEWT;
P T = E X P ( P L N T ) ;
PROC PLOT;
PLOT C#T='§' C * P T = ' r  / OVERLAY;
T I T L E  C A R B O N  C O N D U C T A N C E ( M M H O S )  VS. T E M P E R A T U R E ( K E L V I N S ) ; 
DATA F O U R B ; S E T  F O U R ; I F  N =1;
DATA FIVE;
* T E M P E R A T U R E  C O R R E S P O N D I N G  TO R E S I S T A N C E  AND C O N D U C T A N C E  IS
C A L C U L A T E D  FOR THREE RANGES;
SET FOURB;
DO R E S 1 = 2 0 0  TO 1100 BY 5;
C O N D 1 = 1 0 0 0 . 0 / RES 1;
LR=LOG(RES 1);
THIS P O L Y N O M I A L  USES THE E S T I M A T E D  C O E F F I C E N T S  D E T E R M I N E D  BY NLIN 
IT MUST BE M O D I F I E D  TO THE SAME N U M B E R  OF T E R M S  AS THE MODEL 
E Q U A T I O N  WITH A S E M I C O L O N  E N D I N G  IT.;
L T = A 0 + A 1 * L R + A 2 * L R # * 2 + A 3 # L R * # 3 + A 4 # L R * # 4 + A 5 # L R # * 5 ;
T E M P 1 = E X P ( L T ) ;
OUTPUT;
END;
KEEP CONDI RES1 TEMPI;
DATA SIX;
SET FOURB;
DO R E S 2 = 1 100 TO 10000 BY 50;
C 0 N D 2 = 1 0 0 0 . 0 / R E S 2 ;
L R = L 0 6 ( R E S 2 ) ;
THIS P O L Y N O M I A L  USES THE E S T I M A T E D  C O E F F I C E N T S  D E T E R M I N E D  BY NLIN 
IT MU S T  BE M O D I F I E D  TO THE S A M E  N U M B E R  OF T E R M S  AS THE MODEL 
E Q U A T I O N  WITH A S E M I C O L O N  E N D I N G  IT.;
L T = A 0 + A 1 # L R + A 2 # L R # # 2 + A 3 * L R * # 3 + A 4 # L R # * 4 + A 5 # L R * * 5 ;
T E M P 2 = E X P ( L T ) ;
OUTPUT;
END;
KEEP C 0 N D 2  RES2 TEMP2;
DATA SEVEN;
SET FOURB;
DO R E S 3 = 1 0 0 0 0  TO 21000 BY 100;
C 0 N D 3 = 1 0 0 0 . 0 / R E S 3 ;
L R = L 0 G ( R E S 3 ) ;
THIS P O L Y N O M I A L  USES THE E S T I M A T E D  C O E F F I C E N T S  D E T E R M I N E D  BY NLIN 
IT MU S T  BE M O D I F I E D  TO THE SA M E  N U M B E R  OF T E R M S  AS THE MODEL 
E Q U A T I O N  WITH A S E M I C O L O N  E N D I N G  IT.;
L T = A 0 + A 1 * L R + A 2 # L R # # 2 + A 3 # L R * # 3 + A 4 # L R # * 4 + A 5 * L R # * 5 ;
T E M P 3 = E X P ( L T ) ;
OUTPUT;
END;
KEEP C0ND3 RES3 TEMP3;
DATA EIGHT;
M E R G E  FIVE SIX SEVEN;
P R O C  PRINT;
TITLE TABLE OF E X P E C T E D  TEMP E R A T U R E ;
T I T L E 2  R E S I S T A N C E ( O H M S ) . C O N D U C T A N C E ( M M H O S ) ,T E M P E R A T U R E ( K E L V I N S ) ; 
TITL E 3  NUM. IN VAR. IND I C A T E S  R A N G E  OF OBS.
APPENDIX E
COMPUTATIONAL METHODS
A. PROGRAM STRUCTURE
A large amount of computer analysis was necessary in the analysis 
of the SLLR data and the programs used in the analysis are given in this 
appendix. These programs are documented within the code and so only a 
brief introduction to their general features will be given here.
The first step in the analysis of the SLLR data is to determine a 
predicted set of peak field values as a function of Fermi surface 
location using the existing models for the Fermi surface and the Fermi 
velocity distribution. The first program given here, SEARCH, performs 
this analysis by calculating Fermi surface geometric parameters and 
Fermi velocities from the selected models and using these to generate a 
set of values of the expected magnetic field over a large (typically 
190°) range of Fermi surface locations. This operation is performed for 
each selected orientation of the applied field and a search routine is 
used to find maxima and minima in these values. These are adjusted for 
the appropriate corrections to the scaling parameter, hp, taken from 
analysis of the experimental curves and these corrected values are 
printed with their corresponding Fermi surface location. The extrema 
found in this way are the predicted field values of the resonant peaks 
at that field orientation and are used to produce the predicted curves 
in Figs. 10 and 12 and to map the locations of the resonant electrons in 
Fig. 11. These locations also serve as the starting points for the 
iterative analysis of the experimental data.
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The velocity models used consist of symmetrized Fourier expansion 
fits to energy surfaces slightly offset above and below the Fermi 
energy. At any point on the Fermi surface, the value of Vp is found 
from the separation between the energy surfaces along the direction of 
the normal to the Fermi surface. The direction of the normal is found 
using subroutine ANGTAN, described below, and the separation found by 
calculating the difference in the radius vectors to the plus and minus
surfaces and multiplying this by cos 6 where 6 is the angle between
the normal to the surface and the k direction. For some extreme 
geometries this may not be exactly correct and a program was designed 
which used an iterative approach to find the separation exactly. This 
was relatively slow and proved unnecessary in the present work. The 
geometry used in this calculation is given in Fig. 27.
Several subroutines are used in this program to calculate various 
parameters and these are listed following the main program. We will 
give a brief description of some of the features of these subroutines.
The first thing that must be done when looking at the geometric 
factors or the Fermi velocity at any Fermi surface location is to fine 
the magnitude of the wavevector, k, at that point. This operation is 
performed in subroutine KSOLVE. The models used for the Fermi surface 
and for the +/- energy surfaces used in calculating Vp are the 
symmetrized Fourier expansions discussed in Chapter II. These equations 
are solved using a recursive procedure. First a guess is made for the 
magnitude of k. Then the right hand side of Eqn. II.G.1 is solved for 
two slightly greater and less than the guess. The values of CQ for
these ks are used to find the derivative dCp/dk. This is used with the
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model Cq to find a correction for the assumed k and this is used to give 
a new value of k. This process is repeated until the change in the 
corrected k values in successive steps falls within a preset value.
This is typically reached in about three iterations. The symmetrized 
Fourier series is written in crystal coordinates, so a subroutine ROTC 
is used to transform the sample coordinate system position of the Fermi 
surface point at which the calculation is taking place. The sample 
coordinate system uses the surface normal direction as z and directions 
chosen to reflect the symmetry in the sample plane as x and y.
The direction of the normal to the Fermi surface is found using 
subroutine ANGTAN. This subroutine simply finds the length of radius 
vectors at a small angular displacement from the location of the point 
of interest. These vectors are used in the geometry given in Fig.
28a. Here the angle 6 is found from the relationship:
(k+ - k_) cos(A<j>)
tan 6 = -r.-----;— r— :— 7-7—v (E. 1) .(k+ - k_) sm(A<j>)
This is done using an iterative procedure starting for an initial guess 
for 6 and an initial value for A<J> . The value of 6 calculated at 
this value of A<}> is compared to the initial guess and the guess is 
updated if the two values do not compare to better than a preset 
value. The value of Acf> is then reduced and the process is continued 
until convergence is reached. If the calculation is done at a Fermi 
surface location for which the k„ = 0 point is not in the central plane 
then ANGTAN uses the projections of the k vectors into the central plane 
in calculating the direction of the normal. These are found using the
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tip angle calculated in subroutine TIPA which will be discussed below.
The radius of curvature of the surface along the electron orbit is 
found using subroutine RADIUS. The geometry used in this calculation is 
given in Fig. 2Mb. Here, radius vectors are found at the effective 
location and at values above and below the effective location. The 
directions of the normals to the chords between k+ and k and between k_ 
and k are found using methods similar to those described above. The 
chord, CD , is found and the radius of curvature K is found from the 
relationship:
• „ CD CDsin Y = --- = (E.2)
2AB 2K
Since the value of K must be found in a plane containing the normal to 
the Fermi surface, the direction calculated above is used and the value 
of K is found using the projections of the k vectors into this plane.
Subroutine SERCH performs a search procedure to find the effective 
points on the Fermi surface if these are not located in the central 
plane. The procedure is straight forward and uses subroutine TIPA to 
find the angle between the normal to the Fermi surface and the sample 
plane. This is done over a fixed angular mesh in , the angle of the 
Fermi surface point from the sample z axis and SERCH looks for changes 
in the sign of the tip angle. When a change of sign in encountered, the 
mesh is reduced and another search is performed around this location. 
This procedure is iterated until a location is found where the tip angle 
is smaller than a preset convergence limit. TIPA uses procedures 
similar to ANGTAN in calculating the magnitude of the tip angle.
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After experimental peak values are measured for the SLLR 
resonances, these are used in an iterative procedure to find the 
resonant electron locations. This procedure uses the next two programs: 
VGEN and SAS110. These are actually the programs used in the analysis 
of the (110) plane data, although the programs for the (100) plane are 
identical apart from symmetry considerations. The input to the program, 
VGEN, is a set of ordered pairs of magnetic field values and 
corresponding Fermi surface locations. In the first step of the 
iteration, the locations used are those calculated for the vF model. 
VGEN, uses a set of subroutines identical to those used by SEARCH and 
finds a set of velocities clculated from the magnetic field values and 
the Fermi surface geometry at the given locations. This gives a set of 
ordered pairs of velocities and location angles, <j> , which are used in 
SAS110. This program uses a nonlinear least squares procedure to 
calculate a polynomial fit to vp as a function of <J> . This fit is used 
in SEARCH to calculate a new set of resonant electron locations and 
these, in turn are used in VGEN. This process is repeated until the 
values of the resonance locations corresponding to the measured field 
values are stable to a desired precision. Using this process a 
stability of 0.1° was reached in about three iterations.
The computer code follows this appendix in order: SEARCH, 
subroutines, VGEN and SAS110.
5 - COMPUTER PROGRAMS 
P R O GRA M 'SEARCH' (MAIN PROGRAM) 
•*****«««*********«**#**#*««*****«***«##*•**#*******«•****«#*«««*«*«****
C
C
ft**########**######*####*##*########*###*###*#
c
C SILVER. M I C R O W A V E  F R E Q U E N C Y  35.54 GHZ.
C
C THIS IS A P R O G R A M  TO FIND SLLR R E S O N A N C E  VALUES USING AN 5 TERM 
C P O L Y N O M I A L  FIT TO VF. THE C O E F F I C I E N T S  OF THIS P O L Y N O M I A L  ARE 
C C L A C U L A T E D  BY C O M P . F O R T ( S A S I O O  , S A S110 OR SAS111) AND OUTP U T  TO 
C C O M P . D A T A ( S A S O U T ) . THE P R O GRA M ALSO G E N E R A T E S  E X P E C T E D  R E S O N A N C E  
C PEAK D I S T R I B U T I O N S  USING P R E V I O U S L Y  D E R I V E D  S U M M E T R I Z E D  F O U R I E R  
C E X P A N S I O N S  FOR E N ERGY S U R F A C E S  S L I G H T L Y  O F FSET FROM THE FERMI 
C SURFACE. THESE FITS ARE S E L E C T E D  BY SETTIN G THE S W I T C H  MFIT TO 1 
C IN THE INPUT PROGRAM.
C
C K V E C T O R S  TO POIN T S  ON THE FERMI S U R FAC E ARE ALSO FOUND BY USING 
C A S Y M M E T R I Z E D  F O U R I E R  E X P A N S I O N  MODEL.
C
C THE P R O G R A M  IS SET UP TO O P E RAT E IN THE CENTRA L (100) AND (110) ZONES. 
C FOR THE (111) S A M P L E  THE P R O G R A M  DOES A S E ARCH R O U T I N E  TO FIND THE 
C P O I N T S  ON THE FERMI S U R F A C E  WHERE THE CO M P O N E N T  OF E L E C T R O N  M O M E N T U M  
C N O R M A L  TO THE S U R F A C E  IS ZERO. THE (111) S A MPLE P O I N T S  NERE NOT 
C FIT USING A POLYNO MIAL. IF THIS IS DESIRED, THE A P P R O P R I A T E  L06IC 
C S H O U L D  BE A D D E D  TO THE PROGRAM. THIS IS N OTED IN THE INTERN AL 
C DOC U M E N T A T I O N .
C
C A RANGE AND IN C R E M E N T  OF M A G N E T I C  FIELD ORIENT ATION, THETA, IS 
C S P E C I F I E D  A L O N G  WITH A R A N G E  AND INCREM ENT OF FERMI S U R F A C E  LOCATION,
C PHI. THE P R O G R A M  C A L C U L A T E S  A T ABLE OF VALU E S  OF THE R E S O N A N C E  
C PA R A M E T E R ,  R E S ( I ) , AT EACH M A G N E T I C  F I E L D  ORIENT ATION. THIS TABLE 
C C O N T A I N S  V A L U E S  OF RES(I) AT EACH S P E C I F I E D  FERMI S U R F A C E  LOCATION.
C THE P R O G R A M  THEN DOES A S E A R C H  R O U T I N E  TO FIND M I N I M A  AND M A X I M A  IN 
C THE R E S O N A N C E  PARAME TER, S C ALES THESE VALUES BY PRES E T  F A C T O R S  AND 
C P R I N T S  THE RESULTS. THE R E S U L T I N G  SET OF E X T R E M A  ARE THE E X P E C T E D  
C R E S O N A N C E  F I E L D  V A L U E S  AT THAT M A G N E T I C  FIELD ORIENT ATION.
C
C THIS P R O C E S S  IS THE SAME R E G A R D L E S S  OF THE F U N C T I O N A L  FORM USED 
C IN C A L C U L A T I N G  THE FERMI VELOCITIES.
C
C THE RANG E S  AND I N C R E M E N T S  OF PHI AND THETA ARE SET IN THE DATA S E T  
C C O M P . D A T A ( H I N ) . THIS D A T A S E T  IS ALSO USED AS INPUT FOR THE P R O G R A M  
C USED TO G E N E R A T E  V E L O C I T Y  VALU E S  FOR USE IN THE P O L Y N O M I A L  FITTING.
C THE U S U A L  R A N G E  IN H IS ONE C Y C L E  OF CRYSTA L S Y M M E T R Y  WITH AN 
C IN C R E M E N T  ON THE SAME ORDER AS THE INCREMENT IN THE E X P E R I M E N T A L  DATA. 
C THE R A N G E  IN PHI IS U S U A L L Y  190 DEGR E E S  (-5 TO 185). THE INCREM ENT 
C IN PHI S H O U L D  BE S MALL E N OUGH TO REFL E C T  SMALL S T R U C T U R E S  IN THE PEAK 
C D I S T R I B U T I O N  BUT L ARGE E N O U G H  THAT S P U R I O U S  S T R U C T U R E S  ARE NOT 
C CREATED. IN S I L V E R  THE I N C REM ENT WAS IN THE RANGE OF 0.1 TO 0.5 
C DEGREES.
C
C PHI IS M E A S U R E D  FROM THE (100) AXIS IN THE (100) AND (110) SAMP L E S  AND 
C FR O M  THE (112) AXIS FOR THE (111) SAMPLE. THE D I R E C T I O N  OF THE
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C ACEL IS THE L A T T I C E  P A R A M E T E R  A IN A N G S T R O M S
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
ACEL = 4 . 0 6 9 2 0 D 0
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
C FKS IS THE FREE E L E C T R O N  FERMI R A D I U S  K ( S ) = 1 . 2 0 6 8 4  IN 1 / ANGS TROMS
C*********************************************************************** 
FKS = 1.2 0 6 6 4 D 0
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
C VS IS THE FREE E L E C T R O N  FERMI V E L O C I T Y  IN A N G S T R O M S / S E C
C # * # * a # * # * # # # # * # # # # * * # * # * * * * # # # # # # # # # # # # # # * * # # # * # # # * * * # * # # # # # # # # # * * * * # * *  
VS = 1.3970 8 D 0
C * # * * # # # # * # * # # # # # # * * * # # # * # # # « # # # # # # # # * # # # # # # # # # # # # # # » # # # # # # # # # # # # * # # # # # *  
C THE C O N V E R G E N C E  V A L U E S  ARE DMIK (FOR K V E C T O R S ) , DM I A  (FOR 
C ANGLES) AND DMIR FOR RADIUS. THE VALUE OF DMIK N E E D S  TO BE
C A D J U S T E D  TO A L L O W  THE F U L L Y  C O R R E C T E D  R A D I U S  TO BE CALCUL ATED.
C FOR DMIR = l.D-04, DMIK MUST BE l.D-OB OR BETTER.
DMIK = l.D-08 
DMIA = l.D-05 
DMIR = l.D-05 
NAME1 = 'HALSE'
NAME2 = 'COLERIDGE'
N A M E 3  = 'LENGELER'
IF ( IKSEL . EQ . 1 ) THEN 
N A M E K  = NAME1 
C ANRAD IS THE NECK R A D I U S  IN U N I T S  OF 2*PI/ACEL.
A N R A D  = . 10665D0
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C C O E F F I C I E N T S  FOR H ALSE A65. T H E S E  CAN BE USED BY U N C O M M E N T I N G  THEM AND 
C C O M M E N T I N G  THE AG7 VALUES.
c COOO(l) r - . 8 9 7 8 9 0 D 0
c C 2 0 0 (1) s 1 20300 D0
c C211(l) s - . 9 0 1 8 7 0 D 0
c C220 (1) s - . 1 4086 0 D 0
c C310 (1) s - . 0 9 4 8 3 0 D 0
c C 2 2 2 (1) s O . OODO
c C321(l) = O . OODO
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
C C O E F F I C I E N T S  FOR H A L S E  AG7
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
COOO(l) S 0 . 6 2 4 4 3 0 D 0
0200(1) S - 0 . 0 3 9 1 8 0 D 0
C211 (1) s - 0 . 6 0 2 4 5 0 D 0
C 2 2 0 (1) = - 0 . 0 8 6 9 S 0 D 0
C 3 1 0 (1) s - 0 . 0 8 4 2 9 0 D 0
0222(1) s - 0 . 0 0 0 8 3 0 0 0
C 3 2 1 (1) s 0 . 0 1 4 0 6 0 D 0
ELSE
NAMEK = NAME2 
C A N R A D  IS THE NECK R A D I U S  IN U N I T S  OF 2*PI/ACEL.
ANRAD = . 1066D0
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C C O E F F I C I E N T S  FOR C O L E R I D G E  AG7
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C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
COOO(i) = - O . 8 9 8 2 7 4 D 0  
C 2 0 0 (1) = - 0 . 1 2 0 7 2 8 D 0  
C 2 1 1(1) = - 0 . 9 0 2 2 2 0 D 0  
C 2 2 0 (1) = - 0 . 14199B D0 
C 3 1 0 U )  = - 0 . 105983 D0 
C 2 2 2 (1) = - 0 . 0 0 2 7 0 7 D 0  
C321(l) = 0 . 0 1 1 181D0 
END IF
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C VMUL IS 6 . D - 0 3  FOR H A L S E  VF, 6 . D - 0 4  FOR LENGELER.
C * * * « * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
IF ( IVSEL . EQ . 1 ) THEN 
N A M E V  = NAME1 
VMUL = 6 . D-03  
C V N F E U  IS THE NECK V E L O C I T Y  IN FEU. (HALSE)
V N F E U  = .3 5D0
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C C O E F F I C I E N T S  FOR AG5+ (HALSE)
C***********************************************************************
C O O O (2) = - 0 . 8 8 6 4 2 D 0  
C 2 0 0 (2) = - 0 . 1 1999D0 
C 2 1 1(2) = - 0 . 9 0 0 7 9 D 0  
C 2 2 0 (2) = - 0 . 1 4 2 7 6 D 0  
C 310(2) = - 0 . 0 9 5 7 1 D 0  
C 2 2 2 (2) = O.ODO 
C321(2) = O.ODO
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C C O E F F I C I E N T S  FOR AG5- (HALSE)
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
C O O O (3) = - 0 . 9 0 9 3 5 D 0  
C 2 0 0 (3) = -0. 12061 DO 
C211 (3) = - 0 . 9 0 2 9 6 D 0  
C 2 2 0 (3) = - 0 . 13B97D0 
C 3 1 0 (3) ■ - 0 . 0 9 3 9 6 D 0  
C 2 2 2 (3) = O.ODO  
C321(3) = O.ODO  
ELSE
VMUL = 6.D-04 
NA M E V  = NAME3 
C V N F E U  IS THE NECK V E L O C I T Y  IN FEU. (LENGELER)
VN F E U  = .3 71D0
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C C O E F F I C I E N T S  FOR AG5+ (LENGELER)
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C O O O (2) = - 0 . 8 7 2 B 2 2 9 2 D 0  
C 2 0 0 (2) = - 0 . 1 189 3 3 9 2 D 0 
C 2 1 K 2 )  = - 0 . 8 9 6 9 9 4 6 3 D 0  
C 2 2 0 (2) = - 0 . 1 4 0 1 7 4 5 6 D 0  
C 3 1 0 (2) = - 0 . 0 9 4 5 8 9 9 5 D 0  
C 2 2 2 (2) = O.ODO 
C321(2) = O .ODO
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
C C O E F F I C I E N T S  FOR AG5- (LENGELER)
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C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C O O O (3) = - 0 . 9 1 1 8 6 3 6 7 D 0  
C 2 0 0 (3) = - 0 . 12 1 0 6 9 B 3 D 0  
C211<3) = - 0 . 9 0 4 5 7 2 9 9 D 0  
C 2 2 0 (3) = - 0 . 1 4 1 14157D 0  
C 3 1 0 (3) = - 0 . 0 9 4 8 8 0 5 6 D 0  
C 2 2 2 (3) = O.ODO  
C321<3) = O.ODO  
END IF
C F O L L O W I N G  ARE THE C O E F F I C I E N T S  P A S S E D  TO THE D E R I V A T I V E  ROUTINES. IF 
C T H E S E  ARE USED.
AOOO = COOO(l)
A200 = C 2 0 0 (1)
A211 = C211(l)
A220 = C 2 2 0 (1)
A310 = C 3 1 0 (1)
A222 = C 2 2 2 (1)
A321 = C 3 2 1 (1)
READ (8,40) DUMPP 
READ (8,40) DUMPP
C IKSEL S E L E C T S  THE FIT US E D  TO C A L C U L A T E  K VECTORS. IKSEL = 1 FOR HALSE  
C AND 2 FOR C O L E R I D G E  (BOTH A G 7 ) . IVSEL S E L E C T S  THE FIT USED TO FIND 
C VELOCI T I E S .  IVSEL = 1 FO R  H A L S E  AND 2 FOR LENGELER.
C MFIT = 1 DOES R E S O N A N C E  C A L C U L A T I O N  USING THE S E L E C T E D  SFE FIT FOR 
C THE FERMI VELOCITY.
C IORI = 0 FOR 111, 1 FOR THE 100 PLANE AND 2 FOR THE 110 PLANE.
C
C IPASS IS JUST USED TO KE E P  T RACK OF THE N U M B E R  OF P A S S E S  MADE WHEN 
C P E R F O R M I N G  THE I T E RAT IVE C A L C U L A T I O N  OF R E S O N A N T  E L E C T R O N  LOCATION.
C
C M IS THE N U M B E R  OF E X P E R I M E N T A L  P O I N T S  US E D  IN THE P O L Y N O M I A L  FIT.
C
C THESE P A R A M E T E R S  MUST BE SET IN THE INPUT D A T A S E T  FOR P R O G R A M  VFIT.
C TH I S  IS C O M P . D A T A ( H I N ) .
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * f t * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
W R I T E  (6,50)
WRITE (6,60)
READ (8,70) I P A S S , I K S E L , I V S E L , M F I T , I O R I , M  
W R I T E  (6,70) I P A S S , I K S E L , I V S E L , M F I T , I O R I , M  
IF ( MFIT . EQ . 1 ) THEN 
T YPEF = 'THEORETICAL'
ELSE
T YPEF = 'EXPERIMENTAL'
END IF 
WRITE (6,50)
R E A D  (8,40) DUMPP
C * * « f t * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C I PH IS - 1 OR 2 W R I T E S  A T A B L E  OF C A L C U L A T E D  V A L U E S  OF V E LOCI TY, NORM A L 
C DI R E C T I O N ,  TIP ANGLE, FERMI RADIUS, AND R A DIUS OF C U R V A T U R E  AS A 
C AS F U N C T I O N  OF PHI. IPHI5 ■ 2 TURNS OFF ALL O THER LISTS. IHSEL ■ 1 
C W R I T E S  A T ABLE OF R E S O N A N C E  V A L U E S  AS A F U N C T I O N  OF PHI AND IPLOT = 1 
C P L O T S  THE R E S O N A N C E  V A L U E S  AS A F U N C T I O N  OF PHI. ANY OF T H E S E  ARE 
C S K I P P E D  IF THE S W I T C H  IS ZERO.
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C* f t * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * # * « * * « ft**** *************************
WRITE (6,80)
READ (8,90) I P H I S , I H S E L , I P L O T  
W RITE (6,90) I P H I S , I H S E L , I P L O T  
READ (8,40) DUMPP 
READ (8,40) DUMPP 
READ (8,40) DUMPP 
W RITE (6,50)
C # * * # a # # # # # # # # # # # # # * * # # # # # # # # # # # # * # * # * # * * * # # # # # * # * * # * a * * # * # # # * # # # * * * * # * *  
C PHI IN, P H I F I , AND P H IINC ARE THE INITIAL, FINAL AND INCREMENT VALUES 
C FOR PHI. T H E T A I , T H ETAF AND T H E T A N  ARE THE INITIAL, FINAL AND 
C I N CREM ENT V A L U E S  FOR T H E T A  (FIELD ORIENTATION).
C * « * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
W RITE (6,100)
WRITE (6,50)
WRITE (6,110)
READ (8,120) P H I I N , P H I F I , P H I I N C , T H E T A I , T H E T A F , T H E T A N  
W R I T E  (6,130) PHI I N , P HI FI,PHI I N C , T H E T A I , T H E T A F , T H E T A N  
C * * * * * * * * * * * * * * * * * * * * * * * * * • * * * * * « * * * * * « * * * # * * * * * « * * * * * « * « « * « * * * « « « # * # * « «
C V N E C K  IS THE V E L O C I T Y  AT THE NE C K  FROM THE E X P E R I M E N T A L  M E A S U R E M E N T S .
C S A P (I ) ARE THE C O E F F I C I E N T S  FOR THE POLYNO MIALS. THE (110) P L A N E  IS 
C FIT U SING TWO S E P E R A T E  P O L Y N O M I A L S  FOR R A NGES OF PHI B E T W E E N  THE (100) 
C A X I S  AND THE N E C K  AND B E T W E E N  THE NECK AND THE (110) AXIS.
C
C C O E F F I C I E N T S  ARE NOT READ IN IF THE (111) SAMPLE IS SEL E C T E D  SINCE A 
C P O L Y N O M I A L  FIT WAS NOT DONE IN (111). THIS CAN BE ADDED IF NEEDED. 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
IF ( IORI . EQ . 1 ) THEN 
ORI = '(100)'
ORR = ORI
ELSE
ORI = ' (110) '
IF (IORI . EQ . 2) THEN 
ORR = ORI 
ELSE
ORR = ' (111) '
E ND IF 
END IF
W R I T E  (6,50)
WRITE (6,45) ORR 
W RITE (6,50)
IF (IORI . EQ . 1) THEN
RE A D  (9,21) V N E C K , ( S A P (I ),1— 1,6)
ELSE
IF (IORI . EQ . 2) THEN
READ (9,21) V N E C K , ( S A P ( I ) , 1 = 1 , 6 ) , ( S B P ( N ) ,N - 1,6)
ELSE 
END IF 
END IF 
WRITE (6,50)
W R I T E  (6,51) VNECK 
IF (IORI . NE . 0) THEN 
W R I T E  (6,50)
W R I T E  (6,52)
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W RITE (6,53) ( S A P ( I ) ,1=1,6)
IF ( IORI . EQ . 2 ) THEN 
W RITE (6,54)
WRITE (6,55) ( S B P ( I ) ,1=1,6)
ELSE 
END IF
ELSE 
END IF
C RFACT IS THE S C A L I N G  F A CTOR FOR THE 1-2 TRANSITION. THIS IS HOD I F I E D  
C IN THE E X T R E M A  SECTION.
RFACT = .435 
C CL IS THE SPEED OF LIGHT (CM/S)
CL = 2 . 9 9 7 9 2 5 D 1 0  
C EL IS THE CHAR G E  OF THE E L E C T R O N  (ESU)
EL = 4 . 8 0 3 2 5 0 D - 1 0  
C AHBAR IS H/2#PI (ERG SEC)
AHBAR = 1.0 5 4 5 9 1 9 D - 2 7  
OMEGA = 2 . DO # PI * AFREQ
RCON = CL « AHBAR * RFACT * DSQRT( 0 M E G A * * 3 )  /EL 
C CONV C O N V E R T S  D E G R E E S  TO RADIANS.
CONV = P I / 1 8 0 . D O  
PHI IN = PHI IN * CONV 
PHIFI = PHIFI * CONV 
PHII N C  = P H I I N C  * CONV 
PLIST = PLIST * CONV 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
C T H E S E  ARE V A LUES N E E D E D  FOR THE NECK CALCUL ATION.
C***«f t*************** * * * * * * * * * * * * * * * « « * « * * * # * * « # # * * * * * • * * « * * * * * * « * * * * * * #
IF ( IORI . EQ . 2 ) THEN
SQTH = DSQRT ( 3 . DO )
ANDN = D ASIN ( 1.DO / SQTH )
C A NECK IS THE ANGLE OF THE C E NTER OF THE NECK FROM THE KX AXIS.
A NECK = PI2 - ANDN 
C UNIT IS THE VALUE IN 1/A OF 2#PI/ACEL.
UNIT = 2 . DO * PI / ACEL 
C AKNECK IS HALF THE N E A R E S T  N E I 6 H B 0 R  D I S T A N C E  IN 1/A.
A K N E C K  = SQTH * ( UNIT / 2 . DO)
C R A D I N  IS THE R A DIUS OF THE NECK IN 1/A.
R A D I N  = A NRAD * UNIT 
C ANGL IS THE ANGLE B E T W E E N  THE C E N T E R  AND EDGE OF THE NECK.
ANGL = D A T A N 2 ( RADIN , A K NECK )
C TNK IS THE K V E CTOR TO THE N E C K - Z O N E  BOUN D A R Y  INTERSECTION.
TNK = A K N E C K  / DCOS (ANGL)
C AAP IS THE D I R E C T I O N  OF THE ZONE BOUNDARY.
AAP = ANECK - PI2
AEDGE(l) = ANECK - ANGL
A E D G E (2) = AEDGE(l) + 2 . DO * ANGL
A E D G E (3) = A E D G E (1) + 2 . DO * ANDN
A E D G E (4) = A E D G E (2) + 2 . DO « ANDN
ELSE 
END IF
C SI IS THE ANGLE TO THE KZ (SAMPLE) AXIS 
SI = PI2
WRITE (6,50)
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W R I T E <6,150) N A M E K , N A M E V  
WRITE (6,50)
C LP C O U N T S  THE N U M B E R  OF PHI V A L U E S  A C T U A L L Y  CALCULATED.
LP = 1 
PHI = PHIIN
C PHI IS THE ANGLE B E T W E E N  K AND THE KX AXIS IN R A D I A N S
C THE NEXT LOOP WILL A L L O W  US TO FI N D  THE R A D I U S  OF THE FERMI SURFAC E
C AS WELL AS THE FERMI VELOCITY. THE RADII (TKS) OF THE FERMI SURFAC E
C AND THE + AND - E N E R G Y  S U R F A C E S  ARE C A L C U L A T E D  BY AN I T E RAT IVE METHOD.
C ISEL IS 1 FOR THE FERMI S U R F A C E , 2 FOR THE + S U R FAC E AND 3 FOR -.
1000 IF ( IORI . EQ . 0 ) THEN
CALL S E R C H ( P H I , S I , P H I  I N C , A N O R M , T I P , S I E F F ,ISTP)
IF (ISTP . EQ . 0) THEN 
C D EBUG OUTPUT. U N C O M M E N T  IF NEEDED.
C W R I T E( 6,553)
C552 F 0 R M A T ( 3 X , ' I S T P  = 0 R E T U R N E D  FROM TIPA')
IF ( PHI . LT . PHIFI ) THEN 
PHI = PHI + P H IINC 
60 TO 1000
ELSE
LP = LP - 1 
GO TO 2900 
END IF
ELSE  
END IF
ELSE
SIEFF = SI
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C S U B R O U T I N E  A N G T A N  F I N D S  THE D I R E C T I O N  OF THE N O R M A L  TO THE FERMI 
C SURFACE.
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
CA L L  A N G T A N ( P H I , S I E F F , A N O R M , P H I  INC,ISTP)
C DEBUG OUTPUT. U N C O M M E N T  IF NEEDED.
C DPHI = PHI / C O N V
C D N O R M  = ANORM / CONV
C W R I T E  ( 6,666 ) D P H I , D N O R M
C666 F O R M A T  (3X,'PHI ',D15.5 , 'NORMAL ',D15.5>
IF ( ISTP . EQ . 0 ) THEN 
RADI = RADIN  
TIP ■ 0.0 
SIE(LP) ■ SIEFF 
GO TO 2000
ELSE 
END IF 
TIP = 0.0 
END IF
TTIP(LP) = TIP 
SIE(LP) = SIEFF
C S U B R O U T I N E  R A D I U S  F I N D S  THE R A D I U S  OF C U V A T U R E  A L O N G  THE NORMAL. 
C******tf****«*#tf* * * * « # * * * * * * * « * * * * * # * * * * * * # « # * * * * « # * « * « * * « # « * * * * « « « * # * « *  
CALL R A D I U S ( T I P , A N O R M , P H I , S I E F F , R A D I , I S T P )  
C * # * # # * # # # # * # # # # # # * # # * # # # * # # * # * # # # * # # # * * # # * * * * * # * # # # # # # # # # # # * * # # * # ## #*** 
C THIS S E C T I O N  E X P L I C I T L Y  C O N S I D E R S  THE NECK IF THE C A L C U L A T I O N  IS
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C IN THE (110) PLANE.
2000 IF < IORI . EQ . 2 ) THEN 
VNF = V NFEU * VS 
IF ( PHI . LE . A E D G E (4) ) THEN 
IF ( PHI . GT . PI2 ) THEN
IF ((PHI .GE. A E D G E ( 3 ) ) . 0 R . ( R A D I  .LE. R A D I N ) )THEN 
APHI(LP) = A E D G E (3)
APERP(LP) = AAP + 2 . DO * ANDN
RADP(LP) = R ADIN
VF(LP) = VNF
PK(LP) = TNK
TIP = 0.0
SIE(LP) = SIEFF
LP = LP + 1
APHI(LP) = A E D G E (4)
APERP(LP) = A P E R P ( LP - 1 ) + PI 
RADP(LP) - RADIN 
VF(LP) = VNF 
PK(LP) = TNK 
TIP = 0.0 
SIE(LP) = SIEFF 
LP = LP + 1 
2100 PHI = PHI + P H I I N C
IF ( PHI . GT . PHIFI ) THEN 
LP = LP - 1 
GO TO 2900
ELSE 
END IF
IF ( PHI . LE . A E D 6 E (4) ) GO TO 2100
CALL A N G T A N ( P H I ,S I E F F , A N O R M , P H I I N C , I S T P )
IF ( ISTP . EQ . 0 ) GO TO 2100
CALL R A D I U S ( T I P , A N O R M , P H I , S I E F F , R A D  I,ISTP)
IF ( ISTP . EQ . 0 ) GO TO 2100
TIP = 0.0
SIE(LP) = SIEFF
GO TO 2500
ELSE
TIP = 0.0 
SIE(LP) = SIEFF 
GO TO 2700 
END IF
ELSE
IF ( PHI . LE . A E D G E (2) ) THEN
I F ( ( P H I .G E . A E D G E (1)).O R . ( R A D I .L E . R A D I N ) ) THEN 
APHI(LP) = A E D G E (1)
APERP(LP) = AAP 
RADP(LP) = RADIN 
VF(LP) = VNF 
PK (LP) = TNK 
TIP = 0.0 
SIE(LP) = SIEFF 
LP = LP + 1 
APHI(LP) = A E D G E (2)
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2200
2300
2400
2500
2600
APERP(LP) = AAP + PI 
RADP(LP) = RADIN 
VF(LP) = VNF 
PK(LP) = TNK 
TIP = 0.0 
SIE(LP) = SIEFF 
LP = LP + 1 
PHI = PHI + PHII N C  
IF ( PHI . GT . PHIFI ) THEN 
LP = LP - 1 
GO TO 2900
ELSE 
END IF
IF ( PHI . LE . A E D G E (2) ) GO TO 2200
CALL A N G T A N ( P H I , S I E F F , A N O R M , P H I  INC,ISTP)
IF ( ISTP . EQ . 0 ) GO TO 2200
CALL R A D I U S ( T I P , A N O R M , P H I , S I E F F , R A D I , I S T P )
IF ( ISTP . EQ . 0 ) GO TO 2200
TIP = 0.0
SIE(LP) = SIEFF
GO TO 2300
ELSE
TIP = 0.0 
SIE(LP) = SIEFF 
GO TO 2700 
END IF
ELSE 
END IF
IF ( RADI . GT . RADIN ) GO TO 2700
PHI = PHI + PHII N C  
IF ( PHI . GT . PHIFI ) THEN
LP = LP - 1 
GO TO 2900
ELSE 
END IF
CALL A N G T A N ( P H I , S I E F F , A N O R M , P H I  INC,ISTP)
IF ( ISTP . EQ . 0 ) GO TO 2400
CALL R A D I U S ( T I P , A N O R M , P H I , S : E F F , R A D I , I S T P )
IF ( ISTP . EQ . 0 ) GO TO 2400 
GO TO 2300
END IF
ELSE 
END IF
IF ( RADI . GT . R A D I N  ) GO TO 2700 
PHI = PHI + P H I I N C  
IF ( PHI . GT . PHIFI ) THEN 
LP = LP - i 
GO TO 2900
ELSE 
END IF
CALL A N G T A N ( P H I , S I E F F , A N O R M , P H I  INC,ISTP)
IF ( ISTP . EQ . 0 ) GO TO 2600
CALL R A D I U S ( T I P , A N O R M , P H I , S I E F F , R A D I , I S T P )
IF ( ISTP . EQ . 0 ) GO TO 2600
179
BO TO 2500
ELSE 
END IF
C THIS IS THE END OF THE NECK CALCUL ATION.
C THE NEXT S E C T I O N  FINDS THE RADII OF THE FERMI S U R F A C E  AND THE +/-
C E N E R G Y  S U R F A C E S  USING S U B R O U T I N E  KSOLVE.
C******##********#*#****#*ft*********************************************
2700 DO 2B00 ISEL = 1,3
CALL K S O L V E (P H I , S I E F F , I S E L , A K , I S T P )
IF < ISTP . EQ . 0 ) THEN
IF (( ISEL . EQ . 2 ) . OR . ( ISEL . EQ . 3 )) THEN
PHI * PHI + PHIINC 
GO TO 1000
ELSE
GO TO 2000 
END IF
ELSE 
END IF
TKS(ISEL) = AK 
2800 C O N T I N U E
APERP( LP) = ANORM
A N G D  = DABS < A N O R M  - PHI )
C DSEPP IS THE D I F F E R E N C E  IN THE FERMI AND + S U R F A C E S  IN THE K D I R E C T I O N  
D S E P P  = T K S (2) - TKS<1)
C D S E P M  IS THE D I F F E R E N C E  IN THE FERMI AND - S U R F A C E S  IN THE K D I R E C T I O N 
D S E P M  = T K S <1) - T K S (3>
C DELK IS THE S E P E R A T I O N  B E T W E E N  THE S U R F A C E S  IN THE N O R M A L  DIRECTION.
C C A L C U L A T I N G  DELK = ( D S E P P + D S E P M ) * D C O S (ANGD) IS ONLY A P P R OX IMATE. FOR 
C LARGE V A L U E S  OF ANGD AND FOR LARGE R E L A T I V E  C U R V A T U R E S  THEY MAY BE 
C W R O N G  BY C O N S I D E R A B L E  AMOUNTS. S U B R O U T I N E  C O R R E C T  DOES AN ITERATIVE 
C C A L C U L A T I O N  TO FIND THE E XACT VALU E S  THIS IS SLOW AND HAS NOT PROV E N  
C N E C E S S A R Y  IN SILVER.
ADEL = DSEPP * DC05(ANGD)
K S E L  = 2 
DELKP = ADEL
ADEL = DSEPM * DCOS(ANGD)
KSEL = 3 
D E L K M  = ADEL
C DELK IS THE C O R R E C T E D  S E P E R A T I O N  B E T W E E N  THE + AND - SURFACES.
D E L K  = D E L K P  + D E L K M 
C THE FERMI V E L O C I T Y  IS THEN V M U L * F K S * V S / D E L K  WHERE FKS AND VS ARE THE
C FREE E L E C T R O N  FERMI R A D I U S  AND VELOCITY.
VF(LP) = VMUL * FKS * VS / DELK 
APERP( LP) = A N O R M  
APHI(LP) = PHI 
PK(LP) = T K S (1)
RADP(LP) = RADI 
PDD = DABS ( PHI - PHIFI )
IF ((PHI . LT . PHIFI). AND .(PDD . GT . l.D-04)) THEN
PHI = PHI + P H I I N C
LP = LP + 1 
GO TO 1000
ELSE
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END IF
C * * # * a # # * # # * # # * # # # * # # # # # # # # # # # # # * # # # # # * # * # * # # # # * # # * # # * # * # * # # # # * # # # # # * * # #  
C NOW WE C A L C U L A T E  THE V E L O C I T Y  FROM THE P O L Y N I M I A L  FIT IF DESIRED.
C THE L06IC B E L O W  MUST BE M O D I F I E D  TO ADD (111) S Y M M E T R Y  IF A P O L Y N O M I A L  
C FIT IS TO BE USED IN THE (111) SAMPLE PLANE.)
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
2900 IF ( MFIT . NE . 1 ) THEN 
DO 3000 IIP = 1,LP 
IF ( IORI . EQ . 2 ) THEN
IF ( APHI(IIP) . LT . 0 . DO ) THEN 
SAPP = - APHI(IIP)
ELSE
IF ( APHI(IIP) . LE . P I 2 ) THEN 
SAPP = APHI(IIP)
ELSE
IF ( APHI(IIP) . LE . PI ) THEN 
SAPP = PI - APHI(IIP)
ELSE
SAPP = APHI (IIP) - PI 
END IF 
END IF 
END IF 
ELSE
IF ( APHI(IIP) . LT . 0 . DO ) THEN 
SAPP = -APHI(IIP)
ELSE
IF (APHI(IIP) . LE . PI4) THEN 
SAPP = APHI(IIP)
ELSE
IF(APHI(IIP) . LE . PI2) THEN 
SAPP = PI2 - APHI(IIP)
ELSE
IF(APHI(IIP) . LE . PI34) THEN 
SAPP = APHI(IIP) - PI2 
ELSE
IF(APHI(IIP) . LE . PI) THEN 
SAPP = PI - APHI(IIP)
ELSE
SAPP = APHI(IIP) - PI 
END IF 
END IF 
END IF 
END IF 
END IF
END IF
IF (SAPP . LT .
AA1 = 0.0
AA2 = 0.0
AA3 = 0.0
AA4 = 0.0
AA5 = 0.0
ELSE
AA1 = SAPP
AA2 = SA P P## 2
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AA3 = S A P P # * 3  
AA4 = S A P P # * 4  
AA5 = S A P P * * 5  
END IF
IF < IORI . EQ . 1 ) THEN
VSF(IIP) = S A P (1) + S A P (2)*AA1 + S A P ( 3 ) * A A 2  + S A P ( 4 ) * A A 3 +
* S A P (5) * AA4 + S A P (6) # AA5 
ELSE
IF ( SAPP . LT . A E D G E (1) ) THEN
VSF(IIP) = S A P (I )+ S A P (2)# A A 1 + S A P (3)# A A 2 + S A P (4)#AA3+
* S A P ( 5 ) # A A 4 + S A P ( 6 ) * A A 5  
ELSE
EDIF1 ■ DABS ( SAPP - AEDSE(l) )
ED I F 2  = DABS ( SAPP - A E D G E (2) )
IF ( (EDIF1 .LT. 1.D - 0 6 ) .O R . ( E D I F 2  .LT. l.D-06)) THEN 
VSF(IIP) = VNECK 
ELSE
VSF(IIP) = SBP(l) + S B P (2)* A A 1 + S B P ( 3 ) * A A 2  +
* S B P (4) *AA3 + S B P (5) * AA4 + SBP<6) * AA5 
END IF
END IF 
END IF 
3000 C O N T I N U E
ELSE 
END IF 
WRITE (6,50)
IF ( IPHIS . EQ . 1 ) THEN 
IF ( MFIT . EQ . 1 ) THEN 
WRITE (6,160)
ELSE
W R I T E (6,170)
END IF
W RITE (6,50)
ELSE 
END IF
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C THE F O L L O W I N G  S E C T I O N  O U T P U T S  A T A B L E  OF PHI, VF, P E R P D  (NORMAL 
C DIRECT ION), TIPD (TIP ANGLE OF NORMAL), S IEFD (SI VALUE OF KZ=0 
C LOCATI ON), RADP (RADIUS OF CURVA T U R E ) ,  AND FEUK (FERMI R A D I U S  VECTOR 
C IN (FEU). IF AN E X P E R I M E N T A L  FIT IS DONE THE V E L O C I T Y  C A L C U L A T E D  
C FR O M  THE FIT IS L I S T E D  AND THE TIP ANGLE, N O R M A L  D I R E C T I O N  AND SI 
C VALUE ARE DROPPED. ALL ANGL E S  ARE IN DEGR E E S  AND V E L O C I T I E S . A R E  IN FEU 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
C FEUK IS K IN FREE E L E C T R O N  UNITS.
DO 4000 MP = I ,LP 
IF ( IPHIS . NE . 0 ) THEN 
FEUK = PK(MP) / FKS 
C PHID IS THE A N G L E  IN DEGREES.
PH I D  = APHI(MP) / CONV 
PE R P D  = APERP(MP) / CONV 
TIPD = TTIP(MP) / CONV 
SI E F D  = SIE(MP) / CONV 
C VVS AND VSFEU ARE THE C A L C U L A T E D  V E L O C I T I E S  IN FEU.
VVS = VF(MP) / VS
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V SFEU = VSF(MP) / VS 
IF ( MFIT . ED . 1 ) THEN
W R I T E (6,180) P H I D , P E R P D , S I E F D , V V S , F E U K , R A D P ( M P ) , T I P D  
ELSE
W R I T E (6,190) P H I D , V V S , V S F E U , F E U K , R A D P ( M P )
END IF
ELSE 
END IF
IF ( MFIT . EQ . 1 ) THEN 
C RESL IS THE VALUE OF H < 1 , 2) AT AN6LE PHI USING VF.
RESL(MP) = RCON # D S Q R T ( 2 . D O * R A D P ( M P ) /(V F ( M P ) **3)) 
RESL(MP) = R E S L ( M P ) /D C O S (T T I P (M P )>
ELSE
C RESL IS THE V A L U E  OF H ( l , 2) AT A N G L E  PHI USING VSF.
RESL(MP) = RC O N  * D S Q R T ( 2 . D O * R A D P ( M P ) / (VSF ( M P ) *#3)) 
RESL(MP) = R E S L ( M P ) / D C O S ( T T I P ( M P ) )
END IF 
4000 C O N T I N U E  
C THE R E S O N A N C E  V A L U E S  ARE NOT C A L C U L A T E D  IF ONLY THE LISTS ABOVE 
C BE GENERATED.
IF ( IPH IS . EQ . 2 ) GO TO 8000
C THE NEXT S E C T I O N  C A L C U L A T E S  R E S O N A N C E  VALUES USING A FIXED V ALUE OF 
C THE S C A L I N G  P A R A M E T E R  R F A C T  = 0.435.
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
RINIT = THETAI # CONV
ISTEPS = INT ( ( T H E T A F  - THETAI ) / T H E T A N  ) + 1 
WRITE (6,50)
WRITE (6,200) ISTEPS 
RINC = T H ETAN * CONV 
RH = R I N I T  - RINC
C THE F O L L O W I N G  LOOP V A R I E S  H IN STEPS EQUAL TO THE A S S I G N E D  INCREMENT.
DO 7000 IR = 1 , ISTEPS 
C RH IS THE A N G L E  B E T W E E N  H AND THE KY AXIS 
RH = RH + RINC 
THTA = RH / CONV 
W RITE (6,50)
W RITE (6,210) T H T A , O R I , M E T A L  
W R I T E  (6,150) N A M E K , N A M E V  
WRITE (6,220) TYPEF 
W R I T E  (6,50)
IF ( IHSEL . EQ . 1 ) THEN 
WRITE (6,230)
WRITE (6,50)
ELSE 
END IF
C R N O R M  IS THE ANGLE B E T W E E N  THE N O R M A L  TO H AND THE KX AXIS 
RN O R M  = RH
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C NEXT O P E R A T I O N  IS TO S E A R C H  FOR E X T R E M A L  V A L U E S  OF THE R E SONA NCE  
C PARAMETER.
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
DO 4200 ICL = 1 ,LP+2 
XPLT(ICL) = 0.0
183
Y P L T U C L )  = 0.0 
4200 C O N T I N U E
DO 5000 IS - I , LP
A N Q R M  = APERP(IS)
C ADIFF IS THE A NGLE B E T W E E N  THE N O R M A L  TO THE M A G N E T I C  FIELD AND THE 
C N O R M A L  TO THE S U R F A C E
A DIFF = DABS ( A NORM - R NORM )
RD = DCOS (ADIFF) # l.DOB 
RES(IS) = R E S L (IS) / DABS ( RD)
C THE PAIR (PHI,RES) WILL BE S A V E D  FOR P L O T T I N G  (PHI IN DEGREES)
XPLT(IS) = S N G L ( A PHI(IS) / CONV)
YPLT(IS) = S N G L ( R E S (I S ) )
RESLM = 10 0 . DO
IF ( R E S (IS) .GT. R ESLM ) YPLT(IS) = RESLM
5 0 0 0  C O N T I N U E
IF ( IHSEL . EQ . 1 ) THEN
W R I T E  (6,240) <X P L T (I W ) ,R E S (I W ) ,IW = 1,LP)
ELSE
C O N T I N U E  
END IF
IF ( IPLOT . EQ . 1 ) THEN 
CALL P L T C U R ( X P L T , Y P L T , L P )
ELSE 
END IF
C FIND THE MAX AND MIN V A LUES OF H (1-2)
NM=LP-1
DO 6000 1= 2 , NM 
I M = I - 1 
IP=I+1
APHII = A P H I (I ) / CONV 
A P H I P  = APHI(IP) /CONV 
IF ( IORI . EQ . 2 ) THEN
IF (( APHII .LT. 7 5 . DO). OR .( APHII . G T . 1 0 5 . D 0  )) THEN 
RESMN = RES <I )
RESMX = RES (I ) * .4 2 9 D 0  / .435D0 
ELSE
R ESMN = R E S (I ) * .428D0 / .435D0 
RESMX = RES(I) # .408D0 / .435D0 
END IF 
ELSE
R E S M N  = R E S (I )
RESMX = R E S (I ) * .4 29D0 / .435D0 
END IF
I F ( RES (I ) . LT . RES(IM) ) THEN 
IF ( R E S (I ) . LT . RES(IP) ) THEN 
W R I T E (6,250) R E S M N , A P H I I
ELSE
I F ( ( R E S (I ) . EQ . R E S (I P ) ). AND .
* (RES(IP) . GT . 0 . D O ) ) THEN
XPT = ( APHII + APHIP ) / 2 . DO 
W R I T E (6,250) RESMN , XPT
ELSE 
END IF 
END IF
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ELSE
I F ( R E S (I ) . GT . RES(IM) ) THEN 
IF < R E S (I ) . GT . RES(IP) ) THEN 
W R I T E (6,260) R E S M X , A P H I I
ELSE
IF ( ( R E S (I ) . EQ . R E S (I P ) ). AND .
* (RES(IP) . LT . RESLM)) THEN
XPT = ( APHII + A P H I P  ) / 2 . DO 
WR I T E  ( 6 , 2 6 0  ) R ESMX , XPT
ELSE 
END IF 
END IF 
ELSE 
END IF 
END IF 
6000 C O N T I N U E
7000 C O N T I N U E 
8000 C O N T I N U E  
21 F O R M A T ( D 2 0 . 8)
40 F O R M A T  (A60)
45 F O R M A T ( 3 X , ' S A MPLE N O R M A L  IN THE ',A5,' D I R ECT ION.')
50 F O R M A T  (IX,/)
51 F O RMAT ( 3 X , ' E X P E R I M E N T A L  NECK V E L O C I T Y  (CM/SEC) = *,F8.5)
52 F 0 R M A T ( 3 X , ' C O E F F I C I E N T S  FOR F IRST FIT')
53 F O R M A T ( 6 ( 3 X , D 1 5 . 6))
54 F 0 R M A T ( 3 X , ' C O E F F I C I E N T S  FOR S E C O N D  FIT')
55 F O R M A T ( 6 ( 3 X , D 1 5 . 6 ) )
60 F O R M A T  ( 3 X , 'I P A S S ', 3 X , ' I K S E L ' , 3 X , 'I V S E L ',4 X , ' M F I T ',4 X ,'I O R I ') 
70 F O R M A T  ( 5 < 6 X , 12),5 X ,13)
80 FORM A T  ( 3 X , 'I P H I S ',3 X ,'I H S E L ',3 X , 'IPLOT')
90 F O R M A T  (3(6X,I2))
100 FORM A T  (3X, 'RANGES AND I N C R E M E N T S  FOR PHI AND THETA')
110 F O R M A T  < 6 X , 'PHI I N ', 5 X , ' P H I F I ', 5 X , ' P H I I N C ' , 4 X , ' T H E T A I ',4X, 
* ' T H E T A F ' , 4 X ,  'THETAN')
120 F O R M A T  (6F10.4)
130 FORM A T  (1X,6F10.4)
150 F 0 R M A T ( 3 X , ' C A L C U L A T I O N S  USED THE ',A9,' FIT FOR K AND ',
* ' T H E  ', A 9 , ' FIT FOR VF')
160 F 0 R M A T ( 3 X , ' P H I  ( D E G ) ’,3 X , ' N O R M A L ’,4 X ,'SI (DEG)',5X,
*'VF (FEU) ' , 7 X , 'K ( F E U ) ',BX,'R.O.C. (1/A) ' , 3 X , 'TIP (DEG)')
170 F 0 R M A T ( 3 X , ' P H I  ( D E G ) ', 6 X ,'VF ( F E U ) ',5 X ,'VF ( F I T ) ‘,6X,
#'K ( F E U ) ',5X,'R.O.C. ( 1 / A ) ')
180 F O R M A T ( 3 ( 4 X ,F 6 . 2 ) , 7 X , F 8 . 5 , 3 ( 5 X , F 1 0 . 5)>
190 F O R M A T ( 4 X , F 6 . 2 , 2 ( 7 X , F 8 . 5 ) , 2 ( 5 X , F 8 . 5 ) )
200 FORM A T  ( 3 X , 1 2 , ' STEPS IN THE T H E T A  LOOP')
210 F O R M A T  (3X,'H AT AN A NGLE OF ',F6.2,' D E G R E E S  F R O M  THE KY'
* , 1 X ,A 5 , ' AXIS OF ',A 6 ,'■')
220 F O R M A T  ( 3 X , ' <K/VF**3) F O U N D  FROM ',A12,' V E L O C I T I E S . ' )
230 FORM A T  ( 4 ( 5 X , 'PHI ( D E G R E E S ) ',3X , ' H (1-2)'))
240 F O R M A T ( 4 ( 7 X , F 6 . 2 , 5 X , D 1 0 . 5 ) )
250 F 0 R M A T ( 3 X , ' M I N  H ( 1 - 2 ) = ' , D I O . 5 , 5 X ,'AT P HI=', F6.2)
260 F 0 R M A T ( 3 X , ' M A X  H ( 1 - 2 ) = ' , D 1 0 . 5 , 5 X ,'AT P HI=', F6.2)
STOP
END
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S U B R O U T I N E S  USED WITH P R O G R A M S  ‘S E A R C H ’ AND ’ V G E N '. 
########*##########*#####*#####**#####*#########*#*#################*#
C
C
S U B R O U T I N E  K S O L V E ( P H I , S I ,ISEL,AK,ISTP)
c
C S U B R O U T I N E  K S O L V E  F I N D S  THE R A D I U S  (K) OF THE FERMI SURF A C E  IN A 
C G I V E N  D I R E C T I O N  BY AN ITE R A T I V E  METHOD. THE V ALUE OF ISEL S E L ECT S 
C THE FERMI S U R F A C E  (ISEL=1), THE + E N E R G Y  S U R FAC E <ISEL=2) OR THE - 
C E N E R G Y  S U R F A C E  (ISEL=3).
C
C THE HALSE E Q U A T I O N  HAS THE FORM COOO = F ( K ) . WE GUESS AN INITIAL K AND 
C S O L V E  FOR F IN THE S U B R O U T I N E  COAG. WE ALSO FIND F < K + . 0 1 ) , F ( K - . 01)
C AND USE THESE TO FIND DF/DK. THIS GIVES A C O R R E C T I O N  TO THE INITIAL 
C V A L U E  OF K EQUAL TO C O O O - F < K ) / ( D F / D K ) . WE C O R R E C T  K BY THIS AMOUNT 
C AND START THE P R O C E S S  OVER, ITE R A T I N G  U N T I L  IT C0NVER 6ES.
C
C IN THE A R G U M E N T  OF THE SUBRO U T I N E ,  SI IS THE ANGLE THAT THE VECTOR 
C M A K E S  WI T H  THE SZ AXIS AND PHI IS THE ANGLE B E T W E E N  THE 
C P R O J E C T I O N  OF THE V E CTOR INTO THE SX-SY PLANE AND THE SX AXIS.
C
C S X ,S Y , AND SZ D E FINE THE S A M P L E  C O O R D I N A T E  SYSTEM. THE C O M P O N E N T S  OF 
C K ARE C A L C U L A T E D  IN THIS S Y S T E M  AND THEN T R A N S F O R M E D  INTO THE C R Y STA L 
C S Y S T E M  FOR USE IN S U B R O U T I N E  COAG.
C
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
I MPLIC IT R E A L * 8  <A-H,0-Z)
REAL*8 C O O O ( 3 ) , C 2 0 0 ( 3 ) , C 2 1 1 ( 3 ) , C 2 2 0 ( 3 ) , C 3 1 0 (3),C 2 2 2 (3),
# C 3 2 1 (3)
C O M M O N  / V A L U E S / A C E L . F K S , P I , D M I K , D M I A , D M I R / C O E F F / C O O O ,
* C 2 0 0 , C 2 1 1,C 2 2 0 VC 3 10,C 2 2 2 , C 3 2 1 / D E G R A D / C O N V  
C TK IS THE INITIAL G UESS OF THE FERMI RADI U S  IN FREE E L E C T R O N  UNITS 
TK = FKS
C DTK IS THE RANGE FOR T A K I N G  THE D E R I V A T I V E  OF THE R I G H T  SIDE OF 
C THE HALSE E Q U A T I O N  WITH R E S P E C T  TO R A D I U S 
DTK = l.D-02 
CPSI = D C O S ( S I )
SPSI = DSIN(SI)
CPHI = D C O S ( P H I )
SPHI = DSIN(PHI)
C X K ,YK AND ZK ARE THE K X , K Y  AND KZ C O M P O N E N T S  OF K 
C THE NEXT S E Q U E N C E  C A L C U L A T E S  V A L U E S  OF F(K) FOR THE G U E S S E D  RADIUS
C (TK) AND FOR V A L U E S  DTK G R E A T E R  AND LESS.
ICOUN = 1 
10 ZK = TK # CPSI
YK = TK * SPSI * SPHI
XK = TK # SPSI * CPHI
C TO USE THE H A L S E  E Q UATI ON, WE MUST T R A N S F O R M  INTO C R Y S T A L  COORDI NATES. 
C
CALL R 0 T C ( X K , Y K , Z K , X K 1 , Y K 1 , Z K 1 )
CO = C O A G ( X K 1 , Y K 1 , Z K 1 , ISEL)
TK1 = TK + DTK 
ZKS = TK1 * CPSI
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YKS = T K 1 * SPSI * SPHI
XKS » TK1 * SPSI * CPHI
CALL R 0 T C ( X K S , Y K S , Z K S , X K 1 , Y K 1 , Z K 1 >
Cl = C O A S (X K 1,Y K 1 ,Z K 1 , ISEL)
TK2 = TK - DTK 
ZKS = TK2 * CPSI
YKS ■ TK2 * SPSI « SPHI
XKS = TK2 # SPSI * CPHI
CALL R O T C ( X K S , Y K S , Z K S , X K 1 ,Y K 1 ,Z K 1 )
C2 = C O A G (X K 1,Y K 1 , Z K 1 , ISEL)
C SLP IS THE D E R I V A T I V E  OF F(K) W.R.T. K (DF(K)/DK).
SLP = < Cl - C2 ) / ( 2 . DO * DTK )
C ACTK IS THE C O R R E C T I O N  TO TK.
ACTK = ( COOO(ISEL) - CO ) / SLP
C NOW WE WILL C H E C K  THIS FOR C O N V ER GENCE. IF THE C O R R E C T I O N  TO 
C TK IS LESS THAN A SET V A L U E  OF DMIN <SET ABOVE) THEN WE WILL 
C TAKE THE C U R R E N T  VALUE OF TK TO BE THE R A D I U S  (AK).
CTK = DABS(ACTK)
IF (CTK.BT.DMIK) THEN 
ICOUN = ICOUN + 1 
IF (ICOUN . GT . 10) THEN 
AK = TK
PHID = PHI / CONV 
C DEBUG OUTPUT. U N C O M M E N T  IF NEEDED.
C WRITE (6,20) I C O U N , P H I D
C20 F 0 R M A T ( 3 X , ' I C O U N  = ’,12,' IN K S O L V E  A T ,',F 6.2,' DEGREES.')
ISTP = 0 
R E T U R N
ELSE
TK = TK + ACTK 
GO TO 10 
END IF
ELSE
AK = TK 
END IF 
ISTP = 1 
RETU R N  
END
C
C
F U N C T I O N  C 0 A 6 ( X K , Y K , Z K , I )
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C F U N C T I O N  CO A G  C A L C U L A T E S  V A L U E S  OF THE R IGHT SIDE OF THE H ALSE 
C E Q U A T I O N  TO USE IN G E N E R A T I N G  AN I T E RAT IVE S O L U T I O N  TO THE VALUE 
C OF K IN A P A R T I C U L A R  D I R E C T I O N
IMPLICIT R E AL*8 (A - H ,0 - Z )
R E A L # 8  C O O O ( 3 ) , C 2 0 0 ( 3 ) , C 2 U ( 3 ) , C 2 Z 0 ( 3 ) , C 3 1 0 < 3 ) ,C 2 2 2 (3),
* C 3 2 1 (3)
C O M M O N  / C 0 E F F / C 0 0 0 , C 2 0 0 , C 2 1 1 , C 2 2 0 , C 3 1 0 , C 2 2 2 , C 3 2 1 / V A L U E S /  
* A C E L , F K S , P I ,D MIK,D MI A,DM IR 
ARGX = ACEL * XK 
ARGY = ACEL * YK 
AR6Z = ACEL * ZK
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AX = DCOS (ARGX / 2 . DO)
BX = DCOS ( A R 6 X )
CX = DCOS (3.DO * ARGX / 2 . DO)
AY = DCOS (ARGY / 2 . DO)
BY = DCOS (ARGY)
CY = DCOS (3.DO # ARGY / 2 . DO)
AZ o DCOS (ARGZ / 2 . DO)
BZ = DCOS (ARGZ)
CZ = DCOS <3.DO * ARGZ / 2 . DO)
COAG-:C200< I ) # ( 3 . DO-BZ-BY-■ B X ) + C 2 1 1 ( I ) # ( - A X * A Z # B Y - A X * A Y # B Z -
. A Z * A Y * B X + 3 . D O ) + C 2 2 0 (I ) * < 3 . D O - B Z * B Y - B Z * B X - B Y * B X )+ C 3 1 0 (I )*(
. - A X * C Z - A X # C Y - A Z * C Y - A Z * C X - A Y # C Z - A Y * C X + 6 . D 0 ) + C 3 2 1 < I ) * ( - A X *
. C Z * B Y - A X * C Y * B Z - A Z * C Y * B X - A Z * C X * B Y - A Y * C Z * B X - A Y * C X * B Z + 6 . D 0 ) +
. C 2 2 2 ( I ) # U . D 0 - B Z * B Y * B X ) - A X * A Z - A X * A Y - A Z # A Y + 3 . D 0  
RETU R N 
END
C
C
S U B R O U T I N E  R O T C ( X ,Y ,Z ,X 1,Y 1 ,Z 1)
C THIS S U B R O U T I N E  T R A N S F O R M S  B E T W E E N  THE S A MPLE AND C R Y S T A L  C O O R D I N A T E  
C SYSTEMS.
««***«*
I MPLIC IT R E A L * 8  (A-H,0-Z)
C O MMON IORI 
SQ2 = D S Q R T (2.DO)
SQ3 = D S Q R T (3.DO)
S2 = SQ2 / 2 . DO 
CAB = 1.D0/S Q3 
CA = S Q 2 / S Q 3
IF ( IORI . EQ . 1 ) THEN 
XI = X 
Y1 = Y 
Z1 = Z 
R E T U R N
ELSE
IF ( IORI . EQ . 2 ) THEN 
XI = X
Yi = S2 # Y - S2 * Z
Z1 = S2 * Y + S2 # Z
ELSE
XI = - S2 * CAB * X + S2 * Y + CAB * Z
Yl = - S2 * CAB * X - S2 * Y + CAB # Z
Z1 = CA # X + CAB * Z 
END IF 
R ETU R N  
END IF 
END
C
C
S U B R O U T I N E  A N G T A N ( P H I I N , S I ,A N 6 T N , P H I I N C ,ISTP)
C S U B R O U T I N E  F I N D S  THE D I R E C T I O N  OF THE NORMAL TO 
C THE FERMI S U R F A C E  BY AN I T E RAT IVE G E O M E T R I C  METHOD.
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C ANY VALUE OF PHI IN B E T W E E N  0 AND 2*PI IS ALLOWED.
IMPLICIT R E A L * 8  (A - H , O - Z )
RE AL*8 A K ( 2 ) , P H I (3),P R O J ( 2 ) ,PP(2)
COMMON / V A L U E S / A C E L , F K S , P I , D M I K , D M I A , D M I R  
PI2 = PI / 2 . DO 
PHI (1) = PHI IN
C ASEP IS THE INITIAL A N G U L A R  S E P E R A T I O N  OF THE V E C T O R S  USED TO 
C FIND THE TANGENT.
IF ( PHI INC . LT . l.D-02) THEN 
ASEP = PHI INC
ELSE
ASEP = l.D-02 
END IF
C ISEL IS SET EQUAL TO 1 TO SELE C T  THE FERMI SURFAC E IN KSOLVE.
ISEL = 1
C WE WILL USE P H I (1) AS A 6UES5 FOR THE D I R E C T I O N  OF THE NORMAL. 
ADIR = PHI (1)
C NOW WE STEP PHI BY + AND - ASEP AND A 6AIN FIND K V E C T O R S  IN THESE 
C D I R E C T I O N S  (AK(1) AND AK(2)).
ICOUN = 1 
10 P H I (2) = PHI (1) + ASEP
CALL K S O L V E ( P H I (2),S I ,I S E L ,A K ( 1 ) ,ISTP)
IF ( ISTP . EQ . 0 ) RETU R N
P H I (3) = P H I (1) - ASEP
CALL K S O L V E ( P H I ( 3 ) , S I ,I S E L , A K (2),ISTP)
IF ( ISTP . EQ . 0 ) RETU R N  
DO 20 K = 1 ,2
PROJ(K) = AK(K) * DCOS(A SEP) # DCOS(PHIIN)
PP(K) = AK(K) * DSIN(ASEP)
20 C O N T I N U E
XPM = P R O J (1) - P R O J (2)
YPM = PP(1) + P P (2)
SANG = D A TAN2 (XPM , YPM)
A N G T N  = PHI IN - SANG 
ACON = D A B S ( A N G T N  - ADIR)
IF (ACON .GT. DMIA) THEN 
ADIR = A NGTN 
ASEP = 2 . D 0 * A S E P  / 3 . DO 
IF ( ICOUN . GT . 15 ) THEN 
ISTP = 0 
N R I T E (6,22)
22 F 0 R M A T ( 3 X , ' C O U N T  L I M I T  E X C E E D E D  IN ANGTAN')
R E TURN
ELSE
ICOUN = ICOUN + 1 
60 TO 10 
END IF
ELSE 
END IF 
ISTP = 1 
RETU R N  
END
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C
C
S U B R O U T I N E  RADI U S ( T I P , A N G T N , P H I , S I I , R A D I ,ISTP)
C # * * * * * * * * * * * # * * * # * * * * * * * * * * * * * # # * # # # * * * * # * * # * # * * * # * * # # * * * * # * # * # * * # * * * *  
C THIS S U B R O U T I N E  C A L C U L A T E S  THE R A D I U S  OF C U R V A T U R E  OF THE FERMI 
C S U R F A C E  IN A PLANE N O R M A L  TO THE S A M P L E  P LANE AND C O N T A I N I N G  K.
C
C THIS S U B R O U T I N E  HAS SOME C O R R E C T I O N S  FOR C A L C U L A T I N G  THE RADI U S  
C IN A P L A N E  NORM A L  TO THE FERMI SURFACE.
C
C THIS V E R S I O N  HAS C O R R E C T I O N S  FOR N 0 N - V Z = 0  PLANES SUCH AS (111)
C
C f t * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
IMPLIC IT REAL * 8  <A-H,0-Z)
REAL * B  A K ( 3 ) , C P S I ( 3 ) , S P S I ( 3 ) , P P ( 3 ) ,
* P R Q J ( 3 ) , P R 0 J R ( 3 ) ,S E P T (2)
C O M M O N  /V A L U E S / A C E L , F K S , P I ,DM IK,DMI A,DMIR 
C SEPI IS THE INITIAL S E P E R A T I O N  OF THE TEST V E C T O R  ABOVE 
C THE E F F E C T I V E  POINT.
SEPI = 1.0D-02
C ISEL IS SET EQUAL TO 1 TO C H OOSE THE FERMI S U R F A C E  IN KSOLVE.
ISEL = 1 
PI2 = P I / 2 . D O
C A N G T N  IS THE ANGLE OF THE NORM A L  FROM S U B R O U T I N E  A N G T A N  
ANGA = DABS(PHI - ANGTN)
C WRITE (6,100) ANGA 
C1 0 0  F 0 R M A T ( 3 X , ' A N G A  ',F9.6)
CANGA = DCOS(ANGA)
A BTIP = DABS ( TIP )
CATIP = DCOS(ABTIP)
CALL K S O L V E ( P H  I,SI I , I S E L , A K (1),ISTP)
IF ( ISTP . EQ . 0 ) R E T U R N  
P R O J (1) = A K (1)
PROJR(l) = A K (1) * CANGA
PP(1) = 0.0
SPSI (1) = DSIN(SII)
CPSI (1) = DCOS(SII)
C WE WILL USE THE VALUE OF A K (1) AS AN INITIAL GUESS FOR THE RADI U S  
C OF CURVAT URE.
RADG = PROJR(l)
ICOUN = 1 
10 S E P T (1) = -SEPI
S E P T (2) = SEPI 
DO 20 1=2,3
SI = SII + SEPT(I-l)
S P S I (I ) = DSIN(SI)
C P S I (I ) = D C O S ( S I )
CALL K S O L V E ( P H I , S I , I S E L , A K <I > , ISTP)
IF ( ISTP . EQ . 0 ) RETURN  
P R O J (I ) = A K (I ) * DCOS(SEPI)
PP(I) = A K (I ) * DSIN(S EPI)
20 PROJR(I) = PROJ(I) * CANGA
C NOW WE C A L C U L A T E  THE R A D I U S  WITH S I MPLE C O R R E C T I O N S  (RADI).
BASEP = PROJR(l) - P R O J R (2)
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ANGP = DATA N 2  ( B A S E P , P P ( 2 ) )
B ASEM = P R O J R (3) - PROJR(l)
ANGM * DATA N 2  ( B A S E M , P P (3))
RANG = D A B S ( A N G P  - ANGM)
CH02 = A K (2)##2 + A K ( 3 ) # # 2 - ( 2 . D O # A K (2)* A K (3)# D C O S (2.D O # S E P I )) 
CHO = DSQRT( CH02)
RADI = CHO / (2.DO * DSIN (RANG))
DELR = D A B S ( R A D G  - RADI)
C WRITE (6,104) R A D G , R A D I , D E L R
C104 F O R M A T  (3X,'G UESS ',F9.6,' C O R R E C T E D  ',F9.6,' DIFF ',
C . F10.B)
P DELR = DELR / RADI 
IF (PDELR . GT . DMIR) THEN 
SEPI = 2 . DO * SEPI / 3.0D0 
RADG = RADI
IF ( ICOUN . GT . 10 ) THEN 
ISTP = 0 
RETURN
ELSE
ICOUN = ICOUN +1 
GO TO 10 
END IF
ELSE
R ETU R N  
END IF 
END
C
C
SU B R O U T I N E  S E R C H ( P H I ,S I ,PHI I N C ,A N G T N , T I P , S I E F F ,ISTP)
it* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C TH I S  S U B R O U T I N E  IS USED FOR O R I E N T A T I O N S  W H E R E  THE FERMI S U R F A C E  MAY 
C NOT BE S Y M M E T R I C  ABOUT THE C E N T R A L  P L A N E  (NORMAL TO S A M P L E  S U R F A C E  AND 
C C O N T A I N I N G  THE ZONE CENTER. THE S U B R O U T I N E  F INDS T HOSE P O I N T S  WHICH 
C HAVE KZ = 0 AND THUS CAN C O N T R I B U T E  TO THE S L L R  SIGNAL. 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
IMPLIC IT R E AL*8 <A - H » 0 - Z )
C O M M O N  / V A L U E S / A C E L , F K S , P I ,D M I K , D M  IA,DMIR 
C SI INC IN THE INITIAL TE S T  I N C REM ENT IN SI.
SI INC = l.D-02 
DTEC = DMIA * 2 . DO 
SIF = SI
CALL A N G T A N ( P H I , S I F , A N G T F , P H I  INC,ISTP)
IF ( ISTP . EQ . 0 ) RETU R N  
CALL T I P A (A N G T F , P H I , S I F , T I P F , I S T P )
IF ( ISTP . EQ . 0 ) R E T U R N
DBTPF= DABS ( TIPF )
IF ( DBTPF . LE . DTEC ) THEN 
TIP = TIPF 
SIEFF = SIF
ANGTN = ANGTF
R E T U R N
ELSE 
END IF
SIGF = TIPF / DBTPF
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20 SIS = SIF + SI INC * SISF
CALL A N G T A N ( P H I , S I S ,AN6TS, PHI I N C ,ISTP)
IF ( ISTP . EQ . 0 ) R E T U R N 
CALL T I P A ( A N G T S , P H I , S I S , T I P S , I S T P )
IF ( ISTP . EQ . 0 ) R E T U R N
DBTPS= DABS ( TIPS )
IF ( D B T P S  . LE . DTEC ) THEN 
TIP = TIPS 
SIEFF = SIS
A N G T N  = ANGTS
RE TURN
ELSE 
END IF
SI6S = TIPS / DBTPS 
TST = SIGF # SIGS 
IF ( TST . GT . 0.0 ) THEN 
SIF = SIS 
60 TO 20 
ELSE
IF (SIINC . LE . DMIA) THEN 
ISTP = 0 
RETURN 
ELSE
SI INC = SI INC / 5 . DO 
GO TO 20 
END IF 
END IF 
END
C
C
S U B R O U T I N E  T I P A ( A N G T N ,P H I ,S I ,TIP,ISTP)
C **********************************************************************
C S U B R O U T I N E  FINDS THE D I R E C T I O N  OF THE TIP ANGLE OF THE N O RMAL TO 
C THE FERMI S U R FAC E BY AN I T E RAT IVE G E O M E T R I C  METHOD.
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
IMPLIC IT R E AL*8 (A - H ,0 - Z )
R E AL*8 A K (3),P J (3),P P (3),A I T (3)
C O M M O N  / V A L U E S / A C E L , F K S , P I ,DM IK,DMI A,DM I R  
PI2 = PI / 2 . DO 
A I T (1) = SI
C ASEP IS THE INITIAL A N 6 U L A R  S E P E R A T I O N  OF THE V E C T O R S  USED TO 
C F I N D  THE TANGENT.
ASEP = l.D-01
C ISEL IS SET EQUAL TO 1 TO SELECT THE FERMI S U R FAC E IN KSOLVE.
ISEL = 1
C A NGTN IS THE D I R E C T I O N  OF THE P R O J E C T I O N  OF THE N O RMAL IN THE ROTATI ON 
C PLANE. THIS IS USED TO S HIFT THE C A L C U L A T I O N  HE R E  INTO A PLANE 
C C O N T A I N I N G  THE NORMAL.
ANGA = DABS < PHI - ANGTN)
CANGA = DCOS ( ANGA )
C K S O L V E  IS USED TO FIND THE K ( A K (1)) VECT O R  IN (PHI,SI) D I R E C T I O N  
CALL K S O L V E ( P H I , S I , I S E L , A K ( 1 ) , ISTP)
PJ(1) = A K (1)
PP(1) = 0.0
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IF ( ISTP . EQ . 0 ) R E TURN
C WE WILL USE 0.0 AT PI2 AS A G U E S S  FOR THE TIP A N G L E  OF THE NORMAL.
ADIR = PI2 - SI
C NOW WE STEP SI BY + AND - ASEP AND AGAIN FIND K V E C T O R S  IN THESE
C D I R E C T I O N S  <AK<2) AND AK(3)).
ICOUN = 1 
10 A I T (2) = SI - ASEP
CALL K S O L V E ( P H I , A I T ( 2 ) , I S E L , A K (2),ISTP)
IF ( ISTP . EQ . 0 ) RETU R N 
A I T (3) = SI + ASEP
CALL K S O L V E ( P H I , A I T ( 3 ) , I S E L , A K (3 ) , ISTP)
IF ( ISTP . EQ . 0 ) R E TURN 
DO 20 K = 2 ,3
PJ(K) = AK(K) * DCOS(ASEP)
PP(K) = AK(K) * DSIN(ASEP)
20 C O N T I N U E
TPM = ( P J (3) - P J (2))
ZPM = PP < 2) + P P (3)
TIP = D A TAN2 ( TPM , ZPM ) + ( PI2 - SI )
AC O N  = D A B S ( T I P  - ADIR)
IF (ACON .GT. DMIA) THEN 
ADIR = TIP
ASEP = 2 . DO * ASEP / 3 . DO 
IF ( ICOUN . GT . 15 ) THEN  
ISTP = 0 
WRITE( 6,22)
22 F 0 R M A T ( 3 X , ' C O U N T  L I M I T  E X C E E D E D  IN TIPA ')
RETURN
ELSE
ICOUN = ICOUN + 1 
GO TO 10 
END IF
ELSE 
END IF 
ISTP = 1 
RETURN
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P R O G R A M  'VGEN' (MAIN PROGRAM)
C
C
C (110) PLANE B E T W E E N  (100) AND NECK.
C
C SILVER. M I C R O W A V E  F R E Q U E N C Y  35.54 GHZ.
C
C C H A N G E S  MUST BE E N T E R E D  IN 'METAL' AND AFREQ IF NEEDED.
C
C THIS V E R S I O N  USES ALL G E O M E T R I C  ROUTINES.
C
C THE S U B R O U T I N E S  ARE THE SAME AS THOSE USED IN 'SEARCH'.
C
C THIS IS A P R O G R A M  TO C A L C U L A T E  THE FERMI VF AT P A R T I C U L A R  FERMI 
C S U R F A C E  L O C A T I O N S  FROM GIVEN M A G N E T I C  F I E L D  R E S O N A N C E  V A L U E S  AND 
C T H E I R  A S S O C I A T E D  PHI VALUE. THE PROG R A M  G E N E R A T E S  A TABLE OF ORDERE D
C P A I R S  OF VF AND PHI TO BE USED IN A P O L Y N I M I A L  FIT TO V F ( P H I ) .
C
C DA T A  FOR VGEN ARE O R D E R E D  T R I P L E S  ( H (1-2),P H I V , T H E T A V ) . H (1-2) ARE 
C M E A S U R E D  F I E L D  V A L U E S  OF THE 1-2 T R A N S I T I O N  P E A K S  AND PHIV ARE THE 
C A N G U L A R  L O C A T I O N S  IN THE PLANE WHICH HAVE BEEN D E T E R M I N E D  TO GIVE 
C RI S E  TO T H E S E  T R A N SI TIONS. P H I V  IS M E A S U R E D  FROM THE KX (100) AXIS 
C IN THE S A MPLE C O O R D I N A T E  SYSTEM. T H E T A V  IS THE ANGLE OF THE M A G N E T I C  
C F I E L D  M E A S U R E D  FROM THE KY AXIS IN THE S A MPLE SYSTEM.
C
C THE FOUR T H  C O L U M N  READ IN IS THE S C A L I N G  P A R A M E T E R  P(MN). THIS IS
C (A(M) - A < N ) > **(-3/2), WHERE THE A'S ARE THE ZEROS OF THE AIRY
C FUNCTION. THIS IS A D J U S T E D  TO TAKE INTO A C C OUN T B R 0 A D E N I N 6  EFFECTS,
C AND IS READ IN AS P A R M ( I K ) .
C
C THE P R O GRA M C A L C U L A T E S  THE D I R E C T I O N  OF THE NORM A L  TO THE FERMI 
C S U R F A C E  AND THE R A D I U S  OF C U R V A T U R E  AT EACH V A L U E  OF PHI. T HESE  
C VALUES, A L O N G  WITH H (1-2) AND THETA ARE USED TO FIND A VELOCI TY  
C D I S T R I B U T I O N  AS A F U N C T I O N  OF PHI. THIS D I S T R I B U T I O N ,  ALONG WITH THE
C C O R R E S P O N D I N G  V A L U E S  OF K ARE USED IN C A L C U L A T I N G  THE C O E F F I C I E N T S  OF
C THE F O U R I E R  TRANSFORMS.
C
C THE P R O G R A M  IS SET UP TO O P E R A T E  IN THE Oil OR 100 S A MPLE PLANE 
C
C INPUT IS FROM 'P H G O O A . C O M P . P A  I A ( H I N ) ’.
C O U T P U T  13 TO ‘P H G O O A . C O M P . D A T A ( S A S I N L )  ' AND PRINTER.
C
C D O U B L E  P R E C I S I O N
C # # * # # * * # # # # # # # # * # # # * # # # * # # # * * # # # # * # # # * # # # * # # # # # * # # # # # * # # # # * # # # # # # # # # * * *
c
IMPLIC IT R E AL*8 <A-H,0-Z)
R E AL#8 F I E L D (200),P H I ( 2 00),T H E T A ( 2 00),V F (200),A K (200,3),
* A E D G E (4),A P E R P ( 4 ) , P A R M ( 2 0 0 ) , O P H I ( 2 0 0 ) , C 0 0 0 < 3 ) , C 2 0 0 < 3 ) , C 2 1 1  (3), 
* C 2 2 0 (3),C 3 1 0 ( 3 ) , C 2 2 2 < 3 ) , C 3 2 1 (3)
C O M M O N  / C 0 E F F / C 0 0 0 , C 2 0 0 , C 2 1 1,C 2 2 0 , C 3 10,C 2 2 2 , C 3 2 1 / V A L U E S /  
* A C E L , F K S , P I , D M I K , D M I A , D M I R / / I O R I
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C H A R A C T E R * 9  N A M E K , N A M E l , N A M E 2 , M E T A L * 6 , 0 R I * 5 , D U M P P * 6 0  
PI = 3 . 1 4 1 5 9 2 6 5 3 5 8 9 7 9 3 2 3 8 4 4 0 0  
PI2 = PI / 2 . DO 
THD = 1.DO / 3 . DO
C SI IS THE ANGLE FROM THE SAMPLE NORMAL. SI = PI/2 S I N C E  IT IS A S S UME D 
C THT THE C A L C U L A T I O N S  ARE DONE IN THE C E N T R A L  PLANE.
SI = PI2 
TIP = 0 . DO 
ISEL = 1
READ (8,50) DUMPP 
READ (8,50) DUMPP 
METAL = 'SILVER'
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C AFREQ IS THE M I C R O W A V E  F R E Q U E N C Y  (l/SEC)
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
A FREQ = 35.5 4 D 0 9
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
C ACEL IS THE L A T T I C E  P A R A M E T E R  A IN A N G S T R O M S
C * * * * * * * * * * * * * * * * * * * * * * * * * f t * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
ACEL = 4 . 0 6 9 20D 0
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
C FKS IS THE FREE E L E C T R O N  FERMI R A D I U S  K ( S ) = 1 . 20684
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
FKS = 1.2068 4 D 0
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
C VS IS THE FREE E L E C T R O N  FERMI V E L O C I T Y
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
VS = I .39708D 0
c * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
C THE C O N V E R G E N C E  V A LUES ARE DMIK (FOR K V E C T O R S ) , DMIA (FOR 
C ANGLES) AND DMIR FOR RADIUS. THE VALUE OF DMIK NEEDS TO BE
C A D J U S T E D  TO A LLOW THE F ULLY C O R R E C T E D  R A D I U S  TO BE CALCULATED.
C FOR DMIR = l.D-04, DMIK MUST BE l.D-OB OR BETTER.
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
DMIK = l.D-08 
DMIA = l.D-04 
DMIR = l.D-04 
NAME1 = 'HALSE'
NAME2 = 'COLERIDGE'
C * * « * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
C C O E F F I C I E N T S  FOR H ALSE AG5
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
C C000<1) = - . 8 9 7 8 9 0 D 0
C C 2 0 0 (1) = - . 120300D0
C C211<1) = - . 9 0 1 8 7 0 D 0
C C 2 2 0 (1) = - . 140860D0
C C 3 10 <1) = - . 0948 3 0 D 0
C C 2 2 2 (1) = O.OODO
C C321(l) = O.OODO
IF ( IKSEL . EQ . 1 ) THEN 
N AMEK = NAME1
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C C O E F F I C I E N T S  FOR H A L S E  AG7
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
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COOO(l) S 0 . 6 2 4 4 3 0 D 0
C 2 0 0 (1) s - 0 . 0 3 9 1 8 0 D 0
C 2 1 1(1) a - 0 . 6 0 2 4 5 0 D 0
C 2 2 0 (1) a ~ 0 . 0 B 6 9 8 0 D 0
C 3 1 0 (1) a “0 . 0 B 4 2 9 0 D 0
C 2 2 2 (1) a - 0 . 0 0 0 8 3 0 D 0
C 3 2 1 (1) a 0 . 0 1 4 0 6 0 D 0
ELSE
N A M E K  = NAME2
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C C O E F F I C I E N T S  FOR C O L E R I D G E  AG7
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C O O O (1) = - 0 . 8 9 8 2 7 4 D 0
C 2 0 0 (1) = - 0 . 1 20728 D0
C211(l) = - 0 . 9 0 2 2 2 0 D 0
C 2 2 0 (1) = - 0 . 1 4 1 9 98D0
C 3 1 0 (1) = - 0 . 105983 D0
C 2 2 2 (1) = - 0 . 0 0 2 7 0 7 D 0
C 3 2 1 (1) = 0 . 0 1 1 181D0
END IF
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C R E A D  IN I K S E L , I V S E L , I O R I  ,M
C IKSEL S E L E C T S  THE FIT USED TO C A L C U L A T E  K VECTORS. IKSEL = 1 FOR HALSE 
C AND 2 FOR C O L E R I D G E  (BOTH A G 7 ) .
C IVSEL S E L E C T S  THE VF FIT TO BE U S E D  FOR COMPA R I S O N ,  IN P R O G R A M  SERCH.
C IVSEL = 1 FOR H A L S E  AND 2 F OR LENGELER.
C MFIT = 1 TO MAKE S E R C H  USE THE S Y M M T R I Z E D  F O U R I E R  E X P A N S I O N  FITS TO 
C THE V E L O C I T I E S  IN C A L C U L A T I N G  R E S O N A N C E  VALUES.
C IORI = 1 FOR THE 100 P L A N E  AND 2 FOR THE 110 PLANE.
C M IS THE N U M B E R  OF E X P E R I M E N T A L  VALUES.
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
C W RITE (9,100)
WRITE (6,100)
READ (8,101) I P A S S , I K S E L , I V S E L , M F I T , I O R I , M  
C W R I T E  (9,101) I P A S S , I K S E L , I V S E L , M F I T , I O R I , M
WRITE (6,101) I P A S S , I K S E L , I V S E L , M F I T , I O R I , M  
READ (8,50) DUMPP 
C WRITE (9,150)
WRITE (6,150)
C***********************************************************************
C I P H I S , I H S E L  AND IPLOT ARE S W I T C H E S  FOR O U T P U T  C O N T R O L  IN PFIT. T HESE 
C ARE SET TO 1 TO S E L E C T  A (VF VS PHI) LIST, (H (1-2) VS PHI) LIST OR A
C ( (H1-2) VS PHI) P L O T R E S P E C T I V E L Y .  P LIST IS THE INCRME NT IN PHI FOR
C W H I C H  THESE ARE TO BE DONE.
C***********************************************************************
READ (8,151) I P H I S , I H S E L , I P L O T  
C WRITE (9,151) I P H I S , I H S E L ,IPLOT
WR I T E  (6,151) I P H I S , I H S E L , I P L O T  
READ (8,50) DUMPP
READ (8,50) D UMPP
READ (8,50) DUMPP
WRITE (6,152)
C WRITE (9,152)
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
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C THESE, IN ORDER, ARE THE INITIAL, FINAL AND INCREMENT VALUES OF PHI 
C AND THETA TO BE PASSED TO PFIT.
READ (8,153) PHI IN,PHIFI,PHI INC,THETAI,THETAF,THETAN 
WRITE (6,153) PHI IN,PHIFI,PHI INC,THETAI,THETAF,THETAN 
C WRITE (9,153) PHI IN,PHIFI,PHI INC,THETAI,THETAF,THETAN 
IF ( IORI . EQ . 1 ) THEN 
ORI = ' (100)'
ELSE
ORI = '(110)'
END IF
C CL IS THE SPEED OF LIGHT (CM/S)
CL = 2.997925D10 
C EL IS THE CHARGE OF THE ELECTRON (ESU)
EL = 4.803250D-10 
C AHBAR IS H/2*PI (ERG SEC)
AHBAR = 1.0545919D-27 
OMEGA = 2.DO * PI * AFREQ 
C RCON IS THE CONSTANT TO BE USED IN CALCULATIONS OF VF FROM H.
RCON = CL # AHBAR « DSQRT(0ME6A*«3) /EL 
C CONV CONVERTS DEGREES TO RADIANS.
CONV = PI/180.DO 
READ (8,50) DUMPP 
WRITE (6,102) ORI,METAL,NAMEK 
WRITE (6,103) IPASS,M,N 
WRITE (6,104)
IF ( IORI . NE . 1 ) THEN 
C THESE ARE VALUES NEEDED FOR THE NECK CALCULATION.
SQTH = DSQRT ( 3.DO )
ANDN * DASIN ( 1.DO / SQTH )
C ANECK IS THE ANGLE OF THE CENTER OF THE NECK FROM THE KX AXIS.
ANECK = PI2 - ANDN 
C UNIT IS THE VALUE IN 1/A OF 2*PI/ACEL.
UNIT = 2.DO * PI / ACEL 
C AKNECK IS HALF THE NEAREST NEIGHBOR DISTANCE IN 1/A.
AKNECK h SQTH # ( UNIT / 2.DO)
C RADIN IS THE RADIUS OF THE NECK IN 1/A. THIS VALUE IS CONSISTENT 
C FOR ALL FERMI SURFACE MODELS USED.
RADIN = .1646765D0 
C AN6L IS THE ANGLE BETWEEN THE CENTER AND EDGE OF THE NECK.
ANGL = DATAN2( RADIN , AKNECK )
C TNK IS THE K VECTOR TO THE NECK-ZONE BOUNDARY INTERSECTION.
TNK = AKNECK / DCOS (ANGL)
C AAP IS THE DIRECTION OF THE ZONE BOUNDARY.
AAP = ANECK - PI2
AEDGE(l) = ANECK - ANGL
AEDGE (2) = AEDGE(l) + 2.DO * ANGL
AE DG E (3) = AE DG E (1) + 2.DO * ANDN
AEDGE (4) = A E DG E (2) + 2.DO * ANDN
APERP(l) = AAP
APERP (2) = AAP + PI
APERP (3) = AAP + 2.DO # ANDN
APERP (4) = AP ER P (3) + PI
ELSE
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END IF
DO 1000 IK=1,M
READ (8,105) FIELD(IK),PHI(IK),THETA(IK),PARM(IK)
RPHI = PHI(IK) # CONV 
RTHETA = THETA(IK) * CONV 
ISKIP = 0
IF ( IORI . NE , 1 ) THEN 
C FOR THE (110) PLANE, THE NECK VALUES ARE ENTERED DIRECTLY.
DO 1500 LP = 1,4
PHIDIF = DABS ( RPHI - AEDGE(LP) )
IF ( PHIDIF . LE . 1.5D-04) THEN 
TK = TNK 
RADI = RADIN 
ANORM = APERP(LP)
ISKIP = 1 
GO TO 1600
ELSE 
END IF 
1500 CONTINUE
ELSE 
END IF
C NE NEED THE K VECTOR AT ANGLE PHI AND ITS COMPONENTS IN CRYSTAL 
C COORDINATES.
CALL KSOLVE(RPHI,SI,ISEL,TK,ISTP)
1600 XK = TK * DCOS (RPHI)
YK = TK # DSIN (RPHI)
ZK = 0.DO
C ROTC PERFORMS THE ROTATION INTO CRYSTAL COORDINATES.
CALL R0TC(XK,YK,ZK,AK(IK,1),AK(IK,2),AK(IK,3))
2000 CONTINUE
IF ( ISKIP . EQ . 1 ) GO TO 2500 
C ANORM IS THE ANGLE BETNEEN THE NORMAL TO THE SURFACE AND KX.
CALL AN6TAN(RPHI,SI,ANORM,PHI INC,ISTP)
CALL RADIUS(TIP,ANORM,RPHI,SI,RADI,ISTP)
C THE ANGLE BETWEEN THE NORMAL TO THE FIELD AND THE KX AXIS IS JUST
C THETA, SO THE ANGLE BETWEEN THE NORMAL TO THE SURFACE AND THE NORMAL
C TO THE FIELD IS JUST ANORM - RTHETA.
2500 ADIFF = DABS ( ANORM - RTHETA )
CDIFF = DCOS < ADIFF ) * 1.D08
C USING THE VALUE OF H (1-2) AT ANGLE PHI WE FIND VF.
VF3 = 2.DO*RADI*(( RCON#PARM(IK)/ (FIELD(IK) * CDIFF) )*#2)
V F (IK) = VF3 ** THD 
VVS = V F (IK) / VS
WRITE (6,106) FIELD(IK),PHI(IK),THETA(IK),V F (IK),V VS,PARM(IK) 
IF (RPHI . LE . PI2) THEN 
OPHI(IK) = RPHI
ELSE
OPHI(IK) = PI - RPHI 
END IF 
1000 CONTINUE
WRITE (6,107)
DO 4000 II = 1,M
IF (OPHI(II) . LT . ANECK ) THEN 
WRITE (6,108) OPHI(II),VF <11)
000028 00
0 00031 00
198
WRITE (9,#) OPHI(II) ,V F (11)
ELSE 
END IF 
4000 CONTINUE
50 FORMAT (A60)
100 FORMAT (3X,'IPASS',3X, 'IKSEL',3X,'IVSEL',4X,'MFIT',4X,
♦' IORI' ,6X ,' M')
101 FORMAT (5(6X,I2),5 X ,13)
102 FORMAT <3X, 'VF FIT FOR THE ',A5,' PLANE
*'OF ',A6 , ', USING ',A 9 , ' AG7 FOR K . ')
103 FORMAT (3X, ' THIS IS THE ',12,' PASS FOR ',13,' DATA ', 
♦'POINTS. ',12,' TERM FIT TO VF.')
104 FORMAT (6X ,'FIELD',4X,'PHI (DEG)',2X,'THETA <DEG)',3X,
*'VF (CM/SEC)',3X,'VF (FEU)',3 X , 'RESONANCE PARAMETER')
105 FORMAT <4(F10.6)>
106 FORMAT (5X,F6.3 , 2 (7X,F6.2 ) ,2 (4X,D10.5 ) ,5X,F6.3)
107 F0RMAT(3X,'ORDERED PAIRS OF (PHI (RADIANS O-PI/2 RANGE), VF)')
108 FORMAT(3X,F6.3,3X,D10.5)
150 FORMAT (3X,'IPHIS',3 X ,'IHSEL',3X,'IPLOT‘)
151 FORMAT (3(6X ,12))
152 FORMAT (3X,'PHIIN',5X, 'PHIFI',5X,'PHIINC',4 X ,'THETAI',4 X ,
♦'THETAF',4X,'THETAN')
153 FORMAT (6F10.3)
STOP
END
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P R O G R A M  SAS (POLYN OMIAL FITTING)
C
C
* THIS PROGRAM FITS EXPERIMENTAL DATA OF FERMI VELOCITY AND FERMI
* SURFACE LOCATION PHI (FROM (100) AXIS TO A POLYNIMIAL.5
DATA ONE;
INFILE VELOL;
INPUT PHIL VFL;
* THREE ITERATION METHODS MAY BE CHOSEN: GAUSS,MARQUARDT,GRADIENT.
* INFORMATION ON NLIN MAY BE FOUND IN THE SAS MANUAL P. 317.;
PROC NLIN METH0D=6AUSS;
* THE POLYNOMIAL TO BE FITTED TO THE DATA MUST BE WRITTEN OUT
* EXACTLY IN THE MODEL STATEMENT. IT MAY HAVE AS MANY TERMS
* AS DESIRED PROVIDED THE LAST TERM IS FOLLOWED BY A SEMICOLON.
* ALL COEFFICENTS MUST BE INTIALIZED IN THE PARAMETER STATEMENT.;
PARAMETERS A0<=6.55 A1-.9 A2=.8 A3«=.7 A4-.6 A5».5j 
X=PHIL;Y=VFL;
MODEL Y=A0+A1*X+A2*X**2+A3*X##3+A4*X*#4+A5*X##5;
OUTPUT OUT=NEWT PREDICTED=PVFL PARMS= AO A1 A2 A3 A4 A5;
DATA FOUR;
SET NEWT)
PROC PLOT;
PLOT VFL#PHIL='i ' PVFL*PHIL='X' / OVERLAY;
TITLE FERMI VELOCITY (CM/SEC) VS. PHI FROM (100) (RADIANS);
DATA FOURB;SET FOUR;IF _N_=1;
DATA FIVE;
SET FOURB;
DO PHI 1=0 TO 48 BY 1.0;
PHIRL*PHI1*3.141592/180.0;
LRL=PHIRL;
* THIS POLYNOMIAL USES THE ESTIMATED COEFFICENTS DETERMINED BY NLIN.
* IT MUST BE MODIFIED TO THE SAME NUMBER OF TERMS AS THE MODEL
* EQUATION WITH A SEMICOLON ENDING IT.;
LTL=A0+A1*LRL+A2*LRL#*2+A3*LRL#*3+A4*LRL#*4+A5»LRL##5;
VELOA=LTL;
OUTPUT;
END;
KEEP VELOA PHI 1;
PROC PRINT;
TITLE TABLE OF EXPECTED VELOCITY VALUES;
TITLE2 FERMI VELOCITY (CM/SEC),PHI(DEGREES)5 
PROC PLOT;
PLOT VELQA*PHI1 = 'I';
TITLE FERMI VELOCITY (CM/SEC) VS. PHI FROM (100) (DEGREES);
DATA SIX;
INFILE VELOH;
INPUT PHIH VFH;
* THREE ITERATION METHODS MAY BE CHOSEN: 6AUSS,MARQUARDT,GRADI ENT.
* INFORMATION ON NLIN MAY BE FOUND IN THE SAS MANUAL P. 317.;
PROC NLIN METHOD=GAUSS;
* THE POLYNOMIAL TO BE FITTED TO THE DATA MUST BE WRITTEN OUT
* EXACTLY IN THE MODEL STATEMENT. IT MAY HAVE AS MANY TERMS
* AS DESIRED PROVIDED THE LAST TERM IS FOLLOWED BY A SEMICOLON.
ALL COEFFICENTS MUST BE I NT IALIZED IN THE PARAMETER STATEMENT.; 
PARAMETERS B0=100. Bi=100. B2=100. B3=100. B4*100. B5=100.; 
X=PHIH;Y=VFH;
MODEL Y»B0+B1*X+B2*X*«2+B3#X##3+B4#X#M+B5#X#*5;
ALL COEFFICENTS MUST BE WRITTEN IN THE PARMS FUNCTION IN ORDER 
TO KEEP THEM FOR THE FINAL CARBON TEMPERATURE CALCULATION;
OUTPUT OUT-NEWT PREDICTED-PVFH PARMS= BO B1 B2 B3 B4 B5;
DATA SEVEN;
SET NEWT;
PROC PLOT;
PLOT VFH*PHIH='&' PVFH«PHIH= "L' / OVERLAY;
TITLE FERMI VELOCITY (CM/SEC) VS. PHI FROM (100) (RADIANS);
DATA SEVENB;SET SEVEN;IF N =1;
DATA EIGHT;
SET SEVENB;
DO PHI2=61 TO 90 BY 1.0;
PHIHR=PHI2*3.141592/180.0;
LRH=PHIHR;
THIS POLYNOMIAL USES THE ESTIMATED COEFFICENTS DETERMINED BY NLIN. 
IT MUST BE MODIFIED TO THE SAME NUMBER OF TERMS AS THE MODEL 
EQUATION WITH A SEMICOLON ENDIN6 IT.;
LTH=B0+B1*LRH+B2#LRH**2+B3*LRH##3+B4*LRH*#4+B5*LRH**5;
VELOB=LTH;
OUTPUT;
END;
KEEP VELOB PHI2;
PROC PRINT;
TITLE TABLE OF EXPECTED VELOCITY VALUES;
TITLE2 FERMI VELOCITY (CM/SEC),PHI(DEGREES);
PROC PLOT;
PLOT V E L 0 B * P H I 2 = ’;
TITLE FERMI VELOCITY (CM/SEC) VS. PHI FROM (100) (DEGREES);
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