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a b s t r a c t
We studied theoretical models based on field and laboratories experiments where due to
short-term predation pressure small mammals suppress breeding and when the predation
pressure eases the suppressor class starts breeding again. The predator consumes both the
breeder and suppressor individuals and this prey population is more prone to predation
at higher densities. The stability analysis has been carried out for the equilibrium set for
two models, in terms of the values of combinations of these parameters. We found that
Hopf bifurcation will occur by varying a parameter q1 which represents the rate by which
breeder population turns suppressor population. It is found that predator induced breeding
suppression (PIBS) acts to destabilize the stable interaction.We further examined the effect
of time delay upon the stability of equilibrium in models. Using time delay as a bifurcation
parameter it is shown that Hopf bifurcation could occur. We discussed these findings in
the light of the Fennoscandian vole cycle. The theoretical results are compared with the
numerical results for different sets of parameters.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Population ecologists have been studying for several years the population cycles of small mammals like voles and
snowshoe hares. In the literature, many mathematical models can be cited where small mammals suppress breeding in
response to strong predation pressure [1,2]. It is observed in laboratories and by field experiments that small mammals like
voles suppressed breeding on the exposure to predators. They argued that this happens due to the change in feeding and
mating behaviours due to stress in small prey mammals on the high exposure of predation [3–8]. Oksanen and Lundberg [9]
and Ylönen [10] studied the antipredator behaviour of prey and explained that the prey in non-productive state have greater
chances of survival than the prey in breeding stage. The reason behind this fact is that mammals in breeding stage become
weak and have less antipredator capabilities to run away or to avoid themselves efficiently from predator.
Ruxton and Lima [11] presented a mathematical model to explain the effect of predator induced breeding suppression
(PIBS). They found that the strong level of PIBS acts to stabilize predator–prey cycles and that weaker levels reduce the
amplitude and increase the frequency of existing oscillations. They explained that PIBS promotes stability in the interaction
between predator and prey. Ruxton et al. [12] studied two switching models that represent the suppression of breeding by
prey in response to short-term increase in predation pressure. In these models, both breeding and suppression population
are exposed (to varying degree) to the predator. However, the predator feeds preferentially on the most numerous prey
types. This implies a kind of switching frombreeder species to suppressor type as these prey change in numerical superiority.
For both models they produced analytic conditions for the local stability of the interior steady state. They concluded the
paper by a statement that there is no simple and general rule for the effect of the behaviours on the stability of population
dynamics but these effects are system specific. Kokko and Ruxton [13] presented a model in which both prey and predator
adopt adjustable strategies and the breeding suppression can be either stabilizing or destabilizing.
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In this paper we modified the models presented in [12] by considering that both suppressor and breeder populations
contribute to the carrying capacity of the breeder class. We also consider the fact that breeder population contributes α
times more than suppressor class in the growth of predator population. We extended the study of Ruxton et al. and found
that Hopf bifurcation will occur by varying the parameter q1 which represents the rate by which breeder population turns
into suppressor population. We found out, contrary to Ruxton and Lima [11] that the strong level of PIBS is a destabilizing
factor in predator–prey cycles and that weaker level increases the stability. A Hopf bifurcation study helped us in finding
the existence of a region of instability in the neighbourhood of a nonzero equilibriumwhere prey–predator populations will
survive undergoing regular fluctuations.
The study of functional differential equations is of considerable interest. There are several books devoted to the
fundamental theory of delay differential equations [14–16]. It is recognized that time delays are natural components of
the dynamic processes of biology, ecology, physiology, epidemiology, economics andmechanics. For an adequate treatment
of dynamic, the mixed differential equations are much more suitable than differential equations alone [17]. Systems whose
dynamics are modelled by functional differential equations were introduced to economic theory by Kalecki [18] and
investigated by Leontief [19,20]. The book of MacDonald [21] is solely concerned with time lags to biological models. Many
problems related to differential equations with time delay and widely used in population dynamics are discussed in the
book [22]. The main purpose of our models is to investigate the effect of time delay upon the stability of equilibria.
2. Model I
Weconsider a class of Volterra predator–preymodelwith switching exhibition by thepredator. Prey population is divided
into two classes, one that always breeds and the other suppresses breeding for short-term in response to increased predation
pressure. The predation risk of the prey is reduced by suppressing the breeding. Both classes of prey species with varying
degrees are exposed to the predator. The predator will feed more on that class of prey which is numerically superior so that
the chance that a predator catches a member of prey species is proportional to their abundance. This situation is described
by the following system of coupled ordinary differential equations.
dB
dt
= γ B

1− S + B
K

− IbB
2P
αB+ S −
QmbPB
P + P0 + aB +
QmsBS
B+ B0 + bP ,
dS
dt
= QmbPB
P + P0 + aB −
QmsBS
B+ B0 + bP −
IsS2P
αB+ S ,
dP
dt
= δ1IbB
2P
αB+ S +
δ2IsS2P
αB+ S − µP,
(1)
where, B is the prey population that breeds regardless of predator density, S is the prey population which suppresses
breeding, P is the predator population, γ is the intrinsic growth rate of prey individuals in the breeding subpopulation,
the predator that prey upon the breeder α timesmore often than on the suppressor class, K is the carrying capacity for prey,
µ is the per capita death rate of the predator, Ib and Is are the predator response rates towards the breeder and suppressor
populations, and δ1 and δ2 are the efficiency with which captured breeders and suppressors respectively contribute to the
growth of the predator population. QmbPB/(P + P0 + aB) is the rate at which individuals in the breeding population move
to the suppressor population. The per capita rate of movement into the suppressor population increases with predator
density but is reduced with an increasing breeding population (since individuals gain protection through dilution). The
positive parameters a and P0 control the shape of the response curve QmbBP/(P + P0 + aB) which is the rate at which
individuals in the suppressor population return to the breeding population. The per capita rate of movement into the
breeder population increases with size of the breeder population (representing the protection afforded by dilution) and
decreases with increasing predator density. The positive parameters b and B0 control the shape of the response curve
QmsBS/(B+ B0 + bP)which is the rate at which individuals in the suppressor class enter in the breeding class.
We assume all the parameters in the model are positive, and that B(0), S(0), P(0) > 0. In order to avoid mathematical
complexity and to reduce number of parameters we transform the variables and parameters by
γ
µ
= r1, Qmb
µ
= q1, Qms
µ
= q2, Ib
µ
= lb, Is
µ
= ls,
δ1
µ
= α1, δ2
µ
= α2 and µt = τ ,
so the system of Eq. (1) becomes
dB
dτ
= r1B

1− S + B
K

− lbB
2P
αB+ S −
q1BP
P + P0 + aB +
q2BS
B+ B0 + bP ,
dS
dτ
= q1BP
P + P0 + aB −
q2BS
B+ B0 + bP −
lsS2P
αB+ S ,
dP
dτ
= α1lbB
2P
αB+ S +
α2lsS2P
αB+ S − P.
(2)
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2.1. Boundedness results
We have the following three results, on the boundedness of the solutions of the system (2):
Proposition 1. The prey is always bounded above.
Proof. Suppose that lim supτ→∞(B + S)(τ ) > K + ξ where ξ > 0. So B + S ≥ K + ξ2 in intervals
[τ0, τ1], [τ2, τ3], . . . , [τ2i, τ2i+1] and infinitely many intervals may lie outside these intervals where B + S < K + ξ2 . In
each interval [τ2i, τ2i+1], B+ S ≥ K + ξ2 .
Now from the first two equations of system Eq. (2), we get
dB
dτ
+ dS
dτ
≤ r1B

1− K + ξ
K

< 0. (3)
Hence (B+ S)→ 0 in the interval [τ2i, τ2i+1]. So (B+ S)(τ2i+1) ≤ (B+ S)(τ2i) = K + ξ2 .
Hence B+ S ≥ K + ξ2 in the interval [τ2i, τ2i+1], so we obtain a contradiction. Thus lim supτ→∞(B+ S)(τ ) ≤ K + ξ2 or
lim sup
τ→∞
(B+ S)(τ ) ≤ K (4)
where ξ > 0 is an arbitrary constant. 
Proposition 2. The predator are always bounded above if a¯ b¯ K ≤ 1 where α > 1.
Proof. Using the third equation in the system (2), we obtain
dP
dτ
+ P < α1lbB
2P + α2lsS2P
B+ S . (5)
Let Max{α1, α2} = a¯ and Max{lb, ls} = b¯ then
dP
dτ
+ P < a¯ b¯P

(B+ S)2 − 2BS
B+ S

(6)
or
dP
dτ
+ P < a¯ b¯P

(B+ S)− 2BS
B+ S

< a¯ b¯PK . (7)
Let a¯ b¯K = M , then
dP
dτ
< P(M − 1) and P < P(0)e(M−1)τ .
IfM ≤ 1, then P ≤ P(0). It follow that limτ→∞ sup(P(τ )) ≤ P(0). 
Proposition 3. The trajectories of system Eq. (2) are bounded if a¯ b¯K ≤ 1.
Proof. Define the function U(τ ) = (B(τ )+ S(τ ))+ P(τ ). So,
lim
τ→∞[(B(τ )+ S(τ ))+ P(τ )] ≤ limτ→∞[(B(τ )+ S(τ ))] + limτ→∞ P(τ )
≤ K + P(0) = η
and lim supU(τ ) ≤ η as τ →∞ independently of the initial conditions. Hence all the solutions of Eq. (2) for all nonnegative
initial conditions are bounded if a¯ b¯ K ≤ 1, orwe can say that the rates atwhich breeders become suppressors and vice-versa
are small enough. 
2.2. Existence and uniqueness
The equations in the system (2) do not make sense if B = S = 0 but we are studying trivial equilibrium in the
neighbourhood of zero animal populations. This discrepancy has a natural explanation that animals are discrete and can
be regarded as zero when densities become very small. If they are defined on the region
(a) U1 = {(B > 0, S > 0) and P ≥ 0}: Equations are continuously differentiable within this region. Therefore, a solution
exists and is unique for some time interval extending forward from the initial point. See [23, p. 107,109] and (p. 273
deals with Lipschitz condition)
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(b) U2 = {(B = 0, S > 0)∀τ and P ≥ 0}: System of Eq. (2) reduces to
dB
dτ
= 0
dS
dτ
= −lsSP
dP
dτ
= α2lsSP − P
(c) U3 = {(B > 0, S = 0)∀τ and P ≥ 0}: System of Eq. (2) reduces to
dB
dτ
= r1B

1− B
K

− lb
α
BP − q1BP
P + Po+ aB
dS
dτ
= q1BP
P + Po+ aB
dP
dτ
= α1
α
lbBP − P
(d) U4 = {(B = 0, S = 0)∀τ and P ≥ 0}: System of Eq. (2) reduces to
dB
dτ
= 0, dS
dτ
= 0, dP
dτ
= −P.
Hence in all these cases ((b), (c) and (d)) equations are continuously differentiable within their respective region and so the
solution exists and is unique as in case (a).
2.3. Equilibria
We find the steady states of system (2) by equating the derivatives on the left hand sides to zero and solving the resulting
algebraic equations. The ecologically meaningful possible equilibria of system (2) are:
(i) E¯0 = (0, 0, 0), is the trivial equilibrium, where the population of prey and predator become extinct and it always exists.
(ii) E¯1 = (B, 0, 0), where B = K .
(iii) E¯2 = (0, S, 0), where S = r1KB0(r1B0−q2K) this equilibrium point will exist if r1B0 > q2K .
(iv) E¯3 = (B, S, P), where both prey and predator exist, with
B = (αx+ 1)x
(α1lbx2 + α2ls)
, S = (αx+ 1)
(α1lbx2 + α2ls)
, P = r1xR(WK − R(x+ 1))
TKW
,
W = α1lbx2 + α2ls, R = αx+ 1 and T = lbx2 + ls.
For equilibrium values (B, S, P) to be positive, we require that
WK
R
> x+ 1.
Here x = B
S
is a real positive root of the 13 degree polynomial which is obtained by using second equation of (2) at
equilibrium.
2.4. Stability
2.4.1. Behaviour of the system around E¯0
The stability matrix is not defined at the zero equilibrium E¯0 but we are studying this equilibrium point in the
neighbourhood of zero animal populations. This discrepancy can be explained by a natural explanation that animals are
discrete and can be regarded as zero when densities become very small. However, easily it can be proved that if B0 > 0 then
E¯0 is unstable. If B0 = 0 then E¯0 is globally stable.
Lemma 2.4.1. (i) If B0 > 0 then E¯0 will be unstable because all trajectories will diverge from zero equilibrium point for large
times.
(ii) If B0 = 0 then all trajectories will converge towards the origin for large times. Hence E¯0 will be globally stable.
Proof. (i) From the first equation of the system (2), we get
d
dτ
(ln B) = r1

1− S + B
K

− IbBP
αB+ S −
q1P
P + Po+ aB +
q2S
B+ Bo+ bP .
As (B, S, P)→ (0, 0, 0), ddτ (ln B)→ r1, the indeterminate form IbBPαB+S also vanishes. Hence there is a small sphere with
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centre E¯0 and radius r1such that within this sphere ddτ (ln B) ≥ r12 . If E¯0 is stable then B → 0, S → 0, I → 0 as τ →∞
then there exist τ0 such that B(τ0) = B0. Therefore τ ≥ τ0, B(τ ) = B0e
r1
2 (τ−τ0) so B(τ )will approach to infinity for large
times.
(ii) If B0 = 0 then dBdτ = 0 i.e. B(τ ) = 0 for all times.
(a) If S0 > 0 and P0 > 0, then from second equation of the system (2) dSdτ < 0. i.e. S(τ )→ 0 as τ →∞. Hence from the
third equation of (2) dPdτ < 0. i.e. P(τ )→ 0 as τ →∞. Hence all trajectories will approach towards E¯0.
(b) If S0 > 0 and P0 = 0, then dSdτ < 0 so S → 0 as τ →∞ and dPdτ = 0 so P(τ ) = 0 for all times. Hence all trajectories
will approach towards E¯0.
(c) If S0 = 0 and P0 = 0, then dSdτ = dPdτ = 0. These imply that S(τ ) and P(τ ) = 0 for all τ m 0.
(d) If S0 = 0 and P0 > 0, then dSdτ = 0, and so S(τ ) = 0 and dPdτ < 0. Hence P(τ )→ 0 as τ →∞. Hence, all trajectories
will converge towards E¯0.
2.4.2. Behaviour of the system around E¯1
The stability matrix of the system (2) is given by
J¯1 =

−r1 − λ q2KK + B0 − r1 −

lbK
α
+ q1K
P0 + aK

0 − q2K
K + B0 − λ
q1K
P0 + aK
0 0
α1lbK
α
− 1− λ
 . (8)
This leads to the characteristic equation
(r1 + λ)

q2K
K + B0 + λ

α1lbK
α
− 1− λ

= 0 (9)
and so all these eigenvalues are negative if α1lbK/α < 1.
Theorem 2.4.2. If α1 lb K/α < 1, the equilibrium E¯1 is locally asymptotically stable and otherwise it is unstable.
2.4.3. Behaviour of the system around E¯2
The stability matrix of the system (2) is given by
J¯2 =

0− λ 0 0
−q2S
B0
0− λ −lsS
0 0 (α2lsS − 1)− λ
 . (10)
The corresponding characteristic equation is
λ2((α2lsS − 1)− λ) = 0. (11)
Hence the equilibrium point E¯2 = (0, S, 0)will be neutrally stable if α2lsS < 1.
Theorem 2.4.3. If α2lsS < 1, then the equilibrium E¯2 will be neutrally stable.
2.4.4. Behaviour of the system around E¯3
The stability matrix of the system (2) is given by
J¯3 =
A1 − λ B1 C1
D1 E1 − λ F1
G1 H1 0− λ

. (12)
The corresponding characteristic equation is
λ3 − (A1 + E1)λ2 + (A1E1 − H1F1 − B1D1 − C1G1)λ+ H1F1A1 − G1F1B1 − C1D1H1 + C1G1E1 = 0. (13)
Eq. (13) has the form
λ3 + a1λ2 + a2λ+ a3 = 0 (14)
where
a1 = −(A1 + E1)
a2 = (A1E1 − H1F1 − B1D1 − C1G1)
a3 = H1F1A1 − G1F1B1 − C1D1H1 + C1G1E1
(15)
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with
A1 = − (r1B)K −
(lbBPS)
(αB+ S)2 +
(aq1BP)
(P + P0 + aB)2
− (q2BS)
(B+ B0 + bP)2
B1 = −(r1B)K +
(lbB
2
P)
(αB+ S)2 +
(q2B)
(B+ B0 + bP)
C1 = (−lbB
2
)
(αB+ S) −
(q1B(P0 + aB))
(P + P0 + aB)
− (q2bBS)
(B+ B0 + bP)2
D1 = lsαPS
2
(αB+ S)2 +
q1P(P + P0)
(P + P0 + aB)2
− q2S(B0 + bP)
(B+ B0 + bP)2
E1 = − q2B
(B+ B0 + bP)
− lsPS(2αB+ S)
(αB+ S)2
F1 = q1B(P0 + aB)
(P + P0 + aB)2
+ q2bBS
(B+ B0 + bP)2
− lsS
2
αB+ S
G1 = (2α1lbB P − αP)
(αB+ S)
H1 = 2α2lsS P − P
αB+ S .
(16)
We examine the stability of E¯3 using the Routh–Hurwitz criteria,
(i) a1 > 0, a3 > 0, (ii) a1a2 > a3. (17)
Let a1a2−a3 = Q (q1). Numerically from Fig. 7 we can say that there exists q¯1 such that Q (q1) > 0 if q1 < q¯1,Q (q1)|q1=q¯1 =
0, and Q (q1) < 0 if q1 > q¯1.
Theorem 2.4.4. The equilibrium E¯3 will be locally asymptotically stable if the conditions (17) are satisfied, otherwise it is unstable.
2.5. Hopf bifurcation around the positive interior equilibrium E¯3
We have taken q1 as a bifurcation parameter to study Hopf bifurcation for the system (2).
Lemma 2.5.1. The System (2) undergoes a Hopf bifurcation when q1 passes through q1.
Proof. Hopf bifurcation will occur if and only if there exists a q1 = q1, such that
(i) a1(q1) a2(q1) = a3(q1)with a1(q1), a2(q1), a3(q1) > 0, (see Eq. (16)), and
(ii) ddq1 (Re (λk(q1)))|q1=q1 ≠ 0, [24], k = 1, 2.
Now, when q1 = q1, a1 a2 = a3 with a1, a2, a3 > 0.
The characteristic Eq. (14) is given by
(λ2 + a2)(λ+ a1) = 0 (18)
with roots λ1 = i√a2, λ2 = −i√a2 and λ3 = −a1, so there is a pair of purely imaginary eigenvalues and a strictly
negative real eigenvalue. For q1 in a neighbourhood of q1 the roots have the form λ1(q1) = u(q1) + iv(q1), λ2(q1) =
u(q1)− iv(q1), λ3(q1) = −a1(q1).
Next, we shall verify the transversality condition
d
dq1
(Re(λk(q1)))|q1=q1 ≠ 0 k = 1, 2 (19)
where
R(q1) = 3u2(q1)+ 2 a1(q1)u(q1)+ a2(q1)− 3v2(q1)
H(q1) = 6u(q1)v(q1)+ 2a1(q1)v(q1)
T (q1) = u2(q1)a′1(q1)+ a′2(q1)u(q1)+ a′3(q1)− a′1(q1)v2(q1)
U(q1) = 2u(q1)v(q1)a′1(q1)+ a′2(q1)v(q1)
(20)
are auxiliary variables.
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Fig. 1. The effect on stability using values of q1 = 0.5 (left) and 1.2 (right).
Table 1
The effect on stability when value of q1 is varying: the region
of stability decreases as q1 increases (see Fig. 1).
lb q2 α K r1 q1
0.9 0.2 1.1 100 0.9 0.5
0.9 0.2 1.1 100 0.9 1.0
0.9 0.2 1.1 100 0.9 1.2
If HU + RT ≠ 0 at q1 = q1, then
Re

dλk
dq1

|q1=q1 =
−(HU + RT )
(R2 + H2) |q1=q1 ≠ 0. (21)
Now from Eq. (20) and u = 0, v = √a2 we have
HU + RT = 2 a2(a1a′2 + a2a′1 − a′3) at q1 = q1 (22)
or
HU + RT = (2 a2) ddq1 (a1a2 − a3) at q1 = q1,
where a1a2 − a3 = Q (q1), so HU + RT ≠ 0 if
(a1a′2 + a2a′1 − a′3) =
dQ
dq1
|q1=q1 ≠ 0, (23)
numerically from Fig. 7.
Now
d
dq1
(Re(λk(q1)))|q1=q1 =
−(HU + RT )
(R2 + H2) =
−(2 a2)Q ′(q1)
(R2 + H2) |q1=q1 ≠ 0. (24)
This completes the proof. 
Hence, system (2) undergoes Hopf bifurcation when q1 passes through q¯1. The Hopf bifurcation analysis of E¯3 has been
performed to investigate the dynamics when all three types of species co-exist.
2.6. Numerical results
The system (2) has been integrated numerically using the corresponding equilibrium values with slight perturbations of
initial conditions. The integration is carried out in Matlab using the ode45 subroutine. We have observed that, the region of
stability depends on the values of parameters selected. Tables 1–6, show the effect on the stability when we vary one of the
parameters such as q1, q2, r1, K , lb and α and fixing the rest. Table 1 and Fig. 1 show that the region of stability decreases on
increasing the value of q1. i.e. the rate at which individuals in the breeding population move to the suppressor population is
a destabilizing factor. Higher birth rate, decreasing carrying capacity, more interaction of predator with breeder population,
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Fig. 2. The effect on stability using values of r1 = 0.5 (left) and 3.5 (right).
Fig. 3. The effect on stability using values of K = 8 (left) and 100 (right).
Fig. 4. The effect on stability using values of α = 1.1 (left) and 2.8 (right).
and higher rate bywhich suppressor population returns to breeding population, all promote the region of stability. Formore
details the reader can refer to Tables 1–6 and Figs. 1–6. In Fig. 7weplot the polynomial a1a2−a3 as a function of the parameter
q1 which has only one real root at the point q¯1 = 1.3280735 and Fig. 8 shows that there is a Hopf bifurcation for this model
(2) where stable behaviour changes to unstable behaviour when we cross the bifurcation parameter q¯1 = 1.3280735, (see
Table 7).
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Fig. 5. The effect on stability using values of q2 = 0.8 (left) and 3.5 (right).
Fig. 6. The effect on stability using values of lb = 0.4 (left) and 1.4 (right).
Fig. 7. Plot of the polynomial a1a2 − a3 as a function of q1 on the interval [0, 12]. This function has only one real root q¯1 = 1.3280735.
3. Model II
Ruxton et al. [12] formulated a functional differential equation model by introducing the time delay in PIBS model. This
model is similar to the model in the previous section except that a fraction of new born prey belongs to the breeding class
and rest to the non-breeding class. They also consider the fact that the individuals of the breeding prey population suppress
breeding due to heavy predation and enter into suppressor class only after certain time lag. It is not natural for many species
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Fig. 8. The model is stable when 0 < q1 < 1.3280735 (left) and unstable with q1 > 1.3280735 (right).
Table 2
The effect on stability when value of r1 is varying: the region
of stability increases as r1 increases (see Fig. 2).
lb q2 α K r1 q1
0.9 0.2 1.1 100 0.5 0.5
0.9 0.2 1.1 100 1.5 0.5
0.9 0.2 1.1 100 3.5 0.5
Table 3
The effect on stability when value of K is varying: the region
of stability decreases as K increases (see Fig. 3).
lb q2 α K r1 q1
0.9 0.2 1.1 8 0.9 0.5
0.9 0.2 1.1 50 0.9 0.5
0.9 0.2 1.1 100 0.9 0.5
Table 4
The effect on stability when value of α is varying: the region
of stability decreases as α increases (see Fig. 4).
lb q2 α K r1 q1
0.9 0.2 1.1 100 0.9 0.5
0.9 0.2 1.9 100 0.9 0.5
0.9 0.2 2.8 100 0.9 0.5
Table 5
The effect on stability when value of q2 is varying: the region
of stability decreases as q2 increases (see Fig. 5).
lb q2 α K r1 q1
0.9 0.8 1.1 100 0.9 0.5
0.9 1.8 1.1 100 0.9 0.5
0.9 3.5 1.1 100 0.9 0.5
Table 6
The effect on stability when value of lb is varying: the region
of stability increases as lb increases (see Fig. 6).
lb q2 α K r1 q1
0.4 0.2 1.1 100 0.9 0.5
0.9 0.2 1.1 100 0.9 0.5
1.4 0.2 1.1 100 0.9 0.5
to assume that individuals of the breeding prey population suppress breeding immediately in response to strong predation.
For simplicity they assumed that the individuals in the suppressor class can return to the breeding class without delay. In
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Table 7
Hopf bifurcation of the model with respect to q1 .
Interval State
0 < q1 < 1.3280735 Stable interval
q1 = 1.3280735 Bifurcation point
q1 > 1.3280735 Unstable interval
this section we are considering that prey in suppressor class will enter into breeding class after lag of time τ when stress
of predation reduces. Thus, this model is the generalization of the model presented in [12]. Individuals of the breeding
population move to the suppressor class at time t with a rate (QmbP(t − τ))/(P(t − τ) + P0 + aB(t − τ)) that depends
on both the breeding population and the predator population at the previous time t − τ . Suppressor individuals move to
breeding class at time t with a rate (QmsB(t − τ))/(B(t − τ) + B0 + bP(t − τ)). This also depends on both breeding and
predator population at the previous time t − τ . The system of ordinary differential equations that describe this behaviour
of the breeder, suppressor and predator populations relationship is given below.
dB
dt
= εBq− lbB
2P
B+ S −
QmbP(t − τ)B
P(t − τ)+ P0 + aB(t − τ) +
QmsB(t − τ)S
B(t − τ)+ B0 + bP(t − τ) ,
dS
dt
= εB(1− q)− lsS
2P
B+ S +
QmbP(t − τ)B
P(t − τ)+ P0 + aB(t − τ) −
QmsB(t − τ)S
B(t − τ)+ B0 + bP(t − τ) ,
dP
dt
= α1lbB
2P
B+ S +
α2lsS2P
B+ S − µP,
(25)
where ε is the birth rate of the breeding prey population, q is the fraction of new born prey belong to the breeding class and
thus 1− q is the fraction of new born prey belong to the suppressor class, lb and ls are the predator response rates towards
the breeder and suppressor populations, and α1, α2 measure the efficiency with which captured breeders and suppressors
respectively are converted to predators. The rest of the parameters have the samemeaning as in the model described in (2).
3.1. Analytic solution
In this section, we analyse the system (25) and examine its equilibrium. There exist a positive equilibrium point
E∗ = (B∗, S∗, P∗)where all species co-exist.
E∗ = (B∗, S∗, P∗) is a steady state of (25) if dBdt = dSdt = dPdt = 0. That is
ε B∗q− lb(B
∗)2P∗
B∗ + S∗ −
QmbP∗B∗
P∗ + P0 + aB∗ +
QmsB∗S∗
B∗ + B0 + bP∗ = 0
ε (1− q) B∗ − ls(S
∗)2P∗
B∗ + S∗ +
QmbP∗B∗
P∗ + P0 + aB∗ −
QmsB∗S∗
B∗ + B0 + bP∗ = 0
α1lb(B∗)2
B∗ + S∗ +
α2ls(S∗)2
B∗ + S∗ − µ = 0.
(26)
Using the third equation of (26), we get
S∗ = µ(1+ x)
α1lbx2 + α2ls
, B∗ = µ(1+ x)x
α1lbx2 + α2ls
.
By adding the first and second equations of (26), we obtain
ε B∗ − lb(B
∗)2P∗
B∗ + S∗ −
ls(S∗)2P∗
B∗ + S∗ = 0.
Thus,
P∗ = ε x(x+ 1)
lbx2 + ls
where x = B
∗
S∗
(27)
with x is the positive root of a 12 degree polynomial obtained from first equation of (26) after substituting the values of
B∗, S∗, and P∗.
3.2. Stability and Hopf bifurcation analysis
Consider a small perturbation about the equilibrium level B = B∗ + u, S = S∗ + v, and P = P∗ +w. We substitute these
into the system of Eqs. (25) and neglect products of small quantities to obtain the stability matrix
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J(E∗) =
a11 + a14 e−τλ − λ a12 a13 + a15 e−τλa21 + a24 e−τλ a22 − λ a23 + a25 e−τλ
a31 a32 0− λ
 . (28)
The characteristic equation associated to system (25) around E∗ takes the general form
λ3 − λ2(a11 + a22)+ λ(a11a22 − a32a23 − a21a12 − a31a13)+ (a11a32a23 − a21a32a13 − a31a12a23 + a31a22a13)
= e−τλ[a14λ2 + λ(a32a25 + a31a15 + a12a24 − a14a22)+ (a21a32a15 + a31a12a25 + a24a32a13 − a11a32a25
− a31a22a15 − a32a23a14)] + e−2τλ(a24a32a15 − a32a25a14) (29)
where
a11 = εq− 2lbB
∗P∗
B∗ + S∗ +
lbB∗2P∗
(B∗ + S∗)2 −
QmbP∗
L1
; L1 = P∗ + P0 + aB∗,
a12 = lbB
∗2P∗
(B∗ + S∗)2 +
QmsB∗
L2
; L2 = B∗ + B0 + bP∗,
a13 = − lbB
∗2
B∗ + S∗ ,
a14 = QmbB
∗P∗a
L21
+ QmsS
∗
L2
− QmsB
∗S∗
L22
,
a15 = −QmbB
∗
L1
+ QmbP
∗B∗
L21
− QmsB
∗S∗b
L22
,
a21 = ε(1− q)+ lsS
∗2P∗
(B∗ + S∗)2 +
QmbP∗
L1
,
a22 = − 2lsS
∗P∗
B∗ + S∗ +
lsS∗2P∗
(B∗ + S∗)2 −
QmsB∗
L2
,
a23 = − lsS
∗2
B∗ + S∗ ,
a24 = −a B
∗P∗Qmb
L21
− QmsS
∗
L2
+ QmsB
∗S∗
L22
,
a25 = QmbB
∗
L1
− QmbB
∗P∗
L21
+ QmsB
∗S∗b
L22
,
a31 = P∗
−µ+ 2B∗α1lb
B∗ + S∗

,
a32 = P∗
−µ+ 2S∗α2ls
B∗ + S∗

.
(30)
When τ = 0, the characteristic Eq. (29) can be written as
λ3 + e1λ2 + e2λ+ e3 = 0 (31)
where
e1 = −(a11 + a22 + a14)
e2 = a11a22 − a32a23 − a21a12 − a31a13 + a14a22 − a32a25 − a31a15 − a12a24
e3 = a11a32a23 + a31a22a13 − a21a32a13 − a31a12a23 + a11a32a25 − a21a32a15 − a31a12a25 − a24a32a13
+ a31a22a15 + a32a23a14 − a24a32a15 + a32a25a14.
(32)
Hence, according to the Routh–Hurwitz criterion, we have the following:
Proposition 3.2.1. For τ = 0, the equilibrium E∗ is locally asymptotically stable if and only if
(i) e1 > 0, e3 > 0
(ii) e1 e2 > e3.
If τ ≠ 0 and we assume one of the following conditions:
(a) a25 a14 = a24 a15
(b) a32 = 0
(c) µ = 2α2lsS∗,
(33)
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then the coefficient of e−2τλ will be zero and the Eq. (29) reduces to
λ3 + A1λ2 + A2λ+ A3 = e−τλ(B1λ2 + B2λ+ B3) (34)
where
A1 = −(a11 + a22)
A2 = a11a22 − a32a23 − a21a12 − a31a13
A3 = a11a32a23 − a21a32a13 − a31a12a23 + a31a22a13
B1 = a14
B2 = a32a25 + a13a15 + a12a24 − a14a22
B3 = a21a32a15 + a31a12a25 + a24a32a13 − a31a22a15 − a11a32a25 − a32a23a14
(35)
Let λ = u+ iv, u, v ∈ R and rewrite Eqs. (34) in terms of its real and imaginary parts as
u3 − 3uv2 + A1(u2 − v2)+ A2u+ A3 = e−τu[B1((u2 − v2) cos(τv)+ 2uv sin(τv))
+ B2(u cos(τv)+ v sin(τv))+ B3 cos(τv)]
and
3u2v − v3 + 2A1uv + A2v = e−τu[B1((−u2 + v2) sin(τv)+ 2uv cos(τv))
+ B2(−u sin(τv)+ v cos(τv))+ B3(− sin(τv))]. (36)
Let τ =τ1 be such that u(τ1) = 0 and v(τ1) =v1, then (36) reduces to
−A1v21 + A3 = cos(τ1v1)(−B1v21 + B3)+ sin(τ1v1)(B2v1),
−v31 + A2v1 = cos(τ1v1)(B2v1)+ sin(τ1v1)(B1v21 − B3), (37)
and by squaring and adding (37), it follows that
v61 +v41(A21 − 2A2 − B21)+v21(A22 − 2A1A3 + 2B1B3 − B22)+ (A23 − B23) = 0. (38)
Letv21 = z1. Eq. (38) reduces to
z31 + b1z21 + b2z1 + b3 = 0 (39)
where
b1 = A21 − 2A2 − B21
b2 = A22 − 2A1A3 + 2B1B3 − B22
b3 = A23 − B23.
(40)
Lemma 3.2.2. The polynomial (39) has only one positive root if b3 < 0 and b1 > 0.
Proof. Let p(z1) = z31 + b1z21 + b2z1 + b3, then p′(z1) = 3z21 + 2b1z1 + b2 and p′′(z1) = 6z1 + 2b1.
Assume that b3 < 0, then the polynomial p(z1) is strictly positive for large values of z1 and negative for z1 = 0. Hence, if
the above condition is satisfied then p(z1) = 0 has at least one real positive root. If b3 < 0 and p′′(z1) > 0; i.e. b1 > 0, then
p(z1) = 0 has only one positive root. This completes the proof. 
Lemma 3.2.3. The cubic equation p(z1) = 0 has a strictly positive triple root if and only if
b1 < 0, b21 = 3b2, and b31 = 27b3. (41)
Proof. If p(z1) = 0 has a strictly positive triple root α > 0, then
b1 = −3α, b2 = 3α2 and b3 = −α3 (42)
and the results follow. On the other hand if (41) holds, then p(z1) = 0 can be written

z1 − b13
3 = 0.
We now show that with this value of v1, there is aτ1 such that u(τ1) = 0 and v(τ1) =v1. Givenv1, Eq. (37) can bewritten
as
p cos(τ1v1)+ q sin(τ1v1) = L
q cos(τ1v1)− p sin(τ1v1) = M
where
p = −B1v21 + B3, q = B2v1
L = −A1v21 + A3, M = −v31 + A2v1.
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So,
L2 +M2 = p2 + q2 = d2(say), where d > 0.
The equations
p = d cos θ and q = d sin θ
determine a unique θ ∈ [0, 2π)with this θ ,
d cos(τ1v1 − θ) = L
d sin(τ1v1 − θ) = −M.
These equations determinev1 − θ uniquely in [0, 2π) and hence determineτ1 uniquely in  θv1 , 2π+θv1 .
To establish the Hopf bifurcation theorem, we state and prove the following theorem 
Theorem 3.2.4. iv(τ1) = iv1 is a simple root of (34) and u(τ )+ iv(τ) is analytic in a neighbourhood of τ =τ1.
Proof. To show that iv(τ1) = iv1 is a simple root, (34) can be written as f (λ) = 0 where
f (λ) = λ3 + A1λ2+A2 λ+ A3−e−τλ(B1λ2+B2 λ+ B3).
Any double root λ satisfies f (λ) = 0 and f ′(λ) = 0 where
f ′(λ) = 3λ2 + 2A1λ+ A2 + τe−τλ(B1λ2 + B2λ+ B3)− e−τλ(2B1λ+ B2).
Substituting λ = iv1 and τ = τ1 in f (λ) = 0, f ′(λ) = 0 and equating the real and imaginary parts, we get that if iv1 is a
double root,
−A1v21 + A3 = x1 cos(τ1v1)+ x2 sin(τ1v1)
−v31 + A2v1 = −x1 sin(τ1v1)+ x2 cos(τ1v1)
where
x1 = −B1v21 + B3 and x2 = B2v1
and
−3v21 + A2 = −τ1x1 cos(τ1v1)−τ1x2 sin(τ1v1)− y1 cos(τ1v1)+ y2 sin(τ1v1)
−2A1v1 = −τ1x2 cos(τ1v1)+τ1x1 sin(τ1v1)+ y1 sin(τ1v1)+ y2 cos(τ1v1)
where
y1 = −B2 and y2 = 2B1v1.
Now writing (38) as G(v1) = 0 where
G(v1) = (−A1v21 + A3)2 + (−v31 + A2v1)2 − (−B1v21 + B3)2 − B22v21
G(v1) = (x1 cos(τ1v1)+ x2 sin(τ1v1))2 + (−x1 sin(τ1v1)+ x2 cos(τ1v1))2 − (x1)2 − (x2)2 = 0
and
G′(v1) = 2(−A1v21 + A3)(2A1v1)+ 2(−v31 + A2v1)(−3v21 + A2)− 2(−B1v21 + B3)(−2B1v1)− 2B22v1.
Hence
G′(v1) = (x1 cos(τ1v1)+ x2 sin(τ1v1))(τ1x2 cos(τ1v1)−τ1x1 sin(τ1v1)− y1 sin(τ1v1)
− y2 cos(τ1v1))+ (−x1 sin(τ1v1)+ x2 cos(τ1v1))(−τ1x1 cos(τ1v1)−τ1x2 sin(τ1v1)
− y1 cos(τ1v1)+ y2 sin(τ1v1))+ x1y2 + x2y1 = 0.
As G(v1) = G′(v1) = 0,v1 is a double root of G(v1) = 0 which is a contradiction. Hence iv1 is a simple root of (34) which
is an analytic equation. So, using the analytic version of the Implicit Function Theorem [25], u(τ ) + iv(τ) is defined and
analytic in a neighbourhood of τ =τ1.
To apply Hopf’s bifurcation theorem as given in [24], we need to verify the transversality condition dudτ |τ=τ1 ≠ 0. By
setting v(τ1) =v1, u(τ1) = 0 and solving for dudτ and dvdτ in (36), we have
du
dτ
= v21[3v41 +v21(−2B21 − 4A2 + 2A21)+ (A22 + 2B1B3 − B22 − 2A1A3)]
R2 + S2 ,
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where
R = −3v21 + A2 + sin(τ1v1)(−2B1v1 + B2τ1v1)+ cos(τ1v1)(−B1τ1v21 − B2 + B3τ1)
and
S = 2A1v1 + sin(τ1v1)(B1τ1v21 − B3τ1 + B2)+ cos(τ1v1)(B2τ1v1 − 2B1v1).
Let z =v21 in (38). We have
φ(z) = z3 + z2(A21 − 2A2 − B21)+ z(A22 − 2A1A3 + 2B1B3 − B22)+ (A23 − B23)
dφ
dz
= 3z2 + 2z(A21 − 2A2 − B21)+ (A22 − 2A1A3 + 2B1B3 − B22).
Ifv1 is the largest positive root of (38), then dφdz |z=v21 > 0. Hence
du
dτ
|τ=τ1 =
v21  dφdz |z=v21
(R2 + S2) ≠ 0.
We summarize the preceding details in the following theorem: 
Theorem 3.2.5. Suppose E∗ = (B∗, S∗, P∗) exists, the conditions of either Lemma 3.2.2 or Lemma 3.2.3 and (33) are satisfied
andv1 is the largest positive root of (38), then a Hopf bifurcation occurs as τ passes throughτ1. If Eq. (38) has no positive real
root then no Hopf bifurcation occurs and the equilibrium is locally stable or unstable for all values of τ .
3.3. Model III
In this model we include another ecological fact that there is time lag in the reduction of breeding and suppressor
prey population by the interaction with predator population. In Model II we assume that both prey populations reduce
immediately after interaction with predator. We are assuming that the time delay τ considered in this model is the same as
the time delay used in converting breeder class to suppressor class or vice versa.
Individuals in breeding class and suppressor class reduce by lbB2P(t − τ)/(B + S) and lsS2P(t − τ)/(B + S) and these
depend on the population of predator at the previous time t− τ . The system of ordinary differential equations that describe
this behaviour of the prey–predator relationship is as follows:
dB
dt
= εBq− lbB
2P(t − τ)
B+ S −
QmbP(t − τ)B
P(t − τ)+ P0 + aB(t − τ) +
QmsB(t − τ)S
B(t − τ)+ B0 + bP(t − τ) ,
dS
dt
= εB(1− q)− lsS
2P(t − τ)
B+ S +
QmbP(t − τ)B
P(t − τ)+ P0 + aB(t − τ) −
QmsB(t − τ)S
B(t − τ)+ B0 + bP(t − τ) ,
dP
dt
= α1lbB
2P(t − τ)
B+ S +
α2lsS2P(t − τ)
B+ S − µP. (43)
By linearizing the system near the interior equilibrium E¯∗ = (B∗, S∗, P∗), we obtain the stability matrix
J(E¯∗) =
m11 +m∗11e−τλ − λ m12 m∗13e−τλm21 +m∗21e−τλ m22 − λ m23 +m∗23e−τλ
m31 m32 m33 +m∗33e−τλ − λ
 . (44)
The characteristic equation associated to the system (43) around E∗ takes the general form
λ3 − k1λ2 + k2λ+ k3 = e−τλ(T1λ2 + T2λ+ T3)+ e−2τλ(T4λ+ T5) (45)
where
k1 = m11 +m22 +m33
k2 = −m32m23 −m12m21 +m11m22 +m11m33 +m22m33
k3 = m11m32m23 +m12m21m33 −m12m31m23 −m11m22m33
T1 = m∗11 +m∗33
T2 = m32m∗23 +m31m∗13 −m11m∗33 −m33m∗11 −m22m∗11 −m22m∗33 +m12m∗21
T3 = m11m22m∗33 −m11m32m∗23 +m22m33m∗11 −m32m23m∗11 −m12m21m∗33
−m12m33m∗21 +m12m31m∗23 +m32m21m∗13 −m31m22m∗13
T4 = −m∗11m∗33
T5 = m22m∗11m∗33 −m32m∗23m∗11 −m12m∗33m∗21 +m32m∗21m∗13.
(46)
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Table 8
The effect on stability when value ofQmb is varying: the region
of stability decreases as Qmb increases (see Fig. 9).
q α1 ls Qmb
0.01 1.4 0.5 0.001
0.01 1.4 0.5 0.05
0.01 1.4 0.5 0.099
Table 9
The effect on stability when value of ls is varying: the region
of stability increases as ls increases (see Fig. 10).
q α1 ls Qmb
0.01 1.4 0.5 0.1
0.01 1.4 0.9 0.1
0.01 1.4 1.1 0.1
Table 10
The effect on stability when value of α1 is varying: the region
of stability decreases as α1 increases (see Fig. 11).
q α1 ls Qmb
0.01 0.05 0.5 0.1
0.01 3.2 0.5 0.1
0.01 6.4 0.5 0.1
Table 11
The effect on stability when value of q is varying: the region of
stability decreases as q increases (see Fig. 12).
q α1 ls Qmb
0.01 1.4 0.5 0.1
0.05 1.4 0.5 0.1
0.09 1.4 0.5 0.1
Table 12
Hopf bifurcation on Model II with respect to τ .
Interval State
0 < τ < 0.7776507 Stable interval
τ = 0.7776507 Bifurcation point
τ > 0.7776507 Unstable interval
Ifm∗11 = 0 andm12m∗33 = m32m∗13 then Eq. (45) reduces to
λ3 − k1λ2 + k2λ+ k3 = e−τλ(T1λ2 + T2λ+ T3). (47)
This equation is exactly the same as Eq. (34), and so, the stability and Hopf bifurcation analysis of Model III can be discussed
exactly in the same way as for Model II.
3.4. Numerical results
The system (25) has been integrated numerically with slight perturbations of initial conditions. Results show that the
region of stability increases or decreases as we vary the values of the parameters in the model. Tables 8–11, show the effect
on the stability by varying the values of some parameters such as Qmb, ls, α1 and qwhile fixing the other parameters. It can
be seen from Table 8 and Figs. 9–11 that the region of stability is decreasing as the value of Qmb is increased. Varying the
value of ls shows that the region of stability increases as ls increases,(see Table 9 and Fig. 10). Table 10 and Fig. 11 show that
the region of stability is decreasing as the value of α1 increase. In addition, the region of stability increases as the value of q
increases as illustrated in Table 11 and Fig. 12. Fig. 13 shows that there is a Hopf bifurcation for this model (25) where stable
behaviour changes to unstable behaviour as time delay is varied, (see the Table 12).
4. Discussion and conclusion
Prey–predator models with and without time delay have been studied where prey population suppress breeding due
to high predation population density. Non-breeding individuals have a better chance of avoiding predation than those in a
Q.J.A. Khan et al. / Computers and Mathematics with Applications 62 (2011) 4337–4355 4353
Fig. 9. The effect on stability using values of Qmb = 0.001 (left) and 0.099 (right).
Fig. 10. The effect on stability using values of ls = 0.5 (left) and 1.1 (right).
Fig. 11. The effect on stability when value of α1 = 0.05 (left) and 6.4 (right).
reproductive state. Both breeding and suppressor prey populations are exposed to predator populationwith varying degree.
Predators feed preferentially on the most numerous class of prey species.
The results we have obtained can be summarized as follows: First of all in Model I, the prey population (breeder and
suppressor) is found to be bounded by the environmental carrying capacity. Furthermore, we found that the predator
population and the solution of the system (2) is bounded if rates of conversions from breeder to suppressor or vice-
versa are small enough or mathematically a¯b¯K ≤ 1. We found four equilibria. The first equilibrium point is where all
populations become extinct which is an unstable state. We also noted that as the zero equilibrium E¯0 is unstable, the whole
ecosystem cannot eventually become extinct. The suppressor and predator free equilibrium E¯1 is locally asymptotically
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Fig. 12. The effect on stability when value of q = 0.01 (left) and 0.05 (right).
Fig. 13. Hopf bifurcation with respect to τ when 0 < τ < 0.7776507 (left) and τ > 0.7776507 (right).
stable if α1lbK/α < 1 otherwise it is unstable. The equilibrium E¯2 is feasible if r1B0 > q2K and will be bounded if α2lsS < 1.
Thenon-zero equilibrium E¯3 exists if (α1lbX
2+α2ls)K > (αX+1)(X+1) and is stable if it satisfies the Routh–Hurwitz criteria.
Hopf bifurcation analysis has been carried out with respect to q1 as a parameter. In addition, there are three ecologically
meaningful equilibria which belong to interaction of breeder prey with predator in the absence of suppressor prey. The
equilibriumE0 is unstable, while the equilibriaE1 andE2 are stable if α1lbK < 1 and r1 > q1PaK/(P+P0+aB)2 respectively,
otherwise they are unstable. If there is no breeder population then ultimately the whole population of prey and predator
will become extinct. The case when the predator population is absent the breeder prey will not suppress breeding so the
whole prey population will be breeder.
In Models II and III, we considered a fraction q of new born prey as breeder and (1− q) as suppressor. The rate by which
breeder population moves to suppressor class depends on the predator and breeder population at t − τ . When the stress
of predation reduces, then suppressor population moves to breeder class after time τ . For simplicity, we take both delay
times to be equal. If b3 < 0 and b1 > 0 then there will exist only one non-zero equilibrium and it will be locally stable if
conditions of Routh–Hurwitz criteria are satisfied.We have investigatedHopf bifurcation around the positive equilibrium E∗
by taking time delay as a bifurcation parameter. In the sense of ecology, Hopf bifurcation helped us in finding the existence of
a region of instability in the neighbourhood of non-zero equilibriumwhere prey and predator populations both will survive
undergoing regular fluctuations. In the Model III, we introduced time delay τ in the growth rate of predator population and
stated that stability and Hopf bifurcation analysis can be made in a similar way as in Model II.
Views on the consequences of antipredatory behaviour on population dynamics have undergone rapid changes in recent
years. Breeding suppression was first presented as an adaptive mechanism in individuals to avoid predation [10]. Models
of [26,11] suggest that this suppression effect is rather likely to be stabilization of the dynamics. Our results suggest that
breeding suppression in prey population is destabilizing. These results conflict with earlier models (i.e. [26,11]) but support
the result of [27] that increasing the length of time in a suppressed state acts to reduce the strength of the stabilization
caused by PIBS. PIBS in snowshoe hare exceed one or two years.
Q.J.A. Khan et al. / Computers and Mathematics with Applications 62 (2011) 4337–4355 4355
References
[1] S.L. Lima, L.M. Dill, Behavioral decisions made under the risk of predation: a review and prospectus, Canadian Journal of Zoology 68 (1990) 619–640.
[2] H. Ylönen, Weasels mustela nivalis, suppress reproduction in the cyelic bank vales, clethrionomys glareolus, Oikos 55 (1989) 138–140.
[3] H. Ylönen, B. Jedrzejewska, W. Jedrzejewska, J. Heikkilä, Antipredatory behaviour of Clethrionomys voles – ‘David and Goliath’ arms race, Annales
Zoologici Fennici 29 (1992) 207–216.
[4] H. Ronkainen, H. Ylönen, Behaviour of cyclic bank voles under risk ofmustelid predation: do females avoid copulations? Oecologia 97 (1994) 377–381.
[5] H. Ylönen, H. Ronkainen, Breeding suppression in the bank vole as antipredatory adaptation in a predictable environment, Ecology & Evolution 8
(1994) 658–666.
[6] J. Heikkilä, K. Kaarsalo, O.Mustonen, P. Pekkarinen, Influence of predation risk on early development andmaturation in three species of Clethrionomys
voles, Annales Zoologici Fennici 30 (1993) 153–161.
[7] E. Koskela, H. Ylönen, Suppressed breeding in the field vole (Microtus agrestis), an adaptation to cyclically fluctuating predation risk, Behavioral
Ecology 6 (1995) 311–315.
[8] E. Korpimki, K. Norrdahl, J. Valkama, Reproductive investment under fluctuating predation risk: microtine rodents and small mustelids, Evalutionary
Ecology 8 (1994) 357–368.
[9] L. Oksanen, P. Lundberg, optimization of reproductive effort and foraging time in mammals: the influence of resource level and predation risk,
Evolutionary Ecology 9 (1995) 45–56.
[10] H. Ylönen, Vole cycles and antipredatory behaviour, Trends in Ecology & Evolution 9 (1994) 426–430.
[11] G.D. Ruxton, S.L. Lima, Predator-induced breeding suppression and its consequences for predator–prey population dynamics, Proceedings of the Royal
Society of London B 264 (1997) 409–415.
[12] G.D. Ruxton, Q.J.A. Khan, M. Al-Lawatia, The stability of internal equilibria in predator–prey models with breeding suppression, IMA Journal of
Mathematics Applied in Medicine and Biology 19 (2002) 207–219.
[13] H. Kokko, G.D. Ruxton, Breeding suppression and predator–prey dynamics, Ecology 81 (2000) 252–260.
[14] R. Bellman, K.L. Cooke, Differential Difference Equations, Academic Press, New York, 1963.
[15] R.D. Driver, Ordinary and Delay Differential Equations, in: Applied Mathematical Sciences, Springer-Verlag, New York, 1977.
[16] J.K. Hale, S.M.V. Lunel, Introduction to Functional Differential Equations, in: Applied Mathematical Sciences, Springer-Verlag, New York, 1993.
[17] G. Gandolfo, Mathematical Methods and Models in Economic Dynamics, North Holland, Amsterdam, 1971.
[18] M. Kalecki, A macrodynamic theory of business cycles, Econometrica 3 (1935) 327–344.
[19] W. Leontief, Studies in the Structure of the American Economy, New York, 1953.
[20] W. Leontief, Lags and stability of dynamic systems, Econometrica 29 (1961) 659–669.
[21] N. MacDonald, Time Lags in Biological Models, in: Lecture Notes in Biomathematics, vol. 28, Springer-Verlag, Berlin, 1979.
[22] K. Gopalsamy, Stability and Oscillations in Delay Differential Equations of Population Dynamics, Kluwer Academic Publishers, Dordrecht, Boston,
London, 1992.
[23] V.I. Arnold, Ordinary Differential Equations, Springer Verlag, 1992.
[24] J.E. Marsden, M. McCracken, The Hopf Bifurcation and its Applications, Springer-Verlag, New York, 1976.
[25] S.N. Chow, J.K. Hale, Methods of Bifurcation Theory, in: Grundlehren der Mathematischen Wissenschaften (Fundamental Principles of Mathematical
Science), vol. 51, Springer-Verlag, New York, 1982.
[26] M. Gyllenberg, I. Hanski, T. Lindstr, A predator–preymodelwith optimal suppression of reproduction in the prey,Mathematical Biosciences 134 (1996)
119–152.
[27] D.S. Hik, Does risk of predation influence population dynamics? Evidence from the cyclic decline of snowshoe hares, Wildlife Research 22 (1995)
115–129.
