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Abstract
Elimination is a classical subject. The problem is algorithmically solvable by using resultants or by
one calculation of Groebner basis with respect to an elimination term order. However, there is no existing
method that is both efficient and reliable enough for applicable size problems, say implicitization of bi-
cubic Bezier surfaces with degree six in five variables. This basic and useful operation in computer aided
geometric design and geometric modeling defies a solution even when approximation using floating-point
or modular coefficients is used for Groebner basis computation.
An elimination term order can be used to eliminate U for any ideal in K [X ][U ]. However, for most
practical problems we are given a fixed ideal, which means that an elimination term order may be too much
for our calculation.
In this paper, the author proposes a new approach for elimination. Instead of using a classical elimination
term order for all problems or ideals as usual, the author proposes to use algebraic structures of the given
system of equations for finding more suitable term orders for elimination of the given problem only.
Experimental results showed that these ideal-specific term orders are much more efficient for elimination.
In particular, when ideal specific term orders for elimination are used with Groebner walk conversion, one
can completely avoid all perturbations. This is a significant result because researchers have been struggling
with how to perturb basis conversions for a long time.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Elimination is a classical problem with applications in many research areas, for example,
it has been used for solving systems of non-linear algebraic equations, and for finding the
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implicit equations of parametric objects in computer aided geometric design, visualization and
solid modeling. Well-known approaches for elimination are the methods based on resultants
(Sylvester, 1904–1912; Salmon, 1964; Sederberg and Anderson, 1984; Manocha and Canny,
1992) and Groebner bases (Buchberger, 1965, 1985; Kalkbrener, 1990). Among them, the
method of Groebner bases has some important advantages, namely, the method is reliable and can
algorithmically solve the problem in full generality. It is well-known in the literature that in order
to eliminate variables or to solve a system of nonlinear algebraic equations, one has to compute
a Groebner basis with respect to an elimination term order for the variables, for example, pure
lexicographic or block term orders.
However, in practice it is infeasible to do so because it is time and memory consuming due to
unnecessary intermediate polynomials and coefficient swell. As an example, we consider the
well-known Newell’s teapot (Crow, 1987) test-suite, which is a combination of 32 bi-cubic
patches. While Dixon’s resultant and the method of moving curves/surfaces can be used to
implicitize 8 and 32 out of the 32 bi-cubic patches of the teapot respectively, just a few of
the patches can be implicitized by using traditional Groebner basis based algorithms within a
reasonable amount of time and memory space.
An elimination term order can be used to eliminateU for any ideal in K [X ][U ]. However, for
most practical problems we are given a fixed ideal, which means that an elimination term order
may be too much for our calculation.
In this paper, the author proposes a new and radical approach for elimination in general.
Instead of using a classical elimination term order for all problems or ideals as usual, the author
proposes to use algebraic structures of the given system of equations for finding more suitable
term orders for elimination for this particular problem only. Experimental results showed that
these ideal-specific term orders are much more efficient for elimination.
This paper answers the following questions: From a computational point of view, do we
really need to use an elimination term order for elimination in general? Is there any algorithm
for verifying whether or not a more efficient term order can be used for elimination? The
answer is “No” for the first question and affirmative for the second one. Other contributions
of this paper are: (1) a classification of ideal-specific term orders for elimination and
(2) a necessary and sufficient condition for elimination term orders in terms of Groebner
bases.
It is worth emphasizing that there is still a need to find a reliable and efficient method for
elimination. In Section 5 the author will show that approximate Groebner basis computation
using floating-point coefficients or modular calculation of Groebner bases fails to find a solution
for this class of applicable size problems.
Benchmark test-suites for implicitization are used for comparing with other approaches.
Practical experiments showed that by using results from this paper together with the deterministic
Groebner walk method (Tran, 2000) one can find exact solutions for benchmark problems where
approximate Groebner basis computation using coefficients with respect to a modulus of a prime
number or floating-point coefficients failed to find a solution within a reasonable time. Several
test-suites such as the Newell’s teapot are used to test the new approach. Our experiments
show the excellent performance of our new approach for implicitization in comparison with the
traditional ones.
In the next section, the author will summarize some basic facts about admissible term
orders, weight vectors, and the method of Groebner bases. Ideal-specific elimination term
orders will be presented in Section 4. Applications and experimental results will be presented
in Section 5.
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2. Preliminaries
In this section, we give a short introduction to basic facts on admissible term orders, weight
vectors, and the method of Groebner bases. We refer to Buchberger (1965, 1985), Winkler
(1996), Collart et al. (1997) and Tran (2000) for missing details.
Let K be a computable field and K [x1, . . ., xn] the polynomial ring in n variables over K . We
denote the set of power products in the variables x1, x2, . . . , xn by [X ].
Definition 1. A total order ≺ on [X ] is called an admissible term order iff
(1) ∀t ∈ [X ] \ {1}, 1 = x01 · x02 · · · x0n ≺ t , and
(2) ∀s, t, u ∈ [X ], s ≺ t ⇒ s · u ≺ t · u.
Let I be an ideal in K [X ], f be a non-zero polynomial in K [X ] and ≺ be an admissible term
order on [X ]. We denote
• lpp≺( f ) the leading power product of f with respect to ≺.
• lc≺( f ) the leading coefficient of f with respect to ≺.
• f≺ = lc≺( f ) · lpp≺( f ) the initial term of f with respect to ≺.
• 〈I≺〉 the ideals generated by { f≺, for all f ∈ I }.
Let f, g, h ∈ K [X ], F ⊂ K [X ].We say that g 6= 0 reduces to h with respect to f 6= 0, denoted
by g→ f h, iff there are power products s, t ∈ [X ] such that s has a non-vanishing coefficient c
in g, s = lpp≺( f ) · t , and h = g − clc≺( f ) · t · f . We say that g reduces to h with respect to F ,
denoted by g→F h, iff there exists a polynomial f ∈ F such that g→ f h.
Definition 2. Let G be a finite subset of K [X ] \ {0}, ≺ be an admissible term order on [X ], and
I ⊇ G be an ideal in K [X ]. Then G is a Groebner basis of I with respect to ≺ iff 〈G≺〉 = 〈I≺〉.
Furthermore,G is called a minimal Groebner basis iff lpp≺( f ) - lpp≺(g) for all f, g ∈ G, f 6= g.
G is called a reduced Groebner basis iff for all f, g ∈ G, f 6= g, f cannot be reduced by g. G is
normed iff lc≺(g) = 1, for all g ∈ G.
The following important theorem is based on Buchberger (1965).
Theorem 3. Every ideal I G K [X ] has a unique finite normed reduced Groebner basis.
Without loss of generality, from now on we assume that reduced Groebner bases are normed.
Given an ideal I and an admissible term order≺, we denote the reduced Groebner basis of I with
respect to ≺ by GB(I,≺). The following lemma gives us many different ways to check whether
or not a set of polynomials is a Groebner basis.
Lemma 4. Let I be an ideal in K [X ], ≺ a term order, F ⊂ K [X ], and 〈F〉 = I. The following
statements are equivalent:
(1) F is a Groebner basis of I with respect to ≺ .
(2) g is reducible to 0 with respect to F, for all g ∈ I \ {0}.
(3) g is reducible with respect to F, for all g ∈ I \ {0}.
The set Ω = {ω = (φ1, . . . , φn) ∈ Qn : φ j ≥ 0, 1 ≤ j ≤ n, ω 6= −→0 } is called the set of weight
vectors, where Q is the set of rational numbers. Let ω = (w1, . . . , wn) ∈ Ω ; for a monomial
t = c · x i11 · x i22 · · · x inn , we denote its ω-degree by degω(t) =
∑n
j=1 i j · w j . The ω-degree of
a nonzero polynomial f , denoted degω( f ), is the maximum of the ω-degrees of the monomials
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which occur in f with nonzero coefficients. The initial form of f with respect to ω, denoted by
fω, is the sum of all those monomials in f with maximal ω-degree. Furthermore, degω(0) = −1
and 0ω = 0.
Proposition 5. Given an ideal I G K [X ][U ], an admissible term order ≺ on [X ][U ], a reduced
Groebner basis G of I with respect to ≺, and a weight vector ω ∈ Ω , the following are
equivalent:
(1) 〈Gω〉 = 〈G≺〉
(2) 〈Gω〉 ⊆ 〈G≺〉
(3) gω = g≺ for all g ∈ G
(4) 〈Iω〉 = 〈I≺〉
(5) 〈Iω〉 ⊆ 〈I≺〉.
Proof. First, we will prove that (1)–(3) are equivalent.
(1)⇒(2): Obvious.
(2)⇒(3): For any g ∈ G, gω ∈ 〈G≺〉, which is a monomial ideal. If g≺ did not appear in gω, then
gω ∈ 〈G≺〉 would mean that for some g′ 6= g, lpp≺(g′) divides a non-leading term of g,
contradicting that G is reduced. So g≺ is a term occurring in gω. Then gω − g≺ ∈ 〈G≺〉
and since G is reduced, gω − g≺ = 0.
(3)⇒(1): Obvious.
Next, we will prove that (3)–(5) are equivalent.
(3)⇒(4): Assume that in≺(g) = inω(g) for all g ∈ G. We have 〈I≺〉 = 〈G≺〉 = 〈Gω〉 ⊆ 〈Iω〉.
To prove 〈Iω〉 ⊆ 〈I≺〉, we have to show that fω ∈ 〈I≺〉 for all f ∈ I . We prove
this by induction on f≺. Let v ∈ [X ][U ], c ∈ K with c 6= 0, and g ∈ G be
such that f≺ = c · v · g≺. Let h = f − c · v · g and write f = fω + f ′ where
degω( f
′) < degω( fω). It follows that h ∈ I and h≺ ≺ f≺. Since in≺(g) = inω(g), we
have in≺(c · v · g) = inω(c · v · g). In other words, inω(c · v · g) has one term, which is
c · v · g≺. If c · v · g≺ appears in fω, then fω = hω + c · v · g≺. Otherwise, fω = hω. In
any case we have fω ∈ 〈I≺〉 because hω ∈ 〈I≺〉 by induction.
(4)⇒(5): Obvious.
(5)⇒(3): Since 〈Iω〉 ⊆ 〈I≺〉, 〈Gω〉 ⊆ 〈Iω〉 ⊆ 〈I≺〉 = 〈G≺〉 and hence 〈Gω〉 ⊆ 〈G≺〉.
Therefore gω = g≺, for all g ∈ G because (2) and (3) have already been proved to
be equivalent. 
Definition 6. For a fixed ideal I , we say that ω represents≺ if a condition of Proposition 5 holds.
Given an admissible term order ≺ and a weight vector ω, we say that ≺ refines ω iff degω(t1) <
degω(t2) implies t1 ≺ t2 for all t1, t2 ∈ [X ]. It is easy to see that if ≺ refines ω, then
〈〈Iω〉≺〉 = 〈I≺〉, for all I G K [X ] .
Definition 7. Given an ideal I , an admissible term order ≺ and a weight vector ω, we define a
weighted admissible term order (ω|≺) as follows: t1 ω|≺ t2 if degω(t1) < degω(t2) or degω(t1) =
degω(t2) and t1 ≺ t2, for all t1, t2 ∈ [X ].
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Given an ideal I and an admissible term order ≺, we define the Groebner cone of I with
respect to ≺ by
cone(≺) = closure({w ∈ Ω |〈Iw〉 = 〈I≺〉},
where closure is the usual topological closure in Qn . We call the set F(I ) = {cone(≺)| ≺ an
admissible order} the Groebner fan of I .
Lemma 8. Let I be an ideal, ≺ be an admissible order. Then cone (≺) is a convex polyhedral
cone in Qn with a nonempty interior. Moreover, the Groebner fan of I has finite cardinality.
This lemma (Mora and Robbiano, 1988) means that for a fixed ideal I , many term orders
will share the same reduced Groebner basis, and there are only finitely many different reduced
Groebner bases. Moreover, all admissible term orders, which are represented by the weight
vectors within the same Groebner cone, will have the same reduced Groebner basis. Also, the
two term orders will share the same Groebner cone if and only if the reduced Groebner bases
with respect to two term orders are the same.
3. Term orders and weight vectors for elimination
Given an ideal I in K [X ][U ] = K [x1, . . . xn][u1, . . . , um], we are interested in eliminating
parameters U for the ideal I . In other words, we need to calculate I ∩ K [X ]. We start with the
traditional approach for elimination using Groebner bases. We would like to emphasize that this
traditional approach works for any ideal in K [X ][U ]— not just for the ideal I we are given.
Definition 9. An admissible term order ≺ on [X ][U ] is said to be an elimination term order for
U if and only if f≺ ∈ K [X ] ⇒ f ∈ K [X ], for all f ∈ K [X ][U ].
Pure lexicographic order and block term orders where {x1, . . . xn} ≺ {u1, . . . , um} are
examples of elimination term orders for {u1, . . . um}.
We first give a necessary and sufficient condition for checking elimination term orders in terms
of Groebner bases. To the author’s knowledge, while the necessary condition of the theorem is
known in the literature, the sufficient condition is new in this paper.
Theorem 10. Given an admissible term order ≺ on [X ][U ]. The following statements are
equivalent:
(1) ≺ is an elimination term order for U,
(2) ∀I G K [X ][U ], GB(I,≺) ∩ K [X ] = GB(I ∩ K [X ],≺).
Proof. A proof for the necessary condition, i.e. (1)⇒(2), can be found in textbooks on Groebner
bases as follows: for all ideal I G K [X ][U ], it is trivial that GB(I,≺) ∩ K [X ] ⊂ I ∩ K [X ], and
I ∩ K [X ] is an ideal in K [X ]. For all polynomial f ∈ I ∩ K [X ], since f ∈ I , f is reducible by
some g ∈ GB(I,≺) as f →g h. Since f ∈ K [X ], we have g≺ ∈ K [X ]. From (1) we have that
g ∈ GB(I,≺) ∩ K [X ] and h ∈ I ∩ K [X ]. That means GB(I,≺) ∩ K [X ] is a Groebner basis of
I ∩ K [X ] with respect to ≺. It is easy to see that GB(I,≺) ∩ K [X ] is reduced.
We now prove the sufficient condition, i.e. (2)⇒(1), by contradiction. Assume that we have
(2) and ≺ is not an elimination term order, i.e., there exists a polynomial f ∈ K [X ][U ] such
that f≺ ∈ K [X ] but f /∈ K [X ]. The polynomial f must be in the form f = f≺ + c · p + · · ·
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where c ∈ K , p /∈ K , p /∈ [X ] and p ∈ [X ][U ]. Let p = xα11 · · · xαnn · uβ11 · · · uβmm where
(β1, β2, . . . βm) 6= (0, 0, . . . 0). We construct an ideal I G K [X ][U ] as follows:
I = 〈{ f¯ = f≺ + uβ11 · · · uβmm , f 2≺}〉.
Since ≺ is an admissible term order, we have f¯≺ = f≺. Clearly f 2≺ ∈ I ∩ K [X ], GB(I,≺) =
{ f¯ , u2β11 · · · u2βmm } and GB(I,≺) ∩ K [X ] = ∅, which is a contradiction. 
Similar to term orders for elimination, we define weight vectors for elimination in the same
manner. The reasons for us to introduce the concept of weight vectors for elimination are that:
(1) a weight vector for elimination can be easily constructed, (2) when we restrict ourselves to
a fixed ideal these two separated concepts of term orders for elimination and weight vectors for
elimination are closely related.
Definition 11. A weight vector ω ∈ Ω is said to be an elimination weight vector for U if and
only if fω ∈ K [X ] ⇒ f ∈ K [X ], for all f ∈ K [X ][U ].
An elimination weight vector is also defined for all ideals in K [X ][U ]. The following theorem
gives a necessary and sufficient condition for elimination weight vectors.
Theorem 12. Given a weight vector ω ∈ Ω , the following statements are equivalent:
(1) ω is an elimination weight vector
(2) ω = (0, . . . , 0︸ ︷︷ ︸
n
, β1, . . . , βm), where β j > 0, for some 1 ≤ j ≤ m.
Proof. (2)⇒(1): Trivial.
(1)⇒(2): Let w = (α1, . . . , αn, β1, . . . , βm). Assume that αi > 0 for some i . We construct a
polynomial f ∈ K [X ][U ] as follows: f = xγi + u1, where γ · αi > β1. Clearly this polynomial
f contradicts the assumption that ω is an elimination weight vector. Since αi = 0, for all i , there
must be some j such that β j > 0. 
It is well-known in the literature that in order to eliminate variables or to solve a system of
nonlinear algebraic equations, one has to compute a Groebner basis with respect to an elimination
term order for the variables. However, elimination term orders are known to be very costly to
compute. Actually, bench-mark test suites for implicitization of bi-cubic surfaces show that it is
infeasible to use elimination term orders to eliminate variables. (See Section 5 for details.)
Example 13. We are interested in eliminating parameters u and v from the following simple
ideal for a bi-cubic parametric surface {10x−27u+36u3v3−17+36u2−19u3−45uv2+30uv3+
81u2v2 − 54u2v3 − 54u3v2, 100y + 198v − 369u2v + 246u3v − 198v2 + 369u2v2 − 246u3v2,
40z−60u3v3−57+99v2−81u2+42u3−66v3−81uv2+54uv3−108u2v2+72u2v3+90u3v2}.
This ideal defies an implicit solution on x , y and z even when one just tries to calculate a
Groebner basis modulo a small prime number (with respect to an elimination term order for
eliminating u and v) or when one tries to use a floating-point approximation for the coefficients
of the polynomials.
4. Ideal-specific term orders for elimination
As we have seen so far, an elimination term order can be used to eliminate U for any ideal in
K [X ][U ]. However, for most practical problems we are already given a fixed ideal I . Therefore,
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it is natural to ask whether one can find a “more suitable” term order to eliminate U just for the
ideal I . In this section, we are interested in constructively finding admissible term orders which
are more suitable for elimination of U for the given ideal I only.
Definition 14. Given an ideal I G K [X ][U ].
• An admissible term order ≺ on [X ][U ] is said to be ideal-specific for elimination of U for I
if and only if g≺ ∈ K [X ] ⇒ g ∈ K [X ], for all g ∈ GB(I,≺).
• A weight vector ω ∈ Ω is said to be ideal-specific for elimination of U for I with respect to
≺ if and only if gω ∈ K [X ] ⇒ g ∈ K [X ], for all g ∈ GB(I,≺).
It is easy to see that any elimination term order is an ideal-specific term order for elimination for
the ideal I and any elimination weight vector is an ideal-specific weight vector for elimination
for the ideal I . Similar to the necessary part of the proof of Theorem 10, it is easy to prove the
following result:
Lemma 15. If an admissible term order ≺ on [X ][U ] is ideal-specific for elimination of U for
I , then GB(I,≺) ∩ K [X ] = GB(I ∩ K [X ],≺).
This result is interpreted as follows: After calculating the reduced Groebner basis of the ideal
I in K [X ][U ] with respect to term order≺, we just select the elements of the Groebner basis that
does not have any parameter. This set of polynomials in K [X ] should be the reduced Groebner
basis of the ideal I ∩ K [X ] respect to ≺. It remains to be seen how to construct such a term
order ≺.
Remark 16. Given an ideal I G K [X ][U ], an admissible term order ≺ on [X ][U ] and weight
vector ω ∈ Ω .
(1) The condition for ≺ being an ideal-specific term order for elimination of U for I is strictly
weaker than the following condition:
f≺ ∈ K [X ] ⇒ f ∈ K [X ], for all f ∈ I. (1)
(2) The condition for ω being an ideal-specific weight vector for elimination ofU for I is strictly
weaker than the following condition:
fω ∈ K [X ] ⇒ f ∈ K [X ], for all f ∈ I. (2)
(3) The reverse direction of Lemma 15 is false. That means we are not interested in finding all
term orders satisfying the condition GB(I,≺) ∩ K [X ] = GB(I ∩ K [X ],≺) for the given
ideal I . Our goal is to find the term orders that can be used for elimination of U for I
in an algorithmic manner.
Proof. (1): Clearly, if Condition (1) holds, then ≺ is an ideal-specific term order for elimination
of U for I . We show that if ≺ is an ideal-specific term order for elimination of U for I , then
Condition (1) may not hold by constructing a counter-example as follows1: Let I = 〈{x + t, t2}〉
in K [x][t] with the term order ≺ that is deglex with x < t . Since GB(I,≺) = {t + x, x2}, ≺ is
ideal-specific for elimination of U for I . However, f = x2 + t + x is in I and f≺ = x2 ∈ K [x]
but f is clearly not in K [X ]. This counter-example also shows that while ≺ is an ideal-specific
term order for elimination of U for I , it is not an elimination term order.
1 The author would like to thank a referee for the suggestion which led to this example.
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(2): Let I = 〈{x + t, t2}〉 in K [x][t] with the term order ≺ that is deglex with x < t as in the
previous counter-example. One can use ω = (2, 3). It follows that f = x2 + t + x ∈ I violates
Condition (2).
(3): Let I = 〈{y + t, x}〉 in K [X ][t] with the term order ≺ that is deglex with x > y > t .
Since GB(I,≺) = {y + t, x}, ≺ is not ideal-specific for elimination of U for I . However,
I ∩ K [X ] = 〈{x}〉 (one can use the term order plex with x < y < t for this calculation)
and hence GB(I,≺) ∩ K [X ] = GB(I ∩ K [X ],≺) = 〈{x}〉. 
Since a term order ≺ can be expressed by a sequence of rational weight vectors as ≺=
(w1, . . . , wn) (Robbiano, 1985), it is easy to show that
Proposition 17. The first weight vector w1 is a weight vector refined by ≺. Moreover, if ≺ is an
elimination term order then w1 is an elimination weight vector.
The following lemma gives us a constructive and deterministic way to construct weight
vectors that represents a term order. Note that we have the following upper degree bound (Dube´,
1990) for polynomials in a Groebner basis with respect to any admissible term order: Let F be
a set of polynomials in K [X ] and d be the maximum total degree of any polynomial in F . Then
for any admissible term order, the total degree of polynomials in a Groebner basis for the ideal
generated by F is bounded by (d2 + 2d)2n−1 . When the ideal is zero dimensional, Caniglia et al.
(1991) showed that we can even lower the degree bound to dO(n).
Lemma 18. Let I be an ideal in K [X ] and ≺= (w1, . . . ,wn) be an admissible term order on
[X ]. The weight vector ω = (cn−1w1 + cn−2w2 + · · · + cwn−1 + wn) represents ≺, where c is
the product of the maximal value in wi , i = 1 . . . n, and an upper degree bound for polynomials
in the reduced Groebner basis of I with respect to ≺.
Proof. LetM be the maximum of the absolute value of all of the elements of wi , i = 1 . . . n.
Let G be the reduced Groebner basis of I with respect to ≺. We will show that ∀g ∈ G,
inω(g) = in≺(g). Even though we do not know the reduced Groebner basis G of I with respect
to the term order ≺ yet, the existence of the Groebner basis and the upper degree bound is
clear. For every two monomial t1 = c1xe111 x
e12
2 · · · x
e1n
n and t2 = c2xe211 x
e22
2 · · · x
e2n
n , we can
assume that t1  t2. There exists a number k, 1 ≤ k ≤ n such that wk · e1 > wk · e2 and
wi · e1 = wi · e2, for all i < k, where e1 = (e11 , e12 , . . . , e1n ) and e2 = (e21 , e22 , . . . , e2n ). If
k = n, it is obvious that degω(t1) > degω(t2). Sincewk ·e1 ≥ wk ·e2+1, wi ·e2 =
∑n
j=1wi j e2 j ≤
M∑nj=1 e2 j ≤ c − 1, 1 ≤ i ≤ n, and ∑ni=k+1 cn−iwi · e2 ≤ ∑ni=k+1 cn−i (c − 1) < cn−k,
we have cn−kwk · e1 > ∑ni=k cn−iwi · e2. Therefore degω(t1) > degω(t2), and hence inω(g) =
in≺(g). 
The following lemma gives an equivalence between term orders and weight vectors which are
suitable for elimination of a given ideal I under the condition that ω represents ≺.
Theorem 19. Given an ideal I G K [X ][U ], an admissible term order ≺ on [X ][U ] and a weight
vector ω ∈ Ω , where ω represents ≺. The following conditions are equivalent:
(1) ≺ is a suitable elimination term order for U from I .
(2) ω is a suitable elimination weight vector for U from I .
Proof. Let G be the reduced Groebner basis of I with respect to≺. We know from Proposition 5
that ω represents ≺ if and only of if in≺(g) = inω(g),∀g ∈ G. Since in≺(g) = inω(g),∀g ∈ G,
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≺ is a suitable elimination term order for U from I if and only if ω is a suitable elimination
weight vector for U from I . 
For a fixed ideal I , the weight vectors can be classified into a finite set of Groebner cones
(Mora and Robbiano, 1988). Moreover, all admissible term orders, which are represented by a
common weight vector will have the same reduced Groebner basis. Also, the two term orders
will share the same Groebner cone if and only if the reduced Groebner bases with respect to the
two term orders are the same. Since Groebner bases can be converted by walking along the line
segment connecting two weight vectors of the Groebner fan (Collart et al., 1997; Tran, 2000), we
are interested in the weight vectors lying on the joint boundary of two or more cones.
Let G be the reduced Groebner basis of I with respect to ≺. The following lemma shows a
constructive way to check whether or not a weight vector ω is in cone(≺).
Lemma 20. The weight vector ω is in cone(≺) if and only if g≺ = (gω)≺, for all g ∈ G.
Proof. Assume that ω is in cone(≺). If there exists a polynomial g ∈ G with g≺ 6= (gω)≺,
then degω(g) 	 degω(g≺). Hence, there exists an open neighborhood O of ω such that
degτ (g) 	 degτ (g≺) for all τ ∈ O. Therefore, g≺ 6= gτ , for all τ ∈ O. (Remember that ω
represents ≺ if and only of if g≺ = gω, for all g ∈ G.) That means τ does not represent ≺ for
every τ ∈ O, which is a contradiction to Lemma 8.
Conversely, assume that g≺ = (gω)≺, for all g ∈ G. For any σ such that σ represents ≺, we
have g≺ = gσ , for all g ∈ G. For every weight vector τ 6= ω lying on the line segment between
ω and σ , there exists an a, 0  a ≤ 1 such that degτ (p) =(1− a) · degω(p)+a · degσ (p), for all
p ∈ [X ][U ]. Since a > 0, degτ (lpp≺(g)) will have the highest value in comparison with other
power products of g and hence gτ = g≺, ∀g ∈ G. Therefore, ω is in cone(≺). 
In the following theorem, ω is only a weight vector in the cone of ≺ and need not represent
≺. This weaker hypothesis leads to only a one-sided conclusion. The theorem will be used as an
efficient tool for elimination in the next section.
Theorem 21. Given an ideal I G K [X ][U ] and an elimination weight vector ω ∈ Ω . Let ≺ be
an admissible term order on [X ][U ]. If ω is in cone(≺) then the term order ≺ is ideal-specific
for elimination of U for I .
Proof. From Theorem 12, ω must be in the form of ω = (0, . . . , 0︸ ︷︷ ︸
n
, β1, . . ., βm), where βi > 0
for some i . Also, for every polynomial g ∈ G, from Lemma 20 we have g≺ = (gω)≺.
We will first prove that for all g ∈ G, if g≺ is in K [X ] then gω must also be in K [X ]. Assume
that gω /∈ K [X ], there must be a power product v of gω such that v ∈ [X ][U ] and v /∈ [X ].
Consequently, degω(v) 	 degω(g≺), contradicting the fact that g≺ = (gω)≺. So gω must also be
in K [X ].
Since ω is an elimination weight vector, it follows that g is in K [X ]. Therefore, the term order
≺ is ideal-specific for elimination of U for I . 
5. Experimental results
In this section, we will show how to use ideal-specific term orders for elimination to improve
the efficiency of Groebner basis computation for elimination. We report our experiments on a
class of elimination problems in the research areas of computer aided geometric design (CAGD),
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visualization and solid modeling, where curves and surfaces are approximated, represented and
processed by a computer. However, our method works with elimination problems in general.
Designing curves and surfaces plays an important role in the construction of many products
such as airplanes and car bodies. In these domains, a 3-D geometric object is often a combination
of several surfaces or patches. Usually, parametric forms such as Bezier surfaces or NURBS are
used for designing the objects. But implicit representations are also needed in several occasions
such as for finding the intersection of the surfaces or for finding whether or not a point is on a
surface. In this context, a parametric representation of a surface in the xyz space has the form
I ≡ {x = f1(u,v)g(u,v) , y = f2(u,v)g(u,v) , z = f3(u,v)g(u,v) }, u ∈ [0, 1], v ∈ [0, 1]. Meanwhile, an implicit
representation of the object has the form f (x, y, z) = 0, which describes an implicit relationship
between the x , y and z coordinates of the points lying on the surface. The implicit representation
is calculated by eliminating parameters u and v for the ideal I . Due to the importance of
the problem, there have been persistent efforts at devising algorithms for implicitization. The
methods based on Dixon’s resultants (Sederberg and Anderson, 1984; Manocha and Canny,
1992), Groebner bases (Buchberger, 1965, 1985; Kalkbrener, 1990), moving curves/surfaces
(Sederberg and Chen, 1995) and µ-basis (Cox et al., 1998; Chen et al., 2001; Chen and
Wang, 2003) are examples. Among them, the method of Groebner bases has some important
advantages. The method is reliable and can algorithmically solve the implicitization problem
in full generality. Also, the method of Groebner bases is a primary tool for the elimination of
variables and for solving systems of nonlinear algebraic equations. In order to find the implicit
representation, one has to compute a Groebner basis with respect to an elimination term order for
the variables, for example pure lexicographic term order. However, Groebner bases were known
to be very slow in implicitizing bi-cubic patches. As an example, we consider the well-known
Newell’s teapot (Crow, 1987), which is a combination of 32 bi-cubic patches. While Dixon’s
resultant and the method of moving curves/surfaces can be used to implicitize 8 and 32 out
of the 32 bi-cubic patches of the teapot respectively, none of the patches can be implicitized
by using traditional Groebner basis based algorithms within a reasonable amount of time and
memory space (Sederberg and Chen, 1995). It is worth emphasizing that there is still a need
to find a reliable and efficient method for implicitization because even though the method of
moving curves/surfaces works well in practice, we have not been able to prove that the method
of moving curves/surfaces always works theoretically. Also, we have not been able to define
µ-bases for geometric objects other than some special cases such as planar rational curves and
rule surfaces so far. While enthusiastically awaiting for nice results from all other approaches for
implicitization, the author will show that we can significantly improve the efficiency of Groebner
basis based implicitization algorithms using the ideal-specific term orders and deterministic
Groebner walk conversion. For example, using the improved Groebner basis based algorithms
in this paper one can implicitize 28 out of 32 bi-cubic patches of the Newell’s teapot.
The following example shows that an ideal-specific term order for elimination of an ideal,
which is not an elimination term order for all other ideals, can be used for elimination.
Example 22. Let I G K [X ][t] be the ideal generated by the parametric equations of the Bezier
curve defined over four control points [0, 1, 1], [0.5, 4, 1], [1, 5, 1], and [1, 4, 2]. The parametric
system can be written in the following form
2x + t3 − 3t
y + 6t2 − 9t − 1
z − t3 − 1.
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Let ≺= (w|T ) be a weighted term order (see Definition 7) where w = [1, 1, 1, 1] and
T = [[0, 0, 0, 1], [1, 1, 1, 0], [1, 1, 0, 0], [1, 0, 0, 0]]. (T defines an admissible term order as
in Robbiano (1985).) The leading term of f = x3 + 3t − 2xy + 1 with respect to the term order
(w|T ) is x3 but f /∈ K [X ] and hence ≺ is not an elimination term order. On the other hand, it is
easy to verify that the reduced Groebner basis G of I with respect to the term order (w|T ) is as
follows:
−z + 1− 2x + 3t
−184− 24z2 + 183z − 48xz + 23y − 114x + 2y2
−16+ 2zy + 7z + 7y − 58x + 4xy
8+ 2z2 − 13z + 8xz + 3y − 26x + 8x2.
Therefore, ≺ is ideal-specific for elimination of t for I even though following Theorem 10, it is
not an elimination term order. Hence, the last three polynomials of G form the reduced Groebner
basis of I ∩ K [X ] with respect to the term order (w|T ).
One way to improve the efficiency of Groebner basis computation for elimination is to
partition the computation of the Groebner basis into several smaller computations following a
path in the Groebner fan of the ideal generated by the system of equations. This approach of
Collart et al. (1997) is called the “Groebner walk” method, and does not require any assumption
about the dimension of the ideal.
A crucial parameter of the performance of the Groebner walk method is the choice of the
walking path since the number of conversion steps and the complexity of each step depend
heavily on it. Ideally, the walking path should be free of the intersections of several cones since in
this general position, the initial forms involve far fewer terms; therefore, the transformations can
be computed cheaply. It is appropriate to vary the starting point in order to ensure the generality
of the position.
However, the real difficulty comes from the target point, where one has to perform the last
conversion with respect to the elimination term order but does not know how to vary the point.
Typically, the target point lies on the intersection of many cones. Consequently, the initial forms
will have a considerable number of terms. (We have many examples whose initial forms have a
few hundred terms.) Therefore, it increases the complexity of the conversion since we have to
compute a Groebner basis with respect to the elimination term order of such large initial forms.
Amrhein et al. (1996) and Amrhein and Gloor (1998) offer a heuristic way to guess a perturbed
target point and check the validity after the conversion. But, when the heuristic guess fails, one
has to compute the Groebner basis with respect to the elimination term order of such large initial
forms anyway. Tran (2000) gives a deterministic method to vary the target point in order to ensure
the generality of the position, i.e. we always have just a few terms in the initial forms. The main
idea of the method was that even though we do not know the Groebner basis with respect to the
target cone, we know in advance how large the polynomials in the Groebner basis can be. More
precisely, Tran (2000) uses the upper degree bound for polynomials in the Groebner basis for the
variation of the target point.
Fortunately, when ideal specific term orders for elimination are used with Groebner walk
conversion, one can completely avoid all perturbations. This is a significant result because
researchers have been struggling with how to perturb basis conversions for a long time (Amrhein
et al., 1996; Amrhein and Gloor, 1998; Tran, 2000).
Given a set of parametric equations F = {xi − pi (u1, . . . , um), i = 1 . . . n} ⊂ K [X ][U ] and
two admissible term orders ≺1 and ≺2 in forms of matrices as follows:
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≺1=

1 . . . . . . 1 0 . . . . . . 0
0 . . . . . . 0 1 . . . . . . 1
0 . . . . . . 0 . . . . . . . . . . . .
0 . . . . . . 0 1 0 . . . 0
1 . . . 1 0 0 . . . . . . 0
. . . . . . . . . . . . 0 . . . . . . 0
1 1 0 . . . 0 . . . . . . 0
1 0 . . . 0 0 . . . . . . 0

,
≺2=

0 . . . . . . 0 1 . . . . . . 1
1 . . . 1 1 0 . . . . . . 0
. . . . . . . . . . . . 0 . . . . . . 0
1 1 0 . . . 0 . . . . . . 0
1 0 . . . 0 0 . . . . . . 0
0 . . . . . . 0 1 . . . 1 0
0 . . . . . . 0 . . . . . . . . . . . .
0 . . . . . . 0 1 0 . . . 0

.
For every two terms t1 = x i11 · · · x inn · uin+11 · · · uin+mm and t2 = x j11 · · · x jnn · u jn+11 · · · u jn+mm , t1 ≺ t2
if and only if ≺ ×[i1, . . . in+m]T <≺ ×[i1, . . . in+m]T . It is easy to see that F is the reduced
Groebner basis of the ideal I = 〈F〉 with respect to ≺1. Clearly, ≺1 refines weight vector
σ = {1 . . . . . . 1, 0 . . . . . . 0}, ≺2 refines weight vector τ = {0 . . . . . . 0, 1 . . . . . .} and τ is an
elimination weight vector. Our goal is to efficiently compute a Groebner basis G of I with respect
to the first ideal-specific term order for elimination ofU for I , say≺′2, we encountered during the
calculation following Algorithm 1. Since≺′2 is an ideal-specific elimination term order,G∩K [X ]
is the reduced Groebner basis of I ∩K [X ] and hence the implicit representation of the geometric
object. We first give our algorithm as follows.
Algorithm 1.
Input A system of equations F ⊂ K [X ][U ], two admissible term orders ≺1 and ≺2, and two
weight vectors σ and τ refined by ≺1 and ≺2 respectively, where ≺2 is an elimination
term order.
Output A system of equations G ⊂ K [X ], where 〈G〉 = 〈F〉 ∩ K [X ] and G is a Groebner basis
w.r.t. some ordering.
Step 1 Verify if F is already the reduced Groebner basis of I = 〈F〉 with respect to ≺2
if ( fi )≺1 = ( fi )≺2 , i = 1 . . . n then return F ∩ K [X ].
Step 2 Preparation
k ← 1
ωk−1← σ
Gk−1← F
≺←≺1
Step 3 Conversion
While cone(≺) 6= cone(≺2) ( i.e., g≺ 6= g≺2 , for some g ∈ Gk−1.)
Step 3a Find the next weight vector ωk in στ such that ωk−1ωk = ωk−1τ ∩ conek−1(I )
• ωk = ω(t¯) = ωk−1 + t¯(τ − ωk−1), where t¯ = min({t ∈ Q ∩ (0, 1] : degω(t) p1 =
degω(t) pi , for some g = p1 + · · · + pn ∈ G j−1, 2 ≤ i ≤ n})
Step 3b If ωk ≡ τ
break
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else
Step 3c Convert Gk−1 into a Groebner basis Gk with respect to the term order
ω1| ≺2
• Compute M = {m1, . . . ,ms}, a Groebner basis of 〈Iωk 〉 = 〈(Gk−1)ωk 〉 with
respect to (ωk | ≺2), where mi =∑rj=1 hi j · (g j )ωk , i = 1 . . . s.
• Gk = {∑rj=1 hi j · g j , i = 1 . . . s}.
Step 3d Updating
• Inter-reduce Gk
• Gk−1← Gk
• ωk−1← ωk
• ≺← (ωk−1 ≺2)
Step 4 Return Gk ∩ K [X ].
Correctness and termination of the algorithm are guaranteed by the following theorem.
Theorem 23. The Algorithm 1 always terminates and is correct.
Proof. We first prove the correctness of Step 1 for checking whether or not two Groebner
cones coincide. If cone(≺1) = cone(≺2) then for any weight w in the cone we have
〈F≺1〉 =〈I≺1〉 =〈Iw〉 =〈I≺2〉 ⊃〈F≺2〉. In other words, f≺2 is reducible by F≺1 , for all f ∈ F .
Since F is the reduced Groebner basis of I with respect to ≺1, it can only happen when
f≺1 = f≺2 , for all f ∈ F . Conversely, if f≺1 = f≺2 , for all f ∈ F then F is also the reduced
Groebner basis of I with respect to ≺2 because all of the s-polynomials will be reduced to 0.
Therefore, checking the coincidence of two cones, when the reduced Groebner basis of one cone
is known, can be done by just checking if the initial power products for the polynomials with
respect to the two term orders are equal.
From Lemma 8, there exist finitely many weight vectors σ = ω0, ω1, . . . , ωm = τ in στ and
pairwise different Groebner cones C≺1(I ) = C0(I ), C1(I ) = C(ω1|≺2)(I ), . . . ,Cm(I ) = C≺2(I )
in the Groebner fan of I such that for every k ∈ {1, . . . ,m}, ωk is the weight vector with
ωk−1ωk = ωk−1τ ∩ Ck−1(I ).
Therefore, the algorithm always terminates.
If ωk ≡ τ , it follows from Theorem 21 that we encountered an ideal-specific term order
for elimination. That means in any case one can completely avoid perturbation. We denote the
reduced Groebner basis of I over the Groebner cone Ck(I ) by Gk . We perform the Groebner
walk method by moving on the line segment στ from σ to τ , i.e., we compute ω1, . . ., ωm−1
and G1, . . ., Gm successively. The crucial point is that this calculation can be done efficiently
without applying Buchberger’s algorithm. We first check if Ck−1(I ) is equal to C≺2(I ) for a
given Groebner basis Gk−1 = {g1, . . . , gr }. If so then Gk−1 is already the reduced Groebner
basis of I with respect to ≺2. Otherwise, we have to determine the next weight vector ωk , which
is the point on the segment στ where we leave the Groebner cone Ck−1(I ). The weight ωk can
be easily computed from ωk−1, τ and Gk−1 as ωk = ω(t¯) = ωk−1 + t¯(τ − ωk−1), where t¯ =
min({t ∈ Q∩ (0, 1] : degω(t) p1 = degω(t) pi , for some g = p1+· · ·+ pn ∈ Gk−1, 2 ≤ i ≤ n}).
After leaving Ck−1(I ) we enter Ck = C(ωk |≺2)(I ). We now have to transform Gk−1 to Gk . Since
ωk is in cone Ck−1(I ), there exists a term order ≺= (ωk | ≺k−1) which refines ωk such that
C≺(I ) = Ck−1(I ). Therefore f≺ = ( fωk )≺ for all f ∈ I and
〈〈Iωk 〉≺〉 = 〈I≺〉 = 〈(Gk−1)≺〉 = 〈((Gk−1)ωk )≺〉
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hence (Gk−1)ωk is the reduced Groebner basis of Iωk with respect to ≺. We now convert
(Gk−1)ωk to the reduced Groebner basis M = {m1, . . . ,ms} of 〈Iωk 〉 with respect to (ωk | ≺2).
Note that this conversion itself can be done with any basic conversion, for example by using
Hilbert–Poincare´ series (Traverso, 1996) or by recursive use of the Groebner walk method.
However, we may want to use a specialized Buchberger’s algorithm in this case since we can
perturb the weight vectors such that most of the initials are binomial.
Since m1, . . . ,ms are ωk-homogeneous, we can compute ωk-homogeneous polynomials hi1,
. . ., hir with mi =∑rj=1 hi j · (g j )ωk and degωk (mi ) = degωk (hi j · (g j )ωk ), for j = 1 . . . r with
hi j 6= 0. Replacing (g j )ωk by g j , we obtain
Gk =
{
fi =
r∑
j=1
hi j · g j , i = 1 . . . s
}
.
It immediately follows that ( fi )ωk = mi and therefore
〈I(ωk |≺2)〉 = 〈〈Iωk 〉(ωk |≺2)〉 = 〈M(ωk |≺2)〉 = 〈(Gk)(ωk |≺2)〉.
Hence Gk is a Groebner basis of I with respect to (ωk | ≺2), which will be reduced in Step
3d. 
We have implemented Algorithm 1 using the general purpose computer algebra systems
Maple. Therefore, it is natural to compare our new method with the traditional methods in the
built-in functions from the mentioned systems. Since comparing with a special purpose software
such as Singular requires a complete overhaul of our implementation, we plan to do it in the
future. The following examples from the well-known Newell’s teapot (Crow, 1987) show the
efficiency of the fast algorithm for implicitization in the previous section. All the experiments2
were carried out on a Dell PowerEdge 4600 running Linux Redhat 8.0 with two Intel Xeon 2.8
GHz processors and 4 GB RAM. We compare running time (in second) of our fast algorithm for
basis conversion in this paper against the algorithms for implicitization using direct computation
of Groebner bases found in the mentioned general purpose computer algebra systems.
Patch Built-in Cones visited Walk (Tran, 2000) New algo. Ratio
no Maple 8/10 Block Ideal Maple in Maple
(s) order spec (s) (s)
ex1 n/a 19 13 34 15 0.44
ex2 n/a 19 13 41 17 0.41
ex3 n/a 29 18 162 57 0.35
ex4 n/a 92 86 8 179 2 553 0.31
ex5 n/a 92 86 8 993 4 020 0.45
ex6 n/a 99 93 31 012 15 931 0.51
ex7 n/a 99 93 39 062 19 796 0.51
ex8 n/a 29 18 1 186 499 0.42
ex9 n/a 29 18 1 190 516 0.43
ex10 n/a 29 18 1 157 489 0.42
2 1, 2, 3, 4 show the best results when block term orders are used. N/A if lexicographic order is used. (N/A means the
computation could not be finished after more than 50,000 s.)
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Our improved algorithm has been able to eliminate parameters for many bi-cubic patches,
which cannot be implicitized by using traditional Groebner basis based algorithms within a
reasonable amount of time and memory space. The main reason for this success is that by
using the algebraic structures of the parametric equations, the improved algorithm overcomes
the bottle-neck of the traditional algorithms such as unnecessary zero-reductions, term swell and
coefficient swell. Furthermore, the improved algorithms are able to avoid all unnecessary walking
steps during the calculation.
6. Conclusion and discussion
The author presented a new approach for elimination. Instead of using inefficient elimination
term orders as usual, the author used algebraic structures of the given system of equations to find
more suitable term orders for elimination. These more suitable term orders will eventually be
used to speed up the computational process.
Benchmark test-suites for implicitization are used for comparison with other approaches.
Experimental results showed that these ideal-specific term orders are much more efficient for
elimination. In particular, when ideal specific term orders for elimination are used with Groebner
walk conversion, one can completely avoid all perturbations. This is a significant result because
researchers have been struggling with how to perturb basis conversions for a long time.
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