This paper presents a collection of string algorithms that are at the core of several biological problems such as creating diagnostic probes, universal primers, or discovering potential drug targets. All these problems reduce to the task of finding a pattern that, with some error, occurs in one set of strings (the Closest String Problem) and does not occur in another set (Farthest String Problem). In this paper, we break down the problem into several subproblems and .prove the following results.
Introduction
With the wealth of genetic information being generated, the challenge of using this information beneficially presents a new series of problems to be solved. One set of problems is based on the idea of discovering and using genetic information that distinguishes one set of closely related species from another set. At the core of these problems is deoxyribonucleic acid (DNA) . DNA is the genetic material for almost all living organisms (some viruses store their genetic information in RNA, ribonucleic acid). Its single-stranded form can be thought of as a string in the alphabet {A, C, G, T} representing the four bases adenine, guanine, cytosine and thymine respectively. However, DNA is more stable in its double-stranded form, where the end of one strand lines up with the beginning of the other, each A on one strand pairs with a T on the other, and likewise each G on one strand pairs with a C on the other (Watson-Crick base pairing).
But under certain conditions, exact Watson-Crick pairing is not required for this double-stranded form and these differences have been classified into various categories whose properties have been investigated.
One category is substitutions [BL+90, LF75] (also called mismatches), where a base in one strand is not the Watson-Crick pair of the base on the other strand,. and another is gaps [LKTSO] (also called bulges), where there is at least one extra base in one strand that is not paired with any bases in the other strand. The destabilizing effect of gaps and substitutions have been tabulated as Gibbs free energy [TSF88] , and one gap is approximately equivalent to four substitutions (in 1 M NaCl at 37OC). So given two short sequences in equal concentrations that could either hybridize with one gap or with one substitution (assuming the rest of the base matches are the same), the free energy difference means there would be roughly 58 substitutions for each bulge. Because gaps are-more destabilizing, if one is designing an oligomer (short strand of DNA) to bind tightly to another strand, one may use Hamming distance, which considers only substitutions, rather than edit distance, which considers both gaps and substitutions.
Applications
The Hamming distance metric appears in several contexts, such as coding theory, as explained in another paper in this proceedings [GJL99] , and several biological applications. The biological applications occur in two varieties: some require that a region of similarity be discovered, for example consensus sequences, other applications use the reverse complement of the region, such as designing probes or primers. Our algorithms report the region directly with the understanding that the reverse complement of the region can be easily calculated if required. With this in mind several biological application will be discussed.
Creating Diagnostic Probes for Bacterial Infection
The Distinguishing
String Selection Problem appears in the task of creating diagnostic probes for bacterial infections [BL+97, MM90]. G iven a dataset of DNA sequences from a group of closely related pathogenic bacteria, the task would be to fmd a substring that occurs in each of the bacterial sequences (with as few substitutions as possible) without occurring in the host's DNA [BL+97].
Probes are then designed to hybridize to these target sequences and can be labeled (e.g. made radioactive) for easy detection, so that their presence indicates that at least one bacterial species is likely present in the host.
Creating Universal PCR Primers
Polymerase chain reaction (PCR) primer design is another area related to the problems described in this paper. PCR is a laboratory technique for amplifying, that is creating many copies of, a portion of DNA [HMM96] . I n order for this method to work, pairs of primers (or short strands of single-stranded DNA) must be created that hybridize to specific locations in relation to the area to be amplified. The Distinguishing String Selection Problem occurs when one is trying to design a single pair of primers to amplify several regions simultaneously.
Here the task is to discover a pair of primers such that each will hybridize in the same region relative to the portions to be amplified and no where else. Several existing programs such as Primer [LB+91], PCRPROF [DR+93] and Primer Master [PH96] are available to design universal primers. One paper does not state the algorithm by which the targets are selected [LB+91], another assumes that the sequences have already been aligned by another program [DR+93] , and the third uses an unspecified local homology search to find variable and conserved regions and then picks the primer candidates from the conserved regions [PH96] . None of the programs surveyed do an analysis of the complexity of their algorithms.
Finding Targets for Potential New Drugs Distinguishing
String Selection Problems have the potential to help out in drug target selection. Much like in diagnostic probe design, given a dataset of sequences of orthologous genes from a group of closely related pathogens, and a host (such as human or livestock), the goal would be to find a sequence fragment that is more conserved in all or most of the pathogens' sequences but not as conserved in the host's. Information encoded by this fragment then can be used for novel antibiotic development. For example, chemicals can be screened to identify those that only bind to the peptide encoded by the conserved regions of the bacterial DNA. Those chemicals can then be tested as potential broad-range antibiotics. Another possible strategy would be to use antisense drugs. This class of drugs work by impeding the translation of genetic information into protein by hybridizing to messenger RNA (an intermediary between DNA and protein) before translation can begin [CL93]. By identifying a sequence fragment that distinguishes the pathogens from the host, the potential exists to create a drug that harms several pathogens with minimal effect on the host. Jiang et al. have also looked at this problem, however they use Gibbs sampling to identify the drug target [JT+98] .
3 Formulation Using Hamming distance, d&z, y), the above applications can be formulated as follows. Closest String Problem INSTANCE: Given a set S of strings of length n over i alphabet A. OBJECTIVE: Find a string z of length n minimizing d such that for every string s;, &?(2, Si) L d. Closest Substring Problem INSTANCE: Given a set S of strings of length at least n over an alphabet A. OBJECTIVE: Find a string z of length n minimizing d such that for every string z in S, d~(z, y) < d for some substring y (of length n) of z. Max Close String Problem INSTANCE: Given a set S of strings of length at least n over an alphabet A, and a d 10. OBJECTIVE: Find a string z of length n maximizing the number of strings y in S satisfying the condition that for some substring t of y, d&z, z) < d. Farthest
String Problem w INSTANCE: Given a set S of strings of length n over an alphabet A and a threshold d 2 0. OBJECTIVE: Find a string z of length n such that for any y E S, d&z, y) 2 d. Far from Most String Problem INSTANCE: Given a set S of strings of length n over an alphabet A and a threshold d 3 0. OBJECTIVE: Find a string 2 of length n maximizing the number of strings y satisfying Distinguishing String Selection ProbIem INSTANCE: Given a set, B of (bad) strings of length at least n, a set; P E A* of (good) strings and two thresholds db and dg; OBJECTIVE: Find a string z such that for each string t E B, dH(z,y) < db for some substring y (of length n) of z, and for any string z E E, du(z,z) 2 dg.
Related Work
In addition to the work mentioned in Section 2, there are several problems related those studied in this paper. First, the hitting string problem is similar to our Nearest String Problem. Given a set S of strings of length n over (0, 1, k}, the hitting string problem is to find a string over (0, 1) that has at least one match with each string in S [GJ79] . Such a problem was proved to be NP-complete by Fagin Fa74]. This problem is a special case of the Nearest String Problem in which the H amming distance bound is n -1 and the sought string lies over (0, 1) rather than over the original alphabet (0, 1, *}. The complexity and approximabiity of finding maximum feasible subsystems of linear relations was studied by Arnaldi and Kann [AK95]. Although Hamming distance conditions can be transformed into linear relations, their results do not imply our results. Actually, our NP-hardness results are stronger than some of theirs.
Designing DNA probes was studied by Ito et al. pS+94 ]. They formalized the problem as follows: given a set of strings S and a subset 2' C S, find a d-characteristic string of T under S, which is defined to be a substring occurring in all the strings in 2' and at least edit distance d away from any substrings of strings in S -T. Since a characteristic string is a common substring of strings in T, such a problem can be solved in polynomial time pS+94]. The Distinguishing String Selection Problem studied here is more diEcult because whereas they require that all the strings in 2' contain a common substring, we only require that all strings in 2' contain a substring that is within a constant Hamming distance from our characteristic string.
Ben-Dor et al.
[BL+97] gave a different formulation: given a set of strings S and a subset T C S, using Hamming distance, dH, find a t that maximizes k: such that As well, this paper provides an approximation to the Closest String Problem which with probability less than E they can get do + J 3d,logB E where d, is the optimal distance and m is the number of strings. However, a smalI d is critical for our applications and the straightforward LP relaxation method as used in [BL+97] does not work well for small d's.
The Closest String Problem also occurs in coding theory, and has been proven NP-Complete for binary codes FL97].
Again in the context of coding theory, G@eniec et czl. [GJL99] independently claim a weaker ($ + r)-approximation in these proceedings, with the requirement that d is large (super-logarithmic).
Our ($+e)-approximation in this paper works for all d.
The Complexity of Farthest String Problem
In this section, we prove the Farthest String Problem is NP-hard. The proof for an alphabet size of two is relatively easy. We are especially interested in the cases when the alphabet is four (for DNA and mRNA) and twenty (for protein). The corresponding instance of the Farthest String Problem is with the Hamming distance bound is n-l. Obviously, the instance (SI, n-l) is computable in polynomial time. The purpose of including ti and p; is to force that the solution to the instance (Sr, n -1) will be a string in (OO,ll)"-LEMMA 5.2. If a string s is at least Hamming distance n -1 away hrn every string tit pi, qz, qr, U: and u!, then s E (00, ll)n.
Due to space limitations, this proof has been omitted, but by this lemma, any solution to (ST, n -1) must be a string in (11, OO}n. Further, it is not difhcult to see that any such a solution to (SI, n -1) induces a truth assignment to z; satisfying every clause in I. 0 6 PTAS for the Farthest String Problem In this section, we use a linear programming relaxation technique to obtain polynomiaI time approximation schemes (PTASs) for the Farthest String problem.
6.1
Binary case First, we shall design a PTAS for the Farthest String Problem in the binary case. This will then be generalized to the non-binary case in Section 6.2. To this end, we first prove a lower bound result. LEMMA 6.1. Given a set S of m strings each of length n over OWT the alphabet (0, 1). If n > 10 lnm/P2 where p < 1 is any constant number, then there exists a string s such that the Hamming distance between s; and s is at least (1 -,8)5 for every s; E S.
Proof. We prove it by a simple probabilistic argument. Let s E (0, l}n. Given a random string t E (0, I}*, the expectation value of the H amming distance between s and t is 5. where qj = 1, -1 and C; is an integer derived from the ith strings.
We first relax the integrality constraints on xj and solve the resulting linear program. Let Z be the solution vector of the resulting linear program and the objective function have value B. We. now apply randomized rounding to restore integrality: for each i, independently set 2; to 1 with probability Z?i and to 0 with probability 1 -Zi. This rounding procedure gives us an assignment 2 that makes the objective function D larger than B -eO(n213) with high probability. Since D, 2 (1 -p)$, we have By performing an exhaustive search for smaller values of n we have, THEOREM 6.1. There is a PTAS for the Farthest String Problem in the binary case.
6.2
The general case Now we give a PTAS for the Farthest String Problem for the general case. Recall that we are most interested in the 4-letter and 204etter cases.
Similar to Lemma 6.1, we can prove LEMMA 6.2. If n > 101nm/P2 for any p < 1. Let A be an alphabet of k letters.
Then, there exists a string s such that the Hamming distance between s; and s is at least (1 -p)v for every i. This proof is also similar to Lemma 6.1 and will be omitted from the conference version of this paper, but using this result we can get: THEOREM 6.2. There is a PTAS for the Farthest String Problem.
Hardness of Approximating
Far from Most String Problem
Given two optimization problems P and &, a polynomial-time transformation f from P to Q is an L-reduction if there are constant CY and p such that for every instance z of P,
(1) sptQ(f(4) 5 a -wtd4; (2) for every solution y of f(z) with objective value ~2, we can find in polynomial time a solution y' of z with objective value cl such that ]oprp(z) -crl < /3. /opt@(z)) -cg( (see [PY91] ). Then, SG = {sr,sz,-em, sn} and the Hamming distance bound is d = m. Obviously, the transformation from G to (SG, m) is computable in polynomial time. Without loss of generality, we may assume that G is not a complete graph. Let s' be an optima3 solution for the instance (SG, m) and let S' = {s E SG { dH(s', s) 2 m}. If s' contains a * in some position i, then, s' can mismatch at most 2 strings at position i, which corresponds to the endpoints of the jth edge in G. Thus, IS'] 5 2. Since G is not complete, the optimal solution V' for G has at least two vertices. Thus, optI 2 o&((SG, m)). Jf s' does not contain any k's, then, the vertices corresponding to strings in S' consists of an independent set for G. Hence, we still have that c@r(G) 2 opt&(S~,m)).
Conversely, given an independent set V' of G, we consider the strings that correspond to vertices in V'. Let S' denote the set of such strings. Since V' is independent, on each position, S' contains at most one string that has non-star letter 0 or 1. Thus, we can easily construct a string that is H amming distance m far from each string in S'. Hence, we actually have o&(G) = optH((&, m)). The above argument also implies that given an approximation S" of the problem (SG, m), we can easily get an independent set V' such that b&(G) -IV"] I i b@H((SG,m)) -IS"1 1. Th ere ore, the Independent Set problem f is L-reduced to the From From Most String Problem. From the hardness result on the Independent Set problem [AL+92], our theorem follows in the case of IAl = 3.
The above construction can be modified for IA/ 2 4. 0 8 Approximation of the Closest String and Substring Problems By a simple reduction from the Furthest String Problem, we can also prove the following. Let S have m strings each of length n and let s; = siIsi2 . --si,,, sij E A for each si E S and 1 5 i < n. We may assume that d~(sr,s~) 2 dH(si,si) for any i,j 5 m by reordering si's if necessary. Let k = d~(sr, ~2). Without loss of generality, we may assume that k mismatches between ~1 and s2 occur on the first k positions, i.e. slj # s2.j if 1 5 j 5 k and sij = s2j if k < j 5 n. This is because for any permutation R on o,-, n), S has an optimal solution z = q22 . where s is an unknown string of length 6. Note that we have not written out the precise form of the integer program and also omitted the zero-one constraints. Let the optimal bound for IP (2) be di,,.
It is impossible to compute di,, efficiently. Therefore, we approximate it by considering two cases. Let S > 1 be some fixed constant.
Case 1. k = IllaX+j dH(Si, Sj) 5 .v. We do a simple exhaustive search for finding an optimal solution s, for IP (2). We could try all the jAlk strings of length k over A. Then each chosen string can be checked in O(mk) time. The total time is O(lA[kmk), a polynomial in terms of m.
Case 2. k > FT. We first solve the linear relaxation of IP (2). Let 2 be the value of the objective function of the relaxation and let Z; be its solution. Clearly, dr,,t > 2. All YEi's are fractional values and therefore may not constitute a feasible solution to IP (2). We therefore "round" these fractional values to O's and l's to obtain a feasible solution for (2). The rounding process is similar to that found in Lemmas 6.1 and 6.2. Such a rounding process results in a random string sz. Consider some fixed sequence s; E S. The expected value of the distance between s, and s; satisfies the following: E (d(s,, si) ) 5 a -d&s:', s") < dl++ -d&f, ST). In summary, our approximation algorithm consists of two steps: 1) Solve IP (2) approximately or do a exhaustive search as described in Case 1 in the proof. Let s, be a solution with distance bound di < dl,,t + edopt. 2) Output one of sl, s,sy which reaches the bound min(dH(si, sz), di). Now we start to analyze the algorithm. Let sopt be a solution string with the optimal distance bound dopt of the instance S. If dH(si, sz) < $dopt, then, obviously, the solution given by our algorithm is a string with distance bound at most $dopt-Otherwise, d&s;, si) = dxr(sl, ~2) > $&a By the triangle inequality, Thus, dH(si,s&) > $dwt or d&s&, s&,) > idopt. If the first holds, then dH(sy, s&J 5 fdopt and so for any i < n This implies that in any case, our algorithm outputs a solution with distance bound at most (1 + s)$dopt. 0 Theorem 8.2 can be used to design an efficient heuristic algorithm for the Closest Substring Problem. The algorithm consists of two phases. Let S = {s; 1 i 5 n} be the input string set in which each string has length no less than n. First, we find substring yi with length n of s; such that rnaxi,i dH(yi, yj) reaches the minimumover all such substrings. Then, we apply the algorithm in Theorem 8.2 to get a better solution 2.
Distinguishing String Selection Problem
Using the results of the Closest Substring and Farthest String Problems we can prove the follow (with the details being omitted in this version of the paper). THEOREM 9.1. Let (Sb, Sg,n, A, db, d,) be an instance of the Distinguishing String Selection Problem. If there is a solution for the instance, an appnnkzate solution x can be obtained in polynomial time such that GOT each s E Sb, d&x, y) < 2db for some substring y of s, and dH(x,s') 2 dB -4.
