Incidence coloring of the squares of some graphs  by Li, Deming & Liu, Mingju
Discrete Mathematics 308 (2008) 6569–6574
www.elsevier.com/locate/disc
Note
Incidence coloring of the squares of some graphs
Deming Lia,∗, Mingju Liub
a Department of Mathematics, Capital Normal University, Beijing 100037, China
b LMIB and Department of Mathematics, Beihang University, Beijing 100083, China
Received 27 October 2004; received in revised form 24 November 2007; accepted 26 November 2007
Available online 22 January 2008
Abstract
The incidence chromatic number of G, denoted by χi (G), is the least number of colors such that G has an incidence coloring.
In this paper, we determine the incidence chromatic number of the powers of paths, trees, which are min{n, 2k+1}, and∆(T 2)+1,
respectively. For the square of a Halin graph, we give an upper bound of its incidence chromatic number.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Graphs considered here are finite, undirected and simple. Let G be a graph. We denote by V (G), E(G) and ∆(G)
its vertex set, edge set and maximum degree of G respectively. Let NG(v) be the set of neighbors of v in G and
dG(v) = |NG(v)| be its degree. Let S be a subset of E(G) (or V (G)). The induced subgraph induced by S, G[S],
is the graph with edge set S (or vertex set S) and vertex set {x : there is some y ∈ V (G) such that xy ∈ S.} (or
{xy : x, y ∈ S, and xy ∈ E(G)}). Let S be a subset of V (G), and y ∈ V (G). The degree of y with respect to S
is defined to be dG(y, S) = |NG(y) ∩ S|. For vertices u, v in G, we let distG(u, v) denote the distance between u
and v, which is the length of the shortest path joining them. The diameter of G, denoted by D(G), is the maximum
value among dG(u, v) for any two vertices of G. The square of a graph G (denoted by G2) is defined such that
V (G2) = V (G), and two vertices u and v are adjacent in G2 if and only if dG(u, v) ≤ 2. If 2 is replaced by k, we call
the obtained graph the kth power of G.
An incidence in G is a pair (v, e) with v ∈ V (G), e ∈ E(G) such that v and e are incident. The set of all incidences
of G is denoted by I (G), that is I (G) = {(v, e) : v ∈ V, e ∈ E , v is incident with e}. For a vertex v, we use I (v)
to denote the set of incidences of the form (v, vw) and use A(v) to denote the set of incidences of the form (w,wv)
respectively. Obviously, for each edge xy of G, there are two incidences with respect to xy, which are (x, xy) and
(y, yx). For an incidence (x, xy), the edge xy is the edge with respect to the incidence (x, xy). Let S be a subset of
I (G), and E(S) be the set of edges with respect to the elements of S. The subgraph induced by S is the subgraph
induced by E(S). Let F be a subset of E(G). We use I (F) to denote the subset of I (G) with respect to the elements
of F . For an incidence, we will use (v,−→w ) instead of (v, vw) for simplicity. The two incidences (v, e) and (w, f ) are
adjacent if one of the following hold: (1) v = w, (2) e = f ; (3) vw = e or f .
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An incidence coloring of a graph G is a mapping λ of I (G) to a set C of colors such that adjacent incidences
are assigned distinct colors. Such a coloring, sometimes, we call a proper incidence coloring. A partial incidence
coloring of a graph is an incidence coloring which colors not all of its incidences. The incidence chromatic number of
G, denoted by χi (G), is the least number of colors such that G has an incidence coloring. Let S be the set of incidences,
λ be an incidence coloring of G. We use λ(S) to denote the set of colors which are assigned to the elements of S. If
all elements of S are assigned to the same color a, we use λ(S) = a instead of λ(S) = {a} to denote the color set.
Let P = x1x2 · · · xn be a path of order n. If we use three colors 1, 2, 3 to color the incidence of P along the edges as
follows: λ(x1,−→x2 ) = 1, λ(x2,−→x1 ) = 2, λ(x2,−→x3 ) = 3, λ(x3,−→x2 ) = 1, λ(x3,−→x4 ) = 2, λ(x4,−→x3 ) = 3, . . . . We call
this way of coloring a color pattern (1, 2, 3, 1, 2, 3, . . .) of P starting from x1 and ending xn . For a cycle of order n,
do the same as that of P , and let λ(xn,−→x1 ) = λ(xn,−−→xn−1)+ 1 (mod 3), and λ(x1,−→xn ) = λ(xn,−→x1 )+ 1 (mod 3). Note
that λ may not be a proper incidence coloring unless the length of the cycle is a multiple of three.
The concept of incidence coloring was introduced by Bruadli and Massey [4]. It is easy to see that for any graph
G with at least one edge, χi (G) ≥ ∆(G) + 1. Bruadli and Massey in 1993 in [4] posed the incidence conjecture,
which says that for any graph G with at least one edge, χi (G) ≤ ∆(G) + 2. In 1997, Guiduli provided some
counterexamples to this conjecture, and observed that the incidence coloring is a special case of directed star arboricity,
introduced by Algor and Alon [1]. Bruadli and Massey showed that χi (G) ≤ 2∆(G) for every graph. Guiduli in [8]
proved that there exist graphs G with χi (G) ≥ ∆(G) + Ω(log∆(G)), and proved the upper bound as follows
χi (G) ≤ ∆(G)+ O(log∆(G)).
Brundli and Massey determined the incidence chromatic number of trees, complete graphs and bipartite complete
graphs. Chen et al. in [5,6], Huang in [10] and Liu and Li in [11] determined the incidence chromatic number of
paths, cycles, fans, wheels, wheels with some more edges and complete tripartite graphs, Halin graphs, outerplanar
graphs, Hamiltonian cubic graphs, the square of cycles, complete k-partite graphs etc. Dolama et al in [7] determined
the incidence coloring number of K4-minor free graphs and give an upper bound for k-degenerated graphs and planar
graphs. M. Maydanskiy showed in [13] that the incidence chromatic number of a subcubic graph is at most five.
In Section 2, we show that the incidence chromatic number of Pkn is min{n, 2k+1}. In Section 3, we determine that
the incidence chromatic number of T 2 is χi (T 2) = ∆(T 2) + 1. Section 4 concerns the incidence chromatic number
of the square of a Halin graph, an upper bound ∆(T 2)+∆(T )+ 8 is given.
2. Powers of paths
Let Pn = x1x2 . . . xn be a path with n vertices. Obviously, its incidence chromatic number is 3. We can color the
incidences with the color pattern 1, 2, 3, . . . , 1, 2, 3.
Lemma 2.1 ([4]). Let Kn be the complete graph of order n. Then χi (Kn) = n.
Theorem 2.2. Let n, k be integers. Then χi (Pkn ) = n if n ≤ 2k + 1, otherwise χi (Pkn ) = 2k + 1.
Proof. If n ≤ k + 1, Pkn is isomorphic to the complete graph Kn . By Lemma 2.1, we have χi (Pkn ) = n. If
k + 2 ≤ n ≤ 2k, ∆(Pkn ) = n − 1. Since Pkn is a subgraph of Kn , n ≤ χi (Pkn ) ≤ χi (Kn) = n.
If n > 2k + 1,∆(Pkn ) = 2k. It suffices for us to give a (2k + 1)-incidence coloring of Pkn . We define the (2k + 1)-
incidence coloring λ of I (Pkn ) as follows: λ(A(xi )) = i mod (2k + 1), where i = 1, 2, . . . , n.
Now we check that λ is a proper incidence coloring. For integers i, j and i < j , and xi is adjacent to x j . Then
1 ≤ j − i ≤ k, and j 6∈ λ(A(xi )), and i 6∈ λ(A(x j )). λ(xi ,−→x j ) = j 6= λ(x j ,−→xi ) = i . For integers i, j, r
with i < j < r , and xi is adjacent to x j , x j is adjacent to xr , we need to show that λ(xi ,−→x j ) 6= λ(x j ,−→xr ). By
definition, λ(xi ,−→x j ) = j mod (2k + 1), λ(x j ,−→xr ) = r mod (2k + 1). j 6= r mod (2k + 1) since 1 ≤ j − r ≤ k.
λ(x j ,−→xi ) 6= λ(x j ,−→xr ). Since 1 ≤ r − j ≤ k, 1 ≤ j − i ≤ k, 2 ≤ r − i = r − j + j − i ≤ 2k. and r 6= i mod (2k+1).
Then it is a proper incidence coloring. 
3. Square of a tree
We call the complete bipartite graph K1,n a star with center x which is adjacent to all the other vertices. Let K1,r1
and K1,r2 be two stars with center x and y respectively. After joining an edge xy, we call the obtained graph a double
star with center x and y.
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Lemma 3.1 ([4]). Let T be a tree. χi (T ) = ∆(T )+ 1.
Lemma 3.2. Let G be a graph of order n. If there is a vertex of degree n − 1, then χi (G) = n.
Proof. It is trivial. 
Lemma 3.3. Let T be tree of order n. If the diameter of T is not greater than four, then χi (T 2) = n.
Proof. If the diameter of T is two, then T 2 is isomorphic to a complete graph, then χi (T 2) = n. If the diameter of
T is three, there are two vertices x and y with distance three. Assume that the joining path is xx ′y′y. Removing edge
x ′y′, we obtain two stars with centers x ′ and y′ respectively. Then the degree of x ′ in T 2 is |V (T )|−1. By Lemma 3.2,
the proof of this case ends.
If the diameter of T is four, then there are two vertices x and y. The distance between x and y is four. Assume the
path is P(x, y) = xx1x2x3 y. Obviously, x2 is a cut vertex. Removing x2, each component of T − x2 is an isolated
vertex or a star whose center is adjacent to x2, otherwise we will have a vertex z whose distance with x or y is at
least five. Then for any vertex v ∈ V (T ), dist (x2, v) ≤ 2. Then in T 2, there is a vertex x2 which is adjacent to n − 1
vertices. By Lemma 3.2, χi (T 2) = n. 
For coloring the square of a tree, we need some notations. Let T be a tree, e = xy be an edge of it with ends x and
y. T − xy has two subtrees T x and T y which contain x and y respectively. Let Rxy(y) be the set of neighbors of y in
T y, ie., Rxy(y) = NT y(y). Let Rxy(x) = NT x (x). Let Sxy(y) be the set of vertices of T y with distance two between
y, that is, Sxy(y) = {u : dT y(y, u) = 2, y ∈ V (T y)} and let Sxy(x) = {u : dT x (x, u) = 2, x ∈ V (T x)}. Clearly,
NT (x) = {y} ∪ Rxy(x), NT 2(x) = Sxy(x) ∪ Rxy(y) ∪ NT (x) for a vertex x of T .
In what follows, we define an incidence coloring of T 2 with ∆(T 2)+ 1 colors by two stages. In the first stage, we
give each vertex a label. In the second stage, we use the label as a color to finish coloring the incidences of T 2.
Let [∆(T 2)] = {0, 1, 2, 3, . . . ,∆(T 2)}. A vertex x is labeled if it received a label from [∆(T 2)], and it is p-labeled
if it is labeled and all vertices in NT 2(x) are labeled. The label of x is denoted by l(x). We use pl(x) to mark the order
of a vertex p-labeled.
The labeling stage is as what follows:
Step 0: Take a vertex x of T as the root. Let l(x) = 0, pl(x) = 0. Label vertices in NT 2(x) by numbers in [∆(T 2)]
such that no two vertices in {x} ∪ NT 2(x) receive the same label. It is possible since |NT 2(x)| ≤ ∆(T 2). Then x
becomes a p-labeled vertex.
Step 1: Take a labeled but not p-labeled vertex y that is adjacent to a p-labeled vertex, say it is x . Clearly, vertices
in {y} ∪ NT (y) are labeled. Let pl(y) = pl(x)+ 1.
By the choice of y, there are some unlabeled vertices in Sxy(y). Label all the unlabeled vertices in Sxy(y) by labels
in [∆(T 2)] − {l(y), l(x)} ∪ l(Rxy(y)) ∪ l(Rxy(x)) such that no two vertices in Sxy(y) share the same label. It is
possible since |Sxy(y)|+ |Rxy(y)|+ |{x, y}|+|Rxy(x)| ≤ ∆(T 2)+1. After labeling all vertices in Sxy(y), y becomes
a p-labeled vertex and pl(y) = pl(x)+ 1.
Step 2: If all vertices of T are p-labeled, the labeling stage ends.
Here it is the coloring stage.
By taking an edge xy of T 2, we define an incidence coloring λ as follows: λ(x,−→y ) = l(y), λ(y,−→x ) = l(x).
In what follows, we need to check that the incidence coloring defined in coloring stage is proper.
Proposition 3.4. Let x, y be two vertices of T . If the distance between x and y in T is at most four, then the labels of
x and y received in Stage 1 are different.
Proof. We may split the proof into four cases according to the distance. The idea are the same, so we only show
the case dT (x, y) = 4. Assume that the path between x and y is xx1x2x3 y and pl(x) ≤ pl(y). Note that for two
vertices u, v, if u is adjacent to v in T , then the parities of pl(u) and pl(v) are different. If pl(x) = pl(y), then
pl(x) = pl(x1) + 1 = pl(x2) + 2 = pl(x3) + 1. If pl(x2) = 0, by Step 0 of labeling stage, l(x) 6= l(y). Otherwise
there is a vertex z such that zx2 ∈ E(T ) and pl(z) = pl(x2) − 1, then both x and y are in Szx2(x2), by Step 1 of
labeling stage, l(x) 6= l(y). If pl(x) = pl(y) − 2, then pl(x1) = pl(x) − 1, pl(x2) = pl(x), pl(x3) = pl(x) + 1.
When x2 becomes a p-labeled from a labeled vertex, y ∈ Sx1x2(x2) and x ∈ Rx1x2(x1). By Step 1 of labeling stage,
l(x) 6= l(y). If pl(x) = pl(y) − 4, then pl(x1) = pl(x) + 1, pl(x2) = pl(x) + 2, pl(x3) = pl(x) + 3. When x2
becomes a p-labeled from a labeled vertex, y ∈ Sx1x2(x2) and x ∈ Rx1x2(x1). By the same reason, l(x) 6= l(y). 
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Lemma 3.5. The incidence coloring λ defined in coloring stage is proper.
Proof. By Proposition 3.4 and the definition of λ, two adjacent incidences receive different colors. 
Theorem 3.6. Let T be a tree. Then χi (T 2) = ∆(T 2)+ 1.
Proof. If the diameter is less than or equal to four, by Lemmas 3.2 and 3.3, χi (T 2) = ∆(T 2) + 1. If the diameter
is at least five, by labeling stage we obtain a labeling of vertices of T , and by coloring stage, we define an incidence
coloring λ of T 2. In fact, λ is (∆(T 2)+ 1)-incidence coloring. So χi (T 2) = ∆(T 2)+ 1. 
4. Square of Halin graphs
A Halin graph is a plane graph H = T ∪ C , where T is a plane tree with no vertex of degree two and at least one
vertex of degree three or more, and C is a cycle connecting the end vertices of T in the cyclic order determined by the
embedding of T . We call the face bounded by C the exterior face, denoted by F0, and the other faces interior faces.
The vertices of C (all on F0) are called leaves of T or exterior vertices, and the others are interior vertices. Halin
graphs are examples of minimally 3-connected graphs. They have a number of interesting cycle structure properties,
for detail, refer to [2,3,9,12].
Chen et al. [6] showed that the incidence coloring number of a Halin graph H with maximum degree at least five
is ∆(H)+ 1.
In this section, we consider the incidence coloring of the square of a Halin graph H2. We need some notions.
Let H be a Halin graph, T be a tree, and C = (x1, x2, . . . , xn) be the outer cycle of length n. Let H2 be
the square of H . Let Y be the set of interior vertices, each of which is adjacent to at least one leaf of T , ie.,
Y = ∪ni=1 N (xi ) − V (C) = {y1, y2, . . . , ym}. Let Z = V (H) − V (C) − Y . By the definition of H , dT (v) ≥ 3
for any vertex v of H . For a leaf xi , it is incident with the exterior face F0 and two interior faces, we denote the two
by F1xi , F
2
xi such that the three faces around the leaf in cyclic order. If the length of an interior face is at least five, we
call it a big face. By Euler formula, it is easy to show the following result.
Lemma 4.1. Let H be a Halin graph. Let fi be the number of interior faces with length i . Then f3 + f4/2 ≥ 3.
We decompose E(H2) into three parts, which are E1 = E(T 2), E2 = E(C2n) − E(T 2), and E3 = E(H2) −
E(T 2)− E2. Let Gi be the edge induced graph induced by Ei , i = 1, 2, 3. A k-path is a path of length k.
Lemma 4.2. G3 is a forest.
Proof. Let B = (xi xi+1 yi+1 . . . yi ) be a big face, where xi are leaves of T and yi are neighbors of xi in T . Then
xi yi+1 and xi+1 yi are edges of E3. So, each edge of G3 has an end xi and an end y j in Y . The 2-path between the
two ends of an edge of G3 in H contains one edge xi xi+1 of C and one edge xi+1 yi+1 (or xi yi ) of T . The vertices
xi , yi+1, xi+1, yi lie on a big face. Clearly, for each big face, there are two independent edges in G3. There is no edge
of G3 with both ends in C , that is, no two leaves are adjacent in G3, since such a kind of edge is in G2. Similarly,
there is no edge of G3 with two ends in T . So G3 is bipartite.
If there is a cycle in G3, we choose the shortest cycle xi1 yi2 xi3 yi4 . . . yi2k . Each xi j is incident with two big interior
faces, denote them by F1i j and F
2
i j
. Also F0, F1i j and F
2
i j
are in clockwise order around xi j . xi j has a neighbor yi j on
the boundaries of both F1i j and F
2
i j
. Note that dH (xi j ) = 3 and dH (yi j ) ≥ 3. xi j has a neighbor xi j+1 on the boundaries
of F0 and F1i j , another neighbor x
′
i j−1 on the boundaries of F0 and F
2
i j
. Obviously, dG3(xi j ) = 2 and dG3(yi j ) ≥ 2.
Then we may assume that the boundaries of the two big faces around xi2 j−1 are F
1
i2 j−1 = (xi2 j−1 xi2 j yi2 j . . .
yi2 j−1 xi2 j−1) and F
2
i2 j−1 = (xi2 j−1 yi2 j−1 . . . yi2 j−2 x ′i2 j−2 xi2 j−1), where j = 1, 2, . . . , k.
Now we consider the vertex xi1 . There is a unique cycle Cxi1 yi2 in T ∪ {xi1 yi2}. Let P(yi2 , yi1) be the path of
Cxi1 yi2 − {xi1 yi2 , xi1 yi1}, which is a segment of the boundary of the big face F1xi1 . Similarly, let P(yi1 , yi2k ) be the
segment of the path along the boundary of the big face F2xi1
.
For vertex xi2 j−1 , we may find paths P(yi2 j , yi2 j−1) and P(yi2 j−1 , yi2 j−2) for j = 2, . . . , k which are parts of the
boundary of big faces. We know all these paths have length at least three. By the choice of the cycle, yi j are distinct.
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Let E∗ = E(P(yi2 , yi1))∆ · · ·∆E(P(yi2 j−1 , yi2 j−2))∆E(P(yi2 j , yi2 j−1))∆ · · ·∆E(P(yi1 , yi2k )). Since T is a tree,
E∗ = ∅. Hence, the vertices along the path P(yi2 , yi1) are all y j s, otherwise we may assume that y j is the one nearest
to yi2 , the face bounded by y j , x j , xi2 , yi2 is not big if there is not a vertex between y j and yi2 . Then we assume that u
is one of the vertex between y j and yi2 . u is a vertex of degree two since it is on the boundaries of two big faces only
otherwise E∗ is a cycle. This is a contradiction with DT (u) ≥ 3. 
Lemma 4.3. If dT (y,C) ≥ 2 for any y ∈ Y , χi (G2) ≤ 5. If dT (y,C) ≥ 3 for any y ∈ Y , χi (G2) ≤ 3.
Proof. If dT (yi ,C) ≥ 2 for any y ∈ Y , ∆(G2) ≤ 3. If all d(yi ,C) = 2, E(G2) induces a cubic graph. By a result
of M. Maydanskiy, χi (G2) ≤ 5. If there are some y j such that d(y j ,C) = 3 and for other y j we have d(y j ,C) = 2,
then let M be the set of independent edges {xi xi+1 : xi ∈ NT (y j1 ,C) and xi+1 ∈ NT (y j+1,C)}. Then E(G2) − M
is a set of vertex disjoint paths, the number of paths is equal to the number of y j such that dT (y,C) = 3. If there is
some y j such that d(y j ,C) ≥ 4, then G2 is a subgraph of P2n . By Theorem 2.2, we have χi (G2) ≤ 5.
If for any y ∈ Y , dT (yi ,C) = 3, then G2 is a cycle of length 3k, and χi (G2) = 3. If there are some y j such that
dT (y j ,C) = 4 and for other y j we have dT (y j ,C) = 3, G2 is a union of paths, and then χi (G2) = 3. 
Theorem 4.4. Let H = T ∪ C be a Halin graph. Then χi (H2) ≤ ∆(T 2) + ∆(T ) + 8. Let Y = {y : dT (y) ≥
3 and NT (y) ∩ V (C) 6= ∅}. If dT (y,C) ≥ 2 for any y ∈ Y , χi (H2) ≤ ∆(T 2)+∆(T )+ 7. If dT (y,C) ≥ 3 for any
y ∈ Y , χi (H2) ≤ ∆(T 2)+∆(T )+ 5.
Proof. For x ∈ C , dG3(x) ≤ 2, since x is incident with at most two big faces. Assume that y is adjacent to x . If
dG3(x) = 2, then dG3(y) ≥ 2. ∆(G3) = max{dG3(y) : y ∈ Y }. Since dG3(y) is the number of big faces that y is
incident with, dG3(y) ≤ dT (y) ≤ ∆(T ).
Obviously, we have χi (H2) ≤ χi (G1) + χi (G2) + χi (G3) ≤ ∆(T 2) + ∆(T ) + 8 since χi (G1) = ∆(T 2) + 1,
χi (G3) = ∆(G3) + 1 ≤ ∆(T ) + 1, and χi (G2) ≤ 6. If dT (y,C) ≥ 2 for any y ∈ Y , χi (G2) ≤ 5, then χi (H2)
≤ ∆(T 2)+∆(T )+ 7. If dT (y,C) ≥ 3 for any y ∈ Y , χi (G2) ≤ 3, χi (H2) ≤ ∆(T 2)+∆(T )+ 5. 
Example 1. Let T be a plane tree rooted at z0. z0 is at layer 0, and it has 3k neighbors which are at layer one.
Each vertex of layer one has 3k−1 − 1 neighbors at layer two. For i ≥ 1, each vertex of layer i has 3k−i − 1
neighbors at layer i + 1. Let C be the cycle connecting the leaves of T in cyclic order. The obtained graph
is a Halin graph H1. Let zi be a vertex at layer i . It is easy to calculate that dT 2(z0) = dH2(z0) = 32k−1,
dT 2(zi ) = dH2(zi ) = 3k−i+1 + (3k−i − 1)3k−i−1, for i = 1, 2, . . . , k − 2; dH2(zk−1) = 13, dH2(zk) = 7. Hence
∆(T 2) = ∆(H2) = dT 2(z0), ∆(G3) = 2. G2 is a cubic graph. For large enough k, we have χi (H2) = χi (T 2).
Example 2. Let oxu1u2u3u4 y be a cycle embedded in the plane. Add a path v1wv2 into the interior of the cycle, join
edges ow, v1u1, v1u2, v2u3, and v2u4. The obtained plane graph is denoted by I . Let Ii be a copy of I whose vertices
have upper scripts i . Taking k copies of I which are I1, I2, . . . , Ik , we identify all oi into a vertex o, and identify yi
with x i+1 for 1 ≤ i ≤ k − 1, identify yk with x1. Then removing the resulting multiple edges, we obtain the plane
graph H2. After calculating, we get that ∆(T ) = ∆(H) = dT (o) = 2k, for other vertices z, dH (z) = 3. dT 2(o) =
∆(T 2) = 2dT (o) = 4k.∆G3(x) = dT (o) = 2k.∆(G2) = 4.∆(H22 ) = dH22 (o) = ∆T 2(o)+∆G3(o) = 3dT (o) = 6k.
For large enough k, we have χi (H2) = χi (T 2).
Example 3. Taking a copy of I the same as that in Example 2, we subdivide edge u1u2 by n vertices y1 y2 . . . yn ,
and subdivide edge u3u4 by another n vertices z1z2 . . . zn , and then add edges v1 yi and v2z j for 1 ≤ i, j ≤ n.
The obtained plane graph is denoted by J . Taking k copies of J , the same as doing in Example 2, we identify
all oi into a vertex o, and identify yi with x i+1 for 1 ≤ i ≤ k − 1, identify yk with x1. After removing the
multiple edges, we obtain the resulting graph H3. We know that dT (o) = 2k = ∆(T ), dT (w j ) = n + 3, for other
vertices z, dH (z) = 3. dT 2(o) = 2dT (o) = 4k. dT 2(w j ) = dT (o) + 2n + 6, ∆(G3) = dT (o) = 2k. ∆(G2) = 4.
∆(H23 ) = max{6k, 2n + 2k + 6}.
From the above three examples, we find that it is not easy to lower the bounds in Theorem 4.4.
6574 D. Li, M. Liu / Discrete Mathematics 308 (2008) 6569–6574
Acknowledgments
Li was supported by NSFC (10571124), SRCPBMCE (KM 200610028002), BNSF (1012003). We thank the
referees for their helpful suggestions. In particular, we thank the referee who pointed out a missing case for
Theorem 2.2.
References
[1] I. Algor, N. Alon, The star arboricity of graphs, Discrete Math. 75 (1989) 11–22.
[2] J.A. Bondy, Pancyclic graphs: Recent results, in: Infinite and Finite Sets. (Colloq., Keszthely, 1973, dedicated to P Erdos on his 60th birthday)
Vol. 1, in: Colloq. Math. Soc. Janos Bolyai., Amsterdam, North-Holland, 1975, pp. 181–187.
[3] J.A. Bondy, L. Lovasz, Lengths of cycles in Halin graphs, J. Graph Theory 9 (1985) 397–410.
[4] R.A. Brualdi, J.Q. Massey, Incidence and strong edge colorings of graphs, Discrete Math. 122 (1993) 51–58.
[5] D.L. Chen, P.B.G. Lam, W.C. Shiu, On the incidence coloring for some cubic graphs, Discrete Math. 252 (2002) 259–266.
[6] D.L. Chen, S.C. Pang, S.D. Wang, The incidence coloring number of Halin graphs and outerplanar graphs, Discrete Math. 256 (2002) 397–405.
[7] M.H. Dolama, E. Sopena, X. Zhu, Incidence coloring of k-degenerated graphs, Discrete Math. 283 (2004) 121–128.
[8] B. Guiduli, On incidence coloring and star arboricity of graphs, Discrete Math. 163 (1997) 275–278.
[9] R. Halin, Studies on minimally n-connected graphs, in: Combinatorial Mathematics and its Applications (Proc. Conf. Oxford, 1969),
Academic Press, London, 1971, pp. 129–136.
[10] Wen-ting Huang, Linear arboricity on star arboricity of graphs, Ph.D. Thesis, Dept. of Math. National Central Uni., Taiwan, 2003.
[11] X. Liu, Y. Li, The incidence chromatic number of some graphs, Int. J. Math. Math. Sci. 5 (2005) 803–813.
[12] L. Lovasz, M.D. Plummer, On a family of planar bicritical graphs, Proc. London Math. Soc. 30 (1975) 160–176.
[13] M. Maydanskiy, The incidence coloring conjecture for graphs of maximum degree 3, Discrete Math. 292 (2005) 131–141.
