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REGULAR SUBSPACES OF A BOURGAIN-DELBAEN SPACE BmT
MICHA L S´WIE¸TEK
Abstract. The space BmT [(mj)j , (nj)j ] is a Bourgain-Delbaen space modelled on a
mixed Tsirelson space T [(mj)j , (nj)j ] and is a slight modification of BmT[(mj)j , (nj)j ], a
space defined by S. Argyros and R. Haydon. We prove that in every infinite dimensional
subspace of BmT [(mj)j , (nj)j ] there exists a basic sequence equivalent to a sequence of
weighted basis averages of increasing length from T [(mj)j , (nj)j ]. We remark that the
same is true for the original space BmT[(mj)j , (nj)j ].
1. Introduction
In 1980, Bourgain and Delbaen [7] discovered a new general scheme of constructing
separable L∞-spaces, i.e. spaces of the form
⋃
n∈N Fn, where Fn ⊂ Fn+1 and Fn is C-
isomorphic to ℓkn∞ , for every n ∈ N, some uniform constant C, and some sequence (kn)n ⊂ N.
Using the scheme they constructed two classes of new isomorphic preduals to ℓ1, which
answered many open problems. Among others, they positively solved the problem of
existence of a predual of ℓ1 not containing c0. The novelty of their method relied on usage
of isomorphic copies of finite dimensional ℓn∞ spaces instead of isometric ones. A space
constructed by this scheme is nowadays called a Bourgain-Delbaen space.
During last 10 years, the Bourgain-Delbaen scheme attracted attention of many re-
searchers who used it to construct new spaces or prove general theorems. To mention only
a few: in [3] the authors construct a hereditarily indecomposable Banach space XAH with
the scalar-plus-compact property, in [8] the authors prove the universality of ℓ1 as a dual
Banach space, and in [1] the authors prove that every separable uniformly convex space
can be embedded into a Banach space with the scalar-plus-compact property. Remarkably,
the scheme turned out to be the most general way of constructing separable L∞-spaces,
as every separable L∞-space is isomorphic to a Bourgain-Delbaen space. It was proved in
[2].
The ambient space for the construction of XAH was the space BmT = BmT[(mj)j , (nj)j],
for some fixed sequences (mj)j , (nj)j of natural numbers. It is a Bourgain-Delbaen space,
which is modelled on a mixed Tsirelson space T [(mj)j , (nj)j ]. Consequently, it is uncon-
ditionally saturated and does not contain c0 nor ℓp, p ∈ [1,∞). Lately, the space BmT
was used in [5] and in [13]. In [5] the authors construct an example of a hereditarily in-
decomposable L∞-space Xnr such that it does not contain c0, ℓ1, or reflexive subspaces
and has the scalar-plus-compact property. In [13] the authors construct an example of
an L∞-space XKus with the scalar-plus-compact property, but with the opposite structure
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inside the space to the structure of the spaces XAH and Xnr, namely, the space XKus is un-
conditionally saturated, whereas the spaces XAH and Xnr are hereditarily indecomposable.
Both spaces Xnr and XKus are quotients of BmT, constructed using the self-determined-sets
technique introduced in [5].
R. Haydon proved [10] that one of the first examples constructed by Bourgain and
Delbaen within their scheme, the space Xa,b for 0 < b < 1/2 < a < 1 and a + b > 1,
is saturated with ℓp, where p ∈ (1,∞) is determined by equations 1/p + 1/q = 1 and
aq + bq = 1. In [9] the authors introduce spaces Xp for p ∈ (1,∞) modelled on the
Tsirelson space T (An, b), for some fixed n > 1, and a sequence b = (b1, . . . , bn) of positive
real numbers satisfying b1 < 1, b2, . . . , bn < 1/2 and
∑n
i=1 b
q = 1. The space T (An, b) is
isomorphic to ℓp and the space Xp is saturated with ℓp. Moreover, the authors notice that
for n = 2 their definition of the space Xp essentially coincide with Xb1,b2 .
Continuing this line of research we prove the following theorem (see Section 4 for more
precise formulation)
Theorem 4.1. The space BmT [(mj)j , (nj)j] is saturated with sequences of weighted basis
averages of increasing length from the mixed Tsirelson space T [(mj)j , (nj)j ].
The space BmT [(mj)j , (nj)j ] is a modification of BmT[(mj)j, (nj)j ]. The modifica-
tion is technical, and was made in order to slightly minimise the notational complex-
ity. Nevertheless, we make comments in the paper showing that Theorem 4.1 is true for
BmT[(mj)j , (nj)j ] as well.
The paper is organized as follows. In Section 2 we recall basic facts and definitions,
i.e. the mixed Tsirelson spaces, the space BmT, different types of analyses of nodes, and
rapidly increasing sequences. Section 3 contains lemmas used in the proof of Main Theorem.
Lemmas 3.5 and 3.6 may be of independent interest. Finally, in Section 4 we give a proof
of Theorem 4.1.
This work is a part of author’s Ph.D. thesis, which was written under the direction of
Anna Pelczar-Barwacz. The author would like to thank her for her kind introduction to
the field, valuable discussions and insightful remarks.
2. Basic Facts and Definitions.
2.1. The mixed Tsirelson spaces. They originated in [4] and generalise the original
Tsirelson space [12] and the Schlumprecht space [11] (see Remark 2.2).
Definition 2.1. Let (Mn)n∈N be a sequence of compact subsets of P(N), (θn)n∈N be a
sequence of positive reals, and W = W [(Mn, θn)n] be the smallest subset of c00 satisfying:
(1) ±e∗i ∈W for all i ∈ N,
(2) for all n, d ∈ N, f1 < · · · < fd ∈ W [(Mn, θn)n] if (min supp fi)
d
i=1 ∈ Mn, then the
combination θn
∑
i≤d fi is in W [(Mn, θn)n].
Define T [(Mn, θn)n] to be the completion of (c00, ‖ · ‖W [(Mn,θn)n]), where ‖x‖W [(Mn,θn)n] =
sup{f(x) | f ∈W [(Mn, θn)n]}, for all x ∈ c00.
Remark 2.2. Define An = {F ⊂ N | #F = n}, for all n ∈ N.
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(1) If Mn =M, θn = θ for every n ∈ N and some M, θ, then
• if i(M) < ω and 1
i(M) ≥ θ, then T [(Mn, θn)n]
∼= c0,
• if i(M) < ω and 1
i(M) < θ, then T [(Mn, θn)n]
∼= ℓp for some p ∈ (1,∞),
(2) If Mn = S = {F ⊂ N | #F ≤ minF } and θn =
1
2 , for every n ∈ N, then
T [(Mn, θn)n] is the Tsirelson space,
(3) if Mn = An and θn =
1
log(n+1) , for every n ∈ N, then T [(Mn, θn)n] is the
Schlumprecht space.
The following theorem describes basic properties of the mixed Tsirelson spaces needed
in the sequel.
Theorem 2.3 (Theorem I.10 [6]). The standard vectors (en)n∈N ⊂ c00 are 1-unconditional
basis for T [(Mn, θn)n] and if for some n ∈ N it holds that the CantorBendixson index
i(Mn) ≥ ω or i(Mn) = r < ω and θn >
1
r
, then the space T [(Mn, θn)n] is reflexive.
Moreover, if the first alternative holds or the second alternative holds for some increasing
sequence (rnk)k∈N ⊂ N, then the space T [(Mn, θn)n] does not contain any of the spaces
c0, ℓp, for p ∈ [1,∞).
A tree analysis of a functional from W is the main tool for bounding the norm of a
vector in a mixed Tsirelson space.
Definition 2.4. Let f ∈ W [(Mn, θn)n], let T be a tree with the root ∅, and let St denote
the set of all successors of t in T , for all t ∈ T . We call a sequence (ft)t∈T a tree analysis
of f if
• f∅ = f ,
• if t ∈ T is a terminal node, then f = ±e∗k for some k ∈ N,
• if t ∈ T is a non-terminal node, then ft = θn
∑
s∈St
fs for some n ∈ N and some
block sequence (fs)s∈St ⊂W [(Mn, θn)n] with (min supp fs)s∈St ∈ Mn.
As a consequence of the minimality of W we obtain
Proposition 2.5. Every f ∈W [(Mn, θn)n] admits a tree analysis.
For the rest of this paper we fix sequences (mj)j∈N, (nj)j∈N of natural numbers. We
need certain growth conditions for them.
Assumption 2.6. We assume that
(1) m1 = n1 = 4,
(2) mj+1 ≥ m
2
j ,
(3) nj+1 ≥ m
2
j+1(4nj)
log2mj+1 .
Notation 2.7. We will write T = T [(mj)j , (nj)j ] = T [(Anj ,m
−1
j )j].
By Theorem 2.3 the space T is a reflexive space and the standard vectors (en)n∈N ⊂ c00
are an unconditional basis for it.
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Proposition 2.8 (Lemma II.9 [6]). Let (zi)
nj
i=1 be a subsequence of the standard basis
(en)n∈N in T . Then
‖
mj
nj
nj∑
i=1
zi‖ = 1.
2.2. The space BmT . We define the space BmT below. It is a slight modification of
the space BmT. The construction is a special case of a general scheme for constructing
separable L∞-spaces, which was defined for the first time in [7]. We follow the slightly
modified version of the construction from [3], where the space BmT itself was defined.
Fix an increasing sequence (Nq)q∈N of natural numbers. We define inductively a sequence
of disjoint finite sets (∆q)q∈N. Let ∆1 = {1}. Assume that sets ∆1, . . . ,∆q have been
defined. Set Γ0 = ∅, Γp =
⋃p
r=1∆r, p ≤ q, and
∆q+1 =
q+1⋃
j=1
{(q + 1, 0,mj , εe
∗
η) | ε = ±1, η ∈ Γq} ∪
⋃
1≤p<q
p⋃
j=1
{(q + 1, ξ,mj , εe
∗
η) |
ξ ∈ ∆p, w(ξ) = m
−1
j , age(ξ) < nj, ε = ±1, η ∈ Γq \ Γp},
where w(q, ξ,mj , εe
∗
η) = m
−1
j , age(q, 0,mj , εe
∗
η) = 1, and age(q, ξ,mj , εe
∗
η) = age(ξ) + 1.
For a node γ = (q + 1, ξ,mj , εe
∗
η) we define rank(γ) = q + 1.
Let Γ =
⋃
q∈N∆q, and for every γ ∈ Γ we define
c∗γ =
{
m−1j P
∗
(p,q]εe
∗
η , for γ = (q + 1, 0,mj , εe
∗
η),
e∗ξ +m
−1
j P
∗
(p,q]εe
∗
η , for γ = (q + 1, ξ,mj , εe
∗
η),
and d∗γ = e
∗
γ − c
∗
γ , where P
∗
(p,q] is a projection onto 〈d
∗
γ | rank(γ) ∈ (p, q]〉.
Remark 2.9. In [3] authors use projections of the form P ∗(p,∞). Notice that
P ∗(p,∞) ↾ ℓ1(Γq) = P
∗
(p,q] ↾ ℓ1(Γq).
By Theorem 3.5 [3] the sequence (d∗γ)γ∈Γ is a basis for ℓ1(Γ) and we take (dγ)γ∈Γ ⊂ ℓ∞(Γ)
to be a biorthogonal sequence to (d∗γ)γ∈Γ.
Definition 2.10. We define
BmT = 〈dγ | γ ∈ Γ〉 ⊂ ℓ∞(Γ).
Remark 2.11. The difference between our definition of the space BmT and the definitions
of the space BmT from [3] and [5] is in the form of nodes. Indeed, we allow nodes of the
form (q + 1, ξ,m−1j , εe
∗
η), whereas they allow (q + 1, ξ,m
−1
j , b
∗), where b∗ is from a finite
net in the unit ball of ℓ1(Γq \Γp). We decided to present the simpler version to not further
complicate already quite technical proofs, but our results are still true for BmT - the version
from [3] and [5]. To obtain a full proof for BmT we should consider convex combinations
of functionals ±e∗η in the definition of tree-analysis, what would add an additional level
of notational complexity in the following proofs. On the other hand, it is easily seen that
convex combinations do not break correctness of the proofs.
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Notation 2.12. For a functional h ∈ 〈d∗γ | γ ∈ Γ〉 we define rngh = [p, q], where p, q
are respectively maximal, minimal with h ∈ 〈d∗γ | rank(γ) ∈ [p, q]〉. Fox a block x ∈
〈dγ | γ ∈ Γ〉 we define rngx = [p, q], where p, q are respectively maximal, minimal with
x ∈ 〈dγ | rank(γ) ∈ [p, q]〉.
The space BmT is an L∞-space with dual isomorphic to ℓ1 and saturated by reflexive
subspaces with an unconditional basis [3].
We introduce different types of analysis of evaluation functionals following [3] and [9],
adjusting their scheme to our situation.
2.3. Different types of analyses of evaluation functionals.
The evaluation analysis of e∗γ .
First, we notice that every γ ∈ Γ admits a unique analysis as follows (Prop. 4.6
[3]). Let w(γ) = m−1j . Then using backward induction we determine a sequence of sets
(Ii, εie
∗
ηi
, ξi)
a
i=1 so that ξa = γ, ξ1 = (max I1 + 1, 0,mj , ε1e
∗
η1
), ξi = (max Ii, ξi−1,mj , εie
∗
ηi
),
and max Ii−1 + 2 = min Ii for every 1 < i ≤ a.
Repeating the reasoning of [3], as e∗ξ = d
∗
ξ + c
∗
ξ for each ξ ∈ Γ, with the above notation
we have
e∗γ =
a∑
i=1
d∗ξi +m
−1
j
a∑
i=1
εiP
∗
Ii
e∗ηi .
Definition 2.13. Let γ ∈ Γ. Then the sequence (Ii, εie
∗
ηi
, ξi)
a
i=1 satisfying all the above
properties will be called the evaluation analysis of γ.
We define the bd-part and mt-part of e∗γ as
bd(e∗γ) =
a∑
i=1
d∗ξi , mt(e
∗
γ) = m
−1
j
a∑
i=1
εiP
∗
Ii
e∗ηi .
Remark 2.14. Fix (ηs)
a
s=1 ⊂ Γ, (Is)
a
s=1 a sequence of intervals of natural numbers with
max Is−1 + 2 = min Is, and (εs)
a
s=1 ⊂ {±1}, with a ≤ nj, j ≤ q1, ηs ∈ Γmax Is \ Γmin Is−1,
s = 1, . . . , a.
Then the formulae ξ1 = (max I1 + 1, 0,mj , ε1e
∗
η1
) and ξs = (max Is + 1, ξs−1,mj , εse
∗
ηs
),
for any s ≤ a, give well-defined nodes.
The I(interval)-analysis of a functional e∗γ .
Fix I ⊂ N and γ ∈ Γ. Let w(γ) = m−1j , a ≤ nj and (Ii, εie
∗
ηi
, ξi)
a
i=1 be the evaluation
analysis of γ. We define the I-analysis of e∗γ as follows:
(a) If for at least one i we have P ∗Ii∩Ie
∗
ηi
6= 0, then the I-analysis of e∗γ is of the following
form
(Ii ∩ I, εie
∗
ηi
, ξi)i∈AI ,
where AI = {i | P
∗
Ii∩I
e∗ηi 6= 0}. In this case we say that e
∗
γ is I-decomposable.
(b) If P ∗Ii∩Ie
∗
ηi
= 0 for all i = 1, . . . , a, then we assign no I-analysis to e∗γ and we say
that e∗γ is I-indecomposable.
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Now we introduce the tree-analysis of e∗γ analogous to the tree-analysis of a functional
in a mixed Tsirelson space (see [6] Chapter II.1).
We start with some notation. We denote by (T ,) a finite tree, whose elements are
finite sequences of natural numbers ordered by the initial segment partial order. Given
t ∈ T denote by St the set of immediate successors of t.
Let (It)t∈T be a tree of intervals of N such that t  s iff It ⊃ Is and t, s are incomparable
iff It ∩ Is = ∅.
The tree-analysis of a functional e∗γ .
Let γ ∈ Γ. The tree-analysis of e∗γ is a family of the form (It, εt, ηt)t∈T defined inductively
in the following way:
(1) T is a finite tree with a unique root denoted by ∅.
(2) Set η∅ = γ, I∅ = (0, rank γ), ε∅ = 1 and let (Ii, εie
∗
ηi
, ξi)
a
i=1 be the evaluation
analysis of e∗η∅ . Set S∅ = {(1), (2), . . . , (a)} and for every s = (i) ∈ S∅ define
(Is, εs, ηs) = (Ii, εi, ηi).
(3) Assume that for t ∈ T the tuple (It, εt, ηt) is defined. Let (Ii, εie
∗
ηi
, ξi)i be the
evaluation analysis of e∗ηt . Consider two cases:
(a) If e∗ηt is It-decomposable, let (Ii, εie
∗
ηi
, ξi)i∈AIt be the It-analysis of e
∗
ηt . Set
St = {(t
ai) : i ∈ AIt}. For every s = (t
ai) ∈ St, let (Is, εs, ηs) = (Ii, εi, ηi).
(b) If e∗ηt is It-indecomposable, then t is a terminal node of the tree-analysis.
Remark 2.15. For every γ ∈ Γ its tree analysis (It, εt, ηt)t∈T is uniquely defined. This
is in contrast to the mixed-Tsirelson case. Moreover, for every t0 ∈ T the tree analysis of
e∗ηt0
restricted to It0 is (It, εt, ηt)t∈T , tt0 .
Notation 2.16. For every γ ∈ Γ, its evaluation analysis (Ii, εie
∗
ηi
, ξi)
a
i=1, its tree analysis
(It, εt, ηt)t∈T , and a subset T
′ ⊆ T we write
(1) mt = mi0 , nt = ni0, where i0 ∈ N is such that mi0 = w(ηt)
−1, for all t ∈ T ,
(2) |bd |(e∗γ) =
∑a
i=1 |d
∗
ξi
|,
(3) |bd |(e∗γ ,T
′) =
∑
t∈T ∩T ′ |bd |(e
∗
ηt
) ◦ PIt.
The following notion is very helpful in regularising ranges of nodes in a tree analysis of
a given node versus ranges of a given block sequence.
Definition 2.17. Let (xk)k ∈ BmT be a block sequence, γ ∈ Γ, and (It, εt, ηt)t∈T be the
tree analysis of e∗γ .
(1) We say that e∗ηtPIt covers xk if t ∈ T is maximal in T with rng(xk) ∩ rng(e
∗
γ) ⊂
rng(e∗ηtPIt). We call t the covering index for xk.
(2) We say that a finite sequence (Al)
i
l=1 of finite intervals N is comparable with the
sequence (xk)k if for all l, k
Al ⊆ rngxk or suppxk ∩
i⋃
l=1
Al ⊆ Ak or Al ∩ rngxk = ∅.
(3) We say that e∗γ is comparable with (xk)k if the sequence (rng e
∗
ηt
PIt)t∈T is comparable
with (xk)k.
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2.4. Rapidly Increasing Sequences. Vectors of the following form are the building
blocks for the target sequences of interest, i.e. RISes and two-level RISes.
Definition 2.18. Let X be a Banach space with a basis, x ∈ X, and C ≥ 1. We call x a
C− ℓi1 average if there is a block sequence (xl)
i
l=1 of vectors from X with norms uniformly
bounded from above by C and such that x = 1
i
∑i
l=1 xl.
Lemma 2.19 (Lemma 8.2, 8.3 [3]). Let C ≥ 1, i ∈ N. Then
(1) there exists a C − ℓi1 average in every infinite dimensional subspace of BmT ,
(2) for every γ ∈ Γ and C − ℓi1 average x ∈ BmT we have |d
∗
γ(x)| ≤
3C
i
.
Lemma 2.20 (Lemma II.23 [6]). Let C ≥ 1, j ≤ i, let (El)
j
l=1 be a sequence of pairwise
disjoint intervals and let x be a C − ℓi1-average in some Banach space. Then
j∑
l=1
‖PElx‖ ≤ (1 +
2j
i
) sup
1≤l≤j
‖PElx‖.
Remark 2.21. It is easy to see that the above Lemmas 2.19 and 2.20 are true for projec-
tions of averages on intervals of positive integers.
Now we define the main objects of interest. The crucial property they enjoy is that they
behave like the basis of BmT but can be found in every subspace.
Definition 2.22. Let I ⊆ N be an interval and (xi)i∈I be a block sequence in BmT . We
call it a rapidly increasing sequence (RIS) if there exist a constant C ≥ 1 and an increasing
sequence (ji)i∈I (growth index) such that for all i we have
(1) ‖xi‖ ≤ C,
(2) ji+1 > max rngxi,
(3) |xi(γ)| ≤ Cm
−1
γ for all γ ∈ Γ with mγ < mji.
In what comes later we need additional structure in RIS, namely
Definition 2.23. Let I ⊆ N be an interval. We call a sequence (yi)i∈I ⊂ BmT a two-
level C-RIS if (yi)i∈I is a normalised C-RIS such that for each i ∈ I there are a sequence
nji < nji,1 < · · · < nji,nji
of positive integers and a normalised C-RIS (yi,j)
nji
j=1 such that
yi =
cimji
nji
∑nji
j=1 yi,j, where yi,j is a normalised C − ℓ
nji,j
1 average with max rng yi,j + ji,j <
min rng yi,j+1, for j = 1, . . . , nji, and ci > 0 is some normalising constant.
Proposition 2.24 (Prop. 5.6 [3]). Let C ≥ 1 and let (xi)
nj
i=1 be a C-RIS in BmT . Then
‖
mj
nj
nj∑
i=1
xi‖ ≤ 10C.
Moreover, for all γ ∈ Γ with nγ > nj
|
mj
nj
nj∑
i=1
xi(γ)| ≤
10C
mj
.
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Corollary 2.25. For ci’s in the definition of two-level RIS we have
1
10C ≤ ci ≤ 1.
Lemma 2.26 (Corollary 8.5[3]). Let C > 2. In every infinite dimensional subspace of
BmT there exists a C-RIS (xi)i of arbitrary length, arbitrary growth index (ji)i, and such
that for every i the vector xi is an ℓ
nji
1 -average.
Lemma 2.26 and Proposition 2.24 imply the following
Corollary 2.27. Let C > 2. In every infinite dimensional subspace of BmT there exists a
two-level C-RIS of arbitrary length.
3. Main Lemmas.
Definition 3.1. Let T be a tree, u  v ∈ T ′. We say that a sequence (ul)
r
l=0 is a branch
of length r from u to v, if u0 = u, ul+1 ∈ Sul , l = 1, . . . , r − 1, and ur = v.
Lemma 3.2. Let i ∈ N, T be a tree with the root equal ∅, v ≻ ∅, b = (ul)
r
l=0 be a branch
from ∅ to v.
(1) Let γ ∈ Γ, (It, εt, ηt)t∈T be its tree analysis, y ∈ BmT be a normalised vector and
assume that
(a) v is the covering index for y,
(b) for all ξ ∈ Γ we have |d∗ξ(y)| < 4
−i−3,
(c) |e∗γ(y)| > 4
−i−1.
Then r ≤ i+ 1.
(2) Let f ∈ W , (ft)t∈T be its tree analysis, z = el ∈ T , for some l ∈ N, and assume
that
(a) fv = z
∗
l ,
(b) f(z) > 4−i−1.
Then r ≤ i.
Proof. (1). Using the evaluation analysis and the assumption ur = v we have
e∗γ(y) =
∑
s∈Su0
d∗βs(y) +
1
mu0
∑
s∈Su0
εse
∗
ηs
PIs(y)
=
∑
s∈Su0
d∗βs(y) +
1
mu0
εηu1e
∗
ηu1
PIu1 (y)
=
∑
s∈Su0
d∗βs(y) +
εηu1
mu0

 ∑
s∈Su1
d∗βs(y) +
1
mu1
∑
s∈Su1
εηse
∗
ηsPIs(y))


=
r−1∑
l=0

 l−1∏
a=0
εua+1
mua
∑
s∈Sul
d∗βs(y)

 +
(
r−1∏
a=0
εua+1
mua
)
e∗ηurPIur (y).
Moreover, the assumption ur = v implies also that for at most one l ∈ { 0, . . . , r− 1 } there
are two s ∈ Sul such that d
∗
βs
(y) 6= 0 and for the rest l’s from { 0, . . . , r − 1 } there are at
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most one such s. Hence by (c) we have
4−i−1 < |e∗γ(y)| ≤ 2 · 4
−i−3
r−1∑
l=0
(
l−1∏
a=0
1
mua
)
+ 3
(
r−1∏
a=0
1
mua
)
≤ 4−i−2 + 3 · 4−r.
It follows that
3 · 4−r ≥ 4−i−1 − 4−i−2 > 4−i−2,
which finishes the proof of (1).
(2). The second part can be proved in a similar manner as (1). Indeed, it is enough to
repeat the arguments omitting the Bourgain-Delbaen parts of functionals. 
In translating BmT to T we need to deal with bd-parts. The following lemma solves one
of the frequently occurring situations.
Lemma 3.3. Let (yi) be a two-level C-RIS, (ai) a sequence of scalars of modulus bounded
by 1, γ ∈ Γ with the tree analysis (It, εt, ηt)t∈T satisfying |e
∗
γ(yi)| > 4
−i−1. For every i let
ti be the covering index for yi and let T
′ be the minimal subtree of T containing the root
and all t′is. If nti ≤ nji for every i, then
|bd |(e∗γ ,T
′)(
∑
i
aiyi) ≤ 1/nj1 .
Proof. Fix i and let (ul)
r
l=0 ⊂ T be a branch from ∅ to ti. The definition of a two-level RIS
and Lemma 2.19 gives for every i and every ξ ∈ Γ that
|d∗ξ(yi)| ≤
mji
nji
3C
nji,1
.
By Lemma 3.2 we know that r ≤ i+ 1, so we have
|bd(e∗γ ,T
′)|(yi) =
r−1∑
l=0
∑
s∈Sul
|d∗βs(yi)|+
∑
s∈Sti
|d∗βs(yi)|
≤
i∑
l=0
2
mji
nji
3C
nji,1
+ nji
mji
nji
3C
nji,1
≤
3C
nji,1
(
2(i+ 1)
mji
nji
+mji
)
≤
1
2nji
.
Summing for all i’s and using |ai| ≤ 1 we obtain the statement. 
Lemma 3.4 (Lemma 5.2 [3]). Let I ⊆ N be an interval, (xi)i∈I be a C-RIS, (ji)i∈I be its
growth index. For every γ ∈ Γ and s ∈ N we have
|e∗γP(s,∞)(xi)| ≤
{
5Cm−1γ , if mγ < mji,
3Cm−1γ , if mγ ≥ mji+1
The following Proposition describes a possibility of approximation of a given node by a
node with controlled rank.
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Proposition 3.5. Let γ ∈ Γ, K,N ∈ N, K ≤ min rng e∗γ ≤ N . For every i ∈ N there
exists γ′ ∈ ΓN+i such that K ≤ min rng e
∗
γ′ and
‖(e∗γ − e
∗
γ′) ↾ 〈dξ | ξ ∈ ΓN 〉‖ ≤ 4
−i.
Proof. If γ ∈ ΓN+i, then γ
′ = γ satisfies the conditions of the Lemma. Assume that
γ ∈ Γ \ ΓN+i. Consider the tree analysis (It, εt, ηt)t∈T of e
∗
γ and for every t ∈ T let
bd(e∗ηt)PIt =
∑
s∈St
d∗βs .
Define u0 = ∅ and u1 = max{s ∈ Su0 | min rng(e
∗
ηs
PIs) ≤ N}. If rank(d
∗
βu1
) ≤ N + i,
then we define η′u0 = βu1 and we are done.
Assume that rank(d∗βu1
) > N + i and define u2 = max{s ∈ Su1 | min rng(e
∗
ηsPIs) ≤
N}. If rank(d∗βu2
) + 1 ≤ N + i, then we define η′u1 = βu2 and η
′
u0
= (rank(η′u1) +
1, βu1−,mu0 , εu1e
∗
η′u1
).
We continue inductively for k ≤ i+ 1. If at some point k we have max rng(e∗ηuk
PIuk ) +
k − 1 ≤ N + i, then we redefine all ηuk , . . . , ηu0 as above and we are done.
If k = i+ 1 and still rank(βuk) + k − 1 > N + i, then we drop ηuk from ηuk−1 redefining
η′uk−1 = (N + 1, βuk−−,muk−1 , εuk−e
∗
ηuk−
) (we change only the rank of βuk−) and for all
l = k − 2, . . . , 0 we redefine η′ul = (rank(η
′
ul+1
) + 1, βul+1−,mul , εul+1e
∗
η′ul+1
).
We show that for γ′ = η′∅ we have the claimed bound for the norm of the difference. If
we finished the inductive construction without dropping ηui+1 , then e
∗
γ ↾ 〈dξ | ξ ∈ ΓN 〉 =
e∗γ′ ↾ 〈dξ | ξ ∈ ΓN 〉. If we dropped ηui+1 , then
‖(e∗γ − e
∗
γ′) ↾ 〈dξ | ξ ∈ ΓN 〉‖ ≤ (
i∏
k=0
mηul )‖e
∗
ηuk
PIuk‖ ≤ 3 · 4
−i−1.

Lemma 3.6. Let I ⊆ N be an interval and let (xi)i∈I be a C-RIS with the growth index
(ji)i∈I , max rngxi + ji < min rngxi+1, and |d
∗
ξ(xi)| ≤ 3Cn
−1
ji
for all ξ ∈ Γ and i ∈ I. For
every node γ ∈ Γ there exist I ′ ⊂ I, a sequence of intervals (Ei)i∈I′, and a node γ
′ ∈ Γ
with the tree analysis comparable to (x′i)i∈I′, where x
′
i = PEixi, and
|e∗γ(
∑
i∈I
xi)| ≤ 6|e
∗
γ′(
∑
i∈I′
x′i)|+ 49C4
−j1 .
Proof. Fix γ ∈ Γ and take ε = ±1 with |e∗γ(
∑
i∈I xi)| = εe
∗
γ(
∑
i∈I xi). Define I
′ = {i ∈ I |
εe∗γ(xi) > 4
−ji−1} and observe that
(1) εe∗γ(
∑
i∈I\I′
xi) ≤ 4
−j1 .
Let (It, εt, ηt)t∈T be the tree analysis of e
∗
γ and for all i ∈ I set t
0
i to be the covering
index for xi. For every i ∈ I
′ we define S0i = {s ∈ St0i | rng(e
∗
ηs
PIs) ∩ rngxi 6= ∅},
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q0i = minS
0
i , r
0
i = maxS
0
i . Denote the predecessor and the successor of i in I
′ by i−, i+
respectively. Define εt = ε
∏
∅ut εu, for every t ∈ T .
We will construct a 10C-RIS (x′i)i∈I′ ⊂ BmT with x
′
i = PEixi for some interval Ei, such
that
(2) εe∗γ(xi) ≤ 2εe
∗
γ(x
′
i).
Fix i ∈ I ′. We consider two cases:
Case A. S0i = {q
0
i , r
0
i }, rng(e
∗
η
q0
i
PI
q0
i
) ∩ rng(xi−) 6= ∅, and rng(e
∗
η
r0
i
PI
r0
i
) ∩ rng(xi+) 6= ∅.
If εq0i
e∗η
q0
i
PI
q0
i
(xi) ≥ εr0i e
∗
η
r0
i
PI
r0
i
(xi) then we define Ei =
[
0,min rng(e∗η
r0
i
PI
r0
i
)
)
and x′i =
PEixi. We have
εt0
i
e∗η
t0
i
PI
t0
i
(xi) ≤ 2εt0
i
e∗η
t0
i
PI
t0
i
(x′i),
which implies inequality (2).
If εq0
i
e∗η
q0
i
PI
q0
i
(xi) < εr0
i
e∗η
r0
i
PI
r0
i
(xi) then we define Ei =
(
max rng(e∗η
q0
i
PI
q0
i
),∞
)
and
x′i = PEixi, so (2) holds as above.
Case B. Case A does not hold. We define Ei = rngxi, so x
′
i = xi and inequality (2) holds
trivially.
For every i ∈ I ′ we define ti  t
0
i to be the covering index for x
′
i. Define Si = {s ∈ Sti |
rng(e∗ηsPIs) ∩ rngx
′
i 6= ∅}, qi = minSi, ri = maxSi.
Observe that
(T1) for every i ∈ I ′ there exists s ∈ Si with rng(e
∗
ηsPIs) ⊂ rngx
′
i.
Indeed, since ti is the covering index for x
′
i, then qi 6= ri. In Case B its assumption yields
exactly the existence of the required s ∈ S0i = Si. In Case A the definition of Ei yields
that rng(e∗ηqi
PIqi ) ∩ rng(xi−) = ∅ or rng(e
∗
ηri
PIri ) ∩ rng(xi+) = ∅, hence (T1) holds.
Using Lemma 3.2 for x′i, ji + 1, ti (the lower bound follows from (2)) for every i ∈ I
′
we get that
(T2) the length of the branch linking the root and the node ti is not greater than ji + 2
Let T 0 ⊆ T be the smallest subtree containing the root and all ti for i ∈ I
′. For every
t ∈ T 0 define it = max{i ∈ I | mji ≤ mt} or it = 1, if the set is empty.
Fix i ∈ I and notice that if there exists t  ti such that i < it then we have mji <
mjit ≤ mt, hence by Lemma 3.4
|e∗ηtPIt(x
′
i)| ≤ 6Cm
−1
t ≤ m
−1
ji
.
We show that i 6∈ I ′. Consider the following formula
εe∗γ(x
′
i) = εte
∗
ηtPIt(x
′
i) +
∑
u≺t
( ∏
∅v≺u
m−1v
)
bd(e∗ηu)PIu(x
′
i).
Since ti is the covering index then for every u ≺ t there are at most two functionals in
bd(e∗ηu) with non-zero action on x
′
i. By (T2) we get
|e∗γ(x
′
i)| ≤ m
−1
ji
+ (ji + 2)2 · 3Cn
−1
ji
< 4−ji ,
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hence i 6∈ I ′. Therefore,
(T3) for every i ∈ I ′ and every t  ti we have i ≥ it.
First, we will define γ′ ∈ Γ such that e∗γ′ is comparable with (x
′
i)i∈I′ satisfying certain
estimates. Second, we will show the claimed inequality.
STEP 1. Inductive construction. We define inductively on I ′ a sequence (γi)i∈{0}∪I′ ⊂ Γ
with γ0 = γ and a sequence (T i)i∈I′ with T
i ⊆ T 0. Fix i ∈ I ′ and denote (min I ′)− = 0.
On the i-th step we change η
i−
s for some s ∈ Si to obtain γ
i ∈ Γ (by Remark 2.14) with
tree analysis (Iit , εt, η
i
t)t∈T i satisfying the following conditions
(i) e∗
γi
is comparable with (x′j)j≤i, j∈I′,
(ii) for all j > i, j ∈ I ′ we have mt(e∗
η
i−
ti
)P
I
i−
ti
(x′j) = mt(e
∗
ηiti
)PIiti
(x′j),
(iii) if i > iti then εti mt(e
∗
η
i−
ti
)P
I
i−
ti
(x′i) ≤ 3εti mt(e
∗
ηiti
)PIiti
(x′i) + 3C4
−ji ,
if i = iti then εtie
∗
η
i−
ti
P
I
i−
ti
(x′i) ≤ 3εtie
∗
ηiti
PIiti
(x′i) + 3C4
−ji ,
(iv) if i > iti then εtie
∗
η
i−
ti
P
I
i−
ti
(
∑
j<i, j∈I′ x
′
j) ≤ εtie
∗
ηiti
PIiti
(
∑
j<i, j∈I′ x
′
j) + 3C4
−ji− ,
if i = iti then e
∗
ηiti
PIiti
(x′j) = 0, for all j < i, j ∈ I
′,
(v) T i ⊆ T i− ,
(vi) for all t ∈ T i incomparable with ti we have η
i
t = η
i−
t , I
i
t = I
i−
t .
We do the induction on I ′. Note that the induction stabilises after a finite number of steps
since e∗γ has a finite range. The inductive base is an easier version of the inductive step
(there are no changes to be made to the left of rngx′min I′), so we show only the latter. Fix
i ∈ I ′. We assume the inductive hypothesis for all j < i, j ∈ I ′.
In order to get comparability we change η
i−
ti
. We treat possibilities i > iti and i = iti
separately (recall that by (T3) there are no i < iti).
Case I. i > iti . We define T
i = T i− . By (T1) there exists s ∈ Si with rng(e
∗
η
i−
s
P
I
i−
s
) ⊂
rngx′i.
On the right end of rngx′i we have the following cases:
a) rng(e∗
η
i−
ri
P
I
i−
ri
) ∩ rng(x′i+) 6= ∅ and εri−e
∗
η
i−
ri−
P
I
i−
ri−
(x′i) ≥ εrie
∗
η
i−
ri
P
I
i−
ri
(x′i).
Define ηiri− = η
i−
ri−
, Iiri− = I
i−
ri−
, ηiri = η
i−
ri , and I
i
ri
= I
i−
ri ∩ [min rngx
′
i+
,∞).
b) rng(e∗
η
i−
ri
P
I
i−
ri
) ∩ rng(x′i+) 6= ∅ and εri−e
∗
η
i−
ri−
P
I
i−
ri−
(x′i) < εrie
∗
η
i−
ri
P
I
i−
ri
(x′i).
Proposition 3.5 for (η
i−
ri ,max rngx
′
i, ji) gives a suitable node η
i
ri− ∈ Γ and we define
Iiri− = [min rng(e
∗
η
i−
ri
P
I
i−
ri
), rank(ηiri−)], η
i
ri
= η
i−
ri and I
i
ri
= I
i−
ri ∩ [min rngx
′
i+
,∞).
c) rng(e∗
η
i−
ri
P
I
i−
ri
) ∩ rng(x′i+) = ∅.
Define ηiri = η
i−
ri and I
i
ri
= I
i−
ri .
On the left end of rngx′i we have the following cases:
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d) rng(e∗
η
i−
qi
P
I
i−
qi
) ∩ rng(x′i−) 6= ∅ and εqi+e
∗
η
i−
qi+
P
I
i−
qi+
(x′i) ≥ εqie
∗
η
i−
qi
P
I
i−
qi
(x′i).
Define ηiqi+ = η
i−
qi+
, Iiqi+ = I
i−
qi+
, and Iiqi = I
i−
qi ∩ [0, rank(η
i
qi
)], where ηiqi is given by
Proposition 3.5 for (η
i−
qi ,max rngx
′
i−
, ji−),
e) rng(e∗
η
i−
qi
P
I
i−
qi
) ∩ rng(x′i−) 6= ∅ and εqi+e
∗
η
i−
qi+
P
I
i−
qi+
(x′i) < εqie
∗
η
i−
qi
P
I
i−
qi
(x′i).
Proposition 3.5 for (η
i−
qi ,max rngx
′
i−
, ji−) gives a suitable node η
i
qi
∈ Γ and we define
Iiqi = [min rng(e
∗
η
i−
qi
P
I
i−
qi
), rank(ηiqi)], η
i
qi+ = η
i−
qi and I
i
qi+ = I
i−
qi ∩ [min rngx
′
i,∞).
f) rng(e∗
η
i−
qi
P
I
i−
qi
) ∩ rng(x′i−) = ∅.
Define ηiqi = η
i−
qi and I
i
qi
= I
i−
qi .
After introducing the changes listed above the conditions (i)-(v) are satisfied.
Case II. i = iti . We define I
i
ti
= I
i−
ti
∩ [min rngx′i,∞), so we don’t have to change η
i−
qi .
Then we change η
i−
ri as in case 1a), 1b) or 1c). We define
T i = T i− \ { s ∈ T i− | s is a successor of ti in T
i− , max rng(e∗ηsPIs) < min rngx
′
i }.
The conditions (i)-(v) are satisfied.
For any s ∈ Si not considered above we set η
i
s = η
i−
s and Iis = I
i−
s . By Remark 2.14
there is a node γi with the tree analysis (Iit , εt, η
i
t)t∈T i , where η
i
t = η
i−
t and I
i
t = I
i−
t for
every t ∈ T i incomparable with ti, i.e. we obtain (vi).
This finishes the inductive construction. Notice that change γi− → γi induces only the
following changes in the action on
∑
j x
′
j: e
∗
η
i−
t
→ e∗
ηit
on rngx′i and bd(e
∗
η
i−
t
)→ bd(e∗
ηit
) for
t  ti on [min rngx
′
i,∞).
We define γ′ to be the node on which the inductive construction stabilises. Similarly,
we define T ′. This finishes STEP 1. We proceed to show the estimate-part of the lemma.
STEP 2. Estimation of the errors. Fix i ∈ I ′. We show that after introducing changes on
the i-th step in the induction we have the following:
(3) εe∗
γi−
(x′i) ≤ 3εe
∗
γi(x
′
i) + 4C4
−ji .
(4) εe∗
γi−
(
∑
j<i, j∈I′
x′j) ≤ εe
∗
γi(
∑
j<i, j∈I′
x′j) + 3C4
−ji .
(5) εe∗
γi−
(x′j) ≤ εe
∗
γi(x
′
j) + jjCm
−1
jj
for ever j > i, j ∈ I ′.
Ad (3). We use the equalities
εe∗
γi−
(x′i) = εtie
∗
η
i−
ti
P
I
i−
ti
(x′i) +
∑
t≺ti
( ∏
∅u≺t
m−1u
)
bd(e∗
η
i−
t
)P
I
i−
t
(x′i),
εe∗γi(x
′
i) = εtie
∗
ηiti
PI
ti
i
(x′i) +
∑
t≺ti
( ∏
∅u≺t
m−1u
)
bd(e∗
ηit
)P iIt(x
′
i).
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We start with estimating bd-parts on x′i, i.e.
∑
t≺ti
(∏
∅u≺tm
−1
u
)
bd(e∗
η
i−
t
)P
I
i−
t
(x′i) and∑
t≺ti
(∏
∅u≺tm
−1
u
)
bd(e∗
ηit
)PIit (x
′
i). Since ti is a covering index for x
′
i there are at most
two elements in bd-part of e∗
η
i−
t
with non-zero action on x′i for every t ≺ ti. Using (T2) we
get
(6)
∑
t≺ti
( ∏
∅u≺t
m−1u
)
bd(e∗
η
i−
t
)P
I
i−
t
(x′i) ≤ (ji + 2)2 · 3Cn
−1
ji
< Cm−1ji .
Similarly
(7)
∑
t≺ti
( ∏
∅u≺t
m−1u
)
bd(e∗
ηit
)PIit (x
′
i) ≤ (ji + 2)2 · 3Cn
−1
ji
< Cm−1ji .
If i = iti , then using (iii), (6), and (7) we get (3). If i > iti , then we observe that for the
bd-part we have
(8) εti bd(e
∗
η
i−
ti
)P
I
i−
ti
(x′i) ≤ nti3Cn
−1
ji
≤ Cm−1ji , εti bd(e
∗
ηiti
)PIiti
(x′i) ≤ nti3Cn
−1
ji
≤ Cm−1ji .
By (iii), (6), (7), and (8) we get (3).
Ad (4). If i > iti then (4) follows directly from (iv) and (vi). If i = iti , then using Lemma
3.4 for every j < i we obtain
εtie
∗
η
i−
ti
P
I
i−
ti
(
∑
j<i, j∈I′
x′j) ≤ (i− 1)6Cm
−1
ti
≤ (i− 1)6Cm−1ji ≤ C4
−ji.
This, (iv) and (vi) gives (4).
Ad (5). Fix j > i, j ∈ I ′. We prove inductively that for every t  ti we have
εte
∗
η
i−
t
P
I
i−
t
(x′j) ≤ εte
∗
ηit
PIit (x
′
j) + #{u ∈ T
i | t  u  ti} · Cm
−1
jj
.
Start from t = ti. The condition (ii) gives
εtie
∗
η
i−
ti
P
I
i−
ti
(x′j) = εtie
∗
ηiti
PIiti
(x′j) + εti
∑
s∈Sti
d∗
β
i−
s
(x′j)− εti
∑
s∈Sti
d∗βis
(x′j)
By (T3) we have it ≤ i < j, and thus nt < njj . It follows that
εt
∑
s∈St
d∗
β
i−
s
(x′j)− εt
∑
s∈St
d∗βis
(x′j) ≤ 2nt3Cn
−1
jj
≤ Cm−1jj ,
which finishes the inductive base.
Let t 6= ti. For every s ∈ St with s 6 ti we have by (vi) εse
∗
η
i−
s
P
I
i−
s
(x′j) = εse
∗
ηis
PIis(x
′
j).
Moreover, for s0 ∈ St with s0  ti we have the inductive hypothesis, so
εtmt(e
∗
η
i−
t
)P
I
i−
t
(x′j) ≤ εtmt(e
∗
ηit
PIit (x
′
j)) + #{u ∈ T
i | s0  u  ti} · Cm
−1
jj
.
As in the inductive base we have for bd-parts
|
∑
s∈St
d∗
β
i−
s
(x′j)|, |
∑
s∈St
d∗βis
(x′j)| ≤ nt3Cn
−1
jj
≤ Cm−1jj /2,
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hence
εte
∗
η
i−
t
P
I
i−
t
(x′j) = εt
∑
s∈St
d∗
β
i−
s
(x′j) + εtmt(e
∗
η
i−
t
)P
I
i−
t
(x′j)
≤ nt3Cn
−1
jj
+ εtmt(e
∗
ηit
PIit (x
′
j)) + #{u ∈ T
i | s0  u  ti} · Cm
−1
jj
= nt3Cn
−1
jj
+ εte
∗
ηit
PIit (x
′
j)− εt
∑
s∈St
d∗βis(x
′
j) + #{u ∈ T
i | s0  u  ti} · Cm
−1
jj
≤ εte
∗
ηit
PIit (x
′
j) + #{u ∈ T
i | t  u  ti} · Cm
−1
jj
.
The inductive step is finished.
Using (T2) we obtain (5). Indeed,
εe∗
γi−
(x′j) ≤ εe
∗
γi(x
′
j) + (ji + 2)Cm
−1
jj
≤ εe∗γi(x
′
j) + jjCm
−1
jj
.
Finally, having (3), (4) and (5) we obtain by an easy induction that for every i ∈ I ′ we
have
εe∗γ(
∑
j≤i, j∈I′
x′j) ≤ 3εe
∗
γi(
∑
j≤i, j∈I′
x′j) + 23C
∑
j≤i, j∈I′
4−jj ,
εe∗γ(x
′
j) ≤ εe
∗
γi(x
′
j) + ijjm
−1
jj
, for all j > i, j ∈ I ′.
This, (1), and (2) finishes the proof of the lemma. 
Lemma 3.7. Let (yi)
nj
i=1 be a C-RIS in BmT such that every yi is a projection on some
interval of a C − ℓ
nji
1 -average and let (zi)
nj
i=1 be a subsequence of the standard basis of
T . Let mj1 ≥ 2n
3
j , j ≥ 5, and assume that max rng yi + ji < min rng yi+1 for all i’s.
Then, for every interval J , there exists a functional f in the norming set W such that
supp f ⊆ supp(
∑
j∈J zj) and
‖
∑
i∈J
yi‖ ≤ 96f(
∑
i∈J
zi).
Proof. Set y =
∑
i∈J yi and z =
∑
i∈J zi and choose γ ∈ Γ with |e
∗
γ(y)| ≥
6
7‖y‖ and
the tree analysis (It, εt, ηt)t∈T . By Lemma 3.6 we can assume that the tree analysis
of e∗γ is comparable with (y
′
i)i∈J ′ , where y
′
i is a projection of yi on some interval, and
|e∗γ(
∑
i∈J ′ y
′
i)| ≥
1
7‖y‖ − 9C4
−j1 for some J ′ ⊆ J . We will construct f ∈ W such that
supp f ⊆
⋃
i∈J ′ supp zi and |e
∗
γ(
∑
i∈J ′ y
′
i)| ≤ 12f(
∑
i∈J ′ zi) = 12f(z), and thus we may
assume that J ′ = J . Moreover, by Lemma 3.4 the sequence (y′i)i∈J is 10C-RIS so we may
assume that y′i = yi.
For every i let ti ∈ T be the covering index for yi and for every t ∈ T let Et = {i ∈ J |
t = ti}.
Claim 1. Fix t = ti0 for some i0 .
(a) Assume that mt < mj1. Then for gi = z
∗
i , i ∈ Et, we have
|e∗ηtPIt(
∑
i∈Et
yi)| ≤
1
n2j
+
6
mt
∑
i∈Et
gi(z).
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(b) Assume that mt ≥ mj1. Then there exists gt ∈ W with supp gt ⊆ supp(
∑
i∈Et
zi),
and such that
|e∗ηtPIt(
∑
i∈Et
yi)| ≤
1
n2j
+ 12gt(z).
In (a) by defining gt =
1
mt
∑
i∈Et
gi, we obtain the inequality of (b), however, in the
sequel we need the more precise form, hence we keep in (a) the precise form of gt.
Proof of the claim. (a). We set Si = { s ∈ St | rng(e
∗
ηsPIs) ⊂ rng(yi) } and set gi = z
∗
i ,
i ∈ Et. Using Lemmas 2.19(2) and 2.20 for every yi (see Remark 2.21) we estimate
|e∗ηtPIt(
∑
i∈Et
yi)| = |
∑
s∈St
d∗βs(
∑
i∈Et
yi) +
1
mt
∑
i∈Et
∑
s∈Si
e∗ηsPIs(yi)|
≤ nt
3C
nj1
+
1
mt
3
∑
i∈Et
(
1 +
2|Si|
nji
)
≤
1
n2j
+
1
mt
6
∑
i∈Et
gi(z).
(b). Define st = minSt, and it = max{i ∈ Et | mji ≤ mt}. For every i < it we have by
Lemma 3.4
|e∗ηtPIt(yi)| ≤
6C
mt
≤
6C
mit
<
1
n3j
.
This implies
(9) |e∗ηtPIt(
∑
i∈Et, i<it
yi)| ≤
1
2n2j
.
Now let i ∈ Et, i ≥ it. If
(10) |e∗ηtPIt(yit)| > |e
∗
ηtPIt(
∑
i∈Et, i>it
yi)|,
then for gt = z
∗
it
we obtain
(11) |e∗ηtPIt(
∑
i∈Et, i≥it
yi)| ≤ 2 · 3Cgt(z).
On the other hand, if (10) is not true, then we proceed as in Claim 1. We set Si = { s ∈
St | rng(e
∗
ηsPIs) ⊂ rng(yi) } and gi = z
∗
i . Then we set gt =
1
mt
∑
i∈Et, i>it
gi. The definition
is correct as gi’s are pairwise different and #Et ≤ #St ≤ nt. Using Lemmas 2.19(2) and
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2.20 for every yi (see Remark 2.21) we estimate
|e∗ηtPIt(
∑
i∈Et, i≥it
yi)| ≤ 2|
∑
s∈St
d∗βs(
∑
i∈Et, i>it
yi) +
1
mt
∑
i∈Et, i>it
∑
s∈Si
e∗ηsPIs(yi)|(12)
≤ 2nt
3C
njit+1
+ 2
1
mt
3
∑
i∈Et, i>it
(
1 +
2|Si|
nji
)
≤
1
2n2j
+
1
mt
12
∑
i∈Et, i>it
gi(z)
≤
1
2n2j
+ 12gt(z).
Combining (9), (11), and (12) we obtain (b). 
Let T ′ be the smallest subtree of T containing the root and all ti’s.
Claim 2. For every t ∈ T ′ there exists ft ∈ W such that rng ft ⊆
⋃
{rng zi | rng yi ∩
rng(e∗ηtPIt) 6= 0} and
|e∗ηtPIt(y)| ≤
3
n2j
#{s ∈ T ′ | s  t}+ 12ft(z).
Proof of the claim. We prove the claim by induction on the tree T ′ starting from terminal
nodes.
Let t be a terminal node. Then t = ti0 for some i0 and we use Claim 1. If mt < mj1 ,
then Claim 1(a) gives (gi)i∈Et , we set ft =
1
mt
∑
i∈Et
gi and we are done. If mt ≥ mj1 , then
we just take ft = gt given by Claim 1(b).
Let t be a non-terminal node and define Rt = J \ Et. Observe that for every i ∈ Rt we
have t ≺ ti, so there are at most two s ∈ St such that d
∗
βs
(yi) 6= 0. This implies
(13) |
∑
s∈St
d∗βs(
∑
i∈Rt
yi)| ≤ 2nj
3C
nj1
≤
1
n2j
.
The inductive assumption gives for every s ∈ St ∩ T
′ that
|e∗ηsPIs(y)| ≤
3
n2j
#{u ∈ T ′ | u  s}) + 12fs(z),
where fs ∈W is such that supp fs ⊆
⋃
{supp zi | rng yi ∩ rng(e
∗
ηsPIs) 6= 0}.
If t 6= ti for all i then we define ft =
1
mt
∑
s∈St∩T ′
fs. Functional ft is in W since by
comparability all (fs)s∈St∩T ′ have pairwise disjoint ranges. We have Et = ∅, hence by (13)
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and the inductive assumption
|e∗ηtPIt(y)| ≤ |
∑
s∈St
d∗βs(
∑
i∈Rt
yi)|+ |
1
mt
∑
s∈St∩T ′
e∗ηsPIs(y)|
≤
3
n2j
(1 +
∑
s∈St∩T ′
#{u ∈ T ′ | u  s}) + 12ft(z),
and we are done.
If t = ti0 for some i0 then we use Claim 1. We have the following cases.
If mt < mj1 then from Claim 1(a) we have
|e∗ηtPIt(
∑
i∈Et
yi)| ≤
1
n2j
+
6
mt
∑
i∈Et
gi(z).
Define
ft =
1
mt

 ∑
s∈St∩T ′
fs +
∑
i∈Et
gi

 .
Observe that ft ∈ W since {rng fs | s ∈ St ∩ T
′} ∪ {rng gi | i ∈ Et} are pairwise disjoint
and #Et ≤ #(St \ T
′). Therefore, using (13) and the inductive assumption
|e∗ηtPIt(
∑
i∈Rt
yi)| ≤ |
∑
s∈St
d∗βs(
∑
i∈Rt
yi)|+
1
mt
|
∑
s∈St∩T ′
e∗ηsPIs(
∑
i∈Rt
yi)|
≤
1
n2j
+
1
mt
∑
s∈St∩T ′
(
3
n2j
#{u ∈ T ′ | u  s}+ 12fs(z)
)
,
and thus
|e∗ηtPIt(y)| ≤ |e
∗
ηt
PIt(
∑
i∈Rt
yi)|+ |e
∗
ηt
PIt(
∑
i∈Et
yi)| ≤
3
n2j
(1 +
∑
s∈St∩T ′
#{ti | ti  s}) + 12ft(z),
and we are done.
We are left with the case mt ≥ mj1 . Claim 1(b) gives gt ∈ W such that supp gt ⊆
supp(
∑
i∈Et
zi), and
|e∗ηtPIt(
∑
i∈Et
yi)| ≤
1
n2j
+ 12gt(z),
whereas (13) gives, as s ∈ St, i ∈ Rt, s  ti, that
|e∗ηtPIt(
∑
i∈Rt
yi)| ≤ |
∑
s∈St
d∗βs(
∑
i∈Rt
yi)|+
1
mt
|
∑
s∈St
e∗ηsPIs(
∑
i∈Rt
yi)|
≤
1
n2j
+
1
mt
∑
i∈Rt
‖yi‖ ≤
1
n2j
+
nj
mt
≤
2
n2j
.
Combining the two above estimations and setting ft = gt finishes the inductive proof. 
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Let f = f∅ ∈W . Claim 2 yields
1
7
‖y‖ − 9C4−j1 ≤ |e∗γ(y)| ≤
3
n2j
#{t ≤ T ′ | t  ∅}+ 12f(z) ≤
6
nj
+ 12f(z),
as ‖y‖ ≥ 1 implies
‖y‖ ≤ 8 · 12f(z) ≤ 96f(z).
The proof of the lemma is finished. 
4. Proof of Main Theorem.
Theorem 4.1. For every infinite dimensional block subspace Y of BmT there exists a
block sequence (yi)i∈N in Y and sequences of natural numbers (ji)i∈N, ((ki,j)
nji
j=1)i∈N such
that sequences (yi)i∈N and (
mji
nji
∑nji
j=1 eki,j )i∈N ⊂ T are equivalent.
Proof. Fix some subspace Y of BmT and a two-level 3-RIS (yi)i∈N from Y . By the definition
of two-level RIS for every i ∈ N there exists a normalised 3-RIS yi,1, . . . , yi,ji ∈ Y with
growth index ji < ji,1 < · · · < ji,nji such that yi =
cimji
nji
∑nji
j=1 yi,j, where ci > 0 is some
normalising constant with 1/30 ≤ ci ≤ 1. Moreover, we assume that j1 ≥ 5.
Concerning basis averages we define for every i ∈ N a vector zi =
mji
nji
∑nji
j=1 zi,j, where
zi,j’s with lexicographical ordering on pairs (i, j) is a subsequence of the standard basis.
Recall ‖zi‖ = 1 by Proposition 2.8. We will show that for every finite sequence of scalars
(ai)i∈I we have
2−7‖
∑
i∈I
aizi‖ ≤ ‖
∑
i∈I
aiyi‖ ≤ 2
10‖
∑
i∈I
aizi‖.
Lemma 4.2. For every finite sequence of scalars (ai)i∈I we have
‖
∑
i∈I
aizi‖ ≤ 2
7‖
∑
i∈I
aiyi‖.
Proof. Fix a finite sequence of scalars (ai)i∈I and set y =
∑
i∈I aiyi, z =
∑
i∈I aizi. We
assume ‖z‖ = 1 and ai > 0 for all i ∈ I (by unconditionality of the standard basis of T ).
Choose f ∈ W with f(z) = ‖z‖ and supp f ⊆ supp z. Let (ft)t∈T be a tree analysis of f .
Consider P = {(i, j) | i ∈ N, j = 1, . . . , nji)} with lexicographical ordering as a sequence.
For every p ∈ P let tp ∈ T be such that ftp = ±z
∗
p (recall (zp)p∈P is a subsequence of the
basis). Without loss of generality we can assume that ftp = z
∗
p for all p ∈ P .
Define P ′ = {p ∈ P | f(zp) > 4
−jp−1}. By Lemma 3.2 for all p ∈ P ′ the branch linking
the root and tp is of length less than or equal to jp. Observe that f(
∑
p∈P\P ′ zp) ≤ 4
−j1 ,
hence by relaxing f(z) = 1, to f(z) ≥ 1/2 we may assume that P = P ′. Let T ′ ⊆ T be
the minimal tree containing the root and all tp’s for p ∈ P .
We will inductively construct a node γ with the tree analysis (It, εt, ηt)t∈T ′ satisfying for
every t ∈ T ′ the following
ft(z) ≤ 2
6εte
∗
ηtPIt(y),
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and for every non-terminal t ∈ T ′, writing bd(e∗ηt) =
∑
s∈St∩T ′
d∗βs , and for every s ∈ St∩T
′
we have
max rng yps < rank(βs) ≤ max rng yps + len b(s, tps),
where ps = max{p ∈ P | s  tp} and len b(s, tps) is the length of the branch linking s and
tps . The induction on T
′ starts from terminal nodes.
Let t be a terminal node in T ′. Then t = tp for some p ∈ P . Choose ηtp ∈ Γ such that
|e∗ηtp (yp)| ≥ 1/2 and rank(ηtp) ∈ rng yp. Then choose εtp such that |e
∗
ηtp
(yp)| = εtpe
∗
ηtp
(yp)
and Itp = rng e
∗
ηtp
∩ [min rng yp,∞). This choice guarantees
ftp(zp) = 1 ≤ 2εtpe
∗
ηtp
PItp (yp).
Using the lower bound ci ≥ 1/30 we get
ftp(z) ≤ 2
6εtpe
∗
ηtp
PItp (y).
Let t be a non-terminal node in T ′. Then ft = m
−1
t
∑
s∈St∩T ′
fs and we choose ηt ∈ Γ
such that
mt(e∗ηt) = m
−1
t
∑
s∈St∩T ′
εse
∗
ηsPIs , bd(e
∗
ηt) =
∑
s∈St∩T ′
d∗βs ,
with
rank(βs) =
{
max rng yps + 1 , if s is a terminal node,
rank(ηs) + 1 , if s is a non-terminal node.
Set εt = 1 and It = rng(e
∗
ηt).
The choice of βs’s, the bound of the length of the branch linking zp’s and the root, and
the assumption on the size of gaps between consecutive yp’s gives bd(e
∗
ηt)(y) = 0. Indeed,
for every s ∈ St ∩ T
′ we have len b(s, tps) ≤ jps by Lemma 3.2 and max rng yps + jps <
min rng yps+ by the definition of two-level RIS.
Finally the inductive assumption gives
ft(z) = m
−1
t
∑
s∈St
fs(z) ≤
∑
s∈St
d∗βs(y) +m
−1
t
∑
s∈St
2εse
∗
ηsPIs(y) = 2
6εte
∗
ηtPIt(y).
This finishes the inductive construction. We set γ = η∅ and notice that
‖z‖/2 = 1/2 < ft(z) ≤ 2
6e∗γ(y) ≤ 2‖y‖.
The proof of the lemma is finished. 
Lemma 4.3. For every finite sequence of scalars (ai)i∈I we have
‖
∑
i∈I
aiyi‖ ≤ 2
10‖
∑
i∈I
aizi‖.
Proof. Fix a finite sequence of scalars (ai)i∈I and set y =
∑
i∈I aiyi, z =
∑
i∈I aizi. We
assume ‖y‖ = 1, hence for every i ∈ I we have |ai| ≤ ‖Prng yi(y)‖ ≤ 4. Let γ be such that
|e∗γ(y)| ≥ 6/7 and take its tree analysis (It, εt, ηt)t∈T . Consider P = {(i, j) | i ∈ N, j =
1, . . . , nji)} with lexicographical ordering as a sequence. Notice that the sequence (yp)p∈P
is also a RIS. Thus by applying Lemma 3.6 for γ and (aiyi,j)(i,j)∈P we can assume that the
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tree analysis of γ is comparable with (y′i,j), where y
′
p is a projection of yp on some interval,
and |e∗γ(
∑
(i,j)∈P ′ aiy
′
i,j)| ≥ 1/7 − 27 · 4
j1 , for some P ′ ⊆ P . Since by 1-unconditionality of
the standard basis of T we have ‖
∑
(i,j)∈P ′ aizi,j‖ ≤ ‖z‖, we can assume P = P
′. Moreover,
with the abuse of the notation we shall write yp, yi also for the restrictions y
′
p and their
sums.
For every i we define ti ∈ T to be the covering index for yi.
Now we will show that there exists f ∈W such that supp f ⊆ supp z and
|e∗γ(y)| ≤ 4n
−1
j1
+ 96f(z).
Let T ′ be the smallest subtree of T containing the root and all ti’s and define for all
t ∈ T ′ a tree T ′t = {s ∈ T
′ | s  t} and
At = {i ∈ I | rng(e
∗
ηtPIt) ∩ rng yi 6= ∅}, yt =
∑
i∈At
aiyi, zt =
∑
i∈At
aizi.
Claim 3. For all t ∈ T ′ there is ft ∈W such that supp ft ⊆ supp zt and
|e∗ηtPIt(yt)| ≤ |bd |(e
∗
ηt ,T
′
t )(yt) + 96ft(zt).
Proof of the claim. Proof by induction on T ′ starting from the terminal nodes of T ′. The
argument for the base of the induction is a simpler version of the argument for the inductive
step (see Case 2 below), hence we show only the latter.
Let t ∈ T ′ be a non-terminal node. Consider the evaluation analysis of e∗ηt
e∗ηt =
∑
s∈St
d∗βs +
1
mt
∑
s∈St
εse
∗
ηs
PIs .
Case 1. t 6= ti for all i. Let ft =
1
mt
∑
s∈St∩T ′
fs. Then using the inductive assumption we
obtain
|e∗ηtPIt(yt)| ≤
∑
s∈St
|d∗βsPIt(yt)|+
1
mt
∑
s∈St∩T ′
|e∗ηsPIs(ys)|
≤
∑
s∈St
|d∗βsPIt(yt)|+
1
mt
∑
s∈St∩T ′
|bd |(e∗ηs ,T
′
s )(yt) +
1
mt
∑
s∈St∩T ′
96fs(zs)
≤ |bd |(e∗ηt ,T
′
t )(yt) + 96ft(zt)
Case 2. t = ti0 for some i0. We define Et = {i ∈ I | t = ti} and estimate
|e∗ηtPIt(yt)| ≤
∑
s∈St
|d∗βsPIt(yt)|+
1
mt
∑
s∈St∩T ′
|e∗ηsPIs(ys)|+
1
mt
∑
s∈St\T ′
|e∗ηsPIs(
∑
i∈Et
aiyi)|
≤ |bd |(e∗ηt ,T
′
t )(yt) +
1
mt
∑
s∈St∩T ′
96fs(zs) +
1
mt
∑
s∈St\T ′
|e∗ηsPIs(
∑
i∈Et
aiyi)|
≤ . . .
Fix i ∈ Et. Define Si = {s ∈ St \ T
′ | rng e∗ηsPIs ∩ rng yi 6= ∅} and Si,j = {s ∈ St \ T
′ |
rng e∗ηsPIs ∩ rng yi,j 6= ∅}. Let Ai = {s ∈ Si | ∃j : rng yi,j ⊂ rng(e
∗
ηsPIs)} and Bi = Si \ Ai.
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For every s ∈ A let Js = {j | rng yi,j ⊂ rng(e
∗
ηs
PIs)}. Let Bj = {s ∈ B | rng(e
∗
ηs
PIs) ⊆
rng yi,j} for j in Ji = {j | ∃s ∈ Si : rng(e
∗
ηsPIs) ⊆ rng yi,j}. Using the above notation we
have the following splitting
∑
s∈Si
|e∗ηsPIs(
nki∑
j=1
yi,j)| =
∑
s∈Ai
|e∗ηsPIs(
∑
j∈Js
yi,j)|+
∑
j∈Ji
∑
s∈Bj
|e∗ηsPIs(yi,j)|.
Concerning the first part, by Lemma 3.7 for every s ∈ A there exists a functional fs ∈ W
with supp fs ⊂ supp
∑
j∈Js
zi,j and
|e∗ηsPIs(
∑
j∈Js
yi,j)| ≤ 96fs(
∑
j∈Js
zi,j).
Concerning the second part, by Lemma 2.20 (see Remark 2.21) for every j ∈ Ji the following
inequality holds: ∑
s∈Bj
|e∗ηsPIs(yi,j)| ≤ 9
(
1 +
2#Bj
nki,j
)
≤ 18 = 18fj(zi,j),
for the functional fj ∈W dual to zi,j as #Bj ≤ |St| ≤ nki < nki,j .
Finally, we have∑
s∈Si
|e∗ηsPIs(yi)| =
∑
s∈Ai
|e∗ηsPIs(
cimki
nki
∑
j∈Js
yi,j)|+
∑
j∈Ji
∑
s∈Bj
|e∗ηsPIs(
cimki
nki
yi,j)|
≤ 96
∑
s∈Ai
fs(
mki
nki
∑
j∈Js
zi,j) + 18
∑
j∈Ji
fsj(
mki
nki
zi,j).
We define
ft =
1
mt

 ∑
s∈St∩T ′
fs +
∑
i∈Et
(
∑
s∈Ai
fs +
∑
j∈Ji
fj)

 .
The functional ft is in W since all fs’s and fj’s have pairwise disjoint ranges and we have∑
i∈Et
(#Ai +#Ji) ≤ #(St \ T
′).
Going back to the main estimation we obtain
· · · ≤ |bd |(e∗ηt ,T
′
t )(yt) + 96ft(zt),
which finishes the inductive construction. 
Going back to the main proof we have that y∅ = y, z∅ = z, η∅ = γ, and |e
∗
γ(y)| ≤
|bd |(e∗γ ,T
′)(y) + 96‖z‖. For every i ∈ I we have |ai| ≤ ‖Prng yi(y)‖ ≤ 4, and thus by
Lemma 3.3 we have |bd |(e∗γ ,T
′)(y) ≤ 4n−1j1 .
The assumption on γ yields
1
7
− 27 · 4−j1 ≤
4
nj1
+ 96‖z‖,
hence, as j1 ≥ 5, we get
‖y‖ ≤ 8 · 96‖z‖ ≤ 210‖z‖.
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