Abstract. For uniform random permutations conditioned to have no long cycles, we prove that the total number of cycles satisfies a central limit theorem. Under additional assumptions on the asymptotic behavior of the set of allowed cycle lengths, we derive asymptotic expansions for the corresponding expected value and variance.
Introduction
It is a classical result about random permutations proved by Goncharov ([10, 9] ) that the number of cycles of a uniform random permutation is asymptotically Gaussian after suitable normalization. More precisely, for a permutation σ ∈ S n , write c j (σ) for the number of cycles of length j in σ and C(σ) = ∞ j=1 c j (σ) for the total number of cycles. Let P n denote the uniform distribution on S n , then for all z ∈ R,
where Φ is the distribution function of the standard normal distribution. A particularly instructive proof of this result was given in [21] , where it is observed that the joint distribution of the c j , j ≤ n, under P n is equal to the distribution of independent random variables c j , j < ∞, conditional on jc j = n, wherec j is Poisson distributed with parameter z j /j for arbitrary z ∈ (0, 1). In the framework of statistical mechanics, z can thus be viewed as the chemical potential and the joint distribution of thec j as the grand canonical ensemble corresponding to the measures P n . Noting that the limit n → ∞ corresponds to z → 1, Equation (1) is then easy to guess and not very hard to prove. Indeed, much more is true: Delaurentis and Pittel [6] show that for C n,t (σ) = n t j=1 c j (σ), the joint distribution of ((log n) −1/2 (C n,t − t log n)) 0≤t≤1 converges to standard Brownian motion on the time interval [0, 1]. Goncharov [10] and Kolchin [13] show that the finite dimensional distributions of the sequence (c j ) converge to independent Poisson variables C j with parameters 1/j. Arratia and Tavaré [1] significantly improve this result: they show that the variation distance between the joint distribution of (c j ) j≤b(n) and the independent Poisson variables (C j ) j≤b(n) converges to zero if and only if lim n→∞ b(n)/n = 0; they even show the same result when considering any b(n) indices instead of the b(n) first ones. So, the uniform measure on permutations is very well understood. A natural next step is to study conditional measures, i.e. the uniform distribution on certain subsets of S n . We will be interested in permutations where only certain cycle lengths are allowed. Here, Theorem 3 in [1] gives some interesting, partly more general answers: if we consider the uniform distribution on permutations such that for all j from a subset J ⊂ {1, . . . , b(n)}, the cycle counts c j have prescribed valuesc j , the variation distance between the remaining cycle counts and the corresponding independent Poisson variables C j still converges to zero as n → ∞. In particular, we can conditionc j = 0 for as many j ≤ b(n) as we like and still get the Poisson convergence. However, the results of [1] do not allow us to condition onc j = 0 for j > b(n), i.e. we cannot force large cycles to disappear. Conditioning on the absence of some large cycles is the content of the theory of A-permutations. Here, a set A ⊂ N is fixed, and the sequence of uniform measures on the sets of permutations T n (A) on {1, . . . n} and with cycle lengths in A is studied. Under the condition that for each n the number of permutations in T n (A) is large enough (precisely, of order (n − 1)!n α for some α ∈ (0, 1]), Yakimiv shows the Poisson convergence of finite dimensional distributions [22] and the central limit theorem for the total number of cycles [23] . The latter paper also contains a long list of references to the vast literature on A-permutations. The situation is different when the set A depends on n and is such that long cycles are forbidden. For simplicity think of conditioning on the absence of cycles longer than n α where 0 < α < 1. To see why this drastically changes the situation, recall that for large n under the uniform measure on permutations, the fraction of indices in cycles of order o(n) converges to zero. So, even though macroscopic (order n) cycles do not contribute significantly to the cycle count, they absorb the majority of indices. If we exclude them, the total number of cycles must grow much faster than logarithmically. Indeed, we will show below that when excluding cycles longer than n α , the average number of cycles grows like n 1−α . Since all of the above mentioned methods in essence rely on the fact that the total cycle number is well approximated by a sum of independent Poisson random variablesc j with parameters 1/j, they all predict a logarithmic growth of the cycle count. So none of them can possibly apply to the situation of restricted cycle lengths. It is thus interesting that the central limit theorem for the total number of cycles is robust enough to carry over to the case of permutations without long cycles. The proof of this statement (for rather general restrictions on cycle lengths) is the main result of the present paper. A somewhat complementary result is obtained by Nikeghbali, Storm, and Zeindler [18] . They consider permutations of n elements having only cycle lengths in a set A n ⊂ N under the assumption that max({1, 2, ..., n} \ A n ) = o(n), i.e. A n contains all the 'long' cycles. They obtain a functional central limit theorem, again with logarithmic average cycle number. Indeed, they can treat slightly more general types of permutations by including cycle weights: the probability of a permutation σ is modified by a Boltzmann factor exp(− α j c j (σ)), where the α j correspond to the energies of cycles of length j. The case of constant α j = α corresponds to the Ewens distribution with parameter exp(α), see [12] for the first proof of a functional central limit theorem in that case. A different use of cycle weights actually leads to the two only other situations that we are aware of where the typical number of cycles is not logarithmic and satisfies a central limit theorem. Firstly, Maples, Nikeghbali, and Zeindler [16] consider the generalized Ewens measure with cycle weights of the form j αcj (σ) with α > 0. Secondly, Bogachev and Zeindler [5] replace the sequence α j by a doubly indexed sequence α j,n . Under suitable assumptions on the asymptotics of the α j,n , they show (among many other things) that the number of cycles is of order n and satisfies a central limit theorem. In particular, this implies that, contrary to the situation in the present paper, there is a positive fraction of points in finite cycles. The latter property motivates the name 'surrogate spatial random permutations' in the title of [5] : while for random permutations it is in general rare to see a fraction of indices in finite cycles due to very strong entropic effects, this phenomenon becomes the norm when we add a spatial component to the model. These spatial random permutations are still relatively little understood, but appear to have many intriguing properties such as a phase transition from a regime without long cycles to one with a mixture of long and short cycles (proved for a special case in [3] ) and a rich geometry of the set of points in long cycles (see [11, 2] for some simulations). We refer the reader to [2] and the references therein for more information about these models.
Results
Let α : N → N, and consider S n,α := {σ ∈ S n : the cycles of σ are not longer than α (n)} , the set of permutations with n elements and all cycles shorter than α(n). Let P n,α denote the uniform distribution on S n,α , and write
for the sum of cycle counts c j (σ). For δ > 0 and all w ∈ (1 − δ, 1 + δ), let x n,α (w) be the unique positive solution of the equation (2) 
Equivalently, x n,α is the unique root of the polynomial
that is contained in the interval (1, ∞). Let us further write
where x ′ n,α denotes the derivative of x n,α . Our main result is Theorem 1. Assume that lim inf
Then for all z ∈ R,
Here, Φ is the distribution function of the standard normal distribution.
Note that there is an extra term in the variance in equation (3) . So in contrast to the classical situation, asymptotic mean and variance need not be of the same order. Under some additional assumptions on the function α, we can derive asymptotic expressions for m n,α and v n,α and see that they are indeed of different order. For this, recall first the concept of asymptotic expansion. Let (φ k ) k∈N be a sequence of functions such that for all k
is an asymptotic expansion for the function f (z) as z → ∞, and write
as z → ∞ (cf., e.g., [17] ). Let us write ξ = ξ (u) for the non-zero solution of (5) exp (ξ) = 1 + uξ
Theorem 2. Assume that there are α 0 , α 1 ∈ (0, 1) with
Then the quantities defined in (3) have the asymptotic expansions
This result shows that the average cycle count is close to its theoretical minimum, or in other words the average cycle lengths are close to maximal. This supports observations made e.g. in [4] that 'entropy' is extremely strong in random permutations in the sense that it is very hard to 'force' many short cycles by modifying the uniform measure on permutations in natural ways, such as cycle weights or nontrivial conditioning.
Proofs: overview
We will use the following criterion for a central limit theorem:
[20] Let A n be a sequence of integer-valued random variables and assume that, as n → ∞, their probability generating functions H n can be written as
uniformly in the interval W := (1 − δ, 1 + δ) for some δ > 0, where h n has the following properties: h n is thrice continuously differentiable in W , and
Then the distribution of the random variable
converges weakly to a standard normal distribution as n → ∞.
For applying the above result, we need information on the generating function of the random cycle count C under P n,α . As is well known (see e.g. [8] ), the cardinality of S n,α is given by
where γ is any closed curve around the origin in the complex plane. The probability generating function H n,α (w) of C under P n,α can therefore be written as
where c n,α is a normalization constant (which does not depend on w) (cf. [8] for both equations).
In [20] , Proposition 3 is applied to cases such as Equation (8), and an approximation using the saddle point method is given. The difference to our situation however is that in the cited reference, there are fixed polynomials in the exponential, while in our case the upper limit α(n) of the sum will typically grow with n. To handle this situation, we use a very slight generalization of precise asymptotic estimates recently derived by Manstavičius and Petuchovas [14, 15] .
Proposition 4.
Under the assumptions of Theorem 1, the following asymptotic relation holds as n → ∞, uniformly for w ∈ (1 − δ, 1 + δ):
Here, x n,α (w) is the unique positive solution of (2).
Proof. First note that because of the strict inequality in (4), there exists δ > 0 such that for all w ∈ (1 − δ, 1 + δ) and all large enough n, we have
The proposition is then an adaptation of Theorem 2 in [14] . The latter makes use of the saddle point method and treats the case w = 1. The proof given by Manstavičius and Petuchovas extends almost verbatim to the present situation when only large n are considered. The main difference is a maximization of the resulting constants in the error terms with respect to w ∈ (1 − δ, 1 + δ), which does not affect their asymptotics.
Remark 5. Indeed, [14] proves the asymptotics in the case w = 1 without restrictions on α, but the generalization to w = 1 is not as obvious without the growth restriction (4), so we stick with it.
To connect Propositions 3 and 4 and prove the theorem, we thus need asymptotics of the derivatives of
This is done in Lemmas 6 to 11, where it is proved that
and that h ′′′ n,α (w) = O(n/α(n)). Since it turns out (see Lemma 12 and the discussion thereafter) that the leading terms of both h ′ n,α and h ′′ n,α behave like n/α(n) for large n but have different signs, a very fine asymptotic analysis is necessary to ensure that (6) holds. This is done in Propositions 13 and 14. After this, Proposition 3 can be used to prove Theorem 1. The proof of Theorem 2 refines the results of Propositions 13 and 14 by adding information on the asymptotics of x n,α (1). These are given in Lemma 16, and are essentially due to [14] .
Proofs: details
The following lemma presents an expression for the first derivative of h n,α . Lemma 6. Let α : N → N and 0 < δ < 1. Then the following relation holds for all n ∈ N and w ∈ (1 − δ, 1 + δ):
x j is strictly increasing on R + , the saddle point function x n,α is infinitely often differentiable in w by the inverse mapping theorem and a bootstrapping argument. Due to Equation (2), the derivative of the first three terms of Equation (9) is the first term of Equation (10) . For the last term of Equation (9), use the identity
obtained by differentiating Equation (2).
The ingredients necessary for the proof of the theorem are asymptotics for the derivatives of h n,α . A first step towards this goal is Lemma 7. Let α : N → N and 0 < δ < 1 such that n wα(n) > 1 for large n and w ∈ (1 − δ, 1 + δ). Then lim n→∞ α (n) log (x n,α (w)) = ∞ if and only if
Proof. [14] Comparing geometric and arithmetic means yields
.
From Equation (2),
Hence,
and, since the logarithm is increasing and log (x n,α (w)) ≥ 0,
The claim is a direct consequence.
Remark 8. More detailed asymptotics for x n,α (w) and related quantities can be found in [14] .
Lemma 9. Let α : N → N and 0 < δ < 1 such that n wα(n) > 1 for large n and w ∈ (1 − δ, 1 + δ). Moreover, let
Then,
Proof. Starting from Equation (2), we have (14) w (x n,α (w))
Differentiating Equation (14) with respect to w, solving for x ′ n,α (w), and applying once more Equation (2) yields (15) x
by Lemma 7 and x n,α (w) − 1 ≥ log (x n,α (w)) .
Lemma 10. Let α : N → N and 0 < δ < 1 as in Lemma 9. Then the following relations hold uniformly in w ∈ (1 − δ, 1 + δ) as n → ∞:
which is a consequence of Equation (11). Moreover,
for all k ≥ 1. Differentiating Equation (11) yields
uniformly in w ∈ (1 − δ, 1 + δ) by Lemma 9. Iterating this procedure, we obtain
Equation (16) is now a direct consequence. Since it is easily shown that the derivatives of (17) follows from Equations (16) and (2). Further differentiation yields Equation (18) .
Lemma 11. Under the assumptions of Lemma 9,
Proof. After the work done in the previous lemmata, this is an easy corollary. The dominating terms in Equation (18) have the required property.
Lemma 12.
Under the assumptions of Lemma 9,
Proof. The lemma follows from Equation (17) and Lemma 9.
The asymptotic behaviour of h ′ n,α (1) is determined by
which competes with − n α(n) due to the different sign. If the third derivative of h n,α is to be dominated by 
exp (t)
t dt and has the asymptotic expansion
Here, p α is a non-negative function satisfying
(α(n)) 3 log(xn,α (1)) .
Proof. Lemma 10 shows that only one term is relevant for the proof of the proposition.
The second line follows from
and the substitution v = log (t) ( [14] ). It is a well-known fact about the harmonic numbers that
Expanding the exponential functions in the numerator of g ′′ shows that
By expanding g about log (x n,α (1)), the integrand in Equation (22) becomes
where 0 ≤ Ξ (v) ≤ v by Taylor's theorem. An easy calculation yieldŝ
and, by substituting s = v α(n) and applying Equation (20) ,
Due to Equations (2) and (23),
Applying Equations (24), (25), and (26) to the integral in Equation (22), we havê
Since g ′′ is bounded, a calculation similar to Equations (24) and (25) yields
Finally, since by Equation (13) 
by Equation (2), we have
and the claim is proved.
Proof. According to Lemma 10 and Equation (15),
The last line applies the geometric series and
which follows easily from Lemma 7. From
by Equation (12) , one may conclude that
The second claim then follows.
The tools needed to prove Theorem 1 are now available. n α(n) and becomes the dominating term. This blends in nicely with the fact that the classical uniform model has asymptotic expectation and variance of log (n).
Proof. The first and second parts are reformulations of assertions in Lemmata 5 and 1 in [14] from which the third part follows. The third equation is already stated in the proof of Corollary 1 in [14] , albeit for a smaller range of possible α. 
Proof. This is basically Lemma 6 in [14] .
Theorem 2 can now be proved.
Proof of Theorem 2. We only need to verify the asymptotics of h Since 0 ≤ α (n) log (x n,α (1)) ≤ πα (n) for n large enough (log (x n,α (1)) → 0 for n → ∞ by Lemma 16), we can apply Lemma 17. The resulting terms α (n) log (x n,α (1)) 2α (n) = log (x n,α ( 
