This paper focuses on the inference of the correlation parameters from data that have either spatial or temporal short-range dependence. A comparative study of two inference methods is presented: the established method of maximum likelihood estimation (MLE) and the recently proposed modified method of moments (MMoM). For reasons of computational efficiency the comparisons are based on simulations of correlated data arranged on uniform open chains. Four commonly used correlation models, i.e., the Gaussian, the exponential, the spherical, and the WhittleMatérn are investigated. As the domain size increases, the MLE estimates exhibit slightly lower bias and dispersion than the MLE estimates for the Gaussian and the Whittle-Matérn models. Both methods produce comparable results in the case of the spherical model. In the exponential case, the MMoM estimates are slightly more accurate, while the dispersion is comparable. Issues related to finite sample size and sampling resolution are investigated for the three-parameter Whittle-Matérn model. In all cases, the CPU time required by the MMoM is much lower than that of the MLE. In addition, the MLE slows down significantly for large samples, while the MMoM computational time is practically insensitive to the domain size. Hence, the MMoM is useful for the analysis of large data sets. Alternatively, it can be used to obtain initial estimates for the ML estimation.
Introduction
The problem of estimating the unknown parameters of a hypothesized probability density function is common in many fields of science. In statistics, the term model inference is used for the mathematical procedures that generate the estimates. The inference of spatial or temporal dependence is crucial in many engineering fields [1, 2, 3, 4] . In this paper we are concerned with complex statistical dependence in space or time, that can be modeled by means of a correlated random component (i.e., a random process in time or a random field in space). The mathematical formalism used to represent such processes is based on the theory of random fields, e.g., [5] . One of the most commonly used methods of parameter inference is maximum likelihood estimation (MLE) [6] . MLE is based on the numerical maximization of the likelihood function. Multiple calculations of the likelihood are required for different sets of model parameters, until convergence to an optimal set is attained. The popularity of the MLE is partly based on the fact that it possesses desirable asymptotic properties, such as unbiasedness, consistency, efficiency, and sufficiency [1, 7, 8, 9, 10, 11, 12] .
However, the MLE also has some drawbacks, such as possible multimodality of the likelihood surface [13] , non-robustness if the data contain outliers [14] , and significant computational cost for large sample sizes. The computational complexity of the method is dominated by the Cholesky decomposition of the data covariance matrix. For a sample of size N this is an O(N 3 ) operation. The decomposition is evaluated at every step of the iterative optimization procedure. Since the size of space-time data sets is rapidly increasing (e.g., due to the availability of remote-sensed data with improving resolution), computational efficiency is becoming more a crucial factor. Recently, there is also interest in the analysis time series with long-range autocorrelations (or longrange memory) characterized by power law autocorrelation functions. This type of statistical dependence has been observed in different systems, such as economical [15, 16, 17] , geophysical [18, 19] , biological [20] , etc. While in some studies the computational problem is circumvented by approximation [21] or data truncation [22] , large data sets are essential in such cases to correctly quantify the autocorrelation decay rate [23, 24, 25] .
A computationally efficient, moment-based method for parameter estimation was recently proposed and tested on synthetic data [26] . We will refer to this method as the modified method of moments (MMoM). In MMoM linear combi-nations of short-range correlations, called "constraints", are employed. These are defined for the correlation model (model constraints) as well as for the data (sample constraints). The optimal values of the parameters are determined by minimizing a function that measures the distance between the model constraints and the respective sample constraints. The MMoM differs from the classical moment matching approach in two respects: First, the constraints are constructed so as to represent geometric properties, such as suitably defined gradient and curvature approximations, of the field. Secondly, the function measuring the distance between the constraints, i.e., distance metric, involves a nonlinear combination of the constraints. The distance metric is intuitively motivated and it aims to render all the terms in the distance function dimensionless and of similar magnitude. This means that the optimization weighs similarly all the constraints, irrespectively of their magnitude. A first application of MOMM to daily averages of gamma radioactivity dose rates measured over Germany [27] , showed that the method can successfully estimate the correlation parameters from data scattered on an irregular spatial grid.
The computational complexity of the MMoM minimization depends on the number of the model parameters, but not on the sample size. In [28] we used the MMoM for parameter inference and interpolation of both synthetic and real time series. The MMoM estimates were competitive with the MLE ones at negligible computational cost. Motivated by these preliminary results, we present an extensive comparison of the two methods, based on simulated data sampled uniformly on a 1D chain. We use the Gaussian, exponential, spherical and Whittle-Matérn, models to generate correlated "data". In the Whittle-Matérn case, we discus limitations stemming from sample to sample fluctuations and limited resolution. The focus on the regular 1D chain is motivated by reasons of computational efficiency. Nonetheless, the MMoM is also applicable to data with irregular spacing and higher dimensionality.
The paper is organized as follows: In Section 2, the concepts of spatial random fields and correlation models are briefly described. Sections 3 and 4 introduce respectively the MLE and MMoM methods of parameter estimation. In section 5 we comment on the properties of the correlation models studied herein. In section 6 we discuss various issues related to the accuracy of sample estimates. The computational details of the simulations and the inference process in d = 1 are presented in Section 7, and the results for the respective correlation models are elaborated in Section 8. Finally, in Section 9 we summarize the results obtained by means the two methods and compare their performance.
Random Fields and Correlation Models
Space-time correlations exist in various observables, including point variables described by time series and spatially extended variables represented by means of space or space-time functions. The correlations can be either short-ranged, implying that the underlying physical processes couple over finite space or time scales, or long-ranged, i.e., due to global constraints, the presence of critical states, such as those observed in phase transitions and self-organized criticality [29] . If the dynamical processes generating the correlations are not known, or if they are too complicated to solve, statistical models are used to capture the correlations. The correlation parameters are determined from the data by means of methods from the field of spatial statistics [33] . Given the continuing increase in the availability of space-time data (due to enhanced remote-sensing capabilities and the expanding use of geophysical techniques,) such methods are becoming more prominent in the analysis of various geophysical [30] and environmental data sets [2] .
Let X = {X(u 1 ), ..., X(u n )} be a set of spatially correlated observations of the observable X. X can be considered as the discrete sample from a realization of a random function {X(u, ω); u ∈ D} where D is the physical domain, and ω denotes a state from the ensemble Ω [5] . A random function incorporates an ensemble of possible states (realizations).
d is the spatial domain, D T ⊂ R is the time domain, and u = (s, t) are the position vectors. If the observable is a lumped variable concentrated at a single point in space, it is referred to as a random process and its sample is the time series of the data. If the observable is static but distributed in space, it refers to a random field. According to the frequentist interpretation of probability, the observation frequency of a particular state is determined from a multivariate probability density function (pdf). The pdf depends on the point values of the field and the spatial configuration of each state. For convenience, an SRF state can be decomposed into a trend m(u) and a fluctuation x(u), so that
The trend represents the large-scale variations of the field, in principle obtained by averaging the realizations over the ensemble, i.e. m(u) = E[X(u)].
If only one realization is available, more than one trend-fluctuation decompositions may reasonably fit the data. In the following, we assume that the trend has been removed, and we use the symbol X for the zero-mean fluctuation. The latter corresponds to faster variations at smaller scales, which may appear as random changes. For many applications in the earth sciences, one can assume that the fluctuation is a second-order stationary SRF [5] .
The autocovariance function (henceforth, simply covariance) can be expressed in the form
where σ 2 is the variance of the process, ρ θ (r, τ ) is a family of autocorrelation (henceforth simply correlation) functions with a parameter vector θ, r = ||s i − s j || denotes the spatial lag vector, and τ = t i − t j the time lag. This statistical dependence implies the assumption of stationarity, since the correlation between any two points is a function only of the distance between them. For geospatial data, it is reasonable to assume a statistical dependence between observations at nearby locations. This dependence is modeled via the two-point correlation function (and higher-order correlation functions for non-Gaussian data). Common models include the Gaussian, the exponential, the spherical, and the family of Whittle-Matérn correlation functions [31, 32] . Parametric model inference typically begins by selecting a specific model. The model parameters are then estimated using one of several approaches based on likelihood or moments [4, 33, 34, 35] , or the Bayesian approach [31] . If several models are tested, the one that optimizes "globally" (i.e., with respect to all the models) the optimization criterion (e.g., likelihood, chi-square, etc.) is selected.
Maximum Likelihood Estimation
We briefly review the MLE steps as used in spatial analysis, e.g. [32, pp. 169-175] . Let p(X; θ) be the probability of the data X given a specific model with parameter set θ. Assuming multi-normality, this is expressed as:
whereX is the transpose of the data vector, G(θ) the covariance matrix, and |.| the determinant. Let L(X; θ) denote the likelihood of a particular set of model parameters θ given the data X. If there is no prior information about the optimal θ, the likelihood is proportional to the value of the pdf in Eq. (3). For computational convenience, the MLE estimate is obtained by minimizing the negative log-likelihood (NLL), i.e.,
The optimal value of the variance is obtained analytically using the factorization G(θ) = σ 2 ρ(θ ′ ), where ρ(θ ′ ) is the correlation matrix and θ ′ does not include the parameter σ. Setting the NLL derivative with respect to σ 2 equal to zero at the optimal point, the variance is given byσ
where
[log(2π) + 1 − log(N)] is a constant that can be dropped. In most realistic problems, finding the NLL minimum analytically is impossible, and numerical optimization methods are required.
Intuitively, MLE is appealing because it maximizes the likelihood (probability) of a specific model conditionally on the measurements. The performance of an estimator is evaluated with respect to certain desirable statistical properties [36] . (i) An estimator is considered unbiased if its expectation is equal to the true value of the parameter. (ii) If an estimator approaches the true value for large N, it is called consistent. This implies that the estimator is asymptotically unbiased, and that its variance tends asymptotically to zero. (iii) The estimator with the smallest possible variance is called efficient. The "best" estimator is unbiased, consistent, and efficient. Under fairly general conditions, the MLE is consistent. It is also efficient and unbiased for large N, but not necessarily for small N [37, 12] . The nice asymptotic properties of the MLE rely on the assumption of independent and identically distributed measurements. The independence assumption can not be fully justified, if a single sample of a spatially correlated process is available. However, since there is no general method for finding an unbiased, efficient estimator, MLE is often the method of choice. The main drawback of MLE is its computational complexity. For every set of parameters visited by the optimization algorithm, the covariance matrix has to be calculated and inverted. These numerical operations can be computationally intensive, especially for large sample sizes, since the matrix inversion scales as O(N 3 ). Hence, good initial estimates of the parameters are crucial for the convergence of the method. Other potential difficulties may arise due to multimodality of the likelihood surface [13] (although there is some controversy about this result, e.g. [32, p. 173] ), or to non-robustness in the presence of outliers [14] .
Modified Method of Moments
The modified method of moments (MMoM) is based on fitting sample constraints with the corresponding stochastic counterparts. The constraints can be generally defined on a hypercubic grid in d dimensions.
Constraints for SRFs in any dimension
We first define local "energy" operators S 0 , S 1 (s; a 1 ), and S 2 (s; a 2 ) as follows:
In the above, S 0 represents the square of the fluctuations, S 1 (s; a 1 ) the square of the finite-distance fluctuation gradient, and S 2 (s; a 2 ) the square of the finitedistance fluctuation curvature. Theẽ i is the unit vector in the i − th direction, and ∆
2 is the centered second-order difference operator alongẽ i , i.e., ∆
The parameters a 1 , a 2 denote respectively distance increments used to calculate the finite-difference approximations of the gradient and the curvature terms. In the case of a regular lattice, they can be taken equal to the lattice step. For an irregular sampling grid they depend on the sampling point distribution [27] .
The sample constraints S 0 , S 1 (a 1 ), and S 2 (a 2 ) are obtained as grid averages of the terms given by Eqs. (6) (7) (8) . The corresponding ensemble constraints E[S 0 ], E[S 1 (a 1 )], and E[S 2 (a 2 )] can be expressed in terms of the variance G(0) and the correlation functions G(r) as follows
The stochastic constrains are explicitly linked to the SRF model and thus do not depend on the sampling point distribution; i.e., if the increments are chosen, the stochastic constraints can be evaluated in terms of the model parameters for any sampling point distribution. Finally, if the random process X is differentiable, the above constraints can be expressed in terms of partial derivatives at the limit a i → 0, i = 1, 2.
Constraints in
The numerical simulations focus on random functions defined in D ⊂ R, corresponding to either a random process in time or a d = 1 spatial random field (SRF). It is assumed that X(s) is a jointly normal (multi-Gaussian) random field. Using a 1 = a 2 = α, where α is the uniform sampling step and s j , j = 1, . . . , N is the location, the local energies are modified as follows:
The sample constraints are given by the following averages
The stochastic constraints are reduced to the simple expressions
Constraint Matching in MMoM
The MMoM is based on the following assumptions: First, the spatial averages S l , l = 0, 1, 2 are accurate and precise estimators of the stochastic expectations E ′ [S l ] of the underlying random field (where E ′ [.] denotes the expectation with respect to the unknown probability density). Second, the stochastic expectations E[S l ] of the model used approximate the expectations E ′ [S l ] of the underlying field.
The parameters θ are determined by treating the sample constraints as es-timators of the respective stochastic constraints. Let us define the following ratios:
, and their sample counterpartsρ 1 (α) = S 1 /S 0 ,ρ 2 (α) = S 2 /S 1 . The optimal values θ ′ * are estimated by minimizing the normalized distance metric (DM) between the stochastic moments and the sample constraints, given by the following functional [26] 
The form of the DM is not based on a general physical principle, but it is intuitively motivated by the following logical considerations: (1) it is desirable that all the terms are non-dimensional and of the similar magnitude, to enforce a homogeneous weighting of the constraints. (2) Each term should involve finite-valued ratios of sample constraints. Intuitively, this should help to reduce the impact of sample-to-sample fluctuations in the constraints. The DM given by Eq. (21) satisfies these properties. The square root is used for the following reason: suppose that
, which is four times less than the respective value without the square root. Thus, if the tolerance of the optimization method is fixed, the square root reduces the precision of the minimum in exchange for fewer optimization steps. The value of Φ s [X(s); θ ′ ] is independent of the variance, due to the cancelations caused by the constraint ratios. The ensemble variance is finally estimated based on the sample variance, i.e., S 0 = G(0).
For uniformly spaced samples, the estimation of the sample constraints in the MMoM is an O(N) operation. The optimization of Φ s [X(s)] is in principle independent of N. In practice, the optimization time often decreases slightly for larger N (keeping the sampling step constant). This most likely due to
Correlation Models
We consider three two-parameter models and one three-parameter model. The conditions of differentiability used below refer to Gaussian random fields [5] .
Gaussian
The Gaussian correlation function is given by
where σ 2 and ξ represent the variance and the correlation length, respectively. The derivatives of the Gaussian function at the origin, r = 0, exist at all orders. This leads to very smooth (differentiable) variations of the individual states (realizations) [5] . The Gaussian correlation should not be confused with the Gaussian probability density function: the latter does not imply necessarily Gaussian correlations.
Exponential
The exponential correlation function is expressed as
The exponential function is non-differentiable at the origin, implying that the realizations are also non-differentiable [5] . Hence, the peaks of individual states are sharp (i.e., the derivative changes sign discontinuously around the extremum points), unlike the rounded extrema of the states with Gaussian correlation.
Spherical
The spherical correlation function is given by
for |r| ≤ ξ and vanishes for |r| > ξ. The peculiarity of this function is the sharp cutoff of the correlations outside a sphere of radius ξ. This function is often used in geostatistical models to generate covariance matrices with band structure. It also implies non-differentiable realizations, due to the derivative discontinuity at zero lag.
Whittle-Matérn
The Whittle-Matérn correlation function [39] is used to model the correlations of turbulent wind speeds and in geostatistical applications [32] . It has the general form
where ν is the smoothness parameter, κ is the inverse correlation length (κ = 1/ξ controls the decay rate of the correlation between observations with distance), and K ν is the modified Bessel function of order ν. Small values of κ indicate positive correlation between sites that are relatively far from one another. The parameter ν controls the behavior of the correlation function at small distances. A Gaussian SRF with Matérn correlation is ⌈ν − 1⌉ times differentiable in the mean square sense (where ⌈ν⌉ denotes the lowest integer bounded below by ν.) The Gaussian and the exponential correlation functions can be viewed as special cases of the Whittle-Matérn correlation model, when ν → ∞ and ν = 0.5, respectively. The Whittle-Matérn class is very flexible and thus well suited for a variety of applications. At the same time, difficulties have been reported in determining the smoothness parameter from scattered data using the MLE. This obstacle is often overcome by using constant values for ν in the optimization, e.g. [40] .
While in the two parameter models ξ determines the integral range of the correlations, the dependence is somewhat more complicated in the case of the Whittle-Matérn model. The Fourier transform of the latter is given by [32] :
where k is the magnitude of the wavevector. The integral range in d = 1 is defined by means of
Hence, in the Whittle-Matérn model λ I depends on both κ and ν.
Sampling Issues
In MMoM the sample constraints are based on the single available sample. Below we discuss two issues of concern, namely finite size effects and insufficient resolution (undersampling).
Finite-sample Effects
For the sample constraints to provide reliable estimators of the stochastic ones, the sample has to be large so that ergodic conditions [38] be satisfied.
If the system size is Nα and the SRF values are correlated over a distance λ, the number of "equivalent independent random variables" is ≈ Nα/λ. For ergodicity to hold the system must contain a large number of "independent units." Using λ I as the dependence length, this implies that Nα/λ I >> 1.
Insufficient Resolution
Loss of resolution occurs if the sampling step is not adequate for capturing the correlations. According to the Nyquist-Shannon sampling theorem, for an accurate reconstruction of a band-limited signal (i.e., of an SRF state), the sampling frequency must be at least double the highest frequency of the signal. The SRF states for the correlation models above are not band-limited, but their spectral density drops considerably at f c ≈ 1/ξ. Viewing f c as an approximate band limit, it follows that ξ > 2α.
Estimation of the DM components
Let us define g 1 = G(α)/G(0) and g 2 = G(2α)/G(0). Based on equations (18)- (20) the ratios ρ j (α; θ ′ ), j = 1, 2 are expressed as follows:
In general, correlation models with negative holes are permissible and physically meaningful. However, for the correlation functions considered here G(α) > 0 for all α, and G(r) decreases monotonically with r. Under these conditions, it follows from (28) that ρ 1 (α; θ ′ ) ≤ 2/α 2 , and ρ 2 (α;
Hence, accurate sample estimatorsρ j (α), j = 1, 2 should respect the in-
Computational Details
Random field states of size N are simulated on a regular 1D open chain with step α, using the multivariate normal simulation method [41, p. 50] . If Σ denotes the covariance matrix of the sampling points, we generate the realizations using X = Az, where z is a vector of N independent N(0, 1) random numbers, and Σ = AA ′ is a factorization of the covariance matrix. The principal square root factorization of the covariance matrix [42] is used, because it is numerically more stable than the LU decomposition of the covariance matrix. The multivariate normal simulation method is computationally intensive, since it requires the building and the factorization of the covariance matrix. However, it is preferred here to avoid the impact of approximations intrinsic in other (e.g., spectral, turning bands) methods.
The system sizes considered are N = 100, 200, 300, 500, 1000. In the WhittleMatérn case systems up to N = 500 are considered, due to the computational cost of the MLE calculations. We set α = 1, and measure ξ in multiples of α. The samples are generated using as true parameters σ = 10 and ξ = 3 (for the Gaussian, exponential, and spherical models). In the Whittle-Matérn case, states with σ = 10, ν = (1.5, 3.5), and κ = (0.1, 0.5, 1, 3) are studied. Ensembles of M = 100 random field states X m (m = 1, . . . , M) are generated in order to evaluate statistically the performance of the estimates. In practice, a larger than desired chain is simulated and a number of nodes near the boundary are discarded to avoid the transient effect.
In both the MLE and the MMoM cases, we use the Nelder-Mead simplex search algorithm [43] to optimize the cost function. This algorithm does not require the computation of the Jacobian matrix (unlike the Gauss-Newton or the Levenberg-Marquardt methods), and thus the computation time per iteration is relatively short. The simplex search algorithm is acceptable for the problem considered here due to the simple profile of the optimized functions and the relatively small number (two to three) of parameters. For each state X m (m = 1, . . . , M) we will use θ The optimization is terminated when both the model parameters and the cost function (i.e., the NLL in the case of the MLE and the DM in the case of the MMoM) change between consecutive steps less than the respective tolerance values. Due to the comparatively high computational cost of the MLE method for large samples, we set the tolerance for both methods to the moderate value of ǫ = 10 −3 , in order to achieve convergence within reasonable times. The computations are performed in the Matlab programming environment on a desktop computer with 1 GB of RAM and a Pentium 4 CPU running at 3 GHz.
Below we investigate the estimates of the model parameters and their standard deviations (based on the sample of 100 states), the termination values of the cost function (NLL and DM), and the iterations required for convergence of the Nelder-Mead algorithm (given specific tolerance values).
The CPU time required by the optimization procedure for each state will be denoted by T cpu . The value of the cost function at termination will be denoted by F * , where F * =NNL for the MLE and F * =DM for the MMoM.
Two-parameter Correlation Models
In the case of the Gaussian, exponential and spherical models, the statistics of the estimated parameters and the optimization are summarized in Table 1 . The integral ranges of each model are 2ξ = 6, ξ √ π = 5.32, 3ξ/4 = 2.25 respectively. We observe the following tendencies: (i) Overall, both methods give more accurate, i.e., θ * closer to the real θ, and more precise, i.e., with smaller S * θ , estimates as N increases. This is due to the suppression of finite-size fluctuations as N increases while ξ remains fixed. (ii) In the Gaussian case, the MLE gives more accurate and more precise estimates for both parameters almost for all N. The only exception is the slightly worse σ * obtained by the MLE at N = 500. TheŜ ξ * of the MMoM is significantly higher than that of the MLE. (iii) Also for the spherical model, the MLE estimates are in most cases slightly better than the MMoM ones. However, the differences are not significant, and all the estimates are quite close to the true values. (iv) In the exponential case, the MMoM gives slightly more accurate estimates for both parameters (except for N = 200). No definite tendency is visible in the variance of the estimates. (v) In all the cases, the MMoM optimization needs more iterations than the MLE to achieve the specified precision. However, T cpu is significantly lower for the MMoM than for the MLE. In addition, T cpu in the MMoM case is practically independent of the system size, while it increases fast with N in the case of the MLE. The difference is quite dramatic at N = 1000 : The MLE takes about 427.5 sec, compared to merely 0.034 sec for the MMoM.
Whittle-Matérn Correlation
In the Whittle-Matérn model, the integral range depends nonlinearly on κ and ν as shown in Eq. 27. The integral ranges for the parameter sets studied here are given in Table 2 . Table 1 MLE and MMoM statistics (based on 100 samples) for the Gaussian, exponential, and spherical correlation models with varying N : (i) mean values of the optimal model parameters σ * , ξ * , the number of the simplex search iterations N it , and the CPU time T cpu (in seconds); (ii) the cost function mean value F * (F * =NNL for the MLE and F * =DM for the MMoM) at termination; (iii) standard deviationŝ S σ * andŜ ξ * , of the optimal model parameters.
(a) Gaussian Correlation Model N=100 N=200 N=300 N=500 N=1000 In all cases the MLE gives more accurate and precise estimates of κ and ν than the MMoM (see Tables 3-6 ). However, the differences diminish as N increases. For the parameter σ, the MLE results are comparable with those obtained by MMoM. Below we focus on some limiting cases (small κ and large ν, or large κ), where both methods perform less satisfactorily.
Finite-Size Effects
¿From Table 2 we see that the λ I is large for κ = 0.1 and moderate for κ = 0.5. Hence, finite-size effects are expected to prevent an accurate estimation of the model parameters, especially for the smaller N. As seen from Tables 5(a) and 5(b), MMoM fails to give accurate estimates for all sizes N, for (σ, κ, ν) = (10, 0.1, 3.5), while it fails at the smaller N, in the case of (σ, κ, ν) = (10, 0.5, 3.5). The matching of the sample and stochastic moments is relatively poor (large values of F * ) and the convergence of the parameters' estimates to the true values quite slow. In the case of the MLE calculations, the parameter set (σ, κ, ν) = (10, 0.1, 3.5) produces samples with badly conditioned covariance matrices, which prevents successful optimization. However, for (σ, κ, ν) = (10, 0.5, 3.5), the MLE gives a well behaved distribution of (σ * , κ * , ν * ) even at small N, as shown in the graph of Fig. 1(b) . At small N, both MLE and MMoM tend to underestimate σ * .
The plot in Fig. 1(a) shows the projection on the (κ, ν) plane of the DM for a single state generated with (κ, ν)=(0.5,3.5) and N = 100. The estimated optimal parameters for this state are (κ * , ν * ) = (0.52, 3.47). The distribution of (κ * , ν * ) estimates from 100 states is overlaid on this plot. As seen in Fig. 1(a) , a number of the estimates gathers along a vertical "wall" at ν ≈ 156. This is a computational artifact, caused by the numerical overflow of the modified Bessel and Gamma functions. Hence, the solutions (κ * , ν * ) at the wall boundary do not represent true minima of the respective DM profile functions. Overall, states with small κ and large ν correspond to large integral ranges, which potentially lead to non-ergodic sampling (depending on the sample size).
In Fig. 1(b) , the NLL function is plotted with the optimal parameters obtained by MLE for states with (κ, ν)=(0.5,3.5) and N = 100. Unlike the MMoM case, all the estimates are distributed around the true values, which suggest that MMoM is more sensitive to the finite-size effects. This seems reasonable, since the MMoM assumes ergodic conditions.
Sparse sampling
Next, we consider the case κ = 3. The results are summarized in Tables 4(b) and 6(b). While for both MLE and MMoM relatively good estimates of σ are obtained, the estimates of the parameters κ and ν show large errors with no significant improvement at higher N. For κ = 3 an undersampling problem occurs, which does not allow for an accurate estimation of the correlations. However, even if the parameter estimates are far from the true ones, the resulting correlation function still captures the correlations reasonably well, especially near the origin as shown in Fig. 2 , which contains plots of the WhittleMatérn correlation functions for different (κ, ν): the true one (1, 1.5), and four functions using parameters obtained from the optimization by MMoM (two with parameters close to the true ones and considerably different.) Near the origin, the parameter sets (15.61, 156.26) and (7.95, 50.86) fit the true correlation function even better than the (1.01, 1.27) and (0.91, 1.55). Therefore, for interpolation purposes, where accuracy near the origin matters most [32] , reasonable results are expected using the MMoM. The good match near the origin is also verified by the low value of the DM, i.e., Φ(κ * , ν * ) ≈ 0.
Analysis of the DM
We investigate the DM function Φ s (κ, ν) in κ − ν parameter space, to gain more insight into its dependence, for different estimates ofρ 1 (α) andρ 2 (α). (i) Ifρ 1 (α) = 2,ρ 2 (α) = 3, the minimum Φ s (κ, ν) = 0 is obtained for ν = 0 and arbitrary κ. This corresponds to a large increment so that g 1 , g 2 ≈ 0. The following three cases correspond to hypothetical situations, which can manifest due to sampling errors.
the minimum is obtained for ν = 0 but only for κ greater than certain value κ 0 , while Φ s (κ < κ 0 , ν = 0) > Φ s (κ 0 , ν = 0), as shown in Fig. 3(a) . (iii) If ρ 1 (α) ≥ 2,ρ 2 (α) < 3, Φ s (κ, ν) displays a "valley", originating near (κ, ν) = (0, 0), aligned almost parallel to the κ-axis, gradually turning towards higher ν, and finally aligning almost parallel to the ν-axis. The shape of the valley depends on the value ofρ 2 (α), but its floor has steadily negative slope as ν increases, implying that the minimum search will diverge towards ν → ∞, as shown in Fig. 3(b) . Forρ 2 (α) ∼ 3 the valley becomes very "shallow," while its floor spreads towards large κ and ν; the valley becomes practically observable only at smallρ 2 (α) (< 1). (iv) Forρ 1 (α) < 2,ρ 2 (α) ≥ 3, Φ s displays a valley with a minimum at finite κ, ν, tending to (κ, ν) = (κ min = 0, ν min > 0), as shown in Fig. 3(c) . Fig. 3(d) , respects the stochastic ratio inequalities. All of the simulations considered in this paper yield values in this range. The DM always has a valley-like shape with a well defined minimum. Depending on the ratio ofρ 2 (α)/ρ 1 (α), the minimum can be found either at finite or divergent values of (κ, ν).
State-based Interpretation
The non-ergodic and undersampling effects are visually illustrated with the help of individual realizations. Figure 4 displays states obtained for ν = 3.5 Table 4 Statistics for the Whittle-Matérn correlation model with true parameters (σ, κ, ν): (10, 1, 1.5), (10, 3, 1.5) and different domain sizes N . The variables listed are as in Table 3 .
(a) (σ, κ, ν) = (10, 1, 1.5) 
Robustness Against Noise
Next, we investigate the robustness of the two methods against the presence of uncorrelated Gaussian and non-Gaussian noise, ǫ(s), in the data. We generate samples with exponential correlations and true parameters (σ, ξ) = (10, 3) Table 6 Statistics for the Whittle-Matérn correlation model with true parameters (σ, κ, ν): (10, 1, 3.5), (10, 3, 3.5) and different domain sizes N . The variables listed are as in Table 3 .
(a) (σ, κ, ν) = (10, 1, 3.5) N=100 N=200 N=300 N=500 N=1000 as well as samples with Whittle-Matérn correlations and true parameters (σ, κ, ν) = (10, 0.5, 1.5) at N = 500 points. These samples are contaminated with Gaussian (normal) ǫ(s) ∼ N(0, 1), as well as Lognormal, ln ǫ(s) ∼ N(0, 1) noise. The MLE and MMoM inference techniques are then used to evaluate the model parameters. The relevant statistics are given in Table 7 . 
All the estimates involve a degree of bias due to noise. Whileσ are not significantly affected, the ξ, κ, and ν estimates deviate from the true values more than their noise-free counterparts. The deviation is greater for the lognormal than for the Gaussian case. On the other hand, in most cases (except for the Whittle-Matérn σ estimates,) the presence of noise noticeably suppresses the variance of the estimates. Comparing the parameter estimates from the noisy data to those obtained from the noise-free data, we observe the following: In the case of the exponential correlation, the estimates are very similar. The variances of the MMoM estimates are lower than MLE variances in all the cases studied. In the case of the Whittle-Matérn correlation, all the MMoM estimates are better than the MLE ones. So are the variances of the MMoM σ estimates. However, the variances of the κ and ν estimates are lower in the MLE case. The sensitivity to the noise depends on the correlation model and its parameters. For example, the Gaussian model was found to be much more sensitive to noise than the two cases examined above. 
Computational Efficiency
In the following we study the computational speed of the two methods, in terms of the CPU time, the number of the Nelder-Mead iterations and their variation with the sample domain size. The relative statistics are shown in Tables 1-7. In the case of the two-parameter models the MLE CPU time Table 7 Mean values and standard deviations of the optimal (by means of both MLE and MMoM) model parameters for the exponential and Whittle-Matérn correlations with true parameters (σ, ξ) = (10, 3) and (σ, κ, ν) = (10, 0.5, 1.5), respectively. The samples are contaminated with Gaussian and Lognormal additive noise with N(0, 1) and Log − N(0, 1) distributions, respectively. The results are based on 100 samples for N = 500. displays a significant non-linear increase with the domain size. The number of iterations is not sensitive to the domain size, which means that the CPU time per iteration increases fast with N. On the other hand, the MMoM CPU time is considerably shorter than the the MLE one and shows virtually no systematic dependence on the domain size; the same is true of the time per iteration. For example, the MMoM optimization for N = 1000 data points with Gaussian correlations is more than 12500 times faster than the MLE one. While in the case of the MLE T Gaus > T Expo > T Sphe , the MMoM results show no substantial differences between the respective CPU times. In the Whittle-Matérn case the main difference is the higher overall values of the optimization time and the normalized time (per iteration). This is due to the lager number of parameters, the large scatter of the parameters' estimates, and the divergences observed in certain cases. The MMoM times tend to decrease with increasing domain size, at least for N ≤ 500, due to a decrease in the number of iterations involved. The time per iteration, however, shows moderate increase with N; this results from the linear increase involved in the calculation of the sample constraints. Regarding memory requirements, the MMoM demands scale linearly with N.
Exponential type
In the MLE on the other hand, the memory requirements scale as O(N 2 ) due to the covariance matrix.
Conclusions
In this study we compare the performance of the maximum likelihood estimation (MLE) method with the recently introduced modified method of moments (MMoM). The comparisons are based on 1D simulated samples on uniformly spaced open chains. We considered different correlation models, namely the Gaussian, the exponential, the spherical, and the Whittle-Matérn functions. For the exponential model, the MMoM generates more accurate estimates of the true values with similar precision as the MLE. In the case of the spherical model, it produces comparable estimates to the MLE, albeit somewhat more dispersed. On the other hand, for the Gaussian and the Whittle-Matérn model, the estimates obtained by the MLE method are generally better than those obtained by MMoM. In the Whittle-Matérn case, both methods showed slower or, in some limiting cases, no convergence of the estimates to the true values with increasing sample size. The computational time required for the WhittleMatérn case is greater than for the two-parameter models. The MMoM displays at least as good robustness towards Gaussian and non-Gaussian noise as the MLE. For the noisy data investigated, the MMoM exhibits lower variance of the estimates, i.e., somewhat higher efficiency than the MLE.
Overall, only small differences are detected between the two methods regarding the accuracy and precision of the correlation parameter estimates. MMoM has a clear advantage in terms of computational speed: the CPU time for the MMoM is much lower than that of the MLE, and it is not sensitive to the sample size. The MMoM calculations for all domain sizes and correlation models studied are accomplished within a fraction of second, compared to several minutes required by the MLE (for larger sizes in the case of the Whittle-Matérn model). This may be a decisive factor in favor of the MMoM when treating large samples. At least, the MMoM can be used to provide initial estimates for the correlation parameters, which can then be used in the MLE. This will help to reduce the computational time of the latter.
It has been pointed out [44] that simply subtracting the sample mean from the data can lead to biased MLE estimates of the correlation parameters, especially for small domain sizes. In such cases, restricted maximum likelihood [45] (RMLE) was proposed as a more appropriate method for the estimation of correlation structure [1, 9] . The idea is to apply a trend-filtering transformation to the data, and then use the transformed data to calculate the correlation parameters. We applied the RMLE to the data for the smallest domain sizes (N = 100), where the bias is expected to be most significant. Indeed, the RMLE estimates were marginally more accurate than the MLE ones, but their variances also increased slightly.
This study focuses on d = 1 for reasons of computational efficiency. The methods can be used to estimate the correlation parameters in higher dimensions as well. However, for systems of similar size (in terms of nodes per side,) the MLE is significantly slower in d = 2 than in d = 1, due to the calculation of the inverse covariance matrix. On the other hand, the correlation parameters for systems of this size can be quickly estimated by means of the MMoM, as shown for a specific correlation model in [26] . For sampling points distributed on an irregular grid in d = 2, there is no impact on the computational efficiency of the MLE. In the case of the MMoM on the other hand, calculation of the sample constraints requires using a smoothing kernel function [27, 46] . Using a compactly supported kernel function of radius R, the cost of the constraint calculations becomes O(N M), where M is the average number of neighbors within a circle of radius R around each sampling point. The computational speed is thus somewhat reduced, but the complexity is still linear with respect to the system size.
