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I. INTRODUCTION
Many complex systems in real life can be described by various networks Infrastructure systems are becoming more interdependent to other systems. The malfunctions within a given infrastructure system are more likely to impact the effective operation of other systems [9] [10] . The increased interdependencies and reduced robustness margins induce the performance evaluation of complex systems less tractable. The networked systems are more complex due to the interactions among network members working at various information-to-capacity regimens. Therefore, it is difficult to anticipate emergent incidents from the information of single component nodes since there are so many interacting members. The systems are more and more vulnerable just because of these complex relations. Meanwhile, the cascading failure phenomenon of complex networks has been the focus of many studies, for the reason that cascading failures are common in reallife systems and especially can cause huge damages to our life and society development [11] [12] . The infrastructure networks are also the very typical networks including cascading failure phenomenon. Even though the failures emerge very locally in an infrastructure network, the entire network can be largely affected, even resulting in global collapse. For instance, the earthquake in Taiwan resulted in a significant loss to many electronic enterprises because their suppliers are Taiwan enterprises in 1999. The shortage of 4600 million influenza vaccine happened in the United State because the only supplier of Chiron company was sued for bacterial contamination problems [13] [14] . The blackout in North American was initiated by an untrimmed tree too close to high voltage transmission lines in the Midwest in 2003. From these serious results, we can see that the malfunction of only a component in an infrastructure system may trigger the serious results of the whole system due to cascading failure phenomenon. [1] [2] [3] . The people have been more and more aware of the importance of safety and robustness of networks [4] [5] [6] [7] . In a network, a node or an edge will collapse due to the overload. And then the load at a neighboring node will change. If the load of the neighboring node increases and exceeds its corresponding capacity, the node is prone to malfunction. As a result, a new redistribution of loads occurs, and thus may lead to the failures of a new round of nodes. This kind of stepby-step process is so-called the cascading failure. The cascading failures often spread across the entire network like a plague, resulting in serious damage. Therefore, the cascading failure phenomenon on all kinds of networks has become the research focus [8] .
Recently, the research in infrastructure systems has attracted much attention. For a single infrastructure, many papers investigate the safety and vulnerability of a given system, as well as the impact of intentional attack and random failure on the system. The probabilistic risk analysis methods are presented to investigate the risk of infrastructure systems when there is little information of an infrastructure system [12] [15] . Then some scholars analyze the impact of infrastructure performance triggered by natural disasters by using statistical learning theory [16] . However, the two methods have not considered the topology structure of infrastructure systems. Then some papers study the measurement of infrastructure vulnerability against disasters [17] [18] . The relation between the network topology and the safety of a power system under natural disasters was explored by combining the power network topology with a component model [20] [21] . However, all studies for risk and vulnerability analysis focus on only the single noninteracting infrastructure system. Since infrastructure systems have become interconnected with each other, a risk and safety research should not be investigated in isolation.
Based on the background of infrastructure systems, this paper studies the cascading failure phenomenon in infrastructure networks. Different from the previous studies, we build a cascading model according to the topology structure and features of infrastructure systems first. Then an evaluation method of node importance is presented to identify the key nodes of infrastructure networks. The largest connected component is introduced to measure the damage degree of infrastructure networks after cascading failures. The simulation results indicate the validity and practicality of our proposed model. It is known that various nodes have various impacts on infrastructure systems. Especially, the failures of key nodes will be easier to cause the serious damage of infrastructure systems. If we identify the key nodes and provide protection with them in advance, the safety of infrastructure networks will be improved well. Our research therefore provides theoretical basis and valuable reference to actual networks in nature.
II. PROPOSED CASCADING MODEL

A. Dynamic Network Model
Our society depends heavily on many complex systems. The safety and robustness of complex systems have been an important issue [19] [20] . Therefore, the model and method to explore the cascading phenomenon of infrastructure networks become necessary. In this article, a graph (network) G is defined by a non-empty set of nodes A and a non-empty set of
⋅⋅⋅ is the set of nodes and
⋅⋅⋅ is the set of edges. The total number of nodes in the set A of the network is represented by N, while the total number of edges in the set K of the network is M . Here we consider the cascading failures triggered by removing a node of infrastructure network. If the initial load of the node is small, the removal cannot induce the disastrous results, thus the network can recover from the load redistribution. However, if the load of the removed node is large, the local redistribution will trigger cascading failures across the system and even lead to serious consequences, eventually result in the entire network collapsing.
Distribution of load on the networks is determined by several factors. The network topology structure is one of the main factors. In order to different from the actual physical load, we regard that the load of a node is completely determined by the topology structure of the node within networks. In this article, the structure load of a node is defined as its betweenness. Because the actual physical load within networks is difficult to be determined, it is reasonable that this dimensionless structural load is used to study the vulnerability and node importance assessment. Therefore, the shortest path betweenness is adopted in this paper. That is to say, the more the shortest path through a node is, the load on the node is higher. We define that the load of node i is as following. δ ′ is the number of the shortest paths through node i between node v and node v′ . In order to avoid for the load of a node being zero, node v or node v′ is allowed to become node i in the Eq. (1). The detailed situation is as follows.
( )
In a star network, the shortest paths between any two node pairs must pass through the center node, so the load of the central node is a maximum of 1.
The node capacity refers to the maximum load that the node can handle. In infrastructure networks, the capacity of a node is limited by its cost. In our model, we assume the capacity i C of node i to be proportional to its initial Because of the limitation of the capacity, when the node i malfunctions, the load of node i will be redistributed to its neighbor nodes. In this way, the additional load will be achieved by the neighbor node j of node i , i.e.
(
If ( 1) j j L t C + ≤ , then the whole network can restore balance. If ( 1) j j L t C + > , the node j will also collapse, which will lead to further redistributing the load i L j of node . This may result in the other breakdowns, therefore the cascading failures occur. The visualization of the local load redistribution rule is illustrated in Figure  1 .
The removal probability is adopted as following:
where j p denotes the removal probability of node j . 
B. Evaluation Method
Network efficiency is used to describe the capacity on information transfer in networks. By investigating the network efficiency, we can try to improve the network structure so as to optimize the network efficiency. And then the resilience of infrastructure networks against cascading failures will be improved. Assume that the connected efficiency ij e between node i and node j is inversely proportional to the shortest path ij d , i.e.
From Eq. (6), if there is no path that connects node node i and node j, ij d = +∞ , thus 0 ij e = . If no connection between node i and node j , the value of ij e tends to 0. The network efficiency is defined by the connected efficiency ij e . The detailed formula is as follows:
where ( ) e G denotes the network efficiency, and N is the number of nodes in network. From Eq. (7), ( ) e G is normalized considering the case in which a network with the same number of nodes is fully connected. Thus, ( ) e G is normalized by ( 1) / 2 N N − edges, case in which information communication is most efficient. Therefore, 0 ( ) 1 e G ≤ ≤ , and ( ) 1 e G = just when the network is fully connected.
When an infrastructure network is on normal operation initially, the network efficiency is denoted by 0 e which is calculated according to Eq. (7). In this case, N is the number of nodes during normal operation. Let ij d be the shortest path between two nodes. After the cascading process is over, according to Eq. (6), we will calculate the value of k e , which denotes the network efficiency induced by removing k. In this case, k N ′ is the numbers of the nodes which can maintain the normal operations after cascading failures in the whole complex network and ij d is shortest path of any remaining node pair. In order to obtain the values of k N ′ and k e , the above cascading model will be adopted to calculate the values. In the simulations, we introduce two indicators which are the node load and node capability respectively.
In the following, we define the node importance by adopting the network efficiency before and after cascading failures. The importance value of node k is denoted by k R . According to Eq. (7), the detailed expression of k R is as follows.
where k e and 0 e are the network efficiency before and after cascading failures triggered by node k in the whole network respectively, and k G′ is the network after cascading failures. The weight of each node is obtained by the standardization for k R in this paper.
The algorithm steps are given below:
Step Step 2: The values of network efficiency for all nodes in the infrastructure network are calculated according to Eq. (7).
Step 3: For 1 k = to n , the node importance k R of all nodes are evaluated.
Step 4: The node k is removed. The new nodes in a failure state are checked.
Step 5: The load of all nodes is calculated again according to Eq. (4) after cascading failures.
Step 6: Calculate k R on the basis of Eq. (8) after cascading failures.
C. Damage Degree
In order to reflect the phenomenon associated to the cascading damage process, we need to give a quantitative measurement of network damage degree. There is always the largest connected component in networks which contains more nodes than other connected component in networks and there are pathways between any two nodes within this subgraph. The relative size of the largest connected component of the remaining network after cascading failures under our model can be expressed as:
where N is the initial size of the network before cascading failures and N ′ is the size of the largest connected component after cascading failures. Therefore, the simplest quantitative measurement of damage degree is given as follows:
III. NUMERIAL RESULTS
A. Illustration of Infrastructure Networks
Infrastructures networks can be represented effectively as a matrix. We define the matrix as adjacency matrix which characterizes an infrastructure network. The adjacency matrix is a square matrix. In this case, the matrix which reflects the infrastructure is symmetric. Furthermore, the exchange data of information and energy between component nodes is not so easy to obtain and it is difficult to unify the measurement standard, an infrastructure system is extracted to be the unweighted network which consist of nodes and edges. Here, the road transport infrastructure network is taken as an example to test our model and method. We make ensure the components of the road transport infrastructure system. The area components are the foundation nodes. Adopting the administrative boundary as the network boundary, we supply some component nodes outside the road transport infrastructure system who exchange resources with components within the system as the supplement component nodes. Then the exchange relations of information and energy among components are investigated the between members. When there is the exchange of matter or energy between the two component nodes existing in the road transport infrastructure system, an edge between them is determined. In order to obtain the corresponding adjacency matrices of this road transport infrastructure system, we collect data and investigate the relations among component nodes in the road transport infrastructure system. Then the adjacency matrix is obtained. The network topology of this road transport infrastructure system is shown in Figure 2 under UCINET 6.0, which consists of 16 nodes. 
B. Results
The dijkstra algorithm of shortest path and the Ucinet 6.0 are adopted in the paper. Various nodes have different impact on infrastructure networks. By the simulations, we see that the failure of a single node 4 to node 14 causes cascading failures of the network. To show the effectiveness and practical applicability of our model, the method under no considering cascading failures is also used to evaluate node importance as a comparison. The specific process and evaluation results are shown in Table  1 . We use the network efficiency before and after cascading failures triggered by nodes to evaluate node importance of the infrastructure network according to Eq. (8) . From Table 1 , we see that 1 k R = for node13. The result implies that node 13 is the most important node. The failure of node 13 will cause the collapse of the entire infrastructure network. Node 10 and node 7, 9 rank 2th, 3th respectively because the values of k R for the three nodes are 0.786 and 0.733 respectively. Their failures cause the failures of five nodes. The results indicate that they are also key component nodes. We should provide more protection with these components. However, the failures of nodes 1, 2, 3, 11 and 15 cannot lead to cascading failures. Therefore, their importance is relatively weak.
From Table 1 , we also see that the assessment considering cascade failure has a significant impact on the assessment results of node importance in the infrastructure network. Under the condition of not considering cascading failure, the nodes 8, 12, 10 are key nodes. Additionally, the importance of node 4 and node 5 is not obvious. However, by our method under considering cascading failure, we find that the failures triggered by the node 4, 5 lead to the cascading failures of other nodes, so that the overall network performance decreases sharply. It implies that these nodes are the potential key nodes. Especially for node 4, even if its degree and initial load are very low as is shown in Figure  2 , the failure of node 4 leads to the failure of node 12 due to the overload of its capacity first. And then other nodes further failure due to the cascading phenomenon. It is shown that our evaluation method on node importance is more effective than other method because of the identification on the key nodes. 
C. Result of Damage Degree of Infrastructure Network
The largest connected component is used to measure the damage degree of networks. In this paper, we adopt two removals: the removal of the node with the highest degree, and the removal of the node with the biggest load. By simulations, we obtain the relation between the relative size of the largest connected component of the remaining network and the tolerate parameter β . As shown in Figure 3 and Figure 4 , the removal of the biggest load node triggers more serious damage than the removal of the highest degree node according to the value of Q . However, in the actual situation, the tolerate parameter β is usually less than 0.3 due to cost constraints. Therefore, we can say that the damage degree triggered by removing the biggest load node is more serious than the highest degree node. From the above results, the removal of the biggest load node has a big impact on the network than the removal of the highest degree node. Therefore, we could illustrate the vulnerability of infrastructure network subjected to intentional attacks according to the node loads in the future. The largest load node-based removal is adopted to investigate the cascading phenomenon of the infrastructure network. From Figure 3 and Figure 4 , it is also shown that the tolerance parameter β influence the performance of the network significantly. The infrastructure network is more resilient with the increase of the tolerate parameter. We know that the parameter is limited by the network cost. Therefore, the simulation results is consistent with the actual situation well.
Considering that few researchers discuss the role of different nodes in infrastructure networks under cascading failures, the following aim of this article is to compare the damage degree results against cascading failures under different attacks. We adopt two attacks according to the node importance in the proposed model.
First, we attack on the nodes which have the highest node importance. The attack strategy is to select the nodes in the descending order of the node importance of all nodes in the infrastructure network. And then the nodes are attacked one by one starting from the node with the highest node importance. In the following, the nodes which are with the lowest node importance are attacked comparing the attack strategy with the highest node importance with this attack strategy, rarely used to the infrastructure networks. We select the nodes in the ascending order of node importance in the infrastructure network and then we remove these nodes one by one starting from the nodes with the lowest node importance. Figure 5 illustrates the size of the damage degree after cascading failures of all attacked nodes in the descending order of the node importance, as a function of the tolerance parameter β , for the infrastructure network.
From the simulation results, the attack on the nodes with the highest node importance may be easier to induce to a cascade of overload failures, and even lead to the collapse of the network than the attack on the nodes with the lowest node importance. Therefore, in this case the node with the highest node importance plays more important in infrastructure network safety than the one with the lowest node importance. It is original expected that the presence of a few nodes with higher node importance has a disturbing side effect, as shown in Figure 5 and Figure6. The damage degree of two attacks on nodes according to the node importance is explored with the higher or lower importance for the infrastructure network damage degree through different methods. We furthermore try to explain this cascading phenomenon by adopting comparison our method with the method under not considering cascading failures. Figure 7 and Figure 8 illustrate the results through attacking the nodes with the highest node importance and the nodes with the lowest node importance. We find that the damage degree of the network increases sharply with the decrease of the tolerance parameter β in two cases, respectively. This simulation results are also consistent with the actual situation. Comparing Figures 5, 6 and Figures 7, 8 , we see that the damage degree under considering is bigger than the result under not considering cascading. Actually, the cascading failures spread across the entire network like a plague. In this way, the damages which influence our life severely often happen. The simulation results show the validity and practicality of the proposed model and method. There are more frequent cascading phenomenon due to the susceptibility of different systems to increased vulnerability and decreased local interconnections. Service malfunction even from simple disruptions could be extremely serious. The networked systems are more complex due to the interactions among network members working at various information-to-capacity regimens. And these large-scale cascading failures are more common. Meanwhile, the reduced safety and increased interdependencies trigger the performance evaluation of complex systems less tractable. Therefore, this dynamic behavior has been focused on many practical test systems and distribution and transmission systems such as power systems, supply chain systems, society systems [22] [23] .
This paper studies the cascading failure phenomenon of infrastructure networks. A new cascading model is presented to analyze the cascading failure characteristics of infrastructure networks. Under the model, we introduce an effective evaluation method of node importance to identify the key components within infrastructure networks. As a result, the critical nodes which may lead to the serious damage of the entire network due to cascading failures are identified effectively. Furthermore, this paper investigates the damage degree of infrastructure networks subjected to different removal strategies. In the simulations, we introduce the local load redistribution rule to redistribute the load from the attacked node to its neighbor nodes. The damage degree of infrastructure networks against cascading failures is measured by the scale of largest connected component. Finally, the road transport infrastructure network is taken as an example to test the validity and practicality of our model. The final example analysis also shows that the evaluation results considering cascade failure in infrastructure networks have important impacts to the identification of key nodes. Through our results, the key nodes can be protected in advance, and then the robustness and security of networks will be enhanced.
Our findings have an important implication because it can provide guidance and good reference in the protection of some key nodes selected effectively, as well as the improvement of the security in infrastructure systems. Thus, we can avoid cascading-failure-induced disasters and decrease vulnerability according to the different cases of real-life complex systems. Future work is to advance the area of infrastructure system risk and enhance the resilience including the following aspects: the improvement of performance under natural and intentional attacks, recovery processes on the susceptible systems including cascading failure phenomenon, the progress of analytical methods to construct a resilient infrastructure network, the optimization based on system safety so as to control cascading failures beyond the path evaluations, and the measurement on the resilience of infrastructure systems triggered by different cascading failures .
