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Presently, the catalog of Resident Space Objects (RSOs) in Earth orbit
tracked by the U.S. Space Surveillance Network (SSN) is greater than 21,000
objects. The size of the catalog continues to grow due to an increasing num-
ber of launches, improved tracking capabilities, and in some cases, collisions.
Simply propagating the states of these RSOs is a computational burden, while
additionally propagating the uncertainty distributions of the RSOs and com-
puting collision probabilities increases the computational burden by at least
an order of magnitude.
Tools are developed that propagate the uncertainty of RSOs with Gaus-
sian initial uncertainty from epoch until a close approach. The number of
possible elements in the form of a precomputed library, in a Gaussian Mixture
Model (GMM) has been increased and the strategy for multivariate problems
has been formalized. The accuracy of a GMM is increased by propagating each
element by a Polynomial Chaos Expansion (PCE). Both techniques reduce the
number of function evaluations required for uncertainty propagation and result
vii
in a sliding scale where accuracy can be improved at the cost of increased com-
putation time. A parallel implementation of the accurate benchmark Monte
Carlo (MC) technique has been developed on the Graphics Processing Unit
(GPU) that is capable of using samples from any uncertainty propagation tech-
nique to compute the collision probability. The GPU MC tool delivers up to
two orders of magnitude speedups compared to a serial CPU implementation.
Finally, a CPU implementation of the collision probability computations using
Cartesian coordinates requires orders of magnitude fewer function evaluations
compared to a MC run.
Fast computation of the inherent nonlinear growth of the uncertainty
distribution in orbital mechanics and accurately computing the collision prob-
ability is essential for maintaining a future space catalog and for preventing
an uncontrolled growth in the debris population. The uncertainty propaga-
tion and collision probability computation methods and algorithms developed
here are capable of running on personal workstations and stand to benefit users
ranging from national space surveillance agencies to private satellite operators.
The developed techniques are also applicable for many general uncertainty
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Space situational awareness (SSA) is a key area of research for both
the civil and military space communities [99]. SSA involves understanding
the space environment and its influence on controlled and uncontrolled space
assets [110]. The National Space Policy of the United States of America specif-
ically mentions SSA:
Develop, maintain, and use space situational awareness (SSA) in-
formation from commercial, civil, and national security sources to
detect, identify, and attribute actions in space that are contrary
to responsible use and the long-term sustainability of the space
environment.
The guidelines for civil space agencies, i.e. NASA, additionally include look-
ing for Near-Earth Objects (NEOs). The European Space Agency (ESA) also
has an SSA aim of collecting data about hazards to orbit and ground infras-
tructure, which includes the potential impacts of NEOs with the Earth1. The
SSA Initial Capabilities Document (ICD) of the Department of Defense (DoD)
from 2011 divides SSA into four functional areas [119]:
1ESA SSA Programme Overview, www.esa.int/Our Activities/Operations/Space Situational Awareness,
[Accessed October 12 2015]
1
1. Detect/Track/Identification (D/T/ID): Find and catalog objects in space
2. Characterization: Determine strategy and intent of adversaries
3. Threat Warning and Assessment: Differentiate between an attack and
space weather
4. Data Integration and Exploitation: Combine data from different sources
in order to solve a problem
The work presented here is a part of the D/T/ID phase, although un-
certainty propagation and quantification is involved in all phases, which is
carried out by the Joint Space Operations Center (JSpOC). JSpOC plans and
executes missions by the Joint Functional Command for Space (JFCC Space),
which is a part of the US Strategic Command (USSTRATCOM).
1.1 Space Objects in Earth Object
The increased population in space of both controllable and uncontrol-
lable Resident Space Objects (RSOs) creates challenges for SSA [7]. The U.S.
Space Surveillance Network (SSN), operated by JSpOC, currently tracks over
21,000 RSOs larger than 10 cm [4, 106]. The tracked RSOs include over 1,305
active assets, which are increasing every year. The locations of over 15,000
objects cataloged and made available to the public [81] as NORAD Two-Line
Element sets (TLEs) are shown in Figure 1.1. Approximately 500,000 un-
tracked particles exist in the size range of 1 to 10 cm. Additionally, there are
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over 100 million particles smaller than 1 cm. 2 The number of objects in LEO
estimated using various measurements is shown in Figure 1.2.
Figure 1.1: Location of 15,104 RSOs available as TLEs from the public space
catalog
The difference between the populations of cataloged and uncataloged
objects is mostly due to the limitation of the capabilities of sensors [3]. A few
RSOs are in the catalog, but the information is not publicly available.
Due to the high relative velocities of RSOs, collisions with relatively
small objects, i.e. greater than 10 cm, can be catastrophic for an active satel-
lite. Debris shields can be used to protect vital components of spacecraft from
particles with a diameter of up to 1 cm. Collision between any of the RSOs,
2http://orbitaldebris.jsc.nasa.gov/faqs.html [Accessed November 17 2015]
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Figure 1.2: Estimated number of objects in LEO [3]
active or inactive, increases the debris count. To date, two major collisions
have caused large step functions in the debris population. The most disas-
trous collision was an intentional anti-satellite test by China in 2007, which
increased the tracked debris count by over 2000 [73]. Due to the high altitude,
most of the debris is not predicted to burn up in the atmosphere. The second
collision was in 2009 between an active Iridium communication satellite and
a deactivated Russian military communications satellite in Low Earth Orbit
(LEO), which also increased the number of tracked RSOs by approximately
2000. However, many pieces of debris from this collision have since burned up
in the atmosphere. Once debris density in LEO reaches a minimum threshold
level, extra debris from a collision has the possibility of causing a catastrophic
runoff on the number of collisions, which renders the orbital regime unusable.
This predicted phenomenon is known as the Kessler syndrome [82].
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Various techniques are used for orbital debris measurements because of
the wide range of size and orbital regimes. Optical and radar measurements
are typically used for high and low altitude debris, respectively. Investigation
of spacecraft surfaces is carried out for computing the flux of very small de-
bris that are not large enough for a catastrophic collision. The locations of
sensors that are a part of the Space Surveillance Network (SSN) are shown in
Figure 1.3.
Figure 1.3: Location of the 29 sensors that are part of the Space Surveillance
Network [5]
The limitations on the capability, geographic distribution, availability,
and the number of sensors mean that RSOs cannot be tracked continuously
by the SSN. Therefore, the locations are first predicted using various uncer-
tainty propagation methods and then measurements are occasionally made
when possible [5].
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The distribution of LEO debris in the orbital elements phase space is
critical for visualization. However, empirically obtaining the data required to
adequately characterize the debris population is impossible due to resolution
limitations of ground tracking systems. Larger debris can be tracked reliably,
but a majority of debris in LEO is beyond the resolution of state-of-the-art
tracking facilities, such as the Haystack and HAX radars. These radar fa-
cilities can only track debris larger than approximately one centimeter [122].
As mentioned earlier, the SSN currently maintains tracking data for tens of
thousands of debris; however, the debris are generally larger than 10 cm in
size [81, 122]. Therefore, the debris research community simply does not have
the data necessary to fully characterize the debris field over all length scales.
Furthermore, this deficiency renders full deterministic simulations of the de-
bris field impossible. As a result, evolutionary studies of the debris field are
generally carried out using stochastic models employing Monte Carlo tech-
niques. The effective mass distribution of objects in the various Earth orbit
regions is shown in Figure 1.4. The amount of mass decreases as the altitude
decreases. The inverse relation is due to the increasing difficulty of launching
and tracking for higher altitudes.
A list of important reference documents concerning orbital debris is
provided by the NASA Orbital Debris Program Office 3. Heavily used orbital
regions are Low Earth Orbit (LEO), Sun-Synchronous Orbit, and Geosyn-




Figure 1.4: Monthly effective mass of objects in Earth orbit by region [6]
for better resolution for Earth sensing applications, and the Earth’s magnetic
field is a very effective shield against hazards in interplanetary space. The
Earth is viewed in almost identical lighting conditions in Sun-Synchronous
orbits. Finally, the geostationary orbit, which is a subset of GEO is makes
communication with spacecraft easy.
1.2 Conjunction Assessment
The space catalog contains the orbital state information and the inher-
ent uncertainties due to tracking and modeling errors, which are used to predict
collisions. The active maintenance of the catalog is an international concern
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of extraordinary size and complexity, and its scope is unbounded with the
potential for exponential growth. Effective automation, scheduling, and man-
agement of the decision making process associated with maintaining the U.S.
Space Object Catalog is a challenging problem of increasing importance [95].
An extensive catalog is necessary for the safety of space assets; but the
information about RSOs in the catalog is meaningful for collision avoidance
when collisions are accurately predicted. Only a probability of a collision oc-
curring can be computed because of the uncertainty present in the states of
the RSOs. The calculation of collision probabilities is highly computationally
intensive and therefore, it is imperative to prune the search space by removing
the RSO pairs that have practically no chance of collision. The possible con-
junctions are screened using geometric filters such as apogee/perigee heights.
The orbital path filters account for the orbit plane orientations. A time filter
is subsequently used to check if the two RSOs will come near each other within
a time window of interest. The conjunction filters were originally derived by
Hoots et. al [65] to use only TLEs. The filters have since been updated for
use with a more realistic perturbation model [60, 111, 15].
After identifying the candidate RSO pairs that pass the conjunction
screening filters, the actual collision probabilities of RSO pairs have to be ac-
curately computed. Presently, JSpOC screens for conjunctions up to 7 days
ahead for LEO objects and 3 days for GEO objects. A conjunction summary
message (CSM) is then emailed directly to satellite operators with state vectors
and covariances to facilitate collision probability computations. An example
of a CSM is shown in Figure 1.5. In the past, however, only the miss dis-
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tances were used for maneuver decisions, which fails to capture the stochastic
aspect of the orbital conjunction problem. To efficiently plan maneuvers, a
full collision risk assessment has to be carried out.
Figure 1.5: An example Conjunction Summary Message provided by
JSpOC [80]
An accurate collision probability helps the operator of a satellite make
more informed decisions about the possible maneuvers. An unnecessary ma-
neuver increases propellant and operational costs, decreases the mission life-
time, and may result in future conjunctions. However, not making a necessary
maneuver may result in a collision with catastrophic consequences for the mis-
sion. For a possible conjunction, the states with associated uncertainties of the
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RSOs at a given time t0 are known from the space catalog. The screening pro-
cess identifies a time t1 > t0 when there is a close approach of the two RSOs.
The essence of the problem is to find the probability that the two RSOs will
collide within a time window around t1, i.e. t ∈ [ta = t1−∆t−, tb = t1 + ∆t+].
The benefit of having an accurate space catalog and a good screening process
is that the conjunction window can be identified far in the future such that
ta >> t0.
The CSM only provides information on the states and the covariances
at the predicted close approach. However, the complicated task of analyzing
the risk of collision is given to the operators who might not have the necessary
tools. To aid operators, the French Space agency (CNES) has implemented
a trial public service known as Conjunction Analysis and Evaluation Service,
Alerts and Recommendations (CAESAR). CAESAR receives CSMs up to 7
days in advance for all orbit regimes and it helps the subscribing operators in
deciding if the collision avoidance maneuver is required. The role of CAESAR
as middle-man in effectively informing operators about high interest events
(HIE) is shown in Figure 1.6. HIEs are the CSMs that lead to an avoidance
action being taken.
NASA has a similar middle-man service collision risk assessment service
for all NASA unmanned missions known as the Robotic Conjunction Assess-
ment Risk Analysis (CARA). NASA provides predicted ephemerides daily for
all the missions to be screened against a high accuracy catalog available at
JSpOC. The screening is 7 days in advance for LEO and up to 10 days in
advance for GEO. The high accuracy catalog is unfortunately not publicly
10
available as part of CelesTrak. CARA then uses the customized higher ac-
curacy CSMs provided by JSpOC to compute risk of collision and effective
collision mitigation strategies for HIE [2].
Figure 1.6: A schematic representation of the role of CAESAR and CARA
acting as a middle-man between JSpOC and satellite operators (O/O) in iden-
tifying high interest events (HIE) [1]
The focus of this dissertation lies in the development of novel ap-
proaches for accurate estimation of collision probabilities of RSOs. The prob-
lem is divided into two separate phases/subproblems. Section 1.4 presents
Phase I, where the states and uncertainties are simulated forward in time
from t0 to t1. Section 1.5 presents Phase II, where the collision probability is










Figure 1.7: The two phases for the collision probability computation. The
ellipsoids represent the Gaussian uncertainty in the states of the RSOs at t0.
The uncertainties no longer have a Gaussian distribution at ta
1.3 Outline
The dissertation is divided into two main parts that delve into Phase I
and Phase II, respectively. The uncertainty of RSOs is first propagated from
the time of last measurement in Phase I. The numerical collision probability
value between the two RSOs is computed in Phase II. Sections 1.4 and 1.5 show
the link between uncertainty propagation and collision probability computa-
tion, respectively, and their importance for the future of space flight. These
concepts form the building blocks of the chapters of this dissertation. The
main contributions of the dissertation that advance the state of the art are
presented in Section 1.6.
The PDF of the RSO state uncertainty is assumed to be a multivariate
Gaussian distribution at time t0 and finding an accurate representation of the
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non-Gaussian distribution at a future time t1 is shown in Chapters 2 and 3.
The computation of the collision probability between two RSOs during the
close approach is the focus of Chapters 4 and 5. The conclusions drawn from
the work carried out as part of the dissertation and the many avenues of
future work are presented in Chapter 6. Finally, publications that are wholly,
or partially based on the material in the chapters are listed in Appendix A.
In Chapter 2, a multivariate Gaussian distribution is converted into
a Gaussian Mixture Model (GMM), which is a weighted sum of Gaussian
distributions. Each element of the GMM is propagated through a nonlinear
function. Although each element remains Gaussian after the propagation, the
weighted sum is used to approximate the resulting non-Gaussian distribution.
In Chapter 3, each element is no longer constrained to remain a Gaus-
sian distribution after propagation. Instead, orthogonal Hermite polynomials
known as Polynomial Chaos Expansions (PCE) are used to compute the be-
havior of the elements.
After the uncertainty of the RSOs is propagated in Phase I using any of
the two uncertainty propagation methods presented in Chapters 2 and 3, the
collision probability over Phase II is computed using a Monte Carlo (MC) sim-
ulation in Chapter 4. A Graphics Processing Unit (GPU) is used to parallelize
the MC computation so that it is feasible on a single workstation.
The computational load of the collision probability calculations is re-
duced in Chapter 5 by using GMMs in Cartesian coordinates to describe the
probability density functions of the two RSOs.
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1.4 Uncertainty Propagation
Uncertainty propagation is a major factor in the accuracy of the col-
lision probability. This problem is addressed in Phase I as shown in Figure
1.7, i.e. the evolution of the uncertainty of the RSOs from epoch to near the
encounter. The state and associated uncertainty of the RSOs are available at
time t0 in the catalog from the Orbit Determination (OD). What will the state
and uncertainty be at a future time ta > t0? This is a general problem that is
important for many applications because it is essentially the prediction step
of a nonlinear filter without any new measurements going forward.
A commonly made assumption is that the state of the RSO at t0 has a
Gaussian distribution. Most filters such as the Extended Kalman Filter (EKF)
and Batch Least Squares (BLS) that are used for OD and other estimation
problems output a mean and a covariance estimate of the RSO’s state. A
mean and a covariance allow for any underlying PDF because they are only
the first two moments. The PDFs are , however, assumed to be Gaussian be-
cause the Gaussian distribution is the maximum entropy PDF when only the
mean and covariance are known. Therefore, the Gaussian distribution is not
always representative of the uncertainty distribution of the RSOs. A maxi-
mum entropy distribution is the one that corresponds to the least information
about the underlying PDF. In the case of a Gaussian distribution, the first
two moments, the mean and the covariance are sufficient to exactly describe
the PDF. Time t0 is assumed to be the time of last measurement and the un-
certainty in the a posteriori state estimate is typically quite small. The better
the OD process, i.e. better and more frequent measurements, the smaller the
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uncertainty. Therefore, the assumption of a small Gaussian PDF for the state
uncertainty of most controlled and uncontrolled space assets is valid for many
cases. A Gaussian distribution also has many properties that make it analyti-
cally easy to manipulate. If a multivariate random variable x has a Gaussian
distribution, the PDF is represented as:
p(x) = pg(x;µx,Pxx) (1.1)
where the µx is the mean of x; i.e. the first moment. Pxx is the covariance
of x, i.e. the second moment about µx. The result of a linear function of x,
y = Ax + B also has a Gaussian distribution where:
p(y) = pg(y;µy,Pyy) (1.2a)
µy = Aµx + B (1.2b)
Pyy = APxxA
T (1.2c)
A general nonlinear function z = f(x), however, does not result in a Gaussian
distribution. In fact, this reality is the primary motivation of the uncertainty
propagation problem.
p(z) 6= pg(z;µz,Pzz) (1.3)
A beneficial property of Gaussian distributions is that they can always be
related to an independent and identically distributed (IID) standard normal
distribution. Let ξ = [ξ1, . . . , ξn]
T be a multivariate random variable where
each of the univariate variables are distributed with the standard normal dis-
tribution. The PDF of ξ is:
p(ξ) = pg(ξ; 0n, In×n) =
n∏
i=1
pg(ξi; 0, 1) (1.4)
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If x is the same dimension as ξ, a linear transformation exists from ξ to x




where Sxx is the square-root of Pxx and is computed using Cholesky or spectral
decomposition.
The general uncertainty propagation problem is to accurately describe
the PDF of z, which is a nonlinear transformation acting on x, when x has
Gaussian distribution. The transformation of the PDF of ξ to the PDF of x
and finally to the PDF of z is shown conceptually in Figure 1.8.
Sxx + x f(x)
: 3σ x: 3σ z: 3σ
Figure 1.8: The evolution of the 3σ bounds and the mean of an initially
IID Gaussian PDF through a linear transformation followed by a nonlinear
transformation. Dotted lines represent the 3σ probability envelope and the
black dots represent the mean.
The PDF of z is not Gaussian and therefore, more information than
the mean and covariance is required to accurately describe the PDF. In case
the function f(x) is not extremely nonlinear and the uncertainty of x is small,
the true PDF of z will be close to a Gaussian distribution:
p(z) ≈ pg(z;µz,Pzz) (1.6)
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For the RSOs, f(x) is the integration of the equations of motion (EOM)
from t0 to ta, which is inherently nonlinear. With increasing nonlinearity in
the equations of motion, the validity of the approximation in Eq. (1.6) de-
creases. The three main contributors to the nonlinearity of the problem are
the coordinate set, the size and the fidelity of the perturbations, the orbital
regime, and the time of flight (ta− t0). Expressing the uncertainty in an orbit
element set such as Equinoctial Elements (EE) reduces the nonlinearity by ab-
sorbing the dominant 1/r2 term [78, 114, 62, 116]. In the same vein, Aristoff
et al. [23] have defined a new coordinate set J2EE that additionally absorbs
some of the perturbation due to the zonal J2 term. For orbit elements, a new
type of distribution called the Gauss von Mises (GvM) is defined by Horwood
et al. [66] which is analogous to a multivariate Gaussian on a cylindrical man-
ifold. Wrapping the fast changing angular orbit element on a cylinder better
approximates the true distribution for longer times of flight.
An important distinction is now made between covariance realism, also
known as covariance consistence [49], and uncertainty realism [67]. Covariance
realism is when p(z) is assumed to be Gaussian: pg(z;µz,Pzz). The goal of
uncertainty realism is to instead compute an approximate PDF of z, p∗(z),
which approximates the true p(z) better than the Gaussian approximation










where 1 ≤ p <∞ and Ω is the domain of z, i.e. z ∈ Ω.
Since orbit propagation is the solution of an ODE, the PDF of the state
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uncertainty evolves in time according to the Fokker-Plank equation (FPE). The
FPE is a PDE that is notoriously difficult to solve [84] and analytical solutions
have only been found for linear dynamical systems [54]. Numerically solving
the FPE becomes exponentially more difficult with increasing dimension - it
suffers from the so-called curse of dimensionality for multivariate systems [85].
A method for solving the FPE for a six-dimensional problem in real time using
sparse grids has recently been presented [79].
1.4.1 Monte Carlo
Since the FPE is not easily solvable, the standard and the most gen-
eral approach to approximate the resulting non-Gaussian distribution is via
Monte Carlo (MC) simulations. Random initial conditions are sampled from
the distribution of the input parameters. The function is evaluated at the
initial conditions to create a sample of the output. Information about the
PDF of the output, such as the shape and the statistical moments can then
be extracted from the sample. With increasing dimension, MC simulation
becomes computationally expensive because a large number of function eval-
uations are required due to the slow convergence rate [42]. A reduction in the
required number of MC samples can be achieved by importance sampling in
cases when certain input parameters have a large impact on the function out-
put [118]. Two alternative methods for reducing the function evaluations are
to use Gaussian Mixture Models and Polynomial Chaos Expansion, which are
presented in Chapters 2, and 3, respectively. Function evaluations can also be
parallelized on multi-core processors or on Graphics Processing Units [25, 31]
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to reduce overall computation time. Chapter 4 shows the MC implementa-
tion on a GPU used for uncertainty propagation and computing the collision
probability in Phase II.
1.4.2 Gaussian Assumption
Assuming the uncertainty in the output parameters follows a Gaussian
distribution enables the use of analytical approximations because only the first
two statistical moments of the initial PDF have to be propagated through the
function. This Gaussian assumption is the basis for many filtering and state
estimation applications. The initial covariance can be propagated using a
Taylor series approximation of the function [125, 103] or with Fourier-Hermite
series [94, 115]. The function can be evaluated at deterministically chosen
sigma-point [77, 93, 100, 9], quadrature [71, 34, 28], or cubature [22, 30, 72, 90]
based methods. The deterministically chosen points are generated for the
IID distributed variable ξ (Figure 1.8), and can be applied to any Gaussian
distribution because of the linear transformation. It should be noted that some
of the quadrature and cubature rules can also be used to compute higher order
moments of the PDF of z using the principle of maximum entropy [8, 9].
1.4.3 Gaussian Mixture Models
Even if the mean and covariance are exactly captured by the Gaussian
propagation techniques, there is no guarantee that the shape of the PDF is
accurate since the isoprobability contours are assumed to be ellipsoids, which
may not be the case, as seen in Figure 1.8 on page 16.
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A Gaussian Mixture Model (GMM) works under the proposition that
any PDF can be approximated in terms of the L1 norm by using a sum of





where N is the total number of Gaussian probability distribution functions,
and αi is a weight, which satisfies ∀ αi > 0 the following constraint:
N∑
i=1
αi = 1 (1.9)
GMMs are used to approximate the initial Gaussian PDF by a weighted sum
of Gaussian PDFs with a smaller uncertainty. Each element is propagated
through the function using any of the methods from Section 1.4.2 to enforce
the Gaussian condition on the post-propagation PDF. The weighted sum of the
individual propagated Gaussian elements better approximates the final non-
Gaussian PDF as the number of elements is increased, while requiring fewer
function evaluations than MC. Therefore, Gaussian Mixture Models (GMMs)
form a compromise between the analytical approximations of the Gaussian
propagation methods and the computationally intensive MC technique. An
added benefit of GMMs is the availability of an analytical PDF for the GMM
approximation.
Much of the active research in GMMs is in the applied fields of machine
learning [88, 29] where a GMM is fitted to a given sample from a non-Gaussian
distribution using Expectation Maximization (EM) [47]. The current work,
however, deals with the more basic question of how to generalize the number
and directions of the splits of the initial Gaussian distribution into a GMM.
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The nonlinear orbital equations of motion cause an initial Gaussian
state uncertainty distribution of space objects to become non-Gaussian with
increasing flight time and perturbations. Capturing the evolution of the state
uncertainty is an essential part of operations including orbit determination
(OD) and conjunction assessment (CA). Apart from artificial satellites, un-
certainty propagation is essential for predicting the threat due to Near Earth
Asteroid (NEA) where the uncertainty arises due to observational geometry
and modeling [56]. There exists a framework that efficiently, with varying
degrees of accuracy, handles uncertainties that are assumed to remain Gaus-
sian [124, 13]. The same framework is readily extended to GMMs since each
element remains Gaussian. A Gaussian Sum Filter (GSF) has been used to
improve the performance of Gaussian filtering algorithms such as the EKF for
nonlinear non-Gaussian problems [19]. GMMs have also been used to propa-
gate state uncertainties through nonlinear ODEs [126, 68, 44, 131]. Psiaki et
al. [108] show a resampling strategy for GMMs to efficiently approximate one
GMM with another so that the particles in a Particle Filter (PF) are replaced
with a GMM. Most recently, GMMs have also been used to improve collision
probability computations [133, 45, 134, 53].
1.4.4 Polynomial Chaos Expansion
Polynomial Chaos Expansion (PCE) [136] quantifies non-Gaussian un-
certainty by using a linear combination of orthogonal Hermite polynomials
(OP) as a surrogate model for the underlying nonlinear function. A surrogate
model replaces the actual computationally intensive nonlinear function f(x)
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by a function that is computationally less intensive f∗(x). The Wiener-Askey
scheme [137] generalizes PCE to other initial distributions and is known as
generalized PCE (gPCE). It is also possible to compute orthogonal polynomi-
als for arbitrary PDFs that are not part of the Wiener-Askey scheme using
arbitrary PCE (aPCE) [101]. After selecting the appropriate OPs, the PCE
approximation is determined by the coefficients of the linear combination of
these polynomials. Once the coefficients are computed, sampling from the
PCE generally has a lower computational cost than MC. PCE has been used
in many fields for uncertainty quantification of computationally intensive mod-
els [91, 89, 92, 48]. In orbital mechanics, PCE has been previously used for
uncertainty propagation [75] and conjunction assessment [74, 76]. Taylor se-
ries expansions using State Transition Tensors (STTs) could also be used as
surrogate models [103, 53]. However, a PCE with Hermite polynomials has a
faster convergence when uncertainty is involved because the polynomials are
orthogonal to the Gaussian distribution. A more detailed overview of PCE is
provided in Section 3.2.
1.5 Collision Probability Computation
After propagating the states of the RSOs from t0 until t1, the prob-
ability of collision between ta and tb from Figure 1.7 on page 12 has to be
computed. The collision probability computation of any two RSOs depends
on the size, shape, trajectory, and the uncertainty associated with all the afore-
mentioned parameters. In the case of no uncertainty, the collision prediction
is a discrete problem with a guaranteed collision or no collision. A common
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assumption that makes the problem more tractable and allows for a 3 DOF
simulation is that both RSOs are spheres. The reasons are twofold: 1) It is too
computationally intensive to do a full 6 DOF simulation and 2) the shape and
composition of the RSOs may be unknown. The collision probability is hence
calculated as the probability that the two RSOs have a separation less than or
equal to the combined radii at any point in time. Therefore, the probability
of collision is reduced to a computation of the intersection of the time varying
3D position probability distribution functions (PDFs) of the two RSOs over
a specified time window. The introduction to collision probability computa-
tion in this section is qualitative in nature, and further detail with extensive
equations and references is provided in Chapters 4 and 5.
1.5.1 Monte Carlo
The most accurate method for computing the intersection of the PDFs
of the two RSOs is a Monte Carlo simulation. However, MC simulations require
millions of samples from the PDFs of the primary and secondary RSOs. These
samples are propagated over the time window of interest and the collisions are
recorded. MC simulations are very general and no additional assumptions are
required, but they can be inefficient [16, 113, 31]. MC is applicable to any
uncertainty propagation technique in Phase I as long as samples are available
for sampling at the beginning of Phase II. The number of samples is reduced,
at the cost of statistical rigor, if each sample from the PDF of one RSO is
checked against all the samples from the PDF of the other RSO for collisions.
The complexity of the dynamics, i.e. the number of modeled perturbation
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can be reduced when the PDFs are sampled at, or near, the time of closest
approach tCA. Even two-body dynamics suffice for many encounters [113].
Interpolation, shown in Section 4.2.1, is required to accurately find the close
approaches between the samples of the RSOs without reducing the step size
of the numerical integration.
1.5.2 Gaussian Approximation
Computationally less intensive techniques exist when a few additional
assumptions are made. If the RSOs have a Gaussian distribution in Cartesian
coordinates during conjunction, and their distributions are independent, the
collision probability is calculated with a low computation cost [40] when com-
pared to an MC simulation. The collision probability rate is computed as a
quadrature over a sphere. An additional quadrature in time gives the desired
probability.
Additionally, if the encounter is brief, there exist many analytical ap-
proximations that allow for a fast computation of collision probability [18, 10,
13]. The linear approximation theories do not account for any uncertainty
in velocity during the conjunction i.e. the velocities of the RSOs and their
covariance matrices are frozen at the time of closest approach. The combined
covariance is placed on the secondary RSO. The primary RSO is then assumed
to be a sphere with the radius equal to the combined radius of the two RSOs.
It should be noted that one of the two RSOs is arbitrarily designated as pri-
mary, and the other as secondary. As the sphere passes through the combined
position covariance, it traces out a tube. The covariance ellipsoid is a three-
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dimensional PDF in the position space and the collision probability is the
integral of the PDF over the volume of the tube. The linear encounter equa-
tions are the most commonly used in operations and return accurate results
when all the assumptions are satisfied.
The linear collision probability computation methods have been ex-
tended to include some nonlinear motion [12, 104, 14]. However, these meth-
ods are not as general as Coppola’s quadrature technique [40]. A thorough
discussion with implementation details of the aforementioned two techniques
for encounters with Gaussian distributions is presented in Section 5.2.2.
When the PDFs of the RSOs are not Gaussian in Cartesian coordinates
during the encounter, a major assumption of the aforementioned methods is
no longer valid. However, each of the elements is Gaussian when a sufficient
number of GMMs are used for propagating the PDF. Therefore, the quadra-
ture or linear conjunction methods can be used in an all-on-all manner on the
GMMs of the involved RSOs [45]. The use of Polynomial Chaos Expansion for
computing the collision probability is shown by Jones et. al. [74, 76]. GMMs
have also been used with STTs and orbit elements to compute collision proba-
bility [53]. Adurthi and Singla [8] use the Conjugate Unscented Transform and
the principle of maximum entropy to compute collision probability. Morselli
et. al. [97] use a Differential Algebra based Monte Carlo simulation to reduce
the computation time during the encounter.
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1.6 Contributions
The issues present in the uncertainty propagation and collision proba-
bility computations have been introduced in the current chapter. The major
contributions of the current work in solving some of the issues are summarized
in this section:
• The multivariate Gaussian distribution is converted to a Gaussian Mix-
ture Model by applying a univariate splitting library along a direction.
Univariate splitting libraries of up to 5 elements exist in the literature.
The maximum number of elements is extended in the present work by
generating three univariate splitting libraries with up to 39 elements.
• The univariate splitting library can now be applied along an arbitrary
direction of the multivariate Gaussian distribution. The splitting direc-
tions are no longer limited to the eigen vectors or the columns of the
Cholesky decomposition of the covariance matrix.
• A nonlinearity measure is used to find the multiple directions that bene-
fit most from splitting to generate a Multidirectional Gaussian Mixture
Model.
• After splitting the initial Gaussian distribution into a GMM, each el-
ement is propagated using Polynomial Chaos Expansions. The combi-
nation GMM-PC is analogous to the Finite Element Method where the
GMM is the mesh refinement (h-refinement) and varying the order of
the PCE is varying the polynomial degree of the basis (p-refinement).
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• A quartic polynomial in the position separation is derived and used in
conjunction analysis that uses all the information available nominally
from an RK step. The relative position, velocity, and acceleration at the
beginning of a time step and only the relative position and velocity at
the end of the step. The interpolation ensures that no close approaches
between two RSOs are missed.
• The MC collision probability computation is optimized for the GPU
such that up to two orders of magnitude speedups are achieved over a
serial CPU implementation. The tool is shown to be easy to implement
using relatively low fidelity dynamics and is an essential benchmark for
comparing other collision probability techniques.
• Multidirectional Gaussian Mixture Models are shown to compute colli-
sion probability with fewer function evaluations compared to a Monte
Carlo simulation for cases where the traditional Gaussian Mixture Mod-
els do not suffice.
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Chapter 2
Multidirectional Gaussian Mixture Models
Gaussian Mixture Models (GMMs) are used in this chapter for the gen-
eral uncertainty propagation of initially Gaussian distributions. Mulitvariate
GMMs are typically handled with splits along a single direction where the ele-
ments are located, and the variance along that direction is reduced. A regular
multidirectional grid is generated over the initial multivariate Gaussian distri-
bution by recursively applying the splitting library along multiple directions.
Varying the number of splits in each direction allows for a spectrum of models
in the accuracy versus compute time design space, filling the gap between ex-
pensive Monte Carlos and fast linearized models. The Multidirectional GMM
(MGMM) is demonstrated with four test cases, including an orbit uncertainty
propagation case, to illustrate the benefit of properly selecting the splitting
directions and splitting along multiple directions. The MGMMs are used to
capture the resulting non-Gaussian distribution of the propagated variable
through Phase I of Figure 1.7 on page 12. 1 The likelihood of samples from
1The trust region optimizer used in this work was developed by Ryan P. Russell and the
work from this chapter has been submitted as a journal paper:
• V. Vittaldev and R. P. Russell, Multidirectional Gaussian Mixture Models for Non-
linear Uncertainty Propagation, Submitted July 2015.
.
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a Monte Carlo simulation being generated by the MGMM is used as a metric
for accuracy of the MGMM uncertainty propagation.
2.1 Introduction
A Gaussian distribution is a good assumption for the initial uncertainty
in parameters for a large number of problems due to the central limit theo-
rem [51]. The outputs of any nonlinear function of the parameters will have an
uncertainty distribution that is non-Gaussian. The extent of the non-Gaussian
behavior depends on the nonlinearity of the function and the size of the initial
uncertainty. Since a Gaussian distribution can completely be characterized by
the first two statistical moments, the size of the uncertainty is encapsulated
in the covariance. A nonlinear function maps the probability density function
(PDF) of the uncertainty of the input parameters onto the uncertainty PDF
of the output parameters. The resulting distribution is no longer Gaussian,
and if sufficient nonlinearity is present, higher order statistical moments must
be considered.
A Gaussian Mixture Models (GMMs) works under the proposition that
any PDF can be approximated in terms of the L1 norm by using a sum of Gaus-
sian probability distribution functions [19]. GMMs are used to discretize the





where N is the total number of Gaussian probability distribution functions,
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and αi is a weight, which satisfies ∀ αi > 0 the following constraint:
N∑
i=1
αi = 1 (2.2)
Each element is propagated through the function using simplified analytical
methods to enforce the Gaussian condition on the post-propagation PDF. The
weighted sum of the individual propagated Gaussian elements better approx-
imates the final non-Gaussian PDF as the number of elements is increased,
while requiring fewer function evaluations than Monte Carlo.
The weights, means, and covariance matrices from Eq. (2.1) are typ-
ically found using univariate splitting libraries, which are explained in Sec-
tion 2.2. It should be noted that the size of a univariate splitting library
available in literature is limited to 5 [44]. For multivariate cases, the uni-
variate libraries are applied along all the n dimensions for an n-dimensional
problem [68]. Therein lies the motivation of the current chapter: 1) increase
the number of splits for the univariate case; 2) extend the GMM concept to
apply in multiple directions; and 3) identifying the directions that have the
greatest effect on the non-Gaussian behavior of the propagated distribution.
In Section 2.2, a univariate library for splitting the standard normal
distribution into a GMM by minimizing the L2 norm is presented. Solutions
for multiple splitting rules are found via nonlinear optimization and archived
for up to 39 univariate splits. The new solutions are the largest libraries in the
literature to date. The splitting library is then applied along multiple direc-
tions of the covariance matrix to extend the theory to multivariate Gaussian
distributions in Section 2.3. A second order Stirling’s interpolation formula
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evaluated at the mean of the original Gaussian distribution is used to rank the
candidate directions with respect to the nonlinearity. The number of splits
along a given direction is chosen based on the relative degree of nonlinear-
ity. The performance of the MGMMs is shown for multiple numerical test
cases, including the uncertainty propagation of an object in Geostationary
orbit (GEO), in Section 2.4.
2.2 Univariate Splitting Library
Before tackling multivariate scenarios, the univariate case is considered
first. To increase the applicability of the univariate GMM, the goal of this sec-
tion is to develop splitting libraries with larger numbers of splits fit in advance
than are currently available in the literature. A tool is created that gener-
ates a univariate splitting library based on the standard normal distribution.
The library consists of the weights αi, means µi, and the standard deviations
σi for a desired number of elements. A GMM generated from the standard
normal distribution can be shifted and scaled to fit any univariate Gaussian
distribution with an arbitrary mean and standard deviation.
2.2.1 Generating a Univariate Split
In developing the univariate library, a performance index is necessary
to measure the difference between the exact Gaussian distribution and the ap-
proximated GMM. The weights, and location and magnitude of the means are
optimization variables in a nonlinear programming problem. The performance
index ideally should result in a value of zero if and only if the two distribu-
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tions are identical. The result should be greater than or equal to zero for any
two distributions [61]. There are many metrics that could be used to quantify
the dissimilarity between two distributions such as the Kullback-Leibler [83]
divergence, the Jensen-Shannon divergence [50], and the Lp distance [68]. The




|p1 (x)− p2 (x)|p dx
1/p (2.3)
2.2.2 Optimization
Although GMMs approximate PDFs better with respect to the L1 dis-
tance [19], the L2 distance is chosen as the dissimilarity metric because the
solution is analytical and does not require solving a quadrature in the case
of a GMM and a Gaussian. The L2 distance between a GMM PDF p and a
Gaussian distribution pg(x;µg,Pg) is [44]:










where the operation defined by K is





(µ1 − µ2)T (P1 + P2)−1 (µ1 − µ2)
)
(2.5)
The weights are computed by minimizing the L2 distance between p and
pg [68, 44, 70]. Minimizing the L2 distance becomes a constrained nonlin-
ear optimization problem, with the cost function from Equation 2.4. In the
existing literature, univariate libraries have been precomputed for N = 4 [70]
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and N = 3, 4, 5 [44]. To compute libraries with a higher N , a trust-region
optimization [39] algorithm is currently implemented, and solutions are found
with N up to 39. There are N σi, N αi, and N µi, totaling 3N variables to
ultimately choose, where N is the desired number of splits.
However, simplifications are made to reduce the number of free param-
eters in the optimization problem from 3N to N − 1. All the components of
the GMM are given the same standard deviation by specifying a rule for σ as
a function of N . With the assumption of homoscedasticity, the cost function




























2 (σ2 + 1)
) (2.6)
After choosing a rule for σ, the remaining 2N free parameters are the weights αi
and the means µi. Assuming that the location and the weights of the elements
are symmetric further reduces the number of free parameters to N−1. Details
on the constraints and the remaining free parameters for odd N are presented
here. The setup of the optimization for even N is similar but only odd N
are computed to ensure the location of one element coincides with the actual
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mean of the normal distribution. The N + 1 equality constraints are:
0 = µ0 (2.7a)
0 = µi − µ−i i = 1, . . . , (N − 1) /2 (2.7b)
0 = αi − α−i i = 1, . . . , (N − 1) /2 (2.7c)




Inequality constraints are imposed to enforce a monotonic increase in the lo-
cation of the elements and a monotonic decrease in the weights away from the
center.
µi−1 − µi < 0 i = 1, . . . , (N − 1) /2 (2.8a)
αi−1 − αi < 0 i = 1, . . . , (N − 1) /2 (2.8b)
Figure 2.1 illustrates the effect of the optimization equality and inequality
constraints on the PDFs of the individual elements for N = 7.
A trust-region optimizer is used due to its robustness in solving non-
linear optimization problems [32]. Like a line search, the trust-region method
enforces that each new iteration reduces the objective function. However, a
maximum step distance (the trust-region) is first chosen, followed by the di-
rection of the step. The trust-region is centered on the present iterate and the
complicated nonlinear function is replaced by a simpler, quadratic approxima-
tion. Choosing the step direction translates to finding the minimum of the
quadratic approximation. If the Hessian of the objective function is positive
definite and the trust-region is large enough, then the step is identical to the
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Figure 2.1: PDFs of the individual elements subject to the equality and in-
equality constraints for N = 7
Newton-Rhapson update. The details of computing the update step and the
size of the regularly updated trust-region are beyond the scope of this dis-
sertation. Trust-region optimization is an active area of research and many
variations can be found in literature [96].
The trust-region optimization algorithm requires the first and second
derivatives of the objective function and the constraints with respect to the
state variables. Analytical expressions for the Jacobians and Hessians are
computed using the symbolic manipulator, Maple. The optimization routine
is coded in Fortran due to the computational speed and the ability to use
quadruple precision arithmetic, which is required for convergence when the
number of splits, N is high. During the optimization, the GMM weights and
means from the converged solution of the N−2 case are used as an initial guess
for the current N case. Furthermore, a heuristic predictor step is employed
to modestly increase the spread on the means, and lower the weight values.
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The problem is highly nonlinear and convergence is increasingly difficult as N
increases. A flowchart of the optimization procedure is shown in Figure 2.2.
Figure 2.2: The optimization procedure for finding a univariate splitting li-
brary
The computation of the trust-region optimization, takes approximately
3 minutes for N up to 39 on a 3.07 GHz Intel Xeon CPU. The trust-region
and function routines are compiled using Intel Visual Fortran Composer XE
2011 and optimization settings -O3. Solutions for three different σ rules are
found and archived:
1. σ2 = (1/N) for odd-valued N ≤ 39
2. σ2 = (1/N)3/4 for odd-valued N ≤ 25
3. σ2 = (1/N)1/2 for odd-valued N ≤ 15
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The run time for the trust-region optimization is shown in Figure 2.3.
# Elements in GMM



































Figure 2.3: The run time required by the trust-region optimization to compute
the locations of the means and the corresponding weights for the univariate
splitting libraries
2.2.3 Resulting Univariate Libraries
An example of a 7 component univariate library is presented in Table
2.1. Some of the splits using the various rules with an increasing number
of components are visualized in Figure 2.4. The L1 distance between the
optimized solutions and the standard normal distribution, as a function of the
number of the elements are found in Figure 2.5. Although the optimization is
carried out using the L2 distance, the L1 distance is shown because GMMs can
approximate any distribution in the L1 distance [19]. Libraries with up to 39
elements have been created using an intensive optimization process that solves
the highly nonlinear cost function with many local minima. The issue with
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increasing the number of elements in the library is mainly numeric sensitivity
because the problem becomes too large and sensitive. It could be tackled
with new formulations for the optimization problem that use better heuristics
for initial guesses and decomposes the problem into smaller, less sensitive,
subproblems. A brute force approach is to solve the optimization using higher
precision than quadruple. As the problem stands, however, the upper limit
on the number of elements has been achieved using the current optimization
strategy and quadruple precision.
It is difficult to view the splits when N is large because the size of indi-
vidual PDFs in the tails becomes too small. Therefore, a good way to visualize
the split is to plot the maximum and minimum weight, and the maximum value
of the mean as in Figure 2.5 . Since only an odd number of elements are used,
the weights are symmetric about 0 and the means are antisymmetric. Also, the
weights monotonically decrease from the center to the tails, and the absolute
values of the means increase. The maximum mean value shows how far the
furthest split is from the center, indicating how spread out the elements are.
The maximum and minimum weights show the difference between the weight
of the central element compared to the weight of the element at the tail end,
which indicates the importance given to the central elements compared to the
ends. For the various rules, Rule 1 with σ2 = (1/N) results in the smallest σ
and Rule 3 with σ2 = (1/N)1/2 results in the largest σ for a given N . Figure
2.5 shows that Rule 1 has the lowest weight of the different rules for the central
mean compared to the other rules. The element with the lowest weight is also
closer to the center than for the other rules. For a given N , as the exponent
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σ2 = (1/N)
N = 3 N = 7 N = 11 N = 15
σ2 = (1/N)3/4
N = 3 N = 7 N = 11 N = 15
σ2 = (1/N)1/2
N = 3 N = 7 N = 11 N = 15
Weighted sum PDF Individual Element PDF
Figure 2.4: The resulting univariate GMMs for the three different splitting
rules and for various number of elements
on (1/N) decreases for the various rules, the L1 distance decreases. However,
the distribution of the weights is sharper since the standard deviation of the
computed weights for a given N increases.
The benefit of generating a complete high dimensional split is seen
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Figure 2.5: L1 distance, the maximum and minimum weights, and the max-
imum mean as a function of the number of elements used in the GMM for
various rules for σ
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in Figure 2.6, where a complete 9 element split is compared to a 9 element
GMM created by recursively splitting all the elements of a 3 element split [44].
The standard normal distribution is better approximated and the weights and
means are distributed more evenly.
a. Complete 9 element split b. Recursive 3× 3 split
Figure 2.6: PDFs of the univariate 9 element GMM of the standard normal
distribution using a complete and a recursive splitting technique for σ2 =
(1/N)















Uncertainty analysis typically requires a multivariate state. Therefore,
it is necessary to split an initial multivariate Gaussian distribution. A univari-
ate library can be applied along a specified direction in order to split a multi-
variate distribution. The direction choice is along a column of the square-root
matrix, which is typically found using Cholesky or spectral decomposition [70].
The following subsection outlines the newly derived method for splitting along
an arbitrary direction.
2.3.1 Splitting along an Arbitrary Direction
Spectral and Cholesky decomposition are two of the most common
methods of computing the square-root S of the covariance matrix P = SST . S
is a coordinate transformation from a new reference frame where the individual
variables of the initial multivariate random variable are IID described by the
standard normal distribution. The initial reference fame of the multivariate
state and the square-root frame where the variables are IID are represented
by FI and FS, respectively. The transformation matrix from FS to FI is:
RIS = S (2.9)
Let a be the direction along which the univariate splitting library is
applied in FI . When a is parallel to the k
th column of S (a ‖ S(:, k)), and
given a univariate splitting library mean µi and standard deviation σi, the
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multivariate mean and covariance are [70]:
µi = µ+ µiS(:, k) (2.10a)




where Sk is a copy of S, but with the k
th column multiplied by σi.
In case a is not parallel to any of the columns of the Cholesky or
spectrally decomposed square-root matrix, a square-root matrix is constructed
where S?(:, 1) ‖ a [24]. A new reference frame FA is defined such that the
difference between FA and FS is a pure rotation and the first axis of FA is
parallel to a. Therefore, the variables in FA are also IID. Finally, the new










The rotation matrix RAS from FS to FA is found using Gram-Schmidt orthog-
onalization. The three reference frames with the confidence bounds for the
covariance matrix and reduced variance along a are shown in Figure 2.7 for a
bivariate case.
A newly derived alternative method of computing the new covariance
matrix is now presented where Gram-Schmidt orthogonalization is not re-
quired. The mean and covariance of the GMM elements are simple analytical
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Figure 2.7: The unit axes of FI , x and y, and the desired splitting direction,
a, in the three relevant reference frames for a 2-dimensional case
equations. In FS, the state is IID. Applying a univariate split along a in FI is
analogous to changing the standard deviation of the IID. distribution in the â?
direction from 1 to σ in Figure 2.7b. The unit vector â? is simply the direction














â? = Φx =
(
I + (σ − 1)â?â?T
)
x (2.13)
where y is the variable with a standard deviation of σ in the â? direction and
x is the IID state in FS with the covariance matrix Pxx = I. The covariance




I + (σ2 − 1)â?â?T
)
(2.14)
Pyy expressed in FI is the covariance matrix of the i
th element of the mul-
tivariate GMM due to applying the univariate splitting library mean µi and
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standard deviation σi along the splitting direction a. The multivariate mean
and covariance matrix are:




I + (σ2i − 1)â?â?T
)
ST (2.15b)
where â? is computed using Equation (2.12).
2.3.2 Propagating a Mutivariate Gaussian Distribution
Many methods exist for propagating a Gaussian distribution through
a nonlinear function if the resulting distribution is assumed to remain Gaus-
sian. One of the most common methods for propagating the state through
a nonlinear function is to use a Taylor series approximation. The first-order
method linearizes the nonlinear function and uses the Jacobian to propagate
the covariance matrix. The mean of the first-order method is simply the initial
mean propagated through the nonlinear function. This first-order Taylor se-
ries approximation is the method of mean and covariance propagation for the
Extended Kalman Filter (EKF). If the Hessian of the nonlinear function is also
used, a second order approximation of the resulting uncertainty is achieved.
The second-order propagation method includes some of the initial uncertainty
information in computing the mean of the resulting state. The second-order
method is the basis for the Second Order Kalman Filter (SOKF) [26] and
state transition tensors (STT) may be used for a higher-order expansion [103].
Analytical expressions for the Jacobians, and even more so for the Hessians,
may be difficult to derive and compute for complicated functions. In case the
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derivatives are not available analytically, they can be also be approximated
using numerical differentiation, or with complex [121] and multicomplex [86]
step differentiation techniques.
Another set of methods for propagating Gaussian distributions are
called sigma point methods. Sigma point methods selectively pick points
to propagate through the nonlinear function. These points have associated
weights and are chosen deterministically to capture the mean and covariance
with an accuracy equivalent to a second-order Taylor series expansion. The
post-propagation mean and covariance are computed from the propagated
points. Two common methods of computing the sigma points are the Un-
scented Transform (UT) and second-order divided differences (DD2). For this
work, DD2 is used due to the presence of fewer tuning parameters and the de-
fault square-root structure of the standard implementation. A square-root im-
plementation only propagates the square-root of the covariance matrix. When
the covariance is computed from the square-root, it is guaranteed to not lose
positive definiteness. Therefore, the propagation is more numerically stable.
Equations for the DD2 propagation of the mean and the covariance ma-
trix of a nonlinear function y = f(x) with the multivariate state x of dimension
n are summarized here. The covariance matrix of the initial uncertainty in x,
Px, is first decomposed into a lower triangle square-root matrix, Sx where
Px = SxSx
T (2.16)











[f (x + hSx(:, i))− f (x− hSx(:, i))] (2.17)
where the optimal value for h is
√
3 for a Gaussian distribution. The following











[f (x + hSx(:, i))− f (x− hSx(:, i))− 2f (x)] (2.19)
The square-root of the covariance matrix for the uncertainty in y is found









The covariance matrix of y is finally computed
Py = SySy
T (2.21)
Since Py is computed from its square-root, it is guaranteed to be positive
definite. A total of 2n + 1 function evaluations are required to compute the
mean and the covariance matrix of the propagated function. Variations of
sigma point methods exist that allow for a square-root implementation of the
UT, or to use UT with only n + 2 points. A comparison of these methods
is not considered here since any of the existing techniques for approximately
propagating a Gaussian distribution through a nonlinear function, including
first-order linearization, can be used with GMMs.
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2.3.3 Importance of Splitting Direction
It is possible to apply the univariate splitting library along any direction
to generate a multivariate GMM. However, the utility of the splits is highly
sensitive to the choice of the direction. As an example, the sensitivity of
choosing a splitting direction is investigated on a nonlinear transformation of
a bivariate Gaussian distribution from [59]:
y1 = ax1 (2.22a)
y2 = x2/a− b(a2x21 + a2) (2.22b)
In Eq. (2.22), a and b are parameters that control the nonlinearity of the















To limit the number of direction choices, spectral decomposition is used to
create the splits along the two eigenvectors of the covariance matrix found in
Equation (2.23). Samples generated from the GMMs with splitting along the
minor and major axes of the covariance matrix are seen in the point clouds
found in Figure 2.8a and Figure 2.8c. The distributions are plotted as el-
lipses, as normal 2-dimensional covariance matrices are usually visualized, in
Figure 2.8b. To visualize a GMM as a set of ellipses, the covariance matrix
of each ellipse element is scaled by its associated weight. Reducing the size
of each element’s covariance matrix is only a visualization technique. It is
emphasized that mathematically, the weight is the probability that a random
state is generated by that particular mixture element. Multiplying the weight,
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αi, with the covariance matrix, Pi has the effect of reducing the standard de-
viations by a factor of
√




























c. Split along major
axis
Figure 2.8: Sample point cloud from the covariance ellipses of the multivariate
GMM
The resulting distributions from the function in Eq. (2.22) are seen in
Figure 2.9. There is a discrepancy between the performance of splitting along
the different spectral directions. By visual inspection of the covariance ellipses
of the individual GMM elements, better accuracy is seen for this case, by





















Split Along Major Axis
Figure 2.9: Point clouds of the resulting non-Gaussian distribution using MC
and an 11 element GMM
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2.3.4 Choosing the Splitting Direction
A Gaussian distribution propagated through a linear function is com-
pletely characterized by another Gaussian distribution. It is the nonlinearity
in a function that causes the propagated Gaussian distribution to become
non-Gaussian. Using the Hessian or sigma points to propagate the covariance
matrix captures some of the higher order terms in the Taylor series expansion.
The first two moments of the propagated distribution are captured; however,
the effect on the higher order moments due to the nonlinearity in the function
is lost because the shape of the PDF is ignored.
The Taylor series approximation improves as the interval (x − x0) is
decreased. The uncertainty of the state is a measure of the spread, so applying
a GMM split decreases the size of the covariance matrix along the split direc-
tion and thus, each element covers a smaller domain (x − x0). However, the
splits only decrease the domain along a single spectral direction. The choice
of which direction should consider the degree of nonlinearity each direction
exhibits. However, the eigenvalues of the covariance matrix should also play
a role in the direction choice, as they are a measure of the amount of uncer-
tainty along the corresponding spectral directions. The eigenvectors form a
new reference frame where the individual variables are uncorrelated and have
a variance equal to the eigenvalue. Some of the nonlinearity at the standard
deviation locations can be quantified by using the second-order divided dif-
ference form of Stirling’s interpolation formula [52]. Stirling’s interpolation
formula is used instead of the Taylor series because the Taylor series approx-
imation is less accurate further from the expansion location [100], i.e. the
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mean of the original Gaussian distribution. The second-order approximation
of a univariate function f(x) about x̄ is:
f(x) ≈ f(x̄)+f(x̄+ h)− f(x̄− h)
2h




where h is the step size used for the interpolation. The nonlinearity along any















3 is recommended so that the function evaluations are the sigma
points for the DD2. The standard deviation of the cut along the arbitrary





where S is the square-root factor (Cholesky or Spectral decomposition) of the
covariance matrix P. It should be noted that φ has the same units as f(x).
If H is the Hessian, i.e. the second order derivative of f(x) with respect to x,




After evaluating φ for all the spectral directions, the maximum of some
measure, such as the p−norm, is used to rank the spectral directions in order
of nonlinearity. The divided difference can be taken of any other function
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of interest of y = f(x). The optimal direction of splitting is the spectral
direction which, considering the uncertainty in that direction, undergoes the
most nonlinearity for a desired objective. Higher order divided differences
of the function can also be used, at a higher computation cost, to include
more information about the nonlinearity of the function and its sensitivity to
the spectral directions. If the difference between two φi is not large, both
directions undergo similar amounts of nonlinearity up to the second order.
There exists another measure of nonlinearity that has been developed
by Junkins et. al. [78]:
ϕ =










The nonlinearity measure in Eq. (2.28) measures the change in the first deriva-
tive of the function at the 3σ bounds of the various directions. The nonlinearity





where k is a scaling quantity. The nonlinearity measure from Junkins et.
al. [78] Eq. (2.28) and φ from Eq. (2.25) are similar, however, the nonlinearity
measure derived and used in this chapter places a larger emphasis on the
magnitude of the variance as seen in Equation (2.27). An added benefit is
that the Jacobian is not explicitly required in Equation (2.25).
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The nonlinearity measure is illustrated on the test case from Section
2.3.3. The accuracy of the GMM approximated non-Gaussian distribution is











where M is the total number of MC runs and xi is the i
th MC sample point.
The covariance matrix from Eq. (2.23) is first transformed into a new coor-
dinate frame by using a two-dimensional rotation matrix with the angle θ.
The intial state and uncertainty are then propagated through Eq. (2.22). The
splitting direction are, however, the spectral directions of the original non-
rotated covariance matrix. Figure 2.10b shows the nonlinearity measure |φi|2,
as a function of the changing θ. Comparing Figure 2.10a and Figure 2.10b
shows the importance of splitting along the spectral direction with the higher
nonlinearity.




































a. Loglikelihood of distribution b. Nonlinearity measure
Figure 2.10: The loglikelihood of the MC simulation and the nonlinearity
measure of the function with 5× 105 sample points and 5 splits along ν1 or ν2
and increasing rotation angle θ
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2.3.5 Sensitivity to Univariate Splitting Library
Three different splitting libraries are generated in Section 2.2. Since
the three libraries produce different means and weights, the resulting accuracy
after the propagation through the nonlinear function differs with the rule.
The test case from Eq. (2.22) in Section 2.3.3 is run with GMMs gen-
erated using the different univariate libraries. The accuracy with which the
GMMs capture the non-Gaussian distribution is found in Figure 2.11. The
rule with σ2 = 1/N performs the best by consistently having a higher LL
than the other splitting rules for the cases tested here. A similar behavior is
found for the test cases presented in Section 2.4. The rule with σ2 = 1/N
gives each element more authority due to a more uniform weight distribu-
tion across all elements, and this leads to stronger performance for the highly
nonlinear examples considered. The higher accuracy of the library with the
smallest standard deviations per element is likely to be problem dependent,
however, the rule with σ2 = 1/N is used exclusively in the following sections
and is recommended for future use. Figure 2.11 shows the expected trade-
off between the accuracy and the number of required elements. Future work
includes exploring other sigma rules not considered currently.
2.3.6 Multidirectional Gaussian Mixture Models
Splitting along only one direction cannot fully describe the resulting
non-Gaussianity in the propagated distribution after a nonlinear transforma-
tion. Therefore, in cases where one direction is not sufficient, the natural ex-
tension is to apply the univariate split along multiple spectral directions. The
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a. Split along ν1 b. Split along ν2
Figure 2.11: Performance of the various univariate splitting libraries for a
nonlinear test case. Higher LL indicates a closer fit.
resulting Multidirectional GMMs (MGMMs) are presented in this section.
Splitting along multiple directions is carried out in a recursive manner.
After the initial multivariate Gaussian distribution is split along the first di-
rection, each of the resulting multivariate mixture elements is split along the
next specified direction. The elements are again all split as a full tensor prod-
uct until all specified directions have been covered. For spectral directions, the
order of the directions to be split along is not important, as the spectral direc-
tions are all orthogonal, and applying the univariate library only reduces the
eigenvalue of the covariance matrix along the specified eigenvector direction.
The multidirectional multivariate splitting technique essentially forms
a regular grid in probabilistic space. Since the initial conditions are stochas-
tic, there is a probability associated with an initial condition. A nonlinear
function increases the non-Gaussianity of the initial distribution based on the
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a. (Nν1 , Nν2) = (5, 5),
ε = 0, Ntotal = 25
b. (Nν1 , Nν2) = (5, 5),
ε = 0.05, Ntotal = 11
c. (Nν2 , Nν1) = (5, 5),
ε = 0.05, Ntotal = 11
Figure 2.12: Splitting a bivariate IID Gaussian into an MGMM with and with-
out a minimum weight threshold and 5 elements along ν1 and ν2. Note that
the covariance matrices are multiplied by their weights for ease of visualization
nonlinearity of the function and the size of the covariance matrix. By using the
MGMM grid, the variance along the spectral directions is reduced. Also, the
probability that a given region of the initial covariance matrix is described by
the smaller variance GMM element is given by its weight. Thus, an MGMM
becomes analogous to a Finite Element Method (FEM) technique where the
basis functions are Gaussian distributions. As illustrated in Figure 2.12a, this
grid is uniform since there is a symmetry about the mean of the initial multi-
variate Gaussian distribution.
The elements near the tails may have a very low weight when the num-
ber of elements is large along a certain direction, or due to the tensor product
in multiple dimensions. Therefore, it is beneficial to specify a minimum weight
threshold ε such that the weights of all the elements in the MGMM are greater
than ε. Since the computational burden of propagating an element through
the nonlinear function is not dependent on the weight, increasing ε can reduce
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the total computation cost with only a slight degradation in accuracy. The
multidirectional splitting with a threshold is illustrated for a bivariate case in
Figure 2.12b and Figure 2.12c. The order of splitting is important when the
threshold is specified because the weight budget decreases with each recursive
split.
2.4 Numerical Test Cases
The MGMM splitting technique is now applied to two two-dimensional
test problems, one six-dimensional orbit uncertainty propagation, and one ten-
dimensional problem. The two-dimensional problems are chosen in order to
visualize the results. An initial bidirectional MGMM is expressed as (N1, N2),
where N1 and N2 are the number of splits along the eigenvectors ν1 and ν2,
respectively. For the bivariate cases, a GMM is simply an MGMM where either
N1 or N2 are 1. The univariate library used to generate the MGMMs is Rule
1, σ2 = (1/N). The methodology and conclusions are applicable to higher
dimensions as demonstrated by the orbit propagation and ten-dimensional
problems.
The Gaussian distribution of the initial state is converted into an MGMM.
Each element is then propagated through the nonlinear function. The true fi-
nal non-Gaussian distribution after the nonlinear transformation is assumed
to be the same as the result of using MC runs. Each of the Gaussian elements
is propagated through the nonlinear function using the DD2 method found in
Section 2.3.2. However, any other technique for propagating a Gaussian dis-
tribution, such as the UT or a Taylor series based method can be used. The
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weights of the GMM elements are not updated after propagating. Updating
weights improve performance at the cost of decreasing ease of implementation
when a first order Taylor series approximation is used for propagating the ele-
ments [126]. However, no improvement is seen when higher order propagation
methods such as the UT and DD2 are used [68].
2.4.1 Conversion from Polar Coordinates to Cartesian Coordinates
The first test case is the conversion from Polar coordinates to Cartesian
coordinates [77]. The initial state, covariance of the uncertainty, and the























The resulting non-Gaussian distribution is illustrated in Figure 2.13. When
Eq. (2.25), is used along with the 2−norm of φ, the values along the 2 spectral
directions are: |φ1|2 = 5.5823, |φ2|2 = 3.8793. Since the nonlinearity is higher
along ν1 than along ν2, a higher improvement is expected to be seen for splits
along ν2. However, since they are still similar in value, splitting along both
spectral directions is likely beneficial.
Distributions sampled from the propagated MGMMs are seen in Fig-
ure 2.15. The likelihood of an MC run with respect to an MGMM is always
smaller than 1 and therefore, the log-likelihood from Eq. (5.26) is a negative
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quantity. A new quantity is now defined as:
∆LL(n1, n2) = LL(n1max, n2max)− LL(n1, n2) (2.33)
∆LL is the difference between the LL of the most accurate GMM case (39, 39),
and the LL of an arbitrary case, and should always be positive. Figure 2.14
shows the ∆LL as a function of the number of splits per direction in the
MGMM. As predicted by the nonlinearity metric, splitting along ν1 is more
effective than splitting along ν2. However, the increase in performance due to
the splitting along multiple spectral directions is clearly seen in Figure 2.14.
Note that the performance of an MGMM (2,2) split, requiring 4 elements, is











Figure 2.13: An MC run with 5× 105 points for the conversion from Polar to
Cartesian coordinates
2.4.2 Non-Linear ODE
A more complicated test function is now presented, where increasing
the number of splits along only one direction does not suffice. The nonlinear
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Figure 2.14: ∆LL of a 105 point MC distribution with respect to the MGMM
with increasing number of elements and LL(39, 39) = −7.5789 × 105 for the





































































m. (15,1) n. (15,3) o. (15,7) p. (15,15)
Figure 2.15: 5×105 points sampled from the resulting MGMMs with N1 splits
along ν1 and N2 splits along ν2, (N1, N2) for the conversion from Polar to
Cartesian coordinates
function is the solution to the following differential equation:
ẋ1 = cos(x2) sin(x1)
ẋ2 =− cos(x1) sin(x2)
(2.34)
Equation (2.34) is numerically integrated from t = 0 to t = 3 and the resulting
values of x1 and x2 are used as the final values after the nonlinear transfor-
mation. The integrated ODE solution is considered to be a discrete black box
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The eigenvalues and eigenvectors of the covariance matrix are:








The result of an MC run with 104 sample points is shown in Figure 2.16. The
resulting distribution is highly non-Gaussian and bimodal, which favors the
MGMM technique.
The nonlinearity metric using Eq. (2.25) results in |φ1|2 = |φ2|2 = 0.
A 0-valued result using the second-order divided difference implies that the
function is either linear, or it has higher-order nonlinearity at the mean of the
initial Gaussian distribution. A conservative approach in this case is to split
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Figure 2.17: ∆LL of a 105 point MC distribution generated with respect to the
MGMM with increasing number of elements and LL(39, 39) = −2.9264× 105
for the bivariate ODE
The samples from the propagated MGMMs are shown in Figure 2.18.
The ∆LL values for 105 MC sample points with respect to the MGMMs are
seen in Figure 2.17. The benefit of multiple splitting directions arises due
to nonlinearity existing along both eigenvectors. Figure 2.18 and Figure 2.17
show that an MGMM with an equal number of splits in both directions per-













































































g. (39,1) h. (39,19) i. (39,39)
Figure 2.18: 104 points sampled from the resulting MGMMs with N1 splits
along ν1 and N2 splits along ν2, (N1, N2) for the bivariate ODE
2.4.3 Orbit Uncertainty Propagation
The state uncertainty for a space object in GEO is propagated using
two-body dynamics for a flight time of 3 days. The initial state and Gaussian
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uncertainty are shown in Table 2.2. The orbit is assumed to be derived from
optical observations, right ascension (RA) and declination (DEC), which in
general create larger errors in the range direction for GEO objects. The largest
nonlinearity directions, found in Table 2.2, are along x and vy, which are the
radial and tangential directions, respectively. The remaining directions have
nonlinearity values that are orders of magnitude lower and therefore, do not
benefit from splitting.
Table 2.2: Initial state, Gussian uncorrelated uncertainty, and the nonlinearity
measure for a space object in GEO
Variable Mean σ ‖φ‖2
x [km] 42057.9 10.0 6.1×10−4
y [km] 0 0.1 1.1×10−9
z [km] 0 0.1 1.1×10−9
vx [km/s] 0 1.2×10−4 2.8×10−7
vy [km/s] 3.0800809759824 0.6×10−4 4.1×10−4
vz [km/s] 0 0.25×10−4 1.2×10−8
The ∆LL values for 105 MC sample points with respect to the MGMMs
are seen in Figure 2.19. As predicted by the nonlinearity measure, splitting
along the x direction is more beneficial than splitting along the vy direction.
However, an MGMM along both x and vy directions provides a more accurate
result than a GMM along only one of the directions.
2.4.4 High Dimensional Problem
The MGMM splitting technique is now applied to the ten-dimensional
Extended Freudenstein & Roth function [21] to demonstrate the benefit of
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Figure 2.19: ∆LL of a 105 point MC distribution generated with respect to
the MGMM with increasing number of elements and LL(39, 39) = 4.8209×106
for the space object in GEO




(−13 + x2i−1 + ((5− x2i)x2i − 2)x2i)2
+ (−29 + x2i−1 + ((x2i + 1)x2i − 14)x2i)2
(2.37)
The ten-dimensional state x has an initial mean and a diagonal covariance
matrix for the uncertainty with the exact values found in Table 2.3. The
initial means and variances are generated using a random number generator
and then rounded to two decimal places. The absolute value of the nonlinearity
measure, Eq. (2.25), along the various spectral directions is also found, and
computed values are given in the last row of Table 2.3.
Spectral decomposition of the covariance matrix results in the eigenvec-
66
Table 2.3: Initial mean, variance, and nonlinearity measure for the Extended
Freudenstein & Roth function
Variable Mean σ2 φ
x1 6.19 1.67 3.34
x2 3.76 1.81 4.80×103
x3 1.94 1.27 2.54
x4 0.21 1.01 12.42
x5 1.53 1.67 3.34
x6 3.36 1.08 904.84
x7 6.67 2.40 4.80
x8 4.93 1.67 1.68×104
x9 2.33 1.35 2.70
x10 5.73 1.06 1.99×104
tors being the unit vectors of the individual univariate variables and λi = σ
2
i .
The last row of Table 2.3 shows the largest nonlinearity directions are 10, 8,
2, and 6, in descending order. The nonlinearity along the other directions are
considered to be insignificant. The values of the nonlinearity measure along a
given direction correspond to the improvement in performance, shown in Fig-
ure 2.20, gained by generating splits along that direction. Since nonlinearity is
present along multiple spectral directions, an MGMM further improves accu-
racy compared to using a GMM. The nonlinearity measure is a useful ranking
method to find the number of splits to implement along the spectral directions.
The number of splits along direction 10 N10 is used to calibrate the number
of splits along the other directions 8, 2, and 6 because highest nonlinearity is
along i = 10. The number of splits along the remaining spectral directions are
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i = 8, 2, 6 (2.38)
where odd computes the closest odd integer to a number:
odd(x) = 2× ceil(x/2)− 1 (2.39)
The performance of the GMMs along directions 10, 8, 2, and 6 are seen in
Figure 2.20, along with the performance of the 4-dimensional MGMM. The
nonlinearity measure along a spectral direction performs well as an indicator
of increase in performance gained by splitting along that direction. Direction
10 has the highest value for the nonlinearity measure and therefore, splitting
along this direction results in the largest increase in performance. Splitting
only along any one direction has a plateau in performance after a certain
number of splits is reached. Using an MGMM, however, results in a higher
value of the log-likelihood compared to a GMM along any of the directions.
The benefit of using a minimum threshold for the MGMM weights is
seen in Figure 2.20. When a threshold of ε = 10−4 is used, approximately 6
times fewer elements are required to achieve the same accuracy (LL ≈ −1.2×
106) for the MGMM without a threshold. For the highest accuracy presented
here with N10 = 17, thresholds of ε = 10
−6 and ε = 10−5 require approximately
2 times and 4 times fewer elements, respectively.
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a. GMM and MGMM b. MGMM with weight threshold
Figure 2.20: LL of a 105 point MC distribution with respect to GMMs and
MGMMs for the 10-dimensional case
2.5 Conclusion
Non-linear functions acting on an initial multivariate state with a Gaus-
sian uncertainty are common scenarios because a Gaussian state uncertainty
is the result of most Orbit Determination and state estimation algorithms for
satellites and Near Earth Asteroids (NEAs). Accurately capturing the re-
sulting non-Gaussian distribution after the nonlinear transformation without
resorting to computationally expensive techniques such as MC simulations re-
mains an attractive ongoing area of research. The primary contributions of
this chapter are 1) the extension of the univariate GMM library to 39 elements;
2) a formal extension of the GMM concept to multiple directions; and 3) a
method to choose any split direction and introduction of a nonlinearity metric
to rank the importance of splitting along a certain direction.
Univariate splitting libraries of up to 39 elements that are carefully fit
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in advance are generated by minimizing the L2 distance with respect to a stan-
dard normal distribution. Instead of applying the univariate library along only
a single direction, the univariate library is applied recursively along multiple
directions forming a regular grid over multiple dimensions. These Multidi-
mensional GMMs (MGMMs) approximate the propagated multivariate non-
Gaussian distribution more accurately than if the split is made along only one
direction. A second-order divided difference is used to measure nonlinearity
in each of the directions. Thus, the directions that benefit most from splitting
are identified and can be exploited. This nonlinearity merit provides a ratio
to relate the number of splits along each direction. Therefore, a practitioner
can implement the MGMM technique with the selection of just one fidelity
tuning parameter. A user enforces a number of splits along a single direction,
then the number of splits in the other directions can be chosen according to
their relative nonlinearity. A threshold for the weight further reduces the com-
putational load by ensuring that the MGMM only contains elements above a
certain weight.
Combining the univariate library with up to 39 elements with the multi-
directional splitting results in a deterministic choice of initial states for prop-
agation through the nonlinear function. The number of necessary function
evaluations is ultimately a trade-off between accuracy and computational cost.
The MGMM allows users to access all regions of this spectrum, filling in the
gap that typically exists between Monte Carlos and simple linearized covari-
ance analyses. The MGMM representation of the state uncertainty of space
objects, including potentially hazardous Near Earth Asteroids, is capable of
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improving the accuracy of commonly used estimation and conjunction assess-




Gaussian Mixture Models and Polynomial
Chaos Expansions
Polynomial Chaos Expansion (PCE) and Gaussian Mixture Models
(GMMs) are combined in a hybrid fashion (GMM-PC) to propagate state
uncertainty for Resident Space Objects with initial Gaussian errors in this
chapter 1. GMM-PC reduces the overall polynomial order required to reach
a desired accuracy. The initial Gaussian distribution is converted to a GMM,
and PCE is used to propagate the state uncertainty represented by each of
the elements through the nonlinear dynamics. Splitting the initial distribu-
tion into a GMM reduces the size of the covariance associated with each new
element thereby reducing the domain of approximation and allowing for lower
order polynomials to be used. Several RSO state uncertainty propagation
examples, Phase I of Figure 1.7 on page 12, are shown using GMM-PC. The
resulting distributions are shown to efficiently capture the full shape of the true
1The work from this chapter has been presented at a conference:
• V. Vittaldev, R. Linares, and R. P. Russell, Uncertainty Propagation using the Gaus-
sian Mixture Model Polynomial Chaos Approach, Paper AAS 15-448, AAS/AIAA
Space Flight Mechanics Meeting, Williamsburg, VA, 2015.
A manuscript has also been submitted to a peer reviewed journal:
• V. Vittaldev, R. Linares, and R. P. Russell, Spacecraft Uncertainty Propagation using
Gaussian Mixture Models and Polynomial Chaos Expansion, Submitted August 2015.
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non-Gaussian distribution better than a standard GMM or a PCE. The two-
sample Cramér-von Mises parameter is used to compare the samples from the
GMM-PC uncertainty propagation and the samples from a benchmark Monte
Carlo simulation to quantify the accuracy of PCE and the newly developed
GMM-PC.
3.1 Introduction
A spectrum of techniques exists that propagate the state and uncer-
tainty of an initially Gaussian distribution through a nonlinear function, such
as orbit propagation [107]. Reduction in computation cost comes with a sacri-
fice in the accuracy of the final probability density function (PDF). Considering
the runtime vs. accuracy spectrum, first order Taylor series propagation lies
on the low computation and accuracy extremity whereas MC lies on the high
computation and accuracy extremity. Two techniques that lie in between the
first order Taylor series and MC are the Gaussian Mixture Models (GMMs)
shown in Chapter 2 and Polynomial Chaos expansions (PCEs). PCEs are
presented in detail in Section 3.2 and use a linear combination of orthogonal
polynomials (OP) as a surrogate model for the underlying nonlinear function.
The motivation for combining PCE and GMMs (GMM-PC) for uncer-
tainty propagation arises from a comparison with the finite element method
(FEM). In this analogy the initial uncertainty is considered to be an object
of interest and the nonlinear function is an applied load. In FEM, a mesh
grid is generated over the object to discretize it into smaller and simpler ge-
ometries. The exact solution is obtained at the nodes, but between the nodes
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inside each element some polynomial interpolant is used to approximately ob-
tain the functional form of displacements. Increasing the number of elements
by reducing the size of each element is known as h-refinement and increas-
ing the order of the interpolant is p-refinement. The order of the interpolant
for uncertainty propagation is increased by using higher order Taylor Series
Expansions [103], using more sigma points [9], or using a PCE [75]. Selec-
tively modifying both the size and number of elements, and the order of the
polynomial interpolant is hp-refinement [27, 46]. Splitting the initial Gaussian
distribution into Gaussian distributions with a smaller differential entropy is
analogous to h-refinement. Using a higher order accurate method of propa-
gating the uncertainty of a single Gaussian element is p-refinement. A proof
of concept is presented here to demonstrate that a hp-refinement method of
using PCE for the propagation of a GMM is applicable for orbit uncertainty
propagation by increasing accuracy while having a lower computational cost
than an MC simulation.
The organization of this chapter is as follows: first a summarized back-
ground is provided for PCE in Section 3.2. Next, the combined GMM-PC
is presented in Section 3.3. Then the performance of GMM-PC is compared
to PCE for three highly nonlinear orbit uncertainty propagation cases in Sec-
tion 3.4. Finally, conclusions are provided from these results in Section 3.5.
3.2 Polynomial Chaos Expansion
For a PCE, the uncertainty in variables through a transformation is
represented by a linear combination of orthogonal polynomials. The main rea-
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son for using PCE is to efficiently generate samples from the post-propagated
uncertainty distribution. For extremely non-Gaussian distributions, millions
of samples are required from a Monte Carlo simulation in order to accurately
capture the PDF. A PCE, or any other surrogate model, replaces the true non-
linear function by a function that is less computationally intensive to evaluate.
Therefore, the combined computation time required for creating the surrogate
model, i.e. computing the coefficients of the orthogonal polynomials, and for
generating the required number of samples is less than the computation time
of a Monte Carlo simulation with the original function.
Let u(ξ, t) be a second order random process which is a function of time
and a random variable ξ ∈ Ω where u(ξ, t) : (Ω× R+) → R1, then u(ξ, t) can










Where ci(t) ∈ R are the ith coefficient associated with the ith orthogonal
polynomials Ψi. The orthogonal polynomials Ψi and their coefficients ai,j are
defined as being orthogonal w.r.t. the following inner product:∫
Ω
Ψm(ξ)Ψn(ξ)p(ξ)dξ = 0, m 6= n (3.2)
where p(ξ) satisfies the properties of a PDF over the domain Ω i.e. ξ ∈ Ω. In
the Weiner-Askey [137] scheme the orthogonal polynomial type is determined
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by p(ξ) for classical PDFs. In general, the aPCE scheme can account for cases
where p(ξ) are not classical but arbitrary PDFs by determining the orthogonal
polynomials using the raw moments of the distribution [101]. In this work the
initial distribution is assumed to be Gaussian and therefore, probabilists’ Her-
mite polynomials are chosen according to the Wiener-Askey [137] scheme. The
weighting function for the probabilists’ Hermite polynomials is proportional
to the standard normal distribution:
p(ξ) = e−ξ
2/2 (3.3)




Equation (3.4) is used derive nth-order orthogonal polynomials given ψ∗0 = 1







The orbit uncertainty propagation problem is a multivariate problem
and therefore, requires orthogonal multivariate polynomials. A multivariate
Gaussian distribution can be converted to a product of IID standard normal
distributions. Multivariate polynomials are generated from a set of indepen-
dent random variables and created using the multi-index notation. The multi-
index vectors, αi ∈ Rn, contain the orders of the d univariate polynomials
that are combined in a tensor product to produce multivariate polynomials.
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If the output is a vector function of dimension m, m×L coefficients ci(t) have
to be solved for.
In practice, Eq. (3.1a) is approximated by truncating the infinite se-






It has been shown that for analytic functions the truncated approximate PCE,
ū(ξ, t), given above converges exponentially to the second order process u(ξ, t)
in the L2-norm sense [137], i.e., E
[
(ūL(ξ, t)− u(ξ, t))2
]
→ 0 as L→∞.
The coefficients ci(t) determine the response surface of the surrogate
model consisting of the Hermite polynomials. Two methods of finding these
coefficients are the intrusive and the non-intrusive methods. The intrusive
method requires knowledge of the full nonlinear function that determines the
evolution of the random vector of inputs. The truncated polynomial expan-
sions are introduced into the model equations and solved using a Galerkin
projection of the equations on the polynomial space. A system of equations
is then solved for ci(t). The intrusive method cannot be used with black-box
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dynamics because existing codes have to be rewritten to form additional dif-
ferential equations for ci(t) and therefore, is not considered in this work. The
intrusive method is analogous to integrating the analytical Jacobian of the
dynamics to compute the first-order STM. The non-intrusive method does not
require any knowledge of the propagation function and is analogous to using
one of the numerical differencing methods for computing the STM. Given that
the system can be solved for a sample initial condition, the projection prop-






where p(ξ) is the PDF of ξ ∈ Ω. The coefficients can be computed by a
quadrature numerical approximation of Eq. (3.9), MC sampling, or with Least
Squares (LS) regression. The results in this chapter use LS regression for
computing the coefficients. Both LS and MC methods for numerically approx-
imating Eq. (3.9) are based on random sampling. The quadrature methods
on the other hand, require deterministic precomputed nodes and weights. All
non-intrusive methods generate sample points from ξ ∼ N(0d, Id×d). A square-
root factor of the covariance matrix linearly converts ξ from an IID variable
to the initial multivariate Gaussian distribution.
For LS regression, N random samples are generated for ξ. The coeffi-
cients minimize the squared difference between the propagated sample points
and the PC expansion.














Equation (3.10) is solved by rewriting into the traditional LS form using the
following matrix containing the L multivariate polynomials evaluated at the
N nodes:
Ψ =
 Ψα1(ξ1) . . . ΨαL(ξ1)... . . . ...
Ψα1(ξN) . . . ΨαL(ξN)
 (3.11)










The LS method suffers from the curse of dimensionality where the combination
of increasing problem dimension and order of the polynomial scale the number
of required evaluations in a factorial manner. For an n-dimensional input state
with univariate polynomials of maximum order `, the number of terms L in
the multivariate polynomial is computed using Equation (3.6). The number of
terms in a six-dimensional multivariate polynomial as a function of ` is shown
in Figure 3.1.
The LS regression method requires approximately 2L sample points
to solve for the coefficients [69]. However, if many coefficients have a small
value, compressive sensing techniques can generate a sparse representation
of c(t) = [c1(t), . . . , cL(t)]
T so that N < L function evaluations suffice. To
generate a true sparse representation of c(t), the L0 norm of c(t) has to be
minimized subject to the L2 norm conditions between the function evaluations
and the PC solution. However, minimizing the L1 norm instead of the L0 norm
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of c(t) converts the problem into a convex optimization problem that can be
solved with common solvers [58, 57].
A full tensor product for the multivariate quadrature requires N = ld
function evaluations and therefore, also suffers from the curse of dimensional-
ity. Sparse grids compute quadrature nodes using sparse tensor product and
therefore, reduce the number of function evaluations to N < `d for high di-
mensions. The number of function evaluations required for using a full tensor
product quadrature rule and two different sparse grids, Smolyak [120] and
Genz-Keister [55], is shown in Figure 3.1. LS regression is used in the current
chapter, which uses N = 2L function evaluations, where L is computed using
Equation (3.6).


























Figure 3.1: Terms required for multivariate polynomials and the number of
quadrature points for a 6 dimensional input state. The LS regression requires
2L points
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3.3 Gaussian Mixture Model Polynomial Chaos
The Gaussian Mixture Model Polynomial Chaos (GMM-PC) approach
is used to approximate the distribution of the following nonlinear function:
y = f(x), x ∼ N(µ,P) (3.13)
where x ∈ Rd and y ∈ Rd2 . For a pure state propagation problem with only
state uncertainty, the nonlinear problem is:
xk+1 = fk(xk, tk, tk+1), xk ∼ N(µk,Pk) (3.14)
where xk denotes the state of the system at time index k or time tk and fk(·)
is a nonlinear function. This system is assumed to have Gaussian initial errors
with mean and covariance µk and Pk respectively. A PCE forms a surrogate
model, which is sampled to approximate the distribution of xk. From Eq. (3.6)
the number of terms L that are required to achieve a given order ` for the PCE
approach grows factorially with dimension d, therefore it becomes increasingly
difficult to increase the order of accuracy for higher dimensional problems.
This provides a strong incentive to use the lowest order PCE possible, subject
to an acceptable accuracy level. The GMM-PC reduces the order of the PCE
by splitting the initial Gaussian distribution into a GMM. Each weighted Gaus-
sian element is further propagated through the nonlinear function using PCE.
The non-Gaussian behavior of the PDF post-propagation depends primarily
on the nonlinearity of the function over the domain of the initial uncertainty.
Splitting the initial Gaussian distribution into smaller distributions, decreases
the size of the initial uncertainty of each element. Splitting reduces the non-
linearity of the function by reducing the domain of each element, requiring
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lower order polynomials to achieve desired accuracy. However, increasing the
number of splits in the initial distribution increases the required function eval-
uations linearly, whereas a reduction in order decreases the number of function
evaluations factorially.
The Multi-Element generalized Polynomial Chaos (ME-gPC) method [135]
also decomposes the PDF into smaller subdomains by partitioning the support
of the initial PDF. For a Gaussian initial distribution, the subdomains of the
ME-gPC method have a non-classical distribution seen in Figure 3.2. There-
fore, Gram-Schmidt orthogonalization is required to form the polynomials for
this non-classical distribution, this is in effect an aPCE technique over the
subdomains [101]. Because each element in the GMM-PC technique is itself a
Gaussian distribution, standard Hermite polynomials are used, which greatly
reduces the complexity of the code over the ME-gPC because analytical re-
cursive relations exist for Hermite polynomials. In the ME-gPC method, the
initial PDF is exactly represented by the elements, but the numerically com-
puted polynomials are approximations. However, in the GMM-PC method,
the initial PDF is approximated by a GMM but the form of the orthogo-
nal polynomials (coefficients ai from Equation (3.1b)) are available in closed
form. It should be noted that the actual PCE coefficients, which determine the
linear combination of the orthogonal polynomials (coefficients ci from Equa-
tion (3.1a)), are computed using regression.
To construct an N -element GMM-PC for the nonlinear problem from

















Figure 3.2: The difference in a three element refinement of the standard normal






Note that the subscript i denotes the GMM element number. Samples can
be drawn from the GMM in Eq. (3.15) and PCE is used to propagate the
uncertainty of each element through the nonlinear function. For each element,
the square-root matrix Si is a transformation from a reference frame where
the variables are IID.
xi = Siξi + µi, Pi = SiSi
T , ξi ∼ N(0d, Id×d) (3.16)
where i represents the GMM element and d is the dimension of the input
parameters x. A sample from the GMM-PC is generated randomly by the
ith element, where i is determined by a random variable X with a uniform





αk < X ≤
i∑
k=1
αk, α0 = 0 (3.17)
To sample from the GMM-PC, a set of samples X are drawn from U(0, 1) and
a set of i are found from these samples using Eq. (3.17). Then the number
of samples that are drawn from each element in the GMM is determined by
the set of i. Finally, with a desired univariate order `i for each element, the







Ψα1 (ξi) . . . ΨαLi (ξi)
]T
(3.19a)
Ci ∈ Rd2×Li (3.19b)
The matrix of coefficients Ci are computed for each element using Least
Squares.
A univariate example is now considered where a 13th-order normalized
Hermite polynomial expansion is used as the nonlinear function, y = f(x), is




ckψk(x), x ∼ N(0, 1) (3.20)
ck = (−1)k × e−β×k (3.21)
The assigned value of β controls the influence of the higher order coefficients
and a larger value indicates greater nonlinearity. The result of the uncertainty
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propagation through Eq. (3.20) is approximated by PCE (1 element GMM-PC)
and GMM-PC of orders 3 - 10. The two-sample univariate Cramér-von Mises
parameter is used to compare the performance of the PCE and GMM-PC (3,








where FN1(x) is the empirical distribution of the surrogate model with N1
samples, GN2(x) is the empirical distribution of the MC simulation with N2
samples, and HN1+N2(x) is the empirical distribution function of two samples
together. A lower value of CvM implies higher accuracy. The CvM values
for β = 1 and β = 0.1 are computed for increasing number of elements and
PCE order for GMM-PC in Figures 3.3a and 3.3b, respectively. When β = 1,
a one element GMM-PC (standard PCE) is able to accurately capture the
uncertainty of the 13th-order PCE for orders greater than 3 and there is no
benefit of using more elements. The GMM-PC with 3 elements does not
provide accurate results (CvM < 0.3) for any order because of the difference
between the original Gaussian distribution and the GMM approximation. The
behavior of the CvM values resembles a random walk in Figure 3.3a because
the test cannot discriminate between two distributions when they are virtually
identical. When β = 0.1, the benefit of increasing the number of elements is
clearly seen and a GMM-PC with N > 1 outperforms the PCE for ` < 8.
The nonlinearity of the function is large enough that the difference between





































(a). β = 1 (b). β = 0.1
Figure 3.3: Performance of approximating a 13th-order Hermite PCE using
lower order (3 ≤ l ≤ 10) GMM-PC using 1, 000, 000 samples
Approximating the uncertainty propagation through an arbitrary func-
tion using PCE is analogous to approximating a higher order PCE with a lower
order PCE. In case the function is not highly nonlinear, a lower order PCE
is able to approximate the resulting uncertainty with high accuracy and there
is no benefit of using GMM-PC. However, when the nonlinearity is strong,
the benefit of GMM-PC is clearly seen. The computational benefit is greater
as the dimension of the problem increases because the rate of growth of the
number of multivariate polynomials L is factorial with respect to the dimen-
sion. The computational load of GMM-PC can be further reduced if the PCE
order of each element in the GMM-PC is varied proportionally to the element
weight. If the quadrature or cubature methods are used to compute the PCE
coefficients in GMM-PC, the black box function has to be run for the deter-
ministic nodes for each element. In this case, the computational load increases
linearly with the number of elements if each GMM-PC element uses the same
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order of polynomials `.
A novel strategy is now proposed, and later tested in the Results, Sec-
tion 3.4.5, when using the LS method for GMM-PC. The computational budget
for the number of function evaluations is first fixed. Using the same function
evaluations, the coefficients for each GMM-PC are found using Weighted Least
Squares (WLS). For each element, the initial conditions for the function calls
are converted to the uncorrelated reference frame of the element’s covariance
matrix using the square-root.
ξ = S−1i (x− µi), Pi = SiSTi (3.23)
The coefficients are then computed using the standard normal equations for
WLS with an n× n diagonal weight matrix W:






The diagonal elements are the PDF value of normalized d-dimensional input
points with respect to a Gaussian distribution with 0d mean and a covariance
of identity Id×d. To keep the total number of function evaluations fixed, the
order of the PCE for all the elements is no longer the same. The multivariate
order of each element Li is chosen such that Li = floor(M/2) and M is the
number of points ξi that are within a 3σ bound for the current GMM element.
The final issue relates to optimally constructing the GMM approxima-
tion of the initial Gaussian distribution prior to converting each element into
a PCE. In this study, univariate splitting libraries with an odd number of el-
ements are used so that the locations of the means all lie along a single line
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in the d-dimensional space [133]. An initial, optionally lower order, PCE is fit
to find the direction with the highest nonlinearity i.e., the direction in which
the value of the PCE coefficients decays the slowest. If the absolute values of
the coefficients decay rapidly in all directions, there is no reason to switch to
a GMM-PC; otherwise. If the GMM-PC is required due to the nonlinearity,
the univariate splitting library is applied along the identified direction. The
WLS technique can be used to possibly reuse the function evaluations for at
least the central element, which is the most similar to the original Gaussian
distribution. A priori knowledge about the problem can also be used to iden-
tify the directions with highest nonlinearity (e.g. the velocity uncertainty for
orbit propagation).
3.4 Results
Four orbital dynamics test cases that benefit from using GMM-PC are
presented in this section. The first two, and the fourth cases are subject to
Kelplerian motion only: 1) an eccentric Medium Earth Orbit (MEO), 2) a
Molniya orbit, and 4) a circular LEO. The third test case is an object in a
Geosynchronous Transfer Orbit (GTO) under the influence of perturbations.
Cartesian coordinates in the ECI frame are used to express the uncertainties
for the first three cases and EE are used for the last case. The univariate split-
ting library used to generate the initial GMMs is from Chapter 2. The PCE
coefficients are computed using LS where the number of function evaluations
is twice the number of multivariate coefficients, L. The final subsection uses
the WLS GMM-PC technique to reuse function evaluations.
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The RSO uncertainty propagation cases shown here all have post-
propagation PDFs that are spread over a large angular portion of the orbit.
Such large uncertainty spreads might result in a RSO not being trackable by
ground sensors, or in a mislabeling with another RSO. Even if the 3σ PDF
is too large, knowledge of the mean and other statistical information, which
is more accurately available with GMM-PC, only improves the tracking capa-
bility. The accurate PDF information can be combined with state of the art
tracking and Initial Orbit Determination (IOD) techniques such as Bayesian
inference and admissible regions [64], and dynamic sensor steering [63] to re-
gain an accurate estimate of the RSO. Multiple hypothesis filters can then
be used to distinguish between the possibly mislabeled RSOs [38]. In reality,
targets that have a high importance will have frequent measurements that will
ensure the PDF is not large. The SSN is, however, typically not capable of
making ad hoc measurements and therefore, other orbit determining assets
should be used [102].
3.4.1 Medium Earth Orbit
The first test case is a MEO with two-body dynamics propagated for
3 days. The initial state and uncertainty at epoch are found in Tables 3.1
and 3.2. The highest nonlinearity and therefore, the non-convergence is found
along the initial velocity direction for the MEO case.
The coefficient values corresponding to the order of univariate polyno-
mials within the multivariate polynomials from Eq. (3.7) for a one element
GMM-PC are plotted in Figure 3.4. The square-root of the initial covariance
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a e i Ω ω ν
24, 475km 0.5 0◦ 0◦ 0◦ 0◦
Table 3.1: Initial osculating orbit elements for a MEO object
σrR σrI σrC σvR σvI σvC
1 km 1 m 1 m 0.1 m/s 0.1 m/s 0.1 m/s
Table 3.2: Initial uncertainty expressed in the RIC coordinate frame for a
MEO object
is constructed such that ξ1 is along the velocity vector vv. Figure 3.4a shows
that this case is highly non-linear along the velocity direction because increas-
ing the order of the PCE does not result in a fast reduction in the values of
the coefficients. The expansion along the other directions converges, as shown
by the reducing coefficient magnitude in Figure 3.4b. Applying a univariate
split along ξ1 reduces the size of the uncertainty and therefore, polynomials of
a lower order can be used to achieve convergence.
The initial Gaussian distribution is split into a GMM with up to 9
elements along the vv direction. The sum of L of all the elements is used as a
proxy for the computation cost. The GMM-PC is propagated for the desired
flight time of 3 days and is sampled. The CvM values for the samples in
the Radial-Intrack-Crosstrack (RIC) frame with respect to a MC simulation
is shown in Figure 3.5 for a one element GMM-PC and a nine element GMM-
PC . Using only PCE, which is a one element GMM-PC, does not result in a
converged solution with low error for all the univariate directions except for
vI . As the number of splits along the velocity direction is increased, a lower
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(a). ξ1: Velocity direction (b). ξ2 − ξ6: Other directions
Figure 3.4: Coefficient values for the corresponding univariate polynomial or-
ders for the directions of the IID state for a one element GMM-PC used to
propagate uncertainty of an object in MEO. The trend of the maximum values
of the coefficients as the order increases is indicated by the arrow.
computation cost results in a more accurate representation of the uncertainty.
The norm of the CvM values in all the position and velocity directions of the
RIC frame is found in Figure 3.6.
Figure 3.7 clearly shows the accurate representation of the MC simula-
tion by the GMM-PC. Point clouds have a tendency to exaggerate the visual
effect amount of outliers because point density is not easily represented. There
are many outliers present in the pure PCE and GMM solutions, especially in
the radial direction. The GMM approximation is jagged because it is similar
to plotting a circle with only 9 points. Each element approximates a curve
with a line, so the semi minor axis of the post-propagation confidence ellipse



































































(a). PCE (1 element GMM-PC) (b). 9 element GMM-PC
Figure 3.5: Two-sample univariate Cramer-von-Mises metric in the RIC frame
for GMM-PC, split along velocity, with respect to an MC simulation of
1, 000, 000 samples of an object in MEO. L is the total number of coefficients
required per direction for the multivariate polynomial and is analogous to the
compute cost (2L).
3.4.2 Molniya Orbit
The second test case is an orbit from Jones et. al. [75]. The initial
state and uncertainty for the Molniya orbit are found in Tables 3.3 and 3.4.
The orbit is propagated for a flight time of 10 days to compare the final
distributions. This case is known to not converge when Cartesian coordinates
are used to represent the uncertainty [75].
a e i Ω ω ν
26, 562km 0.741 63.4◦ 90◦ −90◦ 0◦
Table 3.3: Initial osculating orbit elements from Jones et. al. [75] for an object
in a Molniya orbit
This case is again highly nonlinear along velocity ξ1, direction because




























Figure 3.6: Two-sample univariate Cramer-von-Mises metric in the RIC frame
for GMM-PC, split along velocity, with respect to an MC simulation of
1, 000, 000 samples of an object in MEO. L is the total number of coefficients
required per direction for the multivariate polynomial and is analogous to the
compute cost (2L).
σx σy σz σvx σvy σvz
10 m 10 m 10 m 1 m/s 1 m/s 1 m/s
Table 3.4: Initial uncertainty expressed in Cartesian coordinates in the ECI
frame for an object in a Molniya orbit
coefficients and the behavior is similar to the behavior in Figure 3.4. The
expansion along other directions converges.
The initial Gaussian distribution is split into a GMM with up to 9
elements along the vv direction. The GMM-PC is propagated for the desired
flight time of 10 days and is sampled. The CvM values for the samples in the
RIC frame with respect to a MC simulation is shown in Figure 3.8. Using only
PCE does not result in a converged solution with low error for all the univariate
directions except for rC . As the number of splits along the velocity direction
is increased, a lower computation cost results in an increased accuracy.
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(a). MC (b). GMM: N = 9
(c). PCE (d). GMM-PC: ` = 6, N = 9
Figure 3.7: 100,000 samples for velocity in the Radial-Intrack plane from the
MC, a PCE, and GMM-PC and GMM simulations with an initial split applied
along vv for the uncertainty propagation of a MEO object
Because only two-body dynamics are used and the initial uncertainty
in the position coordinates is only 10 m, the final distribution is thinly spread
along the orbit. Therefore, the resulting distributions of the MC, PCE, GMM,
and GMM-PC are shown as histograms in the RIC frame of the MC mean in
Figure 3.9. The samples from the 9 element 6th-order GMM-PC clearly form
a good approximation of the MC histograms in all the univariate directions of

































Figure 3.8: Two-sample univariate Cramer-von-Mises metric in the RIC frame
for GMM-PC, split along velocity, with respect to an MC simulation of
1, 000, 000 samples of an object in a Molniya orbit. L is the total number
of coefficients required per direction for the multivariate polynomial and is
analogous to the compute cost.
3.4.3 Geosynchronous Transfer Orbit
The third test case is a GTO with perturbations due to atmospheric
drag, non-spherical Earth of degree and order 8, Solar Radiation Pressure
(SRP), and third-body attraction of the Sun and the Moon. The initial state
and uncertainty for the GTO are found in Tables 3.5 and 3.6. The highest
nonlinearity and therefore, the non-convergent source for the PCE is again the
initial velocity uncertainty and the behavior is similar to Figure 3.4.
a e i Ω ω ν
24, 475km 0.731 7◦ 250◦ 8◦ 0◦
Table 3.5: Initial osculating orbit elements for a GTO object
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σx σy σz σvx σvy σvz
5 m 5 m 5 m 0.5 m/s 0.5 m/s 0.5 m/s
Table 3.6: Initial uncertainty expressed in Cartesian coordinates in the ECI
frame for a GTO object
The CvM values for the samples in the RIC frame with respect to
the MC simulation is shown in Figure 3.10. Using a one element GMM-PC,
does not result in a converged solution in the vI direction. As the number of
splits along the velocity direction is increased, a lower computation cost results
yields a higher accuracy. The behavior of the point clouds and the histograms
are similar to the MEO and Molniya cases, respectively and are therefore not
presented.
3.4.4 Low Earth Orbit
The final test case uses orbit elements to express the state uncertainty.
The initial state and state uncertainty in EE are taken from Horwood et al. [68].
The initial conditions are found in Tables 3.7 and 3.8. The time of flight, how-
ever, is increased to 65.6 hours. The increased flight time makes the uncer-
tainty distribution of the SO wrap around the whole orbit. The major source
of the final uncertainty is the initial semi-major axis uncertainty [68] and the
plot of the coefficients is similar the velocity direction of the previous cases as
seen in Figure 3.4. Splitting the initial distribution along the semi-major axis
direction ensures that the angular spread in the true anomaly of each element
is less than 2π. The orbit uncertainty occupying the full range from 0 to 2π in
the true anomaly is a common occurrence for debris field propagation cases .
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The GMM-PC fitting is carried out in EE but the CvM metric in Figure 3.11
is computed in Cartesian coordinates by converting the EE GMM-PC samples
to Cartesian coordinates. With number of elements N > 1, the GMM-PC
solution converges because the uncertainty in the true anomaly corresponding
to each element is contained within the [0, 2π] range.
a h k p q l
6, 980km 0.0 0.0 0.0 0.0 0.0◦
Table 3.7: Initial osculating orbit expressed in Equinoctial Elements for a LEO
object [68]
σa σh σk σp σq σl
20 km 10−3 10−3 10−3 10−3 0.1◦
Table 3.8: Initial uncertainty expressed in Equinoctial Elements for a LEO
object [68]
3.4.5 Weighted Least Squares Technique
Apart from the naive GMM-PC approach, the WLS approach is used
for the first three orbit uncertainty propagation cases, which use Cartesian
Coordinates. The number of function evaluations are held constant and the
number of elements in the GMM-PC is increased and the PCE order of each
GMM-PC element is adapted based on the number of evaluation nodes avail-
able in its 3σ range. The WLS approach is suboptimal compared to the stan-
dard LS method because the function is not reevaluated for each element and
the order decreases further from the central element. However, the accuracy
is better than the standard PCE approach as seen in Figure 3.12.
97
Figure 3.9: Histograms in the RIC frame of 1,000,000 samples from the MC ,
a PCE, and a GMM-PC and GMM with an initial split applied along vv for
































Figure 3.10: Two-sample univariate Cramer-von-Mises metric for PCE and
GMM-PC, split along velocity, with respect to an MC simulation of 1, 000, 000
samples. L is the total number of coefficients required per direction for the





























Figure 3.11: Two-sample univariate Cramer-von-Mises metric for PCE and
GMM-PC, split along the semi-major axis, with respect to an MC simulation























N = 1 LS






















N = 1 LS





























N = 1 LS






Figure 3.12: Two-sample univariate Cramer-von-Mises metric for PCE and
Weighted Least Squares GMM-PC, split along velocity, with respect to an
MC simulation of 1, 000, 000 samples.
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3.5 Conclusion
A Polynomial Chaos Expansion forms a surrogate model for uncertainty
propagation through a nonlinear function, which is computationally more effi-
cient to sample from, compared to a full Monte Carlo simulation. The perfor-
mance of the PCE method depends on the nonlinearity of the function and the
size of the initial uncertainty. For the four cases of uncertainty propagation
shown here, increasing the order of the PCE results in slow convergence and
a large computation cost. Splitting the initial Gaussian distribution into a
GMM with the means of the weighted Gaussian distributions along the most
influential direction (initial velocity vector for the Cartesian Coordinates cases
and semi-major axis for the EE case presented here) reduces the uncertainty
along that direction. Therefore, a more accurate description of the propa-
gated uncertainty is found at a lower computation cost, compared to simply
increasing the order of the PCE. However, the GMM-PC technique is mostly
recommended for scenarios where a PCE does not converge, as is the case for
orbit problems with large propagation times, large initial uncertainties, and
highly eccentric orbits. The weighted least squares method for computing the
coefficients of the PCE is capable of reusing the function evaluations so that
accuracy of the GMM-PC method can be increased without increasing the
computational load.
A limitation of the current implementation of the PCE and GMM-PC
techniques is that additional uncertainty cannot easily be introduced into the
propagation problem. Therefore, the current implementation is not amenable
to adding process noise or modeling unknown maneuvers during the predic-
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tion phase in RSO tracking. An unknown maneuver could be modeled by
appending the maneuver to the state vector and increasing the dimension of
the problem. With PCE, different types of PDFs can be easily combined as a
tensor product if the distributions are independent. Therefore, even a uniform
distribution can be used to model the maneuver. The types of polynomials are
proven to exponentially converge for selected initial distributions, i.e. Hermite
for Gaussian distributions [137]. Using a different type of polynomial should
only result in a slower convergence. Therefore, for cases with low to moderate
process noise, the GMM-PCE using Hermite polynomials might still converge,
albeit at a slower rate.
Comparing uncertainty propagation to FEM makes the GMM-PC method
an hp-refinement method where the order of the PCE and the number of splits
are independently adapted. The GMM-PC technique is easier than the ME-
gPC to implement because the PDF of each element remains Gaussian. There-
fore, Hermite polynomials are used instead of developing a gPC framework to
find orthogonal multivariate polynomials with respect to arbitrary PDFs. In
ME-gPC, errors may creep into the computation of the orthogonal polynomi-
als, while the error in the GMM-PC technique arises due to the approximation
of the initial PDF with a finite number of GMM elements. Hence, the best
possible performance of the GMM-PC has an upper bound which is equivalent
to the approximation accuracy of the GMM splitting library. For extending a
PCE implementation to the GMM-PC, only the weights, means, and standard
deviations of a univariate splitting library are required, which are previously
archived and stored in a tabular manner in the work presented in Chapter 2.
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Chapter 4
Monte Carlo Collision Probability on the
Graphics Processing Unit
Chapters 2 and 3 show the propagation of uncertainty in Phase I of
Figure 1.7 on page 12. The focus of this chapter is on computing the collision
probability in Phase II. Fast and accurate collision probability computations
are essential for protecting space assets. Monte Carlo (MC) simulation is the
most accurate but computationally intensive method. A Graphics Processing
Unit (GPU) is used to parallelize the computation and reduce the overall
runtime. Using MC techniques to compute the collision probability is common
in literature because it is the benchmark. An optimized implementation on the
GPU, however, is a challenging problem and is the novel contribution of this
chapter. The MC simulation takes samples from the uncertainty distributions
of the Resident Space Objects (RSOs) at any time during a time window
of interest and outputs the separation at closest approach. Therefore, any
uncertainty propagation method may be used and the collision probability
is automatically computed as a function of RSO collision radii. Integration
using a fixed time step and a quartic interpolation after every Runge Kutta
step ensures that no close approaches are missed. Two orders of magnitude
speedups over a serial CPU implementation are shown, and speedups improve
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moderately with higher fidelity dynamics. The tool makes the MC approach
tractable on a single workstation, and can be used for a final product or for
verifying surrogate or analytical collision probability methods.
4.1 Introduction
The collision probability computation of two RSOs depends on the size,
shape, trajectory, and the uncertainty associated with all the aforementioned
parameters. A common assumption that makes the problem more tractable is
that both RSOs are spheres and therefore, using a 3 degree of freedom (DOF)
simulation is sufficient. The collision probability is then the probability that
the two RSOs have a separation less than or equal to the combined radii
at any point in time. Therefore, an integral part of the collision probability
computation is parameterizing the intersection of the time varying 3D position
probability distribution functions (PDFs) of two RSOs over a specified time
window.
The most accurate, but computationally intensive method of comput-
ing the intersection of the PDFs of the two RSOs is to use Monte Carlo (MC)
simulations. MC simulations require millions of samples from the PDFs of
the primary and secondary RSOs. These samples are propagated over the
time window of interest and the collisions are recorded. MC simulations are
very general and no assumptions are required, but they can be very inefficient.
Computationally less intensive techniques exist when a few assumptions are
made about the conjunction. If the RSOs are spherical with a Gaussian uncer-
tainty distribution in Cartesian coordinates, and the RSOs have independent
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PDFs, then the collision probability is calculated with a low computation
cost [40].
The collision probability is computed in this chapter using the accurate
MC method on the GPU. The speedups due to GPU parallelization for tra-
jectory propagation have been demonstrated for a PF [117] and for trajectory
propagation [98, 25]. Each sample in the MC simulation is 12 dimensional and
consists of one six-state from the PDF of the primary RSO and one six-state
from the PDF of the secondary RSO. The output of the simulation is the
closest approach between a primary and a secondary RSO sample during the
time period of interest. Any PDF representation of the RSOs, such as PCE
from Chapter 3 orbit elements, may be used. The GPU tool only requires the
samples of both RSOs at the same instant in time within the time window
of interest. The MC simulation is then an embarrassingly parallel problem.
The massive parallelism present in the current problem is well-suited for the
GPU architecture. MC collision probability computation has been presented
by Alfano [16] and the effect of perturbations has been studied by Sabol et.
al. [113]. Brown et al. [31] used GPUs to compute conjunctions in a space
catalog, but not for a collision probability computation. The advantage of
GPU based parallelism lies in its single user capability without the need for
expensive CPU clusters. Attractive compute speeds are realized on the GPU
without sacrificing accuracy. However, GPU programming requires more de-
velopment time and is less portable when compared to CPU programming due
to the more complicated memory hierarchy [127]. The main contribution of
the MC implementation presented in this chapter is the optimization for the
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GPU.
Computing the collision probability with the MC method is first pre-
sented in Section 4.2. An emphasis is placed on the GPU implementation of
a new interpolation method used to find the closest separation between the
RSO trajectories. In Section 4.3, the interpolation is validated and tested, the
speedups gained by using the GPU are presented, and the effect of perturba-
tions on two conjunction scenarios is shown. Finally conclusions are drawn
from these results in Section 4.4.
4.2 Monte Carlo Collision Probability
The collision probability is considered here to be the probability that
two RSOs will collide over a given time period of interest t ∈ [ta, tb]. To
make the computation tractable, the two RSOs are assumed to be spherical.
Therefore, a 3 degree of freedom (DOF) simulation suffices. The probability
of collision is the probability that the two RSOs have a separation less than or
equal to their combined hard body radius, Rmin at any instant of time within
the time window of interest. It is assumed that the 6 dimensional PDFs of
state uncertainties of both RSOs are available at the same time t∗ within the
time period of interest, i.e. t∗ ∈ [ta, tb], and that these PDFs can be sampled.
Therefore, the PDF can be represented by any technique: mean and covariance
matrix, PCE, GMMs, etc. Orbit elements can also be used to express the PDF
as long as the samples are converted Cartesian coordinates.
The probability is approximated with MC techniques by generating
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millions of point pairs where the number of samples is denoted as NMC . One
six-state from the primary and one six-state from the secondary RSO’s PDFs
constitute a point pair. The output is a vector containing all the minimum
separations between each point pair rmin. A counter, nc is first initialized at
0. Each point pair is propagated over the time window, t ∈ [ta, tb], and if
the separation at any time is less than or equal to Rmin, nc(rmin ≤ Rmin) is
incremented by 1. Finally, the probability of collision is:
PcMC (Rmin) = nc(Rmin)/NMC (4.1)
A simple loop over the vector of minimum separations of all the pairs is re-
quired to recompute the probability of collision when Rmin is changed, which is
a negligible computational effort compared to computing the close approaches.
The generality of the MC method with respect to changing Rmin is beneficial
because the change in the collision risk as a function of the hardbody radius
is readily available. When other collision probability methods such as linear
collision are used, the entire simulation is repeated.
There are two options for generating the NMC pairs:
• One-on-one: NMC samples from the primary RSO PDF and NMC sam-
ples from the secondary RSO PDF
• All-on-all:
√
NMC samples from the primary RSO PDF and
√
NMC sam-
ples from the secondary RSO PDF
A diagram emphasizing the difference between the one-on-one and the all-on-
all approaches is shown in Figure 4.1. The one-on-one approach is preferred
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on the GPU and is the only method implemented here. None of the samples
are repeated and are completely independent for the one-on-one approach. In
the second approach, a sample from one of the RSOs is compared to all the
samples from the other RSO. The first method is more accurate because an
outlier only affects one pair. In the second method, however, the same outlier
affects
√
NMC pairs. The all-on-all approach has a lower computational cost
and a larger memory footprint in case the ephemerides of the samples over the
time window of interest are stored. The cost of this exchange is an increase in
the complexity of the code and the loss of statistical rigor. If an MC simulation
is used to capture the evolution of the PDF prior to the time window of interest,
the all-on-all approach can be beneficial for reducing the computation time by
drastically reducing the number of samples required for propagation. The
all-on-all approach can be used with the present GPU implementation if the
combinations are prepared by another tool and provided as a one-on-one input
to the GPU.
a. One-on-one b. All-on-all
Figure 4.1: Samples from the primary (blue) and secondary (red) RSOs re-
quired for a MC simulation with NMC samples in the one-on-one and the
all-on-all approaches
Explicit Runge Kutta (RK) integration is used to propagate the tra-
jectories. Due to the possibility of high relative velocities during conjunctions,
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close approaches are easily missed. Primary and secondary RSOs have rela-
tive velocities greater than 1 km/s, however, Rmin is a generally a few meters.
Generating dense ephemerides using small integrator step sizes is a computa-
tionally inefficient method of finding the close approaches. A more efficient
approach is to interpolate on the separation between the two RSOs r. The
interpolation technique and the MC simulation implementation on the GPU
are now presented.
4.2.1 Interpolation
Each step of the RK integration takes the state of the RSO from t = tk
to t = tk+1, where the time step size is ∆t = tk+1 − tk. The relative position,
velocity, and acceleration for the two RSOs is defined as:
r(t) = rS(t)− rP (t) (4.2a)
ṙ(t) = ṙS(t)− ṙP (t) (4.2b)
r̈(t) = r̈S(t)− r̈P (t) (4.2c)
The aim is to find the minimum of the separation r(t) with t ∈ [tk, tk+1] where:
r = ‖r‖2 (4.3)
Instead of iteratively finding the minimum by using methods such as bisection,
the minimum separation is computed using interpolation. The interpolation
methodology is largely based on the method presented in Alfano’s paper [16]
for finding close approaches. Due to the GPU implementation, a different
interpolating polynomial is used here and the interpolation is carried out after
each RK step.
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At each RK step, the position, velocity, and acceleration at tk are
known. However, only the position and velocity are known at tk+1. The
acceleration could also be computed at the end of the step and used to ini-
tialize the next RK step. The transfer of the acceleration, however, requires
additional expensive bookkeeping and memory transactions (on the GPU).
The five known quantities before and after the RK step are sufficient for a
quartic interpolating polynomial for the separation.
Instead of constructing the polynomial for r(t) with t ∈ [tk, tk+1], a nor-
malized polynomial for r2(τ) is constructed with τ ∈ [0, 1]. The transformation





t(τ) = τ(tk+1 − tk) + tk (4.4b)
Due to the linear mapping between t and τ , the functions of t and their
derivatives are:














(∆t)2 = f̈ (τ∆t+ tk) (∆t)
2 (4.5c)
The linear mapping into the normalized domain is also valid for ∆t < 0, i.e.
integration backwards in time. Values for the square of the separation and its
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derivatives are [16]:












r̈T r + ṙT ṙ
)
(4.6c)
Equation (4.5) is used to normalize the function and derivatives to get d(r2)/dτ
and d2(r2)/dτ 2 with τ ∈ [0, 1].
A new normalized interpolating quartic polynomial for a function y(τ)
with the domain τ ∈ [0, 1] is now constructed. The known quantities are y(0),
y′(0), y′′(0), y(1), and y′(1), which is the information about the position that
is readily available from an RK step. A diagram of an arbitrary function and






Figure 4.2: Function y(τ) with the information available for computing a
quartic interpolating polynomial
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2 + a1τ + a0 (4.7a)
a4 = 3y(0)− 3y(1) + 2y′(0) + y′(1) + y′′(0)/2 (4.7b)





a0 = y(0) (4.7f)
The polynomial is similar to a Hermite interpolation polynomial, however it is
one-sided since more information about the original function is used at τ = 0
compared to τ = 1. The performance of the quartic interpolation polynomial
y∗(τ) from Eq. (4.7) on a quintic polynomial y(τ) is shown in Figure 4.3. The
error at y(0), y(1), y′(0), and y′(1) are all 0 because of the boundary conditions
imposed on y∗(τ). The boundary conditions are more accurate at τ = 0 than
at τ = 1 and therefore, the approximation error is usually higher in the range
τ ∈ [0.5, 1] than in τ ∈ [0, 0.5). A similar behavior is seen in the approximation
of y′(τ) by y′∗(τ), however, the error is usually 0 somewhere in τ ∈ (0, 1) and
typically when τ > 0.5.
Using Eq. (4.7), a quartic interpolation of r2(τ) is constructed using
the boundary conditions from Eqs. (4.2-4.6) and the normalizing conditions
of Equation (4.5). Finding the closest approach between a time step, i.e.
mint∈[tk,tk+1] r(t), is analogous to finding the minimum of r
2(τ) in the range
τ = 0 to τ = 1, i.e. minτ∈[0,1] r
2(τ). The quartic interpolation polynomial for
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a. y(τ), y∗(τ), and their derivatives
b. Approximation error in y(τ) and
y′(τ)
Figure 4.3: Approximating the quintic polynomial y(τ) = 4τ 5+τ 4+τ 3+4τ 2+1
by the quartic polynomial y∗(τ) = 9τ
4 − 3τ 3 + 4τ 2 + 1 in τ ∈ [0, 1]
r2(τ) is denoted r2∗(τ). The minimum of r
2(τ) occurs when the first derivative
is 0 and the second derivative is positive. Therefore, the roots of the cubic
polynomial for (r2∗)
′ are computed. Only real roots in the range τroot ∈ [0, 1] are
possible candidates because the polynomial is constructed to only approximate
the true r2(τ) in the range τ ∈ [0, 1]. According to Alfano [16] there is no real
root for the cubic polynomial y(τ) = a3τ
3 + a2τ
2 + a1τ + a0 when:
min (a1, a1 + a2, a1 + a2 + a3) > −a0, a0 > 0 (4.8a)
max (a1, a1 + a2, a1 + a2 + a3) < −a0, a0 < 0 (4.8b)
For cubic polynomials, there is a possibility of having only one real root and
a possibility of having three real roots. For each real root in τRR ∈ [0, 1], the
quadratic polynomial for (r2∗)
′′ can be computed to check if it is a maximum or
a minimum. Another option is to simply compute r2∗(τRR) at all the roots and
compare them with boundary condition on r2(τ) to determine if it is indeed a
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minimum. The latter option is used in this chapter.
Once the roots are found, there are two options for computing rmin.
The obvious option is to evaluate the previously constructed quartic poly-
nomial r2∗(τ) at τ = τRR and then take the square-root. The more accurate
option, which is used here is to construct three additional quartic interpolating
polynomials x∗(τ), y∗(τ), and z∗(τ) where:
x = xS − xP (4.9a)
y = yS − yP (4.9b)
z = zS − zP (4.9c)







The entire interpolation procedure is outlined in Algorithm 1.
4.2.2 GPU Implementation
A GPU has hundreds of processors that run simultaneously. Each
processor is weak compared to a single CPU, but as a whole, the GPU has
the capacity for a significant increase in floating-point operations per second
(FLOPS). Each GPU processor must carry out the same instructions in order
to achieve noticeable speedups due to the architecture. Memory transactions
are also more expensive than on CPUs and need to be thoroughly optimized.
Therefore, some design choices have to be made differently for a code that
efficiently runs on the GPU. In order to maintain the same computation load
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Algorithm 1 Interpolation over 1 RK step
1: Input: rP (tk), ṙP (tk), rS(tk), ṙS(tk), ∆t


















4: Compute r2min = min(r
2(tk), r
2(tk+1))
















tions (4.4) and (4.5)
6: Compute Normalized quartic interpolating polynomial r2∗(τ) with τ ∈
[0, 1] using Equation (4.7)





8: if Real root exists in τ ∈ [0, 1] (Equation (4.8)) then
9: Compute Number of real roots NRR: NRR = 1 or NRR = 3)
10: Compute Real roots: τRRi , i = 1, . . . , NRR
11: Compute Quartic polynomials for x∗, y∗, and z∗ using Equa-
tions (4.5), (4.7), and (4.9)
12: for i← 1, NRR do
13: if 0 < τRRi < 1 then
14: Compute r2(τRRi) using Equation (4.10)




16: Compute rmin =
√
r2min
17: Output: rP (tk+1), ṙP (tk+1), rS(tk+1), ṙS(tk+1),tk+1 , rmin
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for each of the GPU threads and to minimize the memory transactions, the
following design choices are implemented:
1. Each thread propagates its trajectory over the entire time window t ∈
[ta, tb] and only outputs the closest separation rmin, i.e. mint∈[ta,tb] r(t)
2. A fixed step RK4 integration is used with the same time step for all
samples
3. The one-on-one approach to PDF sampling is used
The first choice ensures that all the samples are propagated from ta to tb
and the samples from the PDFs of both RSOs can be provided at any time
ta ≥ t∗ ≤ tb . An added benefit of searching over the entire space and only
returning the closet separation is that the combined hard body radius Rmin is
not a necessary input. Hence, the probability of collision is easily computed
for various values of Rmin in a small post processing step as shown in Figure
4.4. On a CPU implementation, the computation time could be reduced by
supplying the algorithm with Rmin and moving to the next sample as soon
as r(t) < Rmin. Propagating over the entire time window also ensures that
multiple close approaches are easily considered.
Using a fixed step integration ensures that the same number of function
evaluations are carried out for all samples. For a GPU employing millions of
threads, the wall clock time for the entire batch is determined by the thread
with the highest load. Therefore, if the MC is performed with a single batch








































Figure 4.4: Effect of changing the Rmin on the probability of collision for cases
from Alfano’s paper [17]
step integration is also essential for the interpolation technique as the RK steps
for both RSOs should be identical in time. A sample is considered to be a 12
dimensional state where:




The time step size for the integration depends on the step sizes (dictated by
the dynamics) required for the primary and secondary RSOs, and the step size
necessary for the accurate interpolation. The optimal step size is the smallest
of the three candidate sizes.
Finally, the one-on-one approach is used because it is more exact and
the samples can be discarded without storing any ephemerides. It should be
noted that the all-on-all approach can always be set up as the one-on-one
approach by appropriately arranging the samples.
Generating the samples is handled by the CPU and therefore, the GPU
only requires the pairs. The benefit of separating the sampling algorithm from
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the GPU MC routine is that any surrogate model can be used to generate the
samples of the two RSOs without changing the GPU implementation.
For RSOs in Earth orbit it is typical to take into account a static gravity
field model, atmospheric drag, third body attraction of the sun and the moon,
and solar radiation pressure (SRP). Therefore, the acceleration model for the
RSO investigated in this study is:
aFull = a2Body + aJ2 + amascon + aDrag + aSun3B + aMoon3B + aSRP (4.12)
Mass concentrations (mascons) are an alternate method to Spherical Harmon-
ics (SH) for capturing the static non-spherical gravity effects of the central
body. Mascon approximations of varying fidelity have been previously devel-
oped for the Earths gravity field ranging from 120 mascons (8 x 8 SH field)
to 30,720 mascons (56 x 156 SH field) [112]. Each mascon has a position in
the rotating Earth-fixed reference frame, and an associated gravitational pa-
rameter. The perturbing acceleration is the sum of the acceleration of the
RSO due to each mascon. For numerical accuracy, the mascon acceleration
does not include the main two-body and J2 accelerations. On a CPU, SH and
mascons have approximately the same computational load [112]. On the GPU,
however, they are much simpler to implement. The other perturbation sources
implemented are low fidelity for the current implementation. Note that the
significance or necessity of including higher fidelity dynamics is lessened as the
time window of interest is shortened. It is therefore important to note that
typical encounter windows are minutes or hours. Furthermore, any perturba-
tion added acts on both RSOs. In this study, a cannonball drag model is used
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with an exponential atmosphere. The lunisolar ephemerides are third order
analytical equations from Vallado’s book [128]. The SRP computations also
use a simple cannonball model.
The GPU memory is separate from the CPU and the initial conditions
for the MC simulations have to first be transferred to the global memory of
the GPU. The transfer speed is limited by the CPU-GPU Peripheral Com-
ponent Interconnect Express (PCIe) bandwidth. The number of MC initial
conditions that fit on the GPU NMCGPU is limited by the global memory of
the GPU. In case NMCGPU < NMC , the transfers and computations are split
into batches of NMCGPU so that the initial conditions fit on the GPU. A simple
memory layout of GPU in Figure 4.5 shows only the memory locations used
for the MC computation. For the computations on the GPU, the threads ac-
cessing the global memory is the slowest of the internal transfers. The fastest
memory access is with the registers available to each thread. The registers
are extremely small and can only fit 63 32-bit words in a GPU with CUDA
compute capability 2.0. Newer GPUs with compute capability 3.5 and higher
can fit 255 32-bit words. If the internal computations of the threads require
more memory than can fit on the registers, additional local memory is used.
Using the local memory, which is private per thread but resides on the global
memory and passes through a L2 and L1 cache, is known as register spilling.
Register spillage can hurt performance due to the increased memory traffic
and instruction count. The final relevant memory type is constant memory,
which is cached memory that is read only for the threads. In the current GPU
implementation, the lookup tables for the exponential atmosphere model are
119



























Figure 4.5: Memory layout of the GPU
including the intermediate stages and the interpolation always causes register
spillage. To reduce the performance hit, the L1 cache size is increased and
the shared memory size is decreased by using the command: cudaDeviceSet-
CacheConfig(cudaFuncCachePreferL1). Shared memory is not used in this
implementation and therefore, reducing its size is not a problem. Another
constraint of the register spillage is that a high order RK integration becomes
prohibitively slow. The classical fourth order Runge-Kutta (RK4) method
with four intermediate stages has a low memory load because only one inter-
mediate stage has to be stored. For higher order RK methods, however, all
the intermediate stages have to stored because they are used multiple times,
which results in a high memory spillage and a large hit on performance. Us-
ing a lower order RK integration is not detrimental to the overall application,
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however, because interpolation sets a upper limit on the size of the maximum
time step, as seen in the Results section.
4.3 Results
The performance of the GPU implementation of the collision proba-
bility computation is now tested. Any uncertainty propagation method can
be used with the GPU MC tool as long as samples are generated. Figure 4.6
shows the collision probability computed by generating samples from the un-
certainty distribution propagated using a Gaussian distribution in Cartesian
coordinate, a Gaussian distribution in Equinoctial Elements, and an 8th order
Polynomial Chaos Expansion in Cartesian coordinates. The PDFs of both the
Primary RSO at tCA is non-Gaussian in Cartesian coordinates and therefore,
the accuracy of the propagation method has a noticeable effect on the collision
probability.
The accuracy of the quartic interpolation for computing the close ap-
proaches is first investigated. The speedups due to the parallel processing on
the GPU are then presented. The exact same collision probability algorithm
is computed on the GPU and the CPU to calculate the speedups for the sake
of consistency. It should be noted that CPU implementation could be sped
up by using a different interpolation technique, variable step integration, etc.
Finally, the effect of perturbations on the collision probability is investigated















































a. Probability of collision
b. Error due to the use of surrogate
models
Figure 4.6: Case 7 from Alfano’s [17] paper using two-body dynamics with the
standard deviation of the in-track velocity of the primary RSO increased by a
factor of 30. 10,000,000 samples are generated at tCA using MC, a Gaussian
distribution in Cartesian coordinates, a Gaussian distribution in EE, and an
8th order PCE in Cartesian coordinates.
4.3.1 Validation of Close Approach Interpolation
The interpolation is tested to find the optimal RK step sizes for the
interpolation. One million encounter geometries are randomly generated by
first creating the state of the primary RSO at the time of closest approach
tCA, i.e. r(tCA) = rmin. The secondary RSO’s state relative to the primary
is then created in spherical coordinates. The resulting geometry is shown in
Figure 4.7a. Given a time step size ∆t and the time fraction tfrac, the states
are propagated back in time to t0 using two-body dynamics:
tCA = t0 + tfrac ×∆t (4.13)
Two-body dynamics are used to ensure that the exact motion of the RSOs
over the time step is known. The accuracy of the interpolation is calculated
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by computing the error in rmin for each sample. The time fraction and its
relation to the time step size is shown in Figure 4.7b. The acceleration due
to perturbations is orders of magnitude lower than the two-body acceleration




















a. Generating primary and secondary
RSO states
b. Time step and the temporal
location used for the encounter
Figure 4.7: Spatial and temporal setup of random encounters
The state of the primary RSO is sampled from a Uniform distribution
of Keplerian orbit elements with a few constraints shown in Equation (4.14).
The state of the secondary RSO is generated by creating a random relative
state in spherical coordinates, centered at the primary RSO as shown in Equa-
tion (4.15). The radial velocity is chosen to be 0 and the radial acceleration
d2(r2)/dt2 is constrained to be positive to ensure that the secondary and pri-
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mary RSO are at their closest approach.
rP1 ∼ U(6.525× 103 km, 5× 104 km) (4.14a)
rP2 ∼ U(6.525× 103 km, 5× 104 km) (4.14b)
rP− = min (rP1, rP2) (4.14c)
rP+ = max (rP1, rP2) (4.14d)
iP ∼ U(0, 2π) (4.14e)
ΩP ∼ U(0, 2π) (4.14f)
ωP ∼ U(0, 2π) (4.14g)
νP ∼ U(0, 2π) (4.14h)
rS = rP + ∆r (4.15a)
vS = vP + ∆v (4.15b)
∆r = ∆r





 − sin θcos θ
0
+ (1− α)
 cos θ cosϕsin θ cosϕ
− sinϕ
 (4.15d)
∆r ∼ U(1 m, 220 m) (4.15e)
∆v ∼ U(0, 2vesc(rP )) (4.15f)
θ ∼ U(0, 2π) (4.15g)
ϕ ∼ U(0, 2π) (4.15h)
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Additional constraints on the state of the secondary RSO are:
0 ≤ eS < 1 (4.16a)
aS(1− eS) ≥ 6525 km (4.16b)
aS(1 + eS) ≤ 5× 104 km (4.16c)
To ensure that the conditions created are a conjunction, the second time
derivative of r2 from Equation (4.6c) should be positive. The encounter is










All the encounters generated have RSOs in closed orbits with a minimum
perigee altitude of 150 km and a maximum apogee of 50,000 km. The minimum
separation rmin ranges from 1 m to 220 m. The latter is twice the hardbody
radius of the International Space Station (ISS). The normalized histogram of
the relative velocities of the 1, 000, 000 randomly generated encounters at tCA
is shown in Figure 4.8.
Finally, the interpolation algorithms are used to estimate the closest
approach for various time step sizes. The encounter is assumed to occur at
a fraction of the step size. The initial conditions generated using Eqs. (4.14)
and (4.15) are at time tCA = t0 + tfrac × ∆t and the interpolation is over
t ∈ [t0, t0 + ∆t]. A plot of the cumulative distribution function (CDF) of the
error in rmin for the interpolation with various step sizes is shown in Figure 4.9.
With a time step size of 10 seconds, computing the closest approach using the
individual state interpolations results in all the errors being smaller than 1 m
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Relative Velocity at Closest Approach   [km/s]






















Figure 4.8: Normalized histogram of the relative velocities ∆v at tCA for the
1, 000, 000 randomly generated encounters at tCA
and the maximum error of approximately 35 cm. Using this test, the individual
interpolations with a maximum time step size of 10 s is recommended for use.
For a time step size of 15 s, the maximum error is 1.2 m and 99.998% of
the samples tested have an error less than 1 m. For a time step size of 20 s,
the maximum error is 2.8 m and 99.96% of the samples tested have an error
less than 1 m. Finally, for a time step size of 25 s, the maximum error is
approximately 5.4 m and 99.80% of the samples tested have an error less than
1 m. The error in computing tmin and rmin are shown in Figure 4.10.
The value of rmin is also computed directly from r
2
∗(τ) instead of forming
the quartic polynomials of x∗(τ), y∗(τ), and z∗(τ). As expected, the interpo-
lation error is larger and the error profile for an encounter is shown in Figure















































Figure 4.9: CDF of the error in computing rmin for time step sizes ∆t =
[10, 15, 20, 25, 50, 100] s
encounter. The behavior is only nonlinear in the vicinity of tCA and thus, the
error in r2∗(τ) increases dramatically. Far from tCA, however, the behavior is







4.3.2 Performance of the GPU Code
The speedups for the collision probability computation on the GPU is
shown here. The test hardware specifications for all the timing results are
shown in Table 4.1 and speedups on the GPU are with respect to an identical
serial implementation on a single core CPU. The NVIDIA GPU has a compute
capability of 2.0 and therefore, register spillage heavily influences the speedups
achieved.
The wall time for taking 125,000 RK4 steps on the CPU is shown
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a. Interpolation error in computing
tmin
b. Interpolation error in computing
rmin
Figure 4.10: Error in estimating the time of closest approach and minimum
separation for ∆t = 10s
in Figure 4.12a for various dynamics fidelities. Each RK4 step consists of 8
dynamics function evaluations (four for each RSO) followed by interpolation to
find rmin. For the two-body dynamics, the interpolation counts for a noticeable
portion of the total wall time. As the dynamics become more computationally
intensive, however, the added wall time due to the interpolation is negligible.
Figure 4.12b shows the speedups that are attained on the GPU. As will be
Table 4.1: Test hardware specifications
Component type Component
CPU Intel Xeon X5650 @ 2.67 Ghz
Operating System Linux X86 64
GPU 1 TESLA M2090
Cuda cores 512
CPU memory 48.0 GB
GPU global memory 6.0 GB
CPU compiler GCC
GPU compiler NVCC 6.5 & 7.0
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a. True values of the separation b. Interpolation error in r(τ)
Figure 4.11: True values of the separation and the accuracy of the quartic
interpolation for a randomly generated encounter
shown in Figures 4.13 - 4.17, the speedups on the GPU increase with the
number of particles and the number of function evaluations till a maximum
level is reached. The speedups increase with increasing computation load until
the computation compensates for the slower memory transfers on the GPU.
The speedups reported in Figure 4.12b are in the vicinity of the steady state
speedup.
The GPU implementation is highly sensitive to the memory require-
ment of the dynamics and the interpolation. There is also a difference between
the specific versions of CUDA: CUDA 6.5 is faster than 7.0 for the dynamics
with a higher computation load. It should be noted that the speedups for the
dynamics with mascons decrease with increasing number of mascons although
the computational load increases. Each mascon has four double precision
numbers associated with it: the 3D position and the gravitational parameter.


























































































































































































































a. CPU Wall time for 1,000,000
function evaluations b. Speedups on the GPU
Figure 4.12: CPU Wall time and GPU speedup, including interpolation, for
various dynamics fidelity levels. Every RK4 step requires 8 function evalua-
tions and one interpolation
per kernel, which has an overall slowing effect on the computation.
Speedups for using only the two-body dynamics on the GPU is shown
in Figure 4.13. The same code running on the GPU is up to 89 times faster
than on the CPU. Figures 4.14 - 4.17 show the speedups when all the dynamics
are included. For mascon field sizes of 120 (9 × 9 SH) and 960 (27 × 27 SH)
maximum speedups of 224× and 145 × are achieved, respectively. Note that
memory transfers from the CPU to the GPU and vice-versa are included in the
speedup calculation. As an example wall clock reading, Figures 4.13 and 4.14
show that 10 million particles taking 1,000 RK4 steps requires approximately
5 minutes and half an hour of wall clock time for the low and high fidelity
dynamics considered, respectively. The speedups presented are for the exact
same collision probability computation method on the CPU and GPU. The
speedups reported are agnostic to the geometry of the encounter because of
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the uniformity of the computations on the GPU. The computation load only
depends on the number of RK4 steps (dynamics function evaluations), number
of particles, and the dynamics function.
a. Speedup (CPU/GPU) b. log10(Wall time GPU [s])
Figure 4.13: Timing results with two-body dynamics, increasing particles, and
decreasing time-step size
4.3.3 Effect of Perturbations
The main factor that determines the fidelity of the perturbations re-
quired for an accurate collision probability estimate is the encounter window
used for the simulation. When the encounter window is short, the samples are
generated close to tCA and the effect of perturbations can become negligible.
Therefore, a two body MC simulation is likely sufficient [113].
For large encounter windows inaccurate collision probabilities may re-
sult if low fidelity dynamics are used when the samples are provided at t∗ ∈
[ta, tb], and |tCA − t∗| and |r(tCA)− r(t∗)| are large. In this scenario, the sam-
ples are not provided close to tCA, and the mean separation is large for most
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a. Speedup (CPU/GPU) b. log10(Wall time GPU [s])
Figure 4.14: Timing results with all modeled perturbations and a 120 element
mascon model (SH = 9×9), increasing particles, and decreasing time-step size
of the encounter simulation. Not using the full fidelity dynamics can result in
a large difference between the true and lower dynamics fidelity conjunction.
Another important scenario is when |r(tCA)− r(t∗)| is small. The en-
counter window is long but the two RSOs are in the general vicinity of each
other, i.e. the mean separation is small during the encounter simulation. In
this domain where relative motion approximations are valid, differential dy-
namics between the two RSOs becomes the main source of the low fidelity
trajectories diverging from the high fidelity trajectories. For LEO orbits, the
difference in dynamics when two RSOs are in similar orbits is largely caused
when the primary and secondary RSOs have different ballistic coefficients. Dif-
fering SRP coefficients, product of the coefficient of reflection and the area to
mass ratio (AMR), have a similar effect in GEO.
Low fidelity dynamics can be used when the encounter window is small,
i.e. much smaller than the orbital period. For the two examples of long
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a. Speedup (CPU/GPU) b. Wall time GPU [s]
Figure 4.15: Timing results with all modeled perturbations and a 240 element
mascon model (SH = 13×13), increasing particles, and decreasing time-step
size
duration encounters shown here, including only J2 and drag for LEO, and
SRP and third body perturbation due to the sun for GEO are sufficient to
provide fast and accurate collision probability values.
A long duration GEO encounter is constructed using Case 1 from Al-
fano’s paper [17]. The initial conditions at epoch are sampled and then propa-
gated using only two-body dynamics for 4630 minutes. The collision probabil-
ity over the next 16,000 s, i.e. t∗ = 0, t ∈ [0, 16000], is computed using only two
body dynamics and with all modeled perturbations. The collision probability
and the separation between the nominal trajectories of the RSOs is shown in
Figure 4.18. The relative trajectories and the collision probability differ from
the two body case due to the differing SRP coefficients. Once the SRP is
accounted, however, there is no need for modeling the other perturbations as
they do not have a noticeable effect on the relative trajectories. In computing
the SRP, the location of the Sun has to be computed and the third-body per-
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a. Speedup (CPU/GPU) b. Wall time GPU [s]
Figure 4.16: Timing results with all modeled perturbations and a 480 element
mascon model (SH = 19×19), increasing particles, and decreasing time-step
size
turbation due to the sun requires only a small extra computation. Therefore,
a GEO perturbation model that has the two body dynamics, SRP, and the
solar third-body perturbation is created for fast and accurate computations
for long duration encounters. The speedup of the GEO perturbation model is
shown in Figure 4.19 with a maximum speed up of 270×.
A long duration LEO encounter is constructed based on Case 11 from
Alfano’s paper [17]. The initial uncertianty for both RSOs at epoch is the
same as Case 11 [17]. The initial position and velocity, however, are presented
in Table 4.2. The conditions at epoch are sampled and then propagated using
only two body dynamics for 24 hours. The collision probability over the next
5000 s, i.e. t∗ = 0, t ∈ [0, 5000], is computed using only two-body dynamics
and also with all modeled perturbations. The collision probability and the
separation between the nominal trajectories of the RSOs is shown in Figure
4.20. The relative trajectories and the collision probability differ from the two
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a. Speedup (CPU/GPU) b.log10(Wall time GPU [s])
Figure 4.17: Timing results with all modeled perturbations and a 960 element
mascon model (SH = 27×27), increasing particles, and decreasing time-step
size
Table 4.2: Initial conditions for a long duration LEO encounter
Primary RSO Secondary RSO
x [km] -1984.685063909913 -1984.724564629808
y [km] 6465.093096520082 6465.062782202386
z [km] 0.0 0.0
vx [km/s] -7.274454471564 -7.274446635145
vy [km/s] -2.290234878974 -2.290325932204
vz [km/s] 0.0 0.0
body case due to the differing ballistic coefficients. As long as the drag and J2
are accounted, however, there is no need for modeling the other perturbations
as they do not have a noticeable effect on the relative trajectories. Therefore,
a LEO perturbation model that has the two-body dynamics, J2, and drag
is created for fast and accurate computations for long duration encounters.
The speedup of the LEO perturbation model is shown in Figure 4.21 with a




























Two Body + Sun
t [s]















Two Body + Sun
a. Probability of Collision b. Separation between the RSOs
Figure 4.18: Change in the encounter between two RSOs in GEO due to SRP.
CRP = 1.1, AMRP = 0.4 m
2/kg, CRS = 1.5, AMRS = 1.1 m
2/kg.
a. Speedup (CPU/GPU) b. log10(Wall time GPU [s])
Figure 4.19: Timing results with two-body dynamics and SRP, increasing



























Two Body + J2 + Drag
t [s]













Two Body + J2 + Drag
a. Probability of Collision b. Separation between the RSOs
Figure 4.20: Change in the encounter between two RSOs in LEO due to drag.
BCP =0.05179 m
2/kg, BCS = 0.00687 m
2/kg.
a. Speedup (CPU/GPU) b.log10(Wall time GPU [s])
Figure 4.21: Timing results with two-body dynamics, J2, and cannonball drag,
and increasing particles and decreasing time-step size
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4.4 Conclusion
Using a Monte Carlo simulation to compute the probability of collision
provides accurate results for any scenario and is always required as a bench-
mark for testing other techniques. Although millions of samples are required to
compute the collision probability, the use of a GPU provides approximately two
orders of magnitude speedups when compared to a serial CPU implementation
for all the scenarios, making the technique feasible on a single workstation.
The conjunction assessment problem is split into two phases (Figure 1.7
page 12) with the first phase focusing on the uncertainty propagation of the
RSOs and the second phase focusing on computing the probability of collision.
The GPU MC simulation is used only on the second phase and therefore any
of the uncertainty propagation methods, including Multidirectional Gaussian
Mixture Models from Chapter 2, and the combination of Polynomial Chaos
Expansions and Gaussian Mixture Models from Chapter 3, can be used as long
as samples can be generated from them. The output of the MC simulation
is the closest approach between the samples of the RSOs over the encounter
window. Therefore, recomputing the probability of collision for different values
of the hard body radius is a quick post processing step and rerunning the MC
simulation is not required.
Fixed step RK4 integration ensures that the computational load is uni-
form for all the samples in the MC simulation and reduces the memory required
per run. A one sided Hermite interpolation is used to find the closest separa-
tion between the realization of the two RSOs during each step. A trade study
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with 1,000,000 randomly generated encounters covering most of the relevant
orbit element space was implemented to find the time step for accurate inter-
polation. A maximum time step size of 10 s was shown to accurately compute
the minimum separation to an accuracy of 1 m or less. With a time step size
of 20 s, the maximum interpolation error is less than 3 m and over 99.9% of
the test cases have an interpolation error less than 1 m.
For a short duration encounter, i.e. the RSOs are close to each other
only for a short period of time, a low dynamics fidelity MC simulation is suf-
ficient for an accurate collision probability if the samples are provided near
the time of closest approach. If the two RSOs are in proximity to each other
at the time of sampling and the relative velocity is low, the relative motion
is determined by the differential dynamics. Therefore, it is important to in-
clude drag for LEO and SRP for GEO cases, but the other computationally
intensive perturbations like the gravity field can be omitted. Many encounter
problems fall under one of the two aforementioned scenarios, and simpler low
fidelity dynamics can be used for the MC collision probability computation.
Higher fidelity dynamics, which are more computationally intensive, only be-
come more important for longer duration windows with a larger mean RSO
separation over the window. Development on the GPU is expensive in terms of
effort. Therefore, it is useful to have a static GPU code with as few dynamics




Collision Probability using Multidirectional
Gaussian Mixture Models
The benchmark Monte Carlo method for collision probability (Phase
II from Figure 1.7 on page 12) has been parallelized on a Graphics Processing
Unit in Chapter 4. Mutidirectional Gaussian Mixture Models (MGMMs) pro-
vide a compromise between accuracy and runtime by better approximating the
true non-Gaussian distributions during conjunction. The selection of the direc-
tions and number of splits along relevant directions from Chapter 2 provides
a dial that spans from Monte Carlo to the classic Gaussian approximation.
MGMMs are used in this chapter1 to successfully compute the collision prob-
ability for several test cases with non-Gaussian uncertainty distributions for
both short and long duration encounters while requiring orders of magnitude
fewer dynamics function evaluations.
1The work from this chapter has been presented at a conference:
• V. Vittaldev and R. P. Russell, Collision Probability using Multidirectional Gaussian
Mixture Models, Paper AAS 15-394, AAS/AIAA Space Flight Mechanics Meeting,
Williamsburg, VA, 2015.
A manuscript has also been submitted to a peer reviewed journal:
• V. Vittaldev and R. P. Russell, Space Object Collision Probability Using Multidi-




For collision probability computation, the intersection of the time vary-
ing 3-dimensional position PDFs of two Resident Space Objects (RSOs) over
a specified time range is required. The extent of the non-Gaussian behav-
ior depends on the state parameterization, orbital regime, initial uncertainty
magnitudes, and the time of flight. The most accurate but computationally
expensive method is to use a full-blown Monte Carlo (MC) technique [17],
which was presented in detail in Chapter 4, requiring millions of samples.
When two RSOs are assumed to be spherical, convolution integrals can
be used to compute the collision probability between them when the distribu-
tions are non-Gaussian [36]. Additionally, if the RSOs have a Gaussian dis-
tribution in Cartesian coordinates during conjunction, and their distributions
are independent, the collision probability is calculated with a low computation
cost [40] when compared to an MC simulation. The collision probability rate
is computed as a quadrature over a sphere. An additional quadrature in time
gives the desired probability. Additionally, if the encounter is brief, there exist
many analytical approximations that allow for a fast computation of collision
probability [13]. The linear approximation theories do not account for any
uncertainty in velocity during the conjunction i.e. the velocities of the RSOs
and their covariance matrices are frozen at the time of closest approach. The
combined covariance is placed on the secondary RSO. The primary RSO is
then assumed to be a sphere with the radius equal to the combined radius of
the two RSOs. As the sphere passes through the combined position covariance,
it traces out a tube. The covariance ellipsoid is a three-dimensional PDF in
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the position space and the collision probability is the integral of the PDF over
the volume of the tube. When the PDFs of the RSOs are not Gaussian during
the encounter, a major assumption of the aforementioned methods is no longer
valid. However, each of the elements is Gaussian when a sufficient number of
GMMs are used to propagate the uncertainty. Therefore, the quadrature or
linear conjunction methods can be used in an all-on-all manner on the GMMs
of the involved RSOs.
The first segment of the collision probability computation concerns the
accurate propagation of the non-Gaussian PDFs of the two involved RSOs
from epoch to the encounter time. The PDF of the uncertainty of an RSO
has been propagated using GMMs in orbit elements [68], by adaptively split-
ting and merging elements based on their differential entropy during propaga-
tion [44] in Cartesian coordinates, and by updating the weights of the GMMs
during propagation [130]. The univariate library is applied to the largest
eigenvalue spectral direction of the covariance matrix in the adaptive split-
ting technique [44]. Either the linear or the quadrature based computations
are carried out in an all-on-all manner for all elements in the GMMs of both
RSOs. The linear collision method has been shown to work with GMMs [132]
for non-Gaussian distributions, and the adaptively split GMMs have been used
successfully with the quadrature method [45]. The strategy implemented in
this chapter is to split the initial Gaussian PDFs of both RSOs into MGMMs.
The MGMM elements are propagated through the nonlinear orbit dynamics.
The number of elements and the associated weights are not varied during, or
after the propagation. The propagation is therefore treated as a black box,
142
discrete function.
Without weight updates and adaptive splitting, non-linearity in Carte-
sian coordinates becomes present in multiple directions [68] and could require
a 6-dimensional recursive initial split. A full 6-dimensional tensor product grid
of GMMs has a prohibitive computational cost i.e. the curse of dimensionality,
comparable to an MC simulation. Hence, the nonlinearity parameter is used
to identify and split along only the most important directions. For comput-
ing the collision probability, the MC simulation is replaced by increasing the
number of elements along multiple important arbitrary directions of the initial
Gaussian distribution of the RSOs. As the number of elements is increased,
the probability converges to the true value at a lower computational cost than
the tens of millions of propagations required for an MC simulation.
The quadrature and linear collision probability methods, and the ex-
tension using MGMMs are presented in Section 5.2. The MGMM collision
probability method is successfully applied to various encounters in Section 5.3.
Finally, the conclusions drawn are presented in Section 5.4.
5.2 Collision Probability
Computing the probability of collision is divided into two distinct phases,
seen in Figure 1.7 on page 12. The figure is recreated in Figure 5.1 with the
PDFs consisting of GMMs.
No measurements are assumed to occur during Phase I in order to de-








Figure 5.1: The two phases for the collision probability computation
expressed as MGMMs is propagated using sigma-point methods. The coordi-
nate system of choice is important because orbit element sets such as EE are
known to remain Gaussian for longer flight times than Cartesian coordinates.
Cartesian coordinates are chosen in this chapter because the computations in
Phase II require the uncertainty in Cartesian coordinates.
5.2.1 Monte Carlo
The most accurate and computationally intensive method is an MC
simulation. Millions of point pairs are generated, where each point pair consists
of one sample from the primary RSO’s distribution and one from the secondary
RSO’s distribution. If the separation between the samples in the pair is less
than the minimum separation distance at any time during the search window,
a collision is counted. The total number of counted collisions is divided by the
total number of pairs used to generate the probability of collisions. Details on
the implementation of the MC method and speedups gained by parallelizing
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on the GPU are shown in Chapter 4.
The MC solution is used as the benchmark due to its accuracy and
reliability. Given the expected value of the true probability of collision pT and
the percentage error ε with confidence γ, the lower bound on the number of
independent samples, point pair, required for a MC simulation is [43]
nMC >








A 1% error with 95% confidence corresponds to ε = 0.01 and γ = 0.95. Two
options for the number of samples are:
• One-on-one: Take a point from each distribution, check if collision oc-
curs, and then remove both points from the respective clouds.
• All-on-all: For each point from the cloud, check if a collision occurs with
all the points in the other distribution.
For checking N cases, the first method requires N samples from each RSO dis-
tribution. The second method requires only
√
N samples. The first method
is statistically more accurate because all the sample pairs are independent,
however, the computation time saved by propagating fewer points makes the
all-on-all method more desirable if MC is used for Phase I. If another uncer-
tainty propagation method is used during Phase I, method 2 is more efficient
only if the ephemeris of the samples during the search window is stored. Stor-
ing the ephemeris, however, increases the complexity of the code and has a
large memory footprint.
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The benchmark MC computations in this chapter use the one-on-one
method with interpolation from Chapter 4 to find the RSO states at the closest
approach.
5.2.2 Collision Probability for Gaussian Distributions in Cartesian
Coordinates
Computationally inexpensive methods approximate the collision prob-
ability accurately under certain simplifying assumptions. The main assump-
tions in the approximate methods are that the uncertainty distributions of the
RSOs are Gaussian in Cartesian coordinates and are mutually independent.
The states of the primary and secondary RSO have the following 6-dimensional
Gaussian distributions:
xP (t) ∼ N(µP (t),PP (t)) (5.2a)
xS(t) ∼ N(µS(t),PS(t)) (5.2b)
Coppola’s method [40] computes the instantaneous probability rate and
integrates over the time window in Phase II using numerical quadrature rules.
The instantaneous probability of collision requires an integration over the sur-
face of a sphere with the combined radius of the RSOs R, which is also com-
puted using a quadrature rule. The sphere is located on the secondary body
and the 6-dimensional relative state x, relative position r, relative velocity v,
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and the combined covariance P are:
x = xP − xS (5.3a)
r = rP − rS (5.3b)
v = vP − vS (5.3c)
P = PP + PS (5.3d)
Note that all the above variables are a function of time. The combined covari-
ance matrix is expressed in terms of the 3× 3 position covariance Pr, velocity









The collision probability over a time window t0 −→ tf is:
Pc = P0 + PI (5.5)
P0 accounts for all the set of initial conditions which occur in a collision at
t0 and PI handles the set of initial conditions that result in a collision during
t0 < t ≤ tf . Initial conditions resulting in a collision at various times are
shown in Figure 5.2.



























Figure 5.2: Initial conditions from the combined covariance matrix at t0 that
result in collisions at t0 (?), and at times t1 (•), and t2 () during the con-
junction
where pg (x
′;µ,P) is the multivariate Gaussian probability distribution func-
tion with mean µ and covariance P evaluated at x′. The initial time of the
conjunction computation is typically chosen such that P0 = 0 because the two
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(5.7)
where






















The surface integral over the sphere in Equations (5.6) and (5.7) is efficiently
solved using Lebedev quadrature [87]. The outer integral over time is com-
peted using any standard quadrature formulas such as Newton-Cotes [41],
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Gauss-Konrod [33], and Clenshaw-Curtis [37]. In practice adaptive quadrature
rule [109] or a composite rule is used where a quadrature rule is implemented
over subintervals instead of using a high degree quadrature rule. A composite
Newton-Cotes quadrature rule is used in this work.
If it is additionally assumed that the relative velocity of the two RSOs
is above a threshold and most of the position uncertainty is in the along track
direction, resulting in a brief encounter, a computationally fast linear collision
probability method may be used. A comprehensive overview of the various
linear methods is provided by Alfano [17]. The covariance matrices of the
primary and the secondary RSOs are added to create a combined covariance
matrix Eq. (5.3d) at the time of closest approach. The covariance ellipsoid
of the position is located on either the primary or the secondary RSO. The
velocities of the RSOs and their covariances are frozen at this instant and the
combined covariance is located on the secondary RSO. The primary RSO is
assumed to be a sphere with the combined radius of the two RSOs. As the
sphere passes through the combined position covariance, it traces out a tube.
The covariance ellipsoid is a three-dimensional PDF and the collision
probability is the integral of the PDF over the volume of the tube. The
volume integral is assumed to be equivalent to the area integral of a two-
dimensional PDF over a circle on the encounter plane [13] with the same radius
as the tube. The encounter plane is by definition perpendicular to the plane
formed by the vector from the primary to the secondary RSO, and the relative
velocity. The encounter plane slices and takes a cross-section of the tube
and the three-dimensional PDF at the time of closest approach to form the
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circle and the two-dimensional PDF, respectively. Various methods are used
to solve this two-dimensional integral. Patera’s [105] method uses numerical
quadratures and Alfano’s [11] method uses error functions. Chan’s [35] method
makes further assumptions and converts the two-dimensional PDF into a one-
dimensional Rician PDF, which is then approximately solved by using Bessel
functions. Alfano’s method is chosen because of its efficiency, robustness, and
ease of implementation. The necessary steps and equations for computing the
linear collision probability are now outlined for the sake of completeness and
because an easy to implement summary is not available in literature.
The mean and the covariance of the two RSOs at TCA (tTCA) expressed
in ECI Cartesian coordinates FECI , is computed using a dense ephemeris or
interpolation. The collision probability is then:
Pc = fLin (µP (tTCA) ,PP (tTCA) ,µS (tTCA) ,PS (tTCA) , R) (5.9)
where the computations inside fLin(·) are found in Equations (5.10) - (5.20). A
new encounter coordinate system FECS is created where the y-axis is parallel
to the relative velocity of the Primary RSO with respect to the Secondary
RSO. The z-axis is perpendicular to both velocites, and the x-axis completes
the frame. The perpendicular vector to both velocities n is:
n = vP (tTCA)× vS(tTCA) (5.10)
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The unit axes of FECS expressed in FECI are:
Ẑ = n̂ (5.11a)
Ŷ = v̂ (5.11b)
X̂ = Ŷ × Ẑ (5.11c)
Note that the unit axes computed above and the remaining computations till







The relative position vector of the Primary w.r.t. the Secondary and the
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The plane defined by X̂− Ẑ is the encounter plane. The separation vector and
the combined covariance on the 2-dimensional reference frame on the encounter














To compute the probability on the encounter plane, a new 2-dimensional ref-
erence frame FES is defined where the combined covariance matrix is diagonal.
The rotation matrix is formed from the eigenvectors of PEPC . The eigenvalues
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and associated eigenvectors pairs of PEPC are (λ1, ξ1) and (λ2, ξ2) with λ2 ≥ λ1.






In FES, the relative position and the combined position covariance are:















































In Alfano’s method [11], which is used in this work, the 2-dimensional inte-
gration in Eq. (5.20) is converted to a 1-dimensional integral using the error
function. The 1-dimensional integration is converted to a series expression,
which Alfano solves separately for the odd and even terms for better numer-
ical accuracy. For the sake of brevity, the series solution is not presented
here.
In a Fortran implementation of the two collision probability methods,
the time taken to compute Eqs. (5.10) - (5.20) for the linear collision takes ap-
proximately 7.6×10−6 seconds. Computing the integrand ṖI(t) from Eq. (5.7)
takes approximately 9.4×10−4 and 2.8×10−3 seconds for a Lebedev quadrature
of 590 and 1730 nodes, respectively. It is emphasized that the main contribu-
tion of this chapter is to use MGMMs and therefore, any collision probability
computation method works with Gaussian distributions can be used.
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5.2.3 Collision Probability for MGMMs
Although state uncertainty expressed in orbit elements remains Gaus-
sian for times of flight compared to Cartesian coordinates, minimum separa-
tion for close approaches need to be computed for the collision probability.
Therefore, the RSO samples need to be in Cartesian coordinates during MC
simulations. When MGMMs are used for uncertainty propagation in Phase
I, millions of samples can be drawn from the MGMMs to use with MC sim-
ulation in Phase II. To reduce the computational burden, either the linear
method (Eqs. (5.10) - (5.20)) or Coppola’s method (Eqs. (5.4) - (5.8)) for col-
lision probability computation are used. For either of the three options, the
states have to be represented in Cartesian coordinates during Phase II. For
the propagation in Phase I, however, any orbit element set may be chosen to
represent the state uncertainty.
The computation methodology used in this work for computing the
collision probability using MGMMs is now outlined. MGMMs in Cartesian
coordinates are used in both Phase I and Phase II.
5.2.3.1 Chose Splitting Directions
Find the splitting directions so that the initial Gaussian PDFs of both










The nonlinearity measure from Eq. (2.25) on page 51 is used to find the optimal
splitting directions for both RSOs. The nonlinear function f is the propagation
of the orbital state in Cartesian coordinates from epoch to the time of closest
approach of the nominal states. All computations are in normalized coordi-
nates where the distance unit (DU) is the radius of the Earth and the time
unit (TU) is computed such that the gravitational parameter of the Earth is
equal to 1. The scalar sensitivity parameter is the norm of the 6-dimensional
nonlinearity vector from Eq. (2.25), ‖φ‖2. Note that the norm operator im-
plies the importance of using normalized units, such that the nominal position
and velocity magnitudes have the same order of magnitude.
For the initial uncertainty in Cartesian coordinates, 14 possible splitting
directions that are investigated in this work are: inertial coordinates rx, ry, rz,
vx, vy, vz (corresponding to the spectral directions of the diagonal covariance
matrix), rr, rv, rh, rt, vr, vv, vh, and vt. The last 8 directions split the
position and velocity along the unit radial (r), velocity (v), cross-track (h),
and in-track (t = h × r) directions. The directions with higher nonlinearity
values benefit more from splitting. The number of splits is dependent on the
available computational budget since increasing the number of elements better
approximates the final non-Gaussian distribution. The standard deviation of





where S is any square-root of the covariance matrix, such as the Cholesky
factor. Using Eq. (2.25) to chose the optimal splitting directions is shown in
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Section 5.3.1 for a Molniya and a Sun-synchronous orbit.
5.2.3.2 Propagation
All the elements of both MGMMs are propagated using any desired
Gaussian propagation method till the time window of interest (Phase II in
Figure 5.1). The second order Divided difference method (DD2) is used in this
work to propagate the mean and covariance of each MGMM element through
the nonlinear orbit dynamics using 13 sigma points (orbit propagations) per
MGMM element. Higher fidelity propagation of each element is possible by
using more sigma points [9].
5.2.3.3 Compute Collision Probability
The collision probability during Phase II (t ∈ [t0, tf ]) is now computed
using a weighted all-on-all approach between all the elements of both RSO
MGMMs. When Coppola’s quadrature is used to compute the collision prob-
























where wk and tk are the Nq weights and nodes, respectively for a quadrature
rule from t0 to tf . In Eq. (5.24), dP0/dr
′ and ṖI are computed from Eqs. (5.6)
and (5.7), respectively. At the beginning of Phase II, the two RSOs are usu-
ally far enough apart that P0 = 0. All the MGMM elements of both RSOs
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are propagated through time and the double sum inside the curly braces in
Eq. (5.24) is evaluated at each tk, which is found from the quadrature rule in
time, as shown in Figure 5.3a.









µPi (TCA (i, j)) ,PPi (TCA (i, j)) ,
µSj (TCA (i, j)) ,PSj (TCA (i, j)) , R
) (5.25)
where the computations inside fLin(·) are found in Equations (5.10) - (5.20).
TCA(i, j) is the time of closest approach tTCA between element i of the Pri-
mary RSO’s MGMM and element j of the Secondary RSO’s MGMM as seen
in Figure 5.3 b.
It is emphasized that using MGMMs only extends the two fast collision
probability computation methods (Coppola’s quadrature and Linear collision)
to non-Gaussian distributions. All the other assumptions built into the the-
ories remain i.e. independence of the two RSOs’ distributions in Cartesian
coordinates. The additional constraint of a fast encounter for the linear colli-
sion method still remains. Splitting the initial distribution of an RSO along
the velocity direction results in a small spread of the tTCA with slightly differ-
ent encounter geometries over Phase II in case the encounter is relatively long.
However, spreading out the tTCA of the MGMM elements is not guaranteed
to work if the true distributions are additionally non-Gaussian. Even if the
encounter of the nominal trajectories of the RSOs is fast, the full non-Gaussian
PDFs of the RSOs might not have a fast encounter.
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a. Coppola’s quadrature method
b. Linear collision method
Figure 5.3: The all-on-all approach for collision probability computation using
2 element MGMMs for the primary and the secondary RSOs
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5.3 Results
Using GMMs to propagate the uncertainty of RSOs for computing the
probability of collision is demonstrated in this section. The utility of picking
the correct splitting directions using the sensitivity measure is first shown for
propagating the uncertainty in Cartesian coordinates during Phase I. Finally,
GMMs and MGMMs are used to compute the collision probability for some
test cases.
5.3.1 Perturbed Uncertainty Propagation
The importance of the splitting direction is shown by propagating the
state and uncertainty of a Molniya and a Sun-synchronous orbit for 5 days
with the initial conditions from Table 5.1. The perturbations included are: a
33×33 degree and order spherical harmonics gravity potential field, drag from
an exponential atmosphere model, SRP, and luni-solar attraction. Both orbits
have an initial uncertainty with a standard deviation of 10 m in the position
coordinates and 10 m/s in the velocity coordinates [75]. An MC simulation
using 100,000 points is used as the benchmark solution. The accuracy of a
GMM with 19 elements is plotted in Figure 5.4 against the sensitivity measure
of the splitting directions for both orbits.
The accuracy of the propagated GMM with respect to the benchmark
MC run is expressed as the log-likelihood of the M propagated MC points












The log-likelihood and sensitivity ‖φ‖2 of the various splitting directions from
Eq. (2.25) for the Molniya and Sun-synchronous orbits are found in Figure 5.4.
The function in Eq. (2.25), f , is the final 6-dimensional state in Cartesian
coordinates of the RSO after propagation and the plotted sensitivity value is
the norm of this vector. The most effective splitting directions (highest LL)
have the largest sensitivity measure direction (x-axis). In orbit propagation
scenarios, most of the non-linearity lies along a few directions only. For the
two orbits presented here, splitting along the velocity direction vv results
in the most accurate GMM in Cartesian coordinates. Splitting along any
other direction results in a much lower LL, and the effect of splitting is not
noticeable. For both orbits, the benefit of splitting along any of the seven
directions in the position space is negligible and the sensitivities amongst the
various directions are indistinguishable. The directions in velocity space that
are almost parallel for the Molniya orbit are vy with vv, and vz with vh.
The velocity vector is almost entirely along the y-axis and therefore, splitting
along vy results in only a slightly worse result compared to vv. The directions
in position space that are almost parallel for the Sun-synchronous orbit are
vv with vt. The consideration and selection of split directions (amongst the
infinite options available) is an important contribution of this paper. Existing
methods simply choose the direction with the highest eigenvalue or the largest
norm of the column of the square-root matrix.
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Table 5.1: Initial conditions for the uncertainty propagation runs with a stan-
dard deviation of 10 m and 1 m/s in each of the position and velocity coordi-
nates, respectively
Orbital Parameter Molniya Sun-synchronous
Semi-major axis (a) 26562.00 km 7172.57 km
Eccentricity (e) 0.741 1.12× 10−3
Inclination (i) 63.40◦ 98.62◦
Longitude of ascending node (Ω) 85◦ 253.73◦
Argument of periapsis (ω) -90◦ 77.60◦
True anomaly at epoch (ν) 0◦ 59.21◦
φ
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a. Molniya Orbit b. Sun-synchronous Orbit
Figure 5.4: Sensitivity and accuracy of the splitting directions using a 19
element split
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5.3.2 GMM Test Case
One of the twelve cases in Alfano’s [17] paper, Case 7, is used to show
the utility of using GMM’s to compute the collision probability. Case 7 has
two RSOs in LEO and does not work with the GMM linear collision equations
because the PDF at TCA is non-Gaussian and the relative velocity is below
the threshold specified by Alfano [17]. An accurate probability is also not com-
puted when the quadrature method is used without GMMs since the PDFs are
additionally non-Gaussian during Phase II. Therefore, the quadrature method
is used with GMMs to accurately compute the probability of collision.
The nonlinearity measure for the full state is tested along all the impor-
tant directions to find the preferred splitting direction. For both the primary
and secondary RSOs, the highest nonlinearity corresponds to splitting along
rr. Converting the initial distribution of both the primary and the secondary
RSOs into GMMs by splitting along the rr direction provides an accurate es-
timate of the collision probability. Figure 5.5 shows that increasing the total
number of elements increases accuracy of the computation. The number of
propagations is the sum of elements of the primary and the secondary GMMs
multiplied by 13 because each GMM element requires 13 sigma points when
DD2 is used for propagation of a 6-dimensional uncertainty distribution.
Alfano’s test cases 1, 2, 4, and 10 also do not work with the linear
collision method. They were tested using GMMs and since the distribution
remains Gaussian during the entire conjunction, they require the quadrature
method and not GMMs.
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Figure 5.5: Collision probability performance using GMMs for Alfano Case 7
and the quadrature method
5.3.3 MGMMs
The previous test case requires splitting the initial Gaussian PDF of
the RSOs along only one direction. Two cases using the two-body dynamics
are presented in this section, which require an MGMM instead of a GMM to
compute an accurate collision probability. The two cases are:
LEO Case 7 from Alfano with two RSOs in LEO and added uncertainty along
the in-track velocity direction
GEO One RSOs in GEO and one in GTO with TCA of approximately 2.5
days after epoch
An MC simulation with 108 independent cases is used to generate the bench-
mark. Equation 5.1 estimates the minimum number of samples needed to
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reach a factor of ε error and a confidence factor of γ. The equation is rear-
ranged to solve for an approximation of the error percentage ε with a 95% (γ
= 0.95) confidence when the number of MC samples is 108.
ε2 =











The value of ε depends on the MC collision value, and is shown as the ±95%
bounds in Figures 5.6, 5.7, and 5.8.
For the LEO case, the standard deviation of the in-track velocity of
the primary RSO is increased by a factor of 30 compared to Alfano’s test case
7. Since the encounter geometry is not changed, the quadrature method is
still the appropriate choice. The initial conditions of the secondary RSO are
not altered, so the initial Gaussian uncertainty is once again split along only
the rr direction. However, an MGMM is required for the primary RSO to
fully capture the non-Gaussian behavior. The largest value in the sensitivity
test on the primary RSO is the vv direction. The second largest value ap-
proximately halfway between the smallest value of the sensitivity measure and
the vv direction is the rr direction. Therefore, four splitting strategies are
investigated:
Strategy A Secondary: N ‖ rr , Primary: (N ‖ vv)×(odd(N/2) ‖ rr)
Strategy B Secondary: N ‖ rr , Primary: (N ‖ vv)×(N ‖ rr)
Strategy C Secondary: N ‖ rr , Primary: (N ‖ vv)
Strategy D Secondary: N ‖ rr , Primary: (N ‖ rr)
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where odd(N) computes the closest odd number to N because the univariate
library used consists of an odd number of elements only.
odd(N) = 2× ceiling(N/2)− 1 (5.28)
The probability of collision as a function of the total number of propagations
in the GMMs of both the RSOs for the four strategies is seen in Figures 5.6
and 5.7 for R of 10 m and 20 m, respectively. The number of propagations is
the sum of elements of the primary and the secondary GMMs multiplied by
13 because each GMM element requires 13 sigma points when DD2 is used for
propagation. Only the MGMM strategies A and B are able to converge and
pierce the 95% confidence bounds of the MC simulation. It is sufficient to use
half as many elements in the rr direction of the primary RSO, as predicted by
the nonlinearity measure.
The initial states and the uncertainties for the GEO and GTO case are
found in Tables 5.2 and 5.3, respectively. The orbit of the primary GEO RSO
is assumed to be derived from optical observations, right ascension (RA) and
declination (DEC), which in general create larger errors in the range direction
for GEO objects. The encounter is brief and therefore, the linear collision
probability method is used with GMMs. Due to the highly nonlinear and
elliptic motion of the secondary RSO, an MGMM is required to describe the
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Figure 5.6: Collision probability performance using MGMMs for the LEO case
with R = 10 m and the quadrature method, compared to a MC simulation
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Figure 5.7: Collision probability performance using MGMMs for the LEO case
with R = 20 m and the quadrature method, compared to a MC simulation
with 108 cases (2× 108 propagations)
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Table 5.2: State conditions in the ECI frame at epoch (tCA-2.5 orbital periods
of the primary RSO) for the for the GEO (Primary) and GTO (Secondary)
RSOs
Primary Secondary
x [km] 42057.9 −24374.96499496852
y [km] 0 −16016.93987982133
z [km] 0 0
vx[km/s] 0 3.25222774265
vy [km/s] 3.0800809759824 −0.62421144888
vz [km/s] 0 0
Table 5.3: State uncertainty in the RIC frame at epoch (tCA-3 days) for the
GEO (Primary) and GTO (Secondary) RSOs
Primary Secondary
σr 5 km 1 m
σt 0.1 km 1 m
σh 0.1 km 5 m
σvr 0.12 m/s 4 m/s
σvt 0.6 m/s 4 m/s
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Figure 5.8: Collision probability performance using MGMMs for the GEO case
with R = 40 m and the linear method, compared to an MC simulation with
2× 108 cases (4× 108 propagations)
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Due to the high nonlinearity in the vt and vr directions of the secondary
RSO, three splitting strategies are investigated:
Strategy A Secondary: (N ‖ vt)×(N ‖ vr)
Strategy B Secondary: (N ‖ vr)
Strategy C Secondary: (N ‖ vt)
The probability of collision as a function of the total number of elements in the
GMMs of both the RSOs for the four strategies is shown in Figure 5.8 for R of
40 m. This is analogous to a case where the RSO with the small uncertainty
is an active space asset and its location is desired to be kept secret from other
objects. Only the MGMM Strategy A is able to converge by piercing the 95%
confidence bounds of the MC simulation using a total of 1, 000 propagations.
5.4 Conclusion
MGMMs and GMMs provide a simple and computationally efficient
way of capturing the evolution of uncertainties. Expressing the state uncer-
tainty in orbit elements keeps the state uncertainty closer to a Gaussian distri-
bution for longer times of flights. However, collision probability computations
require the state uncertainty of both space objects in Cartesian coordinates.
The computationally efficient collision probability computation methods, i.e.,
linear conjunction and Coppola’s quadrature method additionally require the
state uncertainty to be Gaussian in Cartesian coordinates. With MGMMs,
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these efficient conjunction techniques are extended to non-Gaussian distribu-
tions. The highly nonlinear conjunctions used as examples in this chapter
demonstrate that MGMMs show a savings of four orders of magnitude com-
pared to MC, i.e., the same accuracy is attained using 103 to 104 propagations
for MGMMs instead of 108 for MC.
A multivariate Gaussian distribution is converted to a GMM by apply-
ing the univariate splitting library from Chapter 2 along a desired direction.
The uncertainty, i.e., variance along the splitting direction is reduced and the
means lie on the vector of the splitting direction passing through the mean of
the original Gaussian distribution. Due to the nonlinearity of orbit dynam-
ics, splitting the initial Gaussian uncertainty along only one direction may
not sufficiently capture the final non-Gaussian distribution of the uncertainty
after propagation. Splitting along multiple directions using a tensor product
of the univariate splitting libraries results in an MGMM, which reduce the
uncertainty along multiple directions of the original Gaussian distribution . It
is important to split the initial Gaussian state uncertainty of an RSO along
the directions that most affect the extent of the non-Gaussian behavior of the
propagated state uncertainty. This effect is quantified using the second-order
divided difference of the state in normalized coordinates after propagation.
Selected initial states are propagated through the non-linear dynamics to find
the directions that have the most influence on the extent of the non-Gaussian
character of the final PDF. A higher nonlinearity value corresponds to a larger
benefit due to splitting along that direction.
Long and short duration conjunction scenarios using two-body dynam-
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ics demonstrate that splitting the initial multivariate Gaussian distributions
of the RSOs along one or two of the most influential directions accurately
computes the collision probability using orders of magnitude fewer function
propagations compared to an MC simulation. The method is simple to imple-
ment without converting to orbit elements, adapting the weights, or adaptively
splitting the MGMM elements mid-propagation. Therefore, the method works
using black box propagation functions, an important feature when considering




The aim of this dissertation is uncertainty propagation pertaining to
Resident Space Objects (RSOs) and the computation of the collision prob-
ability, which are both essential for Space Situational Awareness. Accurate
propagation techniques developed here have advanced the state of the art and
are applicable in many fields where uncertainty propagation or quantification
is required for nonlinear problems. The second half of the dissertation uses the
uncertainty representation of the RSOs to accurately and efficiently compute
the collision probability. An outline of the work and the major contributions
are presented in Section 1.6 and the resulting publications are shown in Ap-
pendix A. The major conclusions for the uncertainty propagation in Phase I
(Figure 1.7) and the collision probability computation in Phase II are summa-
rized here and some avenues of future work are considered.
6.1 Uncertainty Propagation
The initial Gaussian uncertainty of the RSOs is first approximated by a
Gaussian Mixture Model (GMM). Multidirectional Gaussian Mixture Models
(MGMMs) are constructed, and their implementation is detailed in Chapter 2.
Univariate splitting libraries are used to reduce the uncertainty of the initial
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distribution along a specified direction. Univariate splitting libraries of up
to 39 elements that are carefully fit in advance are generated by minimizing
the L2 distance with respect to a standard normal distribution. Instead of
applying the univariate library along a single direction, the univariate library
is applied recursively along multiple directions forming a regular grid over
multiple dimensions. The MGMMs approximate the propagated multivariate
non-Gaussian distribution more accurately than if the split is made along only
one direction. A second-order divided difference is used to measure nonlinear-
ity along directions of interest. Thus, the directions that benefit most from
splitting are identified and can be exploited. The nonlinearity merit provides
a ratio to relate the number of splits along each direction. Therefore, a prac-
titioner can implement the MGMM technique with the selection of only one
fidelity tuning parameter. A user enforces a number of splits along a sin-
gle direction, then the number of splits in the other directions can be chosen
according to their relative nonlinearity. A threshold for the weight further
reduces the computational load by ensuring that the MGMM only contains
elements above a certain weight.
In Chapter 3, PCE is used to propagate each element of the GMM.
PCE is a higher order interpolant compared to the Gaussian approximation
and therefore, each element better approximates the true non-Gaussian distri-
bution after the propagation. Splitting the initial Gaussian distribution into a
GMM with the means of the weighted Gaussian distributions along the most
influential direction (initial velocity vector for the Cartesian Coordinates cases
and semi-major axis for the EE case presented here) reduces the uncertainty
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along that direction. Therefore, a more accurate description of the propa-
gated uncertainty is found at a lower computation cost, compared to simply
increasing the order of the PCE, which is p-refinement. However, the GMM-
PC technique is recommended for scenarios where a PCE does not converge,
as is the case for orbit problems with large propagation times, large initial
uncertainties, and highly eccentric orbits. The weighted least squares method
for computing the coefficients of the PCE is capable of reusing the function
evaluations so that accuracy of the GMM-PC method can be increased without
increasing the computational load.
A distinction is made between local methods of uncertainty propaga-
tion, such as State Transition Tensors (STTs), and the super-local methods
developed in this dissertation. STTs are local approaches because high or-
der derivatives of the function are only computed at the mean of the initial
uncertainty distribution. Therefore, information about the nonlinear function
is only available at one location and all the constrains for Taylor series ex-
pansions apply. An implicit assumption is made that the function is smooth
and continuous over the domain of the initial uncertainty. The super-local
uncertainty propagation methods slightly relax the assumptions. Even the
standard sigma-point methods such as the Unscented Transform (UT) and
the Divided Difference Transform (DD) are super-local because the function is
uniformly sampled in the 2σ range. The sigma-point methods and the STTs
have the same order of accuracy if only the mean and covariance are propa-
gated. The first-order DD (DD1) has a similar accuracy to using a first-order
STT for mean and covariance propagation. The UT and the second order DD
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(DD2) have an accuracy comparable to using STTs of up to order 2 and 3,
depending on the specific problem. The MGMMs and the GMM-PC methods
developed in this dissertation use a denser sampling strategy to give a more
accurate representation of the entire post-propagation PDF at the cost of a
higher computational load.
The advantage of using a local STT method is that they do not de-
pend on the initial uncertainty distribution, but only on the location of the
mean. The size and shape of the initial distribution can be changed, i.e. the
covariance matrix of a Gaussian distribution, and the uncertainty can be prop-
agated without recomputing the STTs. The sample points of the super-local
methods also depend on the initial uncertainty distribution and therefore, new
samples have to be selected and propagated through the function if the initial
uncertainty distribution is changed. The main advantages of the super-local
methods developed here are that they are easier to use, especially with black
box functions, and information about the nonlinear function is used at mul-
tiple locations within the initial uncertainty domain. Recently, Fujimoto and
Scheeres [53] have combined GMMs with STTs but the STTs are used as a
surrogate model to replace the underlying nonlinear function by its Taylor
series expansion.
6.2 Collision Probability Computation
A Monte Carlo simulation to compute the probability of collision is very
general and provides accurate results for any conjunction scenario. Samples
from any uncertainty propagation methods, including MGMMs and GMM-
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PC, can readily be used with Monte Carlo. Although millions of samples are
required to compute the collision probability, the use of a Graphics Processing
Unit provides one to two orders of magnitude speedups when compared to a
serial CPU implementation for all the scenarios and this technique is feasible
on a single workstation without using a top of the line GPU.
The PDFs of the RSOs can even be combined to a joint PDF of a 12
dimensional state in order to handle collision probability between RSOs that
are not independent. The samples are integrated forward and backwards in
time so that the closest separation over the entire encounter window per sam-
ple pair , i.e. one sample from the primary RSO and one from the secondary
RSO, is accurately computed. Fixed step RK4 integration ensures that the
computational load is uniform for all the samples in the MC simulation and
reduces the memory lead required per run in order to optimize the computa-
tion on the GPU. A one sided Hermite interpolation is used to find the closest
separation between the realization of the two RSOs during each step. A max-
imum time step size of 10 s was shown to accurately compute the minimum
separation to an accuracy of less than 1 m.
Collision probability computations are always carried out in Cartesian
coordinates. The computationally efficient collision probability computation
methods, i.e., linear conjunction and Coppola’s quadrature method addition-
ally require the state uncertainty to be Gaussian in Cartesian coordinates.
With MGMMs, these efficient conjunction techniques are extended to non-
Gaussian distributions. The highly nonlinear conjunctions used as examples
in Chapter 5 demonstrate that MGMMs show a savings of four orders of mag-
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nitude compare to MC, i.e., the same accuracy is attained using 103 to 104
propagations for MGMMs instead of 108 for MC.
The initial Gaussian state uncertainty of an RSO is only split along
the directions that most affect the extent of the non-Gaussian behavior of the
propagated state uncertainty. This effect is quantified using the second-order
divided difference from Chapter 2 of the state in normalized coordinates after
propagation. Selected initial states are propagated through the nonlinear orbit
dynamics to find the directions that have the most influence on the extent of
the non-Gaussian character of the final PDF.
6.3 Future Work
In the current study GMMs and MGMMs have been used to propagate
uncertainty. The next logical step is to use the GMMs in a Bayesian Filtering
framework. Therefore, process noise and measurement updates using measure-
ments and measurement noise should be added. GMMs have been previously
used for filtering applications as a Gaussian Sum Filter (GSF). However, the
implementation has been as an extension of a Kalman filter. The future goal
is to approach the filtering procedure as a particle filter where each particle
is a GMM element. First MGMMs should be constructed for measurements
that are known to have non-Gaussian noise. Efficient resampling techniques
should be investigated where the particles are Gaussian distributions, and fi-
nally merging algorithms should be developed that combine similar elements
into one larger element. The goal is to construct a filter with a sliding dial
where higher accuracy is achieved by increasing the computation load. The
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extreme with the lowest computational load is a one element GMM which is
the standard EKF or UKF. The other extreme has a computational load ap-
proaching that of a Particle Filter but with thousands to millions of Gaussian
elements.
Only univariate splitting libraries have been used so far to create GMMs.
The extension to an MGMM was a tensor product. Future work should involve
computing multivariate libraries that directly approximate the multivariate
IID Gaussian distribution. The goal is to reduce the required number of el-
ements for an uncertainty propagation problem by removing the extra terms
that result as part of a tensor product.
The Gaussian elements that still exhibit nonlinear behavior and could
be split further in the MGMM simulations, should be identified. The DD2
propagation provides an easy check because it is capable of producing both the
first and the second order estimate of the mean and the covariance. Although
the second order estimate should be used, the difference can be compared
with the first order estimate. The difference could either be the L2 norm or
the entropy, which both have closed form solutions for Gaussian distributions.
In case the difference is above a certain minimum, the pre-propagation element
should be split further. The nonlinearity measure can be computed from the
sigma points and therefore, the direction of splitting is also easily determined
because the nonlinearity measure is readily available.
The GMM weights post-propagation can be updated slightly to bet-
ter match the mean and the covariance of the true non Gaussian distribution.
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Although higher order sigma point filters do not capture the overall non Gaus-
sian post-propagation PDF as well GMMs because of the Gaussian constraint,
they excel at estimating the true mean and covariance. A Conjugate Un-
scented Transform (CUT) or a high order cubature propagation will provide
a more accurate estimate of the mean and the covariance. The weights of the
GMM should be updated using an optimization process such that the mean
and covariance match the values from the higher order sigma-point method.
The accurate surrogate model provided by the PCE and the GMM-
PC are used to efficiently generate samples from the post-propagation PDF.
However, there is no closed form function which is an approximation of the
PDF itself. An MGMM can be used for propagation using the surrogate
model instead of the original function. Since the surrogate model generated
by the PCE or GMM-PC is a close representation of the original function,
the propagation of the MGMM elements will be fast, accurate, and provide a
closed-form approximation of the PDF.
Apart from the function evaluations, solving the linear system of equa-
tions for the coefficients and generating samples from the PCE is also compu-
tationally intensive when the polynomial order, or the number of samples is
large. These computations can be parallelized on a Graphics Processing Unit
(GPU) to investigate if there are any possible speedups.
The multivariate orthogonal polynomials used in this dissertation have
the same order in all the univariate directions. With the GMM-PC, the size
of the uncertainty in the splitting direction is reduced when the univariate
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splitting library is applied. Therefore, multivariate orthogonal polynomials
could be constructed that have a lower univariate polynomial order along the
splitting direction.
When the GMM-PC solution converges, the accuracy is limited by the
initial approximation error caused by the splitting of the initial multivariate
Gaussian distribution. Reducing the error of the univariate library with re-
spect to the standard normal distribution will reduce the initial splitting error.
A first step will be to take the present homoscedastic libraries and then let
the individual variances vary to reduce the approximation error.
New orbit elements should be constructed that also absorb perturba-
tions akin to the J2 Equinoctial Elements [23]. Vinti’s potential theory analyt-
ically describes motion for RSOs due to the added perturbation of J2, J3, and
a part of J4 [129].The uncertainty expressed in mean elements constructed us-
ing Vinti’s theory might reduce the extent of the non-Gaussian behavior for a
longer time of flight. The nonlinearity in the propagation, which is important
for both GMM-PC and MGMMs, is reduced for perturbed orbits.
The MC method could be extended to handle other parameter uncer-
tainties such as the gravity parameter, ballistic coefficient, and the SRP char-
acteristics. Adding these parameter will increase the dimension of the states
and result in extra memory load for the GPU. Therefore, the speedups might
decrease and the effect of the added uncertainties on the collision probability
is only noticeable on long duration encounters. The present speedup analyses
are from an NVIDIA GPU with compute capability 2.0 and the computation
180
for the low fidelity dynamics is limited by the availability of fast access mem-
ory, i.e. registers. Therefore, a newer GPU with a higher compute capability
that has more registers per thread should be used for larger speedups. Using
mascons is better than using Spherical Harmonics on the GPU, however, ac-
cessing the mascon data from the global memory for each dynamics evaluation
requires many relatively slow read and writes. Using an interpolation based
gravity model such as Fetch will decrease the number of memory transfers and
increase speedups on the GPU.
For long encounters, the encounter window can be split into smaller
encounter windows that are adjacent in time. The PDF propagation method,
uses the full accurate model to propagate the uncertainty and generate samples
for each window. MC simulation with a lower fidelity model is used to compute
the closest approach within the time window. Regenerating the samples from
the PDF ensures that error due to the lower fidelity dynamics is negligible
because of the smaller times of flights for the MC phase. It is important to
note that his method only works when a particular sample can identified across
the PDFs at different times.
The MGMM PDF of the RSOs can be expressed in orbit elements
at the beginning of the encounter window. Using orbit elements will reduce
the number of elements required for an accurate PDF during the uncertainty
propagation phase (Phase I). The MGMMs can still be propagated in orbit
elements during the encounter time, however, they will be split into more el-
ements converted to Cartesian coordinate at each quadrature node in time
where the probability of new collisions is computed, i.e. Equation (5.24) on
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page 155. It should be noted that the MGMM should be in Cartesian coor-
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[96] J. J. Moré and D. C. Sorensen. Computing a trust region step. SIAM
Journal on Scientific and Statistical Computing, 4(3):553–572, 1983.
201
[97] A. Morselli, R. Armellin, P. D. Lizia, and F. B. Zazzera. A high order
method for orbital conjunctions analysis: Monte carlo collision proba-
bility computation. Advances in Space Research, 55(1):311–333, 2015.
[98] N. Nakhjiri and B. F. Villac. An algorithm for trajectory propagation
and uncertainty mapping on gpu, paper aas 13-376. In 23rd AAS/AIAA
Space Flight Mechanics Meeting, Kauai, HI, 2013.
[99] M. Nayak. Impact of national space policy on orbital debris mitigation
and us air force end of life satellite operations. In SpaceOps Conference,
Stockholm, Sweden, 2012.
[100] M. Norgaard, N. K. Poulsen, and O. Ravn. New developmeents in state
estimation for nonlinear systems. Automatica, 36(11):1627–1638, 2000.
[101] S. Oladyshkin and W. Nowak. Data-driven uncertainty quantification
using the arbitrary polynomial chaos expansion. Reliability Engineering
& System Safety, 106:179–190, October 2012.
[102] S. S. Oliver, A. J. Perticia, and J. R. Henderson. Intelligent sensor task-
ing for space collision mitigation. Technical Report LLNL-TR-427454,
Lawrence Livermore National Laboratory, April 2010.
[103] R. S. Park and D. J. Scheeres. Nonlinear mapping of gaussian statistics:
Theory and applications to spacecraft trajectory design. Journal of
Guidance, Control, and Dynamics, 29(6):1367–1375, 2006.
[104] R. P. Patera. Satellite collision probability for nonlinear relative motion.
Journal of Guidance, Control, and Dynamics, 26(5):728–733, 2003.
202
[105] R. P. Patera. Calculating collision probability for arbitrary space-vehicle
shapes via numerical quadrature. Journal of Guidance, Control, and
Dynamics, 28(6):1326–1328, 2005.
[106] T. Payne and R. Morris. The space surveillance network (ssn) and
orbital debris. In 33rd Annual AAS Guidance and Control Conference,
Breckenridge, Colorado, 2010.
[107] A. B. Poore. Propagation of uncertainty in support of ssa missions.
In 25th AAS/AIAA Space Flight Mechanics Meeting, Williamsburg, VA,
2015.
[108] M. L. Psiaki, J. R. Schoenberg, and I. T. Miller. Gaussian sum reap-
proximation for use in a nonlinear filter. Journal of Guidance, Control,
and Dynamics, 38(2):292–303, 2015.
[109] J. R. Rice. A metalgorithm for adaptive quadrature. Journal of the
ACM, 22(1):61–82, 1975.
[110] D. Richmond. Space situational awareness (ssa) research findings. In
Advanced Maui Optical and Space Surveillance Technologies Conference,
volume 1, page 3, 2008.
[111] J. R. A. Rodriguez, Fadrique F. M. M., and H. Klinkrad. Collision
risk assessment with a smart sieve method. In Joint ESA-NASA Space-
Flight Safety Conference, ESTEC, Noordwijk, the Netherlands, 2002.
203
[112] R. P. Russell and N. Arora. Global point mascon models for simple,
accurate and parallel geopotential computation. Journal of Guidance,
Control, and Dynamics, 35(5):1568–1581, 2012.
[113] C. Sabol, C. Binz, A. Segerman, K. Roe, and P. W. Schumacher. Prob-
abiliy of collision with special perturbations dynamics using the monte
carlo method. In AAS/AIAA Astrodynamics Specialist Conference,
Girdwood, Alaska, AAS 11-435, 2011.
[114] C. Sabol, T. Sukut, K. Hill, K. T. Alfriend, B. Wright, Y. Li, and
P. Schumacher. Linearized orbit covariance generation and propaga-
tion analysis via simple monte carlo simulations, paper aas 10-134. In
20th AAS/AIAA Space Flight Mechanics Meeting, Feb 14-17, San Diego,
CA, 2010.
[115] J. Sarmavuori and S. Sarkka. Fourier-hermite kalman filter. IEEE
Transactions on Automatic Control, 57(6):1511–1515, June 2012.
[116] D. J. Scheeres, F.-Y. Hsiao, R. S. Park, B. F. Villac, and J. M. Maruskin.
Fundamental limits on spacecraft orbit uncertainty and distribution prop-
agation. The Journal of the Astronautical Sciences, 54(3-4):505–523,
2006.
[117] H. Shen, V. Vittaldev, C. D. Karlgaard, R. P. Russell, and E. Pellegrini.
Parallelized sigma point and particle filters for navigation problems, pa-
per aas 13-034. In 36th Annual AAS Guidance and Control Conference,
Feb 1- 6, Breckenridge, CO, 2013.
204
[118] D. Siegmund. Importance sampling in the monte carlo study of sequen-
tial tests. The Annals of Statistics, 4(4):673–684, 1976.
[119] J. B. Skelton. Data handling and protection of need-to-know data in
a need-to-share netcentric enterprise. In Advanced Maui Optical and
Space Surveillance Technologies Conference, page 93, 2012.
[120] S. A. Smolyak. Quadrature and interpolation formulas for tensor prod-
ucts of certain classes of functions. Doklady Akademii nauk SSSR,
1(4):240–243, 1963.
[121] W. Squire and G. Trapp. Using complex variables to estimate deriva-
tives of real functions. Siam Review, 40(1):110 – 112, 1998.
[122] C. L. Stokely, J. L. Foster, E. G. Stansbery, J. R. Benbrook, and Q. Juarez.
Haystack and hax radar orbital debris environment; 2003. NASA Tech-
nical Report JSC-62815, NASA Johnson Space Center Orbital Debris
Program Office, November 2006.
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