Default logic was proposed by Reiter as a knowledge representation tool. In this paper, we present our work on the Default Reasoning System, DeReS, the rst comprehensive and optimized implementation of default logic. While knowledge representation remains the main application area for default logic, as a source of large-scale problems needed for experimentation and as a source of intuitions needed for a systematic methodology of encoding problems as default theories we use here the domain of combinatorial problems.
Introduction and motivation
In this paper we describe an automated reasoning system, DeReS, based on default logic. We discuss the problem of testing and experimenting with nonmonotonic reasoning. We describe a system, called the TheoryBase, that generates families of default theories for use in experimental studies. We describe results of experiments with DeReS that used as test cases default theories generated by the TheoryBase. This paper is a full version of the material presented in two extended abstracts: CMMT95] and CMT96]. y Corresponding author. and studied over several years at the University of Kentucky. DeReS supports basic automated reasoning tasks for default logic and for logic programming with the stable model semantics GL88]. Our current version of DeReS uses relaxed strati cation Cho95b, Cho95a] as a primary search-space pruning mechanism. A relaxed strati cation of a default theory allows us to use a divide-and-conquer approach when computing extensions. An original default theory is partitioned into several smaller subtheories, called strata. The extensions of the original theory are then reconstructed from the extensions of its strata. The notion of a relaxed strati cation considered here is a generalization of the concept of a strati cation of a logic program, as introduced in ABW88]. In particular, a theory (logic program) strati ed in our sense may possess no extension (stable model) or, if it does, not necessarily a unique one. In the paper we show that applying relaxed strati cation leads to substantial speedups, especially when the strata are small. Relaxed strati cation is discussed in Section 3.2.
In the paper we also study the e ects of di erent propositional theorem provers on the e ciency of DeReS. We observe that full theorem provers, which check global consistency when deciding whether a theory proves a formula, result in performing prohibitive amount of redundant computation. A weaker notion of a local prover, sound but not complete, can also be used to correctly implement default reasoning and results in signi cant improvements in time performance. For consistent theories local prover is complete, and we use this feature of local prover to limit the size of theories that need to be consulted for provability and satis ability. Use of a local prover requires modi cations in algorithms processing default theories. The details are discussed in Section 3.3.
Our results show that there are classes of theories that DeReS can handle very e ciently. However, if relaxed strati cation does not yield a partition of an input theory into small strata, the e ciency of DeReS may be poor. In this context, it is interesting to relate our work to that of Niemel a and Simons NS95] . Their system, s-models, is currently the best implementation of the stable model semantics for logic programs. It is based on the ideas rst proposed in SNV95] that have some common features with the Davis-Putnam approach to satis ability testing. Namely, s-models makes a decision about the membership of an atom in a stable model, propagates the e ects of this decision through the program, thus decreasing its size and, then selects the next atom to deal with. As soon as s-models establishes that there is no stable model consistent with the decisions made so far, it backtracks. Thus, DeReS and s-models attack di erent aspects of the same problem. While our research focused on techniques to exploit relaxed strati cation to reduce the problem to smaller ones (divide-and-conquer), Niemel a and Simons developed techniques to deal with individual strata (s-models does not exploit strati cation at all). It seems that the next-generation implementations of nonmonotonic systems, in order to be e ective in a large range of di erent applications, must combine techniques developed in both projects.
Systematic implementation and experimentation e ort is necessary to provide us with better insights into the computational properties of nonmonotonic logics. Despite importance of experimental studies to the area of nonmonotonic logics, there has been little work reported in the literature. While several algorithms were published and some implementations described MW88, BNNS93, BNNS96, BEP94, NS95, DFN97], the results are far from conclusive. This state of a airs can be attributed to the lack of systematic experimentation with implemented systems. One possible reason is the absence of commonly accepted benchmarking systems that could generate rich classes of meaningful test data | logic programs and default theories.
Resorting to randomly generated programs and theories, a solution often used in other areas such as graph algorithms or satis ability testing, is not a viable approach. First, it is di cult to argue that randomly generated data have any correlation with cases that are encountered in practical situations. Second, only a very careful selection of parameters makes randomly generated instances di cult to solve and, hence, useful for benchmarking purposes CA96] . Third, no model of a random logic program or random default theory has been proposed yet.
In this paper we describe an approach to the problem of generating logic programs and default theories to test nonmonotonic reasoning systems. Namely, we develop encodings of graph problems as logic programs and default theories. Our approach builds on the work of Knuth Knu93] in which he presented a graph generating system called The Stanford GraphBase. We apply our encodings of graph problems to graphs generated by The Stanford GraphBase, thus producing a rich variety of programs and theories for testing. We call the resulting system the TheoryBase.
The Stanford GraphBase allows the user to generate parameterized families of graphs of similar structure and properties, and of sizes controlled by a numeric parameter. This feature is inherited by the TheoryBase. Thus, the TheoryBase can generate families of default theories and logic programs of similar structure and properties, and of growing sizes, which supports studies of scalability of reasoning algorithms.
Each graph generated by The Stanford GraphBase has a unique identi er. This feature greatly facilitates the use of The Stanford GraphBase as a benchmarking system. We extended the concept of the GraphBase identi er to the case of default theories and logic programs generated by the TheoryBase.
In the paper we demonstrate the usefulness of the TheoryBase in experimental studies of automated reasoning systems by using the TheoryBase generated default theories in our studies of the performance of DeReS.
The paper is organized as follows. In the next section we provide the reader with the formal de nition of default logic and its simpli ed version, logic programming with the stable semantics. We discuss the complexity results for default logic. In Section 3, we describe DeReS, its main components and reasoning algorithms. Section 4 contains descriptions of default encodings of graph problems that are used by the TheoryBase. The TheoryBase itself is described in Section 5. Results of experimenting with DeReS are presented in Section 6. The last section contains conclusions.
Default logic { technical introduction
The language of default logic is an extension of the language of rst order logic by new structures called defaults. In this paper, we concentrate on the case when the underlying rst-order language is propositional. A more general case, of the predicate language without quanti ers and function symbols follows immediately from our presentation.
Let L be a xed propositional language over a set of atoms At. A Proposition 2.2 tells us that if we are able to compute extensions of default theories then, in particular, we are able to compute stable models of logic programs.
There is an important di erence between computing stable models and computing default extensions. Namely, when computing stable models, procedures testing full propositional provability are not needed. DeReS takes advantage of this fact.
Reasoning tasks associated with default logic are listed below. In the descriptions we assume that a nite default theory (D; W) and a formula ' form the input.
Existence | decide whether (D; W) has an extension. In-Some | decide whether (D; W) has an extension containing '. In-All | decide whether ' belongs to all extensions of (D; W). 1 Our de nition is di erent from but equivalent to the original de nition by Reiter Rei80] .
The following result due to Gottlob Got92] and Stillman Sti92] determines the complexity of these problems.
Proposition 2.3 The problems Existence and In-Some are P 2 -complete. The problem In-All is P 2 -complete.
The same reasoning tasks can be formulated for the domain of logic programs and the stable model semantics. In this setting the complexity of the reasoning problems goes down. This is due to the fact that deciding whether an atom follows from a set of atoms is easier (polynomial) than the task of deciding whether a formula follows from a set of formulas (co-NP-complete). Speci cally, for logic programs we have the following result MT91].
Proposition 2.4 In the case of logic programs and atoms, the problems Existence, and In-Some are NP-complete. The problem In-All is co-NP -complete.
A default theory (D; W) is disjunction-free if all formulas in W, all prerequisites, justi cations and consequents of defaults in D are conjunctions of literals. One can show that the same complexity bounds as those given in Proposition 2.4 hold for the class of disjunction-free default theories KS89]. Several default theories studied below are disjunction-free.
Automated reasoning with default logic
In this section we describe the Default Reasoning System DeReS developed at the University of Kentucky. We provide a general overview of DeReS, describe its main components and the key reasoning algorithms.
Overview
DeReS is a software package implementing nonmonotonic reasoning and running under all major versions of Unix, including Linux. The focus of DeReS is on automated reasoning with default logic and with logic programming with the stable model semantics 2 .
DeReS computes extensions for nite propositional default theories 3 . Given a default theory, DeReS can determine existence of extensions and can compute one of the extensions or all of the extensions. There are no syntactic restrictions on input default theories and formulas.
The user communicates with DeReS via its shell. The DeReS shell provides the user with access to commands speci c to DeReS, as well as to system commands. In particular, it reads user queries, initiates appropriate reasoning procedures, and outputs results of the reasoning process. It also outputs statistics such as the amount of the CPU time used to solve a query, the number of calls to the propositional provability procedure and the number of candidates for extensions that were tested. if not (X U) then return(false) until AR = ;; if X = U then return(true) else return(false); 
Default Reasoning Module
The key reasoning algorithm of DeReS is based on the observation that every extension of a default theory (D; W) is of the form Cn(W c(U)) for some set of defaults U D. This representation may not be unique. That is, an extension may be generated by W and consequents of di erent subsets of D. However, every extension T has a unique largest subset of defaults that generates it. This is the set of its generating defaults GD(D; T) (see Proposition 2.1). This observation implies a method, called generate-and-check, to construct one (or all) extensions. The idea is to construct all subsets of D and, for each of them, test whether it is the set of generating defaults of an extension.
To accomplish this latter task, DeReS uses a procedure Is Extension(D; W; U). Given a nite default theory (D; W) and a set U D, it returns value true if U is the set of generating defaults of an extension for (D; W), and returns value false, otherwise. One such procedure is described in MT93].
It is presented here in Figure 1 .
To generate all subsets of D, DeReS generates and searches a full binary tree whose nodes are labeled by subsets of D. This tree is constructed as follows. Let D = fd 1 ; d 2 ; : : : ; d n g. The root of the tree is labeled by the empty subset of D. If a node a, at depth k in the tree, is labeled by set U D, then the left child of a is labeled by U fd k+1 g and the right child of a is labeled by U, again. It is clear that every subset of D appears as a label on at least one node. In the case when n = 3, the corresponding binary tree is shown in Figure 2 .
DeReS considers the nodes of the tree according to the depth-rst search order. To avoid considering the same subset several times (if it appears as the label on more than one node of the tree), a set of defaults is checked by the Is Extension procedure only when it is encountered for the rst time as the label on a node in the tree. In Figure 2 , the nodes where Is Extension is actually invoked are shown in solid lines.
The sets of generating defaults of extensions form an antichain. This observation yields a method to prune the search space. When the set of defaults represented by a node in the search space is found to be generating for an extension, DeReS prunes all descendants of this node in the search tree. The resulting algorithm to compute all extensions, referred to as All Extensions, is presented in Figure 3 . The variable backtrack is set to true whenever the currently considered node in the search space is a leaf or represents the set of generating defaults of an extension, causing the algorithm to backtrack. We refer to the algorithm based on the idea described above as All Extensions Strati ed. The pseudocode is given in Figure 4 .
Prover Module
Prover Module of DeReS is used as an oracle by all reasoning procedures. Currently, DeReS is equipped with a prover that implements the propositional tableaux method. However, any other technique based, for instance, on the resolution inference rule or on satis ability testing procedures could be used in its place. Using a sound and complete prover allows DeReS to handle arbitrary default theories. However, it carries a heavy computational cost due to the ine ciency of such provers. Analyzing the performance of sound and complete provers, one can see that substantial amount of time spent to decide whether a theory T proves a formula ' is actually spent to decide consistency of T. Next, when searching for a proof of ' from T, even those parts of T that are irrelevant to ' may be considered by the prover.
Based on these observations, we designed and implemented a method referred to as a local prover. This provability testing procedure does not perform consistency checks and, consequently, is sound but not complete. Moreover, the local prover takes into account only the part of T that is relevant to proving '. We then modi ed reasoning algorithms in DeReS so that a full prover can be replaced with a local prover without a ecting the correctness of DeReS. As expected, we observed substantial computational gains. We will now describe in detail the concept of a local prover.
Let L be any propositional language. For a formula ' 2 L, by Var(') we denote the set of atoms occurring in '. Similarly, for a theory T, we de ne Var(T ) as the set of all atoms occurring in the formulas from T. Next, we will introduce the concept of a local provability. The main idea is to capture the expression \the information in T, pertinent to ', entails '". Thus, ' should not be locally provable just because T contains some inconsistent data.
De nition 3.1 A theory T locally proves a formula ' (denoted T`l oc ') if T '`' .
Local provability has the following useful properties.
All Extensions Strati ed(D; n; W ) All standard propositional routines can be easily modi ed so that they implement the concept of a local provability. For instance, in order to decide whether T`l oc ', our tableaux method is modi ed so that 1. The root of the tableau is labeled with :', and 2. A branch is never expanded by formulas that have no variables in common with those already appearing on the branch.
In this way, the prover remains restricted to the theory T ' . This component is often much smaller in size than T.
Replacing a full prover by a local prover may lead, in general, to incorrect results. This theory has a unique extension, L, that is generated by the empty set of generating defaults. Since W 6 loc :q, using a local prover instead of a sound and complete prover will classify d 0 as applicable with respect to the context W. Consequently, the same unique extension L will be found but the set of generating defaults will be determined incorrectly (d 0 will be returned as generating). The algorithm All Extensions outputs sets of generating defaults of extensions of the input default theory. Our examples show that when the local prover is used in Is Extension, the algorithm All Extensions may return additional solutions (sets of defaults). Each of these additional solutions generates the theory L, the entire language. This is the only problem caused by the use of the local prover. Consistent extensions of a default theory will be computed correctly and only once.
We will now describe modi cations in the algorithm All Extensions to guarantee correctness when the local prover is used in Is Extension instead of the full propositional prover. These modi cations exploit the observation that in the case of a consistent theory T, there is no di erence between provability and local provability from T (Proposition 3.1).
First, we will decide whether W is inconsistent. To this end, we will start with the empty set of formulas. Then, we will add the formulas from W one by one, each time checking whether consistency is preserved. This can be accomplished by means of a local prover. If W is inconsistent, then (D; W) has a unique extension, which is inconsistent. In this case, the set of generating defaults is the set of all justi cation-free defaults in D.
If W is consistent, we next check whether an inconsistent extension can be generated out of W and the justi cation-free defaults (defaults with justi cations do not matter in the case of inconsistent extensions). This is done be gradually building the closure of W under the justi cation-free defaults.
Again, each time before a rule is applied, it is checked whether consistency will be preserved (by a single call to the local prover). If a contradiction is detected, (D; W) has an inconsistent extension. Otherwise, all extensions of (D; W), if they exist, are consistent (and so is W). Before we complete the description of the algorithm, let us notice that the procedure Is Extension with the local prover correctly determines whether U D is the set of generating defaults of an extension if W c(U) is consistent. Indeed, if in an iteration of the repeat loop the consequents of the defaults in X together with W lead to a contradiction, then the set X is not included in U (as W c(U) is consistent).
Hence, the procedure will return false and terminate. This is correct, as at this point in the algorithm, only consistent theories may be extensions. Otherwise, all theories involved in provability checks are consistent and the local prover works exactly as the full prover.
Notice that in the algorithms All Extensions and All Extensions Strati ed the space of all subsets U of D is searched by starting with U = ; and then, in each step, a single default is either deleted from or added to U. Assume that the current set of defaults U (the current candidate for the set of defaults generating an extension) is such that W c(U) is consistent (this assumption holds at the beginning of the search as, let us recall, W is consistent). If the next set of defaults, say U 0 , to be considered is obtained by deleting a default then, clearly, W c(U 0 ) is consistent, too. Hence, the procedure Is Extension with the local prover can be used to determine whether U 0 is the set of generating defaults of an extension.
If U 0 is obtained by adding a default, say d, then we rst check whether W c(U)`l oc :c(d). If the answer is positive, the set W c(U 0 ) is inconsistent and does not generate an extension (recall that at this point we know that all extensions are consistent). Thus, the recursive call (second line from the bottom in Figure 3 ) is omitted (supersets of U 0 do not generate an extension, either). Otherwise, W c(U 0 ) is consistent. Hence, as before, Is Extension with the local prover can be used to decide whether U 0 is the set of generating defaults of an extension.
A description of the modi ed algorithm All Extensions, called All Extensions Loc, is shown in Analogous modi cations allow us to use the algorithm Strati ed Build Extensions with a local prover instead of a full propositional prover. Using a local prover signi cantly improves the performance of DeReS (see Section 6 for a discussion of our experimental results) and requires no restrictions on the syntax of input theories. Another way to improve the performance of DeReS is to impose syntactic constraints on input theories and exploit these restrictions in the design of even more e cient provers. In particular, DeReS uses special processing methods to deal with disjunction-free theories. All the provability tests mentioned above can be accomplished by deciding membership of a literal in a set of literals. This method is implemented in DeReS and referred to as the table lookup method. It decides each provability of a literal from a set of literals in a constant time.
In Section 6 we present several examples of performance of provers on concrete default theories, generated using the TheoryBase.
Using DeReS
To work with DeReS the user invokes the DeReS shell. The shell allows the user to load les with input default theories, display them, and compute, display and record extensions.
Each default theory to be processed by DeReS is identi ed by a le lename1.dt. This le speci es the names of two other les, lename2.thc and lename3.dc, by including lines
The le lename2.thc consists of formulas (part W of the default theory). The le lename3.dc consists of defaults (part D of the default theory).
The performance of DeReS is substantially improved if the input default theory, say represented by the le lename.dt, is strati ed and if the strata are possibly small. To take advantage of this feature, the user has to construct an additional le, lename.str (the same name as the le identifying the default theory, but di erent su x). This le is automatically created by the TheoryBase for all default theories that it produces and which admit non-trivial relaxed strati cation. The strati cation le de nes a partition of input defaults into strata. If the strati cation le is not found, DeReS assumes trivial strati cation into a single cluster.
The syntax of formulas and defaults is rather straightforward. Symbols &&, ||, !, => and <=> serve as conjunction, disjunction, negation, implication and equivalence, respectively. Defaults are speci ed by providing the prerequisite, the list of justi cations and the consequent. The prerequisite is separated from the justi cations by a colon \:". The list of justi cations is then followed by -> and by the consequent. The user runs DeReS by invoking its shell. The shell provides the user with several commands:
1. load lename | loads a default theory (D; W) described in the le lename.dt; 2. status | shows the name of the current default theory (the theory loaded by the most recent use of the load command) and system settings; 3. setprover -f | -l | -a] | selects a prover mode; options -f, -l, -a select full, local and 
Programming with default logic
Programming with default logic means reducing a given problem to reasoning tasks of default logic such as existence of extensions, nding an extension or nding all extensions. Consider a problem whose solutions are subsets of some domain. Reducing the problem to default logic means constructing a default theory whose extensions allow the user to determine all solutions to the original problem. Similarly, in the case of decision problems, solving them by means of default logic means constructing a default theory that has an extension if and only if the original problem has a solution. Constructing these default encodings and reconstructing solutions from extensions should be algorithmically easy | polynomial (linear, whenever possible) in the size of the original problem.
In this section, we discuss techniques to systematically encode problems as default theories. Since extensions of default theories form subsets of the language, default theories can be used to represent those problems whose solutions are subsets of some domain. These solutions are usually de ned as subsets of the domain satisfying certain constraints. With these insights, we propose an approach to programming with default logic that has two main components:
1. Techniques to construct default theories representing collections of basic objects such as sets and functions. 2. Techniques for modifying these default theories to eliminate extensions representing those objects that do not satisfy constraints implied by the original problem speci cation. Although the target of default logic is knowledge representation, the large test cases are needed for both experimentation and for studies of the methodology of representing problems as default theories. In our research, we chose the domain of combinatorics as the source of large and meaningful examples. In this domain it is easy to generate parameterized families of test cases needed for performance evaluation. Further, combinatorial problems are often speci ed in terms of constraints. Consequently, the domain of combinatorics can provide useful insights into modelling constraints as defaults or sets of defaults.
In what follows, we will be introducing techniques to impose constraints (item 2) on default theories representing collections of sets and functions (item 1). However, these techniques can be used in any application domain where constraints can be speci ed by means of default theories.
While in our discussion we focus on the propositional case, DATALOG-style encodings of some of the problems discussed below have been considered in Nie98, ELM + 98, MT99].
Subsets
In this section we will present default theories whose extensions encode all subsets of a given set. Observation 4.1 Let X be a set and let Y X. A theory T is an extension of the default theory (S 1 (X); Y ) if and only if T = Cn(fp: p 2 Ug f:p: p 2 X nUg), for some set U X such that Y U.
It follows that there is a one-to-one correspondence between extensions of (S 1 (X); Y ) and all subsets of X that contain Y . In other words, the default theory (S 1 (X); Y ) can be used to represent all subsets of X containing Y .
Observe that elements p 2 X are treated in the de nition of S 1 (X) as propositional variables.
We will often use elements of combinatorial structures (for instance, vertices and edges of graphs) as propositional variables to indicate their membership in sets.
Another straightforward form of encoding all subsets of X is to introduce for every element p of X two propositional variables: in(p) and out(p). Consider 
Maximal con ict-free sets
Often solutions to problems are speci ed as maximal con ict-free subsets. Let X be a set and let C be a function from X to P(X). If 1. for every x; y 2 X, x 2 C(y) if and only if y 2 C(x), and 2. for every x 2 X, x = 2 C(x), then C is called a con ict function.
A subset Y of X is con ict-free if for every x 2 Y , C(x) \ Y = ;. For every x 2 X, de ne a default select(x) by select(x) = : f:y: y 2 C(x)g x : The intuition behind the default select(x) is as follows: if none of the elements in con ict with x is included in the solution, then include x.
De ne now a set of defaults SELECT(X; C) by SELECT(X; C) = fselect(x): x 2 Xg: Observation 4.3 Let X be a set and let C be a con ict function from X to P(X). Let Y X be con ict-free. Then a theory T is an extension of (SELECT (X; C); Y ) if and only if T = Cn(U), for some maximal (with respect to inclusion) con ict-free subset U of X such that Y U.
Clearly, Observation 4.3 establishes a one-to-one correspondence between maximal con ict-free subsets of X and extensions for (SELECT (X; C); ;).
Observe also that the theory (SELECT (X; C); Y ) is disjunction-free. This theory can also be represented as a logic program by means of the translation described in Section 2.
Maximal independent subsets
A common type of a combinatorial structure appearing in practical applications is an independent set. Consider a nite collection H of nite subsets of a set X. A subset Y X is called independent for H if there is no H 2 H such that H Y . We will construct now a default theory that represents all maximal independent subsets for a family of sets H P(X). Observation 4.4 establishes a one-to-one correspondence between maximal independent sets for H and extensions of (MS(H; X); ;). Default theories (MS(H; X); Y ) are not, in general, disjunction-free (unless jHj = 2 for all sets H 2 H). However, the existence of an extension problem for such theories is still only NP-complete.
The concept of a maximal independent set is a very general one. In particular, it is possible to represent maximal con ict-free sets as maximal independent sets in a suitably de ned family H.
Functions
In this section we will use the results of Section 4.2 to construct a default theory whose extensions correspond to all functions from a nite set X to a nite set Y . First, for every x 2 X and y 2 Y , let us introduce a propositional variable f x;y . This variable will represent the fact that y is assigned to x. The set of all these new variables will be denoted by F(X; Y ). For each new atom f x;y , de ne its con ict set, C(f x;y ), by C(f x;y ) = ff x;z : z 2 Y; z 6 = yg: (1) Clearly, a subset F of ff x;y : x 2 X; y 2 Y g is a maximal con ict-free set if and only if there is a function g: X ! Y such that F = ff x;g(x) : x 2 Xg. Let 
Constraints
In this section, we will present a method to impose constraints that can be expressed by propositional formulas. That is, we will show how to modify a default theory so that the extensions of the resulting default theory are precisely those extensions of the original theory that satisfy the constraints.
Let ' be a propositional formula and let aux ' ' ) will be referred to as selection defaults. Observe also that when constructing the selection defaults, a formula ' can be replaced by a logically equivalent one (cf. MT93], Theorem 5.3) without changing the selection properties of the default. We will often take advantage of this observation.
In general, we can use the same atom aux in all selection defaults. However, to decrease the number of dependencies between defaults and obtain ner strati cation, it is better to use di erent auxiliary atoms in di erent selection defaults. Thus, in this section and throughout the paper we use a new auxiliary atom aux ' for each selection default.
There are other classes of defaults that act as selection defaults. For instance, :: ' ' eliminates all extensions not containing ' (similarly to d ' ). However, the default ::' ' may interact with other defaults and introduce cyclic dependencies that lead to larger strata.
Kernels in directed graphs
In the remainder of this section, we will present several default theories that encode problems in graph theory. They are constructed by rst using our results about representing all subsets (or functions) and then by imposing constraints.
We will start by constructing default theories that represent the problem of existence of kernels in directed graphs. Given a directed graph G = (V; A) (V stands for the set of vertices and A for the set of directed edges of G), a set K V is called a kernel if:
(K1) The set K is an independent set, that is, for every edge (u; v) 2 A, u 2 V n K or v 2 V n K.
(K2) For every vertex w 2 V n K, there exists a vertex v 2 K such that (w; v) 2 A.
The rst, rather ad-hoc representation of the kernel problem as a default theory appeared in MT91].
Let G = (V; A) be a directed graph. For every edge e = (x; y) 2 A, de ne r(e) = : :y x :
Denote by KER 1 (G) the default theory (fr(e): e 2 Ag; ;). It was shown in MT91] that K V is a kernel of a directed graph G = (V; A) if and only if Cn(M), where M = V n K, is an extension of KER 1 (G). In other words, extensions of this default theory are precisely the complements of kernels. Note that the theory KER 1 (G) is disjunction-free.
We will now construct another encoding of the kernel problem, systematically utilizing the results from the preceding sections. Consider the default theory (S 1 (V ); ;). Its extensions represent the collection of all subsets of V . More precisely, they are all of the form fx: x 2 Kg f:x: x 2 V n Kg, for some K V . We will denote a set of this form, determined by K V , by K.
To represent kernels, we need to enforce kernel conditions (K1) and (K2) on such sets. To enforce (K1), for every directed edge e = (x; y) de ne '(e) = :(x^y): Clearly, K satis es condition (K1) if and only if K entails '(e), for every e 2 A.
To enforce condition (K2), for every vertex v de ne a formula Yet another approach is to encode complements of kernels, as it is easy to decode a set from its complement (this approach was used in MT91]).
Maximal independent sets in graphs, matchings and perfect matchings
Let G = (V; E) be an undirected graph. A set of vertices I V is independent if for every edge e 2 E, at least one of its endvertices is not in I. Let us recall that an edge in an undirected graph can be identi ed with the set of its endvertices. Hence, it is clear that I is an independent set in G if and only if it is independent for E in the sense of Section 4.3. Let us denote MIS(G) = (MS(E; V ); ;). Observation 4.6 Let G = (V; E) be an undirected graph. A set Y V is a maximal independent subset of G if and only if Cn(Y ) is an extension of MIS(G). Moreover, every extension of MIS(G) is of the form Cn(Y ), for some maximal independent set Y in G.
It is also easy to see that if U V is independent, then the default theory (MS(E; V ); U) describes all maximal independent sets in an undirected graph G that contain U. Since all sets in E have only two elements, the theory (MS(E; V ); U) is disjunction-free.
An alternative encoding is implied by an observation that undirected graphs can be regarded as directed graphs (each undirected edge fx; yg is treated as a pair of two directed edges (x; y) and (y; x)).
It is easy to see that a set of vertices K is a kernel of an undirected graph G (regarded as a directed graph in the sense described above) if and only if K is a maximal independent set. Thus, extensions of the theory KER 2 (G), where A = f(x; y); (y; x): fx; yg 2 Eg are precisely maximal independent sets of the (undirected) graph G = (V; E). Let G = (V; E) be an undirected graph. Observe that M E is a matching if and only if M is independent for E(G) = ffe; fg: e; f 2 E; e 6 = f; e and f share an endvertexg. Consequently, the default theory (MS(E(G); E); ;) represents (through its extensions) all maximal matchings in G.
We will now add to (MS(E(G); E); ;) selection defaults to weed out those maximal matchings that are not perfect. We will now de ne propositional formulas that describe a violation of the condition that the endvertices of the same edge are assigned di erent colors. For every edge e = fx; yg 2 E and every i 2 I k , de ne cl(e; i) = f x;i^fy;i (recall that f v;p is a new atom used in the construction of the default theory MAP(X; Y ) to represent the fact that v 2 X is assigned p 2 Y ). Hence, cl(e; i) states that the endvertices of e are assigned color i.
It is easy to see that a function c : V ! I k is a coloring if for every e 2 E and every i 2 I k , ff x;c(x) : x 2 V g does not entail cl(e; i). Weeding out extensions that entail formulas cl(e; i) can be accomplished by adding to MAP(V; I k ) the selection defaults d 0 cl(e;i) , e 2 E, i 2 I k . Let us denote the resulting default theory by COL 1 (G; k).
Observation 4.8 Let G = (V; E) be an undirected graph. A function c : V ! I k is a k-coloring of G if and only if Cn(ff x;c(x) : x 2 V g) is an extension of COL 1 (G; k). Moreover, every extension of COL 1 (G; k) is of the form Cn(ff x;c(x) : x 2 V g), for some coloring c of G.
Note that the theory COL 1 (G; k) is disjunction-free. Another approach to encoding of the coloring problem was given in NS95]. This encoding, COL 2 (G; k), can be constructed, using our approach, as follows. For every x 2 V and i 2 I k , de ne the con ict set C(f x;i ) by: C(f x;i ) = ff x;j : j 2 I k ; j 6 = ig ff y;i : y 2 V is a neighbor of xg: (2) It is clear that maximal con ict-free subsets of ff x;i : x 2 V; i 2 I k g are maximal partial k-colorings of the graph G (a partial coloring is an assignment of colors to some of the vertices of the graph so that no edge has the same color assigned to its endvertices). Thus, maximal partial k-colorings of G are encoded (in a one-to-one fashion) by extensions of the default theory (SELECT (F; C); ;), where F = ff x;i : x 2 V; i 2 I k g and C is de ned by (2). 
Cycles and hamiltonian cycles
Let G = (V; A) be a directed graph and jV j 3. For an edge e = (x; y) 2 A let us de ne the con ict set C(e) = f(x; z) 2 A: z 6 = yg f(z; y) 2 A: z 6 = xg:
Let us observe that H A is a maximal con ict-free subset of A if and only if H is a maximal subset of edges in G with the following two properties: (C1) no vertex is the tail of two di erent edges in H, (C2) no vertex is the head of two di erent edges in H.
Consequently, the default theory (SELECT (A; C); ;) has as its extensions precisely the sets of the form Cn(H), where H A is a maximal set satisfying conditions (C1) and (C2).
For every edge e = (x; y) 2 A, let us de ne a default move(e) by move(e) = x^e: y :
The default move(e) is justi cation-free. It is used like a standard inference rule. If e = (x; y) and x are in an extension of a default theory that contains default move(e), then y is in this extension as well.
Let us de ne the default theory (G) by:
(G) = (SELECT (A; C) fmove(e): e 2 Ag; fv s g); where v s 2 V is a xed vertex. One can show that extensions of (G) are precisely the theories of the form Cn(X H), where H A is a maximal subset of edges of G satisfying conditions (C1) and (C2) and X is the set of vertices reachable from v s by means of the edges in H.
To leave only those extensions that correspond to hamiltonian cycles, it is enough to enforce two constraints:
1. An extension must entail formulas v, for every v 2 V (in other words, all vertices must be reachable from v s by means of edges in the extension), 2. an extension must contain an edge with the head v s .
To enforce the rst constraint, the selection defaults d v , v 2 V are added to (G). To enforce the second constraint, the selection default Clearly, the theory HAM 1 (G) is disjunction-free. We will now describe an alternative encoding. Let, as before, G = (V; A) be a directed graph. For an edge e = (x; y) de ne the default move 0 (e) = x: f:f: f = (x; z) 2 A; z 6 = yg y^e :
The intuitive meaning of move 0 (e) is: if x has been reached and it is possible to select an outgoing edge e = (x; y) (none of the other outgoing edges from x is known to have been selected), then select e and visit y. De Note that HAM 2 (G) is disjunction-free.
TheoryBase
We believe that the lack of signi cant experimental studies of the performance of nonmonotonic reasoning systems can be, in large part, attributed to the absence, in the past, of large sets of test cases of varying di culty and structure. This problem is not unique to automated theorem proving. It appears in all areas of experimental research Hoc96].
To test and experiment with software systems we need easily generated, realistic and meaningful test instances. A possible approach is to produce a collection of real-life problems. Such benchmarks are now used in several areas of experimental research in computer science. The bene ts of this approach are evident. The problems are real and, thus, meaningful. In addition, they can easily be disseminated. But, there are also drawbacks. The data often does not provide enough exibility to allow full-edged testing. In particular, a comprehensive study of performance scalability cannot be easily conducted, as databases of benchmarks rarely contain families of test cases of similar structure and growing sizes that would allow good extrapolation of the running time.
The other approach frequently used in experimental research is to generate data randomly. This method o ers an unlimited number of test cases and often the user has control over at least some parameters of data generated. For example, when generating random graphs, we can request a speci c number of vertices and edges. However, the data generated randomly has often properties that rarely occur in real-life examples. It is well known that (under appropriate technical assumptions) almost every connected random graph is hamiltonian Bol85]. Similarly, it is now believed that random 3-SAT problems do not provide an adequate model for problems likely to occur in real-life applications GM94, CB94] .
None of these two approaches has been fully developed for experimenting with logic programming and nonmonotonic reasoning. In logic programming, the set of benchmark programs is very small. Two programs most commonly used in testing are the \naive reverse" program SS86], and the \win" program NS96, RRS + 97]. The situation is even worse with generating logic programs and default theories randomly. In fact, up to now, no random model of a logic program or a default theory has been proposed.
In this section, we will describe a system that generates logic programs and default theories. Our approach is based on the work by Knuth on methods to generate graphs Knu93], and on the results from the previous section providing encodings of graph problems in terms of default theories and logic programs.
Knuth argues that random graphs do not constitute an adequate tool for testing graph algorithms. Instead, Knuth develops a graph generation system, The Stanford GraphBase. This system is publicly available (see Knu93] for details) and, thus, can be used as a \common denominator" for work requiring experimenting with graphs. The Stanford GraphBase is a collection of datasets and graph generating procedures. It allows the user to generate families of directed, undirected, weighted, unweighted, bipartite, planar, regular and random graphs. An important feature of The Stanford GraphBase is that every graph generated gets a unique label (or identi er). It is essential for storing and easy reconstruction of test cases generated.
The core of The Stanford GraphBase is formed by several procedures to generate basic graphs (other graphs can be obtained by applying graph operations implemented in The Stanford GraphBase). These procedures root the graphs they generate in objects such as maps and dictionaries in an e ort to ensure some correlation of the graphs generated to real-life problems. For instance, an interesting family of graphs in The Stanford GraphBase is generated from a table of highway distances between 128 North American cities.
In our work, we extended The Stanford GraphBase to a system, called the TheoryBase 4 , that generates logic programs and default theories. It was developed to facilitate experimenting with DeReS. Our idea is to apply the encodings presented in Section 4 to graphs which are the outputs of The Stanford GraphBase. Thus, the TheoryBase shell provides the user with two main classes of commands: to generate graphs, and to generate default theories encoding graph problems.
The graph generating commands rely on The Stanford GraphBase program. They allow the user to generate families of graphs of similar structure but increasing sizes.
The graph generating commands must be followed by invoking encoding generating commands. The encoding commands allow the user to specify a graph (or a range of graphs) generated before, a graph problem and a version of an encoding to use (they are minor modi cations of the encodings presented in Section 4). Currently, the TheoryBase supports the following commands (together with available options, they allow the user to generate nine di erent encodings):
1. kernel | this command produces the theory KER 2 (G) (to be precise, its slight modi cation) encoding the existence of a kernel for G; by selecting appropriate options two other encodings can also be generated 2. color | this command, invoked with the parameter k, generates the theory COL 1 (G; k) to encode the existence of a k-coloring problem for G 3. hamilton | produces the theory HAM 1 (G) to encode the existence of a hamilton cycle problem for G 4. maxind | generates the default theory MIS(G), whose extensions identify all maximal independent sets in G 5. maxmatch | generates the default theory (MS(E(G); E); ;) (see Section 4.3), whose extensions identify all maximal matchings in G. Each of these commands generates: the header le (su x :dt), the le of propositional formulas (su x :thc), the le of defaults (su x :dc), the strati cation le (su x :str).
The TheoryBase provides a unique identi er for each theory it allows the user to construct. The concept is an extension of a unique identi er of a graph in The Stanford GraphBase. Combining the name of the encoding generating command (possibly appended by strings representing a selection of options) with The Stanford GraphBase identi er of a graph for which the encoding is applied yields the identi er of the resulting default theory. For instance, if kernel command is applied to a graph with The Stanford GraphBase identi er board(5; 5; 0; 0; 5; 3; 1) (see Figure 7 ) the resulting default theory is denoted by kernel:board 5; 5; 0; 0; 5; 3; 1 5 . Similarly, applying the command color to the same graph, to produce a default theory encoding the existence of 3-colorings, yields the default theory with the identi er color3:board 5; 5; 0; 0; 5; 3; 1 .
The TheoryBase encoding generating commands also generate two additional les: the graph description le and the display actions le. These two additional les play no role in the reasoning but they support graphical presentation of the results by the TheoryBase and DeReS X11 graphical user interfaces. For instance, the graphical user interface for DeReS, x11ext, allows the user to display the underlying graph, identi es the graph problem to be solved, provides the user with several command buttons and displays the results of the computation. Figure 7 presents the state of the interface after the rst extension was computed for the theory encoding the existence of a kernel problem for the graph with The Stanford GraphBase identi er board(5; 5; 0; 0; 5; 3; 1).
Although the present focus in the TheoryBase is on test theories for experimentation with nonmonotonic reasoning, our method has wider implications. By encoding graph problems by means of propositional theories or 3-SAT data instances, one can obtain a benchmarking system for testing propositional theorem proving techniques. There is an obvious need for such a system (see GM94] for additional discussion of the subject), especially in view of recent work on new satis ability testing methods: GSAT SLM92] 
Using TheoryBase, experimenting with DeReS
In this section we present the results of our experiments with DeReS and demonstrate usefulness of the TheoryBase in experimental studies of nonmonotonic reasoning systems. When studying DeReS, we were interested in the following three main questions:
1. How does the performance of DeReS scale up with the growth of the size of input default theories? 2. How the selection of a prover (recall that DeReS o ers three choices) in uences the performance of DeReS? 3. What is the e ect of strati cation on the performance of DeReS? In order to obtain meaningful and reliable results, testing must be extensive and the test cases must cover a wide spectrum of default theories with diverse properties.
The TheoryBase was designed to support this type of studies. Let us recall that the TheoryBase allows the user to produce parameterized families of default theories. The size of default theories in such a parameterized family grows as a function of the parameters and all the default theories in the family share similar properties. Several such families were constructed for our experiments.
We will rst discuss those families of default theories that are constructed by means of the TheoryBase kernel and kernel -b commands. These commands produce an encoding of the existence of a kernel problem (through encodings KER 2 and KER 1 , respectively). We applied these commands to several families of directed graphs, called n m-tori, whose vertices form an n m-grid wrapped . We also applied these commands to the graphs with the vertex set representing squares on an 8 n chessboard, in which two vertices connected if one can be reached from the other by a knight's move (with wrap around allowed along both dimensions). These graphs have The Stanford GraphBase labels board(8; m; 0; 0; 5; 3; 1).
As a result, we obtained several families of default theories with labels kernel.board p; q; 0; 0; s; 3; 1 and kernel.b.board p; q; 0; 0; s; 3; 1 , for appropriate values of p, q and s. All these theories are disjunctionfree. Consequently, all three provers can be used by DeReS when processing them. The theories in the families with the pre x kernel have a relaxed strati cation into small strata. The theories in the families with the pre x kernel.b have no non-trivial relaxed strati cation. The theories obtained from graphs board(4; 2m; 0; 0; 1; 3; 1) have exactly two extensions (it is easy to see that the corresponding graphs have exactly two kernels) and the theories obtained from graphs board(3; 3m ? 1; 0; 0; 1; 3; 1) have no extensions. Finally, the number of extensions for the theories kernel.board 8; m; 0; 0; 5; 3; 1 is a slowly growing function of m.
We obtained especially encouraging results on DeReS performance for theories encoding the existence of k-colorings of graphs. We applied the TheoryBase color command, that implements the translation COL 1 , to the following families of graphs:
1. ladder graphs (see Figure 9 (a) for an example of a ladder graph), with the Stanford GraphBase labels board(n; 2; 0; 0; 1; 0; 0), 2. simplex graphs with the side of size n (see Figure 9 (b)), with the Stanford GraphBase labels simplex(n; n; ?2; 0; 0; 0; 0).
For graphs in these families, we generated theories encoding the existence of a 3-coloring. As a result, we obtained the following families of default theories:
1. color3.board n; 2; 0; 0; 1; 0; 0 , n 2, 2. color3.simplex n; n; ?2; 0; 0; 0; 0 , n 2.
All these default theories are disjunction-free and have a good relaxed strati cation. The theories color3.board n; 2; 0; 0; 1; 0; 0 have a large number of extensions (ladder graphs have exponentially many 3-colorings). The theories color3.simplex n; n; ?2; 0; 0; 0; 0 have exactly six extensions (each graph simplex(n; n; ?2; 0; 0; 0; 0) has exactly six 3-colorings).
The e ects of a ne relaxed strati cation are perhaps best illustrated by the theories encoding the existence of a hamiltonian cycle problem. So far, no encoding with good strati cation is known. It is easy to see that ladder graphs board(n; 2; 0; 0; 1; 0; 0) have a hamiltonian cycle. We applied the command hamilton to the ladder graphs to produce the family hamilton.board n; 2; 0; 0; 1; 0; 0 . Default theories in this family are disjunction-free and do not have a non-trivial relaxed strati cation. Moreover, each has exactly two extensions (there are two directed hamiltonian cycles in the directed symmetric representation of a ladder graph).
This collection of test families demonstrates that the TheoryBase allows the user to generate a wide range of examples that can be used to test nonmonotonic reasoning systems. Some of the families we generated and used consist of theories which have a relaxed strati cation into small clusters and others had only a trivial, one-cluster, relaxed strati cation. Some families had no extensions, some other had very few extensions, and yet other had large numbers of extensions. Additional diversi cation was ensured by the fact that the families generated encode several graph problems and by the diversity of underlying families of graphs.
In the remainder of this section we present experimental results on the performance of DeReS on the default theories described above. In all the tables we give, we use the following notation:
1. time f denotes the CPU time for queries processed with the full propositional tableaux prover; 2. time l denotes the CPU time for queries processed with the local propositional tableaux prover; 3. time a denotes the CPU time for queries processed with the table lookup prover; 4. NCPP stands for the number of calls to a prover; 5. EXT stands for the total number of extensions for the input theory. All times are measured in seconds.
The results were obtained on a 166MHz Pentium PC under Linux 2.0.18 operating system. The time was measured using the time routine and is presented as the sum of the CPU time used while executing instructions in the user space of the calling process and the CPU time used by the system on behalf of the calling process. To capture the reasoning time we measure the CPU time from the point when an input default theory is already stored together with its strati cation in DeReS data structures to the point when the answer is returned.
Provers, e ciency of DeReS processing and scalability
DeReS o ers a choice of three propositional provers. Recall that these are: a full tableaux prover, a local tableaux prover (sound, but not complete), and a table lookup prover (applicable to disjunctionfree theories only). All our experiments, perhaps not surprisingly, demonstrate that the local prover signi cantly and uniformly outperforms the full prover and that the lookup prover, whenever applicable, performs better than tableaux provers. In particular, this is illustrated in Table 1 , which summarizes DeReS performance for the family of theories kernel.board 8; m; 0; 0; 5; 3; 1 in the case when only one solution was needed, and in Table 2 for some small constants C 1 and C 2 . Hence, the time grows exponentially and has order (3 jDj=56 ) (where, recall, D stands for the set of defaults of the theory). That is, the time grows at a much smaller rate than the theoretical bound O(jDj 2 2 jDj ) MT93].
When tableaux provers are used times are larger because more time is needed for each call to the propositional provability procedure. For instance, the local prover needs to scan the input theory to nd all formulas which have common propositional variables with the query formula and then decide provability. From our results, it can be estimated that the time time l (m) (in s) for computing all extensions by means of the local prover satis es C 0 1 m3 m time l (m) C 0 2 m3 m ;
that is, it is of the order (jDj 3 jDj=56 ). Finally, similar considerations for the full prover show that, in this case, the time needed to nd all extensions is of the order (jDj The results were similar for several other families of default theories. In some cases, the savings due to the choice of the prover were even more dramatic and led to excellent scalability. Table 3 summarizes running times of DeReS for all three provers for the family of default theories color3.board n; 2; 0; 0; 1; 0; 0 . color3.board n; 2; 0; 0; 1; 0; 0 , one solution n jDj NCPP Table 3 : Finding a 3-coloring for board(n; 2; 0; 0; 1; 0; 0).
In this case, due to a large number of solutions, we only computed the rst extension (computing all would clearly take exponential time). As before, full and local provers are not practical while the table lookup prover performs very well. Even for very large default theories from this family, with tens of thousands of defaults, the table lookup version of DeReS computes an extension in less than a second. This excellent performance is due to two factors: relaxed strati cation and a large number of extensions these theories have, which makes it easy to stumble upon them. Table 4 presents the performance results of DeReS for theories color3.simplex n; n; ?2; 0; 0; 0; 0 (they encode 3-colorings of the simplex graphs). Each such theory has exactly six extensions corresponding to six 3-colorings of the graph simplex(n; n; ?2; 0; 0; 0; 0). color3.simplex n; n; ?2; 0; 0; 0; 0 , one solution n jDj NCPP Table 4 : Finding a 3-coloring for simplex(n; n; ?2; 0; 0; 0; 0).
Finally, DeReS exhibits similar scalability and prover performance results for theories with no extensions. Table 5 summarizes our experiments with the family of theories kernel.board 3; 3m?1; 0; 0; 1; 3; 1 . Since these theories have no extensions, DeReS can terminate execution only after it scans through a portion of the search space that is large enough to allow it to conclude that indeed no extensions exist. Consequently, in this case, the performance of DeReS is worse than in the previous two cases.
All these results demonstrate the magnitude of savings possible with the appropriate choice of the propositional prover in DeReS. Signi cant savings were observed for theories encoding both existence kernel.board 3; 3m ? 1 of kernels and 3-colorings, and for theories with very many, moderately many, few and no extensions. They also show that the performance of DeReS, even in the current implementation, scales up very well for several non-trivial families of default theories. Our results point to the importance of encoding problems as disjunction-free theories as this allows the user to select the table lookup prover in DeReS.
E ects of relaxed strati cation
Currently, the main pruning mechanism of DeReS is relaxed strati cation. We will now discuss how it in uences the performance of DeReS. In particular, we report experiments with theories that are equivalent (in the sense that they possess precisely the same extensions) but di er in the quality of relaxed strati cation. The times took by DeReS to nd a single extension for the theories kernel.b.board 4; 2m; 0; 0; 1; 3; 1 are shown in Table 6 . Each of these theories has exactly two extensions. None of them has a good relaxed strati cation. In general, in the encoding KER 1 (G), the strata correspond to the strong components of the underlying graph G. The size of each stratum is equal to the number of edges in G starting in the corresponding strong component of G. In particular, for strongly connected graphs, there is a single stratum of size jDj = jE(G)j. The graphs board(4; 2m; 0; 0; 1; 3; 1) are strongly connected and have two edges originating in each of 8m vertices. Hence, the encoding KER 1 ? 76, 191 .31 Table 6 : Searching for a kernel in board(4; 2m; 0; 0; 1; 3; 1), non-strati ed encoding.
Signi cantly better performance of DeReS is obtained if the theories kernel.board 4; 2m; 0; 0; 1; 3; 1 are used. They encode the same problem, the existence of kernels, and for the same family of graphs, board(4; 2m; 0; 0; 1; 3; 1), as theories kernel.b.board 4; 2m; 0; 0; 1; 3; 1 . However, as opposed to kernel.b.board 4; 2m; 0; 0; 1; 3; 1 , they have a relaxed strati cation into small strata. The results are summarized in Table 7 . Tables 6 and 7 show that the same problem can be represented in DeReS in an e cient way and in a ine cient manner. The di erence is dramatic (7 orders of magnitude) and it points to the importance of good programming in DeReS. Whenever possible, one should encode problems by means of theories that have a good relaxed strati cation.
Similarly signi cant speedups were observed for theories which have no extensions. ? 2,438.99 Table 8 : Searching for a kernel in board(4; 2m + 1; 0; 0; 1; 3; 1), non-strati ed encoding.
Again, once a strati ed encoding was used, DeReS performance improved dramatically, as reported in Table 9 . Table 9 : Searching for a kernel in board(4; 2m + 1; 0; 0; 1; 3; 1), strati ed encoding.
Finally, the same poor performance of DeReS on theories without good relaxed strati cation is observed for the default theories hamilton.board n; 2; 0; 0; 1; 0; 0 that encode the existence of hamiltonian cycles in ladder graphs board(n; 2; 0; 0; 1; 0; 0) (Tables 10 and 11 ). It is worth noting that, to the best of our knowledge, these theories do not possess equivalent theories with small strata.
The results in this section demonstrate, on one hand, the importance of good search space pruning techniques and, on the other, the need for the programmer to understand them and to take full advantage of them. In particular, when solving problems by means of default logic, an e ort should be made to always encode the problems by means of theories which admit relaxed strati cation into strata of small sizes.
7 Conclusions and future work
We described a comprehensive environment for computation with default logic of Reiter. The implementation, the Default Reasoning System (DeReS) is capable of handling large default theories, often with thousands of defaults. Our paper reports the results of the past 5 years when DeReS has been implemented and experimented with.
DeReS performs signi cantly better if the programmer writes a program (a default theory) that is disjunction-free and possesses a ne relaxed strati cation. This implies that good programming practices in DeReS require that the programmer submits (if possible) a theory with these desirable properties. From this perspective, DeReS is not much di erent from other declarative languages such as Prolog or LDL Zan88] . That is, the programmer writes a declarative program, but the ease with hamilton.board n; 2; 0; 0; Table 11 : Finding all hamiltonian cycles in board(n; 2; 0; 0; 1; 0; 0). (There are two solutions for each of these theories.)
which DeReS is able to solve the problem depends on the syntactic form of the theory (i.e. of DeReS program)
. In order to demonstrate that DeReS can handle large and diverse examples, we implemented a benchmarking environment for nonmonotonic reasoning, the TheoryBase. Building on the work of Knuth (The Stanford GraphBase) and the systematic technique for implementing constraints as defaults (outlined in Section 4.5) we were able to construct large examples of default theories. These examples can be used as benchmark problems for DeReS. Moreover, by using families of similar graphs as underlying structures, we were able to construct parameterized families of default theories, thus creating families of benchmarks. Those families allow us to extrapolate the behavior of the algorithms underlying DeReS.
Although our benchmarking system was implemented expressly to facilitate experimentation with DeReS, the TheoryBase can be used alone { without DeReS. All nonmonotonic reasoning systems can now use the TheoryBase as a tool for benchmarking.
Currently we are working on several improvements to DeReS that, we expect, will lead to a better performance. Those improvements can, roughly, be categorized in three main thrusts. First, we need better cluster-handling techniques. Those are necessary especially in the situation when the program does not admit a ne relaxed strati cation. Second, the natural parallelism implied by the structure of the search tree associated with the default theory makes it possible to apply tools such as PVM (Parallel Virtual Machine) or DIB (Distributed Implementation of Backtracking) for speeding up DeReS performance. Third, a natural structure of the acyclic graph of clusters associated with the relaxed strati cation, allows for a better control of backtracking (in e ect, backjumping). We expect that the cumulative e ect of all these techniques will result in signi cant improvements over the current performance of DeReS.
