The Lyapunov-Schmidt reduction is generalized to the case of imperfect singularities. The results presented neither need very precise information about the location of the (near) singularities nor a precise knowledge of (near) null spaces.
Introduction
Let X; Y be Banach spaces, let F : D R p X ! Y be an k 1 times continuously di erentiable nonlinear mapping such that the partial derivative F u ( ; u) of F with respect to u is a Fredholm operator of index zero. We want to study the solution manifold of F( ; u) = 0 in a neighbourhood of an approximate zero ( 0 ; u 0 ) 2 int( D) of F.
In practice, one often is not interested in the manifold itself, but in nitely many key parameters i ( ; u). Thus we assume that we are also given a vector valued function : D ! R m de ning k times continuously di erentiable parameter functionals i (i = 1; : : : ; m), which we shall call the unfolding functionals, whose behaviour on the solution manifold is of primary interest. In practice, the unfolding functionals are chosen such that the behaviour of the solution manifold is re ected by the way the i depend on . In the most widely studied case p = m = 1, the plot of against is called the bifurcation diagram, and is chosen intuitively to make the bifurcation diagram a faithful description of the topology of the solution manifold. The goal of the paper is to show that one can rigorously reduce the problem of describing the solution manifold, including its singular or near singular behaviour, to the solution of a nite-dimensional problem ( ; ) = 0, where = ( ; u), with an appropriately constructed function de ned on a subset of R p R m . We give a constructively veri able condition for the unfolding functionals and bounds on the residuals of the approximate solution that, together, guarantee the existence of and of a di eomorphism between the solution manifold for the original equation and that for the reduced equation. This generalizes the well-known Lyapunov-Schmidt reduction technique (see e.g., Chow & Hale 3] ), which is concerned with the special case of a singular point of the manifold, where F( 0 ; u 0 ) = 0 and det F u ( 0 ; u 0 ) = 0. In contrast to this classical method, however, our method also works when there is only an imperfect singularity, i.e., when F u ( ; u) becomes ill-conditioned on the manifold but is never singular, corresponding to the case when two solution branches come close but do not touch each other. given by k u k := kuk + k k), with a bounded inverse, kA ?1 k : (2) To see the meaning of this construction, note that for an true or an imperfect bifurcation, the case of main interest, the Frechet derivative F u ( 0 ; u 0 ) is almost singular in the sense that close to it there is a linear operator A 0 with dim Y= range A 0 = dim Ker A 0 = m 0 > 0: 
A 2 u = : m m 0 matrices of rank m 0 , and the rank should be stable under perturbations of the size needed to move the small eigenvalues of F u ( 0 ; u 0 ) to zero. Thus, in order to make A a bijection we need to choose A 1 such that it extends the range of A 0 to Y , and A 2 such that it shrinks the null space of A 0 to 0. Clearly this can be achieved only if m m 0 , but then it holds for almost all choices for A 1 and A 2 (with exception of a set of measure zero), and of course this remains true also when A 0 is not exactly singular. In particular, to avoid a large in (3), the number m of unfolding functionals must be (at least) the algebraic number of small eigenvalues of F u ( 0 ; u 0 ). Note that the size of the constant in (2) depends of the closeness of A 1 and A 2 to the exceptional set, whence one should choose A 1 and A 2 far away from the set of exceptions. Since, in the following, u ( 0 ; u 0 ) needs to be approximately equal to A 2 , the above discussion implies a condition for the unfolding functionals.
Practitioners usually know from experience which unfolding functionals give revealing bifurcation diagrams and often these satisfy this condition. Sometimes, however, an additional (or a di erent) unfolding functional must be chosen. This is the case, e.g., when u 0 = 0 is a trivial solution, m 0 = 1, and ( ; u) = kuk 2 , since then A 2 = u ( 0 ; u 0 ) = 0 has not the required properties. From now on, we assume that A is speci ed by an expression of the form (1) in such a way that (2) 
and the solutions with = 0 are the solutions of our original problem.
3 The reduction process Proof. hence q = 0. This proves the claim. 2 By di erentiating we can see that, by Theorem 3.2, the singular behaviour of M is completely re ected in the reduced manifold . In particular, since by construction ( ; u( ; )) = ; the behaviour of the parameter vector ( ; x) on the solution manifold is described by the multi-valued function ( ) = f j ( ; ) 2 ; ( ; ) = 0g:
Thus, as in classical Lyapunov-Schmidt reduction (see, e.g., Chow ; since the computations are low-dimensional and second derivatives are available for the approximation, the work required is low in comparison with the e ort needed to compute the points used for the t. The model (14) can also be used to calculate approximations of singular points, and, used iteratively, to nd their precise location. This provides an alternative to methods quoted in Rheinboldt 5] . In principle, all this can be done with rigorous error estimation using Theorem 3.1 and techniques from interval analysis. Details on how this can be done e ciently and automatically, and speci c examples, will be discussed in a separate paper 4].
Two examples
We illustrate the general theory with bifurcations from the trivial branch u 0 = 0 of a nonlinear eigenvalue problem, rst in the nite-dimensional case, then for a two-point boundary value problem.
5.1. Example. We consider the nonlinear eigenvalue problem Su = T(u) (u 2 R n ; 2 R); where S 2 R n n , and T : R n ! R n is k 2 times continuously di erentiable with T(0) = 0: Then u 0 = 0 is a trivial solution, and we look for a bifurcation from this solution. We pick an arbitrary value 0 
Thus by solving three linear systems with the same coe cient matrix A, we obtain a local quadratic approximation for ( ; ). By repeating the same process, higher order terms can be found from additional linear systems with coe cient matrix A. Note that in the special situation treated (bifurcation from a trivial solution), must be a factor of ( ; ) since, independent of , we have = 0 for the trivial solution u = 0, = 0. 
In this example, the inverse operator can be calculated explicitly using This is a requirement on A 2 since it says that the evaluation A 2 u = u( ) must not be taken too close to a multiple of =k 0 , and a requirement on A 1 , requiring that the basis function g with A 1 = g contains a signi cant contribution of sin k 0 t, the eigenfunction of the linearized problem near 0 = ! 2 .
(Note that this problem is self-adjoint, and in more general problems, the relevant eigenfunction ist that of the adjoint problem, cf. Proposition 2.1!)
