Abstract. Connectomics aims to recover a complete set of synaptic connections within a dataset imaged by electron microscopy. Most systems for locating synapses use voxelwise classifier models, and train these classifiers to reproduce binary masks of synaptic clefts. However, only recent work has included a way to identify the synaptic partners that communicate at synaptic cleft segments. Here, we present a novel method for associating synaptic cleft segments with their synaptic partners using a convolutional network trained to associate the mask of a cleft with the voxels of its synaptic partners. The network takes the local image context and a mask of a single cleft segment as input. It is trained to produce two volumes of output: one which labels the voxels of the presynaptic partner within the input image, and another similar volume for the postsynaptic partner. The cleft mask acts as an attentional gating signal for the network, in that two clefts with the same local image context often have different partners. We find that an implementation of this approach performs well on a dataset of mouse somatosensory cortex, and evaluate it as part of a combined system to predict both clefts and connections.
Introduction
Connectomics attempts to recover the connectivity of neural circuits from 3D electron microscopic (EM) images of neural tissue [19] . Recovering the connectome requires segmenting the image into individual neurons, as well as mapping the synaptic connections between neurons. The second problem is often solved with a two-step approach [3, 15, 18, 5, 10] (Fig 1a; and [1, 20] for alternatives). The first step is synapse detection, which uses an object detection system to find communication sites between neurons called synaptic clefts. This work primarily focuses on the second step, which we call synaptic partner assignment (Fig  1b) . In partner assignment, we attempt to associate each synaptic cleft with the cells that send and receive chemical signals at that site. These cells are called synaptic partners, where the presynaptic neuron sends neurotransmitters to the postsynaptic neuron.
Gray et al. [5] showed that a hand-designed heuristic could not accurately perform synaptic partner assignment. Almost all machine learning approaches formulate the problem as classification of candidate synaptic partners [3, 5, 7, 10, 15, 18] . a.
b.
c. At a synapse, a hand-designed heuristic suggests candidate pairs of presynaptic and postsynaptic objects. Each of these candidates is classified as correct or incorrect by a machine learning classifier. We call this the candidate classification approach.
In this work, we formulate the learned task as the generation of the presynaptic and postsynaptic objects as output images. We call this the voxel association approach, because the output images encode object relations as associations between voxels. This is a general approach to object relations which we expect to be useful for other problems in computer vision and image analysis.
We train a convolutional network to perform the voxel association task for the Kasthuri et al. [9] dataset of images from mouse somatosensory cortex. We find that the accuracy of synaptic partner assignments is as good as that of Parag et al. [15] , an example of the candidate classification approach. Our approach is potentially simpler to apply, because it avoids the complexity of the candidate suggestion process, which includes a number of manually set thresholds. We also find that the accuracy of synaptic partner assignment by either approach is very high for this cortex dataset, in the sense that assignment errors are negligible compared to synapse detection errors.
2 Attentional Voxel Association Networks (AVAN) Fig. 2 : Basic approach. Local image context and a seed object mask act as input. Two volumes of output specify the voxels of synaptic partners within the context window (collapsed as color channels). Note that distinct seed objects within the same local context can require very different outputs.
Task Specification
The voxel association task takes two images as input: an input image of a region of interest and a binary voxel mask of a seed object within that region. The objective is to produce a set of binary images as output. Each output image should identify the voxels of objects with a particular relation to the seed object. For partner assignment, the seed object represents a synaptic cleft, one output volume identifies the voxels of the presynaptic segment of a given synaptic cleft, and another output volume identifies the voxels of that same cleft's postsynaptic segment (Fig 2) .
Related Work
Abstractly, the voxel association task is related to tasks of visual understanding, which detect relationships between visual objects [2] . Our work differs in its focus on a small set of relationships (presynaptic and postsynaptic). Producing a full image of output for every type of semantic object relationship could be costly in a more general context, yet the bounds of our task allow for a greater level of detail. Our domain also dissuades the use of bounding boxes, common in visual understanding systems, as they don't describe neuronal shapes well.
We also draw comparisons to object tracking systems [4] , which have notable applications in similar domains [12] . Here, the task focuses on a single "sameobject" relationship across images. Implementations of these systems tend to use siamese networks or other image comparison frameworks to generate assignment costs between matching objects [4] . We can also envision a system based on a voxel association network to generate these costs.
Our voxel association task is also similar to object mask extension [8, 13, 21] , which iteratively grows morphological segments from seed voxels. Our task relies on a single forward pass to sufficiently identify the nearby voxels of interest, yet an iterative procedure could also be useful for difficult examples.
Implementation
We train a convolutional network to perform this task using supervised learning. The training procedure requires an EM dataset with (1) a morphological segmentation, (2) a synaptic cleft segmentation, and (3) a set of ID pairings which match each cleft segment ID with its presynaptic and postsynaptic IDs within the morphological segments. We take the voxels which are part of some synaptic cleft within any training volume, and form training samples from these locations by centering a patch of local context on each location. If a sample voxel is close to the edge of a training volume, we shift the patch to stay within the volume while still containing the desired location. The cleft mask is then created using the segment ID of the sample location. The desired output is generated by selecting the voxels with the desired pre-or postsynaptic ID for each volume. During inference, the network is provided with patches of input centered around the centroid of each synaptic cleft. The presynaptic segment is predicted as the segment whose voxels have the highest average output over the presynaptic volume output patch, and a similar judgment is performed for the postsynaptic segment. These judgments are restricted to segments which overlap with a dilated version of the target cleft.
Each network in this work was implemented using PyTorch [16] . Our association network takes an 80 × 80 × 18 window for each input, and produces volumes of the same size as outputs. We used a modified version of the Residual Symmetric U-Net architecture [11] , where the upsampling operation is replaced by a "resize convolution" [14] .
Synapses of other organisms can have multiple pre-or postsynaptic partners for each synaptic cleft [7] . This approach can be extended to handle multiple segments by selecting all segments with average output over a tuned threshold value. Preliminary experiments have shown this approach to be competitive with other published methods (Supplementary Materials).
Evaluation
We evaluated our basic approach using the publicly available Kasthuri et al. dataset [9] , downsampled to a voxel resolution of 12 nm × 12 nm × 30 nm. This dataset includes two small labeled volumes of voxel dimensions 512 × 512 × 100 and 512 × 512 × 256. An augmented version of these cutouts has been used for comparison of similar systems [15] . We split the labeled cutouts, using the first volume and the top 100 slices of the second as a training set, the middle 56 slices of the second as a validation set, and the bottom 100 as a test set. We labeled synaptic clefts and their partners as required for this task.
We evaluated the trained association network in three ways: (1) assigning annotated cleft segments, (2) combining it with cleft detection systems, and (3) applying it to an automated reconstruction of the larger image volume.
Synapse Assignment
For comparison, we implemented the candidate classification approach of Parag et al. [15] . For each synaptic site, a heuristic suggests candidate partners based on overlap of predicted sites with nearby cell segments. A "pruning" model classifies each potential pair of candidate partners, using 4 inputs: local image context, the output of their synapse detector, and the pair of candidate segment masks.
We chose this work due to its recent results within this dataset. We transformed our synaptic cleft labels to signed proximity, and trained a pruning network on a set of candidate segment pairs, formed by taking distinct pairs which overlapped with a dilated version of each cleft. To evaluate the general approach for this task, we also trained a similar classifier network that takes singular cleft segment masks as input instead of signed proximity (a "Mask Pruning" network). 
Assignment Method Accuracy (%)
Mask Pruner 96.9 Prox Pruner [15] 97.5 AVAN 100
During this evaluation, we modified the inference procedure for the pruning networks. Instead of a threshold scheme, each approach took the segment pair with highest output for each ground truth cleft segment as its prediction. This allows all methods to take the identity and number of true synapses as given, and allows us to use accuracy metrics to compare them.
Each of these three methods performed very well and within error of this small dataset (Table 1) . Notably, our modified classification approach rivaled the performance of the original version, and both classification networks performed slightly worse than the association network. This suggests little overall benefit to assignment from adding signed information, and competitive performance for each approach.
Combined System
Next, we trained models to predict the locations of synaptic clefts, and then combined these predictions with each form of partner assignment. We also included another training representation to produce cleft masks in an attempt to reproduce its effects on performance [6] . We've found that naïve methods of synapse annotation can be inaccurate, as attentional gaps can miss examples [17] . Our cleft ground truth was initially labeled by humans, and then "bootstrapped" twice by reviewing the errors of each method after rounds of training, and including valid examples into the labels. This increased the number of examples in the training, validation, and test sets by 18, 17, and 15 respectively. All cleft networks were fine-tuned with the updated ground truth after the final additions.
To evaluate each combined system, we performed a grid search over its hyperparameters, optimizing the F-1 score of predicted graph edges. A correct edge was defined as a segment (or pair of segments) that maximally overlaps with a cleft label and is assigned to the correct partners. Each cleft output was generated by a trained model with the same Residual Symmetric U-Net architecture.
The performance of the combined systems showed more variability than the assignment task alone. By inspecting the cleft detection scores at the final hyperparameter settings and performing an error analysis, we found that the differences between methods were mostly due to cleft detection instead of assignment (Table 2) . While the STDT representation and the cleft mask had similar performance, signed proximity output produced more false negatives.
Large-Scale Evaluation
Attempting to augment the sample size within these cutouts, we further tested our assignment method by applying it to the larger volume. We performed an automated reconstruction of the entire Kasthuri et al. [9] dataset (Fig 3) , applied the AVAN throughout the volume, and selected 1000 predicted synapses at random from the result. At these locations, we also applied an early version of our proximity prediction network and the fully trained proximity pruner.
This yielded 81 locations where the two methods initially predicted different partners. We annotated each of these examples, as well as an equal number of false negative clefts (total 162) to ensure that our measurement wasn't biased towards locations that the cleft detector is likely to find. We found 3 total mistakes from the association network, and 4 from the proximity pruner (here using proximity labels instead of predicted values; see Supplemental Material).
Discussion
We've presented a method for synapse assignment which performs competitively within multiple benchmarks. This serves to establish a proof of principle for the general approach. Notably, this method produces reliable results without signed input, hand-designed features, or involved candidate suggestion procedures.
Our comparisons are specific to the Kasthuri et al. [9] dataset, yet our findings suggest that the dominant source of error is cleft detection for dyadic (twopartner) synapses. Preliminary experiments have shown that our approach also works well in polyadic (multi-partner) systems (Supplemental Materials), yet future work will address general challenges.
