Abstract. In this paper, the elliptic PDE-constrained optimization problem with box constraints on the control is studied. To numerically solve the problem, we apply the 'optimize-discretize-optimize' strategy. Specifically, the alternating direction method of multipliers (ADMM) algorithm is applied in function space first, then the standard piecewise linear finite element approach is employed to discretize the subproblems in each iteration. Finally, some efficient numerical methods are applied to solve the discretized subproblems based on their structures. Motivated by the idea of the multi-level strategy, instead of fixing the mesh size before the computation process, we propose the strategy of gradually refining the grid. Moreover, the subproblems in each iteration are solved inexactly. Based on the strategies above, an efficient convergent multi-level ADMM (mADMM) algorithm is proposed. We present the convergence analysis and the iteration complexity results o(1/k) of the proposed algorithm for the PDE-constrained optimization problems. Numerical results show the high efficiency of the mADMM algorithm.
1. Introduction. In this paper, we consider the elliptic PDE-constrained optimization problem with box constraints on the control:
s.t. Ly = u + y r in Ω, y = 0 on ∂Ω, u ∈ U ad = {v(x)|a ≤ v(x) ≤ b, a.e on Ω} ⊆ U,
where Y := H a ij (x)ξ i ξ j θ ξ 2 , a.a. x ∈ Ω, ∀ξ ∈ R n .
By the classical conclusion in the PDE theory, for a given y r ∈ L 2 (Ω) and every u ∈ L 2 (Ω), elliptic PDEs involved in the (P) Ly = u + y r in Ω,
has a unique weak solution y = y(u) := S(u + y r ), where S :
(Ω) denotes the solution operator. It is well-defined and is a continuous linear injective operator [18, Theorem B.4] .
As is known to all, there are two possible approaches to tackle optimization problems with PDE constraints numerically. One is First discretize, then optimize, another is First optimize, then discretize [16] . In the first approach, the discretization is applied to the original PDE-constrained optimization problem, while in the second one, the discretization is applied to the KKT system of the PDE-constrained optimization problem. Different from the strategies mentioned above, instead of applying discretized concept to problem (P) or its KKT system directly, 'optimize-discretize-optimize' strategy was proposed by Song in [22] . First the optimization algorithm is given in the sense of continuous function space, then the subproblems in each iteration are discretized by the standard piecewise linear finite element approach. Finally, numerical optimization methods are applied to solve the discretized subproblems numerically. The advantage of this method is that from the optimization algorithm in function space, we can have a better knowledge of the structure of the PDE-constrained optimization problem, which is important for choosing an appropriate discretization format to discretize the subproblems. Moreover, this strategy gives the freedom to discretize the subproblems differently, which makes the subproblems can be solved more effectively.
In this paper, we focus on the alternating direction method of multipliers (ADMM) method, which was originally proposed by Glowinski et al. and Gabay et al. in [9, 11] and has been broadly used in many areas. Motivated by the success of ADMM in solving finite dimensional large scale optimization problem [2, 7, 20, 21] , ADMM-type method has been used to solve PDE-constrained optimization problems in function space in [4, 19, 23, 27] . While these works all focus on First discretize, then optimize method, and to the best of our knowledge, very little work has been done to apply First optimize, then discretize to solve PDEconstrained optimization problems by ADMM-type method. We apply ADMM as the outer optimization algorithm of the 'optimize-discretize-optimize' strategy, propose a new algorithm to solve PDE-constrained optimization problems efficiently and give the convergence analysis.
First, we briefly give the iterative format of the classical ADMM for the 2-block convex optimization problem with linear constraints: where λ ∈ Λ denotes the Lagrange multiplier, ρ > 0 is the penalty parameter. Given (x 0 , y 0 , λ 0 ) ∈ domf × domg × Λ, penalty parameter ρ > 0 and the step size parameter τ ∈ 0,
, then the iterative format of the classical ADMM is as follows:
  x k+1 = argminL ρ (x, y k , λ k ; ρ), y k+1 = argminL ρ (x k+1 , y, λ k ; ρ), λ k+1 = λ k + τ ρ(Ax k+1 + By k+1 − c).
The advantage of ADMM is that it separates f (x) and g(y) into two subproblems. In each subproblem, there is only one variable, the other one is fixed. Thus each subproblem could be solved easily and efficiently. For the classical ADMM, the convergence analysis was first conducted by [8, 9, 10] , and for the recent interesting new developments on the convergence analysis of ADMM-type method, see [14, 25, 26] .
To apply ADMM-type method to solve the problem (P), we use the solution operator S and introduce an artificial variable z, then we equivalently rewrite problem (P) as the following reduced form:
The augmented Lagrangian function of (RP) is defined as follows:
where λ ∈ L 2 (Ω) denotes the Lagrangian multiplier, σ > 0 is the penalty parameter. The classical ADMM in finite dimensional spaces can be extended directly in Hilbert space for problem
, the iterative scheme is presented as follows:
Usually, it is expensive and unnecessary to exactly compute the solution of each subproblem even if it is feasible. Thus it is natural to use some iterative methods such as Krylov-based methods to solve the subproblems which are equivalent to large scale or ill-conditioned linear systems. The inexact ADMM algorithm in finite dimension space and its convergence results under certain error criterion have been studied extensively recently (see [2, 20] ). Taking the inexactness of the solutions in the function space into account, Song et al. applied the inexact ADMM algorithm to Hilbert space for PDE-constrained optimization problems and presented the convergence results in [24] .
∞, the iterative scheme of the inexact ADMM in function space for (RP) is as follows:
Step 1 : Compute an approximation solution u k+1 of
such that the error vector δ
(1.8) In [24] , the discretized problem is considered and the level of discretization is fixed. In this paper, instead of considering the discretized problem, the finite element method is employed to discretize the subproblems in each iteration of the inexact ADMM algorithm. This strategy gives the freedom and flexibility to discretize the subproblems by different discretization schemes. The total error of the proposed algorithm for (RP) is consisted of two parts: the discretization error and the iteration error resulted from inexactly solving the discretized subproblems. For these two errors, our algorithm can be considered as an approximation of exact ADMM in function space, thus we regard it as an inexact ADMM algorithm in function space. In order to guarantee the convergence behavior of our algorithm, we consider controlling the mesh size and the inexactness of solving the subproblems.
In the classical finite element based ADMM-type algorithm to solve the PDE constrained optimization problem, the subproblems are always discretized on a fixed mesh size, which results in large scale optimization problems. Thus it is important to consider reducing the computation cost. Multi-grid method is a modern field of research starting with the works of Brandt [1] and Hackbusch [12, 13] . It is well known that multi-grid method solves elliptic problems with optimal computational complexity. Motivated by the idea of applying multi-grid method to tackle infinite dimension problems by Newton method in [6, 12] , we apply the multilevel strategy to our algorithm. It is important to point out that in the initial stage of the algorithm, the iteration precision is required to be relatively low, which means using coarse mesh is sufficient. While as the iteration process proceeds, the iteration precision is supposed to be higher and higher. In this case, using finer mesh is necessary. It is obvious that the strategy of gradually refining the grid can strongly reduce the computation cost and make the algorithm faster than computing the problem on a fixed mesh size.
The main contribution of this paper is that we give the reasonable strategies of gradually refining the grid and inexactly solving the subproblems, and propose an efficient convergent multi-level ADMM (mADMM) algorithm. Specifically, we apply the ADMM algorithm in function space, then employ the standard piecewise linear finite element approach and implement the strategy of gradually refining the grid to the related subproblems appearing in each iteration. For the discretized subproblems, we use inexact strategies to solve them. For example, to solve the smooth subproblems, we can use some iterative methods such as Krylov-based methods. Thanks to the above strategies, we can solve the problem more efficiently and reduce the computation cost significantly. Moreover, we give the convergence analysis as well as the iteration complexity results o(1/k) for the mADMM algorithm.
The paper is organized as follows. In section 2, we apply the inexact ADMM algorithm in function space first, then use finite element method to discretize the associated subproblems and propose the multi-level ADMM (mADMM) algorithm. Section 3 gives the convergence analysis and the iteration complexity of the proposed mADMM algorithm. The numerical results are given in section 4. Section 5 contains a brief summary of this paper.
2.
A multi-level ADMM algorithm. In this section, we apply the 'optimize-discretize-optimize' strategy and propose an efficient convergent multi-level ADMM (mADMM) algorithm in Algorithm 1. The strategies of gradually refining the grid and inexactly solving the subproblems are given to guarantee the convergence and efficiency of the mADMM algorithm.
2.1. The mADMM algorithm. Based on the inexact ADMM in function space, to numerically solve problem (RP), we consider the finite element method. Specifically, piecewise linear functions are utilized to discretize the variables in the related subproblems appearing in each iteration of the inexact ADMM in function space. We first consider a family of regular and quasi-uniform triangulations {T h } ofΩ, i.e. Ω = T ∈T hT . With each element T ∈ T h , we define the diameter of the set T by ρ T := diam T and let σ T denotes the diameter of the largest ball contained in T . The mesh size of the grid is defined by h := max T ∈T h ρ T . We suppose the following standard assumption in the context of error estimates holds (see [15, 16] ).
Assumption 2.1. (Regular and quasi-uniform triangulations) There exist two positive constants κ and τ such that
hold for all T ∈ T h and all h > 0. Moreover, let us defineΩ h = T ∈T hT and let Ω h ⊆ Ω and Γ h denote its interior and its boundary, respectively. In the case that Ω is a convex polyhedral domain, we have Ω = Ω h . In the case that Ω is a domain with a C 1,1 -boundary Γ, we assume thatΩ h is convex and that all boundary vertices ofΩ h are contained in Γ, such that
where | · | denotes the measure of the set, and c > 0 is a constant.
For the state variable y and the control variable u, we choose the same discretized state space and discretized control space defined by
where P 1 denotes the space of polynomials of degree less than or equal to 1. For given source term y r and u ∈ L 2 (Ω), let the discretized state associated with u denoted by y h (u), which is defined as the unique 4 solution for the discretized weak formulation of the state equation (1.1):
Moreover, y h can be expressed by y h (u) = S h (u+y r ), where S h denotes the discretized version of the solution operator S. Then we have the following well-known conclusion about error estimates. Lemma 2.1. ( [5] , Thm. 4.4.6) For a given u ∈ L 2 (Ω), let y be the unique weak solution of the state equation (1.1) and y h be the unique solution of (2.3). Then there exists a constant c > 0 independent of h, u and y r such that
In particular,
For the given triangulation T h with nodes
i=1 be a set of nodal basis functions associated with nodes
which spans Y h , U h and satisfies the properties:
The other variables and operators in the subproblems of the inexact ADMM in function space are all discretized by piecewise linear functions similarly. Before we give the proposed algorithm to solve the problem (RP), we first introduce the definition of node interpolation operator I h for the following convergence analysis.
Definition 2.2. For a given regular and quasi-uniform triangulation T h of Ω with nodes
i=1 denotes a set of associated nodal basis functions. Then the interpolation operator is defined as
Moreover, about the interpolation error estimate, we have the following result.
where c I is a constant which is independent of the mesh size h. In the classical finite element based algorithm, the discretization mesh size is fixed in advance. When computing on the finer mesh, the scale of the discretized problem becomes larger and the computation cost becomes larger. So it is important to consider reducing the computation cost. In the first several iterations of the algorithm, the iteration precision is not that good, which means using coarse mesh will not make the precision worse, but reduce the computation amount. While as the iteration process proceeds, the iteration precision becomes higher and higher. In this case, using finer mesh is necessary. Thus we introduce the idea of gradually refining the grid. Specifically, in the initial iteration we choose coarse mesh and obtain a solution first, then use the interpolation operator to project the obtained solution to the finer mesh. Finally, we apply appropriate numerical methods to solve the subproblems in the finer mesh and obtain a more precise solution, so on and so forth.
Let the mesh size of the kth iterate denotes by h k , k ∈ Z, k ≥ 1, then the discretized reduced cost function is defined as follows,
Let U ad,h k+1 denotes the discretized feasible set,
Moreover, we define λ
, where I h k+1 denotes the node interpolation operator. Based on the above representations, we present the iterative scheme of the multi-level ADMM algorithm (mADMM) in Algorithm 1.
be a sequence satisfying {ξ k+1 } ∞ k=0 ⊆ [0, +∞) and
Step 1 Compute an approximation solution of
as follows:
Step 3 Compute
).
Step 4 If a termination criterion is met, stop; else, set k := k + 1 and go to Step 1.
Remark 2.1. In order to guarantee the sequence
In the numerical experiment, we can choose ξ k+1 = 1 (k+1) 2 as an example. Remark 2.2. In order to guarantee the mesh sizes {h k } ∞ k=0 of each iteration satisfy
2.2. Numerical computation of the subproblems in Algorithm 1. 
Furthermore, we define
Then we can obtain the matrix-vector form of Algorithm 1 in Algorithm 2.
Algorithm 2 matrix-vector form of the mADMM algorithm
, such that the error vector
Step 2 Compute z k as follows:
Let
) denotes the discretized state and the discretized adjoint state respectively. Then the u-subproblem at the k-th iterate is equivalent to solving the following linear system:
(2.10)
we eliminate the variable p, then the above problem can be rewritten in the following reduced form without any computational cost:
The equivalent linear system (2.11) can be solved inexactly by some Krylov-based method. Finally, we give a terminal condition of Algorithm 2. Let ǫ be a given accuracy tolerance, we terminate the algorithm when η < ǫ, where the accuracy of a numerical solution is measured by the residual η := max{η 1 , η 2 , η 3 , η 4 , η 5 }, where
(2.12)
3. Convergence analysis. In this section, based on the convergence results of the inexact ADMM in function space in Theorem 3.1, we give the convergence analysis and the iteration complexity of the proposed mADMM algorithm.
Theorem 3.1. ( [24] , Thm. 2.5) Suppose that the operator L is uniformly elliptic. Let (y * , u * , z * , p * , λ * ) be the KKT point of (P), the sequence {(u k , z k , λ k )} is generated by the inexact ADMM algorithm for (RP) with the associated state {y k } and adjoint state {p k }, then we have
Moreover, there exists a constant C only depends on the initial point (u 0 , z 0 , λ 0 ) and the optimal solution
where the function R :
For the convenience of proving the convergence results, we give the iterative scheme of the multi-level discretized ADMM for (RP) and present a lemma to measure the gap between the solution sequences obtained by the ADMM in function space and the multi-level discretized ADMM.
. The mesh sizes
Then the iterative format of the multi-level discretized ADMM algorithm is as follows:
Proof. We employ the mathematical induction to prove the conclusion. While k = 1, with the definition of λ
and the interpolation error estimate in Lemma 2.3, we have
Then we can easily obtain that
The proof is similar to the case k > 1, here we omit it.
While k > 1, we assume for ∀j ≤ k, we have
. Then for z-subproblems in exact ADMM in function space and the multi-level discretized ADMM, we knowz k and z k h k satisfy the following optimality conditions:
Then subtracting the above two equalities we obtain
For the multiplierλ k andλ
we can get the estimate
For u-subproblems,ū k+1 andū k+1 h k+1 satisfy the following optimality conditions respectively,
Then we know from the above two equalities that
where we define
For the term E 1 , we make use of the decomposition,
(3.12) From the well known error estimate S − S h L 2 (Ω)→L 2 (Ω) = O(h 2 ) in lemma 2.1 and the property that S * , S h k+1 are bounded linear operators, we have
Hence, there exists a constantĈ such that
Similarly, based on the property of the projection operator
16) and
(3.17)
For the term E 4 ,
where we used (3.7), the property of the projection operator λk
) and the property of the mesh size h k > h k+1 . Moreover, as the mesh sizes satisfy ∞ k=0 h k+1 < ∞, there exists a constant C k+1 such that h k < C k+1 h k+1 , then we have
Similarly, Then with the fact that operators S * h k+1
, S h k+1 are bounded linear operators, we know from the equality (3.11) and the estimations of L 2 norms of
Moreover, we have
Hence the conclusion holds for the case k + 1 and we can get the assertion
Similar to the Lemma 3.2, we have the following lemma. Lemma 3.3. Let the initial point be (u 0 , z
), ∀k 1, and
Proof. We employ the mathematical induction to prove the conclusion. The proof is similar to Lemma 3.2, here we do not talk about it in detail.
To prove the convergence of the mADMM algorithm, let (ũ
) represents the exact solutions of the (k + 1)th iteration of Algorithm 1:
The following lemma gives the gap between (ũ 
. For the convenience of analyzing the non-ergodic iteration complexity, let (u * h k+1
) denotes the KKT point of the discretized reduced problem with the mesh size h k+1
(DRP)
Moreover, we provide a lemma and two propositions which are essential for analyzing the iteration complexity of our mADMM. 
denotes the KKT point of the discretized reduced problem. Then for k ≥ 0 we have
Proof. First, for any f 1 , f
(Ω), we have the following two important equalities hold
27)
The proof of the above two equalities can be easily obtained by the definition of L 2 −norm. By the optimality conditions of the u-subproblem and z-subproblem corresponding to u k+1 h k+1 and z k+1 h k+1 , we have
denotes the KKT point of the discretized reduced problem, so it satisfies the following KKT system
Then by combining (3.29) and (3.31), we obtain
Moreover, the subdifferential operator ∂δ U ad,h k+1 (z) is a maximal monotone operator, so the following inequality holds,
For the convenience of analyzing, we define r
. Therefore, we can derive that
Then adding the above two equalities we obtain
Next, we estimate the last two terms on the left side separately,
where we used the equality (3.27). Moreover, by employing the equality (3.28) and using u * h k+1
, we have
Then, substituting (3.39), (3.40) into (3.38), we can get the assertion of Proposition 3.6.
denotes the KKT point of the discretized reduced problem andũ
defined in (3.24), (3.25), respectively. Then for k ≥ 0 we have
Proof. For the proof of Proposition 3.7, by substitutingũ
in the proof of Proposition 3.6, we can get the assertion. Finally, based on the above results, the convergence results of Algorithm 1 is given by the following theorem.
Theorem 3.8. Suppose that the operator L is uniformly elliptic. Let (y * , u * , z * , p * , λ * ) be the KKT point of (P), (u of each iteration satisfy ∞ k=0 h k+1 < ∞, and the error vector δ
Moreover, there exists a constantC only depends on the initial point (u 0 , z 0 , λ 0 ) and the optimal solution (u * , z * , λ * ) such that for k ≥ 1,
where
Proof. By the optimality condition of the u-subproblem in the ADMM in function space, we have
As we know, the error between the inexact solution and exact solution contains two parts, error from gradually refining the grid and error from the inexactly solving the subproblems. We take them into consideration together as a total error, let u k+1 h k+1
represents the inexact solution of the (k + 1)th iteration, then from the optimality condition of the u-subproblem, we have
Moreover, by the optimality conditions of the u−subproblem corresponding to u
in Algorithm 1 and multi-level discretized ADMM, we have
Then we know from the four equalities above that
(3.45) Moreover, we have the estimate
Then we know from (3.46), Lemma 3.2 and Lemma 3.3 that there exists constant C such that
We know from Algorithm 1 that the mesh sizes {h k } ∞ k=0 of each iteration satisfy ∞ k=0 h k+1 < ∞. The error vector of the multi-level ADMM satisfy
(3.48)
For the discretization error and the iteration error, Algorithm 1 can be considered as an inexact ADMM algorithm in function space, then we know from Theorem 3.1 that the convergence of Algorithm 1 is guaranteed.
At last, we establish the proof of the iteration complexity results for the sequence generated by the mADMM. First, by the optimality condition for (u
Then by the definition of R h k , we derive
First, we give an upper bound of θ k . We know from Lemma 3.7 that θk+1
We know from the definition ofθ k+1 , θ k+1 and Lemma 3.4 that 
By the definition of θ k andθ k , we have
. Moreover, we have the estimate that
σ is a constant, we used (3.56), (3.57) and the property u * h k+1
. Then we know from Lemma 3.6 that
where we used the property θ
(Ω) and (3.55). Hence, there exist constantsC 1 ,C 2 such that
Finally, by substituting (3.62) to (3.50), there exists a constantC,
Thus, by Lemma 3.5, we know that
holds. Therefore, combining the obtained global convergence results, we complete the whole proof of Theorem 3.8.
Numerical experiments.
In this section we illustrate the numerical performance of the proposed multi-level ADMM algorithm for PDE-constrained optimization problems. All our computational results are obtained by MATLAB R2017b running on a computer with 64-bit Windows 7.0 operation system, Intel(R) Core(TM) i7-6700U CPU (3.40 GHz), and 32 GB of memory.
First, we introduce the algorithmic details that are common to all examples. The discretization was carried out by using the standard piecewise linear finite element approach. To present numerical results, it is convenient to introduce the experimental order of convergence (EOC), which for some positive error function E(h)
In numerical experiments, we measure the accuracy of an approximate optimal solution by using the corresponding KKT residual error for each algorithm. For the purpose of showing the efficiency of our mADMM, we report the numerical results obtained by running the ihADMM (see [24] for details) and the classical ADMM method to compare with the results obtained by the mADMM. In this case, we terminate all the algorithms when η < 10 −6 with the maximum number of iterations set to 500. For all numerical examples and all algorithms, we choose zeros as the initial values and the penalty parameter σ was chosen as σ = 0.1α. About the step length τ , we choose τ = 1.618. 
where the domain is the unit circle Ω = B 1 (0) ⊆ R 2 . Set the desired state
2 ))x 1 , the parameters α = 0.1, a = −0.2, b = 0.2. In this example, the exact solutions of the problem are unknown in advance. Instead we use the numerical solutions computed on the grid with h = 2 −10 as reference solutions. As an example, the discretized optimal control on the grid with h = 2 −7 is presented in Figure 4 .1. The error of the control u w.r.t. the L 2 -norm, the EOC for the control, the numerical results for the accuracy of solution, the CPU time and the number of iterations obtained by our mADMM, the ihADMM and the classical ADMM are shown in Table 4 .1. We can see from Table 4 .1 that our mADMM is highly efficient in obtaining an approximate solution compared with the ihADMM and the classical ADMM in terms of the CPU time, especially when the discretization is in a fine level. Furthermore, it should be specially mentioned that the numerical results in terms of iterations illustrate the mesh-independent performance of the mADMM and the ihADMM. However, iterations of the classical ADMM will increase with the refinement of the discretization. where Ω = (0, 1) 2 , the upper bound is a = 0.3, the lower bound is b = 1, and the regularization parameter is α = 0.001. We choose y d = −4π 2 α sin(πx) sin(πy) + Sr, where r = min(1, max(0.3, 2 sin(πx) sin(πy))), S denotes the solution operator. In addition, from the choice of parameters, it is easy to know that u = r is the unique solution of the continuous problem. The exact control and the discretized optimal control on the grid with h = √ 2/2 7 are presented in Figure 4 .2. The error of the control u w.r.t. the L 2 -norm, the EOC for the control, the numerical results for the accuracy of solution, the CPU time and the number of iterations obtained by our mADMM, the ihADMM and the classical ADMM are shown in Table 4 .2. Experiment results show that our mADMM has evident advantage on CPU time over the ihADMM and the classical ADMM. Furthermore, we also notice that the numerical results in terms of iteration numbers illustrate the mesh-independent performance of the mADMM. 5. Conclusion. In this paper, we employ a multi-level ADMM algorithm to solve optimization problems with PDE constraints. Instead of solving the discretized problems, we apply the 'optimize-discretize-optimize' strategy. Such approach has the flexibility that allows us to discretize the subproblems of the inexact ADMM algorithm by different discretization schemes. Motivated by the multi-level strategy, we propose the proper strategy of gradually refining the grid and the strategy of solving the subproblems inexactly. We designed the convergent multi-level ADMM (mADMM) algorithm, which can significantly reduce the computation cost and make the algorithm faster. The convergence analysis and the iteration complexity results o(1/k) is presented. Numerical results demonstrated the efficiency of the proposed mADMM algorithm.
