The unexpected nature of disasters leaves little time or resources for organized health surveillance of the affected population, and even less for those who are unaffected. An ideal epidemiologic study would monitor both groups equally well, but would typically be decided against as infeasible or costly. Exposure and health outcome data at the level of the individual can be difficult to obtain. Despite these challenges, the health effects of a disaster can be approximated. Approaches include 1) the use of publicly available exposure data in geographic detail, 2) health outcomes data-collected before, during, and after the event, and 3) statistical modeling designed to compare the observed frequency of health outcomes with the counterfactual frequency hidden by the disaster itself. We applied these strategies to Hurricane Sandy, which struck the northeastern United States in October 2012. Hospital admissions data from the state of New York with information on primary payer as well as patient demographic characteristics were analyzed. To illustrate the method, we present multivariate logistic regression results for the first 2 months after the hurricane. Inferential implications of admissions data on nearly the entire target population in the wake of a disaster are discussed.
Whether natural or man-made, the toll of a disaster on human health can be wide-ranging, persistent, and difficult to detect. Postdisaster behavior can create unanticipated consequences, compounding the harm-such as the increased incidence of carbon monoxide poisoning after widespread flooding due to the use of portable generators, pumps, or other appliances intended for outdoor use (1) . Major floods can impact mental health, with manifestations in the form of posttraumatic stress disorder, anxiety, and substance abuse (2) (3) (4) (5) . The Centers for Disease Control and Prevention offers guidance on postdisaster surveillance (6) for ascertaining the acute needs of affected communities, including recommendations on survey sampling and inferential techniques aided by census tract data. While valuable, such investigations call for fieldwork, which may require considerable resources.
To overcome these challenges, researchers access large databases of hospital records, including information on inpatient care and emergency department visits (7) (8) (9) (10) (11) . These data may be rich in detail but are often limited to host agencies or institutions, require a lengthy application process for acquisition, or are unique to particular states. One of our aims in this article is to describe publicly available data resources with sufficient detail on disaster exposure, and on health-care utilization both before and after the event, to facilitate these investigations.
A second aim is to consider the measurement of a disaster's impact on health. A general approach is to identify unexpected occurrences of a specific disease within a defined postdisaster window-period using predisaster rates as a reference (7, 8) . It is also common to identify postdisaster disease patterns without prior specification of a disease (10) . In other contexts, hospital encounter-level data from the Healthcare Cost and Utilization Project (HCUP) (12) have been accessed for assessment of outcomes and trends (13) (14) (15) . Location can also play an important role in evaluating the health impact of a disaster. While data resources for disaster exposure, such as evacuation zones and floodwater estimates, are publicly available, they rarely appear in disaster research (11) .
Secular health trends appear in some of these studies but are often unaccounted for in the estimation of the effects of a sudden disaster, as in the comparison of hospital admission rates. Contrasts between pre-and postdisaster rates are made, but ideally we would compare the postdisaster rate with the counterfactual nondisaster rate-that is, the admission rate that would have occurred in the absence of the disaster (16) . Long-term trends cause the mean admission rate in a predisaster window of 1 year (for example) to miss this ideal reference rate, inducing bias in the comparison between postdisaster and reference rates. This is illustrated in Figure 1 by HCUP admissions data from the 12 months before Hurricane Sandy. There is a generally increasing pattern in diagnosis proportions for infectious/parasitic diseases, such that a 12-month average would likely underestimate the counterfactual proportion in November 2012, the first post-Sandy month. Comparison with the September proportion alone ignores information about variance and seasonal patterns, as well as trend, and would probably produce a similar bias.
In this article, we use a simple statistical model that includes an interrupted time series (17, 18) to illustrate how bias due to time trends or seasonal patterns can be reduced, and we extend this model to compare health effects by geographic region. We further describe how publicly available, low-cost data on hurricane damage and hospital admissions can be combined with the appropriate statistical analysis to estimate the health effects of a disaster, with an example of application to Hurricane Sandy and Long Island, New York.
METHODS
The target population was defined as all residents of Long Island, New York, which contains Nassau and Suffolk counties, in October 2012. Data from the US Census Bureau (19) were used to describe this population by age, sex, race, and Hispanic ethnicity. A geospatial map provided a picture of the distribution of residents throughout the region.
Residential exposure to Hurricane Sandy
Data on exposure were obtained from the Federal Emergency Management Agency (FEMA) via publicly available web sites created by FEMA's Modeling Task Force (20) . This group integrates hazard and modeling information from several sources, including FEMA individual assistance inspectors, who are dispatched to damaged sites following a hurricane (21) . For each of a series of dates throughout November and early December of 2012, the extents of damage and flooding were reported in geospatial data sets with corresponding information on latitude/longitude and Zip Code Tabulation Area (ZCTA). From these data, we defined 4 exposure measures:
1. Damage severity: For all reported sites post-Sandy, 5 levels of damage were assigned (range, 1-5; 1 = "no damage," 5 = worst damage, "destroyed"). The sum (across all sites) of the maximum of these values at each site was standardized by the population count, yielding a ZCTAlevel measure of the amount of damage per resident. 2. Damage site count: The number of all distinct damaged or flooded sites within each ZCTA, standardized per 100,000 residents to make the categories easier to interpret (≤1, >1-100, >100-2,000, or >2,000). 3. Flood depth: Similar in structure to "damage severity."
The sum (across all sites) of the maximum reported floodwater depth at each site, standardized by ZCTA. 4. Flood coverage: FEMA impact assessment included an indicator of flood coverage (0 = not inundated, 1 = inundated) at each site. The sum (across all sites) of the maximum reported indicator at each site was standardized to produce a ZCTA-level measure of the extent of water inundation per resident. HCUP employs a number of data quality control procedures (24) ; however, some additional data processing was warranted. New York is one of approximately 12 states (this number varies by year) that provide a "visit linkage" variable for tracking individual patients over time. Visit linkage information was available for 99.3% of all admission records; the remaining 0.7% of admissions were assumed to represent separate patients. For any patient with inconsistent race or Hispanic ethnicity reported across successive visits, the most commonly observed nonwhite race reported for that patient was imputed for all of their records. Admission records following reported deaths were eliminated, as were duplicate admission records, which were defined by having a common patient identifier, zip code, admission month and hour, MDC, and PPC. The MDCs comprise 25 health outcomes, ranging from "diseases and disorders of the nervous system" to "human immunodeficiency virus infections," though information in the latter category is withheld by New York State to protect patient privacy. Finer diagnostic information is given through the DRG code.
Statistical analysis
A hierarchical mixed-effects logistic regression model was used to estimate the daily probability of encountering an MDC patient among all admitted patients, based on the mean proportion of days per month that each MDC patient was admitted. For the ith patient in the jth month, the logit of this proportion (p ij ) was assumed to have the following structure:
with parameters to be estimated including β 0 , β 0i = intercepts, overall (fixed) and patient-specific (random), respectively; β 1 = effect of continuous time (t j ), with t j centered on the jth month; β 2,k = effect of the kth bimonthly pair (January-February, March-April, etc.; k = 1-6), for seasonal impacts, with bimonth indicator b(k, t j ); and Demographic effects consisted of age (and its square), sex, race, Hispanic ethnicity, and age-sex interaction. In a given month, a patient could be admitted more than once for the same MDC. Days at risk of admission were reduced by half for concurrent deaths. The binomial response data for each patient-month combination was defined by the pair (number of admissions, number of days at risk). For example, if a patient was admitted twice with the same MDC in November and later died during that month, then their response pair was (2, 15) . Another, more common example is a patient who was admitted in November with a non-MDC diagnosis and survived the month, producing the response pair (0, 30). For health effect measurement, we are primarily interested in β 3 , which represents the postdisaster interruption in the time series (17, 18) of admission proportions established from predisaster information. Transformation of this parameter as exp(β 3 ) yields the odds ratio that compares the postdisaster MDC admission proportion with that projected from predisaster data. Regression analyses were restricted to those MDCs with at least 300 admissions overall. Tier 1 (time and change-point analysis). Using the regression model of equation 1 for each MDC, we examined Hurricane Sandy effect phases from October 2012 to March 2013 by individual month and by successive pairs of months. For each effect phase and for each PPC and MDC, the ratio comparing the odds of encountering an admitted MDC patient with the pre-Sandy prediction of these odds was estimated by exponentiation of β 3 (the fitted value of β 3 ). The model adjusts for temporal effects by: 1) continuous time (through β 1 t j ), tracking secular trends in admissions, and 2) a bimonthly series of 6 terms (β 2,1 , . . . β 2,6 ), to account for annually recurring effects. Combined with the demographic covariates, these temporal adjustments reduce bias due to long-term trend or seasonality, as compared with simple contrasts of pre-and postSandy data.
Tier 2 (time × region effect). Hurricane Sandy effect phases were similarly examined from October 2012 to March 2013. While the tier 1 analysis measures effects across Long Island overall, this extension measures the differential effects of damage and flooding by residential region. For every combination of effect phase, PPC, MDC, and each of the 4 residential exposure metrics (damage severity, etc.), a discrete, fixed covariate was added to the tier 1 model (equation 1) to represent the increasing levels of exposure by geographic region, as where β 4,r represents the effect of the rth region (r = 1-4), via exposure to damage or flooding, with geographic indicator g(i, r). Inclusion of the main effect, β 4,r g(i, r), prevents the confounding of hurricane damage effects with intrinsic regional differences. Deviance residuals from the fitted logistic regression models were checked for evidence of lack of fit. Counts under 10 were censored from final tables per HCUP guidelines. All statistics and graphics were produced in the R software environment, version 3.2.3 (R Foundation for Statistical Computing, Vienna, Austria) (25) . Geospatial data and graphics were processed using the "rgdal" package in R, version 1.1.7 (26) . Mixed-effects logistic regression was performed with the "lme4" package, version 1.1.10 (27) .
RESULTS
Demographic variables for Long Island as of 2012 are shown in Table 1 . The population of nearly 3 million included over 400,000 residents (14.5%) at least 65 years of age and was 51.2% female, 79.3% white, and 15.6% Hispanic or Latino. A population density map for 2012 by ZCTA is displayed in Figure 2 . Heavily populated areas in the southern regions of Long Island are evident, especially along the barrier islands where Hurricane Sandy approached. Choropleth maps of the 4 exposure measures illustrate their similarity in pattern, as shown in Figure 3 . The southern parts of Long Island sustained the highest levels of damage and flooding. Some northern ZCTAs bordering Long Island Sound sustained severe effects, while most interior regions were spared. The measures of damage severity (measure 1) and damage site count (measure 2) incorporated wind damage.
Individual diagnostic categories
To illustrate the regression model, we show results for the first 2 post-Sandy months, November and December 2012. MDCs were examined separately by their fitted odds ratios. The volume of output motivated a combination of tabular and graphical information to convey the results of the tier 1 analyses for several MDCs, as shown in Figure 4 . For each PPC, the MDCs with the top 7 odds ratio estimates (limited to clarify presentation) appear in decreasing order, along with numbers of hospital admissions before and after Hurricane Sandy. This is one of several similar displays that were produced as a single PDF file for Web Figures 1-11 (available at https://academic. oup.com/aje), allowing convenient review of results over Sandy effect phases from October to March, sequenced as October, October-November, November, November-December, etc. In the November-December phase shown, the "ear, nose, mouth, and throat" category appears in all 4 PPCs, and its frequency is significantly high among Medicare and Medicaid patients, where the estimated odds ratios are 1.59 (95% confidence interval (CI): 1.31, 1.93) and 1.43 (95% CI: 1.06, 1.93), respectively. In other words, among Medicare patients admitted to a hospital just after Hurricane Sandy, the odds of an "ear, nose, mouth, and throat" diagnosis were 59% higher than predicted for November-December 2012 by pre-Sandy data.
Numbers of respiratory admissions exceeded predictions for Medicare patients, with an odds ratio estimate of 1.11 (95% CI: 1.05, 1.18). Patients in the "other" payer class (including self-pay) experienced increased mental health admissions per the estimated odds ratio of 1.48 (95% CI: 1.11, 1.98). The example shown in Figure 1 used simple mean disease proportions for infectious/parasitic diseases among Medicaid patients. The corresponding regression model yielded an estimated odds ratio of 1.18 (95% CI: 0.94, 1.46), shown in Figure 4 . Based on 21 months of data preceding Hurricane Sandy, the estimated slope for the tier 1 continuous time term is equivalent to an annual 18% (P < 0.001) increase in the odds of infectious/ parasitic disease among admitted patients.
The tier 2 analysis provided estimates of the modifying effect of residency on the tier 1 effect, by comparing residual hospital admissions in differently affected regions of Long Island. Results are illustrated in Web Figure 12 , which again covers the November-December effect phase. The odds ratios of interest compare higher regional flood coverage with the lowest level as the referent. Admission counts within regional exposure groups were small for some MDCs, yielding substantial apparent uncertainty. Despite this variability, the change in the number of admissions due to "digestive system" disorders was significantly higher in both Medicare and Medicaid payer classes, with estimated odds ratios of 1.20 (95% CI: 1.03, 1.39) and 1.32 (95% CI: 1.00, 1.75), respectively.
Analyzing by constituent DRGs
In addition to the MDC, each admission record in the HCUP data includes a more specific DRG (23). The full analysis of each MDC included estimation of the tier 1 effect for each of its associated DRGs, one of which is illustrated in Figure 5 for respiratory disorders. In the November-December time frame, the admission proportions of 4 DRGs were significantly higher (19) .
b Counts by race include multiple races reported by some survey participants. Each percentage is relative to the overall total population, so the percentage total for race may exceed 100.
than predicted: 1) pneumothorax with complications and comorbidity; 2) bronchitis and asthma among persons aged >17 years with complications and comorbidity; 3) chronic obstructive pulmonary disease; and 4) respiratory system diagnosis with ventilator support <96 hours. The proportion of admissions for chronic obstructive pulmonary disease was significantly elevated in 3 of the 4 payer classes, and it was highest (though not significant) for the remaining "other" class.
DISCUSSION
Measuring health effects typically requires a baseline or denominator. Rather than define this baseline as a summary of predisaster data, we emphasize the value of projection from predisaster data to a postdisaster time frame. Due to the potential for regional health consequences, population-wide data are relevant for the study of disasters. In this article, we have described the accessing and processing of publicly available data for this purpose. Application to Hurricane Sandy provides a practical example of data utilization and statistical modeling designed to reduce bias.
Interpretation of results
In the tier 1 analysis, increases for "ear, nose, mouth, and throat" and respiratory outcomes in November and December may have resulted from the growth of mold in flooded residences and workplaces. The cited increase in mental health admissions in the "other" payer class is consistent with the study by Schwartz et al. (4, 5) , who found significant associations between self-reported measures of hurricane exposure and perceived stress using a cross-sectional survey of volunteer participants. Elevations in digestive system disorders among the most flooded regions, as shown in the tier 2 analysis, were barely significant with 95%-level confidence intervals, but their separate appearance in both Medicare and Medicaid payer classes is suggestive. Extensive flooding may have exposed residents to contaminated water supplies or bacteria-laden flood residue. In our analysis of DRGs among privately insured patients admitted for respiratory disorders, the unexpectedly high number of admissions for ventilator support is similar to the finding of Lee et al. (11) , who reported spikes in ventilator use in the first 2 days after landfall among New York City emergency departments.
Strengths and limitations
The publicly available data we obtained, with ZCTA-level precision on population, disaster exposure, and health outcomes spanning years, were useful resources for measuring the health effects of Hurricane Sandy. On Long Island, ZCTA populations range from a few hundred to over 50,000. A ZCTA with 100 damage reports among 500 residents poses greater risk than one with 100 reports among 50,000 residents. Standardization of the damage summaries by local population size accounts for this variability and thereby improves estimation of personal exposure to the hurricane. However, we emphasize that the health outcomes component does not require enumeration of the Long Island population at risk; it is based solely on HCUP admissions data.
Classes of health outcomes can be formed by aggregation of MDCs. Rather than excluding them, categories with low counts may be grouped by similarity; for example, in a separate analysis we combined "burns," an uncommon but potentially important postdisaster outcome, with the larger MDC "injuries/poisonings/toxic drugs." Opposite from aggregation, the finer DRGs can be used to examine more specialized endpoints, as shown for the respiratory category. The State Inpatient Databases translate disparate hospital records from 30 states into a uniform format, facilitating cross-state comparisons (22) . Demographic and payer variables can be used to identify and compare health outcomes among subgroups.
The comprehensive nature of HCUP data provides an advantage for postdisaster, regional surveillance. If the inpatient data indeed represent over 95% of all hospital admissions, we consider the implications for statistical inference. The defined target population is all residents of Long Island in October 2012, and the objective is post-Sandy surveillance for their health outcomes. Allowing for residents admitted to out-of-state hospitals, assume that HCUP data captured 80% of all admissions in the target population. Under this assumption, the standard confidence intervals presented in this article are substantially oversized, and correction to account for a finite population is warranted. An approximate correction factor (28) for the standard error is − ≈ 1 0.8 0.45, reducing confidence interval lengths by 55%.
The bias-reducing feature of the tier 1 model is exemplified in the result for infectious/parasitic diseases, where an odds ratio of 1.18 was found. Comparison of post-with predisaster odds over the previous year (for example), during which the fitted odds of diagnosis increased 18% on average, would yield a much higher ratio, likely with positive bias. In other words, the November-December proportion of infectious diseases was on track to rise, even without the hurricane. There are many methods and corresponding software tools with which to embellish the predictive component as desired by separate trend lines (by region, for example), nonlinear structure, Bayesian approaches, or autoregressive models (29, 30) . Direct comparisons of regional diagnostic proportions would fail to account for preexisting differences between regions that are not controlled for by other model covariates. The tier 2 extension reduces this source of bias by comparing timedriven changes in diagnostic proportions among regions, essentially by means of a difference-in-differences approach. The tier 2 model can be modified to estimate differences among demographic subgroups as well.
There are several limitations in the application of this model to Hurricane Sandy that should be considered. In the days before landfall, many residents moved out of the most threatened areas, either on their own or with the assistance of caregivers. The effects of evacuation can be nontrivial, especially for the elderly, and such effects should be attributed to the hurricane. If any individual suffered physical injury or a mental health event that required emergency admission to a hospital outside of the state of New York, this event would not have appeared in the data available for this analysis. However, if they were admitted anywhere within the state, this admission was most likely captured. We concluded that this would cover many cases of evacuation as Hurricane Sandy approached. For situations where more coverage is desired, additional data could be obtained from participating states through HCUP. The incidence of respiratory problems in the New York City area rises in November and remains elevated through the winter months (31). Many respiratory problems arising in the fall result in hospital admissions for treatment of asthma (31). Increased respiratory admissions in November and December were observed among Medicare patients in this study and may therefore be attributed to seasonal effects only. However, the role of the residual effects of the hurricane (such as accumulation of mold in waterlogged homes) cannot be completely discounted, since the model included calendar effects. Elevations observed in pre-Sandy months were adjusted for in the fitted models.
The State Inpatient Database for New York provided by HCUP is limited to calendar month for admission dates, has a reporting lag of 1-2 years, and is currently limited to 30 of the 50 US states. Our data required some processing but were otherwise consistent and well-documented. FEMA Modeling Task Force data were accessible and organized; however, they offer less documentation or support. The commitment of resources by FEMA may vary over time and by disaster. FEMA recently published an updated guide describing its commitment to playing a continuing role in both Odds Ratio individual and public assistance after a disaster, and the commensurate need for damage and loss assessment (32) . Our analysis of admissions data was based on proportions of admissions observed in each reporting period, which were negatively correlated across different disease categories. Acknowledging this caveat, compared with a count-based approach, admission proportions better insulate time-based effect estimates (tier 1) from secular changes in admission counts due to (for example) policy changes such as Medicaid expansion (33) . For example, an increase in the number of infectious disease admissions in November may result from increases in all types of admissions, due to population-wide changes in health coverage. Furthermore, the distributions of these admission counts tend to depart from a natural Poisson distribution, due to a lack of counts exceeding 1 (underdispersion). Rare diagnoses are less affected by this issue, but for certain MDCs (e.g., respiratory disorders) and certainly for aggregated classes such as physical or mental health, this effect is substantial.
Conclusion
As a source of consistently gathered information over time, with nearly total population coverage, and with the personspecific linkage feature (in participating states), HCUP data are useful for estimating the effects of disasters, as shown in the tier 1 analyses. Figure 5 . Numbers of pre-and post-Hurricane Sandy November-December hospitalizations and odds ratios (ORs) for emergency department admission by Primary Payer Class (PPC) and Diagnosis-Related Group (DRG) under the Major Diagnostic Category "respiratory system," Long Island, New York, 2011-2012. Admission counts and ORs, comparing the month of Sandy exposure with the odds projected from the pre-Sandy phase, were derived from a mixed-effects logistic regression model for binomial counts, accounting for repeated admissions within patients, and adjusting for age, sex, race, Hispanic ethnicity, and calendar time. In the plot, each point estimate of the OR is marked by a dot, with a corresponding horizontal line spanning a 95% confidence interval (CI). Within each PPC, based on decreasing estimates of the OR, the top 7 (of up to 29) respiratory system DRGs are presented; the fraction in parentheses after each PPC name gives the number of DRGs displayed out of the number with a sufficient sample size for analysis. "Pre-Sandy" represents the period from January 2011 through September 2012; "post-Sandy" represents November through December 2012. CC, complications and comorbidity.
less so on others (admission dates, reporting lag). For the retrospective review of admissions data, HCUP data are reasonably priced. For example, the 3 years' worth of State Inpatient Databases for New York that we obtained for this study were purchased for $1,200. We intend to make further use of this data source. The FEMA Modeling Task Force data were less user-friendly but still a valuable source for information on a variety of damage parameters and ZCTA-level accuracy.
Comparison of postdisaster outcomes with regression-based projections from predisaster data-rather than predisaster summaries-is recommended for reduction of bias. With the careful use of these tools, publicly available data on exposure and hospital admissions can be used to measure the health impact of disasters.
