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Abstract
In this paper, we study the L2 least-squares ﬁnite element approximations to the Oseen problem for the sta-
tionary incompressible Navier–Stokes equations with the velocity boundary condition. The Oseen problem is
ﬁrst recast into the velocity–vorticity–pressure ﬁrst-order system formulation by introducing the vorticity vari-
able. We then derive some a priori estimates for the ﬁrst-order system problem and identify the dependence
of the estimates on the Reynolds number. Such a priori estimates play the crucial roles in the error analysis
for least-squares approximations to the incompressible velocity–vorticity–pressure Oseen problem. It is proved
that, with respect to the order of approximation for smooth exact solutions, the L2 least-squares method ex-
hibits an optimal rate of convergence in the H 1 norm for velocity and a suboptimal rate of convergence in the
L2 norm for vorticity and pressure. Numerical results that conﬁrm this analysis are given. Furthermore, in or-
der to maintain the coercivity and continuity of the homogeneous least-squares functional that are destroyed by
large Reynolds numbers, a weighted least-squares energy functional is proposed and analyzed. Numerical ex-
periments in two dimensions are presented, which demonstrate the effectiveness of the weighted least-squares
approach. Finally, approximate solutions of the incompressible velocity–vorticity–pressure Navier–Stokes problem
with various Reynolds numbers are also given by solving a sequence of Oseen problems arising from a Picard-
type iteration scheme. Numerical evidences show that, except for large Reynolds numbers, the convergence rates
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of the weighted least-squares approximations for the Navier–Stokes problem are similar to that for the Oseen
problem.
© 2004 Elsevier B.V. All rights reserved.
MSC: 65N15; 65N30; 76M10
Keywords: Least-squares ﬁnite element methods; Navier–Stokes equations; Oseen equations; Velocity–vorticity–pressure
formulation; Driven cavity ﬂows
1. Problem formulation
The main purpose of this paper is to analyze the L2 least-squares ﬁnite element approximations to the
Oseen problem for the stationary incompressible Navier–Stokes equations with the velocity boundary
condition that is recast as a ﬁrst-order differential system. The analysis also provides some useful infor-
mation and serves as a basis for the further study of the L2 least-squares ﬁnite element approach to the
nonlinear incompressible Navier–Stokes problem.
Let be an open, connected, and bounded domain inRN (N=2 or 3) with Lipschitz boundary . The
stationary incompressible Navier–Stokes equations with the velocity boundary condition can be posed
as the following:
Find u(x) :  → RN and p(x) :  → R1 such that
− u+ (u · ∇)u+ ∇p = f in ,
∇ · u= 0 in ,
u= 0 on , (1.1)
where the symbols , ∇ and ∇· stand for the Laplacian, gradient and divergence operators, respec-
tively; u = (u1, . . . , uN)	 is the velocity vector; p is the pressure; 1 is the Reynolds number;
f = (f1, . . . , fN)	 :  → RN is a given vector function representing the density of body force. All
of them are assumed to be nondimensionalized. See [15–17] for example.
Typically, the solution of the original nonlinear second-order Navier–Stokes problem (1.1) is some-
times approximated by a sequence of linear second-order Stokes problems.Another often more adequate
linearization of theNavier–Stokes problem (1.1) is by considering theOseen problemwhich is formulated
in the following way (see [15] and references contained therein for more details):
− u+ (g · ∇)u+ ∇p = f in ,
∇ · u= 0 in ,
u= 0 on , (1.2)
where g :  → RN is a given bounded vector function satisfying the divergence-free condition, i.e.,
∇ ·g=0 in . Indeed, the convection term (g ·∇)u stems from the previous iteration step of a ﬁxed-point
method applied to the incompressible Navier–Stokes problem (1.1). For practical purposes, in this paper
we only assume that ∇ · g ≈ 0 in  (cf. Theorem 3.1 and Remark 3.2 in Section 3).
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We introduce some notation that will be useful later. The two-dimensional curl operator∇× for smooth
scalar function v and for smooth 2-component vector function v = (v1, v2)	 are denoted by
∇ × v =
(
v
y
,−v
x
)	
and ∇ × v = v2
x
− v1
y
,
respectively. WhenN = 3, we deﬁne the curl of a smooth 3-component vector function v= (v1, v2, v3)	
by
∇ × v =
(
v3
y
− v2
z
,
v1
z
− v3
x
,
v2
x
− v1
y
)	
.
With these notation, it can be easily checked that the following identity holds for a smooth vector function
v = (v1, . . . , vN)	,
∇ × (∇ × v)=−v + ∇(∇ · v). (1.3)
Introducing the new dependent variable  (called vorticity, cf. [3,7,10,12]),
= ∇ × u on 
and combining the divergence free equation, ∇ · u = 0 in , with identity (1.3), we can transform the
stationary Oseen problem (1.2) into the following velocity–vorticity–pressure ﬁrst-order system formu-
lation:
∇ × + (g · ∇)u+ ∇p = f in ,
∇ × u− = 0 in ,
∇ · u= 0 in ,
u= 0 on . (1.4)
For the uniqueness of solution, in what follows, we always assume that pressure p satisﬁes the zero mean
condition, i.e.,
∫
 p = 0.
Over the past decade, least-squares ﬁnite element methods have become increasingly popular for the
approximate solution of ﬁrst-order systems of partial differential equations in ﬂuid dynamics. A small
sample of the recent literature can be found in [4]. The speciﬁc features of the least-squares ﬁnite element
approach that make it potentially advantageous compared with, e.g., mixed ﬁnite element approach [5,6],
are as follows: it leads to a minimization problem; it is not subject to the Ladyzhenskaya–Babuska–Brezzi
condition (cf. [5,6]); simple equal low-order ﬁnite elements such as the continuous linear elements can
be used for the approximation of all unknowns; the resulting linear system is symmetric and positive
deﬁnite with condition number O(h−2), where h denotes some measure of the mesh size; the value of
the homogeneous least-squares functional of the approximate solution provides a practical and sharp a
posteriori error estimator at no additional cost [17]; etc.
Both in themathematics and engineering communities, most existing least-squares ﬁnite elementmeth-
ods for the stationary Stokes and Navier–Stokes equations are based on the velocity–vorticity–pressure
formulation, see [1–4,7,9–12,17], for example. Some other ﬁrst-order system formulations by using the
velocity-ﬂux or stress variables can also be found in [2,8,13,17,19]. The attempt to solve incompress-
ible Navier–Stokes equations by using the least-squares approach can be readily achieved by simply
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including an appropriate form of the nonlinear term into the residual functional for the corresponding
ﬁrst-order Stokes problem, and then one may consider a linearization of the nonlinear term in the momen-
tum equation in some sense. For example, the above velocity–vorticity–pressure Oseen problem (1.4)
offers an iterative process for the approximate solution of the corresponding velocity–vorticity–pressure
Navier–Stokes problem (see Section 7). Deﬁnitely, the treatment of the nonlinearity considerably com-
plicates the mathematical analysis.
The objective of this paper is to investigate the L2 least-squares ﬁnite element approximations to the
velocity–vorticity–pressure Oseen problem (1.4). The least-squares energy functional is deﬁned to be
the sum of the squared L2 norms of the residuals in the partial differential equations over an appropriate
product space, and the least-squares ﬁnite element solution is deﬁned to be theminimizer of the functional
over a conforming ﬁnite element space. We ﬁrst derive some a priori estimates for the ﬁrst-order system
problem (1.4), i.e., the coercivity and continuity estimates for the homogeneous least-squares functional.
We also identify the dependence of the estimates on the Reynolds number . Such a priori estimates
will play the crucial roles in the error analysis for L2 least-squares approximations. Employing the ﬁnite
element space of continuous piecewise polynomials of degree r for all unknowns, we prove that with
respect to the order of approximation for smooth exact solutions the method exhibits an optimal rate
of convergence in the H 1 norm for velocity and a suboptimal rate of convergence in the L2 norm for
vorticity and pressure. Numerical results that conﬁrm this analysis are given.
Since the coercivity and continuity estimates of the homogeneous least-squares functional depend on
the Reynolds number , the error estimates may be destroyed by large Reynolds numbers. In order to
maintain the coercivity and continuity of the homogeneous least-squares functional, we also propose and
analyze a weighted L2 least-squares method. Numerical experiments in two dimensions are presented,
which demonstrate the effectiveness of the weighted least-squares approach.
In the last part of this paper, approximate solutions of the incompressible velocity–vorticity–pressure
Navier–Stokes problem are given by solving a sequence of Oseen problems in a Picard-type iteration
scheme. We examine this ﬁxed-point iteration scheme by considering two numerical examples, one
possesses a smooth exact solution with various Reynolds numbers and the other is a two-dimensional
driven cavity ﬂow. Numerical evidences show that, except for large Reynolds numbers, the convergence
rates for the Navier–Stokes problem are similar to that for the Oseen problem.
The remainder of this paper is organized as follows. In Section 2, we introduce some notation and
present some preliminaries. In Section 3, under a suitable assumption, we derive the a priori estimates
for the velocity–vorticity–pressure Oseen problem (1.4), in which we also identify the dependence of
the estimates on the Reynolds number. With the aid of such a priori estimates, in Section 4, we provide
the error estimates of the L2 least-squares ﬁnite element approximations. In Section 5, we illustrate our
analysis by some numerical experiments in two dimensions. In Section 6, a weighted L2 least-squares
approach is proposed and analyzed with numerical examples. Finally, in Section 7, a Picard-type iteration
scheme for approximating the solution of the incompressible velocity–vorticity–pressure Navier–Stokes
problem is studied numerically.
2. Notation and preliminaries
We shall use standard notation and deﬁnition for the Sobolev spaceHm() for nonnegative integer m.
The standard associated inner product and norm are denoted by (·, ·)m and ‖ · ‖m, respectively. As usual,
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L2()=H 0(). Let [Hm()]N denote the corresponding product space ofHm(), and the inner product
and norm will be still denoted by (·, ·)m and ‖ · ‖m, respectively, when there is no risk of confusion.
Furthermore, we deﬁne the Banach space L∞()={v : v is a measurable function on and ‖v‖∞ :=
ess sup |v|<+∞} and let [L∞()]m denote the corresponding product space and the norm will be still
denoted by ‖ · ‖∞.
We introduce the following Hilbert spaces with natural norms (cf. [5,16]):
L20()= {q ∈ L2() and (q, 1)0 = 0},
H 10 ()= {v ∈ H 1() and v| = 0},
H(∇·;)= {v ∈ [L2()]N and∇ · v ∈ L2()},
H0(∇·;)= {v ∈ H(∇·;) and v · n| = 0},
H(∇×;)= { ∈ [L2()]N and∇ ×  ∈ [L2()]2N−3},
H0(∇×;)= { ∈ H(∇×;) and · t| = 0 if N = 2,
× n| = 0 if N = 3},
where n and t denote the unit outward normal vector and tangent vector to , respectively. With these
notation, we have the following Green-type formulas which are applications of the usual Green’s formula
(cf. (1.19), (2.17), and (2.22) in [16]).
Lemma 2.1. The following three Green-type formulas hold:
(v,∇q)0 + (∇ · v, q)0 = (v · n, q)0, (2.1)
for all v ∈ H(∇·;), q ∈ H 1();
(∇ × , v)0 − (,∇ × v)0 = (, v)0, (2.2)
for all  ∈ H(∇×;) and v ∈ [H 1()]2N−3, where =  · t if N = 2 and = × n if N = 3;
((g · ∇)v,w)0 =−(v, (g · ∇)w)0 − ((∇ · g)v,w)0 (2.3)
for all v, w ∈ [H 10 ()]N .
We also have the following Poincaré–Friedrichs-type inequality (cf. [16, p. 36]):
Lemma 2.2. There exists a constant C > 0 such that for any v ∈ H0(∇·;) ∩H0(∇×;),
‖∇v‖0C{‖∇ · v‖0 + ‖∇ × v‖0}. (2.4)
Combining (2.3) with the usual Poincaré–Friedrichs inequality, we get
‖v‖1Cpf{‖∇ · v‖0 + ‖∇ × v‖0} (2.5)
for all v ∈ [H 10 ()]N , where Cpf > 0 is an absolute constant.
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Further, we need the following lemma:
Lemma 2.3. For q ∈ L20(), there exists a function v ∈ [H 10 ()]N such that
∇ · v = q in  and ‖v‖1Cdiv‖q‖0,
where Cdiv> 0 is an absolute constant.
Proof. See Corollary 2.4 and the proof of Lemma 2.2 in [16] or Lemma 9.2.3 in [5] for  with smooth
boundary . 
In the proof of Theorem 3.1 below we will often use the following -inequality:
2ABA2 + −1B2 (2.6)
for any A, B,  ∈ R and > 0.
Wewill be interested in the following three function spaceswith respect to the three unknown functions:
velocity u, vorticity , and pressure p,
V= [H 10 ()]N, W= [H 1()]2N−3 and Q=H 1() ∩ L20(). (2.7)
Finally, it is in the position to deﬁne the following [L2, L2, L2] least-squares energy functional,F(·; f)
over the product spaceV×W× Q:
F((v,, q); f)= ‖∇ × + (g · ∇)v + ∇q − f‖20
+ ‖∇ × v − ‖20 + ‖∇ · v‖20. (2.8)
Note that the least-squares energy functionalF((v,, q); f) is deﬁned to be the sum of the squared L2
norms of the residuals in the partial differential equations (1.4) on the product function spaceV×W×Q.
3. A priori estimates
We now derive some a priori estimates for the ﬁrst-order system (1.4) and identify the dependence
of the estimate on the Reynolds number . The a priori estimates will play the crucial roles in the error
estimates of our L2 least-squares ﬁnite element scheme.
Theorem 3.1. Consider the homogeneous [L2, L2, L2] least-squares energy functionalF(·; 0) over the
product spaceV×W× Q.
1. There exists a positive constant C1 independent of  such that for any v ∈V,  ∈W, and q ∈ Q, we
have
F((v,, q); 0)C1(2‖v‖21 + ‖‖21 + 2‖q‖21). (3.1)
2. Suppose that ∇ · g is sufﬁciently small in  satisfying
‖∇ · g‖∞ 14C2pf
(3.2)
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then there exists a positive constant C2 independent of  such that
F((v,, q); 0)C2 1
2
(‖v‖21 + ‖‖20 + ‖q‖20) (3.3)
for all v ∈V,  ∈W, and q ∈ Q.
Proof. The upper bound (3.1) is straightforward from the triangle inequality and -inequality (2.6). We
proceed to show the validity of (3.3) by using the techniques similar to that in [14]. By virtue ofGreen-type
formula (2.2), we have
‖∇ × v − ‖20 = 12‖∇ × v − − ∇ × v‖20 + 12‖∇ × v − + ‖20
+ 
(
1− 
2
) (‖∇ × v‖20 + ‖‖20)− 2(v,∇ × )0, (3.4)
where  is a positive constant to be determined later. Applying Green-type formula (2.1) to the ﬁrst term
inF((v,, q); 0), we obtain
‖∇ × + (g · ∇)v + ∇q‖20 = ‖∇ × + (g · ∇)v + ∇q − v‖20
+ 2(∇ × , v)0 − 2(∇ · v, q)0
+ 2((g · ∇)v, v)0 − 2‖v‖20.
By using -inequality (2.6) and Green-type formula (2.3) with w = v, we get
−2(∇ · v, q) − 1‖q‖20 −
2
1
‖∇ · v‖20
and
2((g · ∇)v, v)0 =−((∇ · g)v, v)0
that imply
‖∇ × + (g · ∇)v + ∇q‖202(∇ × , v)0 − 1‖q‖20 −
2
1
‖∇ · v‖20
− ‖∇ · g‖∞‖v‖20 − 2‖v‖20. (3.5)
Since q ∈ L20(), according to Lemma 2.3, we can choose v∗ ∈ [H 10 ()]N such that ∇ · v∗ = q
in , and ‖v∗‖1Cdiv‖q‖0. Now, let  be a positive constant to be determined. By using Green-type
formulas (2.1) and (2.2) again, we have
‖∇ × + (g · ∇)v + ∇q‖20 = ‖∇ × + (g · ∇)v + ∇q + v∗‖20
− 2(,∇ × v∗)0 − 2((g · ∇)v, v∗)0
+ 2‖q‖20 − 2‖v∗‖20,
where, by virtue of -inequality (2.6),
−2(,∇ × v∗)0 − 2‖‖20 −
2C2div
2
2
‖q‖20
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and
−2((g · ∇)v, v∗)0 − 93‖g‖2∞‖v‖21 −
22
3
C2div‖q‖20.
Therefore,
‖∇ × + (g · ∇)v + ∇q‖20
(
2− 2C
2
div
2
2
− 
22
3
C2div − 2C2div
)
‖q‖20
− 2‖‖20 − 93‖g‖2∞‖v‖21. (3.6)
Now combining (3.4), (3.5) with (3.6), we have
‖∇ × v − ‖20 + 2‖∇ × + (g · ∇)v + ∇q‖20

(

(
1− 1
2

)
− 2C2pf(2 + 93‖g‖2∞ + ‖∇ · g‖∞)
)
‖∇ × v‖20
+
(
−
2
1
− 2C2pf(2 + 93‖g‖2∞ + ‖∇ · g‖∞)
)
‖∇ · v‖20
+
(

(
1− 1
2

)
− 2
)
‖‖20 +
(
2− 2C
2
div
2
2
− 
22
3
C2div − 2C2div − 1
)
‖q‖20.
Choosing positive parameters , , 1, 2, and 3,
 := 1
2
(
1
1+ 4C2pf + 4C2pf2
)
> 0,
 := 1
2
(
2
C2div(
2 + 9‖g‖2∞ + 5)
)
> 0,
1 := > 0,
2 := 122> 0,
3 := 
22
9‖g‖2∞ + 1
> 0
and combining with assumption (3.2), one can verify that

(
1− 12
)− 2C2pf(2 + 93‖g‖2∞ + ‖∇ · g‖∞)C 12 ,

(
1− 12
)− 2C 1
2
,
2− 2C
2
div
2
2
− 
22
3
C2div − 2C2div − 1C
1
4
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for some positive constant C which is independent of . Finally, we can choose a sufﬁciently large > 0
independent of  such that
− 
2
1
− 2C2pf(2 + 93‖g‖2∞ + ‖∇ · g‖∞)C
1
2
.
We then have
‖∇ × v − ‖20 + 2‖∇ × + (g · ∇)v + ∇q‖20 + ‖∇ · v‖20
C
(
1
2
‖∇ × v‖20 +
1
2
‖∇ · v‖20 +
1
2
‖‖20 +
1
4
‖q‖20
)
which combining with Poincaré–Friedrichs-type inequality (2.5) yields the conclusion. This completes
the proof of the theorem. 
Remark 3.2. We remark that (3.2) is a quite reasonable assumption because the vector function g in the
convection term (g · ∇)u in (1.4) denotes the velocity ﬁeld uh which stems from the previous iteration
step of a ﬁxed-point method applied to the corresponding incompressible velocity–vorticity–pressure
Navier–Stokes problem (cf. Section 7). Thus, we have ∇ · g=∇ · uh= 0 in mathematically. However,
from the computational point of view, it is more suitable to assume that ‖∇ · g‖∞>1.
4. Error analysis
In this section, we will ﬁrst focus on the derivation of the L2 least-squares ﬁnite element scheme for
the velocity–vorticity–pressure Oseen problem (1.4) and then give the error estimates of the approximate
solutions.
We observe that the exact solution (u,, p) ∈V×W×Q of problem (1.4) must be the zero minimizer
of the functionalF onV×W× Q, i.e.,
F((u,, p); f)= 0=min{F((v,, q); f) : (v,, q) ∈V×W× Q}.
Since F((u,, p) + (v,, q); f) is a nonnegative quadratic functional in the variable  ∈ R, for any
given (v,, q) ∈V×W× Q, we have
d
d
F((u,, p)+ (v,, q); f)
∣∣∣∣
=0
= 0
which is equivalent to
B((u,, p), (v,, q))=L((v,, q)) ∀(v,, q) ∈V×W× Q, (4.1)
where the continuous bilinear form B(·, ·) and the continuous linear formL(·) are respective deﬁned as
follows:
B((u,, p), (v,, q))=
∫

(∇ × + (g · ∇)u+ ∇p) · (∇ × + (g · ∇)v + ∇q)
+ (∇ × u− ) · (∇ × v − )+ (∇ · u)(∇ · v) d,
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L((v,, q))=
∫

f · (∇ × + (g · ∇)v + ∇q) d.
Note that we have the following identity:
B((v,, q), (v,, q))=F((v,, q); 0) ∀(v,, q) ∈V×W× Q. (4.2)
Therefore, the a priori estimates (3.1) and (3.3) give continuity and coercivity properties for the bilinear
form B(·, ·), respectively. Furthermore, by using (3.1) and (3.3), one can verify that the bilinear form
B(·, ·) deﬁnes an inner product on the product spaceV×W× Q. We denote its associated norm |‖ · ‖|
by
|‖(v,, q)‖|2 =B((v,, q), (v,, q)) ∀(v,, q) ∈V×W× Q. (4.3)
Now, we deﬁne the ﬁnite element spaces. Let {Th} be a family of regular triangulations [5] of the
domain , where
Th = {hk : k = 1, 2, . . . , T (h)},
h = max{diam(hk ) : hk ∈ Th} denotes the grid size, and T (h) denotes the number of triangles. Let
Pr(
h
k ) denote the space of polynomials of degree less than or equal to r, deﬁned over 
h
k . Deﬁne the
following three continuous approximating function spaces:
Vrh = {vh ∈V : vh|hk ∈ [Pr(
h
k )]N, k = 1, 2, . . . , T (h)}, (4.4)
Wrh = {h ∈W : h|hk ∈ [Pr(
h
k )]2N−3, k = 1, 2, . . . , T (h)}, (4.5)
Qrh = {qh ∈ Q : qh|hk ∈ Pr(
h
k ), k = 1, 2, . . . , T (h)}. (4.6)
Then it is well-known that the ﬁnite element spacesVrh,W
r
h, and Q
r
h satisfy the following approximation
properties: for any v ∈ V ∩ [Hr+1()]N ,  ∈W ∩ [Hr+1()]2N−3, and q ∈ Q ∩Hr+1(), there exist
vh ∈Vrh, h ∈Wrh, and qh ∈ Qrh such that
‖v − vh‖0, + h‖v − vh‖1,Chr+1‖v‖r+1,, (4.7)
‖− h‖0, + h‖− h‖1,Chr+1‖‖r+1,, (4.8)
‖q − qh‖0, + h‖q − qh‖1,Chr+1‖q‖r+1,, (4.9)
where C is a positive constant independent of v, , q, and h.
With above notation, the L2 least-squares ﬁnite element scheme for problem (1.4) is then deﬁned to
be the following problem:
Find (uh,h, ph) ∈Vrh ×Wrh × Qrh such that
B((uh,h, ph), (vh,h, qh))=L((vh,h, qh)) (4.10)
for all (vh,h, qh) ∈Vrh ×Wrh × Qrh.
SinceB(·, ·) is an inner product onV×W×Q, andVrh×Wrh×Qrh is a ﬁnite-dimensional subspace
ofV×W× Q, by the Fredholm alternative, we know that the approximate problem (4.10) possesses a
unique solution.
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Theorem4.1. Suppose assumption (3.2) holds. Then problem (4.10) has a unique solution (uh,h, ph) ∈
Vrh ×Wrh × Qrh.
Furthermore, using the Cauchy–Schwarz inequality and the density argument with the approximation
properties (4.7)–(4.9), one can verify that the L2 least-squares ﬁnite element scheme (4.10) is stable and
convergent with respect to the |‖ · ‖| norm, hence with respect to the (1/)(‖ · ‖1 + ‖ · ‖0 + ‖ · ‖0) norm
according to estimate (3.3), without requiring any extra smoothness of the exact solution (u,, p). The
proofs of following results are similar to that in [12]. We omit the details.
Theorem 4.2. Suppose assumption (3.2) holds.
1. The L2 least-squares ﬁnite element scheme (4.10) is stable in the following sense: there exists a
positive constant C independent of  and h such that
1

(‖uh‖1 + ‖h‖0 + ‖ph‖0)C‖f‖0. (4.11)
2. Let (u,, p) ∈ V ×W × Q denote the exact solution of problem (1.4). The L2 least-squares ﬁnite
element scheme (4.10) is convergent in the following sense:
lim
h→0
1

(‖u− uh‖1 + ‖− h‖0 + ‖p − ph‖0)= 0. (4.12)
3. The matrixM of the linear system associated with the L2 least-squares ﬁnite element scheme (4.10)
is symmetric and positive deﬁnite. If the family {Th} of regular triangulations of the domain  is
quasi-uniform, then the condition number ofM is O(4h−2).
We are now in the position to give the error estimates of the L2 least-squares ﬁnite element solution
(uh,h, ph).
Theorem 4.3. Suppose assumption (3.2) holds. Let (u,, p) ∈ (V×W×Q)∩ [Hr+1()]3N−2 denote
the exact solution of problem (1.4). Then we have the following error estimates:
‖u− uh‖1 + ‖− h‖0 + ‖p − ph‖0Chr(‖u‖r+1 + ‖‖r+1 + ‖p‖r+1), (4.13)
where C is a positive constant independent of  and h.
Proof. Using the orthogonality property of the error (u−uh,−h, p−ph) to the ﬁnite element space
Vrh ×Wrh × Qrh with respect to the bilinear form B(·, ·) and the Cauchy–Schwarz inequality, we have
that for all (vh,h, qh) ∈Vrh ×Wrh × Qrh,
|‖(u− uh,− h, p − ph)‖|2
=B((u− uh,− h, p − ph), (u− uh,− h, p − ph))
=B((u− uh,− h, p − ph), (u− vh,− h, p − qh))
 |‖(u− uh,− h, p − ph)‖| × |‖(u− vh,− h, p − qh)‖|.
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Therefore, according to Theorem 3.1, for all (vh,h, qh) ∈Vrh ×Wrh × Qrh,
(1/)(‖u− uh‖1 + ‖− h‖0 + ‖p − ph‖0)
C|‖(u− uh,− h, p − ph)‖|
C|‖(u− vh,− h, p − qh)‖|
C(‖u− vh‖1 + ‖− h‖1 + ‖p − qh‖1).
Now, the approximation properties (4.7)–(4.9) yield the conclusion. This completes the proof. 
In spite of the dependence on the Reynolds number , the error estimates (4.13) indicate that, with
respect to the order r of approximation for smooth exact solutions, the L2 least-squares method exhibits
an optimal rate of convergence in the H 1 norm for velocity u and a suboptimal rate of convergence in
the L2 norm for vorticity  and pressure p.
5. Numerical examples for the Oseen problem
We take for our domain the unit square=(0, 1)×(0, 1) and choose amodel problemwith the following
smooth exact solution which is also discussed for the velocity–vorticity–pressure Stokes problem in [12]:
u1(x, y)= x2(1− x)2(2y − 6y2 + 4y3),
u2(x, y)= y2(1− y)2(−2x + 6x2 − 4x3),
(x, y)= x2(1− x)2(−2+ 12y − 12y2)+ y2(1− y)2(−2+ 12x − 12x2),
p(x, y)= x2 + y2 − 203 xy + x + y.
Substituting the above exact solution with g= (1, 1)t into the velocity–vorticity–pressure Oseen problem
(1.4), we can readily get the right-hand side data functions
f1(x, y)= x2(1− x)2(12− 24y)+ (−2+ 12x − 12x2)(2y − 6y2 + 4y3)
+ (2x − 6x2 + 4x3)(2y − 6y2 + 4y3)
+ x2(1− x)2(2− 12y + 12y2)+ (2x − 203 y + 1),
f2(x, y)= − (2x − 6x2 + 4x3)(−2+ 12y − 12y2)− y2(1− y)2(12− 24x)
+ y2(1− y)2(−2+ 12x − 12x2)+ (2y − 6y2 + 4y3)(−2x + 6x2 − 4x3)
+ (2y − 203 x + 1).
To simplify the numerical implementation, we shall assume that the square domain  is uniformly
partitioned into a set of 1/h2 square subdomains hk with side-length h. For simplicity, we also set
ph(0, 0)=0, instead of (ph, 1)0=0, in the approximations to ensure the uniqueness of solution. Piecewise
bilinear ﬁnite elements are used to approximate all components of the exact solution. In other words, we
should have the error estimate (4.13) with r = 1. Notice that condition (3.2) is always fulﬁlled because
∇ · g = 0 in .
Now, we consider examples with various Reynolds numbers: =1, 10, 100.A double precision conju-
gate gradient solver is applied to solve the linear system associatedwith theL2 least-squares ﬁnite element
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Table 1
Reynolds number = 1
1/h ‖u1 − u1h‖1 ‖u2 − u2h‖1 ‖− h‖0 ‖p − ph‖0
4 2.36407288E−2 2.36403848E−2 9.97480431E−3 2.18903843E−2
8 1.14331109E−2 1.14331721E−2 5.21461298E−3 6.56906821E−3
16 5.54447470E−3 5.54427975E−3 2.19164431E−3 2.75408359E−3
32 2.76799477E−3 2.76816106E−3 1.07647634E−3 1.40963609E−3
64 1.39414562E−3 1.39338614E−3 5.70410252E−4 4.87958517E−3
128 6.90829647E−4 6.90373382E−4 2.10164142E−4 1.93626076E−3
Order ≈ 1.013 1.013 1.440 1.333
Table 2
Reynolds number = 10
1/h ‖u1 − u1h‖1 ‖u2 − u2h‖1 ‖− h‖0 ‖p − ph‖0
4 4.52651256E−2 4.52653413E−2 2.96702443E−2 2.31458314E−2
8 3.49523742E−2 3.49533308E−2 1.94873162E−2 9.67114177E−3
16 1.94516797E−2 1.94520606E−2 1.36960810E−2 5.11034987E−3
32 8.60994279E−3 8.60910181E−3 8.44457402E−3 2.46131462E−3
64 3.36672432E−3 3.36856574E−3 3.90645378E−3 1.00003310E−3
128 1.27173021E−3 1.26954608E−3 1.48960521E−3 3.59057655E−4
Order ≈ 1.405 1.408 1.391 1.478
Table 3
Reynolds number = 100
1/h ‖u1 − u1h‖1 ‖u2 − u2h‖1 ‖− h‖0 ‖p − ph‖0
4 5.11430415E−2 5.11430811E−2 2.44635051E−1 2.35382014E−2
8 5.38391024E−2 5.38391602E−2 1.37682902E−1 1.21094621E−2
16 5.35798427E−2 5.35799679E−2 8.01767974E−2 1.01679269E−2
32 5.05969202E−2 5.05970765E−2 5.01524585E−2 9.05358859E−3
64 4.32094136E−2 4.32264523E−2 3.77709106E−2 7.55939375E−3
128 2.92892116E−2 3.05937036E−2 3.16181620E−2 5.49352885E−3
Order ≈ 0.561 0.499 0.257 0.461
scheme (4.10). The numerical results are collected in Tables 1–3. The asymptotic order of convergence
is also indicated in each table. We estimate the asymptotic order of convergence for the approximations
in the following intuitive way:
asymptotic order ≈ ln(‖e1‖∗/‖e2‖∗)
ln(128/64)
, (5.1)
where ‖ei‖∗ denotes the error in the ‖ · ‖∗-norm with respect to the mesh size hi for h1= 164 and h2= 1128 .
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Taking a glance at Tables 1 and 2, one can ﬁnd that the computational results conﬁrm the theoretical
error estimate (4.13) with r = 1. However, with a closer inspection of the numerical results recorded in
Table 3, it is interesting to point out that the orders of convergence for all unknowns deteriorate when
the Reynolds number  becomes larger. Notice that the a priori estimates (3.1) and (3.3) depend on the
Reynolds number , and consequently the error estimates (4.13) also depend on . Thus, a probable cause
for the low order of convergence is that the continuity and coercivity properties, i.e., (3.1) and (3.3), of
the homogeneous least-squares functionalF((v,, q); 0) are destroyed by the large Reynolds number
. Hence, the positive deﬁniteness property of the symmetric matrix M is declined, but the condition
number ofM is rapidly increased (see Theorem 4.2 (3)).
We conclude that trying to reduce the dependence of the a priori estimates (3.1) and (3.3) on the
Reynolds number  should be a major concern when applying the least-squares ﬁnite element approach
to the Oseen and Navier–Stokes problems.
6. A weighted L2 least-squares approach
The above-mentioned drawback caused by large Reynolds number  may be alleviated via a weighted
least-squares approach. An observation on the velocity–vorticity–pressure Oseen problem (1.4) suggests
a simple idea as follows. First, we re-scale the velocity–vorticity–pressure Oseen system (1.4) as
∇ × + (g · ∇)u+ ∇p = f in ,
(∇ × u)− = 0 in ,
(∇ · u)= 0 in ,
u= 0 on . (6.1)
The corresponding [L2, L2, L2] least-squares energy functional has become the followingweighted form:
F˜((v,, q); f)= ‖∇ × + (g · ∇)v + ∇q − f‖20
+ 2‖∇ × v − ‖20 + 2‖∇ · v‖20 (6.2)
over the product spaceV×W×Q. Now, the theory developed in Sections 3 and 4 can be directly applied
to this weighted least-squares functional F˜ with a minor modiﬁcation as follows.
Theorem6.1. Consider the homogeneousweighted [L2, L2, L2] least-squares energy functional F˜(·; 0)
over the product spaceV×W× Q.
1. There exists a positive constant C3 independent of  such that for any v ∈V,  ∈W, and q ∈ Q, we
have
F˜((v,, q); 0)C32(‖v‖21 + ‖‖21 + ‖q‖21). (6.3)
2. Suppose that ∇ · g is sufﬁciently small in  satisfying
‖∇ · g‖∞ 14C2pf
, (6.4)
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then there exists a positive constant C4 independent of  such that
F˜((v,, q); 0)C4(‖v‖21 + ‖‖20 + ‖q‖20) (6.5)
for all v ∈V,  ∈W, and q ∈ Q.
Proof. The proof is similar to that of Theorem 3.1. We give a sketch here. The upper bound (6.3) is
straightforward. By Lemmas 2.1, 2.3 and the -inequality (2.6), we obtain
2‖∇ × v − ‖20 = 122‖∇ × v − − ∇ × v‖20 + 122‖∇ × v − + ‖20
+ 
(
1− 
2
)
2(‖∇ × v‖20 + ‖‖20)− 22(v,∇ × )0, (6.6)
‖∇ × + (g · ∇)v + ∇q‖2022(∇ × , v)0 − 1‖q‖20 −
24
1
‖∇ · v‖20
− 3‖∇ · g‖∞‖v‖20 − 24‖v‖20, (6.7)
‖∇ × + (g · ∇)v + ∇q‖20
(
2− 2C
2
div
2
2
− 
22
3
C2div − 2C2div
)
‖q‖20
− 2‖‖20 − 93‖g‖2∞‖v‖21, (6.8)
where , , 1, 2, and 3 are any positive constants. Combining (6.6)–(6.8) with Lemma 2.2, we have
2‖∇ × v − ‖20 + 2‖∇ × + (g · ∇)v + ∇q‖20
((1− 12)2 − 2C2pf(24 + 93‖g‖2∞ + 3‖∇ · g‖∞))‖∇ × v‖20
+
(
−
24
1
− 2C2pf(24 + 93‖g‖2∞ + 3‖∇ · g‖∞)
)
‖∇ · v‖20
+ ((1− 12)2 − 2)‖‖20 +
(
2− 2C
2
div
2
2
− 
22
3
C2div − 2C2div − 1
)
‖q‖20.
Now, choosing positive parameters , , 1, 2, and 3,
 := 1
2
(
1
1+ 8C2pf2
)
> 0,
 := 1
2
(
22
C2div(
22 + 9‖g‖2∞ + 5)
)
> 0,
1 := > 0,
2 := 1222> 0,
3 := 
24
9‖g‖2∞ + 1
> 0
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and combining with assumption (6.4), one can verify that

(
1− 12
)
2 − 2C2pf(24 + 93‖g‖2∞ + 3‖∇ · g‖∞)C,

(
1− 12
)
2 − 2C,
2− 2C
2
div
2
2
− 
22
3
C2div − 2C2div − 1C
1
2
for some positive constant C which is independent of . Finally, we can choose a sufﬁciently large > 0
independent of  such that
2 − 
24
1
− 2C2pf(24 + 93‖g‖2∞ + 3‖∇ · g‖∞)C.
We then have
2‖∇ × v − ‖20 + 2‖∇ × + (g · ∇)v + ∇q‖20 + 2‖∇ · v‖20
C
(‖∇ × v‖20 + ‖∇ · v‖20 + ‖‖20 + ‖q‖20)
which combining with Poincaré–Friedrichs-type inequality (2.5) completes the proof of the theorem. 
Now, similar to that in Section 4, a weighted L2 least-squares ﬁnite element scheme for problem (1.4)
is then deﬁned to be the following problem:
Find (uh,h, ph) ∈Vrh ×Wrh × Qrh such that
B˜((uh,h, ph), (vh,h, qh))= L˜((vh,h, qh)), (6.9)
for all (vh,h, qh) ∈Vrh ×Wrh × Qrh,
where the continuous bilinear form B˜(·, ·) and the continuous linear form L˜(·) are respective deﬁned
as follows:
B˜((u,, p), (v,, q))=
∫

(∇ × + (g · ∇)u+ ∇p) · (∇ × + (g · ∇)v + ∇q)
+ 2(∇ × u− ) · (∇ × v − )+ 2(∇ · u)(∇ · v) d,
L˜((v,, q))=
∫

f · (∇ × + (g · ∇)v + ∇q) d.
Next, applying the standard ﬁnite element analysis, one can establish the following results:
Theorem 6.2. Suppose assumption (6.4) holds. Then problem (6.9) has a unique solution (uh,h, ph) ∈
Vrh ×Wrh × Qrh.
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Table 4
Weighted method for Reynolds number = 10
1/h ‖u1 − u1h‖1 ‖u2 − u2h‖1 ‖− h‖0 ‖p − ph‖0
4 2.38430880E−2 2.38430953E−2 2.02698249E−2 2.08643659E−2
8 1.22071465E−2 1.22071770E−2 8.32490588E−3 5.25955914E−3
16 5.84983273E−3 5.84986593E−3 2.88544155E−3 1.35102539E−3
32 2.79879029E−3 2.79877793E−3 8.31500302E−4 3.45269977E−4
64 1.37384268E−3 1.37382541E−3 2.18692379E−4 8.69883620E−5
128 6.83242441E−4 6.83232911E−4 5.63223600E−5 2.18053170E−5
Order ≈ 1.008 1.008 1.957 1.996
Theorem 6.3. Suppose assumption (6.4) holds.
1. The weightedL2 least-squares ﬁnite element scheme (6.9) is stable in the following sense: there exists
a positive constant C independent of  and h such that
‖uh‖1 + ‖h‖0 + ‖ph‖0C‖f‖0. (6.10)
2. Let (u,, p) ∈V×W×Q denote the exact solution of problem (1.4). The weightedL2 least-squares
ﬁnite element scheme (6.9) is convergent in the following sense:
lim
h→0 (‖u− uh‖1 + ‖− h‖0 + ‖p − ph‖0)= 0. (6.11)
3. ThematrixM of the linear system associated with the weightedL2 least-squares ﬁnite element scheme
(6.9) is symmetric and positive deﬁnite. If the family {Th} of regular triangulations of the domain 
is quasi-uniform, then the condition number ofM is O(2h−2).
We also have the following error estimates of the weighted L2 least-squares ﬁnite element solution
(uh,h, ph).
Theorem 6.4. Suppose assumption (6.4) holds. Let (u,, p) ∈ (V×W×Q)∩ [Hr+1()]3N−2 denote
the exact solution of problem (1.4). Then we have the following error estimates:
‖u− uh‖1 + ‖− h‖0 + ‖p − ph‖0Chr(‖u‖r+1 + ‖‖r+1 + ‖p‖r+1), (6.12)
where C is a positive constant independent of  and h.
Though the error estimates (6.12) still depend on the Reynolds number , comparing with (4.13) for the
nonweighted method (4.10), one can ﬁnd that the weighted method appears to be much better. Compu-
tational results recorded in Tables 4–6 conﬁrm our theoretical analysis and demonstrate the effectiveness
of the weighted L2 least-squares approach.
We conclude this section with a brief remark. Comparing the right-hand sides in (3.1) and (3.3), (6.3)
and (6.5), we ﬁnd that the norms for  and q are quite different. This induces nonoptimal (with respect to
the regularity of the exact solution) error estimates for the least-squares ﬁnite element approximations.
However, this drawback can be circumvented by using the techniques of [H−1, L2, L2] ﬁrst-order system
least squares (cf. [7,18]).
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Table 5
Weighted method for Reynolds number = 100
1/h ‖u1 − u1h‖1 ‖u2 − u2h‖1 ‖− h‖0 ‖p − ph‖0
4 2.41696486E−2 2.41696488E−2 2.82365062E−2 2.08697547E−2
8 1.19396678E−2 1.19396677E−2 1.11118737E−2 5.22839776E−3
16 5.74478450E−3 5.74478417E−3 4.07927116E−3 1.30720463E−3
32 2.86645913E−3 2.86645749E−3 1.76093604E−3 3.27016857E−4
64 1.49502743E−3 1.49503080E−3 1.00325072E−3 8.77315550E−5
128 8.00686921E−4 8.00699900E−4 6.16668703E−4 3.39111340E−5
Order ≈ 0.901 0.901 0.702 1.371
Table 6
Weighted method for Reynolds number = 1000
1/h ‖u1 − u1h‖1 ‖u2 − u2h‖1 ‖− h‖0 ‖p − ph‖0
4 2.41563092E−2 2.41563092E−2 2.83104489E−2 2.08706490E−2
8 1.18816289E−2 1.18816289E−2 1.09839700E−2 5.23051382E−3
16 5.66114759E−3 5.66114760E−3 3.75457347E−3 1.30948190E−3
32 2.76646746E−3 2.76646746E−3 1.27164011E−3 3.27534334E−4
64 1.37229043E−3 1.37229043E−3 4.44572837E−4 8.18758540E−5
128 6.84565223E−4 6.84565223E−4 1.65815084E−4 2.04487560E−5
Order ≈ 1.003 1.003 1.423 2.001
7. A ﬁxed-point iteration scheme for the Navier–Stokes problem
In this section, we will study a simple Picard type of iteration scheme for solving the following
velocity–vorticity–pressure Navier–Stokes problem by using the weighted L2 least-squares approach:
∇ × + (u · ∇)u+ ∇p = f in ,
∇ × u− = 0 in ,
∇ · u= 0 in ,
u= 0 on . (7.1)
As the ﬁrst step towards studying least-squares ﬁnite element approximations to the Navier–Stokes
problem, the weighted L2 least-squares approach to the Oseen problem (1.4) provides an iterative pro-
cedure as the follows. Given an initial approximation (u(0)h ,
(0)
h , p
(0)
h ), we then attempt to seek approxi-
mations (u(n+1)h ,
(n+1)
h , p
(n+1)
h ) ∈Vrh ×Wrh × Qrh for n= 0, 1, 2, . . . satisfying
F(n)((u
(n+1)
h ,
(n+1)
h , p
(n+1)
h ); f)= min
Vrh×Wrh×Qrh
F(n)((vh,h, qh); f), (7.2)
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Table 7
The Navier–Stokes problem with Reynolds number = 1
1/h ‖u1 − u1h‖1 ‖u2 − u2h‖1 ‖− h‖0 ‖p − ph‖0
4 2.13116618E−2 2.13116618E−2 8.78554024E−3 2.12308408E−2
8 1.08946172E−2 1.08946051E−2 4.50961093E−3 5.48828614E−3
16 5.46946922E−3 5.46949738E−3 1.63542008E−3 1.54788353E−3
32 2.74135772E−3 2.74140690E−3 7.11955654E−4 6.08978581E−4
64 1.37199001E−3 1.37201677E−3 3.50162713E−4 2.95368265E−4
128 6.84157792E−4 6.84178032E−4 1.29008003E−4 1.01395890E−4
Order ≈ 1.004 1.004 1.441 1.543
where the weighted [L2, L2, L2] least-squares functionalF(n)((v,, q); f) is deﬁned as
F(n)((v,, q); f)= ‖∇ × + (u(n)h · ∇)v + ∇q − f‖20
+ 2‖∇ × v − ‖20 + 2‖∇ · v‖20
over the product spaceV×W×Q. In general, the initial guess (u(0)h ,(0)h , p(0)h ) is chosen to be theweighted
L2 least-squares ﬁnite element solution to the correspondingStokes problem. For each iteration, it involves
an incompressible velocity–vorticity–pressure Oseen problemwhich has been analyzed previously in this
paper.
We conjecture that the iterative procedure (7.2) is a globally convergent iteration scheme, although its
convergence rate may be slow. In the remainder of this paper, we will provide some numerical results
for the velocity–vorticity–pressure Navier–Stokes problem (7.1) by using the iteration scheme (7.2). We
consider two examples with various Reynolds numbers. From the ﬁrst example which possesses a smooth
exact solution, one can ﬁnd that, except for large Reynolds numbers, the convergence rates of theweighted
L2 least-squares approximations for the Navier–Stokes problem (7.1) are similar to that for the Oseen
problem (1.4).
Example 7.1. We take domain  = (0, 1) × (0, 1) and choose a model problem with the same smooth
exact solution as that in Section 5. We also use the uniform mesh with piecewise bilinear ﬁnite elements
(r = 1) to approximate all components of the exact solution. The numerical results for various Reynolds
numbers are recorded in Tables 7–10. In all computations, we take the Stokes solution as the initial guess,
and the stopping criterion is the "2-norm of the approximate relative error is less than 10−7. In general,
the approximate solution can be achieved within 10 iterations.
Example 7.2. The ﬁxed-point iteration scheme (7.2) is also tested by solving a two-dimensional driven
cavity ﬂow (f = 0) with = 100 in the domain = (0, 1)× (0, 1). In this calculation, uniform mesh with
h= 1100 and piecewise bilinear ﬁnite elements are used. The no slip boundary condition, u1 = u2 = 0, is
applied on all boundaries except at the upper boundary where u1 = 1 and u2 = 0. For the uniqueness of
solution, a pressure condition p= 0 is speciﬁed at the middle point of the lower boundary. Notice that at
the left and right upper corners are singularities generated by the discontinuity in the velocity boundary
condition at these points.
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Fig. 1. Velocity ﬁeld ×0.1 (left) and normalized velocity ﬁeld ×0.01 (right).
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Fig. 2. Vorticity contours (left) and pressure contours (right).
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Table 8
The Navier–Stokes problem with Reynolds number = 10
1/h ‖u1 − u1h‖1 ‖u2 − u2h‖1 ‖− h‖0 ‖p − ph‖0
4 2.40076807E−2 2.40076817E−2 1.91143348E−2 2.08589650E−2
8 1.16462210E−2 1.16462208E−2 6.43756154E−3 5.22571674E−3
16 5.58155071E−3 5.58155055E−3 1.80541824E−3 1.30875708E−3
32 2.74511471E−3 2.74511493E−3 4.69906257E−4 3.27475192E−4
64 1.36609539E−3 1.36609563E−3 1.18895895E−4 8.18975390E−5
128 6.82212051E−4 6.82212157E−4 2.98221000E−5 2.04786020E−5
Order ≈ 1.002 1.002 1.995 2.000
Table 9
The Navier–Stokes problem with Reynolds number = 100
1/h ‖u1 − u1h‖1 ‖u2 − u2h‖1 ‖− h‖0 ‖p − ph‖0
4 3.99442580E−2 3.99442580E−2 5.58922436E−2 2.08672725E−2
8 3.74469116E−2 3.74469116E−2 5.21497575E−2 5.24905508E−3
16 2.96847888E−2 2.96847888E−2 4.12858998E−2 1.34522683E−3
32 1.64182579E−2 1.64182579E−2 2.27490046E−2 3.60640192E−4
64 6.01903447E−3 6.01903448E−3 8.22247337E−3 9.77726480E−5
128 1.79024782E−3 1.79024782E−3 2.32050006E−3 2.54366020E−5
Order ≈ 1.749 1.749 1.825 1.943
Table 10
The Navier–Stokes problem with Reynolds number = 1000
1/h ‖u1 − u1h‖1 ‖u2 − u2h‖1 ‖− h‖0 ‖p − ph‖0
4 4.06105352E−2 4.06105352E−2 5.71709883E−2 2.08670221E−2
8 4.07305701E−2 4.07305701E−2 5.70899446E−2 5.24732372E−3
16 4.06220532E−2 4.06220532E−2 5.69211874E−2 1.34215413E−3
32 4.01533950E−2 4.01533950E−2 5.62635350E−2 3.67664402E−4
64 3.83832985E−2 3.83832985E−2 5.37835605E−2 1.28636011E−4
128 3.26641522E−2 3.26641522E−2 4.57708206E−2 7.23557340E−5
Order ≈ 0.233 0.233 0.233 0.830
Figs. 1 and 2 show the computed results of velocity ﬁelds, vorticity contours, and pressure contours.
The stopping criterion is the same as that in Example 7.1. The approximate solution is obtained at 10th
iteration. We note that the two corner eddies are clearly shown.
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