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Abstract
We face network data from various sources,
such as protein interactions and online social
networks. A critical problem is to model net-
work interactions and identify latent groups
of network nodes. This problem is chal-
lenging due to many reasons. For exam-
ple, the network nodes are interdependent in-
stead of independent of each other, and the
data are known to be very noisy (e.g., miss-
ing edges). To address these challenges, we
propose a new relational model for network
data, Sparse Matrix-variate Gaussian pro-
cess Blockmodel (SMGB). Our model gener-
alizes popular bilinear generative models and
captures nonlinear network interactions us-
ing a matrix-variate Gaussian process with
latent membership variables. We also assign
sparse prior distributions on the latent mem-
bership variables to learn sparse group as-
signments for individual network nodes. To
estimate the latent variables eciently from
data, we develop an ecient variational ex-
pectation maximization method. We com-
pared our approaches with several state-of-
the-art network models on both synthetic
and real-world network datasets. Experimen-
tal results demonstrate SMGBs outperform
the alternative approaches in terms of dis-
covering latent classes or predicting unknown
interactions.
1 Introduction
Networks are ubiquitous. Proteins interact with each
other and form protein-protein interaction networks;
and researchers write papers collaboratively and cre-
ate co-author networks. Given network datasets with
ever-increasing sizes from various sources, a common
task is to model network interactions and to identify
latent groups among network nodes. For instance, we
may want to discover groups of researchers who share
common research interests in a co-author network, or
to identify modules in a protein-interaction network
and predict possible missing interactions.
This task presents new modeling challenges however.
First, we cannot use classical independence assump-
tions for network data analysis. The objects are in-
terdependent via interactions or links between them,
necessitating new models that capture relations among
objects. Second, relationships among objects and la-
tent groups may be quite complicated. A simple
linear|or bilinear|model may not be sucient to
model the complex relationships. Third, network data
is noisy. For example, protein-interaction data are
known to have a limited coverage of all interactions
and contain many false positives in detected interac-
tions.
To address these challenges, we propose a Sparse
Matrix-variate Gaussian process Blockmodel (SMGB).
To model nonlinear interactions between network
nodes and latent groups, the SMGB uses nonlin-
ear Gaussian covariance functions, leading to equiv-
alent nonlinear matrix factorization. SMGB natu-
rally generalizes Gaussian-process latent variable mod-
els (GP-LVMs) (Lawrence and Urtasun, 2009) in mul-
tiple ways. First, Gaussian process latent variable
models assume objects, i.e., corresponding to columns
of a data matrix, are independent of each other. By
contrast, our model uses both row- and column-wise
covariance functions to represent row- and column-
wise interactions, capturing interdependence between
objects. Second, while GP-LVMs focus on Gaussian
regression likelihoods, our models handles binary (and
other more complex) interactions specially designed
for discrete network data. Third, unlike GP-LVMs,
our model uses a sparsity prior to encourage sparse
memberships of individual network nodes.
To eciently learn SMGB , we propose a novel varia-
tional inference technique. Classical Gaussian process
inference techniques requires O(n6) time complexity
and O(n4) space complexity. Our algorithm reduce
the time complexity and the space complexity of ex-
act inference to O(n3) and O(n2), respectively. The
complexities can be further reduced by approximating
the covariance function by truncated singular value de-
composition (SVD).
In section 2 we will describe related work in detail.
Section 3 and 4 present the novel SMGBs and the
ecient variational expectation maximization algo-
rithm for ecient model estimation. The experimen-
tal results in Section 5 show that the new SMGBs
outperform the state-of-the-art network models, such
as mixed membership stochastic blockmodels (Airoldi
et al., 2008) and latent eigenmodels (Ho, 2007) in
terms of discovering latent classes or predicting un-
known interactions.
2 Related Work
Due to the importance of network modeling, various
approaches have been proposed. Many of them aim to
model stochastic equivalence between network nodes
and accordingly divide the nodes into latent classes.
The latent classes provide building blocks for complex
networks and allow us to understand and predict un-
known interactions between network nodes. For ex-
ample, stochastic blockmodels (Snijders and Nowicki,
1997) adopt mixture models for relational data. In
this model, each node is sampled from a cluster based
on a multinomial distribution. To avoid a predened
number of clusters, Kemp et al. (2004) replaced the
multinomial distribution on latent membership vari-
ables by a exible Chinese restaurant process prior.
To allow a node belonging to multiple groups, Airoldi
et al. (2008) developed mixed membership stochastic
blockmodels, which use a latent Dirichlet allocation
prior to model latent membership variables. Recently
Ho (2007) provided a unied view to latent class mod-
els and latent distance models (Ho et al., 2002) based
on eigenmodels. All these approaches dier in their
priors on membership variables, but they all essen-
tially represent the relationships between nodes by a
bilinear model that connects membership variables via
a binary or continuous or diagonal interaction matrix.
The bilinear model, however, may not be sucient
to capture complex social and biological interactions.
Our model essentially generalizes the bilinear genera-
tive models to handle nonlinear network interactions.
Grounded in a nonparametric Bayesian framework,
this generalization is achieved by the adoption of re-
lational Gaussian processes. Furthermore, unlike the
latent eigenmodel, the SMGB uses a sparse prior dis-
tribution on the membership variables, so that we can
easily interpret sparse group assignments for individ-
ual network nodes. Our approach also diers from the
eigenmodel approach in terms of estimation methods:
while the latent eigenmodel is estimated by Monte
Carlo methods (Ho, 2007), we use variational EM to
estimate the latent memberships and predict unknown
interactions (See Section 4 for details).
Our model is also related to GP-LVMs (Lawrence,
2006, Lawrence and Urtasun, 2009). The critical dif-
ferences have been discussed in the previous section,
e.g., the relational modeling of objects by our model
vs. the independent modeling of objects by GP-LVMs.
In addition, our model is closely related to the rela-
tional Gaussian process model (Yu and Chu, 2008),
which has been successfully applied to a variety of re-
lational learning problems. Essentially Yu et al. use a
linear covariance function and Gaussian likelihood in
their relational GP model. By contrast, we use a non-
linear covariance function for relational GP, coupled
with sparse priors on latent membership variables, and
probit likelihoods. These dierences not only make
SMGB suitable for discrete network data, but also al-
low us to learn low-dimensional sparse memberships,
while the previous approach cannot. Recently, Xu
et al. (2011) propose a similar model based on matrix-
variate t-process, which only use the Gaussian noise
model.
3 Sparse matrix-variate Gaussian
process blockmodels (SMGBs)
In this section we present SMGB . First, we use an
n by n interaction matrix Y to represent the noisy
binary relationships between n network entities. If
yij = 1 where yij is the fi; jg element of Y, there is
an observed interaction between entities i and j; and
if yij = 0, there is no interaction between them. Given
the observed entries in Y, we want to use the SMGB
to predict unknown entries in the network and esti-
mate latent membership vector for each entity i. We
denote this d by 1 vector as ui, where d is a given
number of latent classes, and dene the membership
matrix U = (u1; : : : ;un) 2 Rdn.
3.1 Probit noise function
We assume the elements of the matrix Y are condi-
tionally independent given a latent matrix X = fxijg.
These two matrices are linked together via probit func-
tions:
p(YjX) =
Y
1i;jn
(xij)
yij (1  (xij))(1 yij) (1)
where () is the cumulated distribution function of a
standard normal distribution.
Although we focus on binary interactions in this paper,
probit functions are capable of modeling multiple rela-
tionships between two network entities, either ordinal
or unordered (Albert and Chib, 1993).
In this paper, we use an equivalent augmented repre-
sentation of the probit model. Specically, we follow
Albert and Chib (1993) to introduce a latent matrix
Z = fzijg:
p(yij jzij ; xij) = f(yij = 1)(zij > 0)
+ (yij = 0)(zij  0)g (2)
p(zij j xij) = N (zij ;xij ; 1) (3)
where () is the indicator function (its value is 1 if
the statement inside is true, and 0 otherwise), and
N (x;; 2) is the univariate normal probability den-
sity function with mean  and variance 2. It is easy
to verify that if we marginalize out zij , we recover the
original probit function p(yij jxij).
If we have the side information about the network in-
teractions, we can utilize them in our model. Speci-
cally, let us denote the side information about the in-
teraction between entities i and j as a vector rij . Then
we can represent the latent variable xij as a combina-
tion of a linear predictor pij = 
>rij and the fi; jg
entry mij of a latent interaction matrix M.
xij = 
>rij +mij (4)
We assign a normal prior distribution over the regres-
sion weights . If the side information is unavailable,
we simply have X =M.
The matrix M is used to capture the underlying in-
teractions between network entities. In particular, it
is sampled from a matrix-variate Gaussian process as
described in the following section.
3.2 Matrix-variate Gaussian Processes
In this section, we show how to obtain matrix-variate
Gaussian Processes via nonlinear matrix factorization
models. First let us assume the latent interaction ma-
trix
M = U>WU (5)
Clearly, the (i; j) latent interaction mij = u
>
i Wuj
such that it is determined by the class memberships
of entities i and j and the matrix W. The fh; gg
element of W can be interpreted as the interaction
strength between latent classes h and g.
Note that if we forceW to be a diagonal matrix, then
this model reduces to the eigenmodel (Ho, 2007).
Now we assign a matrix-variate normal distribution on
W (Gupta and Nagar, 2000):
W  Nd;d(W;0;;
): (6)
where 0 is the zero mean matrix, and  and 
 are row-
wise and column-wise covariance matrices respectively.
To model nonlinear row-wise interactions, we replace
the membership variables ui by a nonlinear feature
mapping (ui). If we set  = 
 = I, we obtain an
equivalent row-wise covariance matrix K with a non-
linear covariance function k(ui;uj) = (ui)
>(uj).
Similarly, we can dene a column-wise covariance ma-
trix G with a possibly nonlinear covariance function
g. As a result, M follows a matrix-variate Gaussian
process (Yu et al., 2007) dened as follows.
Denition 1 (Matrix-variate Gaussian processes)
A matrix-variate Gaussian process is a stochastic
process whose projection on any nite locations
U = [u>1 ; : : : ;u
>
n ]
> follows a matrix-variate normal
distribution. Specically, given U, the zero mean
matrix-variate Gaussian process on M has the form:
p(MjU) = GPn;n(M; 0;K;G) (7)
= (2) n
2=2 det(K) n=2 det(G) n=2
expf 1
2
tr(K 1MG 1M>)g (8)
where kij = k(ui;uj) and gij = g(ui;uj).
For simplicity we set K = G for the rest of the paper.
Note that the matrix-variate Gaussian processes sat-
isfy the consistency condition for any valid stochastic
processes; i.e., given the nite projection of the pro-
cess, its marginal distribution in a subspace is the same
as its direct projection onto the subspace.
3.3 Sparse prior on latent membership
vectors
For easy model interpretation, we assign a Laplace
prior p(U) =
Q
i exp( kuik1), encouraging sparsity
in the membership variables ui.
3.4 Joint distribution of SMGB
Combining all the model components together, we
have the joint distribution of the SMGB
p(Y;Z;M; ;U) =
Y
1i;jn
p(yij jzij ; xij)p(zij jxij)
p()p(MjU)p(U) (9)
Given the observedY, the inference task is to estimate
all the latent variables in the model.
4 Inference
To estimate the membership matrix U, we want to
maximize p(UjY) / p(YjU)p(U) where p(YjU) is the
marginal model likelihood. To this end, an expectation
maximization algorithm can be used. The E step com-
putes the expected log probability of the joint model
(9) over the posterior distribution p(Z;M; jY;U)
and the M step optimizes the expected log proba-
bility of the joint model over U. It is, however, in-
tractable to compute the exact posterior distribution
p(Z;M; jY;U) needed by the E-step. We can use
Gibbs sampling method to replace the exact expecta-
tion computation. But the resulting Gibbs-EM algo-
rithm is slow due to its sampling nature and and it
is practically dicult to assess the convergence of the
sampler. Therefore, we uses a variational approach to
approximate the exact posterior posterior distribution
and accordingly the overall algorithm becomes a vari-
ational EM.
4.1 Variational expectation maximization
Our variational-EM algorithm consists of a varia-
tional E-step and a gradient-based M-step. In the
E-step, we approximate the posterior distribution
p(Z;M; jY;U) by a fully factorized distribution
q(Z;M; ) = q(Z)q(M)q() (10)
Variational inference minimizes the KL divergence be-
tween the approximate and the exact posteriors
min
q
KL (q(Z)q(M)q()kp(Z;M; jY;U)) (11)
For this minimization, we iteratively update q(Z),
q(M), and q(). More specically, using a coordinate
descent algorithm, the variational approach updates
one approximate distribution, e.g, q(Z), in (10) at a
time while having all the others xed. The derivation
of the specic updates is similar to that of (Girolami
and Rogers, 2005).
Given the current q(Z) and q(), we update q(M)
q(vec(M>)) = N (vec(hMi>);M) (12)
M = K
K(I+K
K) 1 (13)
vec(hMi>) = M vec(hZi>   hPi>) (14)
where P = f>rijg and hi denotes the expectation
under the approximate posteriors.
The variational distribution q(zij) is a truncated nor-
mal distribution. We update it as follows,
q(zij) / N (hmiji+ hi>rij ; 1) (zij > 0): (15)
Since the left side of the normal density function is
truncated, we need to adjust the mean of the normal
distribution
hxiji = hmiji+ hi>rij (16)
hziji = hxiji+ (2yij   1)N (hmiji; 0; 1)
((2yij   1)hmiji) (17)
Finally, we update the normal variational distribution
 as follows,
q() = N (hi;) (18)
 =
0@X
i;j
rijrij
> +  2 I
1A 1 (19)
hi =  
X
i;j
(hziji   hmiji)rij (20)
We loop over the updates above until convergence to
obtain the nal variational approximate distributions.
Based on the variational distributions, we maximize
the expected log-probability of the joint model over U
in the M-step.
max
U
Eq [log p(Y;Z;M; jU)p(U)] (21)
Eliminating constant terms in the above equation, we
need to solve the following optimization problem:
max
U
f(U) =  n log det(K)  1
2
tr(K 1hMiK 1hMi>)
  1
2
tr(K 1 
K 1 M)  kUk1 (22)
Note that K is a shorthand for K(U;U). The last
term in (22) is a l1 penalization term. Using standard
matrix algebra technique, we can nd the gradient of
the rst three terms in f (i.e., omitting the l1 penal-
ization term) w.r.t. to a scalar ui;r, the r-th element
of ui,
@f
@uir
=  n tr(K 1 @K
@uir
)
+
1
2
tr

K 1
@K
@uir
K 1(MK 1M
>
+M
>
K 1M)

+
1
2
tr(K 1
@K
@uir
K 1 
K 1 M)
+
1
2
tr(K 1 
K 1 @K
@uir
K 1 M) (23)
To incorporate the l1 penalty, we use a variant of the
L-BFGS method to optimize f(U) (Schmidt, 2010).
4.2 Ecient implementation
A nave implementation of the above algorithm has a
prohibitive O(n6) time complexity and a O(n4) space
complexity at each iteration because of the expensive
Kronecker product and the associated inversion. Now
we present an ecient way to reduce the time com-
plexity to O(n3) and the space complexity to O(n2).
Specically we make use of the Kronecker product
structures in the n2 by n2 covariance matrix M. Let
K = VV> be the spectral decomposition of the old
kernel matrix used to compute M, where V is an or-
thogonal matrix and  is nonnegative diagonal matrix.
We have
M = (V 
V)e(V 
V)> (24)e = 
 (I+ 
 ) 1 (25)
Note that e is also a diagonal matrix, and it can be
computed from the diagonal elements of . We dene
a square matrixD such that its entries are the diagonal
elements of e. If we denote the diagonal elements of
 by 1; : : : ; n, then we have
Dij =
ij
1 + ij
(26)
According to Gupta and Nagar (2000), we can rewrite
(14) as
M = V[(V>(Z P)V) D]V> (27)
where  denotes the Hadamard product, i.e, the entry-
wise multiplication of matrices.
Direct computation of tr(K 1 
 K 1  M) used in
the log-probability of the joint model and its gradient
takes O(n4) time. In order to reduce the time cost, we
use the properties of trace operator. Note that e only
has non-zero elements on its diagonal entries, we can
write
tr(K 1 
K 1 M)
= tr(K 1 
K 1  (V 
V)e(V 
V)>)
= tr((V>K 1V)
 (V>K 1V)  e)
=diag(V>K 1V)> D  diag(V>K 1V) (28)
where diag(A) is the column vector consists of the
diagonal elements of a square matrix A. We can sim-
ilarly derive the gradient
@
@uir
tr(K 1 
K 1 M)
= 2 diag(V>K 1
@K
@uir
K 1V)> D  diag(V>K 1V)
(29)
Now we reduce the time complexity to O(n3) and the
space complexity to O(n2) for each optimization it-
eration. We may further approximate the old covari-
ance matrix K by the rst m leading eigenvalues and
the corresponding eigenvectors. This approximation
will further reduce the time complexity to O(mn2) if
a Lanczos-type method is employed to nd the kernel
approximation.
5 Experiment
In this section, we demonstrate how SMGB performs
on both synthetic data and real world networks com-
pared with alternative methods. In all of our exper-
iments, we use the isotropic kernel function for our
SMGB model, i.e. k(ui;uj) = e
 kui ujk2 The hy-
perparameter  is determined by cross-validation.
We compare the proposed SMGB model with the fol-
lowing models in our experiments.
 Mixed membership stochastic blockmodels
(MMSBs) (Airoldi et al., 2008). MMSB focuses
on modeling the membership assignment for each
entity by a generative probabilistic model.
 Latent eigenmodels (LEM) (Ho, 2007). LEM
generalizes the distance model (Ho et al., 2002)
and the latent class model (Snijders and Nowicki,
1997). In practice, LEM has good interaction/link
prediction ability.
For both models, we use the R code retrieved from The
Comprehensive R Archive Network1 (CRAN). Instead
of variational-EM inference described in the original
MMSB paper, the CRAN R code uses collapsed Gibbs
sampling to learn the model.
5.1 Experiment on Synthetic Data
We generate the synthetic data in the following way.
We rst specify a 30  30 interaction matrix, rep-
resenting a network with three 10-node cliques. In
each clique the nodes are fully connected (so the cor-
responding sub-matrix is dense). We then randomly
add or remove edges for 5% of all 900 possible interac-
tions (i; j) between all the entities. We use this noisy
matrix as our observation Y. For the synthetic data,
we set the number of groups to d = 3 for all methods.
To examine how well does our method perform on in-
teraction/link prediction tasks, we generated 10 ran-
dom splits of training and test data of interations/non-
interactions from the synthetic data with 80% of the
matrix values as training data, and compute the av-
eraged Area Under Curve (AUC) values and their
standard error from X against the ground truth test
data. The result is shown in Figure 1. We can see
1cran.r-project.org/
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Figure 1: The AUC on the synthetic data. SMGB
outperforms LEM and MMSB.
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Figure 2: The average distance between the latent mem-
bership matrix U and the ground truth membership ma-
trix U0. Standard error bar is plotted. SMGB is slightly
worse, but comparable, than MMSB. Both methods are
much better than LEM on membership discovery.
that our model signicantly outperforms MMSB and
is marginally better than LEM.
Next, we examine the latent membership vectors
learned by each model. Let ei be a vector whose i
th
entry is 1 and all other entries are 0. For MMSB, we
assume the ground truth membership for entity i is
u0i = eci , if i belongs to the group ci. The goodness of
U is measure by the distance kU U0kF , where U0 is
the ground truth membership matrix. The lower the
distance, the more accurate the membership assign-
ment. To compare across the models with this ground
truth membership assignment, we constrain the opti-
mizer to optimize over nonnegative values in SMGB ,
then we normalize each ui such that the summation of
all entries of ui is equal to 1. There is no good way of
obtaining interpretable membership assignments from
the latent vector learned in LEM. We use the following
heuristic: all negative values in U learned by LEM is
set to 0, then we normalize each ui to obtain the mem-
bership assignments and compute the distance to U0;
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Figure 3: The structure of the ground truth U0 and la-
tent membership matrix U. SMGB achieves comparable
quality as MMSB, and both are much better than LEM.
to compensate the negative value, we also do the same
thing for  U, and if its distance to U0 is smaller, we
use the smaller distance.
We compute the distances for 10 runs with random
noises. The averaged distance and standard error is
shown in Figure 2. It is not surprised that MMSB has
the smallest distance, because the model is designed
to discover latent memberships. Our model, although
worse than MMSB, is much better than that of LEM.
These quantitative results are further conrmed by
Figure 3, which shows the structures of ground truth
U0 and U generated by the other three methods.
5.2 Experiment on Real-world Datasets
We employ two real-world datasets to test SMGB . It
should be noted that the number of edges in a network
is in the quadratic order of the number of nodes, and
the prediction is made on each edge. The large number
of edges makes the prediction task computationally
challenging.
The network datasets are summarized in the following:
 The rst dataset is a coauthorship data from the
NIPS dataset, which are used in (Globerson et al.,
2007). This dataset contains a list of all papers
and authors from NIPS 1-17. We took the 100
authors who have published with the largest num-
bers of co-authors and keep the related edges.
 The second dataset represents friendship ties
among 90 12th-graders from the National Longi-
tudinal Study of Adolescent Health 2. The data is
2www.cpc.unc.edu/projects/addhealth
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Figure 4: The synthetic data, which is consists of 3 cliques. (a) Ground truth data with noises. (b){(d) The posterior
mean of Y by SMGB , MMSB and LEM respectively. SMGB and LEM reveal clearer structures than MMSB does.
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Figure 5: The data plot and membership matrices of SMGB , MMSB and LEM on two relational datasets, Coauthor
and Friend. The dimensions of the latent membership vector are d = 3; 5; 7 respectively. SMGB and MMSB show clear
block structures, while LEM fails.
represented by a symmetric matrix corresponding
to an undirected graph. Yij = 1 means nodes
i and j are friends. This dataset is named as
\Friends".
As the true group information is unknown in these net-
work datasets, we vary the number of latent groups
(i.e., the length of ui) from 3 to 5, and to 7. Since on
these real network datasets, we do not have the ground
truth information about latent memberships, we can-
not not examine the membership estimation accuracy.
So we compare all the models only on the prediction
accuracy for hold out edges. Specically for each of
these datasets, we randomly choose 80% of the matrix
elements (edges) for training and use the remaining
for testing. The experiment is repeated 10 times. We
evaluate all the models by Area Under Curve (AUC)
values averaged over 10 runs. The higher an AUC
value, the better the predictive performance. We re-
port the average AUC values and the standard errors
in Figure 6. SMGB outperforms all the other models
in terms of the average AUC for all cases.
Figure 5 (a)-(c) and (d)-(f) show the visualization of
the extracted membership structures for Coauthor and
Friend, respectively. For each dataset, we vary the
number of latent groups from 3 to 5, and to 7. Both
SMGB and MMSB obtain clear group structures,
while LEM fails.
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Figure 6: The AUC values of SMGB , MMSB and LEM on Coauthor and Friend datasets. The dimensions of the latent
membership vector are d = 3; 5; 7 respectively
6 Conclusions
In this paper, we have presented new nonparamet-
ric Bayesian relational models, Sparse Matrix-variate
Gaussian process blockmodels, for discovering latent
classes and modeling interactions of network nodes.
The experimental results on synthetic and real net-
work datasets demonstrate the advantages of SMGP
over several state-of-the-art network models.
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