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ABSTRACT 
The dissertation investigates the statistical and thermal properties of mesoscopic 
systems and applies it to the multi-nucléon systems. The investigation was carried out 
using four approaches starting from the simplest and progressing to the more sophisti­
cated. The first approach develops and employs the three-dimensional simple harmonic 
oscillator (3D-SHO) quantum statistics to obtain the thermal properties of multi-particle 
systems. The recently discovered method that relates the single particle oscillator prop-
erties to the multi particle oscillator is applied. The approach is successful in predicting 
observables at temperatures beginning slightly above the ground state domain for nuclear 
systems. The 3D-SHO potential function is spherically symmetric because the value of 
the potential depends only on distance. Because of this high degree of symmetry, the 
states of the three-dimension SHO are highly degenerate. Accordingly, the 3D-SHO ap­
proach has a limited capability to address the intrashell excitations, which significantly 
limits the utility of the predicted level density of the system, especially at low excitation 
energies. To account more completely for the intrashell effect, a second approach is in­
troduced. In this approach, the single particle states of a temperature-independent mean 
field Hamiltonian are generated. Those states are used as an input to generate thermally 
populated states of the desired multi-fermion system. The thermal population proce­
dures are similar to those used with the single particle 3D-SHO. The approach involves 
an un-physical condensation of the fermions at the very low temperature range. Above 
this un-physical condensation region, however, the approach gives a good description for 
the nuclear level densities. Due to computational obstacles, the range of unphysical con-
densation temperature is undetermined for nuclei with mass number larger than 24 and 
this limits the application of the mean-held approach at the present time. In attempting 
to improve the fundamental concepts of the quantum statistics, Tsallis' description for 
statistical mechanics, which introduces a new parameter, is investigated in some detail. 
We advance this theory by introducing the generalized-thermodynamic relations and ex­
pand the applications of the theory to include many fermion systems for a certain range 
of the new parameter in this approach. The additional parameter introduced by Tsallis 
suppresses the thermal response of the system at a given temperature. Ultimately, the­
ory must derive this parameter from the Hamiltonian dynamics in order for the theory 
to have true predictive power. The last investigation employs the moment method to 
predict the nuclear level density from the Hamiltonian. This involves extracting the 
central moment of a fully microscopic no-core shell model Hamiltonian and using the 
Gram-Charlier expansion function to represent the level density of the system. The 
key advantage is that one can compute these moments without having to compute the 
full many-body spectra. The results are encouraging and imply that the no-core shell 
model can be used to predict nuclear level densities for heavy nuclei in larger model 
spaces, i.e for situations beyond the conventional direct diagonalization techniques. A 
further improvement to the moment method using configuration moments approach is 
also investigated. 
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CHAPTER 1. Introduction 
Recently, a new field, mesoscopic physics, has emerged. The word "mesoscopic" 
originates from mesos, meaning something in between. Small systems whose dimensions 
are intermediate between the microscopic and the macroscopic are called mesoscopic. 
Researchers are therefore trying to understand the physical properties of nuclear systems 
that are not as small as two or three nucléons, but small compared to infinite nuclear 
matter so that the physical properties can be dramatically different from those in the 
infinite system. 
Mesoscopic systems display a variety of physical effects that need new or improved 
theoretical methods to describe them. For systems consisting of many particles, fermions 
and/or Bosons, statistical spectroscopy could be the best technique to investigate their 
structure and behavior in response to various external probes. By omitting the details 
of inter-particle interactions, as a first approximation, the single-particle Hamiltonian 
may be sufficient to describe some properties of those systems, especially for states 
where those interactions are not dominant. Thermodynamic properties and excitations 
of these systems can be studied. Investigating such systems leads to novel physics like 
the melting of the shell closure effect, and the liquid to gas phase-transition of finite 
systems (droplet evaporation). 
The main goal of this work: To develop and extend new methods that are applicable 
to multi shell environments for finite particle numbers and allow treatment of all particles 
as completely dynamic. That is, most previous methods have been applied to the valence 
systems only (e.g. shell-model monte carlo simulation) whereas the recent advances in 
microscopic theory and computational power allow us now to address all particles on an 
equal footing. 
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The thesis consists of developing and extending four major approaches starting from 
the simplest and progressing to the more sophisticated. In those approaches the 11011-
relativistic treatment is used. In nuclear systems, for temperatures below 50 MeV, the 
least bound nucléon has binding energy around 8 MeV and average kinetic energy close 
to 40 MeV. Since nucléons are as massive as 938 MeV, the kinetic energy is very small 
by comparison to the mass and therefore the non-relativistic treatment is sufficient. 
In chapter (2) we develop and employ the three-dimensional simple harmonic oscil­
lator (3D-SHO) quantum statistics to obtain the thermal properties of multi-particle 
systems. We apply the recently discovered method that relates the single particle os­
cillator properties to the multi particle oscillator [1, 3]. The approach is presented in 
detail covering all necessary derivation steps and computation techniques. The presented 
results for various observables are exact for the 3D-SHO. There are some simple approx­
imate formulae which are used only to cross check the accuracy of predicted results and 
to assist our intuition. 
The 3D-SHO approach is difficult to directly implement in computations at the 
low temperature limit. The computational difficulty increases rapidly with increasing 
number of particles. The low temperature limit, however, is a crucial benchmark region 
since most of the theories and experiments are typically employed for the low-laying 
excitation energies. Usually only the lowest few energy levels can be described well by 
the core-valence theoretical models, and the number of levels increases so rapidly that 
it becomes impossible for these models, as well as experiment, to produce any sensible 
results. Therefore, a careful computational algorithm that utilizes a high-precision code 
is employed to obtain reliable results. The model produces accurate descriptions for the 
observalbles of the many-fermion systems. Those observables comply with the physical 
prediction of a many-fermion finite shell-structure system. 
In order to apply the 3D-SHO model to finite nuclei, a method is developed to 
incorporate the spin and isospin quantum number within the basic statistical functions, 
such as the partition function. The 3D-SHO is used to predict the observables for ^°Ca 
and 5Gpe. The reason for choosing these two nuclei is to compare the 3D-SHO predictions 
3 
with two established models, namely, finite temperature Hartree-Fock (FTHF) method 
used in studying the thermal properties of ^Ca [4] and the auxiliary field Monte Carlo 
shell model (SMMC) used to predict the level densities of 56Fe [5]. In FTHF the mean 
field is obtained by self-consistent variational methods at each temperature. One of the 
main differences between our approach and the FTHF is that we assume a temperature 
independent mean field, our single particle Hamiltonian. In the SMMC model, only the 
valence shell is assumed to be active. The energy is calculated as a function of inverse 
temperature /?, from the canonical expectation value of the Hamiltonian. Then the 
partition function is calculated by numerical integration of the total energy with respect 
to p. Then the heat capacity, entropy, and finally, level density are obtained using 
statistical and thermal relations. One of the main differences between our approach and 
SMMC is that the SMMC obtains exact or nearly exact solutions for a sufficient number 
of states to develop an accurate estimate of the level density. For large systems this is 
a major undertaking which is not feasible for all cases of interest. 
The 3D-SHO is successful in predicting observables at temperatures beginning slightly 
above the ground state domain for nuclear systems. However, the 3D-SHO potential 
function is spherically symmetric because the value of the potential depends only on 
distance. Because of this high degree of symmetry, the states of the 3D-SHO are highly 
degenerate. Accordingly, the system has limited capability to address intrashell excita­
tions, which significantly limits the predicted level density of the system, especially at 
low excitation energies. 
To account more completely for the intrashell effect, a second approach is introduced 
in chapter (3). In tins approach, the single particle states of a temperature-independent 
mean field Hamiltonian are generated. Those states are used as an input to generate 
thermally populated states for the desired multi-fermion system. The thermal popula­
tion procedures are based on the statistical mechanics recursion formula, used to elevate 
the single particle partition function to the many-particle partition function. The mean-
field approach treats all nucléons as active, not just the valence nucléons. In this way the 
model accounts for both the intershell and the intrashell excitations. Another advan­
4 
tage of using the mean-field model, which is especially important for medium to heavy 
nuclei, is that the single particle states will reflect the long range Coulomb repulsion 
in the proton-proton interaction potential. This will introduce a repulsive shift in the 
proton states relative to the neutron states. This charge dependent picture generates 
two distinct single particle spectra, one for protons and one for neutrons. Thus we have 
two distinguishable species of fermions and we lift the isospin degeneracy. 
The mean-field approach involves an unphysical condensation of the fermions at very 
low temperature range. Physically, the condensation occurs because a state's minimum 
energy width AE becomes very small and a very large number of microstates is available 
for nucléons in our recursive treatment which approximates the Pauli exclusion principle 
at very low temperature. Above this unphysical condensation region, the approach gives 
good description for the nuclear level densities. An energy scale must be introduced 
by a backshift parameter A that is slightly above the ground state energy to avoid 
the unphysical domain. Due to computational obstacles, the backshift parameter A is 
undetermined for nuclei with mass number larger than 24. This limits the application 
of the mean-field approach at the present time to A < 24 nuclei. 
In attempting to improve the utility of quantum statistics for mesoscopic systems, 
Tsallis' description for statistical mechanics [6, 7, 8], which introduces an additional new 
parameter, is investigated in some detail in chapter (4). The Tsallis' theory incorporates 
a generalized derivative and generalized mathematical functions, such as the logarithmic 
and the exponential functions as defined by Jackson [9], into the main frame of conven-
tional statistical mechanics. The fundamental formulae in this theory have dependence 
on both, temperature and the new parameter, denoted by g. 
By investigating the generalized quantum statistics for the SHO potential, we have 
discovered a relationship for the parameter g, the temperature, and the total number 
of accessible states of the system. The role of g is to suppress the thermal response 
of the system at a given temperature. As this parameter increases the system requires 
a higher reservoir temperature to overcome the frozen state. This lead us to view the 
parameter g as a gauge for correlation effects in the system. Applying the physical 
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restrictions and constraints in the system we found that this parameter has a lower 
limit equal to 2/3. To have a close connection between the conventional description 
of the statistical mechanics and the generalized statistical mechanics, the parameter q 
must be near unity. At unity, the generalized statistical mechanics description recovers 
the conventional Gibbs-Boltzman statistical mechanics. We advance this theory by 
introducing the generalized-thermodynamic relations and expand the applications of 
the theory to include many fermion systems for a certain range of the parameter g. 
In chapter (5) we employ the moment method to predict the nuclear level density from 
the Hamiltonian. This involves extracting the central moments of a fully microscopic 
ab initio No-Core Shell Model (NCSM) Hamiltonian and using the Gram-Charlier (GC) 
expansion function to represent the level density of the system. Application of this 
technique requires that effective interactions appropriate for a given finite model space be 
employed. For this purpose, we employ effective Hamiltonians, derived microscopically 
from realistic nucleon-nucleon (NN) potentials such as the Argonne AV18 [10] and 
the CD-Bonn [11] NN potentials, as a function of the finite harmonic oscillator basis 
space. In the standard formulation of this approach, utilizing a single-particle coordinate 
simple harmonic oscillator basis, the effective interaction is determined for a system of 
two nucléons in a simple harmonic basis interacting by the 7V7V potential. The use of 
a simple harmonic oscillator basis is crucial for insuring that the center of mass (COM) 
motion of the nucleus does not mix with the internal motion of the nucléons. This 
approach is limited by the chosen model space as well as by the fact that only a two-
body effective interaction is used, despite the fact that higher-body effective interactions 
might not be negligible. Although practical applications depend on the simple harmonic 
oscillator frequency and the model space, results are guaranteed to converge to an exact 
solution once a sufficiently large model space is reached [12, 13, 14, 15, 16]. 
Full diagonalization of these effective Hamiltonians is remarkably successful in gen-
erating nuclear spectra up to an intermediate excitation energies for very light nuclei. 
However, this requires employing a large model space. Achieving results by full diago­
nalization in such large model space is a tedious computational task. Instead, obtaining 
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the central moments to calculate the GC expansion coefficients, and using the GC ex-
pansion function to represent the nuclear level density can be a simpler and effective 
way to obtain sufficient statistical information of the system even in very large model 
spaces. 
The main difficulty is to obtain accurate central moments. Using 4He as our testing 
nucleus, a solution has been discovered by using a phénoménologies! approach that uses 
the first two moments, excluding the zeroth moment, to interpolate and extrapolate to 
higher order moments. This approach produces reliable values for the central moments. 
It is successful due to the smooth behavior of the central moments. The GC expansion 
function produces smoothed and realistic nuclear densities when employing those central 
moments. The results are encouraging and imply that the use of statistical spectroscopy 
via moment methods in the NCSM can predict nuclear level densities for heavy nuclei 
in larger model spaces, i.e. for situations beyond the conventional direct diagonalization 
techniques. 
A further improvement to the moment method using a configuration-moment ap-
proach is also investigated. The practical implementation of the configuration moments 
is achieved by dividing the model space into subspaces and calculating the moments in 
those subspaces [17]. A preliminary investigation is carried out to explore the utility of 
the configuration moments. In this preliminary approach, each many-body basis state is 
treated as a separate configuration. The configuration moments are then unity for the 
zeroth moment as the dimensionality of the configuration space is one. The first central 
configuration moment is the expectation value of the Hamiltonian with respect to that 
configuration. The second central configuration moment is the variance of the conAgu-
ration. The key advantage of this approach is that one needs only two moments for each 
state to obtain the level density of the system. This contrasts with the full basis space 
central moment case where as many as one to two hundreds central moments may be 
required for an equally accurate description. Thus, configuration moments significantly 
reduce the computational burden. 
We close the dissertation with a chapter on summary and outlook. 
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CHAPTER 2. Quantum statistics of the three dimensional 
harmonic oscillator 
In this chapter, we address the simplified system of N identical particles in the 
non-interacting three dimensional harmonic oscillator. Such a model is likely to be a 
useful guide for the statistical properties of nuclei at moderate excitation energies or 
temperatures. One of the goals of this investigation is to explore the range of validity of 
this simple picture. 
From quantum statistics, the canonical partition function for N particles is given 
in Eq.(A.50). The summation is over all possible states, % and E} — YLF E) are the 
degeneracy and the energy of the jth state, respectively; 0 = and ^ is the 
energy of the ith particle at the jth state, given by 
— + n,; + Rw — An' 4- W, 
where nl — nlx + nly 4- n®. Thus an explicit expression for Ej can be obtained as 
/ \ 
We can re-write Eq.(A.SO) as 
(2.2) 
J w 
For Boson systems the number of states is well known. Let TV' = 37V, thus 
(2.3) 
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For simplicity let us approximate the number of states characterized by quantum number 
j (the degeneracy) to be given by [18] 
« >  
thus, can be written as 
ZN^e-^Y'pj±EzM{e-^y. 
This initial approximation underestimates gj by a factor having to do with additional 
permutations allowed to achieve the energy characterized by j. Using the binomial 
expansion formula 
i = U -t- ^ -1)! . 
( l -^r  ^  (#'- ! ) ! ; !  '  
we obtain the partition function for ideal Bose gas in three dimensional oscillator po­
tential 
Z" = ( , \ ' I = (Zi)'" , (2.5) 
where 
1 — exp (—Phui) J 
expHR 
1 — exp (—/)&u) ^ 
Although the above argument, leading to Eq.(2.5), is mathematically correct, it is not 
physically correct. The reason is that the energy eigenvalues, in three dimensional case, 
are degenerate and thug a certain excitation can emerge from several microstates [19]. 
Figure (2.1) illustrates this fact for the specific heat versus temperature for Boson sys­
tems in one dimensional and three dimensional harmonic oscillators. In one dimension, 
the heat capacity C/JV is always below 1 and does not possess a maximum, whereas it 
does for the three dimensions [19]. Accordingly, a system of N Bosons in three dimen­
sional harmonic oscillator is different than a system of 37V Bosons in one dimensional 
oscillator. That is, Eq.(2.5) and Eq.(2.6) are not valid in three dimensions. However 
we still have Z{ —> Z\ for three Bosons in one dimension, i.e. the three-Boson-particle 
partition function in oae (ZtmenaionoZ osc%ZWor is given by 
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Figure 2.1 One-dimensional harmonie oscillator mean specific heat versus 
temperature for Bosons (solid line) and distinguishable particles 
(dashed line). Taken from [1], 
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For a system consisting of N fermions in a simple harmonic oscillator of any dimen­
sion, we need to consider the Pauli exclusion principle that forbids the existence of two 
fermion particles in the same state at the same time. This gives rise to more complicated 
behavior and leads to a non-closed expression for the degeneracy factor even for the 
one dimension oscillator. Fig.2.2 shows the behavior of the fermionic (p^ ) and bosonic 
(gbj) degeneracy factors in the one dimensional oscillator versus the state number j, for 
TV = 3, 4, and 5. pj is calculated by enumerating all possible permutations of state j at 
given value of N, whereas yj is calculated using the closed form in Eq.(2.4). At N = 3, 
gj is similar to except for TV equal to multipliers of 3, where we loose one state 
due to the Pauli exclusion principle. The departure between the two degeneracy factors 
increases as N and j increases. Evidently there is no unique form that can describe the 
behavior of g/. 
It appears that the canonical partition function in the three dimensional oscillator 
for Fermion and Boson ideal gases cannot be found using the familiar procedures used 
in quantum statistics. A solution has been provided by Borrmann and Franke [3]. They 
found a recursion relation for the quantum statistical partition functions in terms of the 
partition function of the subsystems, in a manner analogous to a cluster expansion. 
The fermionic and bosonic TV-body partition functions are connected via analytical 
continuation to negative temperature [1]. This is true since the thermodynamical mean 
values for the bosonic systems can be evaluated from the fermionic results and vice versa. 
2.1 The recursion formula 
For N identical particles subject to any single-particle Hamiltonian (i.e. omitting 
particle-particle interactions), the canonical partition function can be constructed start­
ing with the single-particle partition function [3] 
1 N 
ZUf>) = ^ 53(±l)"+1Zi(n5)Z^„(/3), Zo03) = 1, (2.8) 
n=l 
where the plus and the minus signs stand for bosons and fermions, respectively. The 
recursion formula (2.8) can be proved straightforwardly starting from basic statistical 
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Figure 2.2 The behavior of the fermionic ( g f )  and bosonic (g 1 - )  degeneracy 
factors in the one dimensional oscillator versus the number of 
the state j, for N — 3, 4, and 5. 
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mechanics [18, 20]. It gives exact values of the partition functions at specific values of 
TV [3]. For W = 1, = Zi(/3). Therefore, in the three-dimension oscillator the 
starting point to build the partition function is well known, as given in Eq.(2.7). 
We use the dimensionless temperature parameter y, given by 
2/(0) = exp (-^W), (2.9) 
where 1 / y ( /3 )  =  y{—(3) .  The single particle partition function Z\  in Eq.(2.7) can be 
written as 
Z.M = J~ï, (2.10) ( i  ~  y )  
where we have changed the variable of Zi but retained the functional name. Hencefor-
ward the partition functions will all be functions of y .  Therefore, the recursion formula 
becomes i Jv 
Z f j { y )  = ^^(±l)"+1Z,(!;")Z^„(!/). (2.11) 
n=l 
The partition functions Z^ are rational functions of y and can be expanded to a power 
series [21, 22, 23] 
3 N  
( 2 1 2 )  
where P^(?/) is a polynomial of ?/. Substituting Eq.(2.12) into Eq.(2.11), we obtain a 
recursion relation for the polynomials: 
p i (y )  = i p*_„(g), (2.i3) 
where f^(i/) = f^(^) = 1 [21]. Although the partition functions can be obtained using 
Eq.(2.11), the polynomials in Eq.(2.12) lead to improved stability in the numerical eval-
uation since they behave smoother near the boundaries of %/. For TV = 2, the polynomials 
are 
= 1 + 3^, 
= 3?/ + ^ . 
For N  =  3, the polynomials are 
= 1 + 3%/ + 7%/3 + 6?/^ 4- 6?/" + 10%/" + 3?/\ 
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= 3/(3 + 101/ + 6/ + 61/3 + y^/4 + 3^5 ^ ^  
and for Ar = 4, the polynomials are 
= 1 + 3/+ 7/+ 18/+ 21/+ 47/+ 57/+ 87/ + 
80/ + 87y^ + 63/i + 62/2 27/" + 15i/^ + /^, 
An interesting remark is that by comparing the coefficients for each set at given N ,  they 
appear in reverse order. The above symmetry implies that there is a relation between 
and P^. This relation is shown by Schmidt and Schnack [1] to be 
which can be proved by the explicit representation or by induction. 
Figure (2.3) shows the behavior of the bosonic and fermionic polynomials for the 
range i/ = 0 (T —> 0), to i/ = 1 (T —» oo), for TV = 2, 3, and 4. At low T, the 
system is highly quantal and the fermionic and the bosonic polynomials start from 0 
and 1, respectively. As the temperature increases, the bosonic and the fermionic curves 
approach each other and eventually, at a temperature corresponding to the classical limit 
(around i/ 0.62), the two systems behave like classical ideal gases and the distinction 
between fermions and bosons disappears. The exact value of i/ at which the system 
becomes a classical gas is a matter of the criteria chosen. It would be interesting to 
explore the TV—dependence for a given criterion. 
Relation (2.14) leads to a relation between bosonic and fermionic partition functions, 
given by [21] 
Here we use the property [1///3)]™ = i/ ™ = [/-0)]™ to derive Eq.(2.15) from 
Eq.(2.14). Also we encounter the product 
PM = !/|JV(~~M(i) (2.14) 
(2.15) 
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Figure 2.3 The behavior of the bosonic and fermionic polynomials for the 
range %/ = 0 (T —» 0), to %/ = 1 (T —> oo), for N = 2, 3, and 
4. Note that the N  — 4 case is plotted on a log scale. 
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Using the usual dependence on the inverse of temperature, Eq.(2.15) becomes [21] 
ZW) = (-!)"% (-/?). (2.16) 
The negative argument has to be understood as the analytic continuation into the region 
o f  2 / > ! [ ! ] -
The average energy and the heat capacity are given by Eq.(A.54). Substituting 
Eq.(2.16) into Eq.(A.54) we obtain for our non-interacting gas[21] 
(E+(/))) = - (E^(-/))), C+(/3) = C^(-^). (2.17) 
The fermion-boson symmetry depends only on the oddness of Z\ not on the form of 
the  s ing le -pa r t i c l e  Hami l ton ian ,  where  a l r eady  we  have  f rom Eq . (2 .10)  t ha t  Zi ( l / y )  — 
^^1(2/) [21]-
2.2 Approximation 
In order to perform an initial investigation of the statistical properties of quantum 
systems of small to moderate AT, we adopt a simplifying approximation. Note that we 
have already assumed that the leading physics is governed by a simple single particle 
Hamiltonian. 
The three dimensional harmonic oscillator for fermion particles can be represented 
as three independent one dimensional oscillators, one for each spatial coordinate. In 
this way, the fermion particles are described by a set of quantum numbers {^}, where 
j  =  x ,  y ,  and z .  The approximation is now made wherein the Pauli principle is applied 
for excited states to only one of the oscillators, corresponding to a specific direction in 
space [1]. Choosing the z  direction to account for Pauli principle, each fermion differs 
in one quantum number, namely nz, and hence the Pauli principle is not violated. 
The approximation undercounts the number of physical states. The partition func-
tion becomes [1] 
Z N { 0)  = exp WWAO) (1_exp(_,M) (2.18) 
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where is the ground state energy of the system. Using Eq.(A.54), the approximate 
mean energy is 
— Eo(JV)+2TV— ,, , coth 
j- N TVJJ \ 
T ^ "  
n=l 
COth I 7%^ I - 1 . (2.19) 
We understand that Eq.(2.19) has three terms, the first one is the ground state energy 
for the three oscillators. The second term is the energy at excited states for the two 
oscillators not subjected to Pauli principle. The third term is the energy at excited 
states for the oscillator component that satisfies Pauli principle. A similar argument 
holds for the heat capacity. At low temperatures, the argument z = /)W/2 —» oo. 
Since limi_oc cothz = 1, (E#(/3))%,_Q = Eo(W). At high temperatures, the argument 
z = /?fzw/2 —» 0. Since limz_»ocoth% = oo, (^vv(0))T_»oo = oo. This confirms that the 
behavior of the average energy at extreme temperatures agrees with the expected values. 
The above approximation agrees very well with the exact results discussed in section 
(2.1) when the system approaches the classical limit, either at high temperatures or at a 
large number of particles (N > 20) [1]. Figure (2.4) shows the ratio of the exact to the 
approximate energy for fermion systems in a 3 dimensional simple harmonic oscillator 
potential for AT = 3, 4, 5, 6, and 7, using Eq.(2.19). The maximum deviation occurs 
around y — 0.38 for all N shown. The unique behavior for Ar = 4 is attributed to the fact 
that the system has a closed shell at the ground state. Although this approximation 
yields a fair description for the system, it does not reflect some physical phenomena 
especially the high heat capacity at low temperature for a closed shell system. The 
approximation formulae will be used to examine the reliability of the numerical values 
for the exact energy and heat capacity when computed near zero temperature. 
17 
N = 3 
y 0.98 
0.97 
% 0.96 
&0 0.95 
0.94 
0.2 0 0.4 0.6 0.8 
y 
Figure 2.4 Ratio of exact to approximation energy for fermion systems in 
the 3 dimensional simple harmonie oscillator potential for N = 3, 
4, 5, 6, and 7. 
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2.3 Energy and volume calculations 
2.3.1 Energy calculations 
Once the partition function is obtained, the energy can be determined by using 
Eq.(A.54). Using the definition of the scaled temperature ?/ in Eq.(2.9), we can write 
0 = - ^ ,  ( 2 . 2 0 )  
and 
W = = (2-21) 
Therefore the definition of the energy in Eq.(A.54) becomes 
= Wl/^logZ^(l/). 
We define the scaled average energy £n (v ) for N fermions in the three dimensional 
harmonic oscillator potential at temperature y to be 
W%/) = ^ = 3/^ log (2.22) 
Applying the derivative with respect to ?/ on Z#(%/) in Eq.(2.11) yields a recursion relation 
for the scaled energy 6"#(%/) in Eq.(2.22) as well. Moreover, we can express the partition 
function in terms of the polynomial function Ppj{y )  as in Eq.(2.12) to obtain a recursion 
relation for the scaled energy 6^(2/) in terms of -P/vW- Now, all elements in the statistical 
mechanics are expressed in dimensionless units. This makes the energy calculations much 
easier. 
The results from any algorithm adopted in calculating the partition function or the 
energy is expected to be sensitive to the precision of the computing system. To avoid 
numerical overflow or underflow, the algorithm we have developed involves obtaining 
the computing system limits (the maximum and the minimum numbers and the total 
number of digits) and test every evaluated term and return a warning signal when 
any term approaches the computing limits. For example, the partition function for TV 
particles is evaluated recursively, and we end up having a 2^"^ terms. These terms are 
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not fully within the same order of magnitude and each one is subjected to the limit test. 
In this way, we can decide the temperature limits (upper and lower) for a given system 
with specific fermion number TV. It would be very useful to have a computing system 
with at least 30-digit accuracy. Since we aim to investigate a wider range of systems 
at very low temperatures, we have developed an algorithm that obtains reliable results 
using 128-digits accuracy. 
The dependence of the scaled energy upon the scaled temperature, at given N,  is 
shown in figure (2.5). At y — 0, the energy starts from a finite value, the ground 
state energy, and increases rapidly as increases. As %/ —» 1, 6#(i/) —» oo. Moreover, 
at given %/, the energy increases as TV increases. In fart at high temperatures, the 
thermal energy per fzw behaves like —3N/ log %/, or like SJV&gT, which, as expected, 
agrees with the equipartition theorem. This confirms that the 3 dimensional multi-
fermion quantum oscillator behaves like the classical oscillator at high temperatures. 
Figure (2.6) illustrates this argument more clearly by showing the average thermal energy 
per fermion (in units of hw) versus the reservoir energy ksT (in units of ho) for N — 1 
to 5 fermions. The figure shows that the energy per fermion curves converge to a linear 
relation. In fact, when kgT > 3Rw, all energy per fermion curves come together as a 
straight line with slope = 3. This is a direct evidence of the classical behavior of the 3D 
oscillator at higher temperature. On the other hand, the equipartition theorem is not 
valid for quantum oscillators at low temperatures. At low temperature we can compute 
the mean quantum number (j) directly from the spectral formula (2.2). The calculated 
values for the mean quantum number is used when investigating the total energy of 
fermion systems including the spin quantum number. 
The results presented here for the energies versus temperature are similar to those 
obtained by shell model Monte Carlo methods for ^Fe [5], ^"^°Co [24], ™"^Mn [25]. 
Also similar behavior of the thermal energies versus temperature for 40Ca and 90Zr is 
found by the finite temperature Hartree-Fock method [4]. 
Another remark is that 2jv(%/) is a rational, smooth, and one-to-one function of ?/. 
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Figure 2.5 The average energies for different numbers of spinless fermion 
systems in the three dimensional harmonic oscillator potential 
ve r sus  the  sca led  t empera tu re  y .  
21 
Figure 2.6 The average thermal energy per fermion (in units of fuu) versus 
temperature kgT (in units of huj) for systems of N = 1 to 5 
fermions. 
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We express this as 
Wz/) = /W (2.23) 
where f ( y )  is the functional representation of the scaled energy £ N { V ) -  The function 
f(y) is thus invertible and we can write 
In Eq.(2.24), y has no explicit dependence on /3 or hui. Taking the partial derivative 
with respect to /?, with the aid of Eq.(2.9) and (A.54), we obtain 
which implies that at given N,  the scaled temperature y  is an increasing function of 
be used to predict the system's temperature if the average energy is known from the 
canonical expectation value of the Hamiltonian. 
2.3.2 Volume calculations 
In the canonical ensemble, the average pressure exerted by the microsystem can 
be obtained from Eq.(A.Gl). Systems of quantum mechanical oscillators, just as with 
classical oscillators, do not exert any pressure since the microscopic particles are not 
capable of overall translational motion. Mathematically, we can notice that there is 
no explicit dependence of the partition function on the spatial volume occupied by the 
system. However, the mean radius of the system can be calculated using quantum 
mechanics. For simplicity, we start with one particle in the three dimensional oscillator. 
The Hamiltonian of the system is 
y  —  f  ( £ N )  •  (2.24) 
£iv(y)  as well. Note that we use the factor |logy|2 for (— logy)2. This property can 
+ -mu; r (2.25) 
where 
p|2 = p2 4-p%; and |r|2 = + / + z2. 
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Thus the Hamiltonian can be written as the sum of three Hamiltonians with spectrum 
given in Eq.(2.1). In three dimensions, the momentum operator p =|V and the radial 
position operator r satisfy the following commutation relation 
[p,r] = 3^. (2.26) 
We can scale the Hamiltonian in Eq.(2.25) by dividing by hut, this yields 
hu> 2mhui 2 h 
We define the scaled Hamiltonian, the scaled momentum, and the scaled position, re-
spectively, 
n = b P = 7&S' 7l = VWr' (227) 
Therefore the scaled Hamiltonian is 
= ^  + ^ 2; with = (2.28) 
The quadratic-argument Hamiltonian can be factorized into a product of two operators 
= (%- + z?) + ^ (2.29) 
Comparing Eq.(2.29) with Eq.(2.1), we notice that the expectation value with respect 
to the eigenstates is 
We now adopt the usual raising and lowering operator treatment of the one dimen­
sional oscillator to the three dimensional oscillator using vector notation. We define the 
conventional lowering and the raising operators as a vector operator 
la = % + %?; "o + = 72 - 2?. (2.30) 
Using commutation relation (2.28), IT and satisfy the following commutation 
["a, "at] =3 (2.31) 
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The scaled Hamiltonian in Eq.(2.29) can be written as 
M = "a t'a + (2.32) 
We now label eigenstates of Ti by n and denote them as |n). The expectation value of 
~a^~a, with respect to eigenstates of H, is 
= n = »! + My + Mz-
The scaled Hamiltonian retains hermicity, V) = 7i.  Therefore its spectrum is real and 
its eigenstates form a complete orthonormal set, thus 
{rfb | Tt) — fàynri' (2.33) 
From Eq.(2.30), the scaled position operator 'R can be written as 
% = (2-34) 
Using Eq.(2.31) and Eq.(2.33),We obtain the following expectation values 
( k ) =  0 ;  ( T V )  = i (cs-t-?) + 2) = I ( H ) . 
We note that (H) = £, the scaled energy. Thus 
(2.35) 
<K2> = j* 
This can be shown directly from the virial theorem which states, for the harmonic 
oscillator, that the average potential equals half of the total energy, i.e. 
(VU) = i m • 
By setting (%nt) = we obtain Eq.(2.35). For N /ermmna in a 
harmonic oscillator potential at scaled temperature y ,  the scaled mean square radius is 
thus 
i " n  ^
i~ 1 2—1 
= (2 36) 
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Here we used Eq.(2.22) and we dropped the expectation value notation. Prom Eq.(2.27), 
the root mean square radius is 
r
~ = Ê^> = V/^  (M7) 
where m is the mass of the individual fermion in the system. A convenient spatial 
volume occupied by the system may be defined as 
1 7
= r r ™  =  r  (2-38) 
The root mean square radii, in units of (h /mu) 1 ^ 2 ,  versus the scaled temperature y ,  
for N — 1 to 5 fermions in the 3 dimensional oscillator is shown in figure (2.7). The 
radii start from finite values at zero temperature, corresponding to the ground state 
mean square radius, and increase rapidly with temperature. As y —*• 1, the radii become 
gradually less dependent on TV and their curves merge. At high temperature they occupy 
the same volume. We can see why. At high temperatures, £N(V) ~ —37V/ logy, and by 
substituting into Eq.(2.37) the mean square radius diverges as yj3/ log(l/y) which is 
independent of TV. 
We can describe this high temperature result as follows. At high temperatures (high 
excited states) the region of the oscillator potential important to the physics becomes 
sufficiently broad and degenerate that a large number of particles can be accommodated. 
Therefore, at sufficiently high temperature, fermion systems, in a harmonic oscillator 
potential, have the same spatial volume regardless of the number of particles. 
Figure (2.8) shows the energies, in units of versus the volume, in units of 
(h /mu) 3 ^ 2 ,  for /V = 1 to 5 fermions in the 3 dimensional oscillator. The energy has 
NV2^ dependence. In fact there is no saturation limit for the volume at extreme tem­
peratures although the oscillator potential continues to confine the system at ever in­
creasing volumes. From our results above, we expect volumes become independent of TV, 
while energy is proportional to TV. Consequently the relation of £^{y)jN versus V has 
T/2/3 dependence (i.e. independent of TV) which yields a universal behavior of 2#(%/)/TV 
versus V. This is shown in figure (2.9) explicitly for TV — l to 5 spinless fermions. Two 
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Figure 2.7 The root mean square radii, in units of (h/m eu)1/2, versus the 
scaled temperature y, for N = 1 to 5 spinless fermions in the 3 
dimensional oscillator. 
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Figure 2.8 The energies, in units of hw, versus the volume, in units of 
(h/mu)3^2, for N = 1 to 5 spinless fermions in the 3 dimen­
sional oscillator. 
systems with different numbers of particles at the same energy per particle, occupy the 
same volume. At high temperatures (%/ > 0.7165 or > 3Aw) the two systems are 
also at the same temperature. 
An important application of the above developments is to estimate the thermal prop­
erties, including the root mean square radii, of nuclei. Previous attempts have evaluated 
the thermal coefficients and then obtained the thermal properties of nuclei by employing 
many-body approximation techniques, such as time-dependent Hartree-Fock and finite 
temperature Hartree-Fock (FTHF) [26, 27, 28, 29, 30, 4]. Those calculations are based 
on microscopic effective Hamiltonians [31, 32, 33, 34, 35, 36] with phenomenological ex­
tensions. A systematic comparison between those calculations and our approaches are 
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Figure 2.9 The energies per fermion, in units of Hw, versus the volume, in 
units of (h/muj)3^2, for N — 1 to 5 spinless fermions in the 3 
dimensional oscillator. 
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given in section (2.6). 
2.3.3 Heat capacity 
The oscillator systems have no pressure since they are self-confined by the Hamilto­
nian dynamics. Therefore, the specific heat is calculated for constant volume, as given in 
Eq.(A.53) which leads to Eq.(A.54). Using the scaled temperature relations in Eq.(2.9) 
and Eq.(2.21), the heat capacity as function of y is 
Qv(%/) = kg |l°g2/1^2/—^^, (2 39) 
where the factor |logy|2 is used for (—logy)2. Figure (2.10) shows the heat capacity, 
in units of ks- for JV — 1 to 6 spinless fermions in the three dimensional harmonic 
oscillator potential versus the scaled temperature y. As y —• 0, heat capacity approaches 
zero. This might indicate that thermal energy is minimum when at y = 0, but this 
guess is misleading. The fact that the heat capacity vanishes near zero temperature is 
characteristic for all quantum systems with a discrete spectrum [37]. Moreover, at low 
temperatures, the quantum oscillator shows strong deviations from the classical value 
3Nks- In fact at low temperatures, the quantum heat capacities, unlike classical heat 
capacities, approach zero like |log%/|2 y as %/ —> 0. Therefore, lim„_»o&E'/()i/ ^ 0 so the 
thermal energies have definite constant slopes at low temperatures. We can see this as 
follows. For y —> 0, kBT C fitu, the quantum oscillator has small probability to be 
excited to a higher energy level. The system is thus less capable of absorbing the energy 
kBT offered by the heat bath. On the other hand, the classical system can absorb 
arbitrary small energy kgT. At higher temperatures, tgT » Aw, the quantum heat 
capacities of the oscillators converge to the classical values, 3Nkg. This is consistent 
with previous argument for the thermal energy that the quantum oscillators behave like 
classical oscillators at high temperatures and the equipartition theorem can describe the 
system at that limit. 
Another interesting behavior can be seen in figure (2.10) at low temperatures. The 
heat capacity C# for iV = 4 is very large compared to other heat capacities of larger N as 
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Figure 2.10 The heat capacity, in units of /c%. for N  = 1 to 6 spinless 
fermions in the three dimensional harmonic oscillator potential 
versus the scaled temperature y. 
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magnified in figure (2.11a). On the one hand C4 is always less than Cg V%/. On the other 
hand C& > Cg when 0 < y < 0.017, C* > C? when 0 < y < 0.043, Q > Cg when 0 < y < 
0.060, and C 4  > C5 when 0 < y  < 0.070. Similar behavior is noticed for the heat capacity 
of N = 10, as shown in figure (2.11b). We can observe that Cm is larger than Cn and C12 
when y < 0.052 and 0.06, respectively. The behaviors of C4 and Cm can be attributed 
to the shell-closure effect. Systems of spinless or polarized fermions in 3 dimensional 
oscillators have closed shell structures at N = 1, 4,10,..., therefore, those systems have 
very small probabilities to be excited to higher states at low temperatures, consequently, 
they possesses very large heat capacities. Once those systems are excited to higher 
excited states at appropriate temperatures, their probabilities to be excited further by 
small increase in temperatures increase and hence their heat capacities increases less 
rap id ly  wi th  inc reas ing  t empera tu res .  S imi la r  a rgument s  ho ld  fo r  sys t ems  hav ing  N =  
20,35,56.. .etc. 
Such enhancements in the heat capacities have been observed for nuclei having magic 
numbers such as 40Ca [28]. Moreover, the heat capacities of 55~58Fe, calculated by the 
shell model Monte Carlo simulations (SMMC) of Alhassid [38] demonstrate enhanced 
values for the even iron isotopes ^Fe and ^Fe, although they are not magic number 
nuclei. The reason for the enhancement in C at low temperatures here is the paring 
effect, which makes those isotopes spinless in their ground states (both 56Fe and 58Fe 
have 0+ ground states) and thus relatively stable. Accordingly, ^Fe and ^Fe need higher 
temperatures than 55Fe and 57Fe to overcome the pairing energy so as to be excited to 
the nearest excited states. 
Also in %ure(2.11b), C12 < Cg when 0 < 3/ < 0.028, C12 < Cu, when 0 < 3/ < 0.058, 
and C\2 < Cn when 0 < y < 0.066. To understand the reason for these low temperature 
behaviors we need to recall the fermion particle distributions at the ground state or near 
the ground state for these systems. By close examination of the number of degenerate 
states near the ground state, we can appreciate the low temperature behavior of the 
heat capacities. 
For N =  9, we have 5 fermion particles occupying the degenerate Od Is shell. This 
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Figure 2.11 Heat capacities, in units of kg, versus 3/ for (a) N = 3 to 9, 
(b) TV = 9 to 12. Calculations are performed using 128-digit 
precision to obtain accurately the behavior near absolute zero. 
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shell can accept six polarized fermions. There are six possible ways to distribute these 
particles. Only one vacancy is available in the valence state. For N = 11 there is one 
fermion particle in the valence shell 0/ 1 p. This shell can take 10 fermion particles. 
There are 10 ways to distribute this fermion in the valence shell. The heat capacities 
for TV = 9 and 11 are close to each other in quantum region, because they are only 
a hole and 1 fermion particle away from closed shell for the two systems, respectively. 
Moreover, the degeneracy factors for the two systems are close in value. 
At lower temperatures, the heat capacity for N = 12 system is lower than that for 
N = 9 system. For N = 12, there are 2 polarized fermions to be distributed in the 
0/ Ip valence shell, that can accommodates 10 polarized fermions. There are 45 ways 
to distribute these 2 fermions. This relative degeneracy between N = 12 and N — 9 
provides the trend seen in the low temperature heat capacity. At higher temperature the 
heat capacities have more contributions from all the fermions as the shell effect decreases 
due to thermal agitation. Consequently the heat capacity is larger for systems with a 
larger number of particles, as expected classically. 
The effect of the number of particles on the behavior of the heat capacities, especially 
in  t he  ve ry  l ow  t empera tu re  r eg ion ,  i s  shown  d i s t i nc t l y  i n  t he  hea t  capac i ty  ve r sus  y  
graph. Using the scaled temperature is advantageous for computing and displaying heat 
capacities and other thermodynamic quantities. However, when searching for signals of 
a phase transition, we would like to study the heat capacity versus temperature instead 
of scaled temperature. Figure (2.12) shows the heat capacities versus temperature = 
kftT in units of W for TV = 1 to 5. For f3~l < 0.1/kv heat capacities are very small, since 
the thermal energy provided to the the system is not sufficient to make changes in the 
internal energy of the system. A close up of the heat capacities at low temperature is also 
shown in figure (2.13). The shell closure effect is very clear for N = 4 which produces 
a sharp knee in the graph. The heat capacity for N — 4 increases very rapidly for 
(3~l > 0.09Rw. Around f3~l = 0.3hu) and (%, = 4.8&#, a knee appears. Naively speaking, 
when kBT — 0.25hw, each fermion particle in the system gains Q.25hui of thermal energy. 
The whole system gains energy equals to about This energy is enough to excite one 
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particle of the system, which means the shell-closure effect is beginning to be overcome 
by thermal excitations. The knee signals a critical temperature for melting the shell 
closure. The increase in heat capacity then slows somewhat until about (3~L = OAQHW 
where C4 = 5.73kB. This signals the disappearance of shell closure effects. Up to this 
point we may say the system has a liquid-like phase. After the disappearance of the 
shell closure effect, the heat capacity versus temperature bends from its course (the 
curvature that appears when (3~L > OAGHUJ) and the system has mixed phases of liquid 
and gas like. As temperature increases to (3~L = 2.56FOUJ, the gas-like phase increases 
and above 2.56HUJ the system starts to behave as an ideal gas. In other systems with 
valence degrees of freedom the knee is absent since there is no shell closure (or pairing 
effects in realistic models). We may use the change in the curvature in the heat capacity 
curve versus temperature as a signal for phase transition effects in these finite systems. 
Let us summarize our reading of the heat capacity versus temperature curve. The 
system at low temperature has a liquid-like phase. Heat capacity increases rapidly until 
a smooth curvature appears which represents a mixed liquid-like and gas-like phase. The 
gas-like phase becomes more dominant as temperature increases till the system finally 
behaves as an ideal gas where the heat capacity, in units of converges to the classical 
gas value 3N. The smooth curvature which marks the transitions between phases is 
expected since we have a finite system. The effect is called finite-size broadening for 
first order phase transition [39]. For infinite systems, near their thermodynamics limit 
(TV —» oo, at constant density) the system change of phase appears as a singularity in 
the heat capacity calorimetric curve. To clarify the phase changes in the heat capacity 
calorimetric curve in figures (2.12) and (2.13), one can study the heat capacity per 
particle versus temperature. This is shown in figure (2.14). The curvatures, which 
mark the mixed phases, become relatively sharper in the heat capacity per particle 
calorimetric curve. Also the shell closure effect is more evident. The Cjv/AT calorimetric 
curve converges to 3 faster for smaller N. This is because, at given thermal energy 
tgT, particles of larger TV system have smaller share of the thermal energy kgT than 
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Figure 2.12 The heat capacities for N  = 1 to 5 spinless fermion systems 
(in units of kg) versus temperature kgT (in units of Rw) as 
predicted by the three dimensional harmonic oscillator poten­
tial. The calculation is carried out using 128-digit precision to 
obtain accurately the near-zero temperature heat capacities. 
36 
/v= y 
N = 2 
A/ = 3 
N = 4 
A/ = 5 
0.2 0.3 
(%(0) 
Figure 2.13 Heat capacities for A' = 1 to 5 spinless fermion systems (in units 
of kB) versus temperature kBT (in units of huj) as predicted 
by the three dimensional harmonic oscillator potential at low 
temperatures. The calculation is carried out using 128-digit 
precision to obtain accurately the near-zero temperature heat 
capacities. 
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Figure 2.14 The heat capacities per particle for N =  1 to 5 spinless fermion 
systems (in units of kB) versus temperature kBT (in units of 
hcj) as predicted by the three dimensional harmonic oscilla­
tor potential. The calculation is carried out using 128-digit 
precision to obtain accurately the near-zero temperature heat 
capacities. 
particles of smaller N system. Roughly speaking, if we consider Pauli blocking effects 
on all the fermions, there must be sufficient thermal excitations to create vacancies in all 
shells including the lowest shells. Only then will all fermions feel an open phase space to 
accept thermal excitation. Thus heat capacity of large N systems needs more thermal 
energy kBT, than smaller N systems, to reach the ideal gas region, and therefore it 
converges to 3 slower. 
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2.4 Incorporating spin quantum number 
The above discussion deals with spinless fermions. If spin s is included, we have 
extra 2^ + 1 degrees of freedom, where a = 1/2 xodd integer. By studying the ground 
state energies, we found the following relations between spinless or polarized fermion 
energies and spin or unpolarized fermion energies 
(2s + 1) E_t±__(i3) If 2s + 1 divides N evenly 
= - (2-40) 
EN+I  (8 )  + EN-I  (8 )  Otherwise 
v 2s+1 2s+l 
Using Eq.(A.54), the partition function is therefore 
COTISÉ X 
2s+l 
Z N ( P )  If 2s + 1 divides N evenly 
2 s + l  
const x ZN+I  ( 6 )  x ZN -I  ( 6 )  Otherwise 
2s+l V 2s + l 
The above expression for the partition function is correct within a constant (indepen­
dent of (3), that arises from the indefinite integral of the energy with respect /?. In 
order to obtain this constant we need to look for another observable and normalize the 
partition function. For convenience, we choose the number of microstates which can be 
easily calculated for harmonic oscillator systems in their ground state since the fermion 
configuration is well known. 
For the canonical ensemble, the entropy is related to the energy and the partition 
function via Eq.(A.63). In the microcanonical ensemble, the entropy is related to the 
number of microstates 0 by the famous Boltzmann relation (A.65). Consequently, the 
number of microstates D is given in Eq.(A.66). As T —» 0, the number of microstates 0 
reduces to given by 
Tïï) [ftivlo ("»,") = r e ! ( m _ n ) ! '  (2 -«)  
where m denotes the total number of substates (including degenerate states if any) of 
the valence state, and n denotes the total number of fermions in that particular state. 
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2s+l 
The number of states when 2s + 1 divides N evenly is therefore given by 
f%E) = 
= const x exp |(2s + 1) (3E_ 
— const x < Z n ((3) exp ( BE n 
I 2s+l V 2s+l 
Taking the limit as T —+ 0, yields 
Applying the same argument when 2s + 1 does not divide N evenly, yields 
lim f2^(/3, E) = ffi^l = const x 
/3—>oo 2s+l Jo 
23+1 
= const x 0 N +1 Çl N-L  
. 28+1. 0 . . 
Consequently, the partition function for N fermions with spin s reads 
/r X 2S+1 
n N ) 
VI 27+T. 0/ 
Z N 
2s + l 
If 2s + 1 divides N evenly 
zUf>) = 
K] 
lN±l 
^ T-Zjv+i (/)) Otherwise 
oL KTTJo 
(2.42) 
One can easily see that the spin formulae for energy and partition function, Eq.(2.40) 
and Eq.(2.42), respectively, are correct for s = 1/2. This is because one does not need 
to antisymmetrize between spin up and spin down particles. Therefore, one multiplies 
the partition function for spin up particles with those of spin down particles to get the 
total partition function [19]. 
2.5 The level densities of fermions in the three dimensional 
oscillator 
The level densities in formula (A.76) can be scaled, by using y and HOJ , to GN (£) — 
fzwg#(E), or 
&v(f) = (2.43) 
\/27rC#(i/)/k B 
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At the the ground state, where y  —» 0, the heat capacity in units of k g ,  given Eq.(2.43), 
approaches zero like |logi/|\ Thus Eq.(2.43) can be approximated as 
Ç n( £ ) I 0 « . j'°6!/l ZN(v)e-c«W>°™, 
2 2%!/1 log ^  | 
-£N(y)log y 
or 
5a-(£)U » -j=ZN(y)e-'°' , (-£' , { ,Hi}  = ^=- (2.44) 
When y ~ 0, the number of states fi = [f2]0, is finite as given in Eq.(2.41). The above 
formula becomes 
< 2- 4 5> 
that reflects the singular behavior of GN near zero temperature. 
This singular behavior of the level density near zero temperature is attributed to 
the fact that we are taking a statistical approach to a regime at low temperature of a 
quantum system where a non-statistical behavior is expected to dominate. Assumptions 
used in our canonical ensemble treatment that require a large number of microstates are 
not valid at sufficiently low temperatures in finite systems. To resolve this problem at 
low temperature we could switch over the microcanonical ensemble using Eq.(A.77) 
9
"
(£) 
-
We fix the energy width AEN to the unit energy and obtain the number of microstates 
per unit energy using /\Z2?r, where is given by Eq.(2.41). 
The zero temperature (or zero excitation energy) singularity also exists for other 
models. For example the level density, evaluated using the mean-field single-particle-
state model, shows a singularity at ground states energies, as we will see later. Moreover, 
the Bethe formula [2] has a singularity at ground state energy absorbed by introducing 
a back-shift, parameter to the excitation energy. In our case, as given in Eq.(2.44), if 
we consider shifting the energy up by 0.5hw the level density becomes finite. At high 
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thermal energies, the level density increases very rapidly as thermal energy increases 
until the system reaches the classical limit. 
To illustrate the above findings, figure (2.15) shows the scaled level density (in units 
of (fttu)-1) versus the thermal energy (in units of Aw) for 4 spinless fermions in the 3 
dimensional harmonic oscillator. The level density calculations in the figure are obtained 
using the exact scaled density formula (2.43). The ground state energy for the system is 
9HU) .  The singularity is shown in the figure as the thermal energy approaches 9HUJ.  The 
inset in the figure gives an expanded display for the low energy region. The minimum 
value of the level density is 2.39 and occurs at energy 9.087hu and temperature 
y — 0.0052 (À:#r = 0.19W). A 0.087hw shift above the ground state will remove the 
scaled level density of the singularity region. 
Similar behaviors for level densities of Ni, Zn, Mn, and Fe isotopes are obtained using 
shell model Monte Carlo simulation method [5, 40, 25]. In the present investigation, the 
predicted level densities of nuclear systems are compared using various approaches. The 
quantum statistical mechanics approach with a well-chosen Hamiltonian is expected to 
be accurate in the low temperature limit regime when compared with experiment. We 
hope that such comparisons will help refine our knowledge of the nuclear Hamiltonian 
for these nuclei. 
2.6 Applications: Finite nuclei 
Nuclei are strongly interacting finite Fermi systems. From successful phenomenology, 
we understand that they behave like liquid drops and therefore can undergo a first-order 
phase transition [41, 43]. In the low excitation domain, the nuclear systems might be 
approximated as an ideal Fermi gas in a common harmonic oscillator potential [1], The 
idea of a liquid-gas phase transition in nuclei is stimulated by the van der Waals-like 
behavior of the N — N force and it is supported by the observation of a power law for 
the produced fragments in proton induced nuclear collisions [41, 42, 44]. 
There are at least five important properties for nuclear systems that mark the diffi­
culties for experimentalists and theorists who are searching for signals of nuclear phase 
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Figure 2.15 The level densities in units of 1 / (hut)  versus the thermal ener­
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transitions [41]. Those properties are: 
1. Nuclei are finite self-bound systems composed of a limited and fixed number of 
constituents (below meson production threshold). From these features, we expect 
broadening of the phase transition and reduction in critical temperature [45, 39]. 
2. Nuclei are charged. This long range Coulomb repulsion force introduces instabili­
ties. 
3. Nuclei are evanescent systems and expand prior to their disassembly [46]. 
4. Nuclei are isolated systems without a heat bath. Therefore the temperature of the 
system cannot be predetermined but has to be obtained from observable quantities 
under different experimental conditions. 
5. Experiments must be performed using nuclear reactions and there can be serious 
questions concerning the time scale and whether equilibrium is attained. 
In this study, the 3D oscillator and realistic mean-field descriptions of the nuclei are 
used to predict various thermal and statistical quantities of 40Ca and 56Fe at various 
thermal excitation energies. The reason of choosing these two nuclei is to compare 
our predictions with two established models, namely, finite temperature Hartree-Fock 
(FTHF) method used in studying the thermal properties of 40Ca [4] and shell model 
Monte Carlo simulations (SMMC) used to predict the level densities of 56Fe [5]. 
One of the main differences between our approach and the FTHF is that we assume 
a temperature independent mean field, our single particle Hamiltonian. In FTHF the 
mean field is obtained by self-consistent variational methods at each temperature. 
One of the main differences between our approach and SMMC is that the SMMC 
obtains exact or nearly exact solutions for a sufficient number of states to develop an 
accurate estimate of the level density. For large systems this is a major undertaking 
which is not feasible for all cases of interest. 
Our approach is computationally simpler than FTHF or SMMC but does require 
us to fix hui or, equivalently, the spectrum of a chosen single particle Hamiltonian. In 
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addition to our harmonic oscillator, we also utilizing a realistic mean field model based 
on Hartree-Fock (non-thermal). Below we will show results for thermal occupation of 
this mean field to compare with results of other approaches for 12C. 
2.6.1 Thermal properties of ^Ca 
To test oui approach we need to predict the thermal properties of mesoscopic sys-
tems and compare with previous studies with different techniques. 40Ca is a benchmark 
isotope because it is a doubly magic nucleus which enables us to remain in a spherical 
basis space. A recent study of the thermal properties of 40Ca has been carried out by 
Hasan and Vary [4] using an effective Hamiltonian [26] in a thermal mean field approach 
employing two different effective nucleon-nucleon interaction potentials, namely Reid 
soft core (RSC) and Nijm. II interactions [47, 48]. The detailed formalism and proce­
dures for calculating the thermal properties using effective Hamiltonians in a mean field 
approach, the finite temperature Hartree-Fock method, is described in ref. [26]. The 
extensive effort needed to obtain results in the full thermal mean-field approach is a 
strong motivation for the present work. 
In this work, we calculate the root mean square radius, binding energy, free energy, 
entropy, and excitation energy versus temperature. By comparing our results with those 
in ref. [26] we can draw a firm conclusion about the predictive power of our approach. 
Since our results are scaled for w by using y and have the freedom of overall energy shift, 
we need to obtain the correct w and energy shift by using two experimental results. 
For this purpose we choose the radius and the binding energy at the ground state. For 
*°Ca at zero temperature, the radius and the binding energy are 3.45 fm and -342 MeV, 
respectively. 
The scale fixing procedures are summarized as follows: 
1. Calculate the partition function, scaled energy, rrms, scaled free energy, and hence 
entropy versus the scaled temperature y. We account for spin and isospin by using 
Eq.(2.42), which means that we assume spin and isospin symmetries. 
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Figure 2.16 The shifted oscillator diagram obtained via the scale fixing pre­
scription applied to 40 C a. 
2. Using Eq.(2.37) at the ground state, where r = 3.45 fin. SN{y = 0) = 120, we 
calculate hw. We find that hu — 10.453 MeV to achieve the correct ground state 
radius. 
3. By obtaining Hu>, we can obtain the temperature T corresponding to given y by 
using Eq.(2.9). 
4. We scale the energies and the free energies versus T by multiplying them by hw = 
10.453 MeV and subtract (120.00 x 10.453 + 342.00). In this case the ground state 
energy becomes -342 MeV in the shifted harmonic oscillator potential. 
2.6.1.1 Root mean square radius 
Figure (2.17) presents the three results of rrms in fm versus temperature in MeV for 
40Ca evaluated in the model space of seven major oscillator shells within FTHF (two 
Hamiltoniaiis) and our model. The dotted and the dashed lines are obtained with RSC 
and Nijm II effective potentials, respectively. The solid Une is obtained from Eq.(2.37). 
Good agreement is noticed for the three results up to T = 4 MeV. Beyond 4 MeV, 
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the FTHF results increases faster than our model attributable to the thermal response 
expansion of the mean field in FTHF (see below). 
One primary feature of the three results is that there is no thermal response until T 
reaches 1 MeV. For T < 4 MeV the average deviations between our model and FTHF-
RSC and FTHF-Nijmll are 0.23% and 0.69%, respectively. The rrmg of FTHF-RSC 
intersects with that of our model at 3.62 MeV. The discrepancy in the higher temperar 
turc region is attributed to the fact that the oscillator potential adopted in our model 
extends to spatial infinity, therefore, there is a confinement that prevents the system 
from expanding indefinitely. On the other hand, the FTHF scheme is based on limited 
shells (here seven major shells but includes thermal mean-field effects). The FTHF sys­
tem expands faster at T > 4 MeV and therefore appears to reach the continuum earlier. 
However, at higher T the expansion ceases due to model space limitations while the 
3D-SHO results continue to increase, which is more realistic. 
Clearly the three dimensional oscillator describes the root mean square radius of 
the 40Ca nucleus in the small temperature region, corresponding to hw/3 > 2.5 where 
2/ < 0.07. 
Note that the scaled temperature y does not reveal the numerical extreme to which 
we go in the evaluation of the partition function as embodied in equations (2.11) and 
(2.12) where we encounter _ exp(—In another words, for = 0.07, ten 
spinless-fermion system (or 40 fermion system with spin and isospin quantum numbers 
as in40Ca) y = 0.07 implies yN = 0.0710 — 2.82 x 10"12 is reached in the expression for 
the single fermion system1. 
In this region where f\w(3 > 2.5, the quantum effect is dominant and the system is 
expected to have high heat capacity because of the shell closure effect and therefore there 
is no significant change in the root mean square radius. Accordingly, all descriptions 
are roughly equivalent and, in particular, the three dimensional oscillator offers a good 
xIt is interesting to note a numerical feature in carrying out the computation for the thermal quanti­
ties, such as thermal energies and heat capacities versus scaled temperature y. For a given computational 
system, if the computation of certain thermal quantity having Ni fermions at scaled temperature below 
y fails (due to numerical noise and number of digits limitation) then for a system of N2 fermions, where 
N2 > Ni, the computation fails for scaled temperature below yl/Nï. 
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Figure 2.17 The three root mean square radii in fm versus temperature in 
MeV for 40Ca evaluated in a model space of seven major oscil­
lator shells within FTHF and our model, quantum statistical 
properties of the 3D oscillator for fermions. 
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description for the system. At higher temperatures, the quantum effects becomes less and 
less important. The differences between our model and FTHF increases as temperature 
increases. Since our model employs pure harmonic oscillator Hamiltonian, we do not 
include any interaction effects that would be able to change the effective values of /w as 
temperature changes. Varying the value of ftw with temperature can be achieved using 
a more phenomenological approach for example to match up with the FTHF results. 
However, such a description, without further theoretical input, would lack predictive 
power. 
2.6.1.2 Free energy 
Often called the work function of the system, free energy presents valuable informa­
tion on how likely the system transforms from one state to another, spontaneously. The 
less the free energy is the more stable the system. 
From Eq.(A.62), the scaled free energy T is given by 
™ B (2-46) 
At the ground state (3/ -» 0), Iim„_o Z#(y) = 0. To obtain a finite value for the free 
energy at zero temperatures, we use Eq.(A.S), which can be written as 
FN — Epf — kgT logOjv, 
where we used Eq.(A.65) to substitute the entropy into Eq.(A.5). The number of 111 i-
crostates is finite at zero temperature, as shown in Eq.(2.41). Thus the free energy at 
zero temperature is 
fw(0) = lim.%) = Km (2.47) 
y-*0 y—*0 log y 
which is nothing but the ground state energy. 
Free energies in MeV versus temperature in MeV for ^°Ca evaluated through our 
model and through the FTHF are shown in figure(2.18). The dotted and the dashed 
lines are obtained by FTHF with RSC and Nijm II effective potentials, respectively. The 
solid line is obtained from Eq.(2.46) using spin and isospin symmetry. 
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Figure 2.18 The three free energies in MeV versus temperature in MeV for 
40Ca evaluated in a model space of seven major oscillator shells 
within FTHF and the quantum 3D-SHO (see legend). 
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In figure (2.18) the free energy results are initially constant and then decrease 
quadratic-ally. As in the root mean square radius result, for T <3 MeV, the free energy 
of the 3-D harmonic oscillator agrees with FTHF-RSC and FTHF-Nijmll calculations 
within 0.27% and 0.53%, respectively. At T = 1.5 MeV, the free energy of the oscillator 
is slightly over the results of the FTHF-RSC and FTHF-Nijmll by 0.92 MeV and 1.84 
MeV, respectively. Above T = 3 MeV, the free energy of the oscillator drops faster 
than the FTHF results. This is an indication that the 3D oscillator predicts that 40Ca 
is more confined and stable than what FTHF predicts. This is again attributed to the 
differences in the treatments of the mean field as discussed above in connection with the 
root mean square radius results. 
2.6.2 Statistical and thermal properties of ^Fe 
Another important nucleus for testing the oscillator approach is 56Fe. The importance 
of 56Fe, as pointed out in reference [5], is that nuclei in the iron region play a special role in 
nucleosynthesis. They are the heaviest nuclei created by fusion of charged particles inside 
stars, and the starting point of the synthesis of heavier nuclei. The statistical properties 
of 55Fe play a major role in our attempt to understand the fundamental nucleosynthesis 
processes in iron rich stars. Table (2.1) summarizes the nuclear properties of 56Fe [49]. 
Unlike the doubly magic 40Ca, there is an open shell structure for 56Fe. The num­
bers of the two types of constituent fermion particles (protons and neutrons) are not 
equal and therefore the total isospin t = 0 symmetry, adopted in 40Ca, will not apply. 
The normalization factors in Eq.(2.42) are not the same for distinguishable and indistin­
guishable fermion particles. This affects the partition function and hence all statistical 
observables including the level density in Eq.(2.43). Besides the spin quantum number, 
the spinless oscillator model can admit adding another degree of freedom such as the 
isospin. In our model it is most convenient to deal with protons and neutrons in 56Fe as 
distinguishable fermion particles. 
A major motivation for investigating 56Fe is that there are a significant number of 
studies conducted to evaluate its statistical and thermal properties. A comprehensive 
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Table 2.1 Summary of important nuclear properties of 56Fe. 
Property Value 
Atomic mass 
Excess mass 
Binding energy 
Binding energy per nucléon 
Abundance 
Stability 
Last neutron separation energy Sn  
Last proton separation energy Sp  
3D oscillator ground state energy 
Approximate rms radius 
Leading valence neutron configuration 
Leading valence proton configuration 
55.9349421 =L 0.0000015 amu 
-60601.003 ± 1.354 keV 
492253.892 =k 1.356 keV 
8790.248071 keV 
91.72% 
Stable isotope 
11197.32 keV 
10183.59 
192/iw 
4.20845 fm 
10 neutrons in IpOf shell 
6 protons in lpO/ shell 
experimental list of states exists for ^Fe [49]. Also theoretical results for how the energy 
dependents on temperature and how the level density changes with excitation energy for 
513Fe is available from Nakada and Alhassid [5]. The data is obtained using a powerful 
computational approach called the auxiliary field Monte Carlo shell model or "Shell 
Model Monte Carlo" (SMMC). Finally, a simple but useful phenomenological formula, 
the well-known Bet he formula, can be used to compare with various results for the level 
densities. The parameters of the phenomenological Bethe formula for 56Fe is given in 
the form known as back-shifted Bethe formula [2]. 
Level densities are a comprehensive benchmark for the validity of any model when 
sufficient experimental data are available. In this study we will compare the prediction 
of three dimensional oscillator level densities with experimentally determined states, 
SMMC predictions, and the Bethe formula results. 
2.6.2.1 Total energy versus temperature curve 
The computation of oscillator thermal properties is carried out for distinguishable 
systems of 26 protons and 30 neutrons. The logarithm of the partition function, scaled 
energy (f = E/W), and scaled heat capacity (C = C/kg) are computed using a 128-
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digit-precision C+4- code, named "nuke-thermo". The code adopts quad-double pre-
cision floating point arithmetic algorithm of Hida et. al. [50, 51]. In this algorithm, 
numbers are stored in a multiple-component format, where a number is expressed as 
unevaluated sums of ordinary floating-point words, each with its own significand and 
exponent. All mathematical functions are re-written and optimized to perform with this 
algorithm. In addition floating point register fixing for the x86 processor unit is imple­
mented. The high precession computation is very crucial to evaluate thermal quantities, 
especially at the low temperature region, where the numerical noise is expected to be 
high. Though numerical precision is important, all calculations are nevertheless achieved 
on a PC. 
The computed scaled energy, heat capacity, and logarithm of the partition function 
are then used to evaluate the scaled level density as in Eq.(2.43), that takes this form 
&v(f) = -15====== exp [log - fjvO/) log %/]. 
\/27rCAr(2/)/kg 
The final results, are then converted to the proper units by adopting the proper 
value of the oscillator frequency hw. To evaluate hu>, we use Eq.(2.37) at the ground 
state, where E = 120, and set the value of Rrms = r0A1//3 the generally acceptable 
phenomenological form. Choosing ro = 1.1 fm, and the mass m = 55.9349421 amu 
we have the value of HUJ = 8.102 MeV. In the other extreme, setting r0 = 1.2 fm and 
mN = (Zmp + (A — Z)mn), we obtain hu = 6.744 MeV. We consider the first value 
of fuv to be the more acceptable value. Later we test several values of the oscillator 
frequency to obtain a survey of results. 
Figure (2.19) portrays the total energy versus temperature curves of the 3D-SHO 
(solid circles) and SMMC (solid squares) models. The total energy is measured in terms 
of the binding energy. The SMMC total energy is taken from ref. [5], In that reference, 
the total energy is calculated for the valence pf—shell system relative to a core (closed 
shell). In these core-valence calculations the energy at zero temperature is -197 MeV. 
This value is to be shifted down to match the experimental binding energy of ^Fe 
(-492.26 MeV), used in the no-core model of the 3D-SHO. 
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In the SMMC the energy is calculated as a function of inverse temperature /3, from 
the canonical expectation value of the Hamiltonian. Then the partition function is 
calculated by numerical integration of the total energy with respect to j3. Then the 
heat capacity, entropy, and finally, level density are obtained in exactly the same fashion 
shown in Eq.(A.54) , Eq.(A.63), and Eq.(A.76), respectively. The details of using the 
SMMC approach to obtain the total energy from the Hamiltonian are found elsewhere 
[5, 40, 24, 25]. 
The two curves in figure (2.19) show differences that may be expected between core-
valence and no-core models. In the figure the two models are close for a low temperature 
regime when kBT < 0.6 MeV. In this region, temperature is not adequate to excite 
particles across shells but may excite particles through subshells within the valence 
space. 
When kBT > 0.6 MeV, the SMMC total energy increases linearly with temperature. 
This is not the case for the 3D-SHO total energy where there is no significant change 
in total energy in the region kBT < 1.0 MeV. For kBT > 1.0 MeV, the total energy 
increases in the 3D-SHO, but quadratically as temperature increases. 
At low temperature, where the valence contribution to the total energy is significant, 
the 3D-SHO is too simple as it misses intrashell excitations, since the model assumes the 
valence shell (pf—shell) to be degenerate. As the valence space is degenerate, increases 
in temperature initially introduces little excitation energy until the temperature reaches 
a level that can begin to promote intershell excitations. For this reason we can expect 
that, for open shell systems, the 3D-SHO model will fall below pure valence shell models 
at low temperatures. On the other hand, at higher temperature, the SMMC total energy 
misses the intershell excitations, where this effect is significant and accounted for in the 
3D-SHO. 
One of the advantages of including intershell excitations can be anticipated by careful 
inspection of the 3D-SHO curve in Figure (2.19) - more easily visible with the inset. 
Once the intershell excitations become appreciable, above AgT ^ 1.5 MeV, we see a 
rapid changeover from a curve with low slope to one with high slope. This implies a 
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Figure 2.19 The total energy (in units of MeV) as a function of temperature 
(in units of MeV) for ^Fe. The 3D SHO values (calcu-
lated at /ku = 8.101 MeV) are shown by solid circles, while 
the SMMC values by solid squares. The inset enlarges the low 
temperature region. 
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peak in the specific heat - reminiscent of entry into a mixed liquid-gas phase. Such a 
concept is useful to visualize the relative roles of the valence and more deeply bound 
degrees of freedom in nuclei. The valence degrees of freedom are entering a gas-like 
phase while the deeply bound still retain their Fermi-liquid features, at least until even 
higher temperatures are reached (AgT > 5 MeV). 
Since our model includes only intershell excitations and the SMMC includes only 
intrashell excitations, we may add the two calculations presented in Figure (2.19) to ar­
rive at a composite model incorporating the physics of both approaches. The results are 
shown as the dashed line in Figure (2.19). We expect that such a composite model will 
be useful in many practical applications and would extend the present day microscopic 
approaches for valence shell model systems to higher temperature regimes. 
2.6.2.2 Level density 
To verify how the degeneracy affects the validity of the fully degenerate SHO model, 
we need to study the level densities. Figure (2.20) shows the level densities versus 
excitation energy for ^Fe, calculated using various approaches introduced above and 
labeled in the legend. In the figure the bold-line histogram represents the experimental 
states, counted for each one MeV bin. The levels are taken from ref. [49]. The histogram 
increases as excitation energy increases until about 5 MeV where it starts to decrease. 
This decrease in the number of states per MeV after 5 MeV excitation is evidence of many 
missing states from the present experimental data. Even at lower excitation energy, one 
can't assume that all states are completely counted, although the data in ref. [49] is 
very comprehensive. 
The ideal behavior for any model is to have level densities equal to or larger than the 
experimental density of states. To be specific, we expect the predicted level densities to 
touch the outer edges of the histogram at low excitation where the experimental data 
is nearly complete. We can see in figure (2.20) that the level density curve predicted 
by the back-shifted Bethe formula reasonably satisfies this view. The version of the 
back-shifted Bethe formula we adopt in this study is the one in ref. [2] and it is given 
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by 
g(E=) = (5, - A)"! exp (2y«(E,-A)) . (2.48) 
The parameters for iron region nuclei are set as follows: g0 = y/2/TT , the spin cut-off 
a = 1, and the parameter a = A/8 MeV"^ [2]. The back-shift parameter A is easily 
calculated for closed-shell nuclei, by setting the level density value equal to unity at the 
ground state (Ex = 0.0 MeV) and solving for A. For an open-shell system, like 56Fe, one 
can expect level densities to be larger than unity at zero excitation energy. The back-
shift parameter A can be obtained visually at the point when formula (2.48) behaves 
in a physically acceptable manner. To elaborate, when A = 0 formula (2.48) has a 
singularity when Ex = 0. We look for the point, where the level density is minimum and 
starts physically increasing with Ex. This point is the value of the back-shift parameter 
A. The ground state value of formula (2.48) level density is found to be 2.8872 MeV-1. 
The 3D-SHO predictions underestimate the level density of the system at low ex­
citation energy. Even at the previously mentioned lower value of hui — 6.744 MeV, 
the oscillator level density is less than experiment. Further shifting down of the value 
of hw brings levels down closer, which increases the level densities. The SMMC offers 
better results for the level densities, but still far below the experimental histogram. Ref. 
[5] shows that the SMMC level densities agree very well with their cited experimental 
results for Ex > 5 MeV. The agreement improves as Ex increases in ref. [5], Our exper­
imental histogram starts decreasing after 5 MeV excitation and we could not reproduce 
the experimental result quoted in ref. [5]. 
The above features of the 3D-SHO results are explainable in light of the fact that the 
3D-SHO is a degenerate model, and there are no intrashell excitations that contribute 
to the level densities over the low excitation regime. The SMMC model overcomes this 
defect. To have a rough estimation for the temperature at, for example 5 MeV excitation, 
the characteristic temperature kgT can be roughly evaluated for / degrees of freedom 
(here / = 16 nucléon in valence shell) as 
Gr - = 5 MeV/16 = 0.3 MeV, 
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Figure 2.20 The level densities in states per MeV for various approaches 
(see legends) as a function of excitation energy in MeV for 
56Fe. The 3D SHO values are calculated at, hto = 6.744 MeV 
and hoj — 8.101 MeV. The histogram is the experimental level 
density calculated by counting the states within one MeV in­
tervals, starting from ground state. The points show the level 
density values predicted by the SMMC model. The back-shifted 
Bethe formula curve is calculated using parameters in ref. [2]. 
58 
which is very low temperature region for the 3D-SHO, where the important intrashell 
excitation energy contributions are missing. 
In order to obtain correct level density results closer to experiment at low excitation 
(low temperature) in the 3D-SHO model, we have to lower the value of Rw to an energy 
comparable to the intrashell energy spacing. Of course, such a lowering would come 
at the expense of realistic behavior at higher excitation energy. In attempts to find 
this value of fko, the oscillator scaled level densities are recalculated at lower values 
of fiu = 3. 4, and 5 MeV. The results are shown in figure (2.21). The level density 
values of the 3D-SHO calculated at frw — 4.0 MeV have an excellent agreement with 
the experimental histogram, even better than the back-shifted Bet he formula (BBF) 
prediction for Ex < 7.0 MeV. The 3D-SHO level density evaluated at hu> — 5.0 MeV 
has agreement with the SMMC values in the range of 6 < Ex < 10 MeV. In both cases, 
the 3D-SHO level densities rise faster than the BBF and SMMC at the higher excitation 
of the two ranges mentioned above. The level density values of the 3D-SHO calculated 
at hu = 3.0 MeV overestimate all other values in the graph. The conclusion one can 
draw is that the value of 4 MeV is very close to the intrashell spacing of 56Fe at lower 
excitation region. 
The faster growth of the 3D-SHO level density values at higher excitation region is 
due to the fact that the model continues to thermally populate more states from other 
shells. This can continue to infinity, since the oscillator spectrum extends to infinity. 
Varying the value of hu.< is a phenomenological approach, which can not be taken as a 
general and solid way to predict level densities. It serves only as a tool to explore the 
role of shell spacing on the level density over a certain range of excitation energy. 
2.6.2.3 Conclusion 
The three dimensional simple harmonic oscillator is not adequate to describe all 
features of multi-nucléon systems. A more complete model requires interactions such as 
the spin-orbit interaction to remove the degeneracy. However, the simplicity of the model 
and its ability to incorporate intershell excitation offers advantage over computationally 
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demanding models, such as the Hartree-Fock mean field approach and the SMMC model. 
Ultimately, we seek a reasonable and simple model with intershell excitation included. 
The mean field approach with intershell excitation can offer a solution though it is 
computationally intensive. The 3D-SHO model remains physically important to predict 
various thermal properties and possible physical phenomenon, such as phase transition 
at intermediate to high excitation energies. As a basic and exact model, 3D-SHO is 
considered to be a simple benchmark to compare with other models and decide what 
further effects are needed for a more complete picture. This is what we have carried out 
in the case of analyzing the SMMC results for 56Fe. We even observe that the 3D-SHO 
model may be used to supplement results from other models such as we have shown for 
SMMC in 
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CHAPTER 3. Statistics using mean field single particle states 
The mean field approach with realistic effective interactions generates a realistic sin­
gle nucléon potential with multiple shells and realistic spin-orbit splitting. The single 
particle states can be populated with the desired number of nucléons using the anti­
symmetric summation of fermionic partition functions analogous to formula (2.8). The 
result is a model that has two strong advantages, one comes from mean field approxi­
mation to generate a single particle spectrum as an input, and the second comes from 
statistical population of these states. 
Another advantage of using the mean-field model, which is especially important for 
medium to heavy nuclei, is that the single particle states will reflect the long range 
Coulomb repulsion in the proton-proton interaction potential. This will introduce a 
repulsive shift in the proton states relative to the neutron states. This charge depen-
dent picture generates two distinct single particle spectra, one for protons and one for 
neutrons. Thus we have two distinguishable species of fermions and we lift the isospin 
degeneracy. 
3.1 The theory 
In the Hartree-Fock approach (where we do not consider the thermal changes in the 
mean field itself), the spinless single nucléon partition function can be written as 
Zi = = af°%r), (3.1) 
j 
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where EQ is the energy of Osi/2 state, gj denotes the degeneracy of the j th  state. Aj is 
the energy shift of the jth state from the Osi/2 state, x is given by 
i and (3.2) 
op 01 
The function #(%) is given by 
j 3 
Now, we make use of the approach for counting states using quantum statistics as in 
3D-SHO. Recall that in light of this counting, we should not rely on the results at very 
low temperature although they may be "accidentally" reasonable there. Using recursion 
relation (2.8) we obtain the partition function for N nucléons (protons or neutrons) in 
the Hartree-Fock potential 
Z,v(z) = z^&vfz), (3.4) 
where 
1 N 
&v(%) = ^  ^ (-ir+%(z%_n(z), 3o(z) = 1. (3.5) 
rt=l 
The thermal energy of the system is thus given by 
En{x) = _ NEo + , NEo + 1 , (3.6) 
dz ##(z) oz 
From Eq.(3.4), ?Ar(^) goes to zero slower than Z/v(z). The term <91n^(a:)/ôz is 
smoother and goes to zero slower than x. The second term in Eq.(3.6) vanishes as 
x —» 0. Hence the thermal energy is nothing but NEQ. This situation is totally unphys-
ical, since the fermions cannot condense in one level (here the 0sx/2). Accordingly the 
system cannot exist at a state that has x close to zero. We will see later that there is 
a low temperature region, in which the density of states has unphysical behavior and 
we attribute it to the aforementioned approach. This region will be excluded and at 
the temperature point where the density of states is minimum will be the minimum 
temperature we can apply our model. 
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The heat capacity is given by 
Cn/kB = x ( l n x f^= x ( l a x f^x^iy 
= (3.7) 
„ x2 i 1 3SN(X)  (  1 VS«(X) \ 2  ,  „  1 SFDN(X)  
- I (In I) |Sk(i) g x  x g x  j + x S n ( x )  d x  2 
We notice that the heat capacity is independent of EQ as it should be. 
If spin is included for even numbers of nucléons (where (2s + 1) divides N evenly) 
taken as a single fermion species for the moment, one can use Eq.(2.42) to obtain the 
partition function 
Z 'N(X)  = ,r • (3-8) ( ) 
x L Z'+iJo/ 
Therefore, the energy and the heat capacity are, respectively, 
1  #3_a_(z)  
. E^z) = % + (2a + l)z ^ , (3.9) 
2*s+T ^ 
and 
= (2s + 1)% (Inz)^ x 
J  '  +  .  «âW,  ( 3 a0 ,  
^_w_(z) Jz \ ^_f!_(z) / ?_JV_(z) 
2s-)-l \  2s + l / 2s+l 
Making use of equations (3.8), (3.9), and (3.10) in Eq.(A.76), we obtain the level 
densities for either (neutrons or protons) to be 
iy*iv]o/ 
W-G) 
0 N 
2s + l 
2,+n / \2a+l fT'" ^  
2s-H J 
\ 
1 J 1 f f j feV. . .  _J_  Î Î& 
(3.11) 
M^ + D' îV-T- rr-f1 +^=îr-=5 
RTI \ / 3TFT 
We also notice the level densities are independent of the Osi/2 energy as expected. 
For a nucleus with mass number A — Np + Nn, where Np and Nn denote number of 
protons and neutrons, respectively, one can use the convolution property of g to obtain 
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the nuclear level densities. In general we can't mix protons and neutrons in one system 
of number A since protons and neutrons have different spectral configurations in the 
Hartree-Fock framework. We thus reformulate the total partition function to be 
^a(x) — 
ML], 
0 Nv Nn. 
2s+1 . 0 L 254-1 J 
2s+l 
28 + 1 
Nn 
2s+l 
2s4"l 
(3.12) 
noting that this discussion is limited to even-even nuclei. The thermal energy of the 
system is thus given by 
f <91n#\, 
%) = (W + + z(2s 4-1) j ^ + 
ain%^ 
2s-f 1 (3.13) 
The first term in Eq.(3.13) corresponds to the energy of the nucleus when all nucléons 
are packed in the 0slz/2 state. This is not physically allowed because of Pauli's exclusion 
principle. The second term, therefore, corrects the thermal energy to account for the 
higher states occupied by the nucléons. At zero temperature, x —» 0, we require that the 
second term not vanish. The behavior needs further study. However if it would vanish, 
one can set a lower temperature limit for this treatment of the system at which it gives 
the correct ground state energy. 
The heat capacity is 
C%/kg = (2s + l)z (Inz)^ x 
i\p Z7+T 
dx + 
3 
dx X 
23TT 
dx + 
2% 
dx 
+X 
> .  
2% 
dx2  
ZsfT dx
2  
(3.14) 
Making use of equations (3.12), (3.13), and (3.14) in Eq.(A.76), we obtain the nuclear 
level densities 
W#) = 
o M, [<]„/  n », 2s+l £1 2s+l 
2g+l' 
I x 
2s+ 1 2 s  +  1  
2s+l 
65 
x 
- 1 / 2  
< 2?r(2a + l)z z (3.15) 
According to the final forms of energy, heat capacity, and the level density, one needs 
to recursively compute ?#(z), along with its first, and its second derivatives. One stores 
those values and uses them to compute energy, heat capacity and finally the level density. 
The computational algorithm can be designed to be similar to the one used to calculate 
the partition function and its higher order derivatives for the three dimensional oscillator, 
with the difference that $1(2) is computed as a polynomial series of finite summation 
according to the state separation energies given by the single particle spectra. 
As mentioned previously, in the mean field model, the system cannot be taken to 
zero temperature where the total energy in Eq.(3.9) becomes NEO (EQ is the energy 
of the Osi/2 state). This would imply all fermions condense into one state, a serious 
violation for the Pauli exclusion principle. Accordingly, in this model there is a minimum 
temperature that the nucleus must have in order to have the state populated at lowest 
energy by nucléons exactly according to the Pauli principle. We call this temperature 
the minimum temperature, denoted as (A=gT)^n- So basically the scenario is as follows, 
1. At kBT — 0 the energy is E — NE 0 .  The system is unphysical and the level 
density has a singularity. This singularity is due to the fact that energy tends to 
be constant and the heat capacity goes to zero faster than ##(%). 
2. For the region 0 < < (tgT)^n, the energy E > ^VEo, but it is below the 
lowest physical value. The level density decreases rapidly with increasing kBT. 
3.2 Applications and conclusion 
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3. When tgT > (AgT)*,»,, the energy E > A, where A is the correct energy value 
that corresponds to the ground state energy and it is our back-shift parameter to 
obtain the physical energy of excitation. The level density behaves physically and 
increases as excitation energy increases. 
To demonstrate the above features, we choose the level density for 14C versus energy 
as an example. This is shown in figure (3.1). In the figure the level density curve 
has asymptotic behavior around E = 91.89 MeV. This marks the unphysical behavior. 
The behavior of the level density obtained by the mean field is very similar to the one 
obtained by back-shifted Bethe formula (2.48) when setting the back-shift parameter 
to A — 0. This is why we use the same symbol to denote the back-shift value that 
marks the ground state. The vertical line is a demarcation border between two regions 
where the level density behaves unphysically and physically. The energy value at this 
demarcation line is the back-shift energy parameter A = 92.56 MeV, which is the ground 
state energy that complies with Pauli's exclusion principle. The energy E = A = 92.56 
MeV corresponds to (&gT)mtn = 0.84 MeV. 
The back-shift parameter and the minimum temperature depends on the shell struc­
ture of the specific nucleus. As shown in figure (3.2) the parameter A has an irregular 
dependence on the mass number A with Nn = Np = A/2 and Nn = Np + 2. Our A 
values are for even-even nuclei and increases in steps of two nucléons at a time. The 
irregularity in the A versus A relation limits the ability to predict this parameter for 
larger A. We would like to be able to predict the value of A at larger A but there is a 
limit to our present computational capability to obtain A and (kBT)min for nuclei with 
A > 24. In the energy shift A versus mass number A, there is a structure that prevents 
a fit that can be relied upon to extrapolate the graph for the energy shift in heavier 
nuclei. The points m the figure are aligned in two sets of straight lines. Each set starts 
with a doubly magic nucleus. The ground state energy cannot be determined by simply 
enumerating the nucléons in each subshell because the intrashell energy spacing varies 
with the number of nucléons. This is again an indication that the energy shift depends 
on the shell structure of the nuclei. 
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Figure 3.1 The level density (in units of MeV-1) for I4C as a function of 
total energy (in units of MeV) evaluated using the mean-field 
model. The vertical line marks the separation between two re­
gions in which the level density has physical and unphysical 
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parameter A = 92.56 MeV that corresponds to a minimum tem­
perature allowed for the system to be at 0.84 MeV. 
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Figure 3.2 The change of energy shift parameter A versus mass number A 
with Nn = Nr = A/2 and Nn = Np+2. The graph is constructed 
by evaluating even-even nuclei only, using our mean-field model. 
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To demonstrate the shell structure effect in our mean-field model results, one can 
study the change of (KBT)MIN with the mass number A. This is shown in figure (3.3). 
In the graph, one notices that there is a repeated pattern of turning points in the 
graph which form local minima and maxima. The graph starts from the *He nucleus 
increases to a local maximum for 6He. From 8Be until 160 the minimum temperature 
decreases linearly with the mass number. At 160 there is a turning point to a maximum 
point at 20Ne. This again marks the beginning of a repetition in the pattern. Due to 
our computational limitations we are not able to obtain the minimum temperature for 
A > 24 nuclei. 
This pattern presents significant clues regarding thermal stabilities of the nuclei. The 
two points having a relatively low temperature at the ground state correspond to doubly 
magic nuclei. Those nuclei have filled shells of nucléons. As indicated in section (2.3.3) 
systems with closed shells have very large heat capacities compared to neighboring (from 
the prospective of number of particles) systems. 
At the two maximum points of 6He and 20Ne we have only a pair and a quartet of 
nucléons, respectively, in the valence subshell. For 6He there are two neutrons at 0p3/2 
subshell. The state can take up to 4 neutrons. So 6He has two holes away from the 
complete subshell. For 20Ne there are two protons and two neutrons at the valence 0d5/2 
subshell. The shell can take up to 6 protons and 6 neutrons. The system is 4 holes away 
from a closed subshell for both protons and neutrons. 
As an application, the level density of 12C is calculated using our mean-field model, 
back-shifted Bethe formula, and 3D-SHO. is a very abundant and stable isotope 
and widely exists in organic materials. The level density is important for a variety of 
applications in industry and basic science research. For example 12C is used as a reflector 
in reactors and as a thin substrate for Rutherford back scattering spectrometry. 
The calculated level densities are compared with the experimental number of states 
histogram as shown in figure (3.4). is chosen because the nucleus has its valence 
shell closed for the 0p3/2 subshell and fully open for the 0pi/2 subshell, according to the 
fine structure picture adopted in the mean-field approach. In the 3D-SHO oscillator the 
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Figure 3.3 Minimum temperature (ground state temperature) in our 
mean-field model versus the mass number A for even-even nu­
clei. The nuclei here range from A = 4 to 24. The arrows in the 
graph the atomic number (Z) and neutron number (N) for the 
turning points. Those cases form the local minima and maxima. 
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valence shell is Op has four protons and neutrons with two protons and neutrons away 
from a closed shell. The comparison between our mean-field and the 3D-SHO will show 
the difference between having a degenerate and a non-degenerate subshell structure as 
discussed earlier in section (2.6.2). 
The back-shifted Bethe formula (BBF) level density is calculated from formula (2.48) 
using the parameters given in ref. [2]. The back-shift parameter A is found numerically 
to be A = 3.2 MeV. For the mean-field model, the back-shift parameter A = 64.73 MeV 
that corresponds to (kBT)min = 1.356 MeV. The experimental histogram is calculated 
by counting the experimental states for every 5 MeV bin. The final number of states 
per bin is divided by 5 MeV to normalize the level density to give the number of states 
per MeV. 
From the figure, the 3D-SHO model provides a reasonable level density compared to 
the experimental histogram. The model is expected to underestimate the level density 
for reasons mentioned in section (2.6.2) for 56Fe. Here for 12C, the 3D-SHO level density 
is improved. The starting point, when Ex = 0, for 3D-SHO level density is larger 
than that for BBF and mean-field level densities. To explain why, one needs to refer to 
Eq.(2.42). The normalization factor for the oscillator partition function for both protons 
and neutrons can be shown as 
The total normalization factor is thus 2.78 times the partition function and hence the 
level density. This reflects the degeneracy of the 3D-SHO for open shell systems near 
their ground states. The 3D-SHO level density then converges towards BBF values since 
its increase versus excitation energy is slower than the other models, and after E, >32.5 
MeV the 3D-SHO level density is the lowest. 
On the other hand, for our mean-field model, the valence subshell is closed and the 
normalization factor is equal to unity. Therefore the level density at the ground state is 
very close to unity (we have 0.954 MeV"1 here). This also agrees with BBF prediction 
for the level density. This is a success for the mean-field model. Unlike the 3D-SHO, 
= [6!/(2!4!)j / [3!/(2!l!)]: = 15/9 = 1.667. 
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Figure 3.4 The level densities (in units of MeV-1) for various approaches 
(see legend) as a function of excitation energy (in units of MeV) 
for 12C. The 3D SHO values are calculated at hu) = 14.28 MeV 
chosen to match the radius of the ground state. The histogram is 
the experimental level density per MeV, calculated by counting 
the states within 5 MeV intervals, starting from the ground state. 
The back-shifted Bethe formula curve (see legend) is calculated 
using parameters in ref. [2]. 
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our mean-field model has its level density rising faster than the BBF curve and the 
experimental histogram. We can easily understand why the mean field model produces 
level densities that rise faster than the 3D-SHO by a comparison of the single particle 
spectra. While the average of the single particle spectra in the shells closest to the 
valence shell may be reasonably approximated by the 3D-SHO spacing of 14.28 MeV, 
the spin-orbit splitting in the mean field spectra has significant consequences for the 
level-densities and thermal properties. The spin-orbit splittings reduce the effect of the 
3D-SHO shell gaps. The 3D-SHO second shell beyond the valence shell will generally be 
too-high compared to the mean field model as it omits the continuum effects present in 
the mean-field model. For our purposes, the primary effect of the continuum is to lower 
the states of the higher shells since the potential of the mean field goes to zero at large 
distances in contrast to the 3D-SHO. 
In conclusion our mean-field model offers a realistic result encouraging further appli­
cations to the statistical and thermal properties of nuclei. For optimal results we need to 
determine the energy shift parameter A. This requires results at very low temperature 
which presents a computational challenge. For example, attempting to calculate mean-
field level densities for 56Fe, we are not able to obtain clean results below kBT = 2.0 
MeV. This means we are not able to obtain the level density at low excitation region to 
compare with the SMMC model as we did in section (2.6.2) for the 3D-SHO. Moreover, 
the model is not fully independent, since it depends on the single particle spectra, as an 
input, generated by another independent model, Hartree-Fock. However, phenomeno-
logically successful Hartree-Fock results are increasingly available. 
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CHAPTER 4. The generalized nonextensive statistics of 
fermions in harmonic oscillator 
4.1 Introduction 
The main purpose of this work is to investigate the quantum statistical properties 
of finite fermion systems, especially nuclei. Given that the systems are both finite 
and strongly interacting, there are legitimate questions about the validity of using con­
ventional approaches. For this reason, we explore here a recently introduced, though 
controversial, modification ("generalization" in the words of its practitioners) of the 
Boltzman-Gibbs (BG) equilibrium statistics proposed by Tsallis [6]. This distribution 
is based on a generalized definition of the entropy, inspired by multifractals, given by 
1 - T D* g, = t (4.1) 
q - 1 
where pn is the probability of the microscopic configurations, labelled by n. The factor 
& is a "conventional" positive constant, ç is a real number and scales the departure of 
the system from the standard linearity. Using the fact that = 1, Eq.(4.1) can be 
written as [6] 
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which implies that always 5", > 0. If the system hag only a single state, or one state in 
the system has probability equal to unity, Sq vanishes for any value of q. Sq has, with 
regards to p,,, a defined concavity Vg € It is always concave for ç > 0 and always 
convex for q < 0 (see fig.l in ref.[6]). In our applications, q will be very close to unity. 
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By definition, BG entropy S satisfies the following property [7] 
d (4.2) 
x—l 
which can be proved by rewriting 22*2% = ^ = IZ» P» ^ xp ((z - 1) Inp^), and 
then by applying the derivative of x when it approaches 1. Therefore, by Taylor's series 
expanding near g = 1, and using Eq.(4.2), one can reduce Eq.(4.1) to 
1 v-> Q D \ A ~JQ 
Si = lim Sq — k lim = —k lim ——= —k V pn Inp„ = S, q—> 1 q—»1 q — X ç—+1 1 <C,w*df 
and therefore, Sq reduces to the well known BG entropy S — S\ at q = 1. 
Introducing the generalized differential operator Dq, applied to arbitrary function 
/(%) [9, 52] 
D J ( x )  =  d , S ( x )  _  f ( q x )  -  f ( x )  
d,z 
(4.3) 
gz — z 
which satisfies D\ — lim(/-^i Dq = d/dx. The generalized differential operator tests the 
function f(x) under a dilatation of x, in contrast to the usual derivative, which tests it 
under translation of x [7]. By using the generalized differential operator, one can remark 
that [53] 
-k i = 2 (4.4) 
a=q 
In the BG scheme, one can use the exponential and logarithmic functions to obtain 
all the desired statistical functions. To create a similar, and rather simple, scheme we 
introduce the generalized logarithmic and exponential functions [7, 53] 
- 1 
llLyZ 
7 — 1 
= [1 - (7- l)z]^-i . (4.5) 
It is easy to prove that 
lim ln7 = lnz; lim = e' liLy (e^) = exp^ (hiy z) = z. 7—>1 7—»1 
By choosing 7 = q in Eq.(4.5), we are able to recover the standard logarithmic and expo­
nential functional representation in the q —» 1 limit, which is appropriately compatible 
with the above BG recovery at the same q limit. 
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Accordingly, for a single particle statistics in the canonical ensemble, the generalized 
probability is defined by 
P
"
= iFW <4'6)  
where ^ = l/(kT), and Z^(^) is the single particle canonical partition function. We 
require the probability in Eq.(4.6) obeys the following constraints 
1. Summation over all possible quantum states must be normalized, i.e. Yln Pn = 1 
2. The probability must be positive definite, i.e. 0 < pn < 1, Vn = 0 to w — 1. 
Applying constraint 1 on Eq.(4.6) we obtain 
=
1 
= =" Kl)w = E 
using the generalized definition of the exponential function, given in Eq.(4.5), we end 
up with the following expression for the single particle partition function 
-2^(0) = ^2 [1 " (? " , (4.7) 
n 
where the sum runs over individual single particle states labeled by n with a separate 
index for each state among a degenerate set of states. The above expression is similar 
to that obtained by Tsallis [6, 8] by extremizing the entropy with respect to "Lagrange 
parameter" /). 
Prom Eq.(4.6) and constraint 2, we have 
1 — (q — 1 )(3en > 0. (4.8) 
For any given state, if condition (4.8) does not hold, the state must be associated with 
zero probability. Consequently, the summation in Eq.(2.6) runs only over the states 
which satisfy condition (4.8). Following Ito and Tsallis terminology [8], we call such 
region thermally frozen. The solution key for our system is to find the accessible and 
physical regions of the scaling parameter q. 
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4.2 Quantum harmonie oscillator 
For a single particle in one dimensional harmonic oscillator potential, the average 
energy is given by 
(S)=^£„p„. (4.9) 
n 
Choosing the characterized spectrum for single particle system to be 
e„ = (n + a)huj, (4.10) 
where w > 0. Here a E E. The reason of choosing a instead of the familiar constant 1/2 
(or 3/2 for 3d oscillator) is to allow for some flexibility. Since a is dimension dependent 
and fractal behavior is reputed to be the origin of the Tsallis statistical mechanics, the 
parametrization of the dimension dependent term using a is reasonable. We can also 
imagine that a allows us to simply shift all single particle states together in a " modified" 
simple harmonic oscillator. 
We define the zero energy to be at the bottom of the harmonic oscillator potential. 
Accordingly, e„ > 0 and hence (E) > 0. Therefore, we can obtain a lower limit for a, 
using constraint 1 and equations (4.9) and (4.10) 
yi Wn = Tiw yi(n + a)pn > 0, 
n n 
where hw > 0, always, thus 
a > - yi mpn = - W - (4.11) 
n 
We impose the least condition for a to be as following 
a > 0. (4.12) 
We introduce the dimensionless temperature parameter y, given by [1] 
%/ = exp (-fiw/3), (4.13) 
here y € [0,1] to span the low and the high temperature limits, respectively. Using the 
dimensionless and finite parameter y avoids any direct encounter of w and T, rendering 
results of greater utility. 
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Making use of Eq.(4.10) and (4.13) in Eq.(4.7), we have 
[1  +  -  l ) lny+ n(g-  l ) ln^]^ .  (4 .14)  
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Define the function Cn{y) to be 
CW = [1 + «(g - 1) lui/ + Ti(g - 1) ln%]^ . (4.15) 
Prom condition (4.8) we require (%W to obey 
C W > 0 .  ( 4 . 1 6 )  
Before moving further, we have two regions for the value of q that must be considered 
separately, namely the q > 1 and the q < 1 regions. The critical value q — 1 is just the 
ordinary BG domain. 
4.2.1 The ç > 1 region 
From Eq.(4.16) we have 
1 4- a ( q  — 1) In y  >  — n ( q  —  1) In y ,  
because q — 1 and n are positive and In y is negative, the RHS is always positive, and 
thus we obtain 
0<n<l±Ml=_lD^,  Vg>l ,a>0.  (4 .17)  
- (g- l ) ln%/ 
This introduces the upper limit for n, denoted by nmax, to be 
1  +  a ( q  -  1 )  I n  y  
Vç >  l ,a  >  0.  (4 .18)  
- (g- l ) ln i /  
We always require nmax > n > 0 and note that n ^ nmax. By inspecting inequality 
(4.17), at the extreme temperature limits we have 
1. At the low temperature limit 
Ita,rw = lim 1 + .afa-.1,"nî' = Um = -a < 0. 
y-+0  y—o  — [q — l j m y  •  y^o —{q — 1)1/2/ 
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2. At the high temperature limit 
1 4- oc(q — 1)  Iny  
hm Timax = lim T rn = oo. 
y—l y->i -(g-l)lny 
Therefore at zero temperature (case 1), we have n < nmax = —a, which contradicts 
inequality (4.11). The system is therefore unphysical, and there are no accessible states! 
On the other hand, at very high temperature (case 2), all states are accessible. This 
provides some evidence for the role of q to serve as a gauge on correlation in the system 
(see below). 
For a moment let us exclude the y = 0 issue. We need to impose the constraint 
n > 0. Since the denominator in inequality (4.17) is always positive, we require the 
numerator to be positive nonvanishing, i.e. 
1 4- a(q — 1) In y > 0, 
from which we obtain, using a In y < 0, 
1  < g <  1 - - ^ — ;  V y  E  ( 0 , 1 ) .  ( 4 . 1 9 )  
a m y  
This is true as long as 0 < y < 1 and a > 0. While the summation over n in Eq.(4.14) 
converges we are not capable of obtaining any value at zero temperature due to the 
violation of constraints seen in case (1) above. For a given q and a, we can therefore 
obtain a lower limit for the temperature of the system. It follows from inequality (4.19) 
that Iny > 1/ [a(l — ç)], or 
v  >  (ïtfri)) ;  Vg>L (4-20> 
As g —* 1, we arrive at y > 0. 
Another interesting result emerges from inequality (4.17), that is the number of 
accessible discrete energy states is siinplv1 
(4
'
21) 
1Note again the summation over n starts from 0 and ends at an integer less than nmax. This is 
because n < nmax. Consequently the total number of accessible states wq is the count of states from 0 
up to nmax - 1, which is nothing but nmax. 
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This simplifies our task to evaluate the number of accessible states, just by integrating 
the total number of accessible states w,(y) over the appropriate energy limits. Using 
Eq.(4.21) we can express temperature in terms of q, a, and nmax 
(4
'
22) 
We highlight the following cases: 
1. At nmax — 0, this corresponds to physically inaccessible system [8], and therefore 
condition (4.20) breaks. 
2. At nmax = 1, this corresponds to frozen system. Hence the system is considered to 
be in the ground state. Therefore "ground state temperature" is 
-1 
y — exp 
.(? -!)(! + o)_ (4.23) 
The lowest value for the temperature is rather peculiar. In practice, for any macro­
scopic system immersed in a heat bath, the thermal energy supplied to the system can 
take any value. However, for the finite systems we consider, the range available for 
absorbing energy will change in discrete amounts. This will show up in non-smooth 
behavior of observables, such as average energy, calculated at low to moderate temper­
atures for reasonable q values. However, as the temperature increases, smooth behavior 
will eventually emerge. 
To illustrate, figure (4.1) shows the relation between the total number of accessible 
states Timax versus ?/. In the three cases (g = 1.1,1.5,1.9) the total number of accessible 
states rapidly increases as y increases and it approaches infinity as y approaches one. 
As q increases the total number of accessible states significantly decreases. This leads to 
the hypothesis that the role of q is that of a correlation parameter. The larger the q the 
greater the correlation between the particles, and hence the system loses more degrees 
of freedom and the number of accessible states decreases. In other words, the Tsallis 
modification of the BG equilibrium statistics may serve as a one-parameter method to 
improve the quantum statistical treatment of strongly correlated finite systems. 
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Scaled temperature (y) 
Figure 4.1 Total number of accessible states nmax versus the scaled tem­
perature y for a single fermion in a simple harmonic oscillator 
potential, at three different q parameters (see legend). ymin de­
notes the cut off temperature below which the system cannot 
exist, yo denotes the ground state (frozen) temperature. 
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To close out this section, we will comment on the unusual features of the Tsallis 
statistics as exemplified in this application. The occurrence of a minimum temperature 
may simply suggest a modified temperature scale - one shifted from zero by this minimum 
value. On the other hand, for finite mesoscopic strongly interacting self-bound fermionic 
systems such as those we investigate, there are no experiments with true heat baths in 
the traditional sense. Usually, nuclear reactions are conducted at accelerators and the 
reaction process takes place in a very short period of time in a vacuum chamber. Much 
work has been done to design experiments producing long lived intermediate states so 
that equilibrium may be reached, at least for times long compared to nucléon-nucléon 
collision times. For our purposes, we can take the view that the role of temperature is 
a convenient mnemonic of statistical physics used to characterize our excitation energy 
in some adopted ensemble. Comparison with nuclear experiments does not involve any 
direct measurement of temperature. Hence, we can then take the attitude with the 
Tsallis statistics that the temperature is just such a convenient parameter and it is the 
other " true" physical observables that we really seek - those that can be compared more 
directly with experiment. 
The second feature worthy of a comment is the appearance of a maximum number of 
states that can participate. While this may not make sense for an infinite system it makes 
very good sense for a system such as a nucleus where experiments are conducted with 
rather precise control on the total energy available, usually the beam energy. Hence, we 
may also take the view that the cutoff in the number of states participating is a reflection 
of the finite and fixed energy available in the experiments we wish to ultimately describe. 
With these views in mind, it may be useful to continue to investigate the Tsallis 
approach for nuclear physics applications. 
4.2.2 The ç < 1 region 
Inequality (4.16) holds for every q < 1. Therefore the only constraint is n > 0. To 
obtain a bounded range of g, we have to test the convergence of Eq.(4.14) at various 
83 
domains of q. The Cauchy-D'Alembert convergence test fails since 
Using Cauchy-Maclaurin integral test2, we have [54] 
It is sufficient, however, to find the value of q at which the integral: 
/ 
J o 
(4.24) 
converges. The above integral can be rewritten as 
^ [1+ (?-!)«In 
(9-1)1%%/ / 'OO t 1~idt. (4.25) 
Let I ( q )  denotes the integral part in Eq.(4.25). We have three regions to test the 
convergence of I(q), namely 
1. For 0 < q  < 1, the integral converges, I ( q )  =  (1 —  q ) / q  
2. For q  = 0, the integral logarithmically diverges, I ( q )  —  In i| 
3. For ç < 0, the integral diverges. 
Therefore, only 0 < q < 1 is physically allowed. Moreover, there is no temperature 
restriction on Eq.(4.25), because €,(?/ —» 0) = 0, and ^(y —» oo) —» oo, which is exactly 
the expected behavior of the conventional partition function at extreme temperature 
limits. 
The lower limit of q can be determined using the constraint of the average energy in 
Eq.(4.9). With aid of equations (4.6) and (4.10), we have 
2The integral test requires («(y) to be a continuous and monotonie decreasing function of n. In 
general, this condition does not hold Vç < 1. Our aim here is to find the values of q meeting the above 
requirements. 
/ huj(n + a) [1 — (<•/ — 1 )(5hw(n + a)]i ~ x  d n  
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the scaled energy is thus 
% —77?— / (n 4- a) [1 4- (? — l)lny(n4- a)]*^ dn, 
Z^(^) Vo 
1 J J0°° n  [1 +  ( q  —  1) \ n y ( n  +  a)]^1 dn+ 
Z q ^ i P )  I a  / 0 ° °  [1 +  ( q  - 1) In y ( n  +  q) ] ^ 1  d n  
The second term in the above integral converges only when 0 < q, for every q < 1. 
However, the first term provides additional limitation for the value of q in order to have 
a convergent integral. It is thus sufficient to test the convergence of the first term 
y°° 
/ n [1 + (g — 1) In %/(n + a)] «-1 dn, 
Jo 
_j_ f°° _i_ 
=  [1 +  a ( q  — 1) Iny] 9-1 / n(l + \n)*- ldn, 
Jo 
where A = —l/nmax. Let i = 1 + An, thus 
[1 +  a ( q  — 1) In y ]  ^  j^" d t  +  n2 
' m a x  
2 _ , , _ , 
= [1 + «(9 - 1) kll/M < (9 - 1) 
2q + 1 
4=1 
which converges only when the power of f, namely 2 + < 0, that is g > 1/2. This 
agrees with the result obtained by Ito and Tsallis [8] for the internal energy constraint. 
Moreover the specific heat convergence test implies that more restricted range for q 
can be obtained [8], that is 3 + ^ < 0 must be satisfied in order to have the specific 
heat converge. Therefore we have 
9 > jj, Vg < 1. (4.26) 
What remains is to find a closed form for the summation ]>%Lo (»(%/), and obtain a 
functional representation for Z^\y), from which the other observables can be obtained. 
4.3 The recursion formula 
We consider N fermions in a harmonic oscillator. We need to find (%/) in terms 
of subsystems, following exactly the same steps as in ref. [3], with some modifications. 
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From Eq.(4.14) and (4.15), we can rewrite Z^(%/) as 
= ^]exp[ln(^(!/))] = ^exp[^(?/)] (4.27) 
n n 
The Ferini-Dirac partition function for N fermions can be written as [3] 
(i/) = e^"2... ^2 e^-i e^. (4.28) 
The last summation in Eq.(4.28) can be split into two terms, one is an unrestricted 
summation and the other is for eliminating the excess contributions, or 
5] exp (/*J = exp (/*J - exp (/%.) . 
The first term is just Zq1\y). Therefore we have 
E Z  - È ^ ) »  
or 
Z f ( v )  = jfK"'" l/to] 4" i/tol -
i?EZeA 53eA " £ ef i""ef"' • 
_ ' J'=l "l "3/m 
The terms in the brackets are independent of j because of permutational symmetry [3]. 
Hence, the outer summation over j gives (N — 1) and j can be chosen arbitrary (here 
let j = A7 - 1). Thus 
4^(3/) = ^4^"^ [/(!/)] [/(!/)] - . 
mi nz/n, 
Substituting this into itself: 
Z f > ( y )  = [/to] 4" l/tol - ^ "~2) I/to] 4" 12/(»)1 -
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(AT - 1)(JV -2) ^  
NL Aw^n 
n i ri2#ni 
ft g^nN-3 e3/njv-2 
njv-3^{ni}iLi4 nJV_2^{ni}^=13 
Repeated substitutions yield 
JV 
zffo) = jy 53(-i) i+1z^-" |/W] z'1' b7to)] 
j=l 
where /^(i/) = In [Cn(%/)]- Thus we have 
N 
zlN)(y) = û £(-i)J+1zf-i> [c® («/)) z|" (CM) (4.29) 
3=1 
Since 
(Cn(2/)y = + (<?-!)(% +a)In 
n 
(9-1) 
= 1 + 
J 
(rH-a^lni/ 
q - l  
1  +  I  - — _  1  )  ( n  +  a)J I n  y 
l/(!^-l) 
^(z/), 
where we introduce the parameter q1, such that q' — 1 = (q — 1 )/j, or q '  =  ( q  —  1 + j ) / j .  
Note that the physical boundaries set earlier, are still preserved under transforming 
(]'•(}—> <f = (</—! + j)/j- For instance, when q = 1 <£> q' = 1. Also note that the term 
inside square brackets is always positive if only and only if condition (4.16) is met. 
We can therefore rewrite Eq.(4.29) as 
zrw = 4 F.(-i)wz<w-;>fa)z(,'-L, (y*). 
N 
N (4.30) 
3=1 
We change now to denote results in terms of the variable 
N 
zf\P) = ^ ZH^ 'zf^ OTZ^ O/?) (4.31) 
3=1 
Assuming that = l,Vg 6 R. At g = 1, we recover the recursion relation obtained 
by Borrmann and Franke [3]. By inspection, the departure from the one dimensional 
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oscillator to the three dimensional can be achieved by transforming 
K'fe)]3- (4.32) 
As an application, let us find the partition function of two fermions. Using Eq.(4.30) 
we have 
i 
2 
Using the triangle inequality, we have 
ï  E  «-(y) ) 2  •  
which implies that Zf\y) > 0. In fact the reader may check that for a single state 
(frozen), Z^(i/) = 0, Vg > 1. 
4.4 The generalized thermodynamic relations 
4.4.1 Internal Energy Relations 
The average internal energy for our system is given in Eq.(4.9). An expression 
for internal energy in terms of the partition function is crucially needed in order to 
utilize recursion relation (4.31) to obtain the internal thermal energy for any number 
of fermions. Eq.(4.6) does not yield any familiar relation between energy and partition 
function due to the nonlinearity in differentiating the generalized exponential e~^n. Let 
us nonetheless proceed in a step-by-step fashion. 
If we differentiate e~0en with respect to /3, using Eq,(4.5), we obtain 
1 — (g — 1)^6; 
Further manipulating provides 
- (g - l)/%n—e,/'" - —(3en g 
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Applying the summation over all possible states, yields 
ipz'{l3)-{q~ 
9 ztW ( 53 '«'«) - ~ 53 Sl° • 
or 
~ z , ( p )- t o - j  -
Using equations (4.6) and (4.9), we get 
j - Z , ( / 3 ) -to-l ) P § - „  [ Z , W  ( E ( D ) > ]  +  £ > V "  =  0  
n 
Simplifying further, the left hand side becomes 
—Z,(/3) - (ç - 1)/) ^ (E(^)) -(?- 1)/)Z,(/)) E = 0. 
Dividing by Z,(/3) yields 
 ^ - (' -
Note that when q — 1, the above equation reduces to 
dlRBZpif}) + W)) = 0, (4.33) 
which is nothing but the familiar relation in GB statistics. We end up with the following 
differential equation 
The above differential equation, Eq.(4.35), can be written in the following form 
aW)) 
with solution [55] 
(E(0) =6-/^)43 
Here 
+ P(/?) (E(/3)) = FC8), 
e/^)^F(/3)d^ + C 
/ pw - - J^ rryM - (^5§y) 
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Consequently, we obtain 
W)) 
^1/(9-1) 
or 
<^(/?)) ^1/(9-1) 
= z,m 
1 f Z,(0) ld]nZ,(0)Ja . „ 
{<?-1 )] /i'/i.-n /? 30 p + 0 
( g  - 1 )  / 
Integrating by parts yields 
W)> = 
pni- i) 
z»OT 
Simplifying further 
(W)> 
(9-1) (? -1) y  +c 
+ (9 - l)/3 Z,(/)) (4.35) 
We carry out the integral for a single particle system, whose partition function is 
given in Eq.(4.7). Introducing the parameter xn given by 
Zn = 1 - (9 - !)/)(» => = -(9 - 1)W0, 
and 
Therefore 
0 = 
(9 ~ 1) e n  (xn — 1) . 
^ / Tr' K -1)^ ^  
-i 
(9 - 1) fr C(^-l)-"-"^, 
where m = The integral gives 
j zw(p)pezdi3 = £ ,-1 / _i 
(9 - 1) f, 
-1 \ »-
(9 - 1) f, 
x. m+1 
m + iy (z^-1) m-hi 
_2_ 
' (9 - 1) ' 
9 K-1)^T 
which can be reduced to 
Z</>(l3)l3T^i/3 = £[x_(„_ 1 )pejA . (4.36) 
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Making use of Eq.(4.36) in Eq.(4.35), yields 
f^ Ç i1 '' <« •- ^ ^ 
Using equations (4.6) and (4.9), the average energy for a single particle system can 
be rewritten as 
{Ei"m = 11 "(" ~ 1)"£"1 A ' (4-38) 
Comparing Eq.(4.37) with Eq.(4.38) and rearranging, we have 
- T [1 - (g - l)W^r + (g - 1)^C = (g - [!-(?- , 
" /• "m 
n n 
or 
z< l )(0) - % ] [ ! - ( , -  1 ) W *  -  ( < j  -  1 ) 0  [ 1  -  ( ?  -  l ) » , ] *  =  - ( ?  -  1 ) 0 A c .  
n  n 
Using Eq.(4.7) for Zg^(/?), the left hand side becomes 
22 {[1 - (?- l)W^ -[!-(?- 1)W^ - (g- l)^n [1 - (9 - 1)W^ j 
n 
= E [1 - (g - l)/)e»]^ {1 - [1 - (g - !)/%»] - (g - 1)^} = 0. 
n 
Therefore, the integration constant C equals to zero, for a single particle system. 
This value can be extended for any number of particles to be3 
C = 0. (4.39) 
Therefore Eq.(4.37) becomes 
whereas the factor 
-^T 
9 - 1  E [1 - (g - 1)^6 
n 
= z ^ m .  
1 -
q 
3Note that C is independent of (3. However, if it is a non zero constant, it must have the dimension 
of (energy) ^ . The other possible dependence of C is in number of particles N. Since factors like 
(N — 1) are unlikely to appear, it is assumed for simplicity that C = 0, VjV > 1. 
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Here q' is introduced to account for the new representation of the exponent. Since the 
subscript q corresponds to the factor (q — 1), similarly, the subscript q' corresponds to 
the factor (q' — 1) such that 
- 1 = izl ^  
9 9 
and therefore the new partition function is 
(9/3) = 22 [1 - (9 - l)W^r - (4.40) 
The average single particle energy is thus 
4LW 
W = (^1 - ^  I - (4-41) 
There is no physical meaning to Eq.(4.40), yet this representation greatly simplifies 
the calculation for the energy, with no sacrifice of the physical significance of the final 
results. This appears from the fact that, at q — 1, the system recovers the special 
statistics of GB. Since the physical conditions already have been set, there is no extra 
restriction applied to the representation in Eq.(4.40). An interesting remark is that, to 
have q' > 0, we need q > 1/2. This is the same lower limit obtained for q to have the 
energy convergent. Perhaps we need q' to be positive to have a physical system. Also 
the condition that q > 1 implies that q' > 1 as well. However, q' has an upper limit that 
is 9' < 2 for any value of 9.  
To have a homogeneous framework, we also need to impose that q' = q. That's 
exactly what happens when 9 = 1. Since 2/3 < g < 1, we may set 9 = 1 ± 6, where 6 is 
a positive small number. Thus q' becomes 
,  2 g -  1  2  ± 2 6 - 1  „  J  q = = —. ...— = 1 ± 
9 1 ± S 1 ± 8' 
If we expand the second term to the first order, we have 
q' =  l ± ô ( l : f < 5  +  0  ( S 2 ) )  
= 14= <5 =F O (^) .  
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If 5 is small enough, such that higher order terms can be ignored, we have q' ~ 1±<5 = q. 
This is suggestive that g should be very close to the unity. We can project that the value 
of q will be a very sensitive control parameter. Any small change may drastically alter 
the nature and strength of the interaction in the system being described. 
When we use small 5 in Eq.(4.41), we have 
<*"<«> 
Rearranging, we obtain 
< • " < « =  
Comparing with Eq.(4.3), it is obvious we have arrived at a generalized differential 
formula for the average energy in terms of the partition function 
which resembles the familiar formula of GB statistics, given in Eq.(4.33). In fact we 
recover formula (4.33) if q — 1 in Eq.(4.42). Another important advantage emerges from 
Eq.(4.41), We can calculate the energy for an N particle system, utilizing recursion 
relation (4.30). Therefore the average internal energy for TV-particle system is 
{E (/3)) = w y " 4"\u) j • (4-43) 
A direct and simple application is to calculate the single particle ground state energy in 
a simple harmonic oscillator potential for ç > 1. This corresponds to the frozen-state 
case i.e. nmax = 1, and the temperature is given in Eq.(4.23). Using equations (4.10) 
and (4.13) into (4.38), we have 
(#^(0))o = x 22 ^ + (9 - 1) (" + «) ln%/]^ 
<7 ( y )  n — 0  
W ° i 
= -m— 22 « [1 + (9 - l)a 1^2/]^ 
= hu/a, 
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true for any value of y at frozen case. In Eq.(4.41), we have 
<Emm _ «" (x + + 
( g  —  1 )  I n  y  y  E ° [ l  +  ( î - l )  ( n  +  a f l n s j A y l  
= (x - = tu,*. 
( g - l ) l n i / ^  [ l  +  ( g - l ) a l n ! / ] ^ y  
Eq.(4.38) and Eq.(4.41) yield the same result. Note that answer can be also obtained 
by direct substitution of the value of y using Eq.(4.23), in which the partition function 
is 
Z^(z/ = 2/o) = 33; Vg>l. (4.44) 
(1 + a)*-' 
The reader may notice that, for a single particle in harmonic oscillator, we define the 
ground state by nmax, not by temperature or q. The final value of {E^(f3))Q is inde­
pendent of g if a is. It is stated by Tsallis (see [6, 7, 8] and the references therein) that 
the observables are independent of q. The implications of the above results are 
1. Since (P))0 > 0 => a > 0. This consistent with condition (4.12). 
2. In the special case, for g = 1, and a = 3/2, we have the ground state energy 
of the familiar system in the ground state. Near these values it may be easy to 
interpolate the general statistics of Tsallis and the special one of BG. 
3. Since observables for a system of a given microstructure must be independent of 
g (see [6, 7, 8] and the references therein), we conclude that a is independent of g 
aa well. 
4.4.2 Specific heat and computation considerations 
The definition of the specific heat is the rate of change of energy with respect to 
the rate of change of temperature. This is a fundamental definition for any system. 
Mathematically, 
(j.*. 
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Comparing with Eq.(4.34), calculating the specific heat seems a simple task since the al­
gorithm for computing 9 (E#(/))) /#/) is already established when we investigated quan-
tum statics of the simple harmonic oscillator. The only step we need is to set a proper 
algorithm able to calculate din Zq(/3)/dp. The difficulty appears when dealing with a 
many fermion system, we need to use the partition function given in Eq.(4.29). We may 
use the previous successful algorithm we developed for the BG quantum statistics of 
many fermions in the three dimensional oscillator. 
However many modifications, to account for previous conditions and restrictions, 
have to be implemented. For example, imposing the restriction on the total number 
of states at a given temperature and q value. Those conditions and restrictions are 
established for a single particle and we do not know how we can have them evolved for 
many fermion system. To be on the safe side, for our future calculations, we choose to 
calculate the thermal quantities for many-fermion systems at intermediate temperatures, 
rather than low or high, to avoid minimum and maximum temperature boundaries issues. 
In an N fermion system, we choose the scaled temperature for a given q value to be larger 
than that given in Eq.(4.23), with the parameter a = 37V/2. 
However, finding the conditions and restrictions for the many fermion systems can 
be done phenomenologically by a careful searching for the value of y, at a given value 
of q, that gives the exact ground state energy for the system. 
4.5 Results and discussion 
Let us assume that the parameter q  phenomenologically represents the role of strong 
inter-fermion correlations. We investigate g > 1 to see how it might account for the 
correlation effect which is missing in the SHO model. 
In computing physical quantities using generalized statistical mechanics, the first 
problem one would confront is the idea that the temperature is not a continuous quantity 
as it is related to the number of accessible states via relation (4.22). The number 
of states is always an integer. Usually, we think of temperature of the heat bath as 
an external parameter that can be set to any value. In the new formalism, the system 
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has a response for the thermal energy provided from the heat bath if the temperature 
is sufficient to bring the value of nmax above some minimum value. In another words, 
the number of states applicable for a certain range of temperature at a certain value of 
parameter g is controlled by nmax. For example, a single fermion particle in 3D-SHO 
potential cannot exist below y < 0.001273, according to relation (4.23), since the value 
of nmax < 1. The condition, however, needs to be extended for computational purposes 
since nmax = 1 when y = 0.01832. The temperature range 0.01832 < y < 0.0574326 is 
the frozen region, which means the particle is at the ground state. At y = 0.0574326 
the system is excited since nraax = 2. 
In our formal computation, we consider the value nmax = 1 for any value that 0.5 < 
nmax < 1. There is no real value for q to test this consideration. Our consideration 
comes from the fact that when 0.5 < nmax < 1 the system is more likely to exist (using 
a  p robab i l i t y  a rgumen t ) .  Acco rd ing ly ,  t he  f rozen  r eg ion  i s  r ede f ined  t o  be  0 .0067  <  y  <  
0.03567. At the first limit nmax — 0.5 and at the upper limit nmax = 1.5. The region 
where nmax = 2 occurs when temperature 0.03567 < y < 0.08208. In many-particle 
systems, one does not need to know the state probability distribution to obtain thermal 
observables, the case similar to the black body radiation, since we start from a single 
particle system and we use the recursion relation (4.30) to reach the desired number of 
particles. 
Figure (4.2) shows single fermion particle partition functions evaluated at q  =  1.5, 
2.0, and 2.5. Although the differences in the values of q are equal increments (0.5), the 
changes in the partition function curves are not equal. The q = 2.0 and 2.5 curves are 
closer to each other than the q = 1.5 curve. The drop in the partition function curve 
as the value of q increases support our assumption that q may be related to interaction 
effects, that decrease the total number of allowed states. The two small arrows in the 
figure mark the points where the frozen states for the q — 2.0 and 2.5 curves end. For 
y above those points, system excitation occurs. For the q — 1.5 curve the transition 
temperature is located below the scale of the diagram. The convergence of the figure 
when %/ —» 1 is not clear in the curve but it does occur. At the extreme temperature 
96 
limit the quantum effects becomes insignificant and the effect of parameter q  is to delay 
the convergence to a classical gas behavior. 
In figure (4.3), the energy values versus the scaled temperature is shown for single 
particle system in the three dimensional oscillator evaluated using the generalized sta­
tistical mechanics formalism for q — 1.1, 1.5 and 1.9. The inset in the figure shows the 
extension of the energy curve for q = 1.1. Again, the values of the q1 s for the curves 
differ by a constant increment 0.4, while the curves are not equally separated. This may 
be attributed to the effect of the factor 1 j(q — 1) appearing in the power. The increase 
in the value of the q parameter suppresses the internal energy of the system, suggesting 
an  in t e r ac t i on  e f f ec t  r ep re sen t ed  by  q .  
The three curves agree with the value of the ground state energy - they all start from 
1.5hjj, the ground state energy for single particle oscillator, since the spectral parameter 
a is set to 1.5. 
The starting temperatures are different for each curve, depending on the value of q .  
The system with q — 1.1 is frozen for y < 0.08208. Whereas the systems with q — 1.5 
and 1.9 are frozen for y < 0.5137 and y < 0.69, respectively. For larger values of q, the 
system needs more thermal energy to overcome the interaction, effect represented by g in 
order to become excited. The two arrows in the figure mark the points where the frozen 
state ends for each q value. This transition point is smoother for the q = 1.1 curve, as 
shown in the inset of figure (4.3). In fact for the q = 1.9 curve we can notice the second 
jump in the curve, which marks the transition temperature yielding access to a higher 
excited state, where nmax = 2. This transition is not visible even for the q — 1.5 curve. 
The convergence of the energy curves near y —» 1 is more apparent because the scale is 
extended to 1 and we use smaller values of q's. In this region the system behaves like a 
classical gas. 
Figure (4.4) shows the internal energy curve for different values of q ' s  and particle 
number. This shows the effect of q value on the internal energy of many particle systems 
versus scaled temperature. The legend in the figure shows four line-point pairs, chosen 
to demonstrate how systems with different number of particles at different value of q can 
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Figure 4.2 The partition functions for a single particle in the three dimen­
sional harmonie oscillator evaluated using the generalized sta­
tistical mechanics formalism for different values of q parame­
ters (see legend). The points marked by the two arrows for the 
q = 2.0 and 2.5 curves mark the end of the frozen states above 
which system excitation occurs. For the q = 1.5 curve, the end 
of frozen state point extends below the range of the figure. 
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Figure 4.3 The internal energy (in units of frui) versus the scaled tempera­
ture for a single particle system in the three dimensional oscil­
lator evaluated using the generalized statistical mechanics for­
malism for q = 1.1, 1.5 and 1.9. The inset shows the extension 
of the energy curve for q — 1.1 to low temperature. The arrows 
mark the points where the frozen state ends. 
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Figure 4.4 The internal energy (in units of ftw) versus the scaled temper­
ature for systems of different particle numbers and q values in 
the three dimensional oscillator evaluated using the generalized 
statistical mechanics formalism. 
have the same energy at the same temperature. A system of a large number of strongly 
interacting particles can have the same, or even less, internal energy as a system of fewer 
number of weakly interacting particles. 
The value of any theory is in its predictive power. This theory however has a down-
side. The parameter ç is not predicted from the Hamiltonian dynamics. At present, the 
only applications for the generalized statistical theory is to fit data. 
In conclusion, the Tsallis model has attractive formal aspects such as the implemen-
tation of generalized functional representations for the exponential and the logarithm 
with incorporating a different definition for the derivative. Ultimately these lead to a 
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different view of a system and its dynamics. For example, the fact that the system must 
have non zero temperature to exist, and the system remains frozen for a certain range 
of low temperature. 
A major advantage remains in the ability to recover the GB statistical mechanics 
when g=l. We do not claim that, we have achieved a physical success with the 
theory. Our accomplishment is formulating the thermodynamic relations using the initial 
conditions for temperature and evolving to many particle systems using the fermion 
recursion relation. The formalism has the potential to be a useful tool to describe the 
statistics and thermodynamics of mesoscopic systems if the parameter q is theoretically 
predictable. To date we cannot see how this parameter is obtained from the Hamiltonian. 
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CHAPTER 5. Statistical spectroscopy using the 
many-fermion-dynamic code 
5.1 Introduction to many-fermion-dynamic code (MFD) 
The many fermion dynamics code (MFD) implements the ab initio No-Core Shell 
Model (NCSM). In this framework the effective Hamiltonians are derived microscopically 
from realistic nucleon-nucleon (NN) potentials, such as the Argonne AV18 [10] and the 
CD-Bonn [11] NN potentials, as a function of the finite harmonic oscillator basis space. 
Application of this technique requires that effective interactions appropriate for a given 
finite model space be employed. In the standard formulation of this approach, utilizing 
a single-particle coordinate simple harmonic oscillator basis, the effective interaction is 
determined for a system of two nucléons bound in a simple harmonic oscillator well and 
interacting by the NN potential. The use of a simple harmonic oscillator basis is crucial 
for insuring that the center of mass (COM) motion of the nucleus does not mix with 
the internal motion of the nucléons. This approach is limited by the model space as 
well as by the fact that only a two-body effective interaction is used, despite the fact 
that higher-body effective interactions might not be negligible. Although the practical 
applications depend on the simple harmonic oscillator frequency and the model space, 
final results are guaranteed to converge to an exact solution once a sufficiently large 
model space is reached. Details of this approach can be found in [12, 13, 14, 15, 16]. 
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5.1.1 Hamiltonian construction 
In the soluble one-body harmonic oscillator Hamiltonian used to describe states of 
A = N + Z nucléons 
% = £ 
fc=l 
= 22 ^ 4^ (51) 
a  ^ '  
where and a a  represent the fermion creation and destruction operators, respectively. 
Here  a  r ep re sen t s  a  l i s t  o f  quan tum number s  t ha t  spec i fy  t he  s t a t e  (n ,  I ,  s , j ,  r r i j , t , t z ) ,  
the number of radial nodes, orbital angular momentum, spin angular momentum, total 
angular momentum, total angular momentum projection, isospin and the isospin pro­
jection [56]. The number of oscillator quanta is Nn = 2n — I. In our applications with 
microscopically derived effective Hamiltonian, we have additional many-body restric­
tions on the set of states [57] that are retained in the finite basis space, or model space. 
For example we may restrict the many-body basis states to have a fixed total magnetic 
projection quantum number. A normalized, totally antisymmetric eigenstate of H0 is 
written [56] 
AT z 
I A) = H II ^  10) and #o |&) = E; , (5.2) 
j=1 k= 1 
where |0) is the vacuum. The and the a'k refer to neutron ( t z  = —1/2) and proton 
(tz = 1/2) states, respectively. The £, refer to the energy summed over single particle 
states present in |0J. The set of destruction and creation operators obeys anticommu­
tation relation 
|aaj  ' aa'k  j" — aUjaa 'k  + aa^aa j  = Saj,a'k- (5-3) 
For our practical applications, the set of basis has to be finite. This can be achieved by 
defining a set of single-particle states and restricting the and the a'k in Eq.(5.2) to 
that set. Consider a set of d single-nucleon states for each of tz = ±1/2. The number of 
distinct that may be formed in this truncated basis is 
r, _ , ^ W ^ ^ d! c(! ^ ^ 
' TV j \ Z / " W-N)!N! (d-Z)!Z!" ^ 
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With restrictions, such as magnetic projection, the basis will be much smaller. 
To project onto many-nucléon subspace spanned by this basis |^), we define the 
projection operator P as 
D 
P = 22 1^*) W ' where = f. (5.5) 
1=1 
For the present, we consider the full many body Hamiltonian H is 
# = #0 + y + A#cm, (5.6) 
where H a n  is the center of mass motion Hamiltonian operator, the parameter A is used 
to switch the center of mass motion operator on (if A > 0) and off (if A = 0). The center 
of mass parameter ensures that the spurious center-of-mass motion states are shifted 
away from physical states by Ahw. For our full many body Hamiltonian H, we assume 
that a sufficiently large f-space will be reached to obtain useful approximations to exact 
r e su l t s .  The  app rox ima te  e igens t a t e s  and  e igenva lues  o f  t he  nuc l ea r  Hami l ton i an ,  H,  
can be obtained by diagonalizing the matrix 
{ ( & | * | ^ ) ;  i , j  =  l , 2 , . . . , D } ,  
whose eigenvectors correspond to eigenstates of Pfff. Let denote an energy-
ordered eigenstate of PHP,  such that 
hAm) = , Vm = 1,2,... ,D (5.7) 
and 
E g s  = E\  <  E2  <  • • .  <  ED-
E m  is an upper bound of the m t h  energy-ordered eigenvalue of H,  and approaches the 
latter monotonically as the basis expansion is enlarged [56]. 
The density of states is given in Eq.(A.47), where the summation index j = 1 to 
D. Obtaining the exact density of states g(E) requires diagonalizing PHP in the finite 
basis. For large dimensionality, D % 105, full diagonalization becomes impractical, and 
the characteristics of the PHP spectrum can be obtained using moment methods. The 
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density of states g(E)  can be approximated by using a continuous function that has the 
same total integral and first few moments as g{E) [56, 57]. The PHP spectral properties 
are then obtained from the approximated density of states. We define the moments of 
g(E) as 
m = i  r  g(E)&dE,  
^  J  —oo  c
D ^ D 
= ^ É (£™)P = 7) É <^ml (PffP)F Iti ' P'8) 
m=l m=1 
Using the fact that matrix trace is invariant under unitarity transformation, we have 
5 £  (</>J (PHP) '  I'VU = 5 f>.I (PHP) '  IA) (5.9) 
m=1 i=l 
which can be expressed in terms of the elementary matrix elements of H by using trace 
reduction techniques (see ref. [56, 57]). 
5.1.2 Lanczos diagonalization algorithm 
We now investigate whether the moment method can be implemented using Lanczos 
diagonalization. The matrix operator in Eq.(103) can be tri-diagonalized 
by introducing the first trial eigenstate |xi), such that 
% = and 6i=0. (5.10) 
It is advantageous to use as 
i A 
I X l ) —  ( 5 1 1 )  
Recursive determination of additional terms follows the Lanczos iterative algorithm for 
generating new orthonormal states, via 
l%n> - On W - ^  and IXn) - (5.12) 
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This iterative process develops a dynamical basis {|Xi)}5 in which the full H'  is tri-
diagonal: 
/ 
H'  
a x  &2 0 0 0 0 0 
0 0 0 0 
0 h  Û3 64 0 0 0 
0 0 64 04 65 0 0 
0 0 0 h  a5 &6 0 
0 0 0 0 67 
0 0 0 0 0 67 a?  
\ 
\ : 
(5.13) 
/ 
After each iteration, the truncated tri-diagonal may be itself diagonalized and the lowest 
eigenvalues compared with results from previous iterations. The iterative process may be 
continued until a desired precision is reached. The resulting eigenstates, once converged, 
co r r e spond  t o  t he  exac t  e igens t a t e s  o f  t he  fu l l  Hami l ton i an  H' .  
The process yields two data sets that characterize and present all the needed informa­
t ion  abou t  t he  sys t em.  The  f i r s t  s e t  i s  t he  Lanczos  momen t s  {{a* ,  b i + 1 } ;  i  =  1 ,2 , . . . ,  D}  
and the second one is the set of eigenstates given in Eq.(5.7), {Em; rri = 1,2,..., D}, 
which we refer to as the MFD spectrum. 
5.1.3 Application: MFD spectrum for 
To illustrate the MFD ability to generate an accurate level density, we use 12C as 
an example. We choose because of the investigation we made in section (3.2) and 
because the of availability of a comprehensive list of experimental data. 
Figure (5.1) shows the level density histograms for 12C versus excitation energy for 
MFD spectra calculated for two model spaces, 3fou and 4fou, using two NN interaction 
potentials, the CD-Bonn [11] and the AV8" [58]. The generated states for the two model 
spaces at given interaction potential are counted for 5 MeV intervals, starting from 
ground state, and normalized to have the number of states per MeV. The two model 
spaces histograms for a given interaction potential are then added to have the total states 
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Figure 5.1 The level densities (in units of state per MeV) as a function 
of excitation energy (in units of MeV) for ^C. The histograms 
are the experimental states and the MFD spectra calculated for 
3fku and 4Hlu model spaces using two realistic NN interaction 
potentials, the CD-Bonn and the AV8'. 
per MeV for the odd parity (3Rw model space) and even parity (4HUJ model space) states. 
The MFD level density values are compared to the experimental histogram. 
In general, the figures show very good agreement between the generated MFD his-
tograms compared to the experimental one. The experimental level density values are 
only slightly larger than those values of the MFD CD-Bonn and the MFD AV8'. At 
higher excitations the theoretical level density exceeds the experimental level density as 
might be expected due to incomplete experimental data. 
Due to the limitation in the number of converged eigenvalues that were obtained, 
the MFD histograms decreases around 50 MeV excitation energy. However, this is far 
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beyond the fall off in the experimental histogram, that practically ends at 20 MeV 
excitation energy. 
In conclusion, the MFD generates accurate level densities, since a realistic NN inter­
action potential is used to construct a fully microscopic Hamiltonian. It has flexibility 
to admit any realistic NN interaction potential. More recently, a newer version of the 
MFD code has emerged that uses 3N interaction potentials. In general, the NCSM is 
rapidly becoming one of the standard approaches to obtain nuclear observables. A com­
prehensive study that compares various many-body techniques, including the NCSM, 
shows that the four-nucleon system can be handled quite reliably by different methods, 
including the NCSM, leading to very good agreement in the binding energy, in expecta­
tion values of the kinetic and potential energies and in simple wave function properties. 
It also shows that the NCSM schemes can handle all types of NN potentials directly 
[59]-
5.2 The moment methods 
The central moments may be directly obtained from equations (5.8) and (5.9). They 
present exact information about the many body systems. Once the central moments are 
known, the level density of the system can be represented by an appropriate functional 
expansion, such as the Gram-Char lier series. To obtain exact results for the central 
moments, one may evaluate the full spectra and calculate them directly. This situation 
becomes impractical for many nucléon systems such as 12C. Additionally, having the full 
spectrum of the system obviates the need for the central moments. The question we 
address here is: can the central moments, up to any desired power, be obtained from 
a limited number of Lanczos iterations? Our main goal in this chapter is to obtain 
the central moments from a small number of Lanczos iterations much less than the 
dimensionality of the truncated space D. The success in achieving this goal proves the 
ability to construct a full level density of the system without excessive computational 
effort. 
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5.2.1 Overview of the central moments 
The central moments in equations (5.8) and (5.9) are 
(£") S lïY (H" )  = I J2  <%l k> = -H E (*l IA> • (5-14) 
J=1 i=l 
Consider the first central moment 
(2) = = #'!*). (5,15) 
2 = 1 
The first Lanczos matrix element in Eq.(5.10), can be rewritten, with the trial state of 
Eq.(5.11), as 
i j  
using Eq.(5.15) a x  becomes 
- -R yi w i^«)+"R yi w ^  1^?) 
i i^j 
which differs from the first central moment by a term depending on off-diagonal matrix 
elements. Also, from Eq.(5.12) and Eq.(5.15), one notices that 
D 
D (#) = 7) 
i—1 
We summarize the above formulae for the first few central moments and their relationship 
with Lanczos matrix elements, 
-, D 
= [^1n = ^ 22 (^'1 l^j) - (5.16) 
To inspect the second central moment (E 2 ) ,  which is expected to be related to 
Lanczos matrix elements via one can use Eq.(5.14) to obtain 
(E 2 )  =  ^ T r  ( f f 2 )  =  I  •£  (0 , |  H a  I* ) .  
i=1 
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Make use of Eq.(5.5) and using the fact that H'  is a Hermitian operator, the above 
formula becomes 
y 
From recursion relation in Eq.(5.12), we have 
bzlXz) |Xi). 
The inner product of the above formula with its complex conjugate yields 
By squaring the 2x2 truncated tri-diagonal matrix (5.13) yields 
M u - a î  +  f - M x . m X i ) .  ( 5 . 1 8 )  
Again, make use of Eq.(5.5) and using the fact that H'  is a Hermitian operator, Eq.(5.18) 
becomes 
ijk 
Breaking up the triple summation into leading term and cross terms we have 
Mn = i;É IWl^)l2 + i É (A! H' \M M H' h>. 
it 
and we finally arrive at 
a \  +  b l =  [ f f 2 ]  u  =  < E 2 )  +  I  £  « , , 1 H ' 2 1 ^ . ) .  ( 5 1 9 )  
Similarly, we can show, for the third central moments, that 
1 D (2a, + a 2 )  =  [H '% =  (E 3 )  + - £ (0,| H a  |0,) . (5.20) 
'/J 
This prompts us to propose a general expression, relating central moments to Lanczos 
matrix elements and summarizing the above arguments. Since it is known that 
(E ' )  =  i r r ( f f ' " )  =  I x : ( x„ l ^ l x„ )  
D ' ' D 
n 
l 
D 
m 
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and the pth order central moments from the H '  matrix, which contains the Lanczos 
matrix elements, is confirmed to be 
Mu = (xil #'"!%), 
with aid of Eq.(5.11), one can get 
ij 
i D 
Ml. = (£*} + gE<*lH'* ki> • (5.21) 
Note that the second term in right hand side of Eq.(5.21), for ease of calculation, can 
be written as 
D D 
53(^1  Y .  M « 'M M H 'M  M H' \*J  •  •  •  (M  i ï  f a ) .  
i^j iytj,klm...s 
Evaluating the off-diagonal matrix elements in the formula above is a computational 
obstacle to the simplicity we are seeking in obtaining the central moments from Eq.(5.21), 
at any desired power. There is a proposed approximation in ref. [60, 61] to ignore the 
off-diagonal matrix elements term in Eq.(5.21). This approximation will be investigated 
in the coming sections. 
5.3 Gram-Charlier expansion 
A variety of forms for the density of state functions have been investigated [56]. Here 
we use the full Gram-Charlier expansion given by 
f )  ^ \ 
gjwf M = -^==- TT exp (-z%/2) (5.22) 
vZTTf ^ A-
where He k ( x )  denotes the Hermite polynomials, x  =  [E  -  (E) ] /a ,  and M + 1, as we 
will prove later, is the total number of central moments. The normal distribution width 
cr is given by 
a  =  { (E  — (E ) ) 2 )  =  ^ E> )  -  (E ) 2  (5.23) 
I l l  
The Hermite polynomials form the basis of simple harmonic oscillator space and 
may be used to get an expansion of the level density function. For general practical 
purposes, only the first few terms of this expansion are taken into consideration. The 
resulting truncated series may be viewed as the normal probability level density function 
multiplied by a polynomial that accounts for the effects of departure from normality. 
The Gram-Charlier series uses the moments of the real distribution. In our investigation, 
a few terms may not be sufficient to obtain the level density of a many nucléon system. 
In  genera l ,  the  more  t e rms  tha t  a re  t aken  in to  cons idera t ion ,  the  more  accura te  g f f (E )  
becomes. 
To utilize expansion (5.22) one needs to know the set of the expansion coefficients 
{A,}. Two computational techniques, involving using central moments to obtain the 
expansion coefficients {A}, may be used. Then one uses those coefficients to obtain 
the level densities. The two computational techniques are to be discussed later. Both 
of these two techniques depend on a common input step, that is finding the central 
moments. 
Using the fact that for any observable O, the average value is 
rr f°° (O) = n / 
J —00 
It is easy to prove 
^ / 9^(z)dz = l, 
U J —00 
(%) = 0 and (3^) = 1. (5.24) 
We need a general closed formula for any desired central moment. This can be achieved 
by using the definition of x and then finding the average value for any xm. We may 
write 
(*"*> = {{E ~ If>r> • (5.25) 
Using the binomial expansion, we can write (z™) as 
1 _m_ ! 
M "E W • (5-26) 
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Finding the central moments corresponds to integrating the density function, which 
involves integrating Hermite polynomials and an exponential. The following integral is 
needed [54] 
/
oo 
exp (—ax 2 )  dx  
•OO 
we can generalize 
and 
a  
x  exp (—ax 2 )  dx  = 0, 
x m  exp [—ax 2 )  dx  =  
/ i\m/2 f"/: /T 
\ ' dam/2 V a even m 
odd m 
(5.27) 
Thus, the closed form is 
/ ^ exp (-a^) dz = ^ [1 + (-!)""] 
J — OO ^ 
We would benefit from a general form for the integral 
/
OO 
z™ exp (-oaf) ja;. (5.28) 
-OO 
Use the power series representation of the Hermite polynomials, derived from the gen-
erating function, given by [54] 
[t/2] 
#<%(%) = 22 H )  =  t !  ; ( 2 x ) k ~ 2 S .  
s=0 (k — 2s)! g! 
Substituting into integral (5.28) yields 
k+m—2s exp {—ax 2 )  dx .  
The integrand is similar to that in integral (5.27). Thus 
[t/2] 
Kmt(a) = [l + (_!)«-] £ (Z0^a-*^T + . (5. 29) 
where the fact that (—l)fc+m 2s = (—l)fc+m is used. Note that the integral vanishes for 
odd values of k + m. Also, if k is odd, then the index s runs up to [k/2] — (k — l)/2. 
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When & = 0, the result of integral (5.28), given in formula (5.29), reduces to the result of 
integral (5.27). The mth central moments calculated in Eq.(5.24) and given in Eq.(5.2G) 
can be written as 
1 -H. 1. 
(5.30) ^(« = 0.5). 
v k=0 
The above equation is our starting point to solve for A's. Two approaches are discussed 
in the coming two subsections. Later we will test their validity in a real many-fermion 
system. 
5.3.1 Linear Algebra solution 
In this method, the solution for A's can be carried out using inversion. This assumes 
we have a system of M + 1 equations and M + 1 unknowns, Ao to A*f, and we can solve 
for the unknowns using appropriate linear algebra methods. In matrix representations, 
let X and A be a (M + 1) x 1 column matrices, or vectors for the known and unknowns, 
respectively. Thus 
 ^ (%°) 
(x1) 
X =-\/27r 
\ 
M 
/ V 
and A = 
Ai 
Ag 
\ \ AM / 
Therefore, the system of equations can be written as 
with solution 
provided that K is invertible, where 
z 
K A = X, 
A = K" X 
K = 
Koo A'oi /x'02/2! 
^10 ATn ^12/2! 
KQ M / M\  
fTiM/M! 
\ 
\  Kmo Kmi Km /2\  KM M / M \  Y  
(5.31) 
(5.32) 
(5.33) 
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The (M + 1) x (M -t- 1) matrix K is zero alternative, since its elements are given in 
Eq.(5.29). which vanishes for odd m + k .  This kind of matrix can be factorized using the 
LU factorization technique and thus can be inverted. This computational method gives 
reliable results for the expansion coefficients {A*} and can produce a well normalized 
density function. The disadvantage is that it is hard to go to very high central mo­
ments, since the computation involves intensive numerical processing. Thus numerical 
noise adds up significantly. Therefore, an outstanding computing algorithm is needed 
to handle this computation. 
5.3.2 The truncated solution 
The second computational technique is the truncated solution. Here we truncate 
the summation over index k in Eq.(5.30) to the order of the central moments and then 
found the solution of A's in an iterative manner by going from lowest order to higher ones. 
Thus the summation in the right hand side of Eq.(5.30) is truncated to m. Therefore, 
Eq.(5.3Q) becomes 
The mth order of the expansion coefficient Am can be found from a recursion like formula 
Starting from central moments in Eq.(5.24), = 1, (a^) = 0, and (a^) = one can 
show that 
Higher order A's can be obtained easily in this iterative procedure. Again, a possible 
error pileup can occur when running the summation to high moments. The form of 
Gram-Charlier produced by this method is called the truncated Gram-Charlier which is 
given by 
mm 
(5.34) 
Aq = 1, and A^ — A^ — 0. (5.35) 
(5.36) 
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Because of its simplicity, this method of using Gram-Charlier expansion is adopted in 
many references such as ref. [56]. 
5.4 Application: ^He level density function 
We compute Gram-Charlier level densities using the two computational approaches 
in sections (5.3.1) and (5.3.2) for 'He in 6hw model space. We choosing this example 
for the relatively small dimensionality of its tri-diagonal matrix, D = 7916, which will 
allow us to view all generated states of the MFD spectrum, including states excited by 
center-of-mass motion. Also, because of the low D value, it is significantly faster to 
obtain results for *He for any desired change in the nuclear parameters. 
The central moments will be obtained directly from Lanczos matrix elements using 
Eq.(5.21) while neglecting the contribution of the off-diagonal elements as proposed in 
ref. [60, 61]. Accordingly. Eq.(5.21) becomes 
(BP) = . (5.37) 
To obtain the central moments, we use Lanczos matrix elements, obtained by MFD for 
the 6hu model space and total magnetic projection quantum number rrij = 0. We choose 
CD-Bonn for the NN interaction potential because it gives a realistic MFD spectrum 
compared to the experimental states. 
The central moments will be employed to obtain the Gram-Charlier coefficients. For 
comparison, we use the level density histogram generated from the MFD spectrum to 
compare with the level density function generated by Gram-Charlier expansion. If M 
central moments are needed, the tri-diagonal matrix H' can be truncated further to a 
smaller dimension d such that d > (M + l)/2. In general the maximum power p one can 
use for D x D matrix is p < 2D — 1. Truncating the H to the dimension d enhances 
the speed and accuracy of the computation. Moreover, choosing an appropriate factor 
to divide the Lanczos matrix elements moments will significantly reduce the numerical 
noise, due to both underflow and overflow, when executing the matrix multiplication 
to a specific power. Such a factor will be multiplied by the final result later. When 
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dividing the Lanczos matrix elements by factor K, one must take into account that this 
factor should not suppress |o%| and l^l below unity since their powers will be the leading 
terms. If h !  = H ' / I i ,  then 
(E™) = [(&')"] ^ . 
The first five central moments are called [56] the dimension D,  the centroid, the 
width a as in Eq.(5.23), the skewness -y, and the excess 77 of (7(E), respectively. Using 
equations (5.37) and (5.13) we can define them as 
D = (E°), 
(E) = (EP=i) = oi, 
<7 <J { (E  -  (E ) f )  =  t> 2 ,  
= ( _ ( E - p f ) = ^  
<7 O2 
_ ((E-(E))^) (02-01)^+^ + ^  
" ™ % 
We also further introduce the super excess % as 
% = ^ ^ ^ = (IO01 + 290^2 + 23^(1262 4- Toidgbg + ^2^2 + 
80,162 + '2u >b2 + + 2Û2&2^3 Ggbgbg)/^' (5.39) 
One can easily show from Eq.(5.25) that (a^) = 'y, = 77, (z^) = %. Thus, one can 
benefit from Eq.(5.30) to go to higher central moments to enhance the accuracy of the 
level density. 
For the approach mentioned in section (5.3.1), we use the template of numerical 
toolkit (TNT) C++ package, provided by the Mathematical and Computational Sciences 
Division of the National Institute of Standards and Technology (NIST), as a standard 
algorithm to carry out all linear algebra solutions. 
Figure (5.2) shows the MFD spectrum as number of states per MeV versus excitation 
energy histogram. In the histogram the states are counted for every five MeV intervals 
and normalized to states per MeV. The spectrum is complex and has multiple peaks due 
to the excitation of the center-of-mass motion (COM). The first peak represents the 6Rw 
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model space with no spurious COM excitation. The physical states lies below 124 MeV 
excitation before the 6fiw model space ends. The peak-to-peak separations are around 
AW = 10 x 22 = 220 MeV. 
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Figure 5.2 Level density in number of states per MeV versus excitation 
energy (in units of MeV) obtained from MFD eigenstates using 
6hw model space and CD-Bonn NN interaction potential for 
4He with rrij — 0. 
Figure (5.3) shows the truncated Gram-Charlier level densities for 60 and 80 mo-
ments. There is no improvement in the Gram-Charlier (GC) level density in going from 
60 to 80 moments. The truncated GC level density is saturated since the solution as­
sumes the MFD spectrum is a single Gaussian peak. The truncated solution is convenient 
for a single peak eigenstate spectrum. This is not the case for MFD spectrum, as shown 
in figure (5.2). Even within the physical region, 0 < #% < 124 MeV, the truncated GC 
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level density does not reasonably reproduce the MFD level density as shown in figure 
(5.4) 
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Figure 5.3 Level density values in number of states per MeV versus excita­
tion energy in MeV. The histogram is the same as in fig.(5.2). 
The two overlapped curves are calculated using the truncated 
Gram-Charlier level densitiy function in (MeV)-1 for 60 and 80 
moments. 
On the other hand, the unrestricted linear algebra solution for Gram-Charlier ex­
pansion coefficients offers relatively reliable results that have promising tendency to fit 
the MFD spectrum. As shown in figure (5.5), the improvement is obvious when going 
from the 3rd to the 6th order of moments. It is at the 6th moment the GC level density 
start splitting into two peaks. We can notice the development in the curve to admit var-
ious COM excitations also when going from the 30^ to the 60^ order of moments. For 
example the splitting among the peaks increases as the number of moments increases. 
119 
> 
<U 
A 
(/] 
I 4—* C/) 
% 10° 
^3 
% 
10" 
-i—i—i—|—:—i—i—|—r 
*He Level density 
™i 1—|—i 1—-i—r 
MFD 
(MeV) (truncated sol.) 
(MeV) (truncated sol.) 
_r 
Bmymiy 
-J I I I 1 1 1 1 I I I 1. 
0 20 40 60 80 100 
Excitation energy (MeV) 
120 
Figure 5.4 Level density values in number of states per MeV versus exci-
tation energy (in units of MeV). The histogram is the same as 
in fig.(5.2). The two overlapped curves are calculated using the 
truncated Gram-Charlier level densities in units of (MeV)-1 for 
60 and 80 moments. 
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However, one notices that there are systematic discrepancies between GC and MFD level 
densities. Those differences will be discussed soon. To examine the behavior of the GC 
level densities in the physical region, 0 < Ex < 124 MeV, where our interest is highest, 
we broaden the scale of the graph in figure (5.5) to obtain figure (5.6). The GC level 
density curves, with the expansion coefficients calculated using linear algebra approach, 
agree with MFD level density histogram much better than the GC level density curves 
with expansion coefficients calculated using the truncated solution approach. We may 
consider that the or curves provide a smooth approximation for the MFD level 
density. 
We can summarize the differences between the GC and MFD level densities from the 
bottom graph in figure (5.5) as follows 
1. There is a systematic shift in the GC level density peak centroids compared to the 
MFD level density peak centroids. For example the 1 frw COM excitation peak for 
the MFD lies between the Qhw and 1 hw COM excitation peaks for the GC curve. 
Also, the 5hw and the 6ftw COM excitation peaks of the GC level densities lie 
outside the range of the MFD spectrum. 
2. The width of the GC peaks are larger than that of the MFD's. 
3. The details for each individual MFD level density peak are not reproduced as we 
would desire by the GC level densities. This is also evident in the physical region 
as shown in figure (5.6). 
The 3rd difference, however, can be attributed to the limitation of the number of 
moments. Higher moments are needed for the GC level density to enhance the accuracy 
and reproduce the details of the MFD level density histogram. The 1st and the 2nd 
differences are directly related to the central moments used to evaluate the GC expansion 
coefficients A's. This prompts us to go back to Eq.(5.37) and Eq.(5.38) to investigate 
their validity. We will use the MFD spectrum to generate the central moments and 
compare them with the central moments obtained from Eq.(5.37). Table (5.1) compares 
the first five central moments, excluding the zeroth moment, obtained using the MFD 
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Figure 5.5 The level density in number of states per MeV versus excitation 
energy in units of MeV. The histogram is the same as in fig.(5.2). 
The curves are the Gram-Charlier level densities in MeV-1. The 
GC coeffecients are calculated using the unrestricted linear al­
gebra approach. 
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Figure 5.6 The level density in number of states per MeV versus excitation 
energy in MeV. The histogram is the same as in fig.(5.2). The 
curves are the Gram-Charlier level densities in MeV-1 for 30, 
40, 50, and 60 moments. The coeffecients of Gram-Charlier are 
calculated using unrestricted linear algebra approach. 
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Table 5.1 Comparison of the central moments from the MFD spectrum and 
the Lanczos matrix elements. Data are generated using MFD for 
4He 6hu) CD-Bonn A = 10, and SHO trial basis. 
p (g?) (MeV) H j n (MeV) deviation 
1 
2 
3 
4 
5 
318.2060 
144764.0 
7.950210 x 10? 
4.92834 x 10^ 
3.33568 x 10^ 
455.6637 
265233.3 
1.715770 x 10* 
1.175452 x 10" 
8.363012 x 10^ 
43.1976 
83.2181 
115.814 
138.509 
150.714 
spectrum and Lanczos matrix elements. The percentage deviation is extremely large 
and seems to continue increasing with increasing moment order. 
The proposed approximation in formula (5.37) by ref. [62, 60] is inaccurate in our 
case. The contribution of the off-diagonal elements in the tri-diagonal matrix must be 
accounted for in Eq.(5.21) to obtain the correct central moments. Estimating those 
elements offers no solution, since this means doing most of the Lanczos iterations. The 
solution is in the next section, where we use a phenomenological approach to extract 
accurate central moments from Lanczos matrix elements. 
We conclude by stating that the truncated solution for the GC expansion coefficients 
does not provide a reliable density of state functions that can reproduce the MFD spec­
trum. The linear algebra solution for GC expansion coefficients is the correct approach. 
The GC level density function is a powerful tool to obtain level densities using the mo­
ment methods. The problem is that obtaining the central moments is more complex 
than what was proposed. Once the central moments are accurately obtained and the 
GC expansion coefficients are exactly solved, the evaluated level density function at 
moments larger than 100 may offer an accurate description for the MFD spectrum. 
5.5 The central moments, revised 
The approximation (5.37) becomes exact if the set of the trial basis {|<^)} are the 
exact eigenstates of the tri-diagonal Hamiltonian in Eq.(5.13). The exact eigenstates 
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are unknowns, and we aim to obtain them. The MFD is sensitive to the trial basis. 
We prefer using a simple set of basis states with no restriction on any symmetry. The 
system symmetries are constructed during the iterations, generating the eigenstates, or-
thonormalization, and imposing the selection rules. Choosing a different set of trial basis 
does not improve the accuracy of Eq.(5.37). In our attempt to And a better set of trial 
basis, we choose a complete orthonormal set of basis using random number generator. 
To reduce the COM excitation operator, which we think could be the reason for the 
huge discrepancies between the central moments from the Lanczos matrix elements and 
the MFD spectrum, we set the center of mass operator parameter A — 3. The data is 
shown in table (5.2). The discrepancies are slightly less compared to the data in table 
(5.1). Changing the set of trial basis did not offer any solution. 
Table 5.2 Comparison of the central moments from the MFD spectrum and 
the Lanczos matrix elements. Data is generated using MFD for 
4He Qhuj CD-Bonn A = 3, using RAN generated trial basis. 
p (EP) (MeV) (MeV) deviation % 
1 174.274 211.155 21.163 
2 34511.6 50583.5 46.569 
3 7.54419 x 10" 1.31245 x 10? 73.969 
4 1.78406 x 10^ 3.58933 x 10^ 101.19 
5 4.49441 x 10" 1.01745 x 10^ 126.38 
Many different phenomenological solutions were obtained and tested. For example 
log [H'p]n versus log (Ep) or log [H'p]n / log (Ep) versus p, excluding the zero moment 
(p — 0), fit in a straight line with small error. The problem when converting the 
logarithm back into a central moments from the generated fitting equation is that the 
error becomes very large. Another approach employed to improve the accuracy of the 
central moments is to truncate the tri-diagonal matrix further to the desired dimension 
d, where d = (M +1)/2 (M is the maximum order of the central moments) and evaluate 
the off-diagonal elements in Eq.(5.21). This approach gives acceptable central moments 
up to the 15th order. This is still insufficient order to reproduce the MFD spectrum. 
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The solution for this problem comes when we investigated the behavior of the se­
quence p (EP) / versus p, shown in figure (5.7) for our test example. The sequence 
behavior is very smooth and monotonically increasing. It can be fitted using a simple 
polynomial function. To perform the fitting, we need a starting exact set of central 
moment points to execute the fitting and extrapolate to the unknown central moment 
points up to the desired order. To interpolate among the exact points and extrapolate 
to the desired point, we need the order of the polynomial function to be larger than two, 
to have more flexibility, and less than four to avoid oscillations. 
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Figure 5.7 The behavior of p ( E P )  / \ H ' P ) N  as a function of the the power p. 
The data is obtained using MFD for 4 He in the 6hw model space 
and CD-Bonn NN interaction potential. The COM parameter 
A = 10 and HUO — 22 MeV. 
To have starting points for the fitting, we evaluate the first and the second central 
moments which are comparatively easy to calculate even for very large basis spaces. The 
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first central moment can be simply evaluated as 
( E )  =  ^ T r  ( H ' )  = I £ (x„| H' |X„) = ± ~£ «' \K) • (5-40) 
The second central moment can be evaluated, using the hermicity of the Hamiltonian, 
as 
m 
= W™lH"H' 1^) = i E (A.II*) i<u 
m mi 
= 5 £ !(<*,!-ff'ltil2. (5.41) 
mi 
The above calculations do not require the diagonalization of the Hamiltonian. 
We define the following dimensionless sequence 
= (E?) / Mn , Vp e N+ - {0} and a E [1,2). (5.42) 
When a logarithmic fitting function interpolates the two points S }  and 5%, the extrapola-
tion generates the points and with very minimal error. We have 4 points that can 
be used as a starting foundation to extrapolate to higher order points using a 3 rd order 
polynomial function. We choose the recursive Neville's algorithm (see chapter 3, page 
108-113 of ref. [63]) to perform the polynomial interpolation and extrapolation. The 
algorithm has an error checking code that will be used to refine the sequence construc­
tion. The main steps used to generate the central moments are based on the fact that 
there exists a unique real number parameter a E [1,2) that can be used to interpolate 
the set of points {S" : p — j, j + 1, j + 2, j 4- 4} using a 3rd order polynomial function 
such that the extrapolation satisfies the following 
* > % 3+5 ^j+4-
* %5 < "Sj+6-
The returned fitting error is minimum. 
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By inspection, the optimal starting value for the parameter a. — es*. In each set of 4 
points of the sequence, the parameter a is varied until the above conditions are satisfied. 
The final analytical error in evaluating the pth central moment using parameter a is 
A Mn A (EP) A^ + o. Ap (EP) 3? P 
+ | Ac* log y | + 
M n 
The deviation Ap — 0 and the deviation A [H'p]n is on the order of the machine error. 
In evaluating [H'v]n from the tri-diagonal matrix, we use quad-double algorithm of 
Hida et. al. [50, 51] that uses 128-digit precision. Therefore, the deviation in evaluating 
[H'P]N is very small. The deviation AS™ is the error returned by the Neville's algorithm. 
The deviation A a: is on the order of the error of the floating point unit for a conventional 
32-bit machine. In varying a, the code starts seeking the first digit test, if the test fails, 
the code seeks the second and so on till a success is achieved. To ensure minimum error 
without compromising the computing speed, we set the digit seeking function for a to 
the 5 th digit, regardless to the test result. Therefore the maximum deviation A a ~ 10~4. 
The analytical error is thus reduces to 
A S"* 
+ |Aalogp|. A (EP) (EP) 
For example, at the 200th central moment of the MFD spectrum for 4He calculated using 
the CD-Bonn NN interaction in QHUJ model space, we found that A = 1.40741 (up to 
the 5thdigit). The returned AS^o/S'foo = —0.19353. Thus the analytical error 
: A (E™) 
200 \ 19% + (10-4 log 200) * 100 % 25%. 
This is the uncertainty projected by the code. The real test, however, is to employ the 
approach in 4He and re-construct the GC level density function to compare with the 
exact level density function in our test example. 
5.6 Application: ^He level density function, revised 
We begin testing our phenomenological approach by generating the central moments 
and comparing them with the exact central moments obtained from the MFD spectrum. 
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The phenomenological approach is successful in generating the central moments to high 
orders. Figure (5.8) shows the ratio of the generated central moments to the exact 
central moments as a function of the power p up to the 34th central moment of the MFD 
spectrum, generated for 4He in 5hw and 6Rw model spaces. The maximum deviation for 
the 5 h~j-1 n o d e 1- sp ace data is less than 6% at p = 13, whereas the maximum deviation for 
the 6/ku-model-space data is less than 10% at p = 9. The ratios improve as p increases 
and oscillates slightly around unity which is a promising trend. We cannot confirm 
the consistency of the ratio values beyond this present limit of 34 moments. The best 
benchmark is to go to the next step and employ this phenomenological approach to 
obtain the GC level density function. 
We use the evaluated central moments in the phenomenological approach to solve 
for the GC expansion coefficients, {A,}, using the unrestricted linear algebra approach 
in section (5.3.1). We use the Template of Numerical Toolkit (TNT) C++ package, 
provided by the Mathematical and Computational Sciences Division of National Institute 
of Standards and Technology (NIST), as a standard algorithm to carry out the linear 
algebra solution. The Quad-double algorithm of Hida [50, 51] is also employed in the 
code to carry out the computation in 128-digit precision. 
Figure (5.9) shows the GC level density function and the MFD level density versus the 
excitation energy for 4 He (in units of MeV). The MFD is calculated using the 6Aw model 
space, ho = 22 MeV, CD-Bonn NN interaction potential, COM excitation parameter 
A = 10, and total magnetic projection quantum number rrij = 0. If j denotes the 
model space number, we found that the optimum fitting for the MFD spectrum using 
GC function occurs when the number of moments is an integer multiple of (j + 1), 
the number of peaks in the exact spectrum. In our case, the model space is 6/kv, 
implying seven states of COM excitation, hence, the number of used central moments is 
30 x 7 = 210. The peak centroids and the peak widths of the MFD spectrum are well 
matched by those of the GC function. Similar results are obtained when investigating 
the MFD spectrum for the 5hu model space, as shown in figure (5.10). 
When accurate central moments are used, the GC expansion becomes a powerful 
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Figure 5.8 The ratio of the generated central moments to the exact central 
moments as a function of the power p. The exact central mo­
ments are obtained using the MFD spectrum calculated for 4 He-
u s i n g  t h e  C D - B o n n  N N  i n t e r a c t i o n  p o t e n t i a l  i n  5 F R W  a n d  6 H U  
model spaces. huj — 22 MeV and the COM excitation parameter 
A = 10. 
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tool. It does reproduce the MFD spectrum remarkably well, with less information about 
the system. 
*He 6%oo, CD-Bonn, %(0 = 22 MeV, A = 10, m = 0 
MFD 
— GC 210 moments . 
10° 
0 200 400 600 800 1000 1200 
Excitation energy (MeV) 
Figure 5.9 The level density (in units of number of states per MeV) versus 
the excitation energy (in units of MeV) for 4He. The MFD his­
togram is calculated using CD-Bonn NN interaction potential in 
the 6Aw model space. Aw = 22 MeV, = 0, and the COM ex-
citation parameter A = 10. The curve is the Gram-Charlier level 
densities (in units of MeV-1) calculated using 210 moments. The 
coefficients of the Gram-Charlier function are calculated using 
unrestricted linear algebra approach. 
The physical region occupies a small part in the excitation energy scale, up to 110 
MeV and 124 MeV excitation energies for the 5 Aw and the 6Aw model spaces, respec-
tively. Figure (5.11) shows a closer view of the physical region for the 5Aw model space 
(top) and the 6Aw model space (bottom). The GC function represents a smooth lit to 
the features of the MFD spectrum. 
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Figure 5.10 The level density (in units of number of states per MeV) versus 
the excitation energy (in units of MeV) for *He. The MFD his-
tograrn is calculated using CD-Bonn N N  interaction potential 
in the 5fzw model space. W = 22 MeV, = 0, and the COM 
excitation parameter A = 10. The curve is the Gram-Charlier 
level densities (in units of MeV-1) calculated using 180 mo­
ments. The coefficients of the Gram-Charlier function are cal­
culated using unrestricted linear algebra approach. 
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(5.10) (top), with an enlarged scale. 
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The two MFD histograms above are separate components of the full spectrum. The 
5hu> and the 6hw histograms should be added to combine even and odd parity states. 
States with higher order of the total magnetic projection quantum numbers should be 
included as well. Therefore, we carry out MFD calculations for the bftw and 6hw model 
spaces for rrij = 0 to 8. To account for the negative total magnetic projection quantum 
numbers, states with > 0 are doubled. The MFD level densities for the two model 
spaces and total magnetic projection quantum numbers (rrij = 0 to 8) are summed to 
have the total states per MeV for 4He. In the same way, the GC function is computed for 
each model space for a given rrij. The set of GC level density functions are then summed 
to obtain the total GC level density function for 4He. The total level density for the GC 
function and MFD spectrum is shown in figure (5.12). The MFD level density histogram 
is remarkably improved and the GC level density function fits the MFD level density 
very well despite its rough features. Even the presence of the gap between 5 and 20 
MeV excitation energy is well matched by the GC level density which descends to 0.03 
MeV-1 at zero excitation energy. 
5.7 Conclusion and future work 
The moment method and Gram-Char lier expansion function is a powerful tool that 
efficiently utilizes a fully microscopic and successful NCSM model to obtain nuclear 
level densities. The matrix elements of Lanczos the tri-diagonal Hamiltonian hold much 
information about the many body system. A portion of this information can be used 
t o  o b t a i n  a  g o o d  d e s c r i p t i o n  o f  t h e  l e v e l  d e n s i t y  o f  t h e  s y s t e m .  F o r  4 H e  i n  t h e  6 F K O  
model space, 7916 iterations are needed to generate all eigenstates of a 7916 x 7916 
matrix. In our moment methods, only 106 iterations are needed to obtain the level 
density using the Gram-Char lier expansion function. The key advantage is that one 
can compute these moments without having to compute the full many-body eigenstates. 
Our moment method will advance nuclear statistical spectroscopy further by employing 
a small number of Lanczos iterations to generate the level densities for heavier nuclei, 
such as 12C where D ~ 10° in the 4/ku model space. Such a huge D requires weeks of 
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computations to generate all the states using the direct diagonalization approach. 
Additionally, another promising approach, in statistical spectroscopy, called the con­
figuration moments [17], has recently emerged. Since we have the tools and the tech­
nology to handle the moment methods, the configuration moments can be implemented 
as well. The practical implementation is dividing the model space into subspaces and 
calculating the moments in those subspaces. One can utilize larger model spaces that 
lie beyond the reach of direct diagonalization [17]. 
A preliminary investigation is carried out as an approximate phenomenological es­
timation to explore the capability of the configuration moments. In this preliminary 
approach, each many-body state is treated as a separate configuration. The configura­
tion moments are then unity for the zeroth moment as the dimensionality of the space is 
one. The first central configuration moment is the expectation value of the Hamiltonian 
with respect to that configuration. The second central configuration moment is the vari­
ance of the configuration which is the expectation value of the square of the Hamiltonian 
minus the square of the expectation value with respect to that configuration. 
Figure (5.13) shows the case where we use these three moments to construct a normal­
ized Gaussian for each configuration. The level density is then a sum of these gaussians 
over all configurations. The central configuration moments are initially evaluated for 
the A = 1 case to produce the best results in the low-lying excitation region as there is 
little spurious state contribution there. 
To improve upon this method we invoke a second order perturbation theory, eval­
uating the first central configuration moment with A = 1 including this correction. 
However, to restrict the contributions to the perturbative regime, we eliminate any con­
tribution where the matrix element divided by the energy denominator exceeds 0.5. We 
have checked that using 0.6 as a cutoff makes little difference in the results. There are 
large off-diagonal matrix elements whose role may not be treated perturbatively. We 
also phénoménologie ally approximate the effect of the second order perturbation theory 
on the second central moment by an overall scale factor of 0.05 times the directly cal­
culated result. The scale factor can be viewed as v'0.05 times each contributing matrix 
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element to the second central moment. The key advantage of the configuration moments 
approach with these limited number of moments is that the Gram-Char lier expansion 
coefficients are known and fixed for all configurations and there is no need to solve for 
them. This is because the first three scaled central moments are always (x°)  = (x2 )  — 1 
and (x) = 0. 
We carry out the calculation for 4He using the 5hui and 6Aw model spaces, huo = 
22 MeV, and the CD-Bonn NN interaction potential for all possible mj values. The 
results of our approximate treatment of the second order corrected central configuration 
moments are shown in the figures (5.14) for odd parity states (5W model space), (5.15) 
for even parity states (6hw model space), and (5.16) for both odd and even parity states. 
As a preliminary investigation these results are very encouraging. Note the ability of the 
results to include subtle details of a dip in the level density as a function of excitation 
energy. Further improvements, such as, including the 3^ central moment are expected 
to yield better results. 
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CHAPTER 6. Summary and outlook 
This thesis develops and investigates methods to describe the thermal and statistical 
properties of many-nucleon systems. The main objects of this investigation are to: 
• Obtain one or more simple theoretical approaches built upon the detailed micro-
physics of the interacting shell model using statistical averaging. 
• Calculate observables, such as level densities, difficult to measure experimentally. 
• Reduce the computational burden inherent in traditional approaches. 
Four models are investigated in this thesis: The 3D-SHO, the mean-field single par­
ticle system, the generalized statistical mechanics, and the moment methods. The main 
conclusions of the thesis are given below along with some suggestions for future work. 
1. The 3D-SHO is a simple and successful model for obtaining observables at low-
lying temperature for 40Ca when compared to the FTHF model. 
2. The 3D-SHO model needs additional modifications to include the spin-orbit inter­
action to have an intra-shell effects and improve the predicted level density. 
3. 3D-SHO extends SMMC to include intershell excitations, as shown for the 56Fe 
case, and paves the way for a planned mean field application. 
4. The use of mean-field single particle states has the advantage of using, on aver­
age, a realistic particle-particle interaction including the Coulomb interaction and 
introduces the spin-orbit interaction. 
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5. The mean-Geld approach is shown to give reliable results for light nuclei, up to 
A — 24. Heavier nuclei can be calculated at higher excitation energies, however it 
would be hard to find data (experimental or theoretical) to compare with. 
6. Further work is needed to implement our mean-field theory to heavier nuclei at 
low excitation energies. This may be accomplished initially by considering only 
the valence shell, which will sacrifice the intershell effects. To correct this, one can 
group the inner-shell nucléons into clusters and excite those clusters. For further 
accuracy the cluster itself may be excited. 
7. In an attempt to improve the fundamental description of the quantum statistics, 
the thesis investigates the generalized statistical mechanics that uses a single pa­
rameter that controls the thermal response of the mesoscopic system. The total 
number of accessible states for the single-particle system is related to the temper­
ature and the new parameter. 
8. Generalized thermodynamics formulae, analogous those used in the conventional 
statistical mechanics, are successfully obtained. Also a recursion formula, similar 
to the one obtained by Borrmann and Franke [3], which relates the many-particle 
system to single-particle systems is also obtained for the SHO Hamiltonian. 
9. Further investigations are needed to obtain a formula that relates the total number 
of accessible states to the temperature and the new parameter for many-particle 
systems. 
10. The generalized statistical mechanics has no predictive power yet, since the new 
parameter is not derivable from or related to the Hamiltonian dynamics. 
11. The most promising new method applicable to all nuclei, in principle, is the mo­
ment method which uses the constructed central moments from a truncated Lanc­
zos tri-diagonal Hamiltonian as input to the GC expansion function. 
12. The GC level density function provides remarkable results for the nuclear level 
densities when sufficiently accurate central moments and a sufficiently large num­
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ber of moments are employed. This can be achieved without diagonalizing the full 
Hamiltonian. 
13. The configuration moments approach shows promising results to obtain the nu­
clear level density. The advantage of the configuration moments over the moment 
method is that one can use few moments to describe each subsystem rather than 
use hundreds of moments to describe the whole system. This makes computations 
much easier and extends the range of systems that may be addressed. 
14. Further investigations and improvements are needed to use configuration moments 
for individual many-body basis states, such as obtaining a formula that relates the 
basis state variance to the first central moment. 
Clearly, it is very worthwhile to pursue several additional avenues uncovered by the 
thesis investigations as referenced above. 
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APPENDIX A. Fundamental statistical and thermal physics 
To investigate the thermodynamics of any macroscopic system we need to describe 
its thermodynamic parameters. Those parameters are derivable from well-known ther­
modynamic functions. We review those functions and establish our notation. 
A.l Maxwell relation 
Known as the first law of thermodynamics, the Maxwell relation is the statement of 
energy conservation. It states that the change in the internal energy dE is a combination 
of the influx of thermal energy SQ from a reservoir (taken to be at temperature T) and 
the mechanical work done by the system 8W, that is 
dE = <%? - <W. (A.l) 
Using Clausius' definition that relates heat exchange to T and entropy change of the 
system 
= TdS, (A.2) 
and the relation between work W ,  pressure P, and volume change dV, 
Eq.(A.l) becomes 
dE = TdS - PdK (A.3) 
Thus E = E(S, V )  and therefore 
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A.2 Helmholtz free energy 
The Helmholtz free energy F is defined as 
E = E - T& (A.5) 
The change in free energy is thus 
dE = dE - Td^ - SdT, 
using Eq.(A.3) we obtain 
dE = -SdT- f dy =kE = E(T, y). (A.6) 
Therefore 
S  =  ™ ( s ) /  p " ' i ^ ) T  ( A 7 )  
A 3 Gibbs free energy 
Gibbs free energy G is defined as 
G = E + Py = E - T2 + Py. (A.8) 
Taking the full differential with the aid of Eq.(A.3) we obtain 
dO = -^dT + ydf G = G(T, P). (A.9) 
Therefore 
m . v . (*ç\  
s
- - \ 7 f ) r  V = \ i p ) T  ( A 1 0 )  
A.4 Enthalpy 
Enthalpy j] is defined as 
S) =  E + PV. (A.11) 
Using Eq.(A.3), the variation of the enthalpy is 
d^ = TdS + ydP=>j]=^(5',P). (A. 12) 
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Therefore 
' •(§).•  ' -(S).  
A.5 Basic ensemble theory for classical systems 
We adopt a Hamiltonian description for a system of particles, and express it as a 
function of the independent momenta, Pi, and coordinates, &, as 
# ({#} , {%}) ; i = 1 to /. (A.14) 
We define the phase space hyper-volume to be 
r f r f 
y(E) = / TT = / 9(E - #) n dg&dpjk, (A.15) 
where / denotes the number of degrees of freedom. For instance, a system of N  particles 
in three dimensional space has / = 3N. The step function 0(E — H) is called the 
characteristic function defined as 
g(E - #) = < 
^ 1 if 
(A. 16) 
0  i f  # > E .  
The volume of a hyper-shell between energy E  and E  + AE  is defined as 
/ 
Ay (E) = f (A.17) 
./g<#<2+A2 
As AJS 0, Ay(E) in Eq.(A.17) gives the area of the hyper-shell denoted by cr(E), 
thus 
a ( E )  = Bm n E  + A E ) - V ( E )  = ^ AV ( E )  
AE-,0 AE AE ' 
or 
r / r / 
^(^) = / / 6(E-jf)TTdçkd%. (A.18) 
If the Hamiltonian H  is composed of two parts, such that 
# ({pj , W) = ({PiJ , {%,}) + ^ 2 ({%}, (W), 
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where 
/ A A 
and / = /i + /a, 
fc=l fci=l k2=l 
then Eq.(A.18) can be written as 
a(E) = / ^ (E-^)%%^Pt 
fe=i 
/. fi h 
= / 6(E - - ^ 2) %] YI 
k\—l &2 —1 
S mm i mm i / 
O I ( E - H 2 )  
we arrive to 
r h 
<r(E) = / (Ti(E - %% (A.19) 
&2—1 
Eq.(A.19) shows the convolution property of the function a(E).  
It is easy to prove 
c(E) = and F(E) = (r(E')dE', (A.20) 
by using the fact that 
# ( E - # )  =  /  6 ( E '  -  # ) d E ' ,  
Jo 
y(E) and <r(E) have dimensions of (Joule.second)^ and (Joule)/"^.(second)^, respec-
tively. 
For a single particle in the R1 classical oscillator, / = 1 and thus V(E) and o(E) 
are, respectively, TE and T, where T is the period of the oscillation. We define 2(E) 
to be the sum of the number of accessible states up to energy E and a(E) to be number 
of states at energy E. Mathematically this will be 
2(E) = ^3- and fl(E) = (A.21) 
VQ CF 0 
where 
2(E) = ^ /^n(E')dE' and 0(E) = —(A.22) 
V Q  JO <7() O E  
V0  and a0  are the unit hyper-volume and the unit hyper-area in the phase space, respec­
tively. In a quantum system, for which ApAq > h the unit volume will be hf. If we have 
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TV indistinguishable particles, % = JV!^. Note that the ratio V/(T has the dimension of 
energy. In general, the thermodynamic properties of any system are independent of Vq 
and erg. 
In phase space, each microsystem needs at least a volume V0  to exist. Thus the ratio 
V(E)/VQ — E(E) gives the number of possible phase space volume elements (rooms) 
for micro-systems. If we consider only a certain energy E, which forms a hyper-shell 
in the phase space, and each microsystem needs at least a unit hyper-shell cell a0 to 
exist, then the ratio A(E)/A0 = (1(E) yields the number of phase space area elements 
at particular energy E. In quantum systems at low temperatures, however, O can be an 
irregular function of E [18, 37]. The irregularities of 0 are due to the fact that the system 
cannot assume arbitrary energy states, but can absorb or emit energy in discrete values. 
Correspondingly S, is a histogram function of E which may be smoothed by obtaining 
the average E (see ref. [37] ch.5 ppl3fi). In general, both E and f1 are increasing 
f u n c t i o n s  o f  E .  D i f f e r e n t i a t i o n  o f  t h e  s m o o t h e d  E  w i t h  r e s p e c t  t o  e n e r g y  y i e l d s  g ( E ) ,  
the mean number of states per energy interval 
We will be using smoothed quantities in most situations, so we will drop the bar in 
0(E) and 2(E). Prom Eq.(A.19), Eq.(A.21), and Eq.(A.23), 0(E) and hence p(E) 
have a convolution property which can relate f1(E) or g(E) for subsystems to the total 
system. This convolution property will prove valuable in our developments later. 
The probability density pE  (probability of having state E per unit hyper-volume) 
can be expressed in terms of both 6(E - #) and #(E - #). If we choose the 6-function 
we have 
(A.23) 
Pa = Cd(E - #) 
where C is constant. Since 
thus 
^ <r(E) ao 0(E) %,g(E)' 
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hence 
_ S ( E - H )  6  ( E - H ) _ 6 { E - H )  
P e  
~ a(E)  a ,  S1(E)  V 0  g(E)  '  1  '  '  
The (5-function ensures that all points which are not on the energy surface with the area 
cr(E) have the weight 0, while the factor o~oQ(E) is for normalization. 
The same argument holds if we choose 9(E — H)  to express the probability density, 
as pg = C"^(E — we can obtain 
_ 0 ( E - H )  _ 0 ( E - H )  
P e  
~ V(E)  ~  V 0  £  (E)  '  [  '  
As illustrative application, we can obtain the momentum probability distribution of 
a subsystem V({pj}) where j  — 1 to d and denote this set of j  values by {j}. Here d 
denotes the dimension of the subsystem. Using the probability densities in Eq.(A.24) 
and Eq.(A.25), we integrate out all other degrees of freedom, such that 
r f f 
= / Pg 1% %% (fpt. (A.26) 
For the free particle Hamiltonian, H — Vf pf /2m,  and (H)  =  E,  the momentum prob­
ability distribution in Eq.(A.26) can be approximated to give the Maxwell distribution, 
2 2mE / ' 
where p2  -C 2r r iE to have the above approximation to be valid. 
A.5.1 Application in the microcanonical ensemble 
In the microcanonical ensemble, the phase space hyper-shell at energy E is divided 
into N shell elements {ACT,}, where j — 1 to A/", taken to be equal valued. We identify 
W subsystems where the subsystem corresponds to Aoj. Some of these subsystems 
can be identical in their energy. Let n, denotes the number of subsystems that have 
energy such that 
^ 7% = Af and E = ^  = A/"^, (A.27) 
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where we have introduced the index i  to run over groups of equal energy subsystems. 
The mode of the system is defined as the set of phase space points consistent with 
definition (A.27). A given mode can be achieved in different ways, the number of ways 
is given by 
VI 
WW = r (A.28) 
1 li T l i  •  
For the ensemble that consists of equal shell element Aa, all possible arrangements 
consistent with partition assignments (states) are equally likely to occur. This is because 
the mean value (n*) is given by 
(
"
f> = (A,29) 
where the sum goes over all distribution sets that obey definition (A.27). 
If the system in phase space is continuous, one could apply the phase space techniques 
to obtain the possible distributions of the system by using Eq.(A.24) and Eq.(A.25). 
However, those equations are impractical. Instead it is convenient to allow for a small 
energy uncertainty AE which may correspond to an experimental uncertainty. In addi­
tion, we take the system to be isolated. Thus, if we assume the equal probability for the 
system to be in any state between E and E + AE, we have 
C" E < # < E + AE 
PE = < 
0 Otherwise. 
Note that Pg is dimensionless and proportional to pg/Vo- C" is a constant, to be found 
using the normalization condition over the hyper-volume and Eq.(A.17) 
2 r J (jtt r J 
TT / n dgWPt = 1 = — / TT dgtdpt 
= = C"AE(E). 
Note that the normalization is weighted by V0 to maintain the dimensionless nature of 
the normalization. Therefore 
^ , 1  
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Using Eq.(A.22), we have 
n(£) = Um Yk*m. 
A^-^O (To AE 
The ratio of the unit hyper-volume VQ  to the unit hyper-surface A0 is used to define the 
unit energy width and set it to AE = V0/(70, the above equation can be written as 
0(E) = lim AE^^ - AE(E) 
From Eq.(A.30), C" = 1/12, and thus the probability in the microcanonical ensemble is 
summarized 
I/O E < # < E + AE 
fg = < (A.31) 
I 0 Otherwise. 
A.5.2 Canonical ensemble 
Consider a subsystem whose energy is E within a large system with total energy 
H given by Eq.(A.14) such that H E. Following the Lagrange multiplier technique 
that involves the variation of the distribution, such as the one given in Eq.(A.28), with 
respect to state sets, we obtain a Lagrange parameter 0 that extremizes the probability 
for the subsystem to exist within the total system. One obtains the distribution 
P ( E )  = M  (A.S2) 
where Z ( F 3 )  is called the partition function, defined as the sum over all possible states. 
The system of energy H—E is called the reservoir, which serves to fix the thermodynamic 
properties of the subsystem. There is no interest in the thermodynamic properties of 
the reservoir. At equilibrium, the temperature of the reservoir equals to that of the 
subsystem and is proportional to 1 /J3. 
Since 
1 f -J-T 
i = Tr / 
1 
7 z(/?) 
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thus 
Z(/3) = 1 f[ dgWPk. (A.33) 
But 
i\dqtipk = dV(E) = ^ f-dE, 
k=l 
make use in Eq.(A.33), with incorporating definitions (A.21) and (A.23), we obtain 
fOQ 
%(/))= / g(E)g-^dE. (A.34) 
Jo 
The mean value for any macroscopic observable O is thus 
(O) = i J P(E)0 n dqkdpk = J e-^O H dqkdpk. (A.35) 
The convolution property of g(E) suggests that the partition function in Eq.(A.34) for 
N subsystems is the multiplication of the partition functions of each subsystem, or 
z N ( p )  =  n z \ k ) .  
fc=i 
If all subsystems are of equal size and located simultaneously in the heat bath, thus 
having the same temperature, the total partition function is just the partition function 
for the individual subsystem raised to the power N. 
A.6 Quantum description 
A.6.1 Quantum Canonical Ensemble 
In a quantum system, the Hamiltonian is a Hermitian operator. Let (|^)}, where 
j denotes the state and k denotes the degeneracy, represent a complete orthonormal set 
of eigenstates of the Hamiltonian. Accordingly, the set satisfies the eigenvalue condition 
= VkJ (A.36) 
The set is orthonormal 
(A.37) 
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The set is complete 
(A'38) 
A total state vector describing state j  at energy Ej can be written 
k 
where ajk is the amplitude of the kth degenerate state of the jtli eigenstate. 
The degeneracy implies such possible mixed state structures. To obtain a statistical 
description in the canonical ensemble, allowing such structures, we need to obtain the 
density operator, including mixed states, p such that 
Tr(p) = 1, (A.39) 
where the trace is over all quantum states of the system. Idempotency is not required 
for mixed states 
p2 7^ p. (A.40) 
Analogous to the energy window in the classical case, we will not insist on exact de­
generacy here. Instead we will take as degenerate two quantum states that are not 
experimentally resolved. For every observable operator (), the expectation value is 
(O) = Tr (Op) = Tr (pO). (A.41) 
The trace of any operator in terms of the original basis states (the quantum eigenstates 
of #) is 
Tr(0) = J](^|0|V*). (A.42) 
In general, the density operator is time dependent. From the Heisenberg representation, 
the time derivative of the density operator is 
M =%  + Ï [h' p]-  (A-43) 
In a stationary state description p is independent of time. We assume that, under thermal 
equilibrium, we have a time averaged density operator which is time independent. When 
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adopting a stationary state description, we have from Eq.(A.43) [H, p] = 0. This suggests 
that p = p(H). Thus, by using condition (A.38) and then (A.36), yields 
p(H) = p(H) Y, Iv-'xv-, k I 3 I 
jk 
= (A-44> 
j k 
Choosing a representation for the density operator p — V0pE, where pE is given in 
Eq.(A.24), yields 
P ( H )  =  ( A  « )  
From condition (A.39) and definition (A.42) 
1 1 = Tr 
i 
536(S-E,)(^I^>, 
define the degeneracy of the jth state, gj, to be 
% = E 14) ' (A 46) 
k 
therefore, 
S ( E )  =  Y , 6 ( E -  £,) |V>*) = - E,). (A.47) 
jk j 
We can then obtain an expression for 2(E) using Eq.(A.23) 
rE rE 
2(E) = j g(E')dE' = j ^g/(E'-E,)dE'. 
The integrand singles out values of E' = Ej. For a nonvanishing value of 2(E), we 
require 0 < Ej < E for some j values. Thus 
E<£) = £ ft- (A.48) 
Ej<E 
The expressions of g(E) and 2(E) in Eq.(A.47) and Eq.(A.48), respectively, can be used 
in Eq.(A.21) and Eq.(A.23), to obtain 0(E), <r(E), and V(E) for quantum microcanon-
ical ensemble 
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In a more practical scheme, one can also choose a representation for the density 
operator p in the canonical ensemble similar to that in Eg.(A.32). This yields 
m = m (A.49) 
Using Eq.(A.49) in condition (A.39), we obtain 
1 = Tr (e""») , 
= K"" !</>*>, 
where condition (A.36) and definition (A.42) are also used. Using definition (A.46) in 
the above formula, we arrive at the partition function for quantum canonical ensemble. 
-W/3) = ^2 & exp (-^Ej). (A.50) 
j 
Here, we have explicitly labeled the partition function with the number of particles, 
N. Comparing the quantum partition function in Eq.(A.50) with the classical one in 
Eq.(A.34), we can obtain a probability description for a quantum state corresponding to 
the description given in Eq.(A.32). Thus, the probability that the system is in a state 
with energy Ej is 
p(Ei) = hwy (A51) 
The mean value for any macroscopic observable O is thus 
(0) = £p(E,)03i = yi^£e-'"3i03t, (A.52) 
where 
Ojt = (41 O |^) -
This is similar to the concept of ensemble average developed earlier for the classical sys­
tem in Eq.(A.35). We note that it is straightforward to generalize the above quantum 
results to an arbitrary basis space through introduction of a suitable unitary trans­
formation. We further note that the convolution properties discussed for the classical 
canonical ensemble are preserved in the quantum canonical ensemble. 
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A. 7 Statistical mechanics and thermodynamics 
A.7.1 Thermal energy and heat capacity 
All thermodynamics are derivable from the thermodynamic relations (A.l) to (A.13). 
We mainly invoke relevant ingredients defined from our ensemble above. For example, 
the heat capacity at constant volume is defined as 
From Eq.(A.l), (A.2), and (A.3) we have 
Cv = r(EL = GEV <a-53) 
To obtain an expression for the energy of the N particle microsystem in the canonical 
ensemble, we can use either Eq.(A.35) or Eq.(A.52). Both give the average energy and 
heat capacity to be 
( E „ ( P ) )  = ~  log Z K ( P ) - ,  C „ ( P )  = - k B 0 ' ^ à . ,  (A.54) 
where Eq.(A.53) is used to re-express the heat capacity in a practical fashion and the 
parameter 
The energy width AE for a given (5 is nothing but the variance of the energy that 
defined as 
AE* = \/(E%)-(E,v)2. (A.55) 
One can easily show that 
Using Eq.(A.56) and Eq.(A.54) into Eq.(A.55) yields 
which is nothing but 
A K m = 
0 
= (A.57) 
 En — — \//G^p)7^- (A.58) 
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In quantum statistics the value of A E jv must satisfy the uncertainty principle. This 
implies that the width must be larger than zero. Otherwise the statistical description 
becomes meaningless. In general the ratio A EN/ {EN) must satisfy the following in-
equality 
1 > W ) > 0 '  
At high temperature limit, where the system behaves like classical gas, the above in­
equality is guaranteed since the ratio A EN/ (EN) ~ 1/V3N. Only at zero temperature 
one need to fix A EN to have a consistent quantum system. 
A.7.2 Connection between statistical mechanics and thermodynamics 
Macroscopic observables are related to the microscopic properties of the particles of 
the system. Since systems consist of many particles, we use a statistical approach to 
investigate the behavior of the microscopic system and obtain the macroscopic observ­
ables. The partition function offers a powerful link between the macroscopic observables 
and the microscopic behavior. 
The link between statistical mechanics and thermodynamics starts with the classical 
mechanics result of Hamilton's canonical equations of motion derived from the Hamil-
tonian given in Eq.(A.14) 
- _ a* _i , P a  —  o  >  —  ! ) • • * ) / )  &Qa 
where pa is nothing but the generalized force associated with the conjugate momentum 
pa- Using an appropriate canonical transformation for the phase space we can switch to 
any convenient set of independent coordinates and momenta, such that 
= 7Te(p, g) ; and ^ g), 
and, the Hamilton canonical equations are 
7Ta = -^-; a = l,...,/. (A.59) 
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The average value of the generalized force can be obtained using Eq. (A.35) or Eq.(A.5'2). 
If we use Eq.(A.35), 
/ 
Using the fact that 
with the aid of Eq.(A.33), yields 
(%«) = log (^}) - (A.60) 
In the case where 4>a represents the volume of the system, {ttq) is the average pressure 
exerted by the microsystem (P). Thus 
( p )  =  ^ > ° s  m n  ( a . 6 1 )  
Comparing relation (A.7) with Eq.(A.61) yields a relation between the partition function 
and Helmholtz free energy F, given by 
F(T,V) = -~logZ(fi,V). (A.62) 
Make use Eq.(A.62) into Eq.(A.5), we arrive to an important relation for the entropy of 
the system in canonical ensemble 
S = kg log Z(/3) + W <^(/))> - (A.63) 
It follows from comparing Eq.(A.51) with Eq.(A.63) that 
^ (logf(Ej)) = -&B$]f(^)logf(Ej). (A.64) 
j 
This is an extremely interesting relationship, for it shows the entropy of a system is 
determined by the probability values. If the physical system has only one accessible 
state, say the case at ground state when T = 0, the probability of the state is 1. The 
entropy is thus 0, as it must be according to the third law of thermodynamics. The 
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vanishing entropy implies the perfect statistical order of the system and hence complete 
predictability. As the number of accessible states increases, P decreases from 1. The 
value of the log P assumes larger negative, and according to formula (A.64), entropy 
increases implying more disorder of the system. 
As it involves only the energy variable, formula (A.64) applies in the microcanonical 
ensemble as well. Using the probability formula for the microcanonical ensemble of 
relation (A.31) into formula (A.64), we obtain 
S = ks log il. (A.65) 
Formula (A.65), as well as formula (A.64), indicates the statistical disorder interpretation 
of entropy in the microcanonical ensemble. 
Combining Eq.(A.63) and Eq.(A.65) gives the smoothed microcanonical number of 
states 
n(E)=Z(/3)e^(A) (A.66) 
The (3 dependence in Eq.(A.66) is carried by the partition function and both explicitly 
and through the average thermal energy. For an isolated system (as in an adiabatic 
expansion) in thermal equilibrium, the number of microstates depends upon the thermal 
energy. 
One can inspect Eq.(A.66) and obtain useful thermodynamical relations. In isother­
mal systems, we have from Eq.(A.65) and Eq.(A.66) 
fcfl(^)T=(H)r = w- (A-67) 
At constant energy, we have from Eq.(A.54) and Eq.(A.66): 
aiogH ^ 
Since keeping the thermal energy of any system constant by a varying-temperature heat 
bath is impractical, by using Eq.(A.53) we obtain in general 
?^=~r}k!r = -TCv(l>)- (A-68) 
The importance of Eq.(A.67) and Eq.(A.68) appears when attempting to obtain an 
expression for the density of states per unit energy as we will be invoking Eq.(A.23). 
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A.7.3 The level density function 
The density of states g(E) is calculated for classical and quantum systems in Eq.(A.23) 
and Eq.(A.47), respectively. It is related to the partition function via Eq.(A.34). To 
calculate g(E) in terms of the partition function, we demand that the parameter (3 in 
Eq.(A.34) is interpreted as a formal parameter, which may also be complex. We also 
demand Z(^) to be an analytic function in the complex /3-plane if fRe/3 > 0. This ensures 
that the integrand in Eq.(A.34) exists and is bounded \/E. Obviously, Eq.(A.34) is just 
the Laplace transformation of g{E). If (3 is purely imaginary, Eq.(A.34) is the Fourier 
transformation of g(E). 
For the Laplace transformation we can obtain a reverse transformation. By multi­
plying Eq.(A.34) by e@E' and integrating over the path C in the complex f3-plane, as 
shown in figure (A.l), with f3 = (3' + i(3'\ \//3' E E+ and (3" G R, we obtain 
Since the integrand on the right hand side of Eq.(A.69) is analytic for the arbitrary 
> 0, we can exchange the integral over E by the integral over /), such that d/3 = 
We then obtain the inverse of the Laplace transformation, called Mellin inversion formula 
To obtain an expression for g(E), we need to use the method of the steepest descent 
to evaluate the integral in Eq.(A.70) at the saddle point [54]. We can write Eq.(A.70) 
•jS'+ioo 
(A.69) 
d(3' + id(3" = id/3". Thus 
J
rd'+ioo roo t-oo r, 
f d/) / g(E)e^^-^(fE = / dEg(E) / 
(3'—too J 0 J 0 J 8' 
V^e/) > 0. (A.70) 
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Figure A.l Integration bath C .  Here R e p  =  0 '  > 0 and arbitrary and 
I m P  =  P " .  
as 
1 r/3'+ioo i pfi'+ioQ 
g(E) = — / (A.71) 
2TT2 J27Ti Jp'—ioo 
where S(P) is t he  s ca led entropy S(P)/kB and has the following properties 
1. The function S ( P )  is analytic in the p — complex plane VfRe/? — p '  >  0. 
2. «$(/)) is large when the real part of is large and small when the real part of 
S ( P )  is small or negative. This leads to an asymptotic dependence. The entire 
contribution of the integrand to the integral comes from region in which the real 
part of S(P) takes a positive maximum value. Away from this maximum point the 
integral becomes negligibly small in comparison. 
3. At the high temperature limit, hm^_^ «$(/)) —» oo, since Z# increases rapidly as 
P  —> 0. However as /? —> 0 the increment of S ( P )  is slower than that of Z N ( P )  
because of the logarithm. 
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4. At very large /), <S(/3) is finite. This is because, when » oo, H is finite and H > 0 
in Eq.(A.65). From Eq.(A.68), cLS(^)/<i/9 = —Cy/(6g/)). Thus near |/)| ^ 1/kg 
and larger Cy is finite and tends to be constant. Accordingly S((3) tends to be 
constant and its slope vanishes in the region \f3\ ~ ljkB-
5. For ^ a complex parameter, we can show that ,$(/?)—» oo as /)—» oo in /)—complex 
plane, using the fact that 
roo fzo rzo 
/ / dz. 
J o Jo J 0 
From Eq.(A.34), we have 
roo rEo rEo 
Z(/9) = / g(E)e^dE > / ^(E)e^jE > / g(E)dE, (A.72) 
J0 Jo Jo 
where E 0  is chosen to be larger than zero and smaller than the ground state energy, 
i.e. 
Eg, > Eo > o. (A.73) 
From Eq.(A.20)-(A.23), one can prove that the integral in the right-hand side of 
inequality (A.72) is only £(E0), the number of all microstates up to energy E0. 
Thus 
rEo 
/ <?(E)dE = E(Eo). 
Jo 
Accordingly, inequality (A.72) becomes 
Z(/3) > e-^2(Eo). 
By multiplying by the factor and taking the natural logarithm of the two sides 
we obtain 
3(/3) > (E - Eo) + log 2(Eo). (A.74) 
As (3 —> oo, E —> Egs. Thus, due to imposed condition (A.73), S({3) is unbounded 
as 0 —» oo. 
The above properties of S((3) indicates that there is a fiat local minimum between 
/3 — 0 and f3 —• oo, suggesting the existence of a saddle point at (3 = /30, in which 
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the entropy is minimum. Any system in nature at, equilibrium is assumed to exist in a 
manner that minimizes its entropy. Taylor expanding S(p) around P0, yields 
s ( p )  = s(/30)+</3 - /y (^fr)^ + 5C - + " " (A-75) 
The second term in the right hand side of the above expansion vanishes since entropy is 
minimum at P0. This directly implies two results 
3E 
0/) = 0 and S—***™ 
which are consistent with Eq.(A.53) and Eq.(A.54), respectively. The third term on 
t h e  r i g h t  h a n d  s i d e  o f  E q . ( A . 7 5 ) ,  i s  n o t h i n g  b u t  ( ( ^  l o g  Z #  ( / 3 )  / ^ .  
Therefore 
( B 2 S ( P ) \  CV(0A) 
\ / /)=#(, 
Moreover, we can represent the point f30 — /3'0 + i/3'â, then 
The term has ( d 2 S ( p ) / d p 2 ) 0 Q  real and negative. It is real, for we have specified that 
the imaginary part of S(P) is constant along the chosen contour and negative because 
the contour moves down from the saddle point following the path of steepest descent. 
To achieve this condition we need Pq to very large compared with p'0 thus the real part 
of which hag the factor is negative and the imaginary part 
of which can be written as 2/^/^(1 + (/^/^o)^)^], vanishes. These 
are already achieved when the initial and terminal points of the contour are chosen as 
in Eq.(A.71). Those points then can be replaced by P0 ± ioo instead of P'0 ± ioo since 
P'q ± ioo — P0 ± i(00 =F Pq) —»• P0 ± ioo. 
Finally, the contribution to the integral comes from the connected domain that is 
t he neighborhood to the point PQ in the P — complex plane, so we can write (P — P0) in 
the polar form [54] 
(/3 - /y = 
164 
where 5 is small and the phase ip is constant, chosen so that the closed integral 
[2(/?)-%W = 0. / 
Since the integrand in the above closed integral is nothing but (/) — ^o)^(^«$(^)/^/)^)^ 
which is real, then we just need to set the appropriate phase to have the integral vanish. 
If we carry out the closed integral where the contour is the circle \(3 — P0\ —8 traversed 
once counterclockwise, that is y = 2tt, as shown in figure (A.2), then 
1 /^(/3)\ 
P=Po 
This is due to (/? — P 0 ) 2  being analytic in the simply-connected domain \ j 3  —  P Q \  =  5 ,  and 
selecting the contour as the closed loop (tp = 2tt). Hence, according to Cauchy's integral 
theorem the integral vanishes (see page 127 of reference [64]). Accordingly, (/) — /3g) is 
real and positive, or 
(P — fia) = |/3 — Po\ = S. 
Since ^(/)) is also analytic in the disk < 6, then the Taylor series (A.75) 
converges for all p  in this disk. Furthermore, the convergence of the series is uniform in 
any closed sub-disk — 0o| < <%' < (? [64]. As 6 is small, then terms of order of and 
above are negligible in (A.75), and thus we keep the first correction term only. 
Applying these results to the Taylor series (A.75), the integral (A.71) becomes 
i rf30+ioo 
2m 
We define the following parameters 
a = -yCV(0o)/(Wo) and ( = %(/)-/)(,), 
where a is real and positive, a = ^ |Cy(^)/(A:B^o)|. C ^ pure imaginary and positive, 
where (/) — /3g)^ = |/) — = |C|^, we obtain 
g(E) = 
2?r V_oo 2?r V a 
f lS(/3) - S(/30)] d0 = i (5^) f( l3 -  M 2 df3  = 0. 
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Figure A.2 The closed contour makes a disk of radius S in the neigh­
borhood of the saddle point /30, used to evaluate the integral 
^ d/3 in the complex plane. 
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For special case, we take the formal parameter (30 to be the special parameter (3 = 1/kgT, 
and the level density at given energy is thus 
9(B)=JSptviérnmemm (AJ6) 
Using Eq.(A.58) and Eq.(A.66) in formula (A.76) we obtain 
» ( E ) = ( A - 7 7 )  
By comparing Eq.(A.77) with Eq.(A.23), we obtain the ratio V Q /O Q  in canonical ensemble 
to be 
V,  =  j2 i ,C(0) /k B  =  ^ A E n  
(TO 
Formula (A.76) offers a practical way to calculate the level densities in terms of 
ensemble observables, such as thermal energy and entropy. In fact, in reverse to our 
previous approach, this formula gives a connection between the average microscopic 
structure using a macroscopic observable. This is one reason why level densities are 
widely used as a guide to understand statistical properties of nuclear and atomic physics 
systems. 
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