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Abstract
We consider the quadratic eigenvalue problem (QEP) (λ2M + λG+K)x = 0, whereM =
MT is positive definite, K = KT is negative definite, and G = −GT. The eigenvalues of the
QEP occur in quadruplets (λ, λ,−λ,−λ) or in real or purely imaginary pairs (λ,−λ). We
show that all eigenvalues of the QEP can be found efficiently and with the correct symmetry,
by finding a proper solvent X of the matrix equation MX2 +GX +K = 0, as long as the
QEP has no eigenvalues on the imaginary axis. This solvent approach works well also for
some cases where the QEP has eigenvalues on the imaginary axis.
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1. Introduction
Quadratic eigenvalue problems (QEPs) appear in many applications. One of the
early works on this topic is the monograph [15] by Peter Lancaster. For a recent
survey on this topic, see [24]. The QEP is to find scalars λ and nonzero vectors x
satisfying
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(λ2M + λG+K)x = 0,
where M,G,K are n× n real matrices and x is the eigenvector corresponding to the
eigenvalue λ. In this paper we are only interested in finding the eigenvalues. When
M is nonsingular, the QEP has 2n finite eigenvalues. We assume that the problem
size n is not too large and that all 2n eigenvalues are needed.
The standard approach for finding all 2n eigenvalues of the QEP is to use a proper
linearization and solve a 2n× 2n generalized eigenvalue problem. Another approach
is based on the factorization of the matrix polynomial
L(λ) = λ2M + λG+K. (1)
Indeed, it is well known that L(λ) admits the factorization
L(λ) = (λM +MX +G)(λI −X)
if and only if X is a solution (called a solvent) of the corresponding quadratic matrix
equation
MX2 +GX +K = 0 (2)
(see [15, Theorem 3.3] or [6, Corollary 3.6]). Therefore, when (2) has a solution X,
the 2n eigenvalues of the QEP (also called the eigenvalues of L(λ)) can be found by
finding the eigenvalues of the matrix X and the matrix pencil λM +MX +G. This
approach has been explored by Davis [4] and more recently by Higham and Kim
[12]. The difficulty associated with this solvent approach is obvious. It is possible
that the matrix equation (2) does not have a solvent. Even if a solvent exists, the
computation of a solvent can still be a difficult task. As a result, the solvent approach
can outperform the linearization approach only for special types of QEPs. The main
purpose of this paper is to identify a class of QEPs, for which the solvent approach
is truly successful.
2. The quadratic eigenvalue problem
The special QEP that we will consider is
(λ2M + λG+K)x = 0, (3)
where M = MT is positive definite, K = KT is negative definite, and G = −GT.
The QEP (3) has been studied recently in [16,18]. In [18] the emphasis is on the case
where the matricesM,G,K are large and sparse, and the QEP (3) has no eigenvalues
on the imaginary axis. In [16] the emphasis is on the QEP (3) corresponding to a
“strongly stable” gyroscopic system (i.e., the eigenvalues of the QEP (3) and all
nearby QEPs with the same symmetry structure are on the imaginary axis and are
semisimple). It is well known that the eigenvalues of (3) have “Hamiltonian struc-
ture”, i.e., they occur in quadruplets (λ, λ,−λ,−λ) or in real or purely imaginary
pairs (λ,−λ) [16]. In this paper we are mainly interested in the QEP (3) that has no
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eigenvalues on the imaginary axis. To get some insights about the QEP (3) having
eigenvalues very close to the imaginary axis, we will also consider the limit case in
which some eigenvalues of the QEP make “initial touch” on the imaginary axis (i.e.,
the QEP has some eigenvalues on the imaginary axis, but in every neighborhood of
the QEP there is a QEP of the same type that does not have eigenvalues on the imag-
inary axis). However, QEPs corresponding to strongly stable gyroscopic systems are
excluded from our study.
We first assume that the QEP (3) has no eigenvalues on the imaginary axis. If
we can find a solvent X of the matrix equation (2) whose eigenvalues are the n
eigenvalues of L(λ) in the right half plane, the remaining n eigenvalues of L(λ) are
obtained by symmetry without any computation.
The success of this procedure is contingent on the existence of a solvent whose
eigenvalues are in the right half plane.
Lemma 1. If the QEP (3) has no eigenvalues on the imaginary axis, then the matrix
equation (2) has a solvent whose eigenvalues are in the right half plane.
Proof. The proof can be completed quite easily by using a result by Langer [17].
We will apply the result as presented in Theorem 11.2 of [6]. Let µ = iλ. We rewrite
L(λ) as
Lˆ(µ) = −M1/2(µ2I + µGˆ+ Kˆ)M1/2,
where Gˆ = M−1/2(iG)M−1/2 and Kˆ = −M−1/2KM−1/2. Since Gˆ and Kˆ are Her-
mitian,
L˜(µ) = µ2I + µGˆ+ Kˆ
is a self-adjoint monic matrix polynomial of degree 2. It is clear that L˜(µ) has n
eigenvalues above the real axis and n eigenvalues below the real axis. By Theorem
11.2 of [6], L˜(µ) has a right divisor µI − R such that the n eigenvalues of R are
the n eigenvalues of L˜(µ) above the real axis. By Corollary 3.6 of [6], the matrix R
satisfies the equation
R2 + GˆR + Kˆ = 0.
Then it is easily verified that
X = −iM−1/2RM1/2 (4)
is a solvent of (2) whose eigenvalues are in the right half plane. 
Later on, we shall see that the solvent X given by (4) is actually a real matrix.
So the computed complex eigenvalues of X (by the QR algorithm) will appear in
conjugate pairs. Since the eigenvalues of the QEP in the left half plane are obtained
directly by symmetry, the Hamiltonian structure for the eigenvalues of the QEP is
preserved.
Our task is then to find the solvent X or more precisely the eigenvalues of X, with
high efficiency.
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We will not try to find the matrix X directly to find its n eigenvalues on the right
half plane. Instead, we use the Cayley transformX = (I + Y )(I − Y )−1. The matrix
equation (2) now becomes
B0 + B1Y + B2Y 2 = 0, (5)
where
B0 = M +K +G, B1 = 2(M −K), B2 = M +K −G. (6)
We are now interested in the solution Y of (5) whose n eigenvalues are inside the
unit circle. There is no need to recover the matrix X by the Cayley transform after
the matrix Y is found. We can use the QR algorithm to find the eigenvalues µi (i =
1, . . . , n) of the matrix Y . The eigenvalues of X are obtained by λi = (1 + µi)/(1 −
µi) (i = 1, . . . , n).
A solution Y of (5) may be found by Newton’s method with exact line searches
[13], which is applicable to more general quadratic matrix equations. However, the
solution Y obtained by that method does not necessarily have all eigenvalues inside
the unit circle.
SinceB2 = BT0 andB1 = BT1 is positive definite, the matrix equation (5) is closely
related to the matrix equation
X + ATX−1A = Q, (7)
where Q is symmetric positive definite. Indeed, letting Y = −X−1A, we can rewrite
(7) as
A+QY + ATY 2 = 0,
of which (5) is a special case. When the matrix Y is given in the form of −X−1A,
there is a need to compute the eigenvalues of Y by applying the QZ algorithm to the
matrix pencil λX + A if the matrix X is ill-conditioned. The method in [13] does not
have this problem, but the solution computed by that method is not necessarily our
desired solution.
3. Results on the matrix equation (7)
The matrix equation (7) has been studied by a number of authors (see [1,5,9,10,19,
23,25]). For this equation, we are interested in symmetric positive definite solutions.
For Hermitian matrices W1 and W2, we write W1  W2 (W1 > W2) if W1 −W2 is
positive semidefinite (definite). A real symmetric solution X+ of (7) is called maxi-
mal if X+  X for any real symmetric solution X of the matrix equation. The maxi-
mal solution is the solution we need for application to the QEP (3).
The following result is obtained in [5].
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Theorem 2. Equation (7) has a positive definite solution if and only if the rational
matrix function ψ(λ) = λA+Q+ λ−1AT is regular (i.e., the determinant of ψ(λ)
is not identically zero) and ψ(λ)  0 for all λ on the unit circle. If (7) has a posit-
ive definite solution, then it has a maximal solution X+. Moreover, ρ(X−1+ A)  1
(where ρ(·) denotes the spectral radius); for any other positive definite solution X,
ρ(X−1A) > 1.
It is also known that ρ(X−1+ A) < 1 if and only if ψ(λ) > 0 for all λ on the unit
circle (see [10]).
The maximal solution X+ of (7) can be found by the fixed point iteration.
Algorithm 1
Y0 = Q,
Yn+1 = Q− ATY−1n A, n = 0, 1, . . .
For Algorithm 1, we have Y0  Y1  · · ·, and limn→∞ Yn = X+ (see, e.g., [5]).
Moreover,
lim sup
n→∞
n
√‖Yn −X+‖  (ρ(X−1+ A))2,
where ‖ · ‖ is any matrix norm (see [10]).
When ρ(X−1+ A) is close to 1, a much more efficient method for finding the solu-
tion X+ is based on the cyclic reduction method. The algorithm is as follows (see
[19]).
Algorithm 2
X0 = Q0 = Q, A0 = A,
Xn+1 = Xn − ATnQ−1n An,
Qn+1 = Qn − AnQ−1n ATn − ATnQ−1n An,
An+1 = −AnQ−1n An, n = 0, 1, . . .
The next result is given in [19].
Theorem 3. For the matrices Qn and Xn in Algorithm 2, we have Qn  Qn+1 >
0, Xn  Xn+1 > 0 (n = 0, 1, . . .). Moreover, if ρ(X−1+ A) < 1, then
lim sup
n→∞
2n
√‖Xn −X+‖  (ρ(X−1+ A))2, lim sup
n→∞
2n
√‖An‖  ρ(X−1+ A).
When ρ(X−1+ A) = 1, it is pointed out in [19] that the sequence {Xn} still con-
verges to X+ if the sequence {An} converges to zero and the sequence {(X−1+ A)2n}
is bounded. It is shown in [9] that {An} always converges to zero. However, the
sequence {(X−1+ A)2n} is bounded if and only if all eigenvalues of X−1+ A on the unit
circle are semisimple. The following result is given in [9].
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Theorem 4. If ρ(X−1+ A) = 1 and all eigenvalues of X−1+ A on the unit circle are
semisimple, then for the sequence {Xn} produced by Algorithm 2
lim sup
n→∞
n
√‖Xn −X+‖  12 .
It turns out that {Xn} converges to X+ even if X−1+ A has non-semisimple eigen-
values on the unit circle.
Proposition 5. If (7) has a positive definite solution and the sequence {Xn} is pro-
duced by Algorithm 2, then limn→∞Xn = X+.
Proof. We consider the m×m block-Toeplitz matrix
Tm =


Q AT
A Q
.
.
.
.
.
.
.
.
. AT
A Q


m×m
.
By the properties of cyclic reduction (see [3]), Xn can be viewed as the Schur com-
plement in T2n of the lower-right block (2n − 1)× (2n − 1) matrix. It is well known
that this Schur complement can also be obtained by using block Gaussian elimina-
tion to eliminate successively the nonzero blocks in the positions (2n − 1, 2n), (2n −
2, 2n − 1), . . . , (1, 2). This means that Xn can be obtained by 2n − 1 steps of the
fixed point iteration (Algorithm 1). That is, Xn = Y2n−1. It follows that {Xn} con-
verges to X+. 
It is pointed out in [19] that λmin(Qn)  λmin(T2n+1−1) and λmax(Qn) 
λmax(T2n+1−1). It then follows from the results in [20,22] that
λmin(Qn)s = inf
θ∈[−,] λmin(f (θ)), (8)
λmax(Qn) t = sup
θ∈[−,]
λmax(f (θ)), (9)
where f (θ) = eiθA+Q+ e−iθAT, and that λmin(Qn) > 0 when s = 0. It can be
shown (as in [9]) that limn→∞ λmin(Qn) = 0 whenever ρ(X−1+ A) = 1. In view of
the remark following Theorem 2, ρ(X−1+ A) = 1 if and only if s = 0.
4. Application to the quadratic eigenvalue problem
A number of applications of Eq. (7) have been mentioned in the literature. Now
we can add one more application of Eq. (7): the quadratic eigenvalue problem.
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Theorem 6. The QEP (3) has no eigenvalues on the imaginary axis if and only
if ψ(λ) = λB0 + B1 + λ−1B2 > 0 for all λ on the unit circle, where the matrices
B0, B1, B2 are given in (6).
Proof. We apply the results in the previous section with A = B0 and Q = B1.
Recall that B2 = BT0 .
“if” part: Let X+ be the maximal solution of the matrix equation
X + BT0 X−1B0 = B1. (10)
Then ρ(X−1+ B0) < 1 and Y = −X−1+ B0 is a solution of (5). By the Cayley transform,
the matrix equation (2) has a solution with all n eigenvalues in the open right half
plane. These n eigenvalues are also eigenvalues of the QEP (3). The remaining n
eigenvalues of (3) are obtained by symmetry. Thus, the QEP has no eigenvalues on
the imaginary axis.
“only if” part: Let λ = eiθ , θ ∈ [−, ]. Then ψ(λ) = f (θ) = eiθB0 + B1 +
e−iθB2. Let the n real eigenvalues of the Hermitian matrix f (θ) be λ1(θ), λ2(θ), . . . ,
λn(θ), which are n real-valued continuous functions of θ . Since f (0) = B0 + B1 +
B2 = 4M > 0, we have λi(0) > 0 for i = 1, . . . , n. Since the QEP (3) has no ei-
genvalues on the imaginary axis, ψ(λ) is nonsingular for all λ on the unit circle.
Therefore, λi(θ) /= 0 for i = 1, . . . , n and θ ∈ [−, ]. By the intermediate value
theorem, λi(θ) > 0 for i = 1, . . . , n and θ ∈ [−, ]. Thus, f (θ) > 0 for all θ ∈
[−, ]. That is, ψ(λ) > 0 for all λ on the unit circle. 
Therefore, when the QEP (3) has no eigenvalues on the imaginary axis, all its
eigenvalues can be found by finding the eigenvalues of −X−1+ B0, where X+ is the
maximal solution of (10). We will also consider the QEP (3) for which ψ(λ) =
λB0 + B1 + λ−1B2  0 for all λ on the unit circle. Since ψ(1) = B0 + B1 + B2 =
4M > 0, ψ(λ) is regular and the results in the previous section can still be applied.
By replacing ψ(λ) > 0 with ψ(λ)  0, we allow some eigenvalues of the QEP to
make initial touch on the imaginary axis. Of course, this consideration is enough for
us to get some insights when the QEP has no eigenvalues on the imaginary axis, but
has some eigenvalues very close to the imaginary axis.
The next result gives a precise relationship between the eigenvalues of the matrix
−X−1+ B0 and those of the matrix polynomial φ(λ) = λ2B2 + λB1 + B0. The proof
is based on the local Smith form as presented in [7].
Theorem 7. Assume that ψ(λ)  0 for all λ on the unit circle and let X+ be the
maximal solution of (10). Then the eigenvalues of −X−1+ B0 are precisely the eigen-
values of φ(λ) inside or on the unit circle, with the same partial multiplicities for
each eigenvalue inside the unit circle and with half of the partial multiplicities for
each eigenvalue on the unit circle.
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Proof. The matrix equation (10) is a special discrete algebraic Riccati equation. It
is known (see [8,9]) that the partial multiplicities of each eigenvalue of −X−1+ B0 on
the unit circle are half of the partial multiplicities of this eigenvalue for the matrix
pencil
λ

−I 0 00 0 0
0 I 0

−

 0 0 −IB1 −I B2
−B0 0 0

 .
By elementary block operations, this matrix pencil can be reduced to
I 0 00 I 0
0 0 φ(λ)

 .
This proves the assertion for the eigenvalues on the unit circle. Since Y = −X−1+ B0
is a solution of (5),
φ(λ) = (λB2 + B2Y + B1)(λI − Y ).
Since the matrix pencil λB2 + B2Y + B1 does not have eigenvalues inside the unit
circle, we know by the local Smith form that the assertion for the eigenvalues inside
the unit circle is also true. 
The above theorem tells us that all eigenvalues of the QEP (3) can be found by
finding the eigenvalues of −X−1+ B0, under the weaker assumption that ψ(λ)  0 for
all λ on the unit circle. It is not clear whether −X−1+ B0 is the only solution of (5)
whose eigenvalues are inside or on the unit circle. However, if Y is any solution of
(5) such that ρ(Y )  1 and all eigenvalues of Y on the unit circle are semisimple,
then we necessarily have Y = −X−1+ B0. Indeed, if the sequences {An} and {Xn}
are obtained by Algorithm 2 with A = B0 and Q = B1, then we know from the
properties of cyclic reduction (see [3]) that
B0 +XnY + ATnY 2
n+1 = 0, n = 0, 1, . . . (11)
Letting n→∞ in (11), we get B0 +X+Y = 0 by Proposition 5 and the fact that
limn→∞An = 0. Therefore, Y = −X−1+ B0. In particular, the matrix X in (4) must
be equal to the real matrix (I −X−1+ B0)(I +X−1+ B0)−1.
It is also easy to establish a precise relationship between the eigenvalues of the
matrix polynomial
L(λ) = λ2M + λG+K
and the matrix polynomial
φ(µ) = µ2B2 + µB1 + B0.
Proposition 8. µ0 is an eigenvalue of φ(µ) if and only if λ0 = (1 + µ0)/(1 − µ0)
is an eigenvalue of L(λ). Moreover, the partial multiplicities of µ0 are the same as
the partial multiplicities of λ0.
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Proof. We may assume that λ0 /= −1 (so µ0 /= ∞). The result for λ0 = −1 and
µ0 = ∞ follows readily from the result for λ0 = 1 and µ0 = 0. The proof is again
based on the local Smith form. Let the partial multiplicities of λ0 be k1  k2  · · · 
kn (including zero partial multiplicities). Then
L(λ) = E(λ)


(λ− λ0)k1
.
.
.
(λ− λ0)kn

F(λ),
where E(λ) and F(λ) are matrix polynomials invertible at λ0. Now,
φ(µ) = (1 − µ)2L
(
1 + µ
1 − µ
)
= Eˆ(µ)


(µ− µ0)k1
.
.
.
(µ− µ0)kn

Fˆ (µ),
where
Eˆ(µ) = (1 − µ)2E
(
1 + µ
1 − µ
)
and
Fˆ (µ) =


(
2
(1−µ)(1−µ0)
)k1
.
.
. (
2
(1−µ)(1−µ0)
)kn

F
(
1 + µ
1 − µ
)
are rational matrix functions defined and invertible at µ0. Therefore, the partial mul-
tiplicities of µ0 are k1  k2  · · ·  kn. 
5. Comparison with the linearization approach
The solvent approach for finding all 2n eigenvalues of the QEP (3) can be sum-
marized as follows.
Algorithm 3
(1) Let B0 = M +K +G and B1 = 2(M −K).
(2) Apply Algorithm 2 with A = B0 and Q = B1 to find the maximal solution X+
of (10).
(3) Use the QR algorithm to find eigenvalues µi (i = 1, . . . , n) of −X−1+ B0.
(4) Find eigenvalues λi (i = 1, . . . , n) of the QEP (3) on the closed right half plane
by using
λi = (1 + µi)/(1 − µi), i = 1, . . . , n.
(5) Obtain the remaining n eigenvalues of the QEP (3) by symmetry.
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The algorithm will be useful only whenB1 = 2(M −K) is not ill-conditioned (M
and K may still be ill-conditioned). If B1 is ill-conditioned, we cannot expect much
accuracy from Algorithm 3, since Algorithm 3 uses Algorithm 2 in step (2) and B1
is inverted in the first iteration of Algorithm 2. On the other hand, the matrix Xn pro-
duced by Algorithm 2 is often well-conditioned when M −K is well-conditioned.
This is suggested by Qn > 0 and
Qn +
n−1∑
i=0
AiQ
−1
i A
T
i  Xn  2(M −K),
which is readily seen from Algorithm 2.
In step (1) of Algorithm 3, there is some possibility of cancellation, particularly
for the computation of B0. This may limit the applicability of the algorithm to some
extent.
In step (2) of Algorithm 3, we apply Algorithm 2. In the nth iteration of Algo-
rithm 2, we need to compute ATnQ−1n An,AnQ−1n ATn , and AnQ−1n An. These matrices
can be computed as follows. Let Qn = LnLTn be the Cholesky factorization of Qn,
Vn = L−1n An, and Wn = L−1n ATn . Then ATnQ−1n An = V Tn Vn, AnQ−1n ATn = WTn Wn,
and AnQ−1n An = WTn Vn. Therefore, the computational work required for one iter-
ation of Algorithm 2 is about 193 n
3 flops. In the presence of rounding errors, the
matrix Qn may fail to be positive definite when the QEP has eigenvalues very close
to the imaginary axis. In this case, the iteration in Algorithm 2 stops and we take
Xn as an approximation to X+. If Qn is positive definite and ‖ATnQ−1n An‖∞ < &, a
prescribed tolerance, then we compute Xn+1 as an approximation to X+ (and skip
the computation of Qn+1 and An+1). Normally, 20 iterations of Algorithm 2 is quite
enough for us to find the 2n eigenvalues of the QEP by Algorithm 3, with accuracy
warranted by the QEP itself.
In step (3) of Algorithm 3, we use the QR algorithm to find eigenvalues of−X−1+ B0
since the matrixX+ is typically well-conditioned whenB1 = 2(M −K) is well-con-
ditioned. To get possibly higher accuracy, we may compute these eigenvalues by apply-
ing the QZ algorithm to the pencil λX+ + B0.
In step (4) of Algorithm 3, we may get (computed) eigenvalues with small neg-
ative real parts when the QEP has eigenvalues very close to the imaginary axis. In
this case, we can simply change these small negative numbers to zero. If the QEP
has eigenvalues λi with large modulus, then the computed λi will have low accuracy
since they are obtained from the Cayley transform with µi close to 1.
We now compare the solvent approach with the linearization approach. Two com-
mon linearizations of the QEP (3) are
λ
[
I 0
0 M
]
−
[
0 I
−K −G
]
(12)
and
λ
[
M G
0 M
]
−
[
0 −K
M 0
]
. (13)
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Each linearization has the same eigenvalues as the QEP. Moreover, the partial
multiplicities of each eigenvalue are the same as those for the matrix polynomial
L(λ) = λ2M + λG+K.
Recall that the eigenvalues of the matrix −X−1+ B0 are related to those of L(λ)
by Theorem 7 and Proposition 8. Thus, qualitatively speaking, computing the eigen-
values of −X−1+ B0 is no more difficult than computing the eigenvalues of (12) or
(13).
For both linearizations, we may use the QZ algorithm to find all 2n eigenvalues.
The QZ algorithm has high accuracy. However, it is quite expensive and the com-
puted eigenvalues do not have the right symmetry. The computational work needed
for the QZ algorithm is enough for us to carry out Algorithm 3 with 30 iterations for
Algorithm 2 in step (2), even if we find the eigenvalues of −X−1+ B0 in step (3) by
applying the QZ algorithm to the pencil λX+ + B0. If we choose to use linearization
(13), we may apply an algorithm developed in [2] to compute all 2n eigenvalues.
The eigenvalues computed by that algorithm have the right symmetry, with accuracy
comparable to that achieved by the QZ algorithm. That algorithm is less expensive
than the QZ algorithm in terms of flops, but not necessarily so in terms of timings.
To reduce the computational work involved in the linearization approach, we can
reduce the problem of finding the eigenvalues of the pencil (12) to that of finding the
eigenvalues of the matrix[
0 I
−M−1K −M−1G
]
. (14)
However, there may be a loss of accuracy in doing this if M is ill-conditioned.
If we use the QR algorithm to find the eigenvalues of (14), the computational work
needed is enough for us to carry out Algorithm 3 with about 15 iterations for Algo-
rithm 2 in step (2). The ill-conditioning of the matrix M may also affect the accuracy
of Algorithm 3. Indeed, for the numbers s and t defined in (8) and (9), we have
t/s  cond2(M) since f (0) = 4M . This means that the matrices Qn may be ill-
conditioned too. When M is ill-conditioned but the QEP does not have eigenvalues
close to the imaginary axis, the sequence {An} in Algorithm 2 often converges to
zero quickly (see Theorem 3), so the possible ill-conditioning of Qn does not affect
the accuracy of Xn+1 significantly. The situation for the linearization approach is
quite different. If we apply the QR algorithm to the matrix (14) and M is ill-con-
ditioned, then the input data for the QR algorithm is changed significantly. If the
QEP has eigenvalues very close to the imaginary axis, then these eigenvalues cannot
be computed with high precision by any method. Indeed, when the QEP has eigen-
values on the imaginary axis, these eigenvalues must have positive even integers
as their partial multiplicities (see Theorem 7 and Proposition 8). These eigenvalues
are therefore very sensitive to the perturbations in the matrices M,G, and K (see
[21]).
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6. Numerical results
In this section we present some numerical results to show that the solvent ap-
proach outperforms the linearization approach for the QEP (3). All computations are
done in Matlab version 5.3 on a Sun workstation.
Example 1. Our first example is Example 6.1 of [18]. So we have a QEP (3) with
n = 100. All 200 eigenvalues of the QEP can be found by applying the QZ algo-
rithm to the matrix pencil (13). These eigenvalues are displayed in Fig. 6.1 of [18].
The computed eigenvalues appear in quadruplets that approximately have the form
(λ, λ,−λ,−λ). It is reasonable to judge the accuracy of these eigenvalues by the
closeness to this form. In this sense, the most accurate quadruplet of eigenvalues
computed by the QZ algorithm is
0.28165313667904 + 0.87246540561295i,
0.28165313667904 − 0.87246540561294i,
−0.28165313667904 + 0.87246540561295i,
−0.28165313667904 − 0.87246540561295i.
This quadruplet is closest to the imaginary axis but well separated from other
eigenvalues of the QEP. The least accurate quadruplet of eigenvalues appears to be
1.70067837102530 + 0.03080313392466i,
1.70068051210059 − 0.03080408493533i,
−1.70067813619718 + 0.03080259924921i,
−1.70067813619719 − 0.03080259924919i.
This quadruplet is nearly mixed with other quadruplets. Note that the eigenvalues
returned by the QZ algorithm do not appear in conjugate pairs. If we use the QR algo-
rithm to find the eigenvalues of the matrix (14), then the corresponding eigenvalues
are
0.28165313667905 ± 0.87246540561294i,
−0.28165313667904 ± 0.87246540561295i,
and
1.70067647383514 ± 0.03081212542094i,
−1.70067822344813 ± 0.03080218408502i.
If we use Algorithm 3 with 6 iterations of Algorithm 2 in step (2), then the corre-
sponding eigenvalues are
±0.28165313667905 ± 0.87246540561294i,
and
±1.70067804782901 ± 0.03080241119623i.
For this example, the solvent approach is least expensive. The accuracy of the
eigenvalues computed by Algorithm 3 is no worse than that achieved by the QZ
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algorithm. The eigenvalues computed by the QR algorithm applied to the matrix
(14) have similar accuracy since we have cond2(M) = 2.84 for this example.
Example 1 appears to be too easy for Algorithm 3. We now construct an example
for which the QEP has eigenvalues close to (or on) the imaginary axis and the matrix
M is ill-conditioned.
Example 2. We consider the QEP (3) with the matricesM,G,K defined as follows.
Let
M0 =


10−7
1
1
1

 , G0 =


0 1
−1 0
0 g
−g 0

 ,
K0 =


−1
−10−7
−4
−1

 .
We then generate a random matrix by randn(4) and keep 3 digits for its entries. The
matrix we get is
W =


−0.43 −1.15 0.33 −0.59
−1.67 1.19 0.17 2.18
0.13 1.19 −0.19 −0.14
0.29 −0.04 0.73 0.11

 .
Now we define
M = WTM0W, G = WTG0W, K = WTK0W.
If g = 3, then the eigenvalues of the QEP are
±0.70710679886 ± 0.70710676351i, ±√2 i (each with multiplicity 2).
If g = 2.999999, then the eigenvalues of the QEP are
±0.70710679886± 0.70710676351i, ±0.00122474477± 1.41421303204i.
We have the following numerical results for g = 3 (g = 2.999999). For the 8 ei-
genvalues computed by the QZ algorithm, the largest absolute error is 1.88 × 10−8
(4.72 × 10−9). If we use the QR algorithm to find the eigenvalues of the matrix
(14), the largest absolute error is 1.22 × 10−2 (8.26 × 10−3). If we use Algorithm
3 with 14 iterations of Algorithm 2 in step (2), the largest absolute error is 1.53 ×
10−9(3.96 × 10−9) for the computed eigenvalues. For this example, cond2(M) =
1.83 × 108 and cond2(M −K) = 27.62. The accuracy achieved by applying the QR
algorithm to (14) is very low. However, the accuracy achieved by Algorithm 3 is no
worse than that achieved by the QZ algorithm.
For this example, the convergence of Algorithm 2 in step (2) of Algorithm 3 is
still quite fast, as suggested by Theorems 3 and 4. For Example 2 with g = 3, each
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eigenvalue of the QEP on the imaginary axis has partial multiplicity 2. This is the
generic case. Of course, it is possible to construct examples for which the eigenvalues
of the QEP on the imaginary axis have large even integers as their partial multiplic-
ities. In those situations, we still have convergence for Algorithm 2 in step (2) of
Algorithm 3 (see Proposition 5), although the rate of convergence is expected to be
much slower. Moreover, the matrix Qn in Algorithm 2 will be very ill-conditioned
for large n. This means that it is impossible to get a very good approximation to X+
in step (2) of Algorithm 3. Nevertheless, Algorithm 3 can still obtain the eigenvalues
of the QEP, with accuracy warranted by the QEP itself. Our final example illustrates
this point.
Example 3. We consider the QEP (3) for which the matrices M,G,K are defined
as follows. Let
P =


√
2
2
√
2
2
−
√
2
2
√
2
2

 , S =

 0 −
√
2
2√
2
2 0

 , U =
[ 1
2 0
0 12
]
, V = −U,
B0 = −


P I
P I
P I
P

 , B1 = I + BT0 B0.
We then define the matrices M,G,K by
G =


S V
U S V
U S V
U S

 ,
M = 1
4
B1 + 12 (B0 −G), K = −
1
4
B1 + 12 (B0 −G).
It is easily verified that M is symmetric positive definite, K is symmetric negative
definite, and G is skew-symmetric. We also have
B0 = M +K +G, B1 = 2(M −K).
The maximal solution of the matrix equation (10) is X+ = I (the last statement
in Theorem 2 is used here) and the eigenvalues of −X−1+ B0 are
√
2
2 (1 ± i), each
with partial multiplicity 4. Thus, the eigenvalues of the QEP are ±(1 +√2)i, each
with partial multiplicity 8. For the 16 eigenvalues computed by the QZ algorithm,
the largest absolute error is 4.01 × 10−2. If we use the QR algorithm to find the
eigenvalues of the matrix (14), the largest absolute error is 4.77 × 10−2. If we use
Algorithm 3 with 10 iterations of Algorithm 2 in step (2), the largest absolute error
is 2.97 × 10−2 for the computed eigenvalues. For this example, cond2(M) = 87.28.
The accuracy achieved by Algorithm 3 is no worse than that achieved by the other
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two methods. The lower accuracy in this example is explained by the fact that each
of the two exact eigenvalues has partial multiplicity 8 (see [21], for example).
7. Conclusions
We have presented an algorithm for finding all eigenvalues of a quadratic eigen-
value problem arising from gyroscopic systems and problems of linear elasticity. The
algorithm, which is based on the solvent approach, preserves the Hamiltonian struc-
ture of the spectrum of the QEP. It is less expensive than the linearization approach
using the QZ algorithm. The computed eigenvalues typically have very good accu-
racy except those with very large modulus. In most cases, the algorithm is also more
accurate and less expensive than the linearization approach using the QR algorithm.
Although the solvent-based algorithm cannot be applied to find the eigenvalues
of a strongly stable gyroscopic system, the solvent approach itself still has a big role
to play in verifying the strong stability of a gyroscopic system. Indeed, as shown in
[11], the solvent approach can be used to detect a hyperbolic QEP and, in particular,
to check a sufficient condition for the strong stability of a gyroscopic system [11,16].
The solvent approach provides a hyperbolicity test that is more efficient than the one
given in [14].
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