As an essential variable in linking water, carbon, and energy cycles, evapotranspiration (ET) is difficult to measure. Remote sensing, reanalysis, and land surface model-based ET products offer comprehensive alternatives at different spatio-temporal intervals, but their performance varies. In this study, we selected four popular ET global products: The Global Land Evaporation Amsterdam Model version 3.0a (GLEAM3.0a), the Modern Era Retrospective-Analysis for Research and Applications-Land (MERRA-Land) project, the Global Land Data Assimilation System version 2.0 with the Noah model (GLDAS2.0-Noah) and the EartH2Observe ensemble (EartH2Observe-En). Then, we comprehensively evaluated the performance of these products over China using a stratification method, six validation criteria, and high-quality eddy covariance (EC) measurements at 12 sites. The aim of this research was to provide important quantitative information to improve and apply the ET models and to inform choices about the appropriate ET product for specific applications. Results showed that, within one stratification, the performance of each ET product based on a certain criterion differed among classifications of this stratification. Furthermore, the optimal ET (OET) among these products was identified by comparing the magnitudes of each criterion. Results suggested that, given a criterion (a stratification classification), the OETs varied among stratification classifications (the selected six criteria). In short, no product consistently performed best, according to the selected validation criterion. Thus, multi-source ET datasets should be employed in future studies to enhance confidence in ET-related conclusions.
Introduction
As an essential component of water balance, evapotranspiration (ET) can directly impact both regional and global hydrological processes. Globally, ET has changed over recent decades, owing to ESA GLOBSNOW and NSIDC SWE, CCI-LPRM VOD, CCI SM and LIS/OTD LF Martens et al. [58] MERRA-Land Penman-Monteith CPC-U MERRA version 1.0 outputs T, W, Q and SP Reichle et al. [60] GLDAS2.0-Noah Penman-Monteith PUMFD PUMFD T, W, Q and SP Rodell et al. [28] EartH2Observe-En Variable WFDEI WFDEI T, W, Q and SP Schellekens et al. [30] Note: MSWEP: Multi-Source Weighted-Ensemble Precipitation; CPC-U: Climate Prediction Center Unified; ESA: European Space Agency; NSIDC: National Snow and Ice Data Center; CCI-LPRM: Climate Change Initiative-Land Parameter Retrieval Model; LIS/OTD LF: Lightning Imaging Sensor/Optical Transient Detector lighting frequency; W: wind speed; Q: relative or specific humidity; SP: surface pressure. Among the EartH2Oberve models, the PET schemes are different, including Penman-Monteith, Bulk ETP, Hamon (tier 1), modified Penman, Priestley-Taylor and net radiation-based algorithms. A detailed description about these models can be found in Dutra et al. [61] and their respective model papers (Table S1 ).
Modern Era Retrospective-Analysis for Research and Applications-Land ET
The Modern Era Retrospective-Analysis for Research and Applications (MERRA)-Land ET is a reanalysis-based product. MERRA is an addition to the suite of global, long-term reanalysis products generated by the National Aeronautics and Space Administration (NASA) Global Modeling, and Assimilation Office (GMAO) with the Goddard Earth Observing System (GEOS-5; [62] ). This system combines the NASA Atmospheric General Circulation Model (AGCM) with a set of state-of-the-art physics packages and the National Centers for Environmental Prediction (NCEP) Gridpoint Statistical Interpolation (GSI) assimilation package, and incorporates information from ground and satellite-based observations of the atmosphere, including many modern satellite derivations (e.g., Atmospheric Infrared Sounder (AIRS) radiances and scatterometer-based wind retrievals). In particular, MERRA focuses on historical analyses of the hydrological cycle on a broad range of weather and climate time scales, and thus introduces the innovative GEOS-5 Catchment LSM [63] , which can explicitly address the subgrid-scale SM variability and its impact on runoff and ET. Unlike common LSMs, this model is run at the basic computational unit of the topographically determined hydrological catchment or watershed. For the original MERRA, the precipitation is simulated from the system's AGCM following the assimilation of the atmospheric observations; however, significant errors exist in the amounts and timing of the model-generated precipitation and negatively influence the land surface hydrological variables [26] . To overcome this issue, offline, land-only reanalysis data (i.e., MERRA-Land) were produced based on merging gauge-based data from the NOAA Climate Prediction Center with MERRA precipitation and revised parameters in the original canopy precipitation interception model. This supplemental land surface data of the original MERRA, as noted by Reichle et al. [60] , stated that the capability of MERRA-Land in the land hydrology estimates has been significantly improved. The monthly MERRA-Land ET, with a horizontal grid of 0.67 • longitude × 0.5 • latitude, is used here and covers the period from 1980-2016.
Global Land Data Assimilation System ET
The Global Land Data Assimilation System (GLDAS) is based on the North American Land Data Assimilation System (NLDAS), and is a global, high-resolution, offline (uncoupled to the atmosphere) terrestrial modeling system together with data assimilation techniques for producing fields of land surface states and fluxes (e.g., ET, SM, and latent, sensible, and ground heat flux) in near-real time. Importantly, for more optimal land surface products from different LSMs (i.e., Mosaic, Noah, the Community Land Model, and the Variable Infiltration Capacity model), the satellite and ground-based observations are used as constraints in both model forcing (to avoid biases in atmospheric model-based forcing) and parameterization (to curb unrealistic model states; [28] ). To date, two versions of the GLDAS product (i.e., GLDAS1.0 and GLDAS2.0) have been released. Recently, increasing evidence has reported that GLDAS1.0 products have serious discontinuity issues owing to their forcing data (e.g., with large precipitation and temperature errors in 1996 and 2000-2005, respectively) [64] . Therefore, we use the monthly ET from the GLDAS2.0 coupled with the Noah LSM (GLDAS2.0-NOAH), which has a spatial resolution of 0.25 • × 0.25 • . This product is simulated using the Princeton University meteorological forcing dataset (PUMFD), which has been bias corrected via observation-based products for the period 1948-2010 [65] .
EartH2Observe ET
Aiming to develop a global water resources reanalysis for multi-scale water resource assessments and research projects, the EartH2Observe project uses state-of-the-art meteorological reanalysis and five global hydrological models (GHMs), a simple water balance model, and four LSMs with extended hydrological schemes. These models run offline and are driven by the same reanalysis-based forcing (i.e., WATCH (Water and Global Change FP7 project) Forcing Dataset ERA-Interim (WFDEI)) [66] . This dataset is based on the European Centre for Medium-Range Weather Forecasts (ECMWF) ERA-Interim reanalysis and has been adjusted with the Climatic Research Unit (CRU) dataset by a sequential elevation correction of surface meteorological elements plus monthly bias correction from gridded measurements. The simulations were performed from 1979-2012 in a continuous run. It should be noted that because of the different nature of the models, the spin-up procedures differed and were performed respectively to match their requirements and reach the climatic equilibrium states [30] ; detailed information about these models can be found in Dutra et al. [61] and in their respective model papers. For an individual model, the daily and monthly simulations of the state of the surface water storage and fluxes are provided at a spatial resolution of 0.5 • × 0.5 • , as well as the 10-model arithmetic mean (i.e., ensemble). The monthly multi-model ensemble (named EartH2Observe-EN) ET is used in this study, which can mitigate the potential errors and uncertainties from a single model [67] .
Notably, in order to make inter-comparison possible, all selected ET products were aggregated to the same spatial resolution (0.25 • × 0.25 • ) with a widely used bilinear interpolation method and temporal (monthly) resolutions. More information about these products is listed in Table 1 .
Eddy Covariance ET
The observed ET (generally reflected by latent heat flux) at 12 EC sites (Table 2 and Figure 1 ), commonly used to monitor CO 2 , water vapor, and energy exchanges between the biosphere and atmosphere, were collected to examine the performance of the four ET products. Of these sites, one, eight, and three are from National Climatological Observatory of China Meteorological Administration (NCO-CMA), FLUXNET (http://fluxnet.fluxdata.org/), and ChinaFlux (http://www.chinaflux.org/), respectively. While half-hourly observations were obtained, the time spans of the EC site observations differed, ranging from 2 (24) to 4 years (48 months). Standardized procedures [68] and the gap-filled method [69] were used for quality control of the EC measurements. To obtain consistent temporal resolutions for the four ET products, we also aggregated the EC half-hourly measurements to monthly and annual values at each site for the following analyses. These sites are distributed across different International Geosphere-Biosphere Programme (IGBP)-based biomes (i.e., mixed forest (MF), evergreen needleleaf forest (ENF), evergreen broadleaf forest (EBF), crop-land (CRO), grassland (GRA), and wetland (WET)), climate regimes (arid and wet regions), and elevation levels (>500 m, 500-1500 m, and <1500 m). Notably, the aridity index, which has been widely used to create climate divisions over the globe (e.g., Reference [70] ), is employed to define climate regimes here. Arid and wet regions correspond to climatological aridity indices (CAI; climatological value of PET divided by that of precipitation) above and below 1.0, respectively. In this study, CAI is computed based on the gridded monthly PET and observational precipitation with a spatial resolution of 0. [71] with the gridded monthly meteorological observations (i.e., sunshine duration, wind speed at 2 m height, and maximum and minimum temperatures, and relative humidity). The gridded datasets are produced based on routine meteorological observations at 1211 weather sites of CMA using an inverse distance weighted interpolation method. elevation levels (>500 m, 500-1500 m, and <1500 m). Notably, the aridity index, which has been widely used to create climate divisions over the globe (e.g., Reference [70] ), is employed to define climate regimes here. Arid and wet regions correspond to climatological aridity indices (CAI; climatological value of PET divided by that of precipitation) above and below 1.0, respectively. In this study, CAI is computed based on the gridded monthly PET and observational precipitation with a spatial resolution of 0.25° × 0.25°. PET is calculated from the Food and Agriculture Organization (FAO)-56 Penman-Monteith equation [71] with the gridded monthly meteorological observations (i.e., sunshine duration, wind speed at 2 m height, and maximum and minimum temperatures, and relative humidity). The gridded datasets are produced based on routine meteorological observations at 1211 weather sites of CMA using an inverse distance weighted interpolation method. To obtain the observed ET (mm/day), the daily EC latent heat flux (LE, W/m 2 ) from the twelve sites can be converted using the following equation [23, 71, 72] :
where λ is the LE of vaporization with a fixed value of 2.45 MJ/kg. In fact, this parameter changes with temperature [22, 73] and potentially influences the accuracy of the estimated EC ET with To obtain the observed ET (mm/day), the daily EC latent heat flux (LE, W/m 2 ) from the twelve sites can be converted using the following equation [23, 71, 72] :
where λ is the LE of vaporization with a fixed value of 2.45 MJ/kg. In fact, this parameter changes with temperature [22, 73] and potentially influences the accuracy of the estimated EC ET with Equation (1).
To measure the impacts of λ, comparisons of the estimated EC ET, with the constant of 2.45 MJ/kg and the variable λ (reflected by a function of temperature [73] ), were conducted; detailed information is presented in Table S2 . Briefly, the differences between the two estimations for each site were much smaller, implying that the impacts of the λ changes on the estimated EC ET are minimal. Thus, in this study, we do not consider the impacts of the λ changes due to temperature differences among sites. This study focuses on monthly and annual comparisons, and thus the daily EC ET estimates are integrated into monthly and annual values before conducting validations.
Validation Criteria
Several validation criteria are employed to comprehensively evaluate the performances of the four ET products. Mean Error (ME) provides a way to quantify the biases of the estimates relative to measurements, while Root-Mean-Square-Error (RMSE) can describe the accuracy of estimations. Due to spatio-temporal differences in ET magnitudes, it is difficult to directly compare ET products' performances among regions and during study periods using ME and RMSE, and therefore their relative values (i.e., RME and RRMSE) are also given. Alongside the criteria above, correlation coefficient (R) and Taylor Score (TS, between 0 and 1.0 [74] ) are computed to measure the capability of capturing spatio-temporal ET variability, and the overall performance of each product, respectively. In general, the higher the TS, the better the ET product performs [74] . These validation metrics are expressed as:
where n represents the sample number; S is the mean of each ET product averaged among n samples, while O is for the observed ET; i denotes the ith sample; R 0 (=1.0 here) is the maximum theoretical R; and σ indicates the standard deviation of a certain ET product normalized by the standard deviation of the observed ET. Furthermore, the mechanisms of energy and water exchanges between land and atmosphere are complex, and are often accompanied with strong variability in both space and time. Considering the relationships of ET with physical characteristics of land surface [75, 76] , it is necessary to conduct comprehensive evaluations from various perspectives, e.g., biome, elevation level and climate regime, which will enhance our knowledge on model performances, explaining possible causes and finally improving models. Therefore, we will employ a stratification method using the whole of all of the EC sites, biome, elevation level, and climate regime to conduct analyses of the four ET products in the coming sections. For each stratification, it has different classifications, i.e., 14 (1 for all monthly and annual data, and 12 for monthly data of 12 months) for the whole of all of the EC sites, 6 (MF, ENF, EBF, CRO, GRA, and WET) for biome, 3 (<500 m, 500-1500 m and >1500 m) for elevation level and 2 (wet and dry corresponding to CAI <1.0 and >1.0, respectively) for climate regime. Then, the validation criteria are calculated for each stratification classification.
Remote Sens. 2018, 10, 1692 8 of 28 Figure 2a shows the intra-annual fluctuations of ET products and EC observations averaged over all of the sites. Considering the site-averaged monthly EC ET, there exists an evident seasonality, which is characterized by higher values (>40 mm) during April-September, with a peak in July of 83.69 mm. Intuitively, all four products can effectively capture the intra-annual changes, with the maximum in July ranging from 70.88 mm (EartH2Observe-En) to 97.76 mm (MERRA-Land). In Figure 3a -d, scatter-plots of monthly EC ET against the products are shown based on all of the samples (n = 420 site months) from the twelve sites. Except for EartH2Observe-En, the Rs of the other three products are all larger than 0.80, indicating that their monthly ET estimates can effectively reproduce the spatio-temporal variability of ET when taking all of the monthly data points as a whole. The fitted linear regression equations suggest that, except for MERRA-Land, which always overestimates ET, the other products underestimate ET. However, it should be noted that each product (excluding MERRA-Land) performs differently in estimating lower and higher ET values, i.e., lower ranges are overestimated, but higher ranges are underestimated. Moreover, MERRA-Land ET is overestimated for both lower and higher values, implying that there are potential systemic problems within this product. To further quantify product performance, various validation metrics were calculated against the EC data for the 420 site months; results are presented in the top left corner of each panel of Figure 3a -d. Evidently, MEs (RMEs) differ among these products, ranging between −5.48 mm (−12.55%) for EartH2Observe-En and 9.93 mm (22.71%) for MERRA-Land, which are closely related to their different performances in lower and higher ETs. For example, the negative ME of EartH2Observe-En is mainly because of its underestimates in higher ET (Figure 3d ), while the highest and the moderate ME (RME) for MERRA-Land and GLEAM3.0a are closely associated with systemic biases (i.e., overestimates in both lower and higher ETs) and overestimates in lower ET, respectively (Figure 3a,b) . Regarding the lowest ME (RME) of GLDAS2.0-Noah, it may be attributed to the bias offset (i.e., overestimates and underestimates in lower and higher ETs, respectively; Figure 3c ). Relative to ME (RME) for each product, the RMSE (RRMSE) is much larger; this may be due to both random errors plus different signs in biases, which can introduce additional randomness by aggregating EC sites from various ecosystems. Interestingly, despite the smallest ME (RME), GLDAS2.0-Noah RMSE (RRMSE) is the largest (40.74 mm; 93.24%). Based on TS, the worst, the moderate, and the best overall performances in estimating monthly ET were found to correspond to the MERRA-Land, GLDAS2.0-Noah and EartH2Observe-En, and GLEAM3.0a products, respectively. On an annual scale (Figure 3e-h), lower (higher) values are underestimated (overestimated) in GLEAM3.0a, MERRA-Land, and GLDAS2.0-Noah, whereas EartH2Observe-En always tends to underestimate ET. The bias and error metrics indicate that the rankings of annual performances of the ET products (Figure 3e-h) are consistent with those on the monthly scale (Figure 3a-d) . The lowest absolute value of ME (RME) exists in GLDAS2.0-Noah, but GLEAM3.0a has the minimum value of RMSE (RRMSE). In addition, MERRA-Land outperforms the other datasets in terms of annual R, which is in contrast to the largest R in GLEAM3.0a on the monthly scale. This may result from the aggregation of monthly ET into annual values. Regarding the overall performance on the annual scale, EartH2Observe-En and MERRA-Land, respectively, correspond to the maximum and the minimum TS values. As noted from the scatter-plots of ET products versus EC observation (not shown) and quantitative validation indicators at each month (Figure 4 ), intra-annual differences in the ET estimation performances are obvious among the four products. Within one year, MEs (in Figure 4a ; RMEs in Figure 4b ) for MERRA-Land are always positive, corresponding to larger biases during JulyOctober (January-March and September-November). By contrast, EartH2Observe-En shows negative MEs (RMEs) for each month, and larger biases occur during May-August (May-August and November-January). Signs of ME or RME for the other two products vary among months, e.g., a As noted from the scatter-plots of ET products versus EC observation (not shown) and quantitative validation indicators at each month (Figure 4 ), intra-annual differences in the ET estimation performances are obvious among the four products. Within one year, MEs (in Figure 4a ; RMEs in Figure 4b ) for MERRA-Land are always positive, corresponding to larger biases during JulyOctober (January-March and September-November). By contrast, EartH2Observe-En shows negative MEs (RMEs) for each month, and larger biases occur during May-August (May-August and November-January). Signs of ME or RME for the other two products vary among months, e.g., a As noted from the scatter-plots of ET products versus EC observation (not shown) and quantitative validation indicators at each month (Figure 4 ), intra-annual differences in the ET estimation performances are obvious among the four products. Within one year, MEs (in Figure 4a ; RMEs in Figure 4b ) for MERRA-Land are always positive, corresponding to larger biases during July-October (January-March and September-November). By contrast, EartH2Observe-En shows negative MEs (RMEs) for each month, and larger biases occur during May-August (May-August and November-January). Signs of ME or RME for the other two products vary among months, e.g., a negative ME or RME of GLEAM3.0a (GLDAS2.0-Noah) in January, November, and December (March-July) suggests underestimated ET in these months, while overestimated ET is found in the remaining months. Additionally, based on the magnitudes of ME (RME), GLEAM3.0a has larger values during March-May (February-May and December), but larger values for GLDAS2.0-Noah occur in March-May and September-December (March, April and October-January). Comparing the magnitude of monthly ME (RME) for each product, the maximum bias always occurs in MERRA-Land, excluding March-June and December; however, the ET product with the minimum bias changes among months. As shown in Figure 4c , the monthly RMSE for each ET product is above 10 mm, particularly in April-October, with a value larger than 20 mm. Except for January and December (June-September), MERRA-Land (EartH2Observe-En) always corresponds to the largest (lowest) RMSE. Due to the differences in ET magnitudes among months, intra-annual variation of RRMSE for each product differs from that of RMSE, mainly characterized by larger values in January-May and October-December ( Figure 4d) ; the largest and the lowest RRMSEs in most months occur in MERRA-Land and EartH2Observe-En, respectively. Regarding the R for each product, it sharply declines from January and reaches the minimum (<0.25) in June, but increases rapidly from August (Figure 4e) . Overall, all of the products have a higher R during January-April and September-December, and particularly in February and October with the largest value (>0.80). In January-July, GLDAS2.0-Noah (excluding January and May) and EartH2Observe-En (excluding March), respectively, correspond to the maximum and minimum R. By contrast, the smallest (largest) R during August-October exists in GLDAS2.0-Noah (MERRA-Land), and R in November and December is the largest in EartH2Observe-En, but the smallest in MERRA-Land. In Figure 4f , the monthly TS is above 0.50 for all of the products, particularly for January-May and September-December, which are generally higher than 0.70. In January-May and September-December, there are larger differences in TS among the products, and the maximum (~0.90) and the minimum (<0.80) are found in EartH2Observe-En (excluding April in GLDAS2.0-Noah) and MERRA-Land (excluding January in GLDAS2.0-Noah), respectively.
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negative ME or RME of GLEAM3.0a (GLDAS2.0-Noah) in January, November, and December (March-July) suggests underestimated ET in these months, while overestimated ET is found in the remaining months. Additionally, based on the magnitudes of ME (RME), GLEAM3.0a has larger values during March-May (February-May and December), but larger values for GLDAS2.0-Noah occur in March-May and September-December (March, April and October-January). Comparing the magnitude of monthly ME (RME) for each product, the maximum bias always occurs in MERRALand, excluding March-June and December; however, the ET product with the minimum bias changes among months. As shown in Figure 4c , the monthly RMSE for each ET product is above 10 mm, particularly in April-October, with a value larger than 20 mm. Except for January and December (June-September), MERRA-Land (EartH2Observe-En) always corresponds to the largest (lowest) RMSE. Due to the differences in ET magnitudes among months, intra-annual variation of RRMSE for each product differs from that of RMSE, mainly characterized by larger values in January-May and October-December ( Figure 4d) ; the largest and the lowest RRMSEs in most months occur in MERRALand and EartH2Observe-En, respectively. Regarding the R for each product, it sharply declines from January and reaches the minimum (<0.25) in June, but increases rapidly from August ( Figure 4e ). Overall, all of the products have a higher R during January-April and September-December, and particularly in February and October with the largest value (>0.80). In January-July, GLDAS2.0-Noah (excluding January and May) and EartH2Observe-En (excluding March), respectively, correspond to the maximum and minimum R. By contrast, the smallest (largest) R during August-October exists in GLDAS2.0-Noah (MERRA-Land), and R in November and December is the largest in EartH2Observe-En, but the smallest in MERRA-Land. In Figure 4f , the monthly TS is above 0.50 for all of the products, particularly for January-May and September-December, which are generally higher than 0.70. In January-May and September-December, there are larger differences in TS among the products, and the maximum (~0.90) and the minimum (<0.80) are found in EartH2Observe-En (excluding April in GLDAS2.0-Noah) and MERRA-Land (excluding January in GLDAS2.0-Noah), respectively. (a-f) is for Mean Error (ME), Relative Mean Error (RME), Root-Mean-Square-Error (RMSE), Relative Root-Mean-Square-Error (RRMSE), Correlation coefficient (R), and Taylor Score (TS), respectively.
Validation by Biome
The intra-annual ET variations of all biome types are illustrated in Figure 2b -g. Based on EC ET, characteristics of intra-annual fluctuations suggest apparent differences for the six biome types, i.e., two peaks for MF in June and August (Figure 2b ), EBF in July and September (Figure 2d ), and CRO in May and August (Figure 2e) , with one for the other three biomes in July (Figure 2c,f,g ). In spite of some differences in ET magnitude, intra-annual ET fluctuation can be well captured by each product for ENF (Figure 2c Figure 5(b4) )], all of the ET products were generally overestimated for MF ( Figure 5(a1-3) ), ENF ( Figure 5(b1-2) ), and EBF ( Figure 5(c1-4) ). In CRO, GLEAM3.0a near-perfectly estimated ET ( Figure 5(d1) ), while MERRA-Land ET was generally overestimated ( Figure 5(d2) ); relative to the EC measurement, both estimates from the other two products were larger and smaller in lower and higher ETs, respectively ( Figure 5(d3-4) ). As depicted in Figure 5 (e1-4) for GRA and Figure 5 (f1-4) for WET, ETs were underestimated by all of the products, especially for WET ET estimates from GLDAS2.0-NOAH and EartH2Observe.
Quantitative validation results for different biome types are shown in the top left corner of each panel of Figure 5 . With the exception of Earth2Observe-En with smaller negative ME (RME) in MF, the bias indicators for the other three products are close to or above 10 mm (30%; Figure 5(a1-4) ). Correspondingly, Earth2Observe-En RMSE (RRMSE) is the smallest, but the remaining products present a comparable error. Based on R (TS), the ET products show no evident differences in performance, with a value of 0.97 (0.95). As for ENF ( Figure 5(b1-4) ) and EBF ( Figure 5(c1-4) ), larger differences in ME (RME) and RMSE (RRMSE) were observed among these products, respectively, corresponding to a range of 7.39-34.76 mm (14.35-65.96%) and 17.72-41.38 mm (34.40-78.52%). Moreover, the maximum for these four metrics always appeared in MERRA-Land, followed by GLEAM3.0a. Despite that, R (TS) in ENF is nearly equal and above 0.85 among these products, and this indicator in EBF is larger than 0.70, except for EartH2Observe-En (MERRA-Land). For CRO ( Figure 5(d1-4) ), ME (RME) for the ET estimates is different in sign and magnitude (i.e., underestimation for GLEAM3.0a and EartH2Observe-En versus overestimation for MERRA-Land and GLDAS2.0-Noah, and a larger magnitude in MERRA-Land and EartH2Observe-En versus a smaller magnitude in GLEAM3.0a and GLDAS2.0-Noah). In contrast, excluding GLEAM3.0a with a lower RMSE (RRMSE), the performances of the other three products are comparable based on these error indicators (~19 mm;~34%). Regarding R, the largest value is in GLEAM3.0a, and the next largest is in MERRA-Land, but the other two products have the smallest R. For TS, each product corresponds to a value of approximately 0.90. In GRA ( Figure 5(e1-4) ) and WET ( Figure 5(f1-4) ), MEs (RMEs) for all of the products are below zero, accompanied by larger magnitudes for GRA and WET in GLDAS2.0-Noah and EartH2Observe-En. Consistently, GLDAS2.0-Noah and EartH2Observe-En, and GLEAM3.0a and MERRA-Land show larger and smaller errors for both GRA and WET, respectively. R for each product is above 0.83 in GRA (0.92 in WET), of which the minimum is found in GLDAS2.0-Noah. While all products perform differently with respect to the aforementioned five metrics for GRA, they have a comparable TS value of around 0.90. In WET, there is a larger TS range between 0.42 in EartH2Observe-En, and 0.96 in GLEAM3.0a. 
Validation by Elevation Level
Validation results by elevation level (Figure 6 ) indicate that elevation has an influence on the performance of each ET product. For GLEAM3.0a and MERRA-Land, ET over sites below 1500 m is consistently overestimated (Figure 6a1-2 and 6b1-2) , while there are different overestimations and underestimations for lower and higher ETs at sites above 1500 m, respectively (Figure 6c1-2) . For GLDAS2.0-Noah (Figure 6a3, 6b3 and 6c3) , overestimated ET is found in the two elevation levels below 500 m (except for some data points with higher ET) and between 500-1500 m; however, evident and systematic underestimations appear at elevations higher than 1500 m. Lower and higher ETs are, respectively, overestimated and underestimated by earth2Observe-En at a low elevation level ( Figure   Figure 5 . Scatter-plots of monthly ET products against EC ET aggregated for different biomes, accompanied by various validation criteria in the upper left corner of each panel.
Validation results by elevation level (Figure 6 ) indicate that elevation has an influence on the performance of each ET product. For GLEAM3.0a and MERRA-Land, ET over sites below 1500 m is consistently overestimated (Figure 6(a1-2,b1-2) ), while there are different overestimations and underestimations for lower and higher ETs at sites above 1500 m, respectively ( Figure 6(c1-2) ). For GLDAS2.0-Noah (Figure 6(a3,b3,c3) ), overestimated ET is found in the two elevation levels below 500 m (except for some data points with higher ET) and between 500-1500 m; however, evident and systematic underestimations appear at elevations higher than 1500 m. Lower and higher ETs are, respectively, overestimated and underestimated by earth2Observe-En at a low elevation level ( Figure 6(a4) ), while the other two zones show underestimated ET (Figure 6(b4,c4) ), especially for elevation levels above 1500 m.
Remote Sens. 2018, 10, x FOR PEER REVIEW 13 of 27 6a4), while the other two zones show underestimated ET (Figure 6b4 and 6c4) , especially for elevation levels above 1500 m. At elevation levels below 500 m (Figure 6a1-4) , the MEs (RMEs) of all of the ET datasets are positive, with a range between 0.52 mm (1.05%) in EartH2Observe-En and 13.99 mm (28.32%) in MERRA-Land. Comparing RMSEs (RRMSEs) of the four ET products, MERRA-Land corresponds to the largest value, while the other datasets have more similar values. Regarding R (TS), each product has a value above 0.80, in particular for GLEAM3.0a and GLDAS2.0-Noah (GLDAS2.0-Noah and EartH2Observe-En), which have values higher than 0.84 (0.90). Across the sites with an elevation of 500-1500 m (Figure 6b1-4) , except for EartH2Observe-En with a slight negative ME (RME), the ET biases of the other datasets are positive and maximized in MERRA-Land. Correspondingly, the largest RMSE (RRMSE) is found in MERRA-Land, followed by the minimum value in EartH2Observe-En. Regarding R (TS), ET products with values near 0.86 (higher than 0.83) perform similarly; moreover, the maximum TS (0.93) occurs in EartH2Observe-En. Unlike the performance based on ME (RME) at the sites below 1500 m, all of the products have a negative bias for high elevation levels ( Figure 6c1-4) ; in addition, both GLDAS2.0-Noah and EartH2Observe-En show larger magnitudes, corresponding to the larger RMSE (Figure 6b3-4) . In spite of some differences in the bias and error metrics, these datasets have an approximate R of 0.87. Comparing TS values, the maximum values (~0.90) are in GLEAM3.0a and MERRA-Land, followed by the moderate (0.76) and the minimum (0.62) values in GLDAS2.0-Noah and EartH2Observe-En, respectively.
Validation by Climate Regime
The performance of each ET product varies in different climate regimes, i.e., systematic overestimations and underestimations in the wet (except for EartH2Observe-En, with overestimations and underestimations in lower and higher ETs, respectively) and the dry climate regimes, respectively (Figure 7 ). In the wet climate regime (Figure 7a1-4) , the maximum ME (RME) of 25.19 mm (48.87%) occurs in MERRA-Land, while the smallest value of 3.11 mm (6.02%) exists in EartH2Observe-En. Of all four datasets, GLEAM3.0a and MERRA-Land exhibit a larger RMSE At elevation levels below 500 m ( Figure 6(a1-4) ), the MEs (RMEs) of all of the ET datasets are positive, with a range between 0.52 mm (1.05%) in EartH2Observe-En and 13.99 mm (28.32%) in MERRA-Land. Comparing RMSEs (RRMSEs) of the four ET products, MERRA-Land corresponds to the largest value, while the other datasets have more similar values. Regarding R (TS), each product has a value above 0.80, in particular for GLEAM3.0a and GLDAS2.0-Noah (GLDAS2.0-Noah and EartH2Observe-En), which have values higher than 0.84 (0.90). Across the sites with an elevation of 500-1500 m ( Figure 6(b1-4) ), except for EartH2Observe-En with a slight negative ME (RME), the ET biases of the other datasets are positive and maximized in MERRA-Land. Correspondingly, the largest RMSE (RRMSE) is found in MERRA-Land, followed by the minimum value in EartH2Observe-En. Regarding R (TS), ET products with values near 0.86 (higher than 0.83) perform similarly; moreover, the maximum TS (0.93) occurs in EartH2Observe-En. Unlike the performance based on ME (RME) at the sites below 1500 m, all of the products have a negative bias for high elevation levels ( Figure 6(c1-4) ); in addition, both GLDAS2.0-Noah and EartH2Observe-En show larger magnitudes, corresponding to the larger RMSE (Figure 6(b3-4) ). In spite of some differences in the bias and error metrics, these datasets have an approximate R of 0.87. Comparing TS values, the maximum values (~0.90) are in GLEAM3.0a and MERRA-Land, followed by the moderate (0.76) and the minimum (0.62) values in GLDAS2.0-Noah and EartH2Observe-En, respectively.
The performance of each ET product varies in different climate regimes, i.e., systematic overestimations and underestimations in the wet (except for EartH2Observe-En, with overestimations and underestimations in lower and higher ETs, respectively) and the dry climate regimes, respectively ( Figure 7 ). In the wet climate regime (Figure 7(a1-4) ), the maximum ME (RME) of 25.19 mm (48.87%) occurs in MERRA-Land, while the smallest value of 3.11 mm (6.02%) exists in EartH2Observe-En. Of all four datasets, GLEAM3.0a and MERRA-Land exhibit a larger RMSE (RRMSE), while GLDAS2.0-Noah and EartH2Observe correspond to a smaller value. The R values indicate comparable performance among the ET products. Except for MERRA-Land, with the minimum TS of 0.86, the remaining products show a comparable TS of higher than 0.90. For the dry climate regime (Figure 7(b1-4) ), MERRA-Land and EartH2Observe-En correspond to the largest and the smallest magnitudes of MEs (RMEs), respectively. For GLDAS2.0-Noah and EartH2Observe-En, RMSEs (RRMSEs) are larger and close to each other, however, the other two datasets have smaller and approximate errors. The performance in R (TS) obviously differs among these ET products (i.e., Rs (TS values) for GLEAM3.0a and MERRA-Land larger than 0.85 (0.90), but those for the other products are near 0.78 (smaller than 0.90)). 
Optimal ET Products
By comparing the magnitudes of each validation criterion among the four ET products, OET was identified for all 12 EC sites, biomes, elevation levels, and climate regimes (Figure 8 ). Taking all of the EC sites as a whole (Figure 8a ), monthly OETs were GLDAS2.0-Noah (GLEAM3.0a) in view of ME/RME (other four criteria); however, annual OETs vary among these criteria (i.e., GLDAS2.0-Noah, GLEAM3.0a, MERRA-Land, and EartH2Observe-En based on ME/RME, RMSE/RRMSE, R, and TS, respectively). For all 12 months, the ME/RME-based OETs were GLEAM3.0a during January, November, and December; EartH2Observe-En in February-April and October; and GLDAS2.0-Noah from May to September, while EartH2Observe-En as the RMSE/RRMSE-based OET occurred in most months (January-May and October-December). In addition, most months show the R-based OETs of MERRA-Land (February, March, May, September, and October) and GLEAM3.0a (January and June and August), and the TS-based OETs of EartH2Observe-En (January-March and October-December) and GLEAM3.0a (June-September). As illustrated in Figure 8b , EartH2Observe-En were the ME/RMSE-and RMSE/RRMSE-based OETs for the forest biomes (i.e., MF, ENF, and EBF), while the R-based (TS-based) OETs were found to be GLADAS2.0-Noah (GLEAM2.0a) for MF and ENF and MERRA-Land (GLADAS2.0-Noah) for EBF. CRO and WET OETs (excluding the ME/RME-based OET of MERRA-Land) were found in GLEAM3.0a, based on all the validation criteria. Except for EartH2Observe-En (the R-based OET), GRA always had the OET for MERRA-Land for each validation criterion. Figure 8b shows that, given the six criteria, the performances of GLDAS2.0-Noah, EartH2Observe-En, and MERRA-Land were identified as OETs at low, moderate, and high elevation levels, respectively. Over the wet climate regime (Figure 8b ), EartH2Observe-En (GLDAS2.0-Noah) was the OET with the smallest ME/RME and RMSE/RRMSE (the highest R and TS), but the dry climate regime had the ME/RME-based OET of MERRA-Land and the RMSE/RRMSE-, R-, and TS- 
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The results noted above show that the performances of each ET product and the corresponding OET differ among classifications of each stratification and among criteria for a certain stratification classification. The differences may be caused by uncertainties of ET products due to simplifications, incomplete hypotheses of model structures and parameterizations, inaccurate models inputs, and uncertainties from the reference ET (i.e., EC ET). We will, therefore, discuss the potential causes of this in the next section. The results noted above show that the performances of each ET product and the corresponding OET differ among classifications of each stratification and among criteria for a certain stratification classification. The differences may be caused by uncertainties of ET products due to simplifications, incomplete hypotheses of model structures and parameterizations, inaccurate models inputs, and uncertainties from the reference ET (i.e., EC ET). We will, therefore, discuss the potential causes of this in the next section. Figure 8 . Validation criteria-based optimal ET products (OETs) for stratifications of (a) all of the 12 EC sites, and (b) biomes, elevation levels and climate regimes. Among the four ET datasets for one classification of each stratification, the OET of a given validation criteria can be specified as one product with the smallest (ME, RME, RMSE, and RRMSE) or the largest magnitude (R and TS) of this criteria.
Discussion
Sources of Uncertainties in ET Products
In the present study, we comprehensively compared and evaluated GLEAM3.0a, MERRA-Land, GLDAS2.0-Noah, and EartH2Observe-En ET products over China based on the EC measurements at twelve sites. From the perspective of all the EC sites, biome, elevation level, and climate regime, the performance of these products varies. Various hypotheses and simplifications of the ET processes, which control the land-atmosphere flux exchanges (e.g., water and energy), have been conducted for each model. Diversities in the complexity of both model structures and parameterizations among models are closely associated with specific applications and/or purposes. Moreover, a variety of inputs are required to run ET models; however, owing to specific requirements for each model and the availability of inputs, the number, types, and/or sources of inputs differ among models. Therefore, we would like to present possible explanations of uncertainties of the ET products from the perspectives of model structures and parameterizations and inputs [4, 5, [77] [78] [79] [80] .
Model Structures and Parameterizations
As shown in Table 1 , different PET schemes for estimating ET are employed among the selected models. Thus, the behaviors of the ET products are likely to be directly related to differences in these schemes, which commonly have different levels of capability for capturing PET magnitude and variability given various structural complexities and parameterizations. Regarding the PenmanMonteith scheme, which has been widely regarded as a physically-based expression [71, 81] , a critical Figure 8 . Validation criteria-based optimal ET products (OETs) for stratifications of (a) all of the 12 EC sites, and (b) biomes, elevation levels and climate regimes. Among the four ET datasets for one classification of each stratification, the OET of a given validation criteria can be specified as one product with the smallest (ME, RME, RMSE, and RRMSE) or the largest magnitude (R and TS) of this criteria.
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Sources of Uncertainties in ET Products
Model Structures and Parameterizations
As shown in Table 1 , different PET schemes for estimating ET are employed among the selected models. Thus, the behaviors of the ET products are likely to be directly related to differences in these schemes, which commonly have different levels of capability for capturing PET magnitude and variability given various structural complexities and parameterizations. Regarding the Penman-Monteith scheme, which has been widely regarded as a physically-based expression [71, 81] , a critical assumption and simplification is that the surface is a "big leaf", and thus, r v (aerodynamic resistance to water transfer from the surface to the atmosphere) can be separated into r c (canopy resistance) and r h (aerodynamic resistance to heat transfer from the surface to the atmosphere). Even so, to directly run this equation is difficult because of a lack of observed relevant parameters (vegetation-specific parameters, e.g., r c [82] ). Therefore, many diagnostic and physiological equations were proposed based on environmental and biological controls (e.g., vapor pressure deficit, T, solar radiation incident on canopy, and SM) and then was used to estimate these parameters among different biomes [83] [84] [85] . As for the Priestley-Taylor scheme, it is a simplified variant of the Penman-Monteith equation, in which PET is linearly expressed as a so-called Priestley-Taylor parameter (i.e., α) multiplied by energy available to evaporate water [32] . Generally, the α parameter is between 1.2-1.3 under water unstressed conditions, but it can vary from 1.0 to 1.5; this value is mainly dependent on the degree of coupling between ET processes and the atmosphere, which can be reflected by W, vapor pressure deficit, and SM [4, 32] . Komatsu [86] stated that to obtain this parameter, detailed information on canopy and micrometeorological conditions was required, but this knowledge could not be directly supplied, particularly for a larger spatial extent. For this reason alone, α is often set as 1.26 for some widely-used models, while its values of 1.26 in both short vegetation and bare soil fractions and 0.8 for the tall fraction are given by GLEAM3.0a [21, 22] . In brief, both the Penman-Monteith and Priestley-Taylor PET schemes differ in their simplifications of some critical parameters, thus resulting in uncertainties and different performances for various ET datasets.
After employing the specified PET scheme for a model, it is vital to calculate the ET fractions from soil and interception evaporation and transpiration, which are summed to estimate ET. Generally speaking, their fractions are parameterized to be jointly controlled by various environmental factors, such as soil properties, SM, vapor pressure deficit, and vegetation parameters (e.g., Leaf Area Index, LAI, and Normalized Difference Vegetation Index, NDVI), and vary greatly among models due to differences and uncertainties of model parameterizations and a lack of observation-based constraints [4] . Taking transpiration (the largest overall contributor to terrestrial ET; [87, 88] ) as an example, Jasechko et al. [89] pointed out that 90% of terrestrial ET was cycled via vegetation transpiration based on isotope techniques. However, conclusions from Miralles et al. [90] stated that the ratio of transpiration to terrestrial ET from the GLEAM3.0a product was 76% for the whole landmass. This implies that fractions of transpiration have larger discrepancies among models, which possibly propagate into the ET products; the same applies for the ratio of soil or interception evaporation, despite the values being generally smaller [90] . It is particularly noteworthy that even the estimated interception precipitation from the most popular applied approach of the Gash analytical model may produce substantial errors, e.g., an annual overestimation of 39.8 mm in a subtropical evergreen forest of Central-South China [91] ; thus, this causes considerable uncertainties in interception evaporation. Therefore, if inaccurate and even incorrect functions for constraining each ET component are used by the models, questionable ET may be provided [4] .
As an aside, errors within the estimated ET originate from the neglect of some components of ET, such as night transpiration [92, 93] . Based on the assumption that plant stomata is closed at night, and thus transpiration stops, night ET can commonly be ignored for the terrestrial ecosystem; but recent observations have provided evidence that night transpiration is of significance across a wide range of biomes and climate regimes [92] [93] [94] [95] [96] [97] . For example, Novick et al. [92] reviewed previous studies and pointed out that the percentage of night transpiration accounting for the daily total was basically 10-30%; however, this varied among plant functional groups (i.e., C3 and C4; [93] ) and SM conditions [94] . Despite there being no agreement on the mechanisms of night transpiration, it is generally believed that the processes are closely related to W, vapor deficit, SM, and circadian regulation of stomatal conductance [93, 97] . Hence, models with no or insufficient considerations of night transpiration processes may lead to systematically underestimated ET.
Model Inputs
If a given ET model is ideally full-biophysical and, thus, can comprehensively describe the ET processes, errors in the ET estimates and differences among the ET products are mainly dependent on various inputs, especially for precipitation and radiation [36, 54, 60, 75, 76, 79] . Studies have been extensively performed to evaluate different precipitation products (e.g., gauge-based, and reanalysis and remote sensing-related datasets) over the globe [98] [99] [100] [101] [102] . For example, Nair and Indu [99] noted that the MSWEP products (input for GLEAM3.0a) in India showed large errors in higher precipitation (i.e., >75th and >95th quantiles), which was confirmed by Alijanian et al. [98] in Iran. Sun et al. [102] found that the CPC-U precipitation (input for MERRA-Land) averaged over the world was underestimated for each season and correspondingly led to the annual value being the smallest compared to other datasets. Moreover, because of relatively limited gauge observations, the CPC-U dataset has overall potential to smooth the precipitation structure and miss local heavy precipitation events [103] . Based on gauge data over the Adige Basin of Italy, the PUMFD precipitation (used by GLDAS2.0-Noah) was assessed by Duan et al. [104] , and the conclusions showed that the performance of this precipitation product was the worst relative to others, with biases in the occurrence frequency of daily precipitation for some intensity ranges and higher errors in winter. By comparing different daily precipitation products over Canada, Wong et al. [105] suggested that the skills of the WFDEI (used by EartH2Observe-En) dataset differed from region to region, with underestimation in the northern and eastern parts and overestimation in the west. As shown in Table 1 , net radiation used by the four ET models came from different datasets, including ERA-Interim, MERRA version 1.0, PUMFD, and WFDEI for GLEAM3.0a, MERRA-Land, GLDAS2.0-Noah, and EartH2Observe-En, respectively. With respect to the radiation datasets, assessments have been conducted across the world [4, 66, 79, [106] [107] [108] [109] [110] [111] [112] . In Boilly and Wald [109] , ERA-Interim radiation was overestimated overall to some degree in Europe, Africa, and the Atlantic Ocean, whereas clear and cloudy sky conditions, respectively, corresponded to overestimation and underestimation. Regarding MERRA version 1.0, it showed significantly overestimated net radiation at the twenty-three EC sites and aggregated over the whole of China; moreover, the net radiation was almost 2.8 times the Global Energy and Water Exchanges (GEWEX) value [79] , which might be caused by the overestimation of the occurrence of clear sky conditions [107, 109] . Tory and Wood [106] compared and evaluated gridded radiation products across northern Eurasia and found that there were smaller biases for the PUMFD dataset on an annual scale, but larger errors on a seasonal scale. For the WFDEI dataset, the downwelling shortwave radiation is higher in northern Africa but lower in northern South America, despite the effects of interannual changes in the atmospheric aerosol optical depths being considered [110] ; thus, net radiation would be overestimated. Apart from precipitation and radiation, other meteorological forcings (e.g., T, W, Q, and SP) are also different for MERRA-Land, GLDAS2.0-Noah, and EartH2Observe-En (Table 1) , integrated with different accuracies [6, 26, 66] . These studies indicated evident discrepancies among the existing meteorological datasets in both magnitude and variability on daily to annual scales (e.g., owing to the number and spatial coverage of surface stations, satellite algorithms, and data assimilation systems); meanwhile, their capabilities to capture meteorological conditions differed from region to region.
It is well known that descriptions of vegetation processes, definitions of land use/cover (LUC) and relevant vegetation character parameters (e.g., NDVI, LAI, and/or VOD) are needed; thus, their differences and uncertainties potentially propagate into the ET estimates [113] . There are a number of available LUC (e.g., Table S3 ) and NDVI/LAI/VOD products derived from different data sources (e.g., various satellite images), algorithms, and classification schemes [114, 115] . It should be noted, however, that these datasets were produced for specific purposes and applications, including analyses of LUC and vegetation changes and their impacts on the climate, hydrology, and ecosystem, and the developments of various geo-scientific models; thus, obvious discrepancies and even errors in these products have been reported, especially at the regional scale [115] [116] [117] [118] [119] [120] [121] [122] [123] [124] [125] . Therefore, without considering the suitability of LUC and NDVI/LAI/VOD products, biases originating from raw data and inconsistencies among the selected products and uncertainties owing to product selection and processing can be of the same magnitude as those from the representation of the processes under investigation [113, 121, [126] [127] [128] [129] . For example, Branger et al. [126] investigated the impact of different LUC datasets on the long-term water balance of the Yzeron peri-urban catchment of France and stated that most water quantities (including ET) were sensitive to LUC selections. Liu et al. [113] quantified uncertainties of simulated water fluxes using MODIS (MOD15), GLASS, and the Four-Scale Geometric Optical Model (FSGOM)-based LAI, and concluded that LAI products could lead to substantial uncertainties in the ET estimates. For these selected ET products, different LUCs and vegetation character parameters are used and cause differences in performances and uncertainties of the ET estimates.
Uncertainties of EC ET
Since the EC technique was first applied [130] , it has been used extensively to directly measure terrestrial carbon, water, and energy cycles, and taken as ground truth values for evaluating various ET products [4, 131] . Nevertheless, there are still uncertainties regarding EC observations. Especially problematic is energy imbalance at EC sites, mainly characterized by the energy closure ratio (i.e., the sum of observed latent and sensible heat divided by the difference of net radiation and ground heat flux), not being equal to one [132] . Based on numerous previous conclusions, energy balance non-closure can generally be attributed to the missed very low and/or high-frequency fluctuations of fluxes, measurement errors associated with sensor separation, interference from tower or instrument-mounting structures, not fully considering the storage term (e.g., canopy and photosynthesis storage), mismatch between the scales of energy balance components, large-eddy transport, or secondary circulations not captured by the EC technique [37, 133] . It is reported that, in general, the sum of observed latent and sensible heat is 10-30% smaller than the difference between net radiation and ground heat flux at EC sites [32, 132] ; moreover, the closure error can vary seasonally and inter-annually and from biome to biome [32, [133] [134] [135] . Scholars have often suggested that underestimation of latent heat has largely contributed to this energy non-closure of the EC technique [136] [137] [138] . For instance, Finkelstein and Sims [136] indicated that the normalized errors for sensible and latent heat were 10% and 25-30%, respectively.
In addition, the spatial context of the EC measurement is limited and defined within the footprint of a turbulent flux measurement [131, 139] . For a deployed turbulent flux sensor, its detected signals reflect influences of the underlying surface on the turbulent exchange. Over a homogeneous surface with enough spatial extent (i.e., at least~1 km; [111] ), the measured fluxes from all parts of the surface are, by definition, equal. However, the surface is typically inhomogeneous; the EC measurement is dependent on which part of the surface exerts the strongest impact on the sensor and consequently on the location and size of its footprint [139] . To reduce the influence from the inhomogeneous surface and, thus, enhance the spatial representation, many footprint models have been developed and used to identify and parameterize the footprint of each EC site [139] [140] [141] . Despite that, the measured signals in most cases involve influences from the untargeted surfaces within the footprint, indicating that the observations at the EC site cannot perfectly reflect energy and gas fluxes from the targeted surface. Notably, the spatial extent of the footprint is not unchangeable, but can vary with W and its direction, stability, and measurement heights [4, 142, 143] ; therefore, the fixed parameterization of the footprint can also introduce uncertainties into the EC observations. Besides the energy imbalance and limited spatial representativeness, errors of EC ET can result from missing data post-processing, which are attributed to instrument failure, poor maintenance, instances of bad weather, and data rejection [131] .
Other Factors Influencing Validation Results
In addition to uncertainties from the ET models and the EC observations, impacts from other factors (e.g., spatial scale problems among ET estimates and necessary inputs for running models, and data aggregation) on the validation results should be considered. In this study, the selected four ET products have different spatial resolutions and corresponding spatial extents much larger than the footprint of the EC site. Given the larger grid, greater potential exists for spatial heterogeneity in surface characteristics (e.g., LUC, vegetation parameters, and elevation) and meteorological inputs for estimating ET. The estimated ET value by the models actually reflects the combination of influences from different landscapes rather than any single landscape. By contrast, the EC measurement corresponds to a relatively homogenous footprint (even though it is not perfectly uniform) and represents the ET from a given landscape to a great extent. As a result, not considering impacts from the spatial scale mismatch, conducting a direct comparison between the ET products and the EC measurements is likely to influence the validation results [23, 76, 144] . To qualitatively compare the impacts of different LUCs, we have collected most (i.e., GLEAM3.0a, MERRA-Land, GLDAS2.0-Noah, and seven models within EartH2Observe-En) of the LUC maps used by these ET products, including MODIS (i.e., MOD12Q1, MCD12Q1, and MOD44B), and the Global Land Cover Characterization (GLCC) Version 2 and GlobCover 2009 v2.3 products, which are produced at different spatial resolutions and classification systems (i.e., IGBP, Simple Biosphere 2 Model, and GlobCover legends). Corresponding LUC types at 12 EC sites are identified (Table S3 ). As depicted in Figure 8b , GLEAM3.0a ET outperforms other products in each validation criterion. This result may be related to the reasonable treatment on vegetation types at Yc and Sx sites in GLEAM3.0a [i.e., dominant type of low vegetation (e.g., grassland) versus IGBP CRO]. The EC sites with MF, ENF, or EBF correspond to the dominant types of tall vegetation (except for Qyz) in GLEAM3.0a (Table S3) . However, based on RME and RRMSE (which can partly remove regional differences), the performance of GLEAM3.0a ET is better than MERRA-Land, with smaller differences among the forest sites. This may be associated with the GLEAM3.0a ET algorithms for tall vegetation. As another example, WET at the Has site is simply specified as low vegetation, agriculture, or C3 grassland, and GRA by the ET products (Table S3) . As a result, the ETs are underestimated at this site due to large discrepancies of ET mechanisms between WET and other vegetation types (i.e., generally there are no water limits for evaporation and transpiration in WET). Because of the lack of detailed descriptions of the digital elevation model (DEM) datasets used by some ET models, we would like to discuss the impacts of mismatch in elevation levels from several popular DEM datasets (Table S4) on validation results. Obviously, there is perfect agreement on elevation levels based on grid mean elevations over all the EC sites. However, we found that within the 0.25 • × 0.25 • grid at the Qyz and Dhs sites, there exists larger spatial variability in elevations for each DEM dataset compared to the corresponding grid mean values (the ratio between mean and spatial variability is less than 2.5); this suggests that the representativeness of the topography at these two sites is lower, and consequently influences the evaluation results at low elevation levels. Generally, we found that elevations from EC metadata have limited impacts on the results at moderate and high elevation levels; however, future studies should examine to what magnitude the higher spatial variability of the elevation at the Qyz and Dhs sites impacts validations at low elevation levels.
To make a comparison and evaluation possible, all of the ET products were aggregated to the same spatial (0.25 • × 0.25 • ) and temporal (monthly) resolutions, and the EC measurements were integrated into monthly values. The aggregations of the ET products and EC ET can impact the comparisons and often reduce the confidence in any subsequent model performance ranking [75, 76, 145] . Among the ET models, we can find different spatial resolutions for the driving factors, which are dependent on the specified requirements of the ET model. Several studies have examined the impacts of spatial resolutions of inputs on the estimated ET [32, 146, 147] . McCabe and Wood [147] calculated the ET based on the Surface Energy Balance method and necessary inputs derived from three satellite platforms with different spatial resolutions, and compared the results with the flux tower ET on the Walnut Creek watershed in Iowa. They found that despite the comparable accuracy of the regional mean MODIS-based ET relative to the other two higher resolution estimates, the MODIS-based retrievals could not effectively reproduce the flux tower ET, mainly because the MODIS inputs were unable to discriminate the influence of land surface heterogeneity at field scales. Thus, the influences of the different spatial scales of the inputs for driving models would be reflected in the ET products.
Conclusions
In this study, we conduct point-scale evaluations of four ET global products [one remote sensing-based product (GLEAM3.0a), two reanalysis-based product (MERRA-Land and GLDAS2.0-Noah), and one LSM ensemble dataset (EartH2Observe-En)] at 12 EC sites across China, focusing on the bias, error, and overall performance of the datasets, as well as their capabilities in capturing the spatio-temporal variability of ET. The major results are summarized below:
• Validation using all of 12 EC sites: Generally, these products reproduce intra-annual ET fluctuations but perform differently in view of each validation criterion. GLDAS2.0-Noah (GLEAM3.0a) shows minimum monthly biases (annual errors). The highest monthly and annual Rs (TS values) occur in GLEAM3.0a and MERRA-Land (GLEAM3.0a and EartH2Observe-En), respectively. The metrics vary among all 12 months.
•
Validation by biome: ETs in MF, ENF, and EBF are generally overestimated, but underestimated in GRA and WET. In CRO, MERRA-Land, and GLDAS2.0a-Noah (remaining two products) overestimate (underestimate) ET. Except for GLEAM3.0a and MERRA-Land in ENF and EBF, and GLDAS2.0-Noah and EartH2Observe-En in WET, a comparable error exists among the six biomes. Relative to EBF, the products in the remaining biomes (excluding GLDAS2.0-Noah and EartH2Observe-En in WET) show higher Rs and TS values.
Validation by elevation level: All products underestimated and overestimated ET, respectively, for high and medium/low elevations (excluding EartH2Observe-En for moderate elevations). Each product showed comparable error, except for the RMES values of MERRA-Land for low and moderate elevations and errors of GLDAS2.0-Noah and EartH2Observe-En for high elevations. Compared to low elevation levels, Rs for medium and high elevation levels were slightly larger. Larger TS values were found in all elevation levels, except for GLDAS2.0-Noah and EartH2Observe-En for high elevation levels.
Validation by climate regime: ETs in wet (dry) regions were always overestimated (underestimated). In wet regions, GLEAM3.0a and MERRA-Land (remaining two products) show larger (smaller) errors, in contrast to dry regions. Excluding GLDAS2.0-Noah and EartH2Observe-En in dry regions (MERRA-Land and EartH2Observe-En in wet and dry regions, respectively), Rs (TS values) are larger for each climate regime.
• OETs: Overall, the OETs varied among stratification classifications (the selected six criteria). In other words, no product always performed best in terms of the validation criteria.
