Framework für interventionelle 2D-3D-Bildregistrierung multipler Objekte by Kabelitz, Gordian Konrad
Lehrstuhl für Computerunterstützte Klinische Medizin
der Medizinischen Fakultät Mannheim, Universität Heidelberg
(Direktor: Prof. Dr. rer. nat. Lothar R. Schad)
Framework für interventionelle 2D-3D-Bildregistrierung
multipler Objekte
Inauguraldissertation










Dekan: Prof. Dr. med. Sergij Goerdt
Referent: Prof. Dr. rer. nat. Lothar R. Schad
iv
Abstract
Framework für interventionelle 2D-3D-Bildregistrierung multipler Objekte
Die Anzahl der interventionellen Eingriffe steigt und die Unterstützung durch robotische
oder digitale Assistenzsysteme nimmt zu. Zeitgleich steigt der Informationsgehalt der
diagnostischen Daten, die vor der Intervention über den Patienten erhoben werden. Der
Transfer der präinterventionellen Daten in den Interventionsraum kann für Interventiona-
list und Assistenzsystem entscheidende Vorteile in Planung und Durchführung bedeuten.
Derzeit bedeutet die interventionelle Bildgebung entweder zweidimensionale Projek-
tionen ohne Tiefeninformation oder dreidimensionale Aufnahmen, die unter hohem
Strahlungsaufwand gewonnen werden. Die interventionelle 2D-3D-Registrierung schließt
diesen Informationsbruch durch die räumliche Registrierung der drei-dimensionalen
präinterventionellen Daten durch eine oder mehrere Projektionen.
In dieser Arbeit wird ein ѕexibles Bildregistrierungsframework vorgestellt, dass drei-
dimensionale Daten mit zweidimensionalen Aufnahmen registriert. Dazu wurde die
mathematische Beschreibung der interdimensionalen Registrierung analysiert, die Kom-
ponenten identiҥziert und deren Einѕuss auf die Registrierungsperformanz evaluiert.
Als Ergebnis der Laufzeitanalyse ist in das Framework ein hardware-beschleunigter
Projektionsalgorithmus mit minimalen Datentransfer integriert. Für speziҥsche Anwen-
dungen können sowohl die Komponenten, Transformationstyp, metrische Funktion und
Optimierungsalgorithmus, gewählt werden, als auch die Anzahl der Objekte, die mit
den Referenzaufnahmen registriert werden.
Für die Instantiierung und Initialisierung des Frameworks werden weniger als eine Milli-
sekunde benötigt, so dass für neue Aufnahmen das Framework rekonҥguriert werden
kann. Es ist vollständig in die weitverbreitete open-source-Software Insight Segmentation
and Registration Toolkit für die Bildverarbeitung integrierbar und funktioniert mit ver-
schiedenen Kombinationen von Metriken und Optimierungsfunktionen. Stellvertretend






1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Wissenschaftliche Fragestellung . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Aufbau der Arbeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Grundlagen 7
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Als Metastasen werden in der Onkologie Sekundärtumore bezeichnet, die sich vom
Primärtumor über das Lymph- oder das Blutsystem an einer Stelle im Körper an-
gesiedelt haben. Einige Krebstypen, wie Darmkrebs, zeichnen sich durch eine starke
Metastasierung aus, die sich mit hoher Wahrscheinlichkeit an bestimmten Stellen, wie
der Leber, manifestiert [1]. Mit dem Entstehen und der Anzahl der Metastasen sinkt die
Überlebensrate der Patienten, da die Metastasen entweder aufgrund ihrer Größe und
Typus schwieriger zu identiҥzieren und zu therapieren sind [2]. Hellmann und Weichsel-
baum führten 1995 Betrachtung des oligometastasierten Karzinoms (Oligometastasis
disease (OMD)) als Zwischenstufe einer lokal beschränkten Krebserkrankung und einer
systemischen Ausbreitung ein [3], [4]. Zudem muss in Betrach gezogen werden, dass
nicht alle Metastasten eine gleiche molekulare Struktur ausweisen [5]. Der Nachweis
einer OMD kann durch bildgebende Verfahren erfolgen. Diese Verfahren haben eine
hohe Speziҥtät (79-100%) und eine Sensitivität von 44−94% [6]ҫ[8]. Für eine Detektion,
insbesondere von kleinen Tumoren, ist eine multimodale Bildgebung nahezulegen [9],
[10]. Ist die bildgebende Diagnostik nicht ausreichend empҥehlt die Leitlinie des Deut-
schen Ärzteblatts eine feinnadelgestützte Gewebeentnahme (Biopsie). Die histologische
Sicherung und molekulare Analyse sind therapieentscheidende Faktoren im Behand-
lungsverlauf [11]ҫ[13]. Die molekulare Charakterisierung des Tumors spielt eine wichtige
Rolle in der Ermittlung der Karzinogenese und der Auswahl von Therapieansätzen, um
tumorspeziҥsche Behandlungen durchführen zu können, die das umgebende Gewebe
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schonen und die Prognose positiv beeinѕussen [14]. Als Behandlungsoption ist die lokale
Therapie im Gespräch [10], [15], [16]. Vor dem Hintergrund der sich entwickelnden
personalisierten Medizin wird der Biopsie von Lebertumoren in den letzten Jahren ein
wachsendes Gewicht eingeräumt [17]ҫ[21]. Für eine brauchbare Charakterisierung muss
das entnommene Material das Tumorproҥl ausreichend abbilden [22]. Die multimodale
Bildgebung aus (kontrastmittelunterstützter) Computertomographie (CT), Magnetreso-
nanztomographie (MRT) und Positronenemissionstomographie (PET) sind geeignet, um
eine initiale Diagnostik zu bekommen, die als Basis für differenzierte Untersuchungen
(z.B. Feinnadelbiopsie) dient [23]. So können interessante Zielregionen für eine Biopsie
während der Diagnose ermittelt werden.
Der interdisziplinäre Forschungscampus Mannheimer Molecular Intervention Envi-
ronment (M2OLIE) fokussiert seine Forschungsbemühungen auf die bildgeführte mi-
nimalinvasive Intervention in Kombination mit robotischen Assistenzsystemen und
individualisierter Theranostika M2olie -Campus zur Behandlung von OMD. Im Zen-
trum des M2OLIE-Workѕows steht der intelligente Interventionsraum, der über die
Bildakquise hinaus durch Bildverarbeitungalgorithmen Informationen für die Assistenz-
systeme und Interventionalisten gewinnt. Dazu gehört die Auswertung der Bilddaten
aus vorangegangenen Schritten des diagnostischen und therapeutischen Ablaufs. Die
diagnostischen Bilddaten sind (kontrastverstärkte) CT-, MRT- und PET-Aufnahmen
mit morphologischen und funktionellen Informationen. Bietet die CT eine gute geome-
trische Stabilität und auch funktionelle Ansätze, wie Perfusionsmessungen, erreicht die
MRT einen ausgezeichneten Weichteilkontrast und erlaubt die Messung unterschiedlicher
funktioneller Parameter, wie Natriumdichte, Diffusionstensor und Perfusion [24]ҫ[30].
Zusammen erlauben die Bildgebungsverfahren durch Bildverarbeitungsprozesse wie
Perfusionsbestimmung und Segmentierung bzw. Klassiҥzierung eine weiterführende
Tumorcharakterisierung. Diese vielfältigen Information kommen einer präzisen Diagnose
entgegen [9] und bieten ein detailliertes Bild der Tumorerkrankung. Durch Bildfusion
werden diese Informationen zu einem patientenspeziҥschen multimodalen Datensatz
zusammengefasst.
Als zentrales bildgebendes Gerät im Interventionsraum des Forschungscampus
M2OLIE beҥndet sich ein Siemens Artis zeego (s. Abb. 1.1). Für die Bildgebung beҥndet
sich am Gerät ein C-Bogen mit Röntgenröhre und Vollfelddetektor an einem Roboterarm
installiert. Dieser Aufbau erlaubt eine quasi-freie Positionierung des Aufnahmegerätes im
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soll durch eine minimale Anzahl an Bildgebungen die Strahlenbelastung für Patient
und Personal gering gehalten werden. Die drei-dimensionalen Aufnahmen applizieren,
aufgrund der Vielzahl an Projektionen, eine höhere Strahlendosis als Einzelprojektionen,
bieten hingegen Informationen in drei Dimensionen. Diese Tiefeninformationen sind bei
der Planung, Platzierung und Kontrolle von Biopsienadeln essentiell. Die Aufnahme-
technik sollte sich nach dem
”
as low as reasonable possible“-Prinzip (ALARA) richten
[33]. Passend dazu ҥndet eine Trendänderung in den Operationseinrichtungen statt.
Die Bildgestütze Interventionen (Image-guided interventions) als Teilbereich der mini-
malinvasiven Chirurgie werden immer häuҥger (2007: 68.645 Eingriffe - 2017: 93.114
Eingriffe), ebenso hat sich die Anzahl an perkutanen (Nadel-)Biopsien in den letzten
10 Jahren von 74.860 (2007) auf 138.810 (2017) fast verdoppelt. Im gleichen Zeitraum
ist die Anzahl der Einsätze von robotischen Assistenten stark angestiegen (2007: 1562
Einsätze - 2017: 18271 Einsätze) [34], [35].
1.2 Wissenschaftliche Fragestellung
Um diese neuen Trends zu unterstützen und mit den klinischen Arbeitsweisen zu
verknüpfen, legt diese Arbeit eine neue Form der interventionellen Bildregistrierung vor.
Sie soll ermöglichen, die Anzahl der Aufnahmen mit hoher Strahlenbelastung gering
zu halten, indem sie das drei-dimensionale, multimodale Bildmaterial aus den diagno-
stischen Aufnahmen zur Wiederverwendung zu gebraucht. Denn die diagnostischen
Bildgebungsverfahren bieten komplementäre oder prozessierte Bildinformationen an. Sie
enthalten die (kritischen) Morphologien in hoher Auѕösung, erlauben präinterventionelle
Planung und sind als multimodaler Datensatz aufbereitet.
Die in den Interventionen eingesetzten C-Bögen mit Röntgenröhre und Vollfelddetektor
erlauben eine hohe Flexibilität in der Bildgebung. Diese Flexibilität kommt mit dem
Kompromiss einer Bildgebung, die qualitativ niedriger ist als die diagnostischen Bild-
gebung. Das liegt an der komplexen Integration der multimodale Bildgebung in den
Interventionsraum und die zeitlichen Limitierungen für eine ausreichende Bildgebung.
Dennoch liegen hochaufgelöste Bilddaten aus der Diagnose vor, auf denen Annotationen
gemacht wurden oder Nadeltrajektorien für eine Biopsien geplant werden können. Wurde
eine umfassende multimodale Bildgebung gefahren, können aus deren Analyse und In-
terpretation komplexere Bilddatensätze berechnet werden, die in der Intervention einen
Mehrwert bedeuten. Diese Informationen sind für den Operateur und digitale, robotische
Assistenzsysteme von therapeutischem Nutzen, da die interventionelle Bildgebung in der
Regel zur Navigation dient und mit kontrastarmen Aufnahmen relevante Informationen
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nicht dargestellt werden können. Für die in den vergangenen Jahren zugenommene
Präsenz von robotischen Assistenzsystem zeigt diese Arbeit eine Möglichkeiten die
erweiterten Informationen im operativen Einsatz zu nutzen. Dazu wird ein Registrie-
rungsframework vorgestellt, dass eine zielgerichtete, objektbasierte Registrierung für
speziҥsche Interventionsszenarien mit minimalem Dosisaufwand bedient. Gleichzeitig
soll die Fragestellung der Registrierungsgeschwindigkeit bearbeitet werden, da sie für
die Anwendung essentiell ist.
1.3 Aufbau der Arbeit
Diese Arbeit ist in sechs Kapitel gegliedert. Diese erste Kapitel gibt eine Einleitung
zum Thema gegeben und leitet daraus die wissenschaftlichen Fragestellung ab. Das
zweite Kapitel führt in die physikalischen Prozesse der medizinischen Bildgebung und
die in der Arbeit verwendeten Aufnahmemodalitäten ein. Darüber hinaus wird eine
Einführung in die Bildregistrierung gegeben, sowie der State-of-the-Art der interventio-
nellen Registrierung behandelt. Besonders liegt der Fokus auf der interdimensionalen
Registrierung (2D-3D-Registrierung). Das dritte Kapitel deҥniert die verwendeten
Begrifflichkeiten und gibt einen informationstheoretischen Hintergrund zur Arbeit. Der
Fokus dieses Kapitels ist die Bildverarbeitung und -registrierung. Im vierten Kapi-
tel geht es um die Umsetzung der in Kapitel 2 und 3 vorgestellten Konzepte und
Überlegungen in ein interventionelles Registrierungsframework. Die Schwerpunkte sind
die verwendeten Toolkits, die Implementierung des Registrierungsverfahrens und die
Messungen an den (digitalen) Phantomen. Das fünfte Kapitel fasst die Ergebnisse der
Messungen zusammen. Die Messungen sind gegliedert nach den in Kapitel 3 beschrie-
benen Messszenarien. Die Diskussion im sechste Kapitel leitet Erkenntisse ab und
erläutert die Anwendungsszenarien und Limitierungen des vorgestellten Registrierungsf-
rameworks. Die Arbeit wird im siebten Kapitel mit einer Zusammenfassung und dem





Dieses Kapitel ist eine Einführung in die informationstechnischen Grundlagen der
Bildregistrierung. Bei den in dieser Arbeit vorgestellten Methoden spielt die Bildre-
präsentation eine zentrale Rolle und wird daher eingehend betrachtet und deҥniert.
Danach folgt eine Einführung in Bildsegmentierung, da diese grundlegend für diese Arbeit
genutzt wird. Ein weitere Teile des Kapitels umfassen die Theorie der Bildregistrierung
und den speziellen Anwendungsfall dieser Arbeit. Dafür wird der Registrierungsprozess
in seinen funktionellen Bestandteilen vorgestellt. Abschließend wird ein kurzer Blick in
parallele Datenverarbeitung geworfen.
2.1 Bildrepräsentation
Die Wahrnehmung unserer Umgebung erfolgt beim menschlichen Auge in kontinu-
ierlicher Art und Weise. Um darstellbare Objekt digital zu repräsentieren, muss eine
computerlesbare Darstellung gefunden werden. im Gegensatz zur kontinuierlichen Wahr-
nehmung des Auges werden die Bildinformationen digital durch Bildpunkte dargestellt.
Diese Bildpunkte werden in Bildern als Pixel und in Volumina als Voxel bezeichnet.
Im weiteren Verlauf wird die Bezeichnung Pixel verwendet, unabhängig von der Di-
mensionalität. Jedem Pixel p ist in einem Bild B ein Wert p[x] ∈ Rn zugeordnet,
der eine bestimmte Eigenschaft repräsentiert. So ist zum Beispiel der Pixelwert in
einem CT-Bild eine Darstellung der Hounsҥeldeinheit in diesem Bildpunkt, damit ist
p[x] ∈ [−1024, 3071] (s. Abb. 2.2(a)). Da die Repräsentation von Strukturen durch die




Abbildung 2.2: Bildbeispiel CT: (a) Coronalschicht einer CT-Aufnahme mit Kontrastmittelgabe; (b)
Vergrößerung des roten Quadrats aus (a) erkennbare Pixel und Beispiel für einen Grauwertverlauf
zwischen zwei benachbarten Organen.
mit n,m ∈ N und ҥnit. Damit bilden die Pixel eine sogenannte Bildmatrix (siehe
Abb. 2.3). In der medizinischen Bildverarbeitung ist die Dimensionalität in der Regel
auf n ∈ {2, 3} beschränkt. Alle Pixel innerhalb von ΩB in B besitzen die gleiche
Ausdehnung und aber eine unterschiedliche Position, wobei der Abstand zwischen zwei
Centern innerhalb einer Reihe oder Spalte 1S beträgt.
Die globale Repräsentation von B wird durch die Bildgeometrie gegeben. Insbe-
sondere in der medizinischen Bildverarbeitung stellt die korrekte Darstellung von
Bildinformation und deren geometrischen Kontext eine kritische Eigenschaft von Bilder
dar, da die Transformationen sonst zu keinem nutzbaren Ergebnis führen. Die informa-
tionstechnische Seite der Bildrepräsentation kann ausführlicher in den Guidelines des
Insight Segmentation and Registration Toolkit (ITK) [36, Abs. 4.1] nachgelesen werden.
2.1.1 Intensitätswerte, Bildgradienten und -features
Wie bereits erklärt stellen die Pixel eines Bildes einen Messwert dar. Der einfache
Messwert (in der CT z.B. der HU-Wert) wird i.d.R. als Intensitäts- oder Grauwert
bezeichnet. Aus diesen Messwerten können weitere Informationen abgeleitet werden.
So gibt der Gradient den Verlauf zwischen Messwerten an. In der Bildverarbeitung
werden zur Berechnung des Gradienten unterschiedliche Verfahren eingesetzt. So wird
9
der diskrete Gradient über die Differenz eines Pixels zum nächsten berechnet:
∇f [xn] = p[xn]− p[xn+1] (2.3)
Für bessere Gradientenbilder hat sich die Faltung mit richtungsabhängigem Sobel-
Operator herausgestellt:











Für Gy oder weitere Dimensionen werden dazu orthogonale Faltungsҥlter verwendet.
Neben dem Sobel-Filter ҥnden andere Gradientenҥlter Anwendung, wie z.B. Prewitt-,
Roberts- oder Laplace-Filter. Unter (Bild-) Features werden Punkte oder Bereich in
einem Bild bezeichnet, die durch einen bestimmten Algorithmus von Rest des Bildes
extrahiert werden können. Ein einfaches Bildfeature wären Ecken (veränderte Gradien-
tenrichtung). Komplexere Bildfeatures wären Histogram of Oriented Gradients (HOG),
Speed-Up Robust Features (SURF) oder Scale-Invariant Feature Transform (SIFT) [38]ҫ
[40].
2.1.2 Bildgeometrie
Die Bildgeometrie beschreibt die Positionierung des Bildes im (Bild-)Koordinaten-
system. Die Domäne, auf der das Bild im Koordinatensystem deҥniert ist, wird durch
die Parameter Ursprung O, Ausrichtung D und Größe s bestimmt. Als Ursprung des
Bildes wird das Center des mit dem Index [0]n indizierten Pixels deҥniert. Der Ursprung
wird vom bildgebenden Gerät in Bezug auf das Gerätekoordinatensystem vergeben.
Die Ausrichtung deҥniert in welcher Richtung sich das folgende Pixelzentrum beҥndet,
wenn man in der zugehörigen Dimension den nächsten Bildpunkt erreichen möchte. Die
räumliche Größe entspricht der Bilddomäne ΩB . Ein Beispiel für die bildbeschreibenden
Parameter ist in Abb. 2.3 zu sehen. Über die Geometrieparameter lässt sich aus einem
10

• Grad der Interaktion
– Manuell oder interaktiv
– Semi-automiatisch
– Automatisch
Darüber hinaus gibt es eine weitere Unterteilung in Einzelobjektsegmentierungen,
die sich auf ein Objekt spezialisieren, und Multi-Objekt-Segmentierungen, die einen
bestimmten Katalog an Objekten segmentieren. Für tiefergehende Einblicke sei auf [41],
[42] verwiesen.
Im folgenden wird ein kurzer Abriss über Vertreter einiger prominenter Segmentie-
rungsalgorithmen gegeben. Dieser Abschnitt ist eingeteilt in klassische Verfahren, die
seit Jahrzehnten zum Bildverarbeitungsrepertoire gehören, und die neueren Verfahren
unter Verwendung von Maschinellem Sehen und Deep Learning.
2.2.1 Klassische Segmentierungsverfahren
Die einfachste Form einer Segmentierung medizinischer Bilddaten, die meist in Grau-
werten vorliegen, ist das Gruppieren von Voxeln mit einem ähnlichen Grauwert. Diese
Verfahren werden als Schwellwertverfahren bezeichnet. Die Regionen werden durch zwei






1 tunten ≤ f(Ω) ≤ toben
0 sonst
(2.6)
wobei f das Eingabebild ist und die Grenzwerte tunten, toben werden entweder
interaktiv gewählt oder aus bereits bekannten Informationen, wie der statistischen
Grauwertverteilung, gewonnen werden. Für eine präsize Segmentierung sind Schwell-
wertverfahren jedoch ungeeignet, wie in der Abbildung 2.4(a) dargestellt wird [41].
Die Schwellwertverfahren werden eher als Teil einer Prozesskette verwendet oder auf-
grund ihrer Geschwindigkeit für Segmentierungen verwendet, deren Zielstrukturen im
Bildwertspektrum klar getrennt zu ҥnden sind.
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(a) (b)
Abbildung 2.4: (a) Grenzwertsegmentierung. Durch die ähnlichen HU-Werte des Weichgewebes ist
keine organspezifische Segmentierung möglich. (b) Segmentierte Region nach interaktiver Auswahl eines
Saatpunktes für den Region-Growing-Algorithmus.
Ein weiteres auf den Bildwerten basierendes Verfahrensgruppe sind die Regionen-
Wachstumsverfahren (Region growing). Diese Verfahren haben gemein, dass von Punkten
(sog. Seed points), die zum zu segmentierenden Objekt gehören, nach einem Homo-
genitätskriterium umliegende Punkte als zur Region dazugehörig oder regionsfremd
eingeordnet werden. Im Gegensatz zu den globalen Schwellwertverfahren ist das Ergebnis
eine zusammenhängende Struktur (s. Abb. 2.4(b)). Die Seed points werden i.d.R. vom
Nutzer interaktiv gesetzt. Das Homogenitätskriterium kann aus der Auswahl der Seed
points oder auf bereits vorhandenen Strukturinformationen gewonnen werden. In einem
Iterationsschritt werden die benachbarten Bildpunkte identiҥziert. Erfüllen die Punkte
das Homogenitätskriterium werden sie der Menge der Objektpunkte hinzugefügt und
die neuen Nachbarn ebenfalls auf Homogenität überprüft. Wird kein Nachbar mehr
als zum Objekt zugehörig eingestuft, werden folglich keine weiteren Punkte für die
Untersuchung hinzugefügt und der Prozess endet. Dieser Algorithmus reagiert sensibel
auf starke Schwankungen in der zu segmentierenden Region und der Erfolg hängt von
der Initialisierung der Seed points ab. Die Laufzeit wird durch die Pixelanzahl des
Objektes bestimmt [41], [43]. In modernen Verfahren wird das Region growing als Teil
einer Verarbeitungskette genutzt. Zahlreiche Variationen (z.B. mit automatischer Seed
point-Wahl oder adaptiver Reevaluierung der Regionsstatistik) sind im Laufe der Jahre
vorgestellt wurden [44], [45].
Semi-automatische Verfahren berechnen ihre Segmentierungen basierten auf den
Eingaben des Nutzers. So verwendet das Live-Wire-Verfahren die Nutzereingaben eines
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Startpunktes und einer Führung der Linie in der Nähe des zu segmentierenden Objektes,
um die Kostenfunktion der Linie anhand der Gradienten zu minimieren [46]. Es wird
die Berechnung der Kante als ein graphentheoretisches Optimierungsproblem angesehen.
Der Graph G = (V,E, c) ist durch die Knoten V , die Kanten E und die Kostenfunktion
c beschrieben. Adjazente Pixel sind durch eine Kante verbunden. In iterativen Schritten
werden Pixel vom Anwender ausgewählt und für die beiden letzten gewählten Pixel wird
ein Pfad berechnet. Der gesuchte Pfad bzw. die Kontur sind die Kanten und Punkte,
die das Minimium der Kosten anhand der Kostenfunktion c unter Verwendung eines
Optimierungsansatzes, ergeben. Die simpelste Kostenfunktion basiert ausschließlich auf
den Gradienten der Pixel entlang des Graphen:
cGradient = 1−
| grad f |
max{|grad f |} ∈ [0, 1] (2.7)
Weitere optionale Terme der Kostenfunktion nach [46] sind die Anwendung des Laplace-
Operators und die Richtung des Gradienten. Als Optimierungsverfahen kann im Fall der
Live-Wire-Segmentierung z.B. der Dijkstra-Algorithmus benutzt werden [47]. Dieses semi-
automatische Verfahren kann durch Variationen erweitert werden, wie die vereinfachte
Punktauswahl durch sog. Kontur-Snapping. Auch eine Erweiterung auf atlasbasierte
Segmentierung von 3D-Objekten wurde vorgestellt [48].
Die bisher vorgestellten Algorithmen ermitteln die Segmentierung ohne explizites
Vorwissen oder Kenntnis der zu segmentierenden Strukturen und sind daher unspeziҥsche
Verfahren. Im Weiteren werden Verfahren vorgestellt, die für eine erfolgreiche Ausführung
mit Vorwissen über das zu segmentierende Objekt ausgestattet werden müssen, d.h.
es gibt in der Anwendung des Algorithmus eine Phase in der ein bestimmtes Set
an Parametern, die das zu segmentierende Objekt von anderen Strukturen trennt,
inkooperiert werden muss. Aus der Gruppe der maschinenlernbaren Modellen werden
hier exemplarisch punktbasierte statistische Verfahren vorgestellt. Diese Verfahren
führen für Strukturen, die im Körper eindeutig identiҥzierbar über die Form sind,
gleichzeitig eine Klassiҥzierung durch, da das Modell auf eine bestimmte Struktur
angepasst ist. Die Modelle werden aus sog. Point Distribution Models gewonnen, die die
Oberѕäche der Struktur durch eine Punktwolke abbilden. Aus diesen Punktwolken der
zum Training verwendeten Objekte werden korrespondieren Landmarkensets ermittelt,
die durch lineare Registrierung in ein Koordinatensystem überführt werden. Der mittlere
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Beim Training wird der mittlere Formvektor F und per Hauptkomponentenanalyse
(engl. Principal component analysis (PCA)) die Komponenten ui ∈ Rn Komponenten
ermittelt, die zu den größten Eigenwerten λi ∈ Rn gehören. Dadurch können alle
Strukturen erzeugt werden, die eine Variation der mittleren Form und den ersten m
Hauptkomponenten darstellt:





wobei ci ∈ Rn derart gewählt wird, dass Komponenten mit kleinen Eigenwerten unter-
drückt werden, was eine rauschbedingte Schwankung der Oberѕächen reduziert und
typische Objektformen und ihre Variationen dargestellt werden. Der Koeffizient ci wird
in der Literatur mit
−3
√
λi ≤ ci ≤ 3
√
λi(i = 1, ...,m) (2.10)
gewählt [49], [50].
Active Shape Models nutzen die statistischen Formmodelle für eine Segmentierung. In
der Nähe des zu segmentierenden Objektes positioniert und ausgehend von der mittleren
Form F werden die Koeffizienten ci ∈ R so bestimmt, dass die quadratischen Abstände
zwischen den Oberѕächenpunkten und den korrespondierenden Landmarken des Modells
minimiert werden. Dazu werden iterativ die Landmarken anhand des Gradientenbildes
in der lokalen Umgebung ausgewertet und unter der Randbedingung 2.10 gewährleistet,
dass sich das Ergebnis im shape space beҥndet, d.h. es werden Objekte mit untypischer
Objektform ausgeschlossen. Das führt dazu, dass sich die Active Shape Models für




Abbildung 2.7: Die Segmentierung Deep Learning kann bei bekannten Strukturen zu hervorragenden
Ergebnissen führen, wie die glatte Kantenführung und die Abgrenzung zur Niere zeigen. Bei unbe-
kannten Strukturen kann es zu Falsch- oder Fehlsegmentierungen führen, wie bei diesem deutlich
formverändernden Tumorgewebe an der rechten Leberseite.
2.2.3 Evaluation von Segmentierungen
Die Schwierigkeit einer Evaluation liegt in der Deҥnition des korrekten Grenzverlaufs
zwischen den Strukturen. In Abb. 2.2 (b) wird deutlich, dass die genaue Grenze zu ҥnden
ein schlecht gestelltes (ill-posed) Problem ist, das sich nicht auf Pixelebene lösen lässt. Der
Goldstandard für die Segmentierung ist die manuelle Segmentierung durch erfahrene
Experten. Dabei muss beachtet werden, dass bei der Erstellung einer qualitativen
Ground truth die Intraobserver- und Interobserver-Variabilität minimiert werden muss
[41], [56]. Einѕuss auf das Ergebnis einer manuellen Segmentierung hat neben dem
Bildkontrast auch die Auѕösung bzw. die Schichtdicke [57]. Für eine aussagekräftige
Ground truth sollten mehrere Personen die Annotation durchgeführt haben, ansonsten
ist die Evaluation als qualitativ in Bezug auf die Ground truth zu betrachten. Für die
quantitative Evaluation von Segmentierungen werden zumeist zwei Aspekte betrachtet.
Zum Einen ist der Grad der Überdeckung mit der Ground truth und zum Anderen
die Abstandsmaße interessant. Für die Evaluation der Überdeckung hat sich der Dice-
Koeffizient etabliert [58]. Dieser Koeffizient bestimmt die Menge der geteilten Pixeln
zwischen der Goldstandardsegmentierung und dem vom Algorithmus ermittelten Objekt.
Der Dice-Koeffizient CDice über die Pixelmengen Q,P ist folgendermaßen deҥniert [59]:
CDice =
2|P ∩Q|
|P |+ |Q| (2.11)
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Die Überlappung ist ein Gütemaß für das durchschnittliche Ergebnis einer Segmentierung
auf dem Intervall [0, 1] [60]. Je größer die Überlappung ist, desto näher beҥnden sich der
Dice- und Jaccard-Koeffizient bei 1. Der Vorteil des Dice-Koeffizienten ist die einfache
Interpretationsweise: Der Koeffizient ist die prozentuale Überlappung der untersuchten
Objekte.
Im Bezug auf die Extrempunkte, geben Abstandsmaße eine bessere Evaluation ab.
Ein wichtiges Abstandsmaß ist die Hausdorff-Distanz oder Haudorff-Metrik H(P,Q), die
den maximalen Abstand zwischen zwei Konturen bzw. Oberѕächen P und Q kennzeichnet
[61]:
H(P,Q) = max{dmax(P,Q), dmax(Q,P )}. (2.13)
Dazu werden von den Konturen bzw. Oberѕächen P und Q die minimalen Abstände
jedes Punktes p ∈ P mit allen Punkten q ∈ Q berechnet. Davon wird das Maximum als
Hausdorff-Distanz ausgegeben.
dmax(P,Q) = maxmin ∥p− q∥ (2.14)
Da die Hausdorff-Distanz sensitiv für Extremfälle und Rauschen ist, wird alternativ die
gemittelte Hausdorff-Distanz (Average Hausdorff Distance oder Mean Surfsce Distance)
genutzt. Sie ist stabiler im Hinblick auf die Nachteile der Hausdorff-Distanz, da nicht





min ∥p− q∥ (2.15)
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Darüber hinaus werden weitere Evaluationsverfahren eingesetzt [58].
Die hohe methodische Variabilität der einzelnen Ansätze macht ein Vergleichen
der Qualität der Ergebnisse nicht ohne weiteres möglich. Faktoren, wie die Segmen-
tierung von Organpathologien und Einzel- sowie Multiobjekten, haben einen Einѕuss
auf die erzielten Ergebnisse. Die Veröffentlichungen, die sich mit Lebersegmentierung
auseinandergesetzt haben, erzielen für den Dice-Koeffizienten Werte über 0.9, was der
Interobserver-Variabilität entspricht [42], [62]ҫ[64]. Für andere Organe, wie die Pankreas
oder Gallenblase, liegt der Dice-Koeffizient für die automatisierte Segmentierung deutlich
unter der Interobserver-Variabilität. Die Tendenz der erzielten Segmentierungsergeb-
nisse sind unabhängig davon, ob diese in CT- oder MRT-Aufnahmen gemacht wurden
[56]. Einen objektiveren Anhaltspunkt für die Qualität von Segmentierungen bieten
Challenges, bei denen alle Algorithmen die gleichen Datensätze mit einer unabhängigen
Ground truth segmentieren [65].
Durch die gestiegene Rechenleistung der Computer in den letzten Jahren, nicht
zuletzt durch die Nutzung von GPUs, sind die (semi-)automatischen Verfahren weit
verbreitet und ermöglichen Ergebnisse, die mit den von rein manuellen Segementierungen
vergleichbar sind. Die meistens segmentierten medizinischen Objekte sind anatomische
Landmarken, größere Organe und Knochen oder für die Tumordiagnose und -therapie
relevante Läsionen und Knoten [42]. Mit Hilfe der Computerunterstützung können die
Segmentierungen deutlich zeit- und kosten-effizienter durchgeführt werden und haben
sich im klinischen Alltag etabliert.
Bis zur Komplexität, welche der Foundational Model of Anatomy entspricht, sind
noch genauere Segmentierungen und Klassiҥzierung, auch von Substrukturen, notwendig
[66]. Das Ergebnis einer Segmentierung hängt stark von der Bildqualität ab. Mögliche
Störfaktoren sind Pixelrauschen, Bildartefakte und eine zu niedrige Auѕösung, die die
Genauigkeit der Segmentierung negativ beeinѕussen. Für die Methoden des maschi-
nellen Lernen werden mehr Daten für generalisierte und feine Modelle benötigt. Eine
Möglichkeit, um die Segmentierung in das interventionelle Umfeld zu bringen, ist die




Dieser Abschnitt gibt eine Formulierung des Registrierungsproblems und führt
algorithmische Komponenten ein, die für unterschiedliche Anwendungsfälle genutzt
werden.
Die (medizinische) Bildregistrierung hat das Ziel eine räumliche Transformation zu
ҥnden, so dass ein transformiertes Bild eine maximale Ähnlichkeit zu einem Referenzbild
aufweist. Anders formuliert soll eine Transformation t : Rd → Rd′ zwischen einem
Templatebild T ∈ Rd und dem Referenzbild R ∈ Rd′ eine räumliche Korrelation
etablieren (bei medizinischen Bildern gilt die Annahme: d, d′ ∈ {2, 3}) [41] (s. Abb 2.8).
Die Registrierung ist mit einer Metrik m als Optimierungsproblem zu interpretieren:
min
!
= m(R, t(T )) (2.16)
Zusätzlich kann im Registrierungsproblem eine Interpolationsfunktion I deҥniert werden,
um die Registrierung weiter zu speziҥzieren. Gleichung 2.16 wird erweitert zu
min
!
= m(R, I(t(T ))) (2.17)
2D-3D-Registrierung
Bei der 2D-3D-Registrierung ist die Annahme, dass bei bekannter Projektionsgeome-
trie aus einem oder mehreren Aufnahmen die räumliche Position des Templatevolumens
T3D berechnet werden kann, in dem das projizierte Volumen mit dem Referenzbild R2D
verglichen wird. Dabei werden grundsätzlich drei Projektionsstrategien verfolgt:
Vorwärtsprojektion und der Vergleich der projizierten Pixelintensitäten, Gradient
oder Features mit den Referenzaufnahmen.
Rückwärtsprojektion des Referenzbildes in das Templatevolumen mit dem Vergleich
der Gradientenkonturen oder Features.
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Die Zusammensetzung der Komponenten Transformation, Metrik (oder Ähnlichkeitsmaß),
Optimierungsalgorithmus und Interpolator wird für das jeweilige Anwendungsszenario
angepasst, um die Lösung der Gleichung 2.16 zu optimieren [67]ҫ[69]. Die folgenden
Abschnitte geben einen kurzen Überblick über diese algorithmischen Kompontenten.
2.3.1 Transformationen
Transformationen stellen eine der zentralen Komponenten einer Registrierung dar.
In der Regel werden die Registrierungsverfahren nach den benutzten Transformationen
in rigide, affine und deformierbare Transformationen unterteilt. Sie beschreiben den
Lösungsraum, in dem das Registrierungsproblem gelöst werden kann. Gleichzeitig gibt
die Transformation die Restriktionen vor unter denen das Registrierungsproblem gelöst
werden soll. Die Anzahl der Parameter, die eine Transformation aufweist, ist gleich der
Anzahl an Dimensionen, die für eine Lösung optimiert werden müssen.
Beginnend mit den Transformationen mit kleiner Parameteranzahl werden im Fol-
genden einige Transformationen betrachtet.
Rigide Transformation
Rigide oder euklidische Transformationen setzen sich aus Rotationen und Transla-
tionen zusammen. Sie können über
trigid(x) = R · x+ s (2.19)
beschrieben werden, wobei R eine Rotationsmatrix und s ein Translationsvektor ist. Die
Abbildungen dieser Transformation sind abstands- und winkelerhaltend. Diese Transfor-
mation hat (n+m) Parameter, n Translationsparameter für diee Raumdimensionen
und m Parameter für die Rotationsrichtungen. Im zweidimensionalen Raum gibt es
damit 3 Parameter (2 Translationsparameter und 1 Rotationsachse orthogonal zum
Fläche); im dreidimensionalen Raum gibt es 6 Parameter (3 Translationsparameter
und 3 Rotationsachsen). Die Parameter werden global auf das Bild angewendet und
damit alle Bildpunkte durch die Transformation beeinѕusst. Die Abstandskonsistenz
führt dazu, dass dynamische Prozesse und Änderungen in der Patientenhaltung nur
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unzureichend abgebildet werden können. Als initialer Schritt für mehrstuҥge Registrie-
rungsprozesse kann mit einer rigiden Transformation initialen Parameter für folgende
Transformationen in einem mehrstuҥgen Registrationsprozess ermittelt werden.
Affine Transformationen
Die affinen Transformationen erweitern die rigiden Transformationen um Skalierung
und Scherung. Die Abbildungsvorschrift wird zu:
taffine(x) = A · x+ s (2.20)
Die Matrix A ist eine lineare Kombination aus Skalierungsmatrix, Scherungsmatrix und
Rotationsmatrix und einer Addition des Translationsvektors s. Damit bleiben parallele
Linien durch die Abbildungsvorschrift parallel.
Perspektivische Transformationen
Diese Erweiterung der affinen Transformationen wird für den Einsatz in der inter-
ventionellen Bildregistrierung wichtig, den sie beschreibt die Transformation, wie sie das
Projektionsröntgen intrinsisch abbildet. Mit der Projektionsvorschrift P kann der Punkt
x vom Weltkoordinatensystem in das Detektorkoordinatensystem uDetektor abgebildet
werden:
P(x) = K ·R[I| − C](x) = uDetektor (2.21)
P wird in Form der intrinsischen Orientierung K der Aufnahmegeometrie und der
äußeren Geometrie R[I| − C] beschrieben. R ist eine Rotationsmatrix, I die Iden-
titätsmatrix und C die Quellenposition.
Deformierbare Transformationen
Deformierbare Transformationen erlauben lokale Veränderungen, um das Optimie-
rungsproblem zu lösen. Wie die lokalen Veränderungen aussehen ist abhängig von der
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Art der gewählten Deformation. Auch wenn es Modelle für bio-physikalische motivier-
te Randbedingungen gibt, werden mathematische Modelle, die eine globale Glattheit
erzwingen verwendet. Im diesem Fall wird die Gleichung 2.16 um einen Term erweitert:
min
!
= m(R, t(T )) + αS(t). (2.22)
Der Term αS(t) ist die gewichtete Regularisierung der Registrierung. Da die Parame-
teranzahl groß werden kann, ermöglicht eine Regularisierung nicht plausible Lösungen
auszuschließen und somit lokale Extremstellen zu vermeiden [37], [70]. Die hohe Anzahl
an Freiheitsgraden erlaubt auch gute Ergebnisse für leicht deformierbares Gewebe, bringt
im Hinblick auf die erhöhte Komplexität zusätzliche Berechnungskosten. Die Free Form
Deformation (FFD) erlaubt eine freie Verschiebung aller Gitterpunkte im Raum. Damit
können lokale Deformationen genau abgebildet werden. Fehlende Bildpunkte werden
mit einer Interpolation aus den Kontrollpunkten berechnet [71]. Ein weiteres Beispiel
einer deformierbaren Transformation ist die Finite Elemente Methode (FEM), die über
partielle Differentialgleichungen eine Lösung zu ҥnden. Dabei sind die ҥniten Elemente
teil eines Punktnetzes oder Meshes, welches den kontinuierlichen Raum in diskrete
Elemente aufteilt. Dieses Verfahren bietet eine numerische Stabilität, benötigt allerdings
lange Rechendauern [72]. Einen Überblick über weitere deformierbare Modelle gibt es
in [69].
2.3.2 Interpolationsfunktionen
Eine Interpolationsfunktion wird für die Bildwertberechnung an kontinuierlichen
Bildpunkten genutzt, die keinen ganzzahligen Index haben und daher keinen Pixel
repräsentieren (s. Abb. 2.1. Dies kommt i.d.R. dann zu tragen, wenn durch eine Transfor-
mation das Templatebild in Bezug auf das Referenzkoodinatensystem verschoben wurde.
In diesem Abschnitt betrachten wir die drei häuҥgsten Interpolationsfunktionen in der




Die Interpolationsfunktion f gibt, wie der Name bereits sagt, für den Bildwert f(x′)
den Wert des zum kontinuierlichen Punkt x′ nächsten ganzzahligen Pixels p[x] der
Bilddomäne B wieder:
f(x′) = p[x], x = min(|x′ − xi|), xi ∈ B. (2.23)
Vorteil dieser Interpolation ist die Geschwindigkeit mit der die zu berechnenden Wer-
te wiedergegeben werden können. Das Ergebnis dieser Interpolation ist zwar Werte
erhaltend, allerdings ist das Aussehen des Ergebnisbildes durch eine Blockstruktur
geprägt.
Lineare Interpolationsfunktionen
Bei der linearen Interpolation werden die nächsten 2d Nachbarpixel (d ist die
Bilddimension) zur Ermittlung des Funktionswertes benutzt. Bei zweidimensionalen
Bildern spricht man von einer bilinearen Interpolation, im Dreidimensionalen heißt es
trilineare Interpolation. Für eine bilineare Interpolation an der Stelle (x′, y′) werden
zuerst die Pseudostützpunkte (x′, y1) und (x
′, y2) in den Bildzeilen berechnet (s. Abb.
2.9):






Der interpolierte Funktionswert f(x′, y′) ergibt sich durch ein weitere lineare Interpola-
tion zwischen f(x′, y1) und f(x
′, y2). Diese Interpolation wirkt wie ein Tiefpassҥlter,
da hohe Frequenzen bei der Interpolation unterdrückt werden. Auch höhere Polynome
können zur Interpolation verwendet werden, man spricht dann von einer quadratischen
oder kubischen Interpolation. Die lineare Interpolationsweise ist ein guter Kompro-




Als Splines bezeichnet man die abschnittsweise Deҥnition der Bildwerte durch
Polynomfunktionen Sk(x) n-ten Grades auf dem Interval [xk, xk+1) [73]. Zusätzlich wird








Diese Bedingungen werden gestellt, um zum Einen die Kontinuität und zum Anderen
die Differenzierbarkeit herzustellen. Wenn man sich Splines ersten Grades ansieht,
erkennt man, dass es sich um eine Nearest-Neighboor -Interpolation handelt. Splines
zweiten Grades sind die Entsprechung der linearen Interpolation. Diese beide Fälle
weisen jedoch nicht die geforderte Kontinuität bzw. Differenzierbarkeit auf, weshalb
häuҥg kubische Splines verwendet werden, da sie als Approximationsfunkionen in der
Bildverarbeitung ausreichend sind und einen guten Kompromiss aus Effizienz und
geringem Abweichungsfehler bieten.
Gauss-Interpolation
Die Gauss-Interpolation oder auch Gauß-Prozess ist eine nichtlineare Möglichkeit
der Interpolation. Dieses Verfahren umgeht die Problematik des unbegrenzten Supports
der andernfalls idealen sinc-Interpolation und nähert diese an. Der multidimensionale
Gauß-Kernel wird beschrieben über die partiellen Ableitungen n-ter Ordnung der












Abbildung 2.9: v.l.n.r: Originalbild in einer geringen Auflösung, auf eine höhere Auflösung wurde
interpoliert mittels: Nearest Neighbor -Interpolation zeigt rasterförmige Kanten, lineare Interpolation
berechnet eine Abstufung der Grauwerte über den Abstand zu Stützpunkten, BSpline-Interpolation
nähert die Bildwerte mittels einer Polynomfunktion an
2.3.3 Ähnlichkeitsmaße
Ähnlichkeitsmaße oder Metriken sind in der Bildregistrierung die Abbildungen
der Kostenfunktion anhand derer Optimierungsalgorithums die Wahl der Parameter
trifft. Der metrische Raum ist ein Vektorraum, der durch die die Dimensionalität des
Transformationsmodells aufgespannt wird. Die metrische Abbildung berechnet einen
Distanzwert beider Bilder in dem vorgegebenen Raum, der durch die Metrik induziert
wird. Dieser Wert, der den aktuellen Zustand relativ zu vorherigen Zuständen angibt,
wird als Fitness, Distanz oder Kosten des Systems genannt. Je nach Transformation der
Bilder aufgrund der gewählten Parameter ändert sich der metrische Wert. Als metrische
Karten werden virtuelle Berechnungen aller Werte innerhalb einer deҥnierten Umgebung
bezeichnet (s. Abb. 2.10 für einen zweidimensionalen metrischen Raum). Beҥndet man
sich in der Umgebung einer Lösung wird der metrische Raum einen n-dimensionalen
"Trichter", der sich durch hohe Gradienten in Richtung der Lösung auszeichnet. Dieses
Verhalten machen sich gradientenbasierte Optimierungsalgorithmen zu Nutze, indem sie
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p(ai, bj)ln(p(ai, bj)) (2.31)
Die Mutual Information des Referenzbildes R und des transformierten Bildes t(T ) ist
dann:
IR,t(T ) = HR +Ht(T ) −HR,t(T ) (2.32)
Durch die Angleichung von Strukturen wird der letzte Term der Gleichung 2.32 mini-
miert, weshalb die Mutual Information zunimmt.
Die gradientenbasierten Metriken haben sich in der multidimensionalen Registrierung
als robustes Ähnlichkeitsmaß etabliert [75]. Hierbei werden die Intensitätswerte, die
durch die (berechnete) Projektion in einem unbekannten Verhältnis zu den Radiogra-
phen stehen, durch Gradientenwerte ersetzt, die für Hochkontrastobjekte, wie Knochen,
stabilere Ergebnisse liefern. Gradient Information mit oder ohne Skalierungsfaktor oder
die aus der Kreuzkorrelation abgeleitete Gradientkorrelation bieten Vorteile hinsicht-
lich der unterschiedlichen Gradient in den zu vergleichenden Bildern. Zusätzlich zum
Gradientbetrag bietet die Gradientorientierung eine Aussage über die Ähnlichkeit der
Gradienten. Diese Eigenschaft wird in Feature Detektoren wie SIFT [38], SURF [39]
oder HOG [40] genutzt.
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2.3.4 Optimierung
Als Optimierungsproblem der Registrierung bezeichnet man die Aufgabe innerhalb
eines metrischen Raumes ein globales Minimum (oder Maximum) zu ҥnden. Unter
korrekt gestellten Randbedingungen ist dieses Extremum innerhalb des Suchraumes
die beste mögliche Lösung. Die Registrierung ist nach den Kriterien von Hadamard ein
schlecht deҥniertes Problem [70]. Ein Problem ist dann schlecht deҥniert, wenn eine der
folgenden Bedingungen ist nicht erfüllt ist:
1. Das Problem hat eine Lösung (Existenz).
2. Diese Lösung ist eindeutig bestimmt (Eindeutigkeit).
3. Diese Lösung hängt stetig von den Eingangsdaten ab (Stabilität).
Für die Registrierung sind insbesondere die zweite und dritte Bedingung nicht erfüllt.
Nach [67] kann ein optimaler Parametersatz entweder explizit berechnet oder gefunden
werden. Die Berechnung ist möglich, wenn es eine eineindeutige Beziehung zwischen ei-
nem begrenzten Satz an Marken gibt. Das wäre bei einer Auswahl an korrespondierenden
Landmarken in allen zu registrierenden Aufnahmen gegeben [76], [77]. Deshalb wird die
Lösung mit iteratives Suchen durch die Minimierung der metrischen Distanzen erzielt.
Dazu wird angenommen, dass die metrische Funktion in dem Bereich der gesuchten
Lösung monoton und quasi-konvex ist. Für die Lösung des Registrierungsproblems
wurden Verfahren basierend auf verschiedenen Optimierungsverfahren angewendet. Weit
verbreitet sind Optimierungsverfahren wie das Gradientenabstiegsverfahren in unter-
schiedlichen Varianten, Downhill-Simplex - oder Quasi-Newton-Verfahren. Daneben gibt
es weitere Verfahren, die für spezielle Problemstellung angewendet werden, wie SPSA
(Simultaneous Pertubation Stochastic Approximation) [78], [79] oder evolutionäre Strate-
gien [80]. Für den Anwendungsfall der rigiden multidimensionalen Registrierung hat
sich der Powell-Brent-Algorithmus als robuster Kandidat herausgestellt [67], [81], [82].
Da der Suchraum der Optimierungsverfahren eingeschränkt ist und von der In-
itialisierung abhängt, werden sogenannte Multiresolution-Verfahren eingesetzt. Hierbei
werden die Bilder (Referenz- und Templatebild) durch die Glättung mit einem Gaußҥlter
skaliert, d.h. Auѕösung und Kanten werden reduziert. Um den Suchraum möglichst
groß zu halten, wird hierarchisch eine Bilddatenpyramide berechnet, die mit wachsender
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Höhe an Auѕösung und damit Detailgrad verliert. Die Ähnlichkeit der geglätteten
Bilddaten erzeugt einen größeren Suchraum, verringert jedoch die Genauigkeit der
Registrierung durch den Verlust von Details. Konvergiert die Optimierung für eine
höhere Bildebene, wird auf eine niedrigere Bildebene mit höherer Auѕösung gewechselt.
Die bisher berechnete Transformation wird für diesen Schritt als Initialtransformation
weiterverwendet. Ein weiterer Ansatz ist die Multistage-Registrierung. Die einzelnen
Schritte der Registrierung verwenden Transformationen mit steigender Parameteranzahl.
Auf eine initiale rigide Registrierung mit sechs Parameter (in 3D) folgt eine affine
Registrierung, die als Ausgangsposition die bereits ermittelten Parameter nutzt. Der
letzte Schritt ist eine deformierbare Registrierung mit vielen Parametern, die bereits
gut initialisiert sind.
2.4 Parallele Verarbeitung
In den letzten Jahren hat sich die parallele Datenverarbeitung in vielen Bereichen der
computerunterstützten Forschung und Anwendung etabliert. Das parallele Abarbeiten
von Problemen ermöglicht es diese Probleme effizienter zu bewältigen, in dem Abschnitte
der Aufgabenstellung in kleinere Subprobleme geteilt und zeitgleich bearbeitet werden,
auch bekannt unter der Teile-und Herrsche-Paradigma [83]. Die Verarbeitung wird
nach Daten- und Aufgaben (tasks)-Parallelität aufgeteilt. Die Aufgabenparallelität
fokussiert sich dabei auf Datenstrukturen mit denen die Verarbeitungsschritte unter-
nommen werden sollen. Das ist das primäre Einsatzgebiet von CPUs (Central Processing
Units). Die Datenparallelität umfasst das Verarbeiten von Daten mit einem gleichen
Instruktionssatz. Dafür wurde die Architektur von Graphic Processing Units (GPU) der
Graҥkkarten entwicklt. Zusätzlich treten Mischformen auf, die je nach Anwendungsfall
gewichtet sind.
2.4.1 CPU-Datenverarbeitung
Die Entwicklung und Verbereitung von Multikern-Architekturen ermöglicht es echte
Nebenläuҥgkeit zu nutzen. Diese Eigenschaft moderner Prozessoren kommt zum Tra-
gen, wenn die Aufgaben in einem Programmablauf sich durch stark unterschiedliche
Instruktionssets von einander differenzieren. Die einzelnen Abläufe werden Prozessen
oder threads zugewiesen, die parallel auf den CPU-Kernen abgearbeitet werden. Die
Synchronisation wird durch Interprozess-Kommunkation oder Synchonisierungspunkte
im Programmablauf hergestellt. Die Synchronisationselemente sind i.d.R. Mutexe [84].
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2.4.2 GPU-Datenverarbeitung
Ein weiterer Trend in der effizienten Datenverarbeitung ist die Nutzung der GPUs.
Graҥkkarten bestehen aus einigen hundert Koprozessoren, die es durch die SIMD-
Architektur (Single Instruction, Multiple Data Streams) ermöglichen auf Daten effizient
gleichförmige Operationen (sogenannte Kernel) auszuführen. Dafür stehen auf den
Graҥkkarten verschiedene Speichermodule zur Verfügung, welche durch ihre Anbindung
an die GPU unterschiedliche schnelle Lese- und Schreibzyklen haben (s. Tabelle 2.1).
Für die Bildverarbeitung ist der texture-Speicher von besonderem Interesse, da dieser für
diskrete Bilder für abgefragte kontinuierliche Indizes unmittelbar den (bi-/tri-)lineare
interpolierten Wert wiedergibt [85], [86]. Das bringt bei der Berechnung von Faltungen
oder Projektionen eine massive Beschleunigung (s. Gleichung 2.33). Führen die Kerne
Speicherart Lebensdauer Geschwindigkeit Lese-Schreib-Zugriff
register Thread schnell RW
local Thread langsam RW
shared Block schnell RW
constant Anwendung schnell R
texture Anwendung mittel R
global Anwendung langsam RW
Tabelle 2.1: Speichertypen der Grafikkarten, R - Lesezugriff, W - Schreibzugriff, RW - Lese- und
Schreibzugriff
der GPU die gleichen Instruktionen aus, wird das SIMT (Single Instruction, Multiple
Threads) genannt. Dabei werden die parallelen Prozessorinstruktionen auf den Kernen
taktgleich ausgeführt, was das Laden (fetching) von Instruktionen beschleunigt. Für
die vereinfachte Softwareentwicklung führte NVIDIA die C-Programmiersprache die
Erweiterung CUDA ein [87], die allerdings nur mit Graҥkkarten des Herstellers NVIDIA
nutzbar ist.
2.4.3 Amdahls law und theoretischer Geschwindigkeitszuwachs









Abbildung 2.11: Theoretischer Beschleunigungsfaktor in Abhängigkeit von Prozessoren und sequentiellem
Code-Anteil: 90% (violett), 50% (rot), 20% (gelb) 10% (blau)
T = ts + tp ist die Gesamtlaufzeit des Programms, das sich aus dem sequentiellen
Teil ts und dem parallelisierten Teil tp zusammensetzt. Mit np ist die Anzahl der zur
Verfügung stehenden Prozessoren bezeichnet. Nimmt man eine steigende Anzahl an
Prozessoren an, wird der Term tp/np klein und der Geschwindigkeitsgewinn hängt vom
sequentiellen Teil ab. Dabei werden andere Prozesse, wie die Speicherallokation und






Der Fokus dieses Kapitels liegt auf denGrundlagen der Röntgenverfahren der
Multi-Slice-Computertomographie (MSCT) und der projektionsbasierten interventio-
nellen Fluoroskopie. Neben der Entstehung der Röntgenstrahlung und deren Materie-
Wechselwirkungen werden die bildgebenden Geräte beschrieben. Im letzten Abschnitt
wird der State-Of-The-Art der 2D-3D-Bildregistrierung und ihre Anwendungen disku-
tiert. Die Grundlagen für diesen Abschnitt stammen, wenn nicht anders vermerkt, aus
den folgenden Werken: [89]ҫ[91].
3.1 Medizinische Röntgenbildgebung
Seit der Entdeckung der Röntgenstrahlung im Jahr 1895 war der medizinische
Nutzen schnell erkannt worden [92]. Schon 1901 erhielt Röntgen für seine Entdeckung
den ersten Physik-Nobelpreis. Bereits fünf Jahre nach der Entdeckung wurden die
Strahlung als unverzichtbares Hilfsmitteln in der klinischen Routine eingesetzt [93]. Seit
1912 gibt es Radiologen, die sich in ihrer Arbeit dauerhaft mit der Aufnahme und der
Auswertung von Röntgenbildern auseinandersetzten [94]. 1961 wurde das erste Mal das
inverse Problem der CT gelöst, was dazu führte, dass in den kommenden Dekaden sich
die dreidimensionale Bildgebung mittels Röntgenstrahlung zu einem diagnostischen
Standard entwickelte. Die verbreitesten Verwendungsformen der Röntgenstrahlung im





Die Elektronen, die in das Anodenmaterial eindringen, geben ihre Energie (neben
Wärmeenergie) in mehreren Bremsvorgängen ab. Dabei wird die kinetische Energie Ekin
in energiereiche Röntgenquanten umgewandelt:
Ekin = hνmax = Emax , (3.2)





Dies entspricht dem Fall, bei dem die gesamte kinetische Energie in ein Röntgenquant
umgewandelt wird. In der Regel ҥnden Bremsprozesse mit niedriger Energieumsetzung
statt. Die Intensitätsverteilung ist proportional zur Kernladungszahl Z des Anodenma-
terials
I(ν) ∝ Z(νmax − ν) (3.4)
Das theoretische Bremsstrahlenspektrum ist Abb. 3.3 als gestrichelte Linie dargestellt.
Heel-Effekt
Der Heel-Effekt wird durch die Mehrfachstreuung und Wiederabsorption der Röntgen-
photonen innerhalb der Anode hervorgerufen. Dabei wird die Intensität der Strahlung
in Abhängigkeit zur Weglänge in der Anode verringert (s. Abb. 3.2). Das Ergebnis ist
ein gradieller Verlauf der am Detektor gemessenen Intensität [96].
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Charakteristische Strahlung
Überträgt ein beschleunigtes Elektron mehr Energie an ein im Anodenmaterial
gebundenes Elektron, dass die Bindungsenergie überschritten wird, kann das getroffene
Elektron aus seiner Schale gelöst werden. Bei der Nachbesetzung des vakanten Platzes
mit einem Elektron einer höherenergetischen äußeren Schale, wird die Energiedifferenz
zwischen den Schalen als Röntgenquant emittiert. Da die Energieniveaus für jedes
Element fest sind, entsteht ein elementspeziҥsches Emissionslinienmuster (s. Abb. 3.3).














Mit νR wird die angepasste Rydberg-Konstante bezeichnet. Sie berechnet sich aus







Die effektive Kernladungszahl Zeff ist die Subtraktion der Abschirmkonstanten S
von der Kernladungszahl Z des Elements. Als n1, n2 werden die Hauptquantenzahlen
der betrachteten Zustände bezeichnet. Für einen Wechsel der Elektronen von einer
äußeren Schale auf die K-Schale (innerste Schale eines Atoms) ergibt sich das folgende
Linienspektrum (mit S = 1):






Das Linienspektrum wird nach der Zielschale als K-,L-,...-Serie benannt. Die charakte-
ristische Strahlung trägt bis zu 30% der Röntgenenergie abhängig vom Anodenmaterial
bei.
1R∞ = 10937731.568160 m
−1, c = 2.998× 108m/s
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Richtung der höheren (härteren) Energien (s. Abb. 3.3).
3.1.2 Wechselwirkung von Photonen mit Materie
Dieser Abschnitt fäßt die wichtigsten Wechselwirkungen der Photonen mit Materie
zusammen, die für die Röntgenbildgebung relevant sind. Anschließend werden die
Eigenschaften in Bezug zur medizinischen Bildgebung beleuchtet.
Die Strahlungsinstensität ist proportional zu der Anzahl der Photonen im Strahl
wird beim Durchgang durch den Körper mit der Dicke ∆η reduziert. Beschrieben werden
kann diese Beobachtung mit folgender Gleichung:
I(η +∆η) = I(η)− µ(η)I(η)∆η (3.9)
wobei ∆η die Strecke ist, die der Strahl im Körper zurücklegt und µ der Abschwächungs-
koefҥzient genannt wird. Wird nach [89] diese Beobachtung auf einen Körper homogenen
Materials zurückgeführt, kann für den Koeffizienten µ ein konstanter Wert entlang des
Pfades angenommen werden. Betrachtet man die Abschwächung am Grenzwert lim
δη→0
erhält man das Differential
dI
I(η)
= −µ dη (3.10)
Integriert man Gleichung 3.10 und setzt als Randbedingung I(0) = I0 ein, erhält
man
I(η) = I0 e
−µ η, (3.11)
was als Lambert-Beersches Gesetz der Abschwächung bekannt ist. Das gilt für die
Betrachtung einer monochromatischen Röntgenquelle. Der Abschwächungskoeffizient µ
ist eine Kombination aus zwei Koeffizienten, die für die verschiedenen Photon-Materie-
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Interaktionen stehen:
µ = µs + α. (3.12)
Dabei wird µs als Streuungskoeffizient und α als Absorptionskoeffizient bezeichnet. Als
dritte Wechselwirkung eines Röntgenphotons im Coloumbfeld des Kerns gibt es die
Paarbildung. Dieser Effekt ist aufgrund der niedrigen Energie der Röntgenquanten in
der Bildgebung nicht relevant. Für eine nähere Betrachtung der makroskopischen
Wechselwirkung von Photonen und Materie durch die Gleichung 3.11 können die
Wirkungsquerschnitte herangezogen werden. Die Wirkungsquerschnitte können als
Wahrscheinlichkeit einer Wechselwirkung zwischen den Röntgenphotonen und den
Elektronen eines Elementes interpretiert werden.
Streuung von Röntgenstrahlung im Gewebe
Für die Streuungkoeffizient µs der Röntgenphotonen im Gewebe sind hauptsächlich
zwei Effekte verantwortlich. Der eine Effekt ist die Rayleigh-Streuung, die die Interaktion
eines Photons mit einem gebundenen Elektron beschreibt. Diese elastische Streuung ist








Dabei ist ω0 die Eigenfrequenz des Elektron und ω die Frequenz des einfallenden Photons.
Für die Energien in der Diagnostik gilt ω ≪ ω0, weshalb eine starke Abhängigkeit von
der Frequenz besteht.
Der andere Effekt ist die Compton-Streuung, welche die inelastischen Stoßprozesse eines
Photons mit einem quasifreien Elektron beschreibt [99]. Dabei wird ein Teil der Photo-
nenenergie auf das Elektron übertragen und dieses wird, der Impulserhaltung folgend,
beschleunigt (s. Abb. 3.4). Der Streuungswinkel φ ist abhängig Wellenlängenänderung
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entfernt, kann es zu sekundären Prozessen, wie das Nachbesetzen der Vakanz oder
Auger-Elektronen kommen. Die starke Proportionalität zwischen dem Absorptionskoef-
ҥzienten und der Kernladungszahl wird für medizinische Anwendung in der Wahl der
Abschirmmaterialien (bspw. Blei mit Z = 82) angewendet.
Zusammenfassung der Effekte und Bezug auf das Lambert-Beer-Gesetz
In einer abschließenden Betrachtung können die oben genannten Prozesse makrosko-
pisch zu dem bereits genannten Lambert-Beer-Gesetz (s. Gleichung 3.11) zusammen-
gefasst werden. Die Faktoren, die hauptsächlich für die Abschwächung der Strahlung
verantwortlich sind, sind die Wellenlänge λ (oder Frequenz ν), die Kernladungszahl Z,
die Materialdichte ρ und die Materialdicke η (s. Abb. 3.5). Die starke Abhängigkeit von
der Wellenlänge und Kernladungszahl ist auf den Wirkungsquerschnitt des photoelektri-
schen Effekts (∝ Z4
λ3
) zurückzuführen. Mit der Veränderung der Dichte verändert sich
die Anzahl der Teilchen mit denen Wechselwirkungen stattҥnden. Die Materialdicke ist
letztlich eine Integration der besprochenen Effekte auf eine längere Wegstrecke s, wobei








Die linearen Abschwächungskoeffizienten werden in der Literatur und in den Tabel-
len des National Institute of Standards and Technology (NIST) mit dem Massen-
abschwächungskoefҥzienten angebenen. Dieser ist als µ/ρ deҥniert. Für das diagnostische
Fenster liegen die Röntgenphotonenenergien etwa zwischen 25keV und 150keV 2.
Für die diagnostische Relevanz werden die Abschwächungswerte von Wasser, Blei
und Aluminium betrachtet. Wasser als Hauptbestandteil des menschlichen Körpers
ist das hauptsächlich schwächende Molekül. Die Massenabschwächungskoeffizienten
von Wasser werden im diagnostischen Spektrum vom Compton-Effekt aufgrund der
Kernladungszahl dominiert. Der photoelektrische Effekt wirkt in diesem Spektrum
kaum. Bei Blei hingegen trägt der Compton-Effekt gering zur Abschwächung bei. Das
2Das kann mit der Anwendung und den verwendeten Geräten stark schwanken, [90] schlägt Be-
schleunigungsspannungen zwischen 50kV und 110kV vor.
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Dieses Prinzip wird mit ALARA (
”
as low as reasonable possible“) bezeichnet [101]. Die
Dosis D einer Aufnahme wird mit folgender Proportionalität angeben:
D ∝ IaUna T, (3.17)
wobei Ia in mA der Röhrenstrom, Ua in kV die Röhrenspannung und T die Aufnah-
medauer sind. Die Variable n ist eine empirische Funktion der Röhrenspannung. Die
Röhrenspannung legt die Energie der Röntgenspektrums und damit den Bildcharakter
fest; für die Diagnostik ist dieser Bereich durch das diagnostische Fenster eingegrenzt.
Die Beleuchtungsdauer muss derart gewählt werden, dass Objekte, die in Bewegung sind
noch scharf abgebildet werden können (z.B. Lunge oder Herz). Mit dem Röhrenstrom
wird die Anzahl der Photonen gesteuert. Dieser Faktor wirkt in der Dosisberechnung
der Beleuchtungszeit entgegen; er muss erhöht werden, um bei kurzen Zeiten genug
detektierbare Photonen zu erzeugen. Wichtig sind dabei die Organ-Energiedosis3 und
effektive Dosis4 so gering wie möglich zu halten. Die Strahlenhygiene fordert daher aus-
schließlich bildwirksame Strahlung zu nutzen, um das Risiko für Patient und Anwender
zu minimieren. Das bildwirksame Strahlungsspektrum sind die Energiebereiche, die
nicht gänzlich vom Körper absorbiert werden. Um die Strahlungsanteile zu verringern,
die nicht zur Bildgebung beitragen, wird eine Strahlaufhärtung durchgeführt. Diese
Filterung der weichen Röntgenstrahlung vor dem Eindringen in den Patienten reduziert
die Dosis (s. Abschnitt 3.1.1).
Detektion von Röntgenstrahlung
In aktuellen CT- und C-Arm-Systemen werden sogenannte Flat-Panel-Detektoren
(FPD) verbaut [102]. Die Sensorelemente bestehen aus thin-film transistors (TFT) und
einer Photodiode, über denen eine röntgensensitive Schicht aufgetragen ist (s. Abb. 3.7).
Diese Szintillatorenschicht besteht z.B. aus Cäsiumiodid und wirkt als Verstärker der
einfallenden Photonen bevor sie auf die Photodiode fallen [103]. Wichtige Größen für
die Effizienz eines Detektors sind der Füllfaktor (Verhältnis zwischen Detektorѕäche
3Die Organ-Energiedosis gibt an, wieviel Energie durch ionisierende Strahlung auf eine Masseneinheit
eines Organs übertragen wird.
4Definiert wie Organ-Energiedosis mit Berücksichtigung der unterschiedlichen Empfindlichkeit der Or-
gane und Gewebe des menschlichen Körpers gegenüber so genannten stochastischen Strahlenwirkungen
(z.B. Krebs).
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und zur sensitiven Fläche) und die Quanteneffizienz (Fähigkeit einfallende Quanten zu
absorbieren und in Signalstärke umzuwandeln).
Abbildung 3.7: Aufbau eines Flat-Panel-Detektors bestehend aus Szintillatormaterial, Photodiode und
TFT-Chip. Die einfallende Röntgenstrahlung wird durch das Szintillatorenmaterial verstärkt und mit
der Photodiode und dem TFT-Chip quantifiziert [104]
3.1.3 Computertomographie
Die meisten CT-Geräte in klinischer Benutzung sind Wide Aperture Fan Beam-
Geräte, die durch ihren Öffnungswinkel (zw. 40◦ und 60◦) den gesamten Torso im
Strahlfächer durchleuchten können. Dadurch ist die Akquisitionszeit unter 20 Sekunden
für Ganzkörper-Aufnahmen gesunken. Der Röntgenquelle gegenüber liegt ein Detek-
torbogen, der aus einer (single slice) bis wenigen Zeilen (multi slice) besteht. Damit
ist eine unveränderliche Winkel- und Abstandbeziehung zwischen Quelle und Detektor
gegeben. Dieser Aufbau wird als Gantry bezeichnet. Die Rotation der Gantry um den
Patienten herum ermöglicht die Aufnahmen über eine Winkelabdeckung, die eine Volu-
menrekonstruktion ermöglichen. Die longitudinale Abdeckung des Aufnahmebereichs
wird durch die Tischverschub realisiert.
Rekonstruktion
Das Ziel der Bildrekonstruktion ist es die Verteilung der Abschwächungskoeffizienten
µ(r) an den Positionen r im Raum abzubilden. Dafür werden Projektionen aus ei-
ner Vielzahl an Winkeln aufgenommen, die makroskopisch dem Lamber-Beer-Gesetz
(s. Gleichung 3.11) entsprechen. Entlang des Projektionsstrahls s werden die Ab-




Nach Maintz und Viergever wird die Registrierung nach neun Kriterien klassiҥziert [67]:
1. Dimensionalität (mit und ohne Zeitserien)
2. Registrierungsgrundlage (extrinsische oder intrinsische Marker)
3. Art der Transformation (rigide, projektive, deformierbare Transformation)
4. Domäne der Transformation (global oder lokal)
5. Interaktionsgrad (von interaktiv bis automatisch)
6. Optimierungsverfahren (gradientenbasierte, statistische Verfahren,...)
7. Verwendete Modalitäten (monomodal, multimodal, modellbasiert)
8. Registrierungssubjekt (intrasubjekt, intersubjekt, atlasbasiert)
9. Registrierungsobjekt (Kopf, Thorax, Abdomen, Extremitäten, Knochen, etc.)
Mit der Entwicklung des Forschungsfeldes sind einige Kategorien zu erweitern oder
hinzuzufügen, grundlegend aber bleibt diese Klassiҥzierung in Gebrauch [68]. Für die
Klassiҥzierung der interventionellen Registrierung werden die genannten Kategorien wie
folgt beschrieben: Die Dimensionalität wird durch zwei- und drei-dimensionale Aufnah-
men bestimmt. Als vierte Dimension wird die Veränderung über die Zeit betrachtet.
Das betrifft in der Regel Aufnahmen zur Ermittlung von funktionellen Parametern.
Die zu registrierenden Aufnahmen sind meist von einem Patienten, d.h. intrasub-
jektive Registrierung, und basieren auf intrinsischen Merkmalen, wie Knochen oder
Gefäßverästelungen, solange keine expliziten Marker eingebracht werden. Die Art der
Transformation ist ein Forschungsschwerpunkt, da er die diametralen Eigenschaften von
Berechnungsdauer und Grad der Genauigkeit abbildet. Die involvierten Modalitäten
sind in der Regel die diagnostischen Aufnahmen aus der CT und MRT, die mit den
interventionellen Projektionsradiographie oder Tomographien registriert werden. Die
Domäne, der Interaktionsgrad, wie auch die Optimierungsverfahren und die Registrie-
rungsobjekte hängen stark vom interventionellen Szenario ab.
So benötigen 3D-3D-Registrierungen auf CT-Basis ein fallspeziҥsches Set aus Kom-
ponenten als, die 2D-2D-Registrierung für angiographische Katheternavigation. Die
Abgrenzung zur Bildfusion liegt im Prozess des Berechnen einer Transformation in ein
gemeinsames Koordinatensystem während sich die Bildfusion mit der Kombination der
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Bildinformationen beschäftigt [106]. Die Bildregistrierung ist damit ein Vorverarbei-
tungsschritt der Bildfusion. Ein anderer geläuҥger Begriff für die Bildregistrierung ist
das "Matching". Die geläuҥge englischsprachige Bezeichnung ist ı̈mage registration".
3.2.1 Anforderungen an die interventionelle Bildregistrierung
Die Anwendung der interventionellen Bildregistrierung soll den Informationsübertrag
von (prä)interventioneller Bildgebung in die Intervention sicherstellen oder zeitliche
Veränderung visualisieren. Die räumliche Korrelation der Information im Patienten
(z.B. Tumorlokalisierung) werden durch externe (Bewegung, Umlagerung) und interne
Bewegungen, wie Atmung und Herzschlag, reduziert. Für eine sinnvolle interventionelle
Registrierung müssen folgende Probleme gelöst werden:
1. Die Lage der Patienten unterscheiden sich zwischen Diagnose und Eingriff. Die
Korrelation für diese Art der resultierenden Deformierung zu erstellen ist das
Hauptproblem der Registrierung. Bei der Herstellung der Korrelation ist räumliche
Übereinstimmung das wichtigste Kriterium.
2. Die Informationsanpassung an die aktuelle Eingriffsituation ist zeitnah zu erfolgen,
da durch intrinsischen und extrinsischen Patientenbewegungen der Grad der
räumlichen Übereinstimmung abnimmt.
3. Die Anzahl und Art der Aufnahmen und die damit applizierte Dosis sollte dem
Nutzen des Eingriffs angemessen sein (ALARA-Prinzip).
4. Während eines Eingriffes werden dem Aufnahmebereich der Modalitäten weitere
Elemente, wie das Operationsbesteck, hinzugefügt, die in den initialen Aufnahmen
nicht vorhanden sind. Das Registrierungsergebnis sollte dem gegenüber robust
sein.
Die Registrierung von drei-dimensionalen Aufnahmen kann die erste und letzte
Anforderung mit situationsabhängigen Strategien erfüllen. Durch erhöhte Strahlendosis
und längeren Rekonstruktionszeiten können die übrigen Anforderungen für 3D-3D-
Registrierungen schwer erfüllt werden. Registrierungen zwei-dimensionaler Aufnahmen
hingegen besitzen keine Tiefeninformationen, um die erste Anforderung zu erfüllen,
auch wenn die zeitliche Komponente deutlich geringer ist. An dieser Stelle liegt der
Forschungsschwerpunkt der 2D-3D-Registrierung. Die Reduktion der Strahlenbelastung
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und die schnelle 2D-Bildgebung ermöglichen zeitnahe Registrierungen bei geringer
Strahlungsbelastung. Die hauptsächlichen Ziele sind die räumliche Korrelation der Pati-
entendaten aus zwei-dimensionalen Bilddaten zu rekonstruieren und mit Rücksichtnahme
auf eine sich verändernde Bildsituation eine hohe räumliche Genauigkeit herzustellen.
Da dieser Anwendungsschwerpunkt den Kern dieser Arbeit stellt, wird für den Fall der
röntgenbasierten 2D-3D-Registrierung die Forschung im folgenden Abschnitt zusammen-
gefasst.
3.2.2 State-of-the-Art
Dieser Abschnitt, der sich mit den Entwicklungen der interventionellen 2D-3D-
Registrierung in den letzten Jahren beschäftigt, ist in zwei Teile geteilt. Zuerst wird ein
Blick auf die Applikationen der Registrierung geworfen, um die Szenarien für potentielle
Anwendungsfelder dieser Arbeit zu identiҥzieren. Der zweite Teil präsentiert einen
Überblick über die angewandten Methodiken und technischen Entwicklungen.
Applikationen für 2D-3D-Registrierungen
Bildgestützte Interventionen werden in den vergangen Jahren immer häuҥger [34],
[35]. In den meisten Feldern dieser Anwendungen kann die Bildregistrierung eine wichtige
Unterstützung darstellen. Angefangen von der Bildrekonstruktion im Interventionsraum
mit einem C-Arm-Gerät. Dabei wird die Registrierung genutzt, um für iterative Verfahren
einen optimalen Initialisierungswert zu ҥnden, der die Rekonstruktion beschleunigt oder
regularisiert. So verwendet Chung in seinem Algorithmus FORCAST eine rigide 2D-3D-
Registrierung, um Informationen über den Abbildungsfehler zu gewinnen und eine intrin-
sische Kalibrierung der Projektionsgeometrie durchzuführen [105]. Durch diese iterative
Rekonstruktion, kann mit einem reduzierten Set an Aufnahmen eine gute Aktualisierung
der Patientenanatomie auf Basis des hochaufgelösten CT-Bildes als a-priori-Wissen
durchgeführt werden. Problematisch ist bei iterativen Rekonstruktionsverfahren der
erhöhte Rechenaufwand gegenüber der geҥlterten Rückprojektionsrekonstruktion. Auch
eventuelle nichtlineare Deformationen der genutzten Bildfeatures, wie Gradienten oder
Marken, können das Ergebnis verfälschen. Alternativ führt Cresson et al. die Methodik
ein, dass eine Rekonstruktion durch eine Kombination einer rigiden 2D-3D-Registrierung
und einem statistischen Modells der Wirbelkörper durchgeführt wird. Dabei werden
die Wirbelkörper iterativ auf Basis zweier orthogonaler Aufnahmen rekonstruiert. Die
zwei Schritte dieses Prozesses sind ein personalisiertes Wirbelkörpermodell durch die
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Registrierung zu generieren während eine globale Prozesskomponente die Positionierung
im Raum optimiert. Dies erfolgt unter Vernachlässigung des Weichgewebes.
Für die volumetrische Rekonstruktion aus einer Röntgenprojektion in der Lunge konn-
ten am digitalen Phantom mit zyklischen Atmenzyklen ein Root-mean-Square (RMS)-
Fehler im Submillimeterbereich erreicht werden. Grundlage dafür ist das Phantom-
Atmungsmodell, das in Deformationsfeldern abgelegt wird, auf denen eine Hauptkompo-
nentenanalyse durchgeführt wird. Die Berechnung in Echtzeit wird durch eine niedrige
Auѕösung der CT-Simulation und der Projektionen in Kombination mit massiver Paralle-
lisierung erreicht [107]. In dieser Veröffentlichung spielte die Strahlendosis zum Erlernen
der Atembewegung keine Rolle.
Ein weiteres Anwendungsfeld für die interventionelle Bildregistrierung ist die Orien-
tierung des Patienten im Interventionsraum. Zum Einen kann die Registrierung genutzt
werden, die Patientenlage zu überprüfen, um u.a. Seitenverwechlungsfehler zu vermei-
den [108]ҫ[110]. Für die nicht-rigide Registrierungen stellt 2006 Prümmer et al. eine
Möglichkeit dar mit wenigen Aufnahmen eine Patientenpräregistrierung durchzuführen
[111]. Anders als bei vorherig genannten Versuchen wird in diesem Fall die Rekonstruk-
tion als Mittel genutzt, die Lage des Patienten zu bestimmen. Die diesen Versuchen
spielt die zeitliche Komponente eine untergeordnete Rolle.
Zum Anderen ermöglichen es Registrierungsalgorithmen Werkzeuge und Implantate
operativ besser bildtechnisch zu evaluieren. Miao et al. zeigen Anwendungen für Kni-
eimplantate, eine Plannungsunterstützung für Implantate und Positionierung einer
transösophagealen Echokardiographie-Sonde [112], [113]. Sind für die Gerätschaften di-
gitale Modelle vorhanden, konnte gezeigt werden, dass diese zusätzlichen Informationen
zu einer verbesserten Registrierung genutzt oder die Steuerung von Kathetern o.ä. Werk-
zeugen unterstützt wird [114]. In diesen Beispielen konnte eine Echtzeit-Registrierung
an Hochkontrastobjekten realisiert werden.
In der kardiologischen Bildgebung wurde mit der Arbeit von Toth et al. die 2D-3D-
Registrierung mit Deep Learning verbunden und ermöglicht die rigide Modell-zu-Bild-
Registrierung eines Herzmodells [115]. Darüber hinaus wurden Arbeiten veröffentlicht,
welche die anatomischen und physikalischen Beschränkungen der Blutgefäße als regulari-
sierende Elemente nutzen, um aus zwei-dimensionalen Aufnahmen die drei-dimensionale
Gefäßstruktur zu rekonstruieren [116]ҫ[120]. Diese Arbeiten nutzen die Situation, dass
sich die Gefäßbäume durch Skelettierung als eine graphenartige Struktur interpretieren
lassen, die sich als Punktmodell effizient registrieren lässt. Das Übertragen dieser Me-
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thode auf andere anatomische Strukturen ist nicht ohne weiteres möglich, da diese in
der Regel keine graphenartige Struktur haben.
Für die Radiotherapie in der Lunge wurden in den letzten Jahren zwei Algorithmen
vorgestellt, die eine schnelle Registrierung von Strahlungsplanungsaufnahmen auf die
Behandlungssituation ermöglichen. Der erste Algorithmus wird von den Autoren als
CLARET (Correction via Limited-Angle Residues in External Beam Therapy) bezeich-
net und basiert auf einem gelernten Deformationsraum. Dazu lernt der Algorithmus
die atmungsspeziҥschen Deformationen der Planungs-CT mittels Large Deformation
Diffeomorphic Metric Mapping und bildet mit dem Modell die Eigenwerte der Varia-
tionen in einem Deformationsraum ab. Eine skalierbare lineare Regression zwischen
den 3D-Variationen und den Kovarianzen des zweidimensionalen Projektionsraumes
wird gelernt. Diese wird zur Behandlungszeit eingesetzt, um iterativ aus den Residuen
der Projektionen der Therapie und den sythetischen Projektionen die Deformation der
Lunge zu berechnen [121]. Der zweite Algorithmus ist eine Variante des CLARET, die
sich darin unterscheidet dass Random Forest Klassiҥzierer verwendet werden und damit
die Notwendigkeit entfällt, während der Therapiesitzung Digital Rendered Radiographs
(DRR) zu berechnen, da eine direkte Korrespondenz zwischen Modellform und Pro-
jektionsraum überprüft werden kann [122]. Offen bleibt die Frage, ob es stets genug
Aufnahmen gibt, um einen vollen Atemzyklus darstellen zu können. Die berichtete
Rechenzeit für CLARET beträgt einige Sekunden, was zur Entwicklung des folgdenden
Algorithmus geführt hat.
In ähnlicher Weise wie CLARET nutzt der REALMS -Algorithmus (Registration Ef-
ficiency and Accuracy through Learning Metric on Shape) einen patientenbezogenen
volumetrischen Deformationsraum. Dieser dient als Ausgangspunkt für eine niedrig-
dimensionale Parametrisierung der Deformation, die für simulierte Projektionen genutzt
werden. Anschließend wird eine Riemannsche Metrik gelernt, die den Deformationsraum
des Patienten interpolieren kann, um die gesuchten Parameter zu ҥnden. REALMS wur-
de für die Registrierung im abdominellen Bereich entwickelt. Die REALMS -Registrierung
benötigt eine Projektion und berechnet in wenigen Millisekunden eine Optimierung.
Als mTRE wurde ein Wert von wenigen Millimetern angeben, was für kleine Tumore
schon problematisch werden kann [123]. Zudem muss beachtet werden, dass weiterhin
mehrere CT-Aufnahmen für die Modellberechnung notwendig sind, was zusätzliche
Strahlenbelastung für den Patienten bedeutet.
Ein weiterer Schwerpunkt der Forschung für interventionelle 2D-3D-Registrierung
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liegt auf der korrekten Transformation der Wirbelsäule bzw. der Wirbelkörper. Die
Wirbel sind mit einem hohen Absorptionskoeffizienten in den Röntgenprojektionen
klar zu erkennen und sind damit ein geeignetes Objekt für eine robuste rigide Re-
gistrierung. Ein Caveat besteht durch die Ähnlichkeit der Wirbel zu einander, was
auch der Grund für die Wichtigkeit dieser Registrierungsanwendungsanwendung ist,
um die Interpretationslast der Wirbelidentiҥerzierung des Interventionalisten zu re-
duzieren. Für eine intraoperative Orientierung wird die Wirbelsäule als intrinsische
Landmarke genutzt [124]. Problematisch wird die Verwendung als Fixpunkt, sobald
der Patient durch die Lagerung und Eingriffe nicht in der gleichen Lage verbleibt, dass
bedeutet, dass die Wirbelsäule deformiert wird. Seit der Einführung der stückweisen
2D-3D-Registrierung durch Penney et al. [125], bei der nicht das globale Bild als Grund-
lage für die Ähnlichkeitsmaße benutzt wurde, sind verschiedene Ansätze publiziert
worden, die dieses interventionelle Problem lösen sollen. Von den Arbeiten zu diesem
Thema greife ich exemplarisch auf die folgenden zurück. Bis 2010 wurden von Bifulco et
al. mehrere Arbeiten zur 2D-3D-Registrierung von Wirbelköpern aus CT-Aufnahmen
mit Fluoroskopien veröffentlicht. Das Ziel dieser Arbeiten war die Bewegungen der
Wirbelkörper auf Basis der Fluoroskopien zu rekonstruieren [126]ҫ[128]. Die erreichte
Genauigkeit (in diesem Fall der mittlere Abstand zu einer bekannten Transformation)
war hauptsächlich durch den Abstandsfehler orthogonal zur ѕuoroskopischen Ebene ver-
ursacht. Die Autoren merken an, dass diese Arbeit eingeschränkte Aussagekraft hat, da
lediglich ein einzelner Wirbelkörper in Betracht gezogen wurde. Darüber hinaus wurde
für die Registrierung mehrere Aufnahmen verwendet, was eine zeitnahe Registrierung
technisch schwierig macht.
Methodiken für die 2D-3D-Registrierung
Die anwendungsspeziҥschen Entwicklungen werden von weiteren Forschung in der
Methodik begleitet. In diesem Abschnitt werden noch nicht im Anwendungsteil ge-
nannten Methoden kurz vorgestellt. Der 2012 erschienene Artikel A review of 3D/2D
registration methods for image-guided interventions von Markelj fasst die Forschung
auf diesem Gebiet bis zu diesem Zeitpunkt weitestgehend zusammen [81]. Dabei lehnt
sich der Artikel an die Klassiҥzierung nach Maintzer an [67]. Markelj kommt zu dem
Schluss, dass sich von denen im Artikel betrachteten Methoden keine als den anderen
überlegen präsentiert. Die Ergebnisse von feature-, gradienten- und intensitätsbasierten
Registrierungsalgorithmen zeigen in speziellen Anwendungsbereichen ihre Stärken. So
sind feature-basierte Methoden verlässlicher, wenn lediglich bestimmte Eigenschaften
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der Bilddaten genutzt und diese verlässlich wiedergefunden werden sollen. Die inten-
sitätsbasierten Methoden ҥnden Anwendung, wenn die anatomischen Strukturen nicht
eindeutig sind. Die in diesem Fall genutzten Bildinformation decken das gesamte Bild ab
und erlauben eine höhere Informationsdichte. Die gradientenbasierten Verfahren füllen
den Bereich zwischen diesen Ansätzen. Sie nutzen sowohl Kanteninformationen als auch
die Grauwertverteilung der Aufnahmen. In den letzten Jahren wurden Metriken, die
auf den Gradienteninformationen ihre Kostenfunktionen berechnen, als zuverlässige
Alternative zu intensitätsbasierten Metriken etabliert. Gradientinformationen, Gra-
dientenkorrelation und Gradientenorientierung sind in der Lage die Bilddifferenzen
ausreichend abzubilden [75], [129], [130].
Die Entwicklung des heutigen State-of-the-art in der Bildregistrierung wurde erst
durch die Multithread-Anwendungen ermöglicht. Insbesondere die berechnungsintensive
Erstellung von DRR wurden durch parallele Strahlenberechnungen massiv reduziert.
Mit der Verbreitung der Graphics Processing Unit (GPU) in der Bildverarbeitung war
es möglich die effizienten Algorithmen von Siddon [131] und Jacobs [132] mit einer
Hardware-Beschleunigung zu kombinieren. Dadurch sind die Berechnungszeiten für
einzelne DRR vom Minutenbereich in den Millisekundenbereich reduziert worden. Mit
immer mehr Prozessoren hat in den letzten Jahren die effiziente Speicherverwaltung
und die Datenkommunikation zwischen Central processing unit (CPU) und GPU an
Bedeutung gewonnen [133], [134].
Für rigide Echtzeit-Registrierung führten Wang et al. das sogenannte point-to-
plane correspondence model ein, das aus bekannten CT- und MRT-Aufnahmen die
Tiefeninformationen nutzt. Es kombiniert diese Information und die bekannten Projekti-
onsgeometrie, um eine Beschränkung der Bewegungsabschätzung zu berechnen. Wendet
man diese Beschränkungen auf ein Punktset an, kann die neue Position des 3D-Volumens
durch Lösen eines linearen Gleichungssystems des Punktsets ermittelt werden. Diese
Lösungsweise macht die Registrierung performant. In den Experimenten wurde der
mTRE als Genauigkeitskriterium herangezogen und im einstelligen Millimeterbereich
erreicht. Zusätzlich führen die Autoren die mean Reprojection Distance (mRPD) als
Abstand zwischen einem realen 3D-Punkt und des Projektionsstrahls, der zwischen der
Quelle und dem nach der Registrierung projizierten Punkt liegt. Die zeitliche Performanz
konnte mit Hilfe einer Hardware-Paralleilisierung unter 100 ms gesenkt werden[135]ҫ[137].
In diesen Experimenten werden globale rigide Transformationen ermittelt, die größere
Verschiebungen durch die Positionierung auf dem Patiententisch nicht berücksichtigen
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können, da sich die interessanten Strukturen relativ unabhängig von einander bewegen.
Ein weiteres modellbasiertes Registrierungsverfahren für orthopädische Interventio-
nen berechnet aus segmentieren Femur-Knochen und einer Hauptkomponentenanalyse
ein deformierbares Modell, das über eine pseudo-inverse B-Spline-Transformation an das
Referenzbild angenähert wird. Regularisiert wird die deformierbare Registrierung durch
das statistische Modell der Knochen. Dadurch erzeugen Yu et al. in nahezu Echtzeit ein
korrektes Abbildung des Knochen zur Planung von Hüftprothesen [138]. Obwohl der
vorgestellte Algorithmus schnell arbeitet, sind die zeitlichen Limitierungen von geringer
Relevanz. Wichtiger ist eine genaue Rekonstruktion des Femur-Kopfes, weshalb mehrere
Aufnahmen gemacht werden, um eine höhere Genauigkeit zu erzielen.
Eine automatisierte Version einer rigiden 2D-3D-Registrierung wurde 2015 von
Varnavas et al. vorgestellt [139]. Sie nutzt die Wirbelkörper als starre Strukturen
und Subbilder innerhalb des CT-Volumens, um mittels einer verallgemeinerten Hough-
Transformation eine initiale Positionierungsabschätzung durchzuführen und verfeinert
das Ergebnis mit gradienten-basierten Metrik aus [140]. Die Erstellung und Speicherung
der R-Tabellen für die Hough-Transformationen stellen einen erheblichen Speicherauf-
wand dar, erlauben allerdings eine große Spannweite des Parametersuchraumes. Da
die Positionseinschätzungen für die Wirbelkörper längere Rechenzeiten in Anspruch
nehmen, dauert der gesamte Registrierungsvorgang (ohne Veriҥkation) 22-25 s.
Ebenfalls für die bildgestützte Intervention wurde 2017 von Ketch et al. eine Regis-
trierung für Wirbelsäuleneingriffe veröffentlich. Dieses Verfahren implementiert eine
Registrierung auf einer kugelförmigen Approximation einer Segmentierung der einzelnen
Wirbelkörper und überträgt damit die Annotationen von preinterventionellen CT auf
die aktuelle Fluoroskopie. Technisch gesehen ist es keine segmentierungsbasierte Regis-
trierung, da die Wirbelkörper nicht explizit für diesen Algorithmus segmentiert wurden.
Dennoch kann durch die Aufteilung in mehrere Registrierungsstufen eine lokal rigide,
aber global deformierbare Registrierung erreicht werden. Für die Optimierung wurde
eine Kombination aus Gradientenorientierung und Multistart-Evolutionärer Algorith-
mus eingesetzt. Die Laufzeit beträgt ca. 50 s [141], [142]. Für die zuletzt erwähnten
Arbeiten ist die Echtzeitfähigkeit nicht erreicht wurden und der Nutzen für robotische
Assistenzsysteme ist damit limitiert.
Die kommerzielle oder freie Software zur Anwendung von 2D-3D-Registrierungs-
algorithmen ist im Vergleich zu anderen Bildverarbeitungsverfahren nicht weit ver-
breitet. Dabei wird eine Einführung in die Praxis empfohlen, um die Effizienz der
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Software-Unterstützung zu nutzen [68]. So führen Markelj et al. lediglich zwei kom-
merzielle Produkte an, die eine Möglichkeit zur 2D-3D-Registrierung anbieten (Ac-
curay Cyberknife und Brainlab Bildregistrierung [143], [144]). In einem Erweiterungs-
paket der syngo.via-Plattform führt die Siemens Healthineers GmbH ebenfalls eine
2D-3D-Registrierungsmöglichkeit ein [145]. Gemein haben die kommerziellen Systeme,
dass sie eine rigide Registrierung anbieten, die sich auf mindestens zwei Fluroskopie-
Aufnahmen stützt. Das schränkt die Nutzung für zeitkritische Anwendungen ein, die
sich in Körperabschnitten beҥnden, die stark durch physiologische Bewegungen gekenn-
zeichnet sind. Im Produktportfolie der Firma MedCom GmbH beҥndet sich ebenfalls
eine 2D-3D-Registrierungssoftware, deren primärer Einsatz allerdings die Strahlenthe-
rapie ist, weshalb keine fundierte Aussage in Bezug auf deren Einsatzmöglichkeiten
im interventionellen Umfeld erfolgen kann [146]. Für die open-source-Implementierung
gibt es zwar mehrere Wege, diese sind allerdings durch hohen technischen Einsatz
eingeschränkt, da nicht alle notwendigen Komponenten zur Verfügung stehen. Zwei
ITK-basierte einsatzfähige Anwendung, die veröffentlicht sind, sind limitiert in Bezug
auf Anzahl der Referenzbilder, Transformationsarten und Optimierungsalgorithmen. Sie
sind in ihrer Berechnungszeit schneller als der naive ITK-Implementierungsansatz [147],
[148].
Mit der Verbreitung des Deep Learning hat in den letzten Jahren ein Wandel
stattgefunden, der umfassend die Bildverarbeitung in eine neue Epoche geführt hat. Auch
im Feld der medizinischen Bildregistrierung wurden neue Algorithmen entwickelt, wenn
auch weniger als in anderen Feldern der medizinischen Bildverarbeitung [53]. Studiert
man die aktuelle Literatur für Deep Learning-basierte Ansätze in der Registrierung
bietet sich folgendes Bild [54], [68], [149]ҫ[151]:
• Für die 3D-3D Registrierung sind zahlreiche Algorithmen vorhanden, die sowohl
monomodal als auch multimodale Datensätze registrieren können.
• Die am häuҥgsten genutzten Netzwerke sind überwachte CNN-basierte Netze,
die entweder eine Metrik berechnen oder direkt die geometrische Transformation
schätzen.
• Die Hauptmotivationen für den Einsatz sind reduzierte Rechenzeiten, größere
Reichweiten, Bewegungskorrekturen oder verkürzte Optimierungsvorgänge.
• Die Limitierungen sind vielfältig: niedrige Qualität der Ground truth, hoher
Aufwand zur Erschaffung einer qualitativen Ground truth, schwierige Interpre-
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tation der Verhalten der Netze, Problematiken der Klassenungleichheit zwischen
pathologischen und gesunden Anatomien und das zeitaufwändige Anpassen der
Hyperparameter.
• Der legale Status zum Einsatz der Software ist nicht geklärt und damit auch die
Einführung in die radiologische Praxis.
• Deep Learning wird nur Teil der radiologischen Kultur werden und die Bildinter-
pretation sowie andere Predikationen übernehmen, wenn es sich in die klinische
Routine einbauen lässt.
Wo es eine Lücke in der Vielfalt der Deep Learning-Variabilität gibt, ist das Vorhan-
densein von Algorithmen, welche die 2D-3D-Registrierung abdecken. Bisher sind die
Publikationen zu diesem Thema auf eine Gruppe (Miao S., Wang Z., Liao R.) der
Siemens Healthineers Forschungsgruppe in Princeton und der University of British
Columbia zurückzuführen. Der Fokus dieser Veröffentlichungen liegt in der 2D-3D-
Registrierung von Modellen und rigiden Transformationen [112], [113], [152]. Ein weiteres
Deep-Learning-Verfahren von Yu et al. für die Wirbelkörperdetektion kombiniert die
verallgemeinerte Hough-Transformation mit einen Faster-Region-CNN. So werden die
Vergleichsregionen einschränkt und ein besseres Matching ermöglicht [153].
Zusammenfassend kann man feststellen, dass die Forschungsarbeiten in der in-
terventionellen 2D-3D-Registrierung sich in der Regel auf einen Aspekt neben der
grundlegenden Richtigkeit der Registrierung fokussieren. Entweder werden Echtzeit-
Berechnungen, die Reduzierung von Strahlendosis oder deformierbare Registrierungen,
die die Richtigkeit weiter erhöhen sollen, angestrebt. Echtzeit-Berechnungen können
nur auf einzelnen Projektionen berechnet werden, da die Neuausrichtung der Projekti-
onsgeometrie oder andere Trajektorien zu viel Zeit in Anspruch nimmt. Gleichzeitig
erhält man mit der Reduzierung auch eine geringere Strahlendosis. Will man unter
diesen Voraussetzungen deformierbare Modelle mit wenigen Limitierungen einsetzen,
werden Trainingsdaten benötigt, um Modellannahmen treffen zu können. Die Erhebung
dieser Daten geschieht auf zweierlei Wegen: Entweder werden patientenspeziҥsche Daten
genutzt, d.h. der Patient benötigt eine ausreichende Bildgebung im Vorhinein oder es
werden generische Modelle erzeugt, die auf den Patienten angepasst werden müssen.
Dem gegenüber stehen die komplexeren Verfahren, die auf mehreren Bildaufnahmen
fußen, welches zu einer besseren Genauigkeit führt, aber die Berechnung mehr Zeit in
Anspruch nimmt. Diese Verfahren sind für Eingriffe an rigiden Strukturen, welche mit
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einer hohen Präzision behandelt werden müssen geeignet. Die Arbeiten im Bereich des
Deep Learning haben einen zukunftsträchtigen Charakter, wenn sich die Datenlage in




Diese Kapitel stellt die entwickelten Methoden und ihre Designgrundlagen dar.
Ebenso werden die verwendeten Werkzeuge und Entwicklungen hergeleitet. Die ansch-
ließenden Simulationen und Experimente zeigt die Anwendung und Evaluation anhand
von Phantomen.
Gemäß der Klassiҥkation nach [67] ergibt sich für diese Arbeit für die interventionelle
Registrierung folgende Eigenschaftenübersicht:








Optimierungsansatz verschiedene Optimierung (je nach Anwendungsfall)
Betrachtete Modalitäten Röntgenstrahlungsbasierte Bildgebung
Subjekt Intrasubjekt
Objekt ѕexibel (Fokus: abdominaler Anwendungsfall)
Um eine einfache Integration in bestehende Bildverarbeitungssoftware zu gewährleisten,
wurde als unterliegendes Framework das Insight Segmentation and Registration Toolkit
der Firma Kitware (New York, USA) gewählt.
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4.1 MultiObjectRegistrationFramework
Das MultiOjectRegistrationFramework (MORF) ist ein Registrierungsframework,
das eine interventionelle Registrierung unter Beachtung der in Abschnitt 3.2.1 formu-
lierten Bedingungen ermöglichen soll. Da die Anforderungen einer Intervention vom
operativen Szenario abhängig sind, bietet MORF eine vereinfachte Grundlage, diese An-
forderungen zu erfüllen. Das Ziel ist die verbesserte Registrierung besonders im Hinblick
auf den zeitlichen Aspekt ohne die Genauigkeit der Transformation zu vernachlässigen.
Dabei wird die Strategie verfolgt, dass die Optimierungsfunktion in dem Bereich der
metrischen Karte verbleibt, die eine schnelle Konvergenz erlaubt. Abbildung 4.1 zeigt
den Prozess der Registrierungsdeterioration. Verschiebt sich das Referenzobjekt, geht
die räumliche Korrelation verloren. Je weiter die Objekte in den Aufnahmen auseinan-
derdriften, desto eher wird sich der aktuelle Parametersatz in einem loklalen Minimum
oder auf einem Plateau beҥnden. Von diesen Punkten aus nimmt eine Optimierung
mehr Iterationen bzw. mehr Zeit in Anspruch, um das globale Extremum zu ҥnden.
Weiterhin ist zu beachten, dass die Transformation, die zum Zeitpunkt tn gültig ist,
ist zum Zeitpunkt tn+1 keine Lösung der Registrierung mehr ist. Allerdings sind die
Parameter der Transformation zum Zeitpunkt tn ein guter Startwert für die nächste
Optimierung zum Zeitpunkt tn+1. Die Breite des metrischen Trichters bestimmt wie
groß der zeitliche Abstand zwischen den Referenzaufnahmen sein kann, bevor eine
wahrscheinlich längere Optimierung berechnet werden muss.
4.1.1 Framework Design
Ausgehend von der Gleichung 2.18 kann das Registrierungsproblem in mehrere
Komponenten zerlegt werden. Eine Auѕistung ist in Tabelle 4.2 zu ҥnden. Dabei
kann die Registrierung in die Prozessobjekte Metrik, Optimierungs-, Interpolations-
, Projektions- und Transformationsfunktion sowie die Datenobjekte, Referenz- und
Templatebild, einteilen. Um die Registrierung einem speziellen Anwendung anzupassen,
ist die Zusammenstellung der Komponenten essentiell.
Zeitkomplexität Die Zeitkomplexität kann mit Formel 2.18 abgeschätzt werden.





Insight Segmentation and Registration Toolkit
Das Insight Segmentation and Registration Toolkit (ITK) ist ein open-source Frame-
work für die Bildsegmentierung und -registrierung. Darüber hinaus enthält es weitere
Filter und Funktionen für die allgemeine Bild- und Signalverarbeitung. Es wurde durch
die National Library of Medicine ins Leben gerufen und wird seit 2001 stetig weiterentwi-
ckelt. Durch die hauptsächlich C++-basierte Programmierung ist es ein weitverbreitetes
und performantes Framework für die medizinische Bildverarbeitung. Durch die starke
Templatisierung des Codes wird die Programmiertechnik des generischen Programmie-
rens bevorzugt eingesetzt. Das erlaubt eine hohe Flexibilität bei der Verwendung von
Datentypen und ermöglicht eine verbesserte Leistung, da viele Parameter bereits zu
Kompilierungszeit optimiert werden. Es ҥndet sich in vielen Applikationen, die in der
medizinischen Bildverarbeitung genutzt werden, wie dem Medical Imaging Interaction
Toolkit (MITK) [154], MevisLab [155] oder Slicer3D [156]. Das ITK ist in [36] umfang-
reich dokumentiert, weshalb hier nur kurz auf die Änderungen im ITK eingegangen
wird.
Einige Klassen der Transformations-, Optimierungs-, Interpolations- und Metrikmodule
wurden um Funktionen erweitert, die für die Nutzung des MORF notwendig sind.
Hauptsächlich besteht die neue Funktionalität in der klassenspeziҥschen Deҥnition und
Implementierung einer LightObject::Pointer InternalClone()-Funktion. Diese Funkti-
on erstellt einen Klon der aufrufenden Instanz, der das gleiche Verhalten (d.h. die gleiche
Parameterkonҥguration) aufweist, wie die geklonte Instanz. Die Inputs der geklonten
Instanz werden nicht übernommen und werden vom MORF neu zugewiesen.
Verarbeitungspipelines Die datenverarbeitenden Elemente ( = Prozessobjekte) wer-
den im ITK i.d.R. als Filter bezeichnet. Ein Filter zeichnet sich durch eine Eingabe,
Verarbeitung und Ausgabe aus. Die Eingaben und Ausgaben sind sogenannte Date-
nobjekte. Die Ausgaben der einzelnen Prozessobjekte sind die Eingaben in andere
Prozessobjekte. Die Prozessobjekte werden über die Datenobjekte in Prozessketten
verbunden, d.h. dass die Ausgabe eines Prozessobjektes die Eingabe in ein anderes Pro-
zessobjekt ist. Die Verarbeitung der gesamten Kette wird durch das letzte Element mit
der Aufruf der Update()-Funktion ausgelöst (s. Abb 4.4). Der Aufbau der Programme
als Prozessketten ermöglicht das einfache Austauschen einzelner Elemente, solange die
Schnittstellen unverändert sind. Das ermöglicht es die verwendeten Algorithmen zu
tauschen, ohne Einѕuss auf den Rest der Prozesskette zu nehmen. Durch die Paralleli-




Das Open Reconstruktion Toolkit (RTK) wurde seit 2014 als Cone-Beam-CT Re-
konstruktionswerkzeug entwickelt [157]. Es ist als Erweiterungsmodul des ITK ange-
legt und folgt den obengenannten Programmierparadigmen. Zusätzlich zu der C++-
Implementierung der eigenen Klassen verfügt es über eine GPU-Anbindung mittels
CUDA und erlaubt eine stärkere Parallelisierung der Verarbeitungsprozesse inklusi-
ve einer impliziten Speichersynchronisierung zwischen DDR-RAM und GDDR-RAM.
Das RTK wurde im Rahmen dieser Arbeit um einige Klassen erweitert, die eine
performante Berechnung der im ITK vorhanden Algorithmen erlauben. So erweitert
rtk::CudaGradientImageFilter die ITK-Klasse itk::GradientImageFilter indem bei
aktiver Initialisierung von GPU und NVIDIA CUDA eine schnellere Berechnung von
Gradienten erfolgt.
NVIDIA CUDA Als CUDA wird die Programmiertechnik bezeichnet mit der die
Graҥkprozessoren der Marke NVIDIA (Santa Clara, CA, USA) für parallelisiertes
Rechnen benutzt werden kann [158]. Die bereitgestellten Schnittstellen verfügen über
Methoden zur Speicherverwaltung und zum Programmieren parallelisierter Funktionen.
Diese Funktionen, die mittels der GPU ausgeführt werden, werden als Kernel bezeichnet.
Die Kernel enthalten die parallelisierte Logik und werden in einzelnen Threads ausgeführt.
Mit CUDA werden die Threads in Blöcken zusammengefasst, die wiederum Teil eines
Grids sind. Damit kann die Belegung der Threads kontrolliert werden und die Auslastung
der GPU optimiert werden. Die Blöcke und die Threads innerhalb eines Blocks können
als 1-, 2- oder 3-dimensionales Gitter betrachtet werden. Einzelne Threads können über
die Indizierung durch die CUDA-internen Bezeichnungen angesprochen werden. Für den
1-dimensionalen Fall wird die threadID wie folgt berechnet:
1 int threadID = blockIdx.x * blockDim.x + threadIdx.x;
Das heißt die threadID x eines Threads im zweiten Block mit einer Blockgröße von 256
Threads wäre:
thID = 2 ∗ 256 + x (4.2)
Analog folgt für den 3-dimensionalen Fall die threadID auf Basis der Blöcke und deren
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Größe:
1 int blockId = blockIdx.x
2 + blockIdx.y * gridDim.x
3 + gridDim.x * gridDim.y * blockIdx.z;
4 int threadId = blockId * (blockDim.x * blockDim.y * blockDim.z)
5 + (threadIdx.z * (blockDim.x * blockDim.y))
6 + (threadIdx.y * blockDim.x) + threadIdx.x;
Mit dieser 3-dimensionalen Struktur der Threads lassen sich die Volumenberech-
nungen bildlich übertragen. Die Auswahl der Größe von Blocks und des Grids folgen
einerseits Hardware-seitigen Beschränkungen (kein Block darf mehr als 1024 Threads
enthalten) und andererseits der optimalen Belegung der möglichen Threads eines Blocks.
Für weitere Details wie Wartezeiten Instruktionsabläufe und Speicherdurchsatz sei auf
[159] und [160] verwiesen.
Das grundsätzliche Schema der Funktionsausführung auf der GPU besteht aus drei
Schritten:
1. Allokieren von Speicher und Kopieren von Daten auf die Graҥkkarte
2. Ausführen des Kernels (dies können auch mehrere Kernelfunktionen sein)
3. Zurückkopieren des Ergebnisses zur CPU und Freigabe des GPU-Speichers
Die Synchronisierung der Kopiervorgänge und der Kernelaufrufe obliegt dabei dem
Programmierer. Das kann dazu genutzt werden, die Daten in kleinere Einheiten zu
zerlegen, um Kopiervorgänge und die Datenverarbeitung parallel statt sequentiell aus-
zuführen. Die Transfervorgänge zwischen dem Speicher der GPU und der CPU sind
zeitintensiv und abhängig von der Größe der geladenen Daten. Daher werden wird das
Templatevolumen solange wie möglich unverändert im GPU-Speicher gehalten. Es wird
für die Berechnung der DRR lediglich die Projektionsgeometrie transferiert, welche eine
geringe Größe im Verhältnis zu den Templatevolumen besitzt.
Speicherverwaltung mit CPU und GPU Moderne CPU verfügen über mehrere
Kerne, die nebenläuҥg Prozesse oder Thread ausführen können. Auf der CPU besitzen
Prozesse ihre eigenen Speicher, die den Code, Daten und weitere Speichertypen enthal-
ten, wie Stack und Heap. Durch die strikte Trennung der Speicherbereiche von Prozessen
wäre eine interporzesskommunikation mit einem deutlichen Kostenüberschuss versehen.
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Daher wird für die Nebenläuҥgkeit auf sogenannte Threads gesetzt, die leichtgewichtige
Prozesse sind. Die Thread teilen sich die Speicherbereiche für Code und Daten, verfügen
aber über einen eigenen Kontext mit unabhängigem Stack, Registern und instruction
pointer. Daten, die von den Threads bearbeiten werden, liegen im selben Speicherbereich
des Hauptprozesses, wodurch die Kommunikation deutlich schneller ist. Für rechenlasti-
ge Aufgaben werden Speicherbereiche und die auszuführende Aufgabe an die Threads
übergeben und nach der Ausführung liegen die Ergebnisse im geteilten Speicher vor.
Dabei gilt es die Zugriffe der Threads zu koordinieren, um sogenannte Race conditions
zu vermeiden, d.h. mehrere Threads schreiben auf einen Speicherbereich. Sollte eine Race
conditions vorliegen ist das Ergebnis nicht mehr deterministisch und damit fehlerhaft.
Die Verwaltung des GPU-Speichermodells ist komplexer, da aus Leistungsgründen
das Speichermodell verschiedene Typen aufweist (s. Tabelle 4.4). Die Anbindung der
Speichertypen ist in Abbildung 4.5 dargestellt. Daten können vom CPU-Speicher direkt
in den globalen oder konstanten Speicher der GPU verschoben werden, wenn vorher
entsprechende Speicherblöcke allokiert wurden. Daraus können dann zur Laufzeit Daten
in einen schnelleren Speichertypen, wie shared oder Register verschoben werden. Für
den konstanten und texture Speicher gibt es von der GPU nur einen lesenden Zugriff
(read-only), was zu schnelleren Zugriffszeiten führt. Der Texture-Speicher ist ein spezi-
eller Speicher für dimensionsbehaftete Daten, wie Bilder oder Signale. Das Auslesen
des Speicher erfolgt über Koordinaten im virtuellen Raum des Speichers, was erlaubt
auf Positionen im Speicher zurückzugreifen, die klassischerweise keine Speicheradressie-
rung haben. Dann erfolgt eine Hardware-beschleunigte Interpolation über benachbarte
Speicheradressen. Das ermöglicht effiziente Anwendungen für Projektionsberechnung
oder Filterung von Bildern auf nicht-ganzzahligen Koordinaten. Innerhalb der Kernel-
funktionen der GPU kann der shared memory verwendet werden. Er nutzt aus, dass
häuҥg genutzte Daten näher an den Threads liegen, was die Zugriffszeiten verringert.
Im Falle der GPU-Speicherverwaltung ist die Aufgabe des Programmieres den für die
Anwendung optimalen Speicher zu wählen und den Datenstransfer effizient und sicher
zu implementieren.
Projektionssimulation Im interventionellen Kontext werden durch Aufnahmesys-
teme, wie den im Forschungscampus M2OLIE verwendeten Artis zeego (Siemens
Healthineers, Erlangen, Deutschland), Projektionsröntgenaufnahmen gemacht. Diese
Aufnahmegeometrie kann analog zu der in Abschnitt 2.3.1 Projektionsvorschrift P
beschrieben werden. Details zur Projektionstheorie werden im Werk Multiple view geo-
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Tabelle 4.4: Übersicht der Speichertypen einer GPU
Speichertyp Geschwindigkeit Funktion
global langsam Datentransfer, bleibt bis zur Freigabe allokiert
texture schnell read-only, integrierte Interpolation
constant schnell read-only, größenlimitiert
shared sehr schnell für häuҥge Lese- und Schreibzugriffe, innerhalb
eines Blocks nutzbar
register sehr schnell für thread -gebundene Variablen
metry in computer vision [162] ausgeführt.
Analog zu der im Abschnitt 3.1.2 beschriebenen Materialwechselwirkung und dem daraus
folgenden Lambert-Beerschen Gesetz (s. Formel 3.11) werden die Abschwächungswerte
einer Projektion entlang eines Strahles summiert, der von der Quelle zu einem Detekto-
relement zeigt. Für alle Strahlen bzw. für jeden Detektorpixel wird diese Berechnung
angestellt. Für die Berechnung einer DRR werden die Projektionsgeometrie (räumliches
Verhältnis zwischen Strahlenquelle und Detektorelementen) und die Position und Ausrich-
tung des Objektes benötigt. Diese Berechnung ist eine Approximation des physikalischen
Projektionsvorgangs, da statt inҥnitesimaler kleiner Schritte, der Strahl in größeren
Abständen abgetastet wird. Bei der Schrittweite wird ein Kompromiss zwischen Rechen-
dauer und Bildqualität gewählt. Der genutzte Algorithmus wurde von Jacobs vorgestellt
[132] und kann mit Hilfe der Hardware-Parallelisierung deutlich beschleunigt werden, da
jeder Strahl als von anderen unabhängig betrachtet werden kann. Somit werden keine
Streueffekte im Bezug auf andere Detektorpixel berücksichtigt. Weitere Projektionsalgo-
rithmen wurden analysiert, aber aufgrund der komplexeren Berechnung und der höheren
Laufzeit nicht verwendet [163], [164]. Für die Berechnung der Projektionen nutzt das
RTK den Texture-Speicher der Graҥkkarte. Treten Abweichungen zwischen der realen
und angenommenen Position des Bildgebungssytems auf kann es zu Projektionsfehlern
kommen [165]. Diese können mit Kalibrationsalgorithmen berechnet und minimiert
werden [166]. Für diese Arbeit wird von einer stabilen*kalibrierten Projektionsgeome-
trie ausgegangen. Da für konsekutive Aufnahmen der C-Bogen nicht bewegt werden
muss, sind die Verzerrungen der Projektionsgeometrie durch Bewegungen als gering
angenommen.
4.1.3 Implementierung MultiObjectRegistrationFramework
Das ITK bietet ein Registrierungsframework an, das die benannten Komponenten








zufälliger Zusammenstellung geladen und verarbeitet wurden. So soll die Abhängigkeit
von den unterschiedlichen Objektgrößen minimiert werden. Für die Berechnungen
wurden 1-6 segmentierte Objekte mit einer Auѕösung von 1mm/px verwendet. Für die
Untersuchung der Abhängigkeit wurde ein Objekt mit verschieden Voxeldichten erstellt,
d.h. das Objekt behält seine ursprüngliche Größe bei und erhöht die Voxelanzahl
je Raumeinheit. Das entspricht der klinischen Anwendung bestimmte Bereiche des
Körpers für eine Untersuchung mit einer höheren Auѕösung aufzunehmen. Bei der
Vorverarbeitung wurden die HU-Werte des MSCT in Abschwächungswerte umgerechnet
und Abschwächungswerte kleiner als 0 entfernt.
Interventionelle Referenzbilder
In einer Intervention können die Referenzaufnahmen bzw. Projektionen für räumliche
Updates des Templatevolumens durch ein C-Bogen-System aufgenommen werden. Für
eine schnelle Bildaufnahme werden dicht aufeinanderfolgende Aufnahmen mit dersel-
ben Geometrie durchgeführt, da das Bewegen des C-Bogens den Interventionsablauf
unterbricht. Eine Neuausrichtung des C-Bogens ҥndet statt, wenn der Raum, in dem
sich das Aufnahmegerät beҥndet, genutzt werden soll. Das C-Arm-System besitzt ver-
schiedene Aufnahmemodalitäten für 2D- oder 3D-Aufnahmen. In den Simulationen für
die Registrierung wird ausschließlich eine Durchleuchtung als Referenzaufnahmen ge-
nutzt. Das MORF ermittelt aus den Referenzaufnahmen deren Ausѕösung, Pixelanzahl
sowie Ausrichtung und stellt den virtuellen Detektor darauf ein. Damit entfällt eine
Transformation zwischen Referenzbild und der simulierten Projektion. Für den Einѕuss
auf die Registrierungsgeschwindigkeit wurden exemplarisch Aufnahmen mit gängigen
256× 265 Pixeln (Auѕösung: 2mm/px ), 512× 512 Pixeln (1mm/px), 1024× 1024 Pi-
xeln (0.5mm/px) und 2048× 2048 Pixeln (0.25mm/px) simuliert. Auѕösungsabhängige
Detailunterschiede sind in Abbildung 4.11 dargestellt. An den Ecken erkennt man die
Projektionsqualität in Abhängigkeit der Pixeldichte. Sind bei Aufnahmen mit niedriger
Auѕösung die Abstufungen des Grauwertes eindeutig zu sehen, sind die Verläufe bei
höheren Auѕösungen deutlich geglättet.
Transformationen
Transformationen sind der deskriptive Teil einer Registrierung, weil sie den Lösungsraum
der Optimierungsproblematik beschreiben. Wie in Abschnitt 2.3.4 erläutert wurde, ist
eine genaue Lösung nicht möglich und deshalb ist eine Annäherung die einzige Option.
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(a) 256 x 256
2mm/px
(b) 512 x 512
1mm/px




Abbildung 4.11: Simulierte Referenzbilder bei verschiedenen Detektorauflösungen.
Die Transformation muss dennoch eine plausible Lösung erlauben und ist damit Teil
der Regularisierung des Optimierungsproblems. Das MORF ist für die rigide bzw. eukli-
dische Transformation (und deren Untertransformationen) entwickelt. Damit bleiben
Abstände und Winkel erhalten. Im 3-dimensionalen Raum können Eulertransformatio-
nen über sechs Parameter beschrieben werden. Mit drei Rotationsparameter, die als










































Wird ein Objekt transformiert, wird das Objekt in einem neuen Grid oder Gitter
(vgl. Abs. 2.1 dargestellt. Der Vorteil einer rigiden Transformation liegt darin, dass
es sich um einen Basiswechsel zu einem anderen Koordinatensystem handelt. Daher
kann eine globale rigide Transformation als neues Bildkoordinatensystem übernommen
werden, ohne das Bild interpolieren zu müssen. Zusammen mit einer niedrigen Parame-
teranzahl ist diese Form der Registrierung effizienter zu berechnen als hochparametrige
Transformationen, wie BSpline-Transformation oder Transformationsfeldern. Die Organe
des Patienten können durch Segmentierung (s. Abs. 2.2) in Subvolumen geteilt werden,
für die eigene eigene Transformationen berechnet werden.
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Projektionsberechnung
Lange galt die Berechnung der Projektionen als Flaschenhals der 2D-3D-Registrierung,
da die Simulation vieler Strahlen oder anderer Algorithmen viel Rechenleistung in An-
spruch nahm, wollte man DRR in ausreichender Qualität erzeugen. Die mathematische
Formulierung und Lösungsansätze der Projektionsberechnung sind schon lange be-
kannt. Erst in der vorletzten Dekade ist mit freiprogrammierbaren Graҥkeinheiten
eine hardware-technische Lösung einsatzbereit. Besitzt die meisten (Endnutzer-)CPU
vier Kerne bzw. unterstützen vier Threads, rechnet die günstigen Graҥkkarten mit
hunderten Kernen, die für parallele Berechnungen optimiert sind. Zusätzlich erlaubt der
texture-Speicher eine hardware-seitige Beschleunigung der Interpolation der Bildpunkten,
die nicht auf dem Bildraster liegen. Im Gegenzug benötigt die Graҥkkarte zusätzliche
Speicheroperationen, um die Inputs für die GPU-Kerne zur Verfügung zu stellen. Diese
Speicheroperationen beinhalten das Kopieren der Template- und Referenzdaten in den
texture-Speicher. Der Datentransfer zwischen der CPU und der GPU sind relativ gesehen
zeitintensiv. Darum werden die Speicheroperationen und die Datenmengen minimal
gehalten. Das Templatebild wird einmalig in den texture memory abgelegt, da die für
die Projektionsberechnung die simulierten Röntgenstrahlen (analog zu Formel 3.11)
durch das Objekt hindurchlaufen und an Nicht-Rasterpunkten per Interpolation einen
Abschwächungswert abrufen. Das Update des Templatebildes in sein transformiertes
Koordinatensystem würde n weitere Berechnungsoperationen benötigen; eine Transfor-
mation für jeden Pixel.
Um eine Neuberechnung des Templatebildes nach jeder Transformation zu vermeiden,
wird die Projektionsgeometrie P aktualisiert:
P = Mtemplate ×Pbase × trans−1Update (4.5)
mit Mtemplate als Ausrichtung und Positionierung des Bildes im Raum, Pbase die
Projektionsgeometrie, mit der die Referenzaufnahme gemacht wurde, und transUpdate
ist das durch den Parametersatz deҥnierte inverse Transformation des Templateobjektes.
Dadurch wird die Projektionsgeometrie verändert, wie in Abbildung 4.12 gezeigt. Im Fall
von 4.12b) muss zusätzlich eine Interpolation auf ein verändertes Pixelgitter berechnet
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(PSNR) wurde berechnet, die ein Maß für die Bildstörung ist. Wird für das genutzte Spei-
cherformat der maximale Wert durch eine 64-bit Fließkommazahl repräsentiert, würde
das PSNR keine Aussagekraft haben. Daher wurde das PSNR mit einem Maximalwert
von 255 berechnet.
Metriken
Eine Metrik für die interventionelle Bildregistrierung sollte die Punkte 1, 3 und 4
der Anforderungen in Abschnitt 3.2.1 berücksichtigen. Das bedeutet die Herstellung
einer korrekten räumlichen Beziehung mit hoher Genauigkeit auch bei Anwesenheit
von Artefakten. Ferner, ist eine Metrik sowohl monton als auch quasikonvex in der
Umgebung des gesuchten Optimums [81]. Die Berechnung darf die Zeitkomplexität
nur in bedingtem Maße erhöhen und gegenüber zusätzliche Bildelementen sollte die
Metrik robuste Ähnlichkeitsmaße ermitteln. Wie in Abschnitt 4.1.1 gezeigt, hängt die
Berechnungsdauer neben den Eingabeparametern vom gewählten Algorithmus ab. Für
diese Arbeit wurden drei Metriken ausgewählt, die unterschiedliche Bildinformationen
nutzen, um einen metrischen Wert zu berechnen.
Damit das MORF mit mehreren Template- und Referenzbildern umgehen kann,
wurde eine neue Metrikart entwickelt.
Compositemetrik Die Compositemetrik ist keine Metrik im herkömmlichen Sinne,
sondern verknüpft und kontrolliert als Metametrik die zugeordneten Submetriken. Sie
wird in den Registrierungsprozess (s. Abb. 4.7) wie andere Metriken eingebunden, da die
Compositemetrik die entsprechenden Schnittstellen für die Kommunikation mit anderen
Komponenten bereitstellt. Bei der Konҥguration werden dem MORF alle Komponenten
hinzugefügt und das Framework verknüpft die Compositemetrik mit der Optimierungs-
funktion und dem genutzen Metriktyp. Bei der Initalisierung der Compositemetrik
wird die zugewiesene Metrik kloniert und diesen Submetriken werden die Template-,
Referenzaufnahmen, sowie Interpolationsfunktionen und Transformationsobjekte zuge-
ordnet. Aus Speicher- und Performanzgründen wird die Verknüpfung über Smartpointer
realisiert, so dass Kopiervorgänge vermieden werden.
Um einen metrischen Wert (oder deren Ableitungen) zu ermitteln, stellt die Compo-
sitemetrik die Schnittstellen CompositeMetric::GetValue() und
CompositeMetric::GetDerivative(...) zu Verfügung. Diese Methoden werden von den
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Optimierungsfunktionen benötigt, um neue Parameter für die Optimierung zu berechnen.
Die Methode CompositeMetric::GetValue() initiiert für alle Submetriken die Berech-
nung des metrischen Wertes, des ihnen zugeordneten Template-Referenz-Paares. Dazu
ruft die Compositemetrik die Submetric::GetValue()-Methode mit den von der Op-
timierungsfunktion übergebenen Parametern auf. Da die Berechnung der Werte mit
lesenden Speicherzugriffen geschieht, wird hier eine Nebenläuҥgkeit eingeführt, welche
die Berechnungszeit reduziert. Die Parallelisierung hängt in diesem Fall von der Anzahl
der Threads ab, die die CPU zur Verfügung stellt. Die Berechnung des metrischen





wm ∗ vm(pi), (4.6)
wobei vm alle Metriken sind, die das gleiche Templateobjekt teilen und denen die
Referenzaufnahme m zugeteilt wurde. Die in der Iteration i verwendeten Parameter
sind mit pi bezeichnet.
Optimierungsfunktionen, wie Gradientenabstiegsverfahren machen sich zur Berech-
nung der neuen Parameter die Gradienten an der aktuell ausgewerteten Position im
Parameterraum zu Nutze. Daher bietet die Compositemetrik die Methode
CompositeMetric::GetDerivative() an. Damit wird der lokalen Linearität Rechnung
getragen, in dem für die Transformation eine Jacobi-Matrix mit den lokalen Ableitun-
gen berechnet wird. Die Nutzung der Jacobi-Matrix macht die Berechnung effizient.
Wenn keine Jacobi-Matrix berechnet werden kann, werden die Ableitungen über ҥnite
Differenzen berechnet, was 2 ∗M Auswertungen der Metrik notwendig macht, wobei M
die Anzahl der Transformationsparameter ist. Gibt es mehrere Submetriken, können die
parameterspeziҥschen Gradienten gemittelt werden. Diese repräsentieren den Gradienten
der Compositemetrik. Dazu betrachtet man die Compositemetrik CM als Mittelwert der



















Mit der Voraussetzung, dass die Ableitung einer Summe die Summe der Ableitung ist
d
dx













Zusätzliche Faktoren, wie die Gewichtung, können als Skalare aus dem Gradienten-
term herausgezogen werden. Damit kann der Gradient der Compositemetrik durch
Verknüpfung der Submetriken für gradientenbasierte Optimierungsverfahren genutzt
werden.
Submetriken Die in dieser Arbeit als Submetriken bezeichneten Komponenten sind
Ähnlichkeitsmetriken, die in der Bildverarbeitung eingesetzt werden. In Abschnitt 2.3.3
werden zwei bekannte Metriken eingeführt: Die normalisitere Kreuzkorrelation (NCC)
und die Mutual Information. Die Kreuzkorrelation basiert auf den Intensitätswerten,
während die Mutual-Information-Metrik den statistischen Zusammenhang der Inten-
sitätswerte als Ähnlichkeitsmaß angibt.
Zusätzlich wird für die Ähnlichkeit in der interdimensionalen Registrierung eine gra-
dientenbasierte Metrik genutzt, die sich in der Berechnung parallelisieren lässt. Die



















Ixyzdiff ist die Differenz der Gradientenvektoren der Bilder mit einem Differenzen-
gewichtungsfaktor s und Axyz ist die Varianz der Gradienten des Referenzbildes. Die
Gradienten der zu vergleichenden Bilder werden über die Raumrichtungen summiert
und ergeben den metrischen Wert. Dabei lässt sich der Term Ixyzdiff sowohl für Pixel, als
auch für die Raumrichtungen parallelisieren. Die Berechnung des Terms, der für die
Summen zusammengefasst wird, ist unabhängig von anderen Termen und kann simultan
durchgeführt werden. Lediglich die ҥnale Summenbildung beschränkt die Parallelisie-
rung. Da die Summenbildung kommutativ und assoziativ ist, ist eine Teilparallelisierung
möglich.
Die Gleichung 4.1.4 besitzt 11+x als Grundform. Dadurch muss bei der Optimierung
ein Maximum gesucht werden, während für die anderen Metriken ein Minimum gefun-
den werden soll. Die Verwendung von Gradienten soll die Registrierung segmentierter
Elemente verbessern, da durch das fehlen weiterer Absorber im Projektionsstrahl der
projizierte Wert nicht mit der Referenzaufnahme nicht über einstimmt. Das Nutzen der
Gradienten lässt Kanteninformationen zu, die sowohl im Referenzbild als auch in der
Projektion des segmentierten Objektes zu ҥnden sind.
Optimierungsfunktionen
Als letzter Baustein eines Registrierungsalgorithmus steht die Optimierungsfunktion.
Sie bestimmt (iterativ) die optimale Transformation, um die Bedingung 2.18 zu erfüllen.
Von der Anzahl der Iterationen hängt maßgeblich die Laufzeit der Registrierung ab, da
jede Iteration die alle bisher vorgestellten Berechnungsschritte beinhaltet. Für diese
Arbeit wurden mehrere Optimierungsfunktionen mit unterschiedlichen Eigenschaften
betrachtet. Eine Eigenschaft, welche die verwendeten Optimierungen teilen, ist die itera-
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tive Berechnung eines Optimums, da aufgrund fehlender Landmarken oder extrinsischer
Orientierungshilfen keine geschlossene Form der Optimierung berechnet werden kann.
Funktionell werten die iterativen Optimierungsfunktionen die Metrik im Parametersuch-
raum aus. Gemeinsam ist ebenfalls, das die iterativen Verfahren einen initialen Punkt
oder mehrere initiale Punkte benötigen, um von dort den Parameterraum abzutasten.
Die Iteration wird entweder abgebrochen, wenn ein festgesetzes Maximum an Iterations-
schritten oder das Konvergenzkriterium erreicht wurde. Das Konvergenzkriterium Die
Funktionen unterscheiden sich in der Vorgehensweise den nächsten Punkt zu bestimmen.
Die Optimierungsfunktionen werden mit einem Parameterset getestet, um zu unter-
suchen welche Startbedingungen noch eine zuverlässige Optimierung zulassen (s. Tab
4.6). Die Erstellung der Parameterdaten erfolgt nach dem von de Kraats beschriebenen
Verfahren [174].
Tabelle 4.6: Parameter und Intervalle als Startparameter für die Optimierung
Parameterart Komponente Intervall
Translation X-Richtung [−30mm; 30mm]
Y-Richtung [−30mm; 30mm]
Z-Richtung [−30mm; 30mm]
Rotation um X-Achse [−10◦; 10◦]
Y-Achse [−10◦; 10◦]
Z-Achse [−10◦; 10◦]
Exhaustive Optimizer Die simpleste Optimierungsfunktion iteriert über ein gege-
benes Punktenetz des Parameterraumes, d.h. es wird eine Liste an Parameterpunkten
erzeugt, an denen die Metrik ausgewertet wird. Der niedrigste gefundene Funktionswert
wird als Optimum bezeichnet. Die Schrittweite des Exhaustive Optimizers kann für
alle Raumrichtungen individuell festgelegt werden, so dass bekannte Limitierungen den
Suchraum von Beginn an einschränken. Durch die Berechnung der Auswertepunkte
vor der Ausführung der Optimierung ist das Verhalten der Funktion berechenbar und
die Laufzeit regulierbar. Lokale Extrema stellen insofern ein Problem dar, wenn der
ermittelte Wert an der Stelle xn kleiner ist als der dem globalen Optimum nächstliegende
ausgewertete Punkt xk. Dieses Problem ist in Abbildung 4.13 visualisiert. Daher dient
diese Optimierungsfunktion entweder der Evaluation anderer Parameter oder um einen
initialen Wert für die Optimierung zu ҥnden.
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Powell-Brent-Optimizer Dieses Optimierungsverfahren, das nach Michael J. D. Po-
well benannt wurde, kommt ohne Ableitung der Kostenfunktion [175]. Das ist vorteilhaft,
da die unterliegende Kostenfunktion ( = Metrik) in der Regel keine differenzierbare
Funktion ist.
Ausgehend von einem initialen Startwert x0 wird mit einem gegebenen Suchvek-
tor si (üblicherweise den Normalenvektoren der Suchraumachsen) für jede Dimen-
sion unabhängig ein Minimum bestimmt. Der Funktion wird mittels eines Goldenen-
Schnittsverfahrens oder Brent-Verfahren minimiert. Das Brent-Verfahren nutzt eine
Kombination aus Bisektion, linearer Interpolation und der inversen quadratischen In-
terpolation um ein Minimum zu bestimmen. Es wird für jede Suche ein Skalar ai
berechnet mit dem der entsprechende Eintrag aus si modiҥziert wird. Damit ergibt sich
als Folgepunkt




Der Vektor, der zu x0 addiert wird, wird Teil des Suchvektors, währen der Eintrag mit
dem größten Skalar ai verworfen wird. Mit diesem Verfahren wird solange iteriert bis
es zu einer Konvergenz innerhalb eines gegeben Konvergenzkriteriums kommt. Powells
Methode hat sich für einige 2D-3D-Registrierung als robuste Optimierungsfunktion
herausgestellt [81], [82].
Simultaneous Perturbation Stochastic Approximation-Methode Simultaneous
Perturbation Stochastic Approximation (SPSA) ist wie der Name es sagt ein Algorith-
mus für stochastischen Optimierung [176]. Ist die zu optimierende Metrik ausreichend
glatt, sind Optimierungsverfahren, die lokale Gradienten nutzen geeignet. Bildmetriken
tendieren dazu verrauscht zu sein, da die verwendeten Bilder in der Regel selbst nicht
rauschfrei sind und kleine Strukturen aufweisen. SPSA lehnt sich an die Formel für
uneingeschränkte Algorithmen entlang des größten Gradienten an:
un+1 = un + an g(un), (4.13)
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auf 1100 reduziert. Je nach verwendeter Metrik muss die Optimierungsfunktion auf
die Suche nach einem Minima oder Maxima eingestellt werden. Die MI Metrik bildet
um das Optimum ein Minimum aus (s. Abschnitt 5.1.6). Die GD-Metrik bildet ein
Maximum aus. Für die Ermittlung des Verhalten der Optimierungsfunktion werden pro
Metrik und Optimierungsverfahren 250 Messungen ausgeführt, deren Startpunkt im
Parametersuchraum gleichverteilt bestimmt wird im Rahmen der Parameter aus der
Tabelle 4.6. Zudem wird ermittelt, wie lang die Iterationszeit der Algorithmen ist.
4.2 Evaluation
Ziel der Evaluation ist die Überprüfung und Quantiҥzierung der vorgestellten
Überlegungen gegenüber den in Abschnitt 3.2.1 genannten Anforderungen. Dabei ist
der Rahmen derart gewählt, dass die Experimente klinisch relevante Bezüge haben.
4.2.1 Testsystem
Die Simulationen wurden auf einem Desktopcomputer durchgeführt, dessen Speziҥ-
kationen in Tabelle 4.7 aufgeführt sind. Während der Messzeit wurden alle ressourcen-
hungrigen Programme gestoppt. Der Datendurchsatz durch das Programm wurde auf
ein Minimum verringert. Das bedeutet, dass weder Logging durchgeführt noch Prüfbilder
generiert wurden. Wenn für Simulationen abweichende Hardware verwendet wurde,
ist dies separat gekennzeichnet. Für Evaluationszwecke wurden alle Programmteile im
kompileroptimierten Release mode kompiliert und ausgeführt.
Tabelle 4.7: Übersicht über die Spezifikationen des Testsystems
Komponente Speziҥkation
CPU Intel i5-4570 @3.2 GHz (4 Kerne, 4 Threads)
Arbeitsspeicher 24GB DDR3-RAM @ 1600Mhz (CL11)
Graҥkkarte Geforce GTX 1050Ti (4GB DDR5, PCIe 3.0)
Festplatte SSD (500GB, SATA-III 6.0GBs)
Betriebssystem Windows 7, 64bit
Referenzkonfiguration des MORF Als Referenzsystem wird eine MORF-Konҥ-
guration mit Komponenten verwendet, die entweder im ITK oder RTK vorhanden
sind oder aus deren Klassen abgeleitet wurden. Als Referenzeingaben, werden die in
Abschnitt 4.2.3 näher beschriebenen Phantome genutzt. Die Optimierungsfunktion ist
89
der itk::ExhaustiveOptimizer. Das erlaubt es die Anzahl der Iterationen unabhängig
zu wählen. Eine Iteration des Exhaustive Optimizer entspricht einer Auswertung der
Metrik. So können ausreichend viele Iterationen durchlaufen werden, um die Zeitmes-
sung statistisch zu quantiҥzieren. Zudem erlaubt es diese Optimierungsstrategie die
Parameterdimensionen unabhängig voneinander zu untersuchen. Die Standardtransfor-
mation ist itk::Euler3DTransformation, diese spannt einen Parameterraum mit sechs
Dimensionen auf. Dieser Raum ist effizient zu evaluieren und bietet eine ausreichende
Genauigkeit. Diese Annahme wurde von [177] für Nieren gezeigt. Affine Transforma-
tionen sind bei menschlichen Bewegungsabläufen nicht zu erwarten, da die Organe
weder skalieren noch Scherbewegungen ausführen. Für die Berechnung der Projektionen
wird die itk::RTKForwardProjektionImageFilter verwendet. Auch wenn im ITK ein
Projektionsҥlter vorhanden ist, so verwendet die ITK-Version die CPU mit Multi-
threading um die Projektionen zu berechnen. Dieser Projektionsberechnung dauert ein
vielfaches länger und erlaubt keine vergleichbaren Ergebnisse im Bezug auf Laufzeiten.
Die angenommene Standardgröße der Projektionsbilder bzw. die simulierte Detektor-
größe beträgt 512× 512px mit einer Auѕösung von 1mm/px. Als Basismetrik wird die
itk::MattesMutualInformationImageToImageMetric verwendet.
Zeitmessung Die Zeit wurden mit einem speziell programmierten Zeitmessobjekt
genommen (s. Appendix A). Dieser Zeitmesser ist ein Objekt, das innerhalb eines Scopes
bleibt. Alle Befehle nach der Konstruktion des Zeitmessobjektes werden gemessen. Am
Ende des Scopes wird das Objekt gelöscht, nachdem die Messungergebnisse übertragen
wurden. Vor der Zeitnahme wurde der Build im kompiler-optimierten Release mode
abgeschlossen und mehrere Warm-Up-Iterationen berechnet, die aus der Mittelwertbe-
rechnung Zeitmessung herausgenommen wurden. Die Daten für die Zeitmessung wurden
nach der Konҥguration und der Initialisierung des MORF aus je 25 Registrierungen pro
Parameterset berechnet. Jede dieser Iterationen beinhalteten 961 Optimierungsiteratio-
nen an gleichverteilten Positionen im Parameterraum, um in jeder Iteration sowohl eine
Metrikauswertung als auch eine neue Projektionsberechnung zu erzwingen. Das heißt,
dass der in Abschnitt 4.1.3 vorgestellte Ablauf bei jeder Iteration durchlaufen wurde,
ohne dass Variablen beibehalten wurden. Daraus ergibt sich eine Gesamtiterationsanzahl
pro Datenpunkt von 24025 einzelnen Iterationsberechnung, um ein stabiles Ergebnis zu
bekommen. Mit Hilfe des in Microsoft Visual Studio 2017 (Redmond, WA, USA) inte-
grierten Performance Profiler wurde die Basiskonҥguration einer statistischen Analyse
unterzogen, um zu erkennen, wie die Ausführung des Programms mit den theoretischen
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Überlegungen übereinstimmt. Dabei wurden mit einer Rate von 1000 Messpunkten pro
Sekunde überprüft in welchen Methoden sich das Programm beҥndet.
4.2.2 Evaluation von Registrierung
Die Evaluierung eines Registrationsergebnisses ist bis heute ein unzureichend ge-
klärtes oder standardisiertes Problem. Monodimensionale rigide Registrierungen können
visuell oder mittels Landmarken durch Experten interpretiert werden [178]. Nachteilig
wirkt sich die Dauer für das Identiҥzieren einer ausreichend großen Anzahl an Landmar-
ken aus. Interdimensionale oder deformierbare Registrierungen können häuҥg nur durch
indirekte Merkmale werten. Trotzdem gehören visuelle Überprüfungen zum Standard
in wissenschaftlichen Applikationen. Dafür stehen Hilfsmittel zur Verfügung, die zwar
nicht die Fehlerabschätzung quantiҥzieren, aber zur Vertrauensbildung des Ergebnisses
dienen. Dadurch, dass visuell ausschließlich Kontraste wahrgenommen werden, können
homogene Regionen nicht evaluiert werden.
Als Differenzbilder bezeichnet man die voxelweise Subtraktion der Intensitäten der
registrierten Bildern. Das neue Bild zeigt im Fall monomodaler Bildpaare Bereiche
nicht verschwundener Intensitätsunterschiede. Eine Möglichkeit der visuellen Kontrolle
besteht in der Änderung der Farbkanäle für die jeweiligen Bilder. Üblicherweise werden
die Kanäle mit Rot und Grün gewählt. So zeigt die additive Überlagerung an bei
übereinstimmenden Bereichen beide Farbtöne an, während die abweichenden Bereiche
in den jeweiligen Farben dargestellt werden. In Abbildung 4.14a werden die knöchernen
Strukturen in der CT-Aufnahme dargestellt. In der MRT-Aufnahme fehlen sie aufgrund
des geringen Signals. Daher werden sie in der Überlagerung als rot angezeigt. Ande-
re Bereiche mit räumlicher Diskrepanz werden entweder als rote oder grüne Flächen
sichtbar. Zusätzlicher oder optional lässt sich die Schachbrettmusterdarstellung nutzen,
die die Bildinformation abwechselnd abwechselnd anzeigt (s. Abb. 4.14b). Anhand der
Kontinuität von Kanten kann die Qualität der Registrierung bewertet werden.
Der Vergleich mit künstlichen Transformationen hat sich als Quasigoldstandard für
die rigide 2D-3D-Registrierung etabliert. Die künstlichen Transformationen erlauben
eine rigide Transformation über eine anderes Transformationsmodell zu berechnen
als durch den Registrierungsalgorithmus benutzt wird. Dadurch lässt sich der Target
Registration Error (TRE) quantiҥzieren [174]. Nutzt man mehrere Messmarken, kann
der gemittelte Fehler benutzt werden: mean Target Registration Error (mTRE). Um
eine Evaluierung zu quantiҥzieren, können in diesem Fall Abstandsmaße, wie die
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nannten Verfahren bewertet. Für eine Registrierung kann der DICE-Koeffizient berechnet
werden, da durch die Nutzung von rigiden Transformationsparametern die Nachbar-
schaftsverhältnisse der Pixel gleich bleiben. Es kann also eine genaue Überlappungsgrad
der Areale berechnet werden. Der DICE-Koeffizient wird durch die Berechnung eines
vereinfachten TRE komplementiert:
TRE(TGroundTruth, TRegistration) = ∥TGroundTruth − TRegistration∥2 (4.15)
Das erfolgt unter der Annahme, dass das die wahre Transformation im Parametersuch-
raumzentrum liegt und die gefundene Registrierung nahe dieses Zentrums liegt. Unter
diesen Umständen kann für kleine Rotationswinkel die Kleinwinkelannäherung gelten.
Diese weist eine Abweichung von unter 1% bis sin(10◦ = 0.1753 auf. Damit wird sicher
gestellt, dass das zu registrierende Objekt sich in der Nähe des Zentrums liegt Ist ein
Rotationswinkelgrößer als die Kleinwinkelannäherung zulässt, wird durch die Rotation
der DICE-Koeffizent schnell kleiner. Als Erfolgskriterien werden daher für eine grobe
Registrierung die von [180] empfohlenen 3mm und für feine Registerierungen 1.5mm
angewendet. Darüber hinaus ist ein DICE-Koeffizient von mehr als 0.95 notwendig.
Das bedeutet, dass eine Registrierung, deren Translationsparameter klein sind, aber
größere Abweichungen in der Rotation hat, durch einen niedrigen DICE-Koeffizient
korrekterweise als nicht erfolgreiche Registrierung klassiҥziert wird.
4.2.3 Evaluationphantome
Für die Evaluation wurden mehrere digitale Phantom mit zunehmender Komplexität
entworfen. Beim Design der Phantome wurden die Fokii auf Einsatzmöglichkeiten und
technische Auswertbarkeit gelegt. Dazu wurden digitale Phantome genutzt, um den an-
gestrebten Evaluationsinhalt abzudecken und eine Reporudzierbarkeit zu gewährleisten.
Simple Test Phantom (STP) Das digitale STP ist ein einzelner Kubus mit ei-
ner Kantenlänge von 100mm mit einer isotropen Voxelauѕösung von 1mm/px. Die
Voxel haben gleichverteilte Abschwächungswerte von 0.1877(±0.00171)m−1. Eine Vi-
sualisierung beҥndet sich in Abbildung 4.15(a). Der Kubus ist im Isozentrum des












Die in Abschnitt 4.2.1 vorgestellte Konҥguration des MORF wird in allen Expe-
rimenten verwendet, wenn es nicht anders im Abschnitt beschrieben wird. Für das
Instantiieren des Frameworks benötigt das Testsystem weniger als eine Millisekunde.
Da diese Instantiierung nur einmal zu Beginn eines Testlaufs durchgeführt werden muss,
ist diese Dauer nicht relevant für die weiteren Versuche. Ebenso wird aus den Versuchen
die Zeit für die (Parameter-) Initialisierung nicht mit einbezogen, da diese Laufzeit mit
weniger als einer Millisekunde gegenüber der restlichen Dauer klein ist. Die Ergebnisse
des Proҥling sind in der Tabelle 5.1 zusammengefasst. Dabei werden die Funktionen
aufgelistet, die den vorgestellten Komponenten entsprechen. Die prozentuale Differenz
von einer Zeile zur anderen repräsentiert die Zeit, welche die Funktion zur Durchführung
der eigenen Berechnung benötigt. Weitere Prozente fallen für weitere Methoden, die
Verwaltung der Nebenläuҥgkeit und unterliegende Funktionalitäten an. Dabei wird die
Berechnung der Metrik im Ablauf in zwei Blöcke aufgespalten. Der erste Block projiziert
das Templateobjekt für das DRR und belegt durch die vielen Speichertransfers 53.66%
der Proben (äquivalent zum Zeitanteil). Der zweite Block ist die Auswertung der Metrik,
die durch viele Speicherzugriffe ebenfalls mit ihren Unterfunktionen 26.20% der Zeit in
Anspruch nimmt. Dabei braucht die Interpolationsfunktion den größten Teil der Zeit.
Das Ergebnis folgt der Erwartung an die Laufzeitüberlegungen.
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Parallele Berechnung Gruppe 1
CudaForwardProjectionImageFilter::GenerateData() 53.66 %






Die Gesamtanzahl der Templateobjekte hat einen geringen Einѕuss auf die Laufzeit
für die einzelnen Objekte. Die Dauer einer Iteration erhöht sich bei 6 Objekten um
4.8% gegenüber einer Iteration mit einem Objekt. Die Tabelle 5.2 gibt die Messzeiten
für die Iterationen von 1-6 Templateobjekten an, eine Visualisierung beҥndet sich in
Abbildung 5.1a). Während sich die Iterationsdauer wenig ändert, werden insgesamt mehr
Iterationen benötigt, die durch die sequentielle Berechnung der Registrierungseinheiten
entstehen. In Abbildung 5.1 (b) ist der lineare Anstieg deutlich zu sehen. So dauert die
Gesamtregistrierung für ein Templateobjekt 12.38(±0.40)s und für 6 Templateobjekte
77.86(±0.86)s, was ungefähr der sechsfachen Dauer einer Registrierung mit einem
Einzelobjekt entspricht.
Tabelle 5.2: Mittlere Dauer einer einzelnen Optimierungsevaluation für ein Objekt bei steigender Anzahl
an Templateobjekten.
Anzahl Templateobjekte 1 2 3 4 5 6
Mittlere Iterationsdauer 12.88 13.28 13.23 13.35 13.40 13.50
und Standardabweichung [ms] ±0.42 ±0.40 ±0.25 ±0.17 ±0.19 ±0.15
Für die Berechnung der Projektionen ist die Templateobjektauѕösung relevant. Bei
Objekten mit höherer Auѕösung werden mehr Voxel passiert, um den Projektionswert
auf dem Detektor zu berechnen. Das STP wird dafür in höheren Pixeldichten berechnet.
Die Voxeldichte zeigt ab einer Auѕösung über 0.5mm/ps deutlich verlängerte Laufzeiten







läuft iterativ entlang des Gradienten oder neu berechneter Punkte auf der Kostenfunk-
tionen auf der Suche nach einem Konvergenzpunkt. Das kann ein lokaler oder globaler
Extrempunkt sein und ist in den metrischen Karten als ein Trichter dargestellt. Das
globale Extrema bei den untersuchten Metriken ist der Nullpunkt des Parameterraumes.
Aufgrund der Algorithmen sind die metrischen Werte nicht oder nur bedingt mitein-
ander vergleichbar. Da der Parameterraum für rigide Transformationen 6-dimensional
ist, werden für einzelne Plots einzelne Dimensionen dargestellt. Daran können bereits
Eigenschaften der Metriken gezeigt werden, sowie die Konvexivität Die Auswertung der
Metriken wurde im Projektionsraum gemacht. Das hat zur Folge, dass die Y-Achse der
Patienten der Z-Achse des Projektionsraums entspricht und vice versa (s. Abschnitt
4.1.3).
Für die ersten Versuch zeigen die Ergebnisse ein globales Extremum für alle verwende-
ten Metriken. Die gemessenen Translationspositionen lagen im Bereich [−40mm, 40mm]
um die Ground Truth. Die Schrittweite zwischen den Messpunkten beträgt 1mm. Die
Rotationen liegen im Intervall [−10◦, 10◦] und werden in 0.1◦ Schritten abgetastet.
In Abbildung 5.6 sind die metrischen Karten für die Translation entlang der X- und
Y-Achse abgebildet. Deutlich sind daran die Reichweiten der Metriken zu sehen, die
sich bei der NCC über das gesamte Messfeld strecken, während die MI und GD an den
Rändern entlang der Y-Achse Plateaus ausbilden. Alle Metriken weisen einen Trichter
mit einem Extremum bei (0, ..., 0) ∈ R6 auf. MI und GD weisen einen starken Gradien-
ten in Richtung des Extremums auf. Dabei ist die Reichweite in Y-Richtung deutlich
breiter als in X-Richtung, was der Wirbelsäule als Element mit den größten Einѕuss
auf den metrischen Wert zugeschrieben werden kann, da es die höchsten Kontrastwerte
in der Projektion hat. Denn durch die Verschiebung entlang der Wirbelsäule bleiben
die metrischen Werte relativ klein im Vergleich zu einer Verschiebung orthogonal zur
Wirbelsäule. Die Karten für die weiteren Transformationsparameter beҥnden sich im
Appendix B.1.
Unter Verwendung zweier Projektionen ändert sich die metrische Karte, da die
zwei ermittelten Werte von der Compositemetrik summiert werden. Die metrischen
Karten für zwei zueinander orthogonale Projektionen und der Translation in X- und
Y-Richtung sind in der Abbildung 5.7 zu sehen. Auch hier erkennt man ein deutliches
Extremum an der Position (0,0), an welcher die Translation in beide Richtungen 0
ist. Die metrischen Werte sind ungefähr doppelt so groß, wie bei der Nutzung einer




Projektion und des Referenzbildes liegt, da die Projektionsaufnahmen in Abhängigkeit
zum projizierten Element kein Signal enthält. Die NCC bildet im Fall der Leber wenige
Extrema, die entweder nicht in der Nähe der Ground Truth liegt oder gar nicht dem
erwartetem Extremum entspricht, wie es bei der Rotation um die Y-Achse zu sehen
ist. Die Anzhal der Histogrammklassen hat einen geringen Einѕuss auf die Form der
metrischen Karte. Die Messkurven für 20, 50 und 100 Histogrammklassen liegen fast
parallel zueinander.
MI weist ein gegenüber der NCC verbessertes Verhalten auf, indem mehr Parameterdi-
mensionen ein klares Minimum aufweisen. Für eine stabile Konvergenz müssen mehr
Parameterdimensionen eine deutliche monoton steigende/fallende Funktion in Richtung
des Optimum aufweisen.
Aus den Berechnungen des metrischen Wertes für die GD zeigt sich für die Translationen
eine Karte mit einem Trichter. Mit abnehmenden Subtraktionsfaktor verringert sich
die Tiefe des Trichter, dennoch ist ein Extrempunkt vorhanden. Für einen detailiieren
Blick auf das Verhalten der Metrik bei niedrigen Subtraktionfaktoren beҥndet sich die
Abbildung B.3 im Appendix. Auch ist der Verlauf bei Subtraktionsfaktor < 1 über
die Reichweite monotoner steigend. Lediglich die Rotationen um die X- und Y-Achsen
führen zu keinem Maximum, wie die Graҥken 5.9 und 5.10 in der rechten Spalte (unten
und mittig) zeigen.
Der Berechnungsaufwand für alle Metriken unterscheidet sich durch die Implementie-
rung und die Anzahl der Speicherzugriffe. Theoretisch iteriert jede Metrik über alle Pixel
des Referenz- und generierten Templateprojektion. Die NCC benötigt durch mit einer
single threaded -Berechnung im Mittel 39.06± 0, 74ms pro Evaluation. Die komplexere
Gradientendifferenzenberechnung der GD ist multi threaded. Die native Berechnung
der Varianz und der Summe ist ohne Nebenläuҥgkeit implementiert. Damit wird eine
Evaluationsdauer von 60.11±2.49ms erreicht. Mit einer parallelisierten Implementierung
aufgrund der assoziativen und kommutativen Natur der Berechnung, kann die Rechenzeit
auf 56.08± 1.05ms reduziert werden. MI ist weitestgehend für die CPU optimiert. Die
Berechnung ist nicht nur auf mehrere Kerne verteilt, sondern es werden 20% der Pixel
als repräsenative Probe verwendet. Das reduziert die notwendigen Speicherzugriffe und
die Rechenzeit sinkt auf 12.30± 0.56ms pro Evaluation.
Metrikverhalten mit Biopsienadel Die Auswertung der Metrik mit einer zusätz-
lichen Biopsienadel im Referenzbild ist unter den bestehenden Voraussetzungen durch-
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geführt wurden. Das metrische Verhalten der GD-Metrik ist aufgrund der starken
Kontraste der Nadel in der Lage eine metrische Karte auszubilden, die für die Regis-
trierung geeignet ist. Der Subtraktionsfaktor ist auf 0.25 gesetzt, da dieser Faktor ein
gutes metrisches Verhalten besitzt. Abbildung 5.12 zeigt das Metrikverhalten für die
Registrierung der Leber mit und ohne Biopsienadel. Der Unterschied besteht aus der
Gradientendifferenz, die durch die Nadel eingeführt wird. Daneben bleibt die Reichweite
der Metrik erhalten.
Für die Evaluierung der metrischen Funktionen mit der Biopsienadel als Templateob-
jekt wurde mit dem oben beschriebenen Verfahren die Metrik abgetastet. In Graҥk 5.13
sieht man, dass die GD-Metrik für einige Transformationsparameter gute Ergebnisse
liefert, wie Translation in X- und Y-Richtung oder die Rotationen. Eine insgesamt
gute Qualität der Metrik ist bei dem Subtraktionsfaktor 0.5 zu sehen. Die anderen
Parameter zeigen ein schlechteres Verhalten. Die metrischen Kurven sind durch die
Form der Nadel stark abhängig von der Bewegungsrichtung. Das kann aus den schmalen
Trichtern geschlussfolgert werden. Wird die Nadel entlang ihrer Ausrichtung bewegt,
nimmt der metrische Wert deutlich langsamer ab, als bei einer Bewegung orthogonal
zu ihrer Ausrichtung (s. Abb. 5.13, Messungen links oben und mittig). Die metrische
Karten der MI-Metrik für Translationen und Rotationen der Biopsienadel beҥnden sich
im Appendix B.4. Sie zeigen weder monotones Verhalten noch besitzt die MI-Metrik für
kleine Objekte wie die Nadel ein Extrempunkt. Die MI-Metrik stellt keine brauchbare
Metrik dar, da keine Minima für eine sinnvolle Konvergenz vorhanden sind.
5.1.7 Optimierungsfunktionen
Diese Auswertung besteht aus zwei Teilen. Der erste Teil zeigt die Ergebnisse für
eine Nutzung des MORF unter Verwendung als 2D-3D-Registrierungsalgorithmus mit
einer Einzelprojektion. Der zweite Teil untersucht das Optimierungsverhalten, wenn
segmentierte Templateobjekte verwendet werden.
Als Optimierungsfunktion wurde der Powell-Algorithmus in Kombination mit der
Brent-Methode genutzt, da dieses Verfahren ohne lokale Gradienten auskommt. Für
das Brent-Verfahren ist die maximale Iterationszahl auf 3 beschränkt, da innerhalb
dieser Schritte das Minimum ausreichend approximiert werden kann. Die Abbildung
5.14 zeigt das Ergebnis der Powell-Optimierung mit der Mutual Information Metrik für
eine rigide Transformation des HXPS. Von den 250 Messungen sind 92.4% nach den
deҥnierten Zielvorgaben erfolgreich registriert. Das bedeutet, dass der TRE unter 3mm
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sinkt und der Dice-Koeffizient über 0.95 ist. Dabei sind zwei Messungen, deren TRE
sich verschlechtert hat. Damit hat sich der Abstand in 99.2% der Fälle verbessert. Bis
zu einem initialen TRE von ca. 20mm sind alle Registrierungen erfolgreich. Von den
erfolreichen Registrierungen ist eine in die Erfolgskategorie ’Grobe Registrierung’ gefallen.
Bei dem Dice-Koeffizient erfüllen ebenso 92.4 das Erfolgskritierum von 0.95 oder höher.
In fünf Versuchen ist der Dice-Koeffizient nach der Registrierung schlechter geworden.
Weiter lässt sich beobachten, dass die meisten fehlgeschlagenen Optimierungen bei
initial schlechterem Dice-Koeffizient aufgetreten sind. Die Optimierungsdauer beträgt
im 12.784± 2.28s.
Als zweite Kombination wird die Registrierung mit der Kombination des Powell-
Algorithmus mit der GD untersucht. Die Resultate dazu beҥnden sich in Abbildung
5.15. Von 250 Messungen sind 227 erfolgreich abgeschlossen (90.8%) wurden; davon 225
Durchläufen, die als feine Registrierung klassiҥziert werden. Von den Versuchen, die mit
einem initialen TRE unter 20mm beginnen, konnten zwei keine erfolgreiche Optimierung
durchlaufen. Der Mittelwert, die mittlere Abweichung und die maximale Abweichung
für die erfolgreichen Optimierung der Translationsparameter sind in Tabelle 5.6 zu
ҥnden. Zur gleichen Aufteilung kommt die Auswertung der Dice-Koeffizienten (227:23
erfolgreiche:nicht erfolgreiche Messungen). Die Optimierung dauert im 26.48± 7.7s.
Tabelle 5.6: Mittlere Abweichung mean± std und maximaler Fehler max in [mm, rad] der erfolgreichen
Optimierungsdurchläufe entlang der Basisachsen oder Rotation (Rot) um dieselben für die Powell-
Optimierung.
Kombination X Y Z Rot x Rot y Rot z
Powell-MI mean 0.0229 0.0102 0.7073 0.00023 0.00033 0.00005
std ±0.054 ±0.023 ±0.060 ±0.0002 ±0.0004 ±0.0001
max 0.843 0.331 1.199 0.003 0.005 0.002
Powell-GD mean 0.0304 0.0457 0.3248 0.00080 0.00062 0.00026
std ±0.082 ±0.11 ±0.24 ±0.0018 ±0.0010 ±0.0011
max 0.620 1.402 2.773 0.0193 0.0109 0.0151
Die Optimierung der Kombination mit SPSA und den Metriken MI und GD konnten
nur in wenigen Fällen zu einem erfolgreichem Resultat führen (MI: 2.0%, GD: 2.4%).
Entsprechend dazu ergeben sich hohe mittlere Fehler und Abweichungen, die in Tabelle
5.7 gelistet sind. Für die Berechnungen der Pseudogradienten wurden mit 5 Pertubatio-
nen und einer mittleren Schrittweite von 2 durchgeführt. Die Konvergenzrate betrug
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0.5. Es ist zu beobachten, dass der TRE durch die Optimierung abnimmt, und der
Dice-Koeffizient steigt, so dass in den meisten Fällen eine Verbesserung erreicht werden
kann (s. Abb. 5.16). Die Optimierung mit SPSA-MI lässt einen Trend zur Verbesserung
sehen, erreicht bei deutlich mehr Optimierungsversuchen als die SPSA-GD-Kombination
ein besseres Ergebnis (s. Abb. 5.17), bleibt aber weit hinter den Optimierungen mit
Powell-Algorithmus zurück.
Tabelle 5.7: Mittlere Abweichung mean± std und maximaler Fehler max in [mm, rad] der Optimie-
rungsdurchläufe entlang der Basisachsen oder Rotation (Rot) um dieselben für die Optimeirung mit
SPSA
Kombination X Y Z Rot x Rot y Rot z
SPSA-MI mean 4.204 2.933 10.477 0.07514 0.07586 0.077
std ±3.25 ±2.15 ±7.15 ±0.0431 ±0.0426 ±0.0421
max 2.51 2.67 2.63 0.114 0.117 0.131
SPSA-GD mean 5.251 4.785 13.739 0.0685 0.07285 0.738
std ±4.65 ±5.68 ±12.23 ±0.0437 ±0.0422 ±0.0431












In dieser Arbeit wurde sich mit der interventionellen 2D-3D-Registrierung ausein-
andergesetzt. Es wurden die Anforderungen erarbeitet, die dann im Hinblick auf die
mathematische Formulierung der Bildregistrierung in ihren Komponenten analysiert wur-
den. Dazu wurde ein ѕexibel konҥgurierbares Framework für eine 2D-3D-Registrierung
implementiert, das Interventionen unterstützen und durch weniger Aufnahmen die
applizierte Dosis reduzieren kann.
6.1 MultiObjectRegistrationFramework
Das entwickelte Framework für interventionelle Registrierung ist ein ѕexibles und in
bestehende open source-Software integrierbares Software-Paket, das durch Austausch
einzelner Komponenten an verschiedene Szenarien der interventionellen Eingriffe ange-
passt werden kann. Das Konzept und die Implementierung des MORF wurden vorgestellt
und einzelne Komponenten für die interventionelle Registrierung im Hinblick auf ihre
Performanz evaluiert. Ein minimales Beispiel ist im Appendix A gezeigt. Die Motivati-
on dahinter ist es diagnostische Aufnahmen im Interventionsraum nutzen zu können
und durch weitere Aufnahmen während der Intervention zu aktualisieren und sowohl
Interventionalisten als auch digitalen Assistenzsystemen aktuelle Informationen zur
Verfügung zu stellen. Zusätzlich können weitere Templateobjekte registriert werden, die
erst während des interventionellen Eingriffs genutzt werden. Damit kann eine Positio-
nierung u.a. von Arbeitsmitteln im Projektionsraum ermöglicht werden.
Das MORF ist als selbstkonҥgurierendes Erweiterungsmodul des ITK in C++ und
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CUDA entwickelt wurden. Als Grundlage der Implementierung liegt die mathematische
Beschreibung der Registrierung (vgl. Formel 2.18). Diese beschreibt die benötigten
Komponenten und ermöglicht eine Laufzeitabschätzung. Es konnte gezeigt werden, dass
das MORF die theoretische Laufzeitabschätzung praktisch abbildet. Die Hauptklasse des
MORF ist verantwortlich für die Orchestrierung des Registrierungsablaufs beginnend
mit der Konҥguration der Komponenten anhand des vom Nutzer vorgegebenen Inputs.
Für eine beliebige Anzahl von Templateobjekten und Referenzaufnahmen werden Re-
gistriereinheiten erstellt, die die Templateobjekte unabhängig voneinander mit einer
oder mehreren Referenzaufnahmen registrieren. Dabei initialisiert das MORF die Kom-
ponenten und reguliert die Speicherzugriffe auf geteilte Objekte, um eine performante
Berechnung im Bezug auf die vorhandene Hardware zu gewährleisten. Darüber stellt es
Schnittstellen zur Verfügung, die neben Inputdaten und spezialisierten Komponenten
u.a. initiale Transformationsparameter oder Projektionskalibrierungen verarbeiten.
Die entwickelte Compositemetrik erlaubt die effiziente Nutzung mehrerer Referenzauf-
nahmen für alle Templateobjekte und reduziert durch implizite Parallelisierung der
Metrikberechnungen bei ausreichender Hardware-Unterstützung die Laufzeitkomplexität.
Die zusätzliche Klassen, die das MORF komplementieren, unterstützen die Laufzeitre-
duktion durch die parallele Berechnung. Durch die Beschleunigung der Berechnungen
soll dem Korrespondenzverlust entgegengewirkt werden, der über die Zeit durch intrin-
sische und extrinsisiche Patienten- und Objektbewegungen größer wird (s. Abb. 4.1).
Eine allgemeine Registrierung für das Problem zu ҥnden, scheint vor dem Hintergrund
vieler Anwendungsszenarien der interventionellen Radiologie nicht machbar zu sein.
Stattdessen bietet das MORF die Möglichkeit zeitgleich verschiedene Anwendungs-
zenarien zu berechnen, Komponenten zu verknüpfen und die benötigten Prozesse zu
orchestrieren, um die anwendungsspeziҥschen bzw. objektspeziҥschen Registrierungen
zu nutzen, die das Problem am besten approximieren. Dazu muss nicht für jeden Fall
ein neues Registrierungsobjekt genutzt werden, sondern die vorhandenen Daten werden
in einem Framework verarbeitet. Daher können in dieser Arbeit nicht alle Variationen
betrachtet werden. Die einzelnen Komponenten und deren Einѕuss auf das Verhalten der
2D-3D-Registrierung werden in den folgenden Abschnitten anhand der durchgeführten
Experimente diskutiert.
6.2 Templateobjekte
Die Templateobjekte sind alle Pixelobjekte, die als zu registrierende Objekte in
das MORF eingegeben werden. Das können sowohl diagnostisch erhobene, annotierte
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Patienten-DICOM oder Abbildungen der verwendeten Werkzeuge sein. Für das MORF
besteht die Einschränkung, dass diese Objekte die Abschwächungswerte enthalten
müssen, um für weitere Verarbeitungsprozesse genutzt werden zu können. Daher wird
für die Aussagen vorausgesetzt, dass es sich um (segmentierte) MSCT-Aufnahmen
handelt, die entsprechend konvertiert wurden. Aufnahmen anderer Modalitäten können
nur beschränkt mit den vorgestellten Verfahren registriert werden und sind nicht Teil
der Untersuchungen gewesen. Eine weitere Voraussetzung ist, dass die zu registrierenden
Objekte in einer Qualität vorliegen, so dass sie für Projektionsberechnung genutzt
werden können. Die Qualität ist ein Kompromiss aus der Auѕösung des Objektes und
der zu erwartenden Registrierungsgeschwindigkeit. Ab einer Auѕösung von mehr als
1mm/px steigt die Verarbeitungsdauer um ca. 40%. Die Größe der Aufnahmen spielt
für die Performanz eine untergeordnete Rolle, da der Datentransfer zur GPU einmal
durchgeführt werden muss. Die Anzahl der Templateobjekte hat einen geringen Einѕuss
auf die Verlängerung der Iterationen. In Abhängigkeit der vorhandenen Hardware-
Ressourcen wird die Anzahl sich auf die Dauer der Registrierung aller Objekte auswirken,
je nachdem wieviele CPU-Threads parallel genutzt werden können, um sowohl die
Registriereinheiten als auch die Metriken zu berechnen. Im Rahmen dieser Arbeit und
der Beobachtung der Arbeitsspeichernutzung des Frameworks wird keine Problematik
gesehen, da die meisten medizinischen PC-Systeme über ausreichend Arbeitsspeicher
verfügen.
6.3 Referenzaufnahmen
Die Referenzaufnahmen werden während der Intervention gemacht, um in der Inter-
vention den Ist-Zustand anzugeben. Die Referenzaufnahmen werden im interventionellen
Setting von C-Arm-System als Fluoroskopie oder Röntgenprojektion durchgeführt. Die
Projektionsgeometrie wird im DICOM hinterlegt, so dass diese rekonstruiert werden
kann. Ebenso beҥndet sich die Information der Positionierung des Isozentrums der
Projektionsgeometrie im DICOM, so dass die Projektionen einen Bezug zum Weltkoor-
dinatensystem haben. Alle Referenzaufnahmen stehen im MORF jeder Registriereinheit
zur Auswertung zur Verfügung. Durch den auschließlich lesenden Zugriff auf die Auf-
nahmen, stellen das keine Beträchtigung der Geschwindigkeit dar. Wie die Auswertung
gezeigt haben, beeinѕussen die Referenzaufnahmen den Registrierungsablauf in zweierlei
Hinsicht. Zum einen nimmt die Registrierungsdauer mit Zunahme der Pixelanzahl zu, da
mehr Berechnungen für die Berechnung des DRR ausgeführt werden müssen. Mehr Pixel
bedeutet einen hohen Speichertransfer entweder von der Graҥkkarte zum CPU oder
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innerhalb Metrikberechnungen. Mit steigender Pixelanzahl kann sich die Berechnungszeit
der Metrik im Bezug von 5122px zu 20482px. Zum anderen verlangsamen mehrere Auf-
nahmen, die Registrierung, da durch die Bewegung des C-Arms, die Aufnahmezeitpunkt
stark auseinanderrückt und keine zeitnahe Registrierung ermöglicht. Daher wird eine
schnelle Registrierung nur möglich wenn eine Aufnahme gemacht wird. Neue Entwick-
lungen in der kardiologischen und neurochirurgischen Bildgebung bieten Systeme an, die
zwei orthogonal zueinander stehende Aufnahmen machen können [181]. Zwei Aufnahmen
bieten eine stabilere Registrierung, haben aber auch die doppelte Strahlendosis. Die
Applikation von Strahlendosis soll interventionell dem ALARP -Prinzip folgen. Was der
sich positiv auf die Berechnung der Registrierung aus einer Projektion auswirkt, ist
es die Projektion aus einer Perspektive aufzunehmen, die keine Bewegung erfordert
und so Vibrationen und Bewegungsdeformation des C-Arm-Systems zu minimieren.
Anderenfalls ermöglicht das MORF die Integration kalibrierter Aufnahmegeometrien
[105], [182], [183].
6.4 Transformationen
Die Registrierung mittels einer rigiden Transformation ist der Kompromiss der
für eine effiziente Berechnung in Kauf genommen wird. Schaut man sich die nächst
komplexere Transformation an, die affinen Transformationen, kommen Parameter hinzu,
die keine Entsprechung im menschlichen Körper haben. Insbesondere Parameter, wie
die Skalierung reduziert die Robustheit der Registrierung, da bei einer Projektion nicht
differenziert werden kann zwischen der Skalierung und dem Verschieben des Templa-
teobjektes entlang der Projektionsachse. Andere Parameter wie die Scherung haben
weder in der internen noch externen Bewegung des Abdomen eine Entsprechung. Einige
Organe weisen dennoch komplexe Deformationen durch Bewegung auf. So haben Organe,
wie Darm oder Lunge, Deformationen, die nicht als rigide Transformation angenähert
werden können. Damit ist die Annahme alle Organe als rigide Körper zu betrachten
nicht haltbar. In diesen Fällen kann die Transformation in zwei Schritte zerlegt werden.
Es lässt sich die für das Organ speziҥsche globale Transformation weiterhin als rigide
Transformation annähern. Dann folgt eine lokale deformierbare Transformation, die
die komplexeren Bewegungsmuster genauer annähern. In diesem Fall muss von einer
erhöhten Dauer der Registrierung ausgegangen werden, da der Parameterraum der defor-
mierbaren Transformationen deutlich größer ist und die Optimierungen zu unplausiblen
Löungen führen können. Die Partitionierung des Körpers können diesen Registrierungs-
schritt ebenso beschleunigen, da nach einer speziҥschen lokalen Lösung gesucht wird,
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die entweder weniger Stützpunkte für die korrekte Repräsentation der Deformation
benötigt oder verringertem Einѕuss von benachbarten Strukturen unterliegt.
6.5 Virtuelle Projektion
Die virtuelle Projektion oder auch die Berechnung des DRR stellt den interdimensio-
nalen Schritt vom R3 zum R2 dar. Die Projektion der Templateobjekte in den Bildraum
des Referenzbildes ist mit einer hohen Laufzeit verbunden. Dabei spielen drei Faktoren
eine Rolle: Die Auslösung des Templateobjekts, die Pixelanzahl des zu rendernden DRR
und die Wahl des Algorithmus. Die ersten beiden Faktoren sind bereits diskutiert worden.
Der Algorithmus für diese Arbeit ist eine Linienintegration einer Geraden zwischen dem
Quellpunkt und einem Pixel auf der virtuellen Detektoroberѕäche. Die Qualität und
Schnelligkeit dieses Algorithmus wird erreicht durch eine massive Parallelisierung auf
einer GPU. Zusätzlich zu der Nutzung der GPU wurde für diese Arbeit die Geschwindig-
keit verbessert, in dem mit einem Speichertransfer das Objekt im Graҥkspeicher abgelegt
wird und dann eine angepasste Transformation mit wenigen Bytes für die Berechnung
des DRR transferiert werden müssen. Dadurch wird der Flaschenhals des Datentransfers
auf ein Minimum reduziert. Uneri et. al. führen gleichzeitig die Berechnung der Metrik
auf der GPU aus, was die Registrierung beschleunigt, aber auch die Flexibilität und
Integration in weitere ITK-Module reduziert.
6.6 Interpolation
Die Interpolation ist der Schritt, der auf Pixelebene das projizierte DRR dem Re-
ferenzbild angleicht, um diese Bilder pixelweise zu vergleichen und einen metrischen
Wert zu bestimmen. Dieser Vorgang ist speicherintensiv, da für jeden Pixel der Refe-
renzaufnahme ein korrespondierender Pixel in dem DRR bestimmt wird. Im Fall der
NearestNeighbor -Interpolation wird ein Speicherzugriff pro Pixel benötigt. Bei der linea-
ren Interpolation werden die Pixelwerte der vier nächsten Pixel aufgerufen. Die BSpline-
und Gauss-Interpolation greifen auf deutlich mehr Pixel zu, was zu höheren Laufzeiten
führt, bei einer Genauigkeit, die nicht mehr relevant ansteigt. Durch die Wahl die Größe
des DRR dem Referenzbild anzupassen, kann die NearestNeighbor -Interpolation im
MORF genutzt werden und die Laufzeit reduziert werden ohne Verlust der Genauigkeit.




Metriken stellen als Ähnlichkeitsfunktion den Grad der Korrespondenz zwischen
Templateobjekt und Referenzbild dar. Die metrischen Karten befüllen den Parame-
terraum mit Werten für die aktuelle Registrierung und stellen in dieser Arbeit einen
sechsdimensionalen Hyperraum dar, der je einen Freiheitsgrad pro Transformations-
prarmeter besitzt. Da die direkte Visualisierung des Hyperraums nicht möglich ist,
wurden einzelne Dimensionen als metrische Karten abgebildet. Das reduziert natürlich
die geometrische Verknüpfung der Dimensionen und 1D- oder 2D-Karten können falsch
interpretiert werden. Daher bieten die gezeigten Karten lediglich ein tendenzielles Ver-
halten der Metriken. Für die simulierte Transformationen über nicht-segmentierten
Objekten kann noch eine relativ glatte Metrik beobachtet werden. Weichen die DRR
stärker von den Referenzaufnahmen ab, verliert die Metrik an Glattheit. Das wird u.a.
beim Regelfall durch die Diskretisierung bzw. Pixelnatur der Bilder verursacht. Als
Ergebnis sind die metrischen Funktionen mit Störungen belegt, was die Komplexität
der Berechnung erhöht. Metriken mit Störungen fordern die Optimierungsfunktionen
mit lokalen Extrema heraus. In dieser Arbeit wurden drei Metriken betrachtet. Die
NCC-Metrik stellt eine Korrelation zwischen gleichen Intensitätsverteilungen her. Da-
her funktioniert sie gut für die Registrierung vollständiger Objekte. Ändern sich die
Intensitätszusammenhänge grundlegend, geht diese Korrelation verloren, wie man bei
den metrischen Karten der einzelner Objekte erkennt. Die MI ist in dieser Hinsicht
speziҥscher, da die Transinformation eine höhere Abstrahierung darstellt und keine
Intensitätsidentität zwischen DRR und Referenzaufnahme bestehen muss. Zudem zeigt
sich die MI durch ihre schnelle Berechnung als guter Kandidat für die einfache 2D-
3D-Registrierung. Für den Bereich einzelner Objekte zeigt sich die gradientenbasierte
GD-Metrik mit dem besten metrischen Verhalten der vorgestellten Metriken. Das liegt
daran, dass Gradienten die Eigenschaft haben mehr Information in einem Bildpunkt
darzustellen (Magnitude und Richtung). Es lässt sich aus den Versuchen ableiten, dass
Objekte, die starke Gradienten aufweisen für 2D-3D-Registrierungen präferiert sind.
Das spiegelt die Literatur zu diesem Themenbereich wieder, die mit als Zielstrukturen
die Wirbelsäule oder andere Hochkontraste als Treiber der Registrierungen nutzt.
Compositemetrik Um die Kombination mehrere Referenzaufnahmen in einer Regis-
trierung zu platzieren, wird die Compositemetrik als Werkzeug für das automatisierte
Management dieser Aufnahmen vorgestellt. Neben der impliziten Nebenläuҥgkeit und
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der Bildung eines Metawertes über die Submetriken, bietet sie die Möglichkeit der
Gewichtung der zugeordneten Metriken. Mit der Gewichtung können Referenzaufnah-
men eine Bedeutung verliehen werden. Orthogonale Aufnahmen bilden die maximal
komplementäre Information ab, während Projektionen, die in eine geringen Winkel
aufgenommen wurden durch einen geringen Gewichtungsfaktor die Registrierung weni-
ger beeinѕussen. Der Nutzen der Compositemetrik ist bei einer einzelnen Aufnahme
beschränkt, da sie dann als Wrapper-Klasse funktioniert ohne die implementierten
Funktionen auszuführen.
6.8 Optimierungsfunktion
Zusammen mit der Metrik bilden die Optmierungsfunktion den mathematischen
Kern zur Lösung des Registrierungsproblems, das in der einfachsten Beschreibung der
Registrierung formuliert wird (s. Formel 2.16) [81]. Eine ideale metrische Funktion ist an
allen Punkten differenzierbar für eine optimale Lösungstrategie. Wie gezeigt wurde, sind
die metrischen Karten nur unter besonderen Umständen entsprechen glatt. Daher wird
eine Optimierungsstrategie gesucht, die die Störungen in der Metrik kompensiert oder
auf andere Art und Weise umgehen kann. Das ein Konzept ist es nicht die Derivate der
Metrik zu nutzen, sondern Pseudogradienten zu berechnen, wie es der SPSA-Optimierer
tut. Dadurch wird eine Unabhängigkeit von der lokalen metrischen Landschaft gewonnen.
Die Nachteile sind bei den vorgestellten Optimierungsverfahren eine erhöhte Anzahl an
Metrikevaluationen, um den Pseudogradienten zu errechnen und Konҥguration der Opti-
mierungsfunktionsparameter, die für jede Funktion abweichend sind. Mit den genutzten
Parametern konnten für die Kombination des Powell-Optimizers mit der MI-Metrik
gezeigt werden, dass das Framework einfache Registrierungen bewältigen kann. Die
Versuche haben auch bestätigt, dass eine gute Registrierung von den Parametereinstel-
lungen abhängig ist. Lokale Extrema sind besonders bei gestörten Metriken eine große
Herausforderung. Eine gängige Strategie ist die Berechnung vieler metrischer Punkte,
die über dem metrischen Raum verteilt sind und den Subraum mit dem geringsten Wert
für die Verfeinerung der Suche zu nutzen [80]. Dazu werden wieder mehrere Stützpunkte
des ermittelten Subraumes vermessen. Neben vielen Auswertungen der Metrik ist diese
Strategie hauptsächlich sinnvoll, wenn es sich um eine globale Optimierungsstrate-
gie handelt. In dieser Arbeit geht es um die Annahme, dass eine Optimierung, die
den metrischen Trichter nicht verlässt keine globale Multistartoptimierung benötigt,
da sich das initiale Parameterset in der Nähe des globalen Extremum beҥndet. Die
Berechnungen der Optimierungsfunktionen sind durch Speicherallokation, Lese- und
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Schreibzugriffen und einer nicht deҥnierten Anzahl an Iterationen i.d.R. nicht stabil
genug ein Ergebnis in Echtzeit zu berechnen. Die Integration von Komponenten, die
eine Registrierungsberechnung in kurzer Zeit bewältigen, ist für eine Integration in
den interventionellen Workѕow essentiell. Das MORF legt in den Bereichen Integration
und Management die Grundlagen als schnelles und leichtgewichtiges Framework. Wird
die Wahl der Optimierungsparameter derart gewählt, dass eine schnelle Berechnung
erzwungen wird (z.B. über die Iterationsanzahl, Konvergenzrate oder Fehlertoleranz),
führt das häuҥg zu instabilen Registrierungen.
6.9 Registrierungsqualität
Die Registrierungsqualität bzw. die Genauigkeit der Registrierung ist das ausschlag-
gebende Merkmal für eine gute Registrierung. Daher ist die Wahl der Qualitätsmessung
wichtig. Der direkte Vergleich von Metriken bzw. deren Werten sind in der Regel als nicht
verlässlich zu bewerten [184]. Auch die alleinige Aussage eines Dice-Koeffizienten oder
TRE sind ohne Zusammenhang nicht ausreichend für die Beschreibung der Qualität einer
Registrierung. Diese Aussagen, die aus diesen Stellvertretermaßstäben ableiten, müssen
daher sorgfältig interpretiert werden und ein direkter Vergleich ist selten möglich [185].
Insbesondere wenn es um die Wahl der Landmarken geht, ist eine Selektionsverzerrung
nicht ausgeschlossen.
Empfohlen wird daher sich an Goldstandards zu orientieren und bekannte Datensätze
für den Vergleich heranzuziehen [185]. In dieser Arbeit wurde unter den beschriebenen
Umständen von der Nutzung der Standardaufnahmen abgesehen, da durch die Simulati-
onsituation die Transformationsparameter vollständig in den Experimenten kontrolliert
und erfasst werden können. Das erlaubt den Einsatz der vorgeschlagenen Evaluation für
die Genauigkeit. Beim Übergang in den realen Einsatz müssen die Evaluationskriterien
angepasst werden. Das kann zum Einen durch die Goldstandarddatensätze sein [174]
oder durch Phantome, deren Maße und Landmarken bekannt sind. Digitale Phantom
mit menschlicher Anatomie und physiologischen Bewegungen können ein neuer Standard
für Registrierungsevaluierung werden, da die Kontrollpunkte beliebig engmaschig im
Phantom verteilt werden können.
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6.10 Laufzeitkomplexität
Auch wenn durch die Parallelisierung mathematisch betrachtet keine geringere Lauf-
zeitkomplexität erreicht wird, so werden die realen Anwendungen, deren Problemgrößen
endlich groß sind, deutlich beschleunigt. Die Laufzeit einer Registrierung hängt in erster
Linie von der Anzahl der Iterationen der Optimierungsfunktionen ab. Eine geringe
Anzahl an Iterationen bedeutet eine schnelle Konvergenz und eine geringe Anzahl an
Metrikevaluationen. Da Optimierungsfunktionen, die keinen Jacobi-Matrix nutzen, auf
andere Weise einen Iterationsschritt berechnen, werden dazu weitere Metrikevaluationen
berechnet. So berechnet die Powell-Optimierung für die Suche entlang einer Dimension n
weitere Schritte. Auch SPSA bildet einen Pseudogradienten mit mindestens 2 Evaluation
und mehr, wenn es um stabilere Gradienten geht.
Um die Laufzeit weiter zu senken, können weitere Prozessschritte, wie die Berechnung
der Projektion und die metrische Auswertung, zusammengefasst werden. Besonders die
Projektion, Interpolation und Metrikberechnung lassen sich in einem Prozess zusammen-
fassen, der sich auf einer GPU schnell berechnen lässt[180]. Dabei verliert das MORF
die Flexibilität an speziҥsche interventionelle Szenarien angepasst werden zu können.
Daher ist dieser Vorgang als Ziel einer fallspeziҥschen Anwendung denkbar. So ist eine
weitere Optimierung immer ein Kompromiss zwischen Geschwindigkeit und Flexibilität.
Mit der Verbreitung der Deep Learning-Methoden lassen sich bereits für 3D-3D-Re-
gistrierungen die Transformationsparameter mit einem neuronalen Netz annähern. Eine
Translation dieser Methoden in das Feld der interventionellen Registrierung würde entwe-
der die Anzahl der benötigten Evaluationen reduziert werden oder aus dem Referenzbild
und der Geometrie direkt ein DRR generieren. Für eine generelles Training fehlen noch
ausreichend Datensätze, weswegen die ersten Versuche auf digitalen Phantomen oder
argumentierten Datensätzen trainiert werden [115], [152].
6.11 Weitere Betrachtungen
Initialisierung Die Initialisierung einer Registrierung ist essentiell für die Dauer und
Erfolg, da 2D-3D-Registrierungen eine geringe Reichweite bzgl. der Parameter haben
[186], [187]. Das Ziel der Initialisierung in der Intervention ist, dass wenig bewegliche
Elemente initial registriert sind, da sie weiterhin für eine stabile Registrierung sorgen.
Idealerweise sind die rigiden Knochen als konstraststarke Features geeignet.
Andere Strategien sind der Registrierung ein gutes initiales Parameterset zugeben. Das
kann durch eine 3D-3D-Registrierung mit einem präinterventionellem Patientendaten-
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satz erfolgen. Dazu ist eine zusätzliche deformierbare Registrierung möglich, um das
hochaufgelöste präinterventionelle Volumen den veränderten Umständen anzunähern.
Eine weitere Möglichkeit besteht in der Vorberechnung möglicher Positionierung des
Körpers im Raum, aus denen diejenige als Startposition gewählt wird, die den besten
metrischen Wert hat [139], [188]. Da die Berechnungen im Vorhinein gemacht werden
können, wird keine Zeit der Intervention verwendet. Eine Strategie ist die Ausnutzung
des Projektion-Slice-Theorem, um eine initiale Rotation und Translation zu schätzen
[186].
Multiresolutionregistrierung Das in Abschnitt 2.3.4 erwähnte Konzept der Multi-
resolutionregistrierung ҥndet bei dem vorgestellten Framework keine Anwendung. Das
liegt zum einen daran, dass für das Downsampling und Upsampling weitere Ressour-
cen gebunden werden, auch wenn es sich mit einer GPU-Implementierung zeiteffizient
ermöglichen ließe. Zum anderen ist die Idee des Downsampling für eine bessere In-
itialisierung und einen erweiterten Metrik-Trichter gedacht (vgl. Abb. 2.10). Dieser
verbreiterte Trichter erhöht die Reichweite der Metrik und diese wird benötigt, wenn die
Transformationsparameter sich aus dem Metrik-Trichter herausbewegen. Erfolgen die
Referenzaufnahmen hohen Frequenz, um die räumliche Korrelation aufrecht zu erhalten,
ist ein Downsampling nicht notwendig, da es sich um kleine Parameterschritte handelt
und unter Annahme eines hohen Gradienten im Trichter die Optimierung effizient
abläuft.
Regularisierung Betrachet man die mathematische Beschreibung der Registrierung,
beҥndet sich darin ein Regularisierungsterm [41]. Dieser Term soll eine plausible Re-
gistrierung forcieren, während unplausible Lösungen mit einem hohen Fitnesswert
"bestraft"werden [189] oder Randbedingungen einführen, die nur gewisse Lösungen
zulassen [190]. In dieser Arbeit wird dieser Term implizit in die Lösung integriert durch
die Wahl einer restriktiven Transformation. Die eingeschränkte Anzahl an Transformpa-
rametern verhindert, dass eine unplausible Transformation als Lösung ermittelt werden
kann, da Nachbarschaftsbeziehungen zwischen den Bildpunkten und die Glattheit der
Objektkanten erhalten bleibt. Damit entfällt eine zusätzlicher Berechnungsaufwand
für eine Regularisierung. Nichtsdestotrotz ermöglicht der Aufbau des vorgestellten Fra-





Die interventionelle Eingriffe sind ein wichtiges Werkzeug für Therapie und Dia-
gnostik von oligometastaierten Karzinomen. Darüber hinaus gilt für zukünftige in-
terventionelle Methoden die Grundlagen zu legen, um die Erfolgrate in der Therapie
zu steigern. Die Bildgebung spielt in beiden Fällen eine große Rolle, da sie sowohl
die Interventionalisten, als auch die digitalen Assistenzsysteme mit Informationen ver-
sorgt. In dieser Arbeit wurde ein leichtgewichtiges Framework für die interventionelle
2D-3D-Registrierung entwickelt, dass es ermöglicht die hochaufgelösten diagnostischen
Bilddaten im Interventionsraum mit wenigen Aufnahmen zu registrieren und auf diese
Weise einen Informationstransfer zu schaffen. Dazu wurde der Registrierungsprozess
analysiert und die Komponenten, Parameter und Inputs identiҥziert sowie deren Einѕuss
auf die Registrierung untersucht. Des Weiteren wurde aufgrund dieser Erkenntnisse
das selbstkonҥgurierende Framework MORF entwickelt, das ein einfache Integration
und performante Orchestrierung der Komponenten erlaubt. Dazu bleibt die Wahl der
Komponenten dem Nutzer überlassen, um für spezielle Anwendungsfälle ѕexibel zu
bleiben. Gleichzeitig übernimmt stellt das Framework eine schnelle interdimensionale
Projektionsmethode vor, die durch die Nutzung der GPU die Berechnungszeit senkt.
Das MORF ermöglicht in der Diagnostik nicht verwendete Instrumente oder Objekte
in die interventionelle Registrierung einzuführen und unabhängig zu registrieren, da es
für multiple Objekte entwickelt wurde. In Simulationen konnte gezeigt werden, dass es
sowohl einfache Registrierungen bewältigen kann, als auch Registrierungen, die neue in-
terventionelle Elemente, wie Biospienadeln enthalten. Weiterhin wurden Untersuchungen
durchgeführt um Metrik- und Optimierungsfunktionen für bestimmte Anwendungsfälle
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zu evaluieren. Zu untersuchen bleiben die besten Optimierungsparameter für bestimmte
Komponentenkonҥgurationen und Anwendungsfälle.
Weichselbaum wird zitiert mit der Aussage: “Oligo is just a subset, a lower bound
of metastasis” (Oligo ist nur eine Untermenge, eine untere Grenze der Metastasierung)
[15]. Darüber hinaus entwickelt sich eine diagnostische Molekularanalytik mit einer
differenzierten Therapiestrategie für OMD. Teil dieser Diagnostik ist das Feld der soge-
nannten "Radiomics". Dabei geht es um das Erkennen von komplexen Zusammenhängen
aus einem Bildinformationsvektor, der auf komplementären Modalitäten beruht. Daher
ist eine wichtige Trendwende in der Therapie von metastasierenden Karzinomen die
Differenzierung nach molekularen Subtypen, die je nach Herkunfts- und Zielgewebe auf
unterschiedliche Theranostika ansprechen [2], [13], [191]. Mehr zu wissen bedeutet damit
die Option auf eine verbesserte Behandlung.
Die bildgestützte Intervention trägt dazu einen wichtigen Teil bei. Insbesondere
eröffnet die interventionelle Bildregistrierung eine Vielzahl an forschungsbezogener,
diagnostischer und therapheutischer Hilfestellungen. In der Forschung erlaubt eine Bild-
registrierung die für Radiomics benötigte Datengrundlage aufzubauen. Dazu müssen die
aus den diagnostischen Verfahren ermittelten Merkmalsvektoren punktgenau mit den
Materialproben für die molekulare Signatur zusammengebracht werden. In diesen Fall
und der feinnadelgestützten Diagnostik kann die Bildregistrierung zur Werkzeugnaviga-
tion und Orientierung des Interventionalisten dienen. Die Grundlage dafür liegt in den
patientenspeziҥschen Datensatz durch die bildgebenden Verfahren, wie CT, MRT oder
PET. In der interventionellen Therapie ist die Bildregistrierung als Brücke zwischen
Planung auf den diagnostischen Daten und der Therapiedurchführung im Interven-
tionsraum wichtig. Ein weiterer Anwendungsgebiet in der Intervention, das von der
2D-3D-Registrierung proҥtieren wird, ist der Einsatz von robotischen Assistenten, die
mit den berechneten Registrierungstransformationen Informationen über die geänderte
Situation erhalten. Um solche Systeme responsiv zur aktuellen Situation zu haben, ist
eine schnelle Registrierung notwendig.
Das Forschungsfeld des Deep Learning, dass seit einigen Jahren verbesserte Seg-
mentierungs- und Registrierungsalgorithmen hervorgebracht hat, besitzt momentan ein
Deҥzit im Bereich der interventionellen Bildregistrierung. Das ist unter anderem dem
Umstand geschuldet, dass die Datenlage zum Trainieren der geeigneten Architekturen
nicht ausreichend ist, da es schwierig und unzuverlässig ist, Bilddaten manuell zu
registrieren, insbesondere wenn es um deformierbare Verformungen geht. Der vermehrte
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Einsatz von Deep Learning-Anwendungen in der interventionellen Bildregistrierung wird
bei ausreichender Datenlage die 2D-3D-Registrierung um eine echte Deformierbarkeit
erweitern. Bis dahin werden die klassischen 2D-3D-Registrierungsverfahren zum einen
den Weg bereiten für eine bessere Datensituation und zum Anderen der Wissenschaft im
Bezug auf Diagnostik und Therapie der Oligometastasierung vielversprechende Optionen
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Wer sich mit wenigstens dem gleichen Zeiteinsatz und Geduld für die Arbeit eingesetzt
hat, ist meine wunderbare Frau und eifrige Motivatorin Kristin. Ihr verdanke ich nicht
nur unseren niedlichen Sohn Findus, der mich immer aufzuheitern und abzulenken











6 using PixelType = float;
7 constexpr unsigned int Dimension = 3;
8 using ImageType = itk::CudaImage <PixelType , Dimension >;
9
10 using ProjectionGeometryType =
rtk:: ThreeDCircularProjectionGeometry;
11 using MORFType = itk:: MultiObjectRegistrationFramework <2,3,
float >;
12
13 int main(int argc , char* argv [])
14 {
15 // Load input (template volumes , reference images and
geometries)
16 auto ImageIO{ EvaluationImageIO <ImageType >() };
17 const auto ObjectImages = ImageIO.RequestImages(argv[1],
".nrrd");
18 const auto ReferenceImages = ImageIO.RequestImages(argv [2]
".nrrd");
19 const auto ReferenceGeometries =
ImageIO.RequestGeometries(argv [3] ".xml");
20
21 // Instanziate MultiObjectRegistrationFramework object
22 MORFType :: Pointer MORF = MORFType ::New();
23
24 // Add input
25 for(auto& object : InputObjectImages)
26 MORF ->AddMovingObject(object);
27






32 // Add master components
33 auto ProjectionEngine =




36 auto Euler3DTransform = itk:: Euler3DTransform <double >:: New();
37 MORF ->SetTransformMaster(Euler3DTransform);
38
39 auto SPSAOptimizer = itk:: SPSAOptimizer ::New();
40 MORF ->SetOptimizerMaster(SPSAOptimizer);
41
42 MORF ->Configure ();
43 MORF ->Update ();
44
45 // Retirieve computed transformations
46 std::vector <itk::Transform <double >> transformations;










4 #include <chrono >
5 #include <ostream >
6
7 using ClockType = std:: conditional_t <
8 std:: chrono :: high_resolution_clock ::is_steady ,
9 std:: chrono :: high_resolution_clock ,
10 std:: chrono :: steady_clock >;
11













25 HighPrecisionTimer(std:: ostream& os = std::cout): m_os(os)
26 {
27 if constexpr (unit == TimeUnits :: Nanoseconds) {
m_timeunit = "ns"; }
28 if constexpr (unit == TimeUnits :: Microseconds) {
m_timeunit = "us"; }
29 if constexpr (unit == TimeUnits :: Milliseconds) {
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m_timeunit = "ms"; }




33 HighPrecisionTimer(long long* ptr_extern , std:: ostream& os =
std::cout) : m_os(os)
34 {
35 ptr_duration = ptr_extern;
36 }
37
38 inline ∼HighPrecisionTimer ()
39 {
40 if (unit == TimeUnits :: Nanoseconds)
41 m_duration =
42 std:: chrono :: duration_cast <std:: chrono :: nanoseconds >
43 (ClockType ::now() - m_Start).count ();
44 if (unit == TimeUnits :: Microseconds)
45 m_duration =
46 std:: chrono :: duration_cast <std:: chrono :: microseconds >
47 (ClockType ::now() - m_Start).count ();
48 if (unit == TimeUnits :: Milliseconds)
49 m_duration =
50 std:: chrono :: duration_cast <std:: chrono :: milliseconds >
51 (ClockType ::now() - m_Start).count ();
52 if (unit == TimeUnits :: Seconds)
53 m_duration =
54 std:: chrono :: duration_cast <std:: chrono ::seconds >
55 (ClockType ::now() - m_Start).count ();
56
57 if constexpr (Print == true) { m_os << m_duration << " "
<< m_timeunit << std::endl; }
58
59 if(ptr_duration != nullptr)
60 *ptr_duration = m_duration;
61 };
62
63 TimeUnits getTimeUnit () { return timeunits; }
64
65 private:
66 ClockType :: time_point m_Start = ClockType ::now();
67 long long m_duration = 0;
68 std:: string m_timeunit;
69 std:: ostream& m_os;
70 long long* ptr_duration = nullptr;
71
72 };
73
74 #endif
171
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Anhang B
Ergänzende Abbildungen
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