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Abstract—The problem of serving multicast flows in a crossbar
switch is considered. Intra-flow linear network coding is shown to
achieve a larger rate region than the case without coding. A traffic
pattern is presented which is achievable with coding but requires
a switch speedup when coding is not allowed. The rate region with
coding can be characterized in a simple graph-theoretic manner,
in terms of the stable set polytope of the “enhanced conflict
graph”. No such graph-theoretic characterization is known for
the case of fanout splitting without coding.
The minimum speedup needed to achieve 100% throughput
with coding is shown to be upper bounded by the imperfection
ratio of the enhanced conflict graph. When applied to K × N
switches with unicasts and broadcasts only, this gives a bound
of min(2K−1
K
, 2N
N+1
) on the speedup. This shows that speedup,
which is usually implemented in hardware, can often be substi-
tuted by network coding, which can be done in software.
Computing an offline schedule (using prior knowledge of the
flow rates) is reduced to fractional weighted graph coloring. A
graph-theoretic online scheduling algorithm (using only queue
occupancy information) is also proposed, that stabilizes the
queues for all rates within the rate region.
Index Terms—Network coding, multicast switch, scheduling,
speedup, rate region, imperfection ratio.
I. INTRODUCTION
NETWORK information flow is a field of informationtheory which aims to quantify the maximum information
flow through a network. The network information flow prob-
lem is closely related to the multi-commodity flow problem
and has been studied extensively owing to its wide applications
in communication networks.
An information network is represented by a directed graph
N = (V,E) where (i, j) ∈ E if there is a communication link
from node i ∈ V to node j ∈ V . Each link is associated with
a capacity, and we assume that the link is error-free as long as
the rate is below this capacity. There are two special subsets S
and T of V . The set S is the set of sources, which generates
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mutually independent streams of information or messages. The
set T is the collection of sinks. Each sink node t ∈ T requires
some subset of the information streams from the source nodes.
This is called the multicast requirement.
The main question in network information flow is – given
a network N = (V,E) and a multicast requirement, is it
possible to satisfy all the sink nodes without violating the
capacity constraints? Before the notion of network coding was
introduced, researchers focused on answering this question in
a router network. A router network is a network where each
packet that enters a node can only be routed or relayed onto
some outgoing link(s). In other words, the intermediate nodes
in the network cannot modify the packets that they receive
– they can only forward the packets. However, Ahlswede et
al. [2] introduced the notion of network coding, which allows
mixing of data at intermediate network nodes. Section II-A
provides a brief overview of network coding.
In this paper, we study the benefit obtained from using
network coding in a special type of network – the multicast
crossbar switch (see Section II-B for background). A crossbar
switch is a network of depth one – it consists of source
nodes or the inputs and sink nodes or the outputs, with every
input being directly connected to every output. A crossbar
switch with K inputs and N outputs has a K ×N matrix of
intersections where the inputs and outputs “cross” as shown
in Figure 1. It can be arranged to have what we call the
intrinsic multicast capability – an input can convey a packet
to several outputs at the same time, by simply connecting
the input line to the corresponding output lines. However, an
input cannot convey different packets to different outputs at
once. The crossbar switch is one of the principal architectures
used to construct bigger switches. It is widely used in infor-
mation processing applications such as telephony and packet
switching – thus, making it an important component of the
communication networks, in particular the Internet.
Fig. 1. A diagram of an K ×N input-queued crossbar switch
2We will focus on input-queued crossbar switches. An input-
queued switch is one which has queues at each input to store
incoming packets before they are processed by the switching
fabric. All input and output lines are assumed to have the same
capacity called the line rate. A traffic pattern for which the total
rate of flows traversing each input or output is no more than the
line rate, is said to be admissible. A traffic pattern which can
be served without causing the queues to grow unboundedly, is
said to be sustainable or achievable. Note that admissibility
is a necessary condition for a traffic pattern to be sustainable.
Indeed, if the total rate of flows going into an output exceeds
the outgoing line rate, it is physically not possible to keep the
queues bounded.
The input-queued crossbar switch has been studied ex-
tensively, especially in the context of unicast traffic, where
unicast means that for each stream of information, there is
only one sink. A unicast traffic pattern is a set of information
streams each of which is a unicast flow. It is known that
every admissible unicast traffic pattern is also achievable
[27], [37]. In other words, as long as no input or output is
oversubscribed, the queues can be stabilized, thereby achieving
100% throughput.
Unfortunately, this result does not extend to multicast flows,
where a single stream of information from a source may be
destined to reach more than one sink. The extension of the
problem from unicast to multicast flows is thus intrinsically
more difficult. Marsan et al. [26] showed that 100% throughput
cannot be achieved for multicast flows in an input-queued
switch. The authors gave a characterization of the rate region
achievable in a multicast switch with fanout splitting and also
defined the optimal scheduling policy. Fanout splitting is the
ability to serve a multicast flow partially to only a subset of
its destined outputs, and complete the service in subsequent
slots – see Section II-C1 for more details.
Switches have a feature called speedup which allows them
to process packets faster than the input or output line rate.
This feature is usually implemented using parallelization of
hardware [29]. A formal definition of speedup can be found
in Section II-C3. In [26], the minimum speedup needed to
achieve 100% throughput is shown to grow unboundedly
with the switch size for multicast traffic. It is not hard to
observe that with enough speedup, a switch can achieve any
admissible traffic pattern; however, as it is the case with most
hardware features, speedup is expensive to implement and hard
to change once the switch is installed.
Another means of increasing throughput in a switch is
network coding. We study input-queued switches that are
loaded with both unicast and multicast traffic, where inputs
are allowed to perform network coding. In this paper, we
consider a specific type of network coding – linear intra-
flow network coding for its simplicity and optimality. Note
that network coding may be implemented in software, which
makes it preferable to speedup as a way to increase the switch
throughput. For further details on network coding, see Section
II-A. We ask the question – what is the magnitude of the
benefit we obtain from using network coding in multicast
switches? Can we replace speedup with network coding? If
not completely, then by how much? Can we use the insight
we gain here to design scheduling algorithms for multicast
switches with network coding? The main contributions of this
paper are:
1) We prove that linear network coding increases the
achievable rate region of a multicast switch. In Sec-
tion V-E, we present an example traffic pattern that
demonstrates how network coding increases a switch
throughput. In addition, in Section VI-D, we show that
network coding allows the switch to be robust to heavy
traffic load, resulting in smaller delay compared to
fanout-splitting.
2) We propose a graph-theoretic representation of any
traffic pattern in terms of what we call the enhanced
conflict graph and provide a simple graph-theoretic
characterization of the multicast switch rate region with
coding in Section III. We prove that the achievable
rate region of a network coding multicast switch is a
projection of the stable set polytope of the enhanced
conflict graph of the traffic pattern.
3) We show that network coding can in many cases sub-
stitute for speedup. In Section V, we prove our main
result (Theorem 9) which relates the imperfection ratio
of the enhanced conflict graph and the speedup needed
to achieve all admissible rates. Using our main result,
we provide a lower bound and a graph-theoretic upper
bound on the minimum speedup needed to achieve
100% throughput. In particular, for a K × N switch
with traffic pattern restricted to unicasts and broadcasts
only, we show that the minimum speedup is at most
min
(
2K−1
K
, 2N
N+1
)
. This result when applied to a 2×N
switch, gives a bound of 1.5 on speedup; however, we
conjecture that the actual speedup required to achieve
100% throughput in a K × N switch with traffic pat-
terns consisting of unicasts and broadcasts only is 1.25
(Conjecture 2 in Section V-F).
4) In Section VI, we discuss offline and online scheduling
algorithms for a multicast switch to achieve the rate
region while stabilizing the queues.
As mentioned earlier, for the case of fanout splitting without
coding, [26] gave a characterization of the rate region as the
convex hull of certain modified departure vectors. However,
a graph-theoretic formulation of the same is not known. On
the other hand, for the case with coding, our graph-theoretic
formulation helps us understand the effect of the traffic pattern
on the throughput. The properties of the enhanced conflict
graph can be used to derive insight on what kind of traffic
patterns are “difficult” in terms of computing the schedule,
and in terms of achieving 100% throughput.
This paper is organized as follows. Section II presents the
background and preliminary definitions that will be used in
the rest of the paper. This paper mainly draws ideas from
network coding (Section II-A) and graph theory (Section II-D).
Section III discusses the benefits of network coding when
applied to multicast switches. In particular, we present a graph-
theoretic formulation of network coding in Sections III-A and
III-B. Section V gives the relationship between speedup and
imperfection ratio of the enhanced conflict graph, which leads
3to our main result – an upper bound on the minimum speedup
required to achieve 100% throughput in a multicast switch with
coding. In Section VI, we use the graph-theoretic formulation
of network coding to propose offline and online algorithms for
scheduling of a multicast switch. Finally, in Section VII, we
summarize the contributions of this paper and discuss potential
avenues for future work.
II. PRELIMINARIES
This section gives an overview of the relevant work in the
area of network coding (Section II-A), multicast switching
theory (Section II-B and II-C), and graph theory (Section
II-D).
A. Network coding
Reference [2] showed that coding within a network allows
a source to multicast information at a rate approaching the
smallest cut between the source and any receiver, as the coding
field size approaches infinity. Li, Yeung and Cai [24] showed
that any solvable network with one source and multiple sinks
(called multicast network) has a scalar linear solution over a
sufficiently large finite field alphabet. In addition, [24] showed
that in multicast networks, linear coding suffices to achieve
the optimum, which is the max-flow from the source to each
sink. Subsequently, Ko¨tter and Me´dard [22] showed that in
the general network coding problem, deciding achievability
and solvability is equivalent to deciding whether a certain
algebraic variety is empty or not. Noting the potential of linear
network coding, they presented an algebraic framework for
linear network coding in arbitrary networks and showed that
a simple linear code is sufficient to achieve capacity in the
multicast problem.
As a result, there has been a great emphasis on linear
network coding. For instance, Ho et al. [16] proposed a simple,
practical capacity-achieving code. They proposed that every
node construct its linear code randomly and independently
from all other nodes. This simple construction was shown to
achieve capacity with probability exponentially approaching 1
with the field size. Me´dard et al. [28] conjectured that every
solvable network has a linear solution over some finite field
alphabet and vector dimensions. However, Dougherty et al.
[8] provided a counterexample non-multicast network which
is not solvable with linear coding. Although [8] proved that
linear network coding is not sufficient for general networks,
linear network coding nevertheless is still a powerful tool.
In particular, if only intra-session coding is allowed, linear
network coding suffices for networks with multiple multicast
sessions, including multicast switches. Linear intra-session
coding for multiple multicast networks was studied in [17].
In our paper, we only allow intra-flow coding, i.e., packets
are coded together only if they have the same source and
destination set. Therefore, we shall only consider linear codes.
B. Multicast switch model
Multicast switches can be thought of as simple information
networks where there are only sources and sinks, no interme-
diate nodes. Each source is connected to all sinks. In the most
basic model, a switch acts as a router. We will now formally
specify the switch model used in this paper.
A K × N switch consists of K sources or inputs and N
sinks or outputs. Packets arrive at inputs on input lines, and
depart from outputs on output lines. All input and output lines
are assumed to have the same capacity called the line rate. We
consider a slotted time system, where the length of the slot
is chosen to be the reciprocal of the line rate. Henceforth,
all rates will be normalized with respect to the line rate, and
will expressed in packets per slot. All packets are assumed
to be of the same size. The speed of the switch fabric is
assumed to be such that if it connects an input to an output,
it can transfer one packet over this connection, in one slot.
This corresponds to a speedup of 1 (Speedup is defined in
Section II-C). Arrivals may occur any time during a slot. All
transmissions are assumed to begin just after the beginning of
a slot and end just before the end of the same slot. The switch
configuration may change only at slot boundaries.
Definition 1 (Rate): A rate specifies the average number
of packets that needs to be transferred from an input to the
outputs per slot. A rate of 1/2, for example, means that on
average the input has to send one packet over two slots.
Definition 2 (Flow): A flow is the stream of all packets that
have a given input and a given destination set. Thus, a flow
is specified by a 2-tuple (i, J) consisting of the input i and
a set J of outputs corresponding to the destination set of the
multicast stream. This set J of outputs is called the fanout set.
Sometimes, we denote a flow by a 3-tuple, (r, i, J) where r is
the rate of the flow. For example, in a 2× 3 switch, we could
have a flow f = (1/2, 1, {1, 2}) which is a stream of packets
from input 1 to outputs 1 and 2 with a rate of 1/2.
Definition 3 (Subflow): A subflow of flow (i, J) is the part
of a flow from input i that goes to a particular output j in J .
Therefore, a subflow is specified by a 3-tuple (i, J, j) consist-
ing of the input i, the fanout J and one output j ∈ J . The
rate of a subflow is defined to be the rate of the flow to which
it belongs. Sometimes, we denote the subflow by a 4-tuple
(r, i, J, j), where r is the rate of the subflow. For instance, a
flow f = (1/2, 1, {1, 2}) has two subflows associated with it:
f1 = (1/2, 1, {1, 2}, 1) and f2 = (1/2, 1, {1, 2}, 2).
The constraints on the switch configuration are specified
below:
• An input may send the same packet to many outputs at
once, but may not send different packets to different out-
puts simultaneously. This is called the intrinsic multicast
capability.
• An output may receive a packet from only one input at
a time.
These constraints give rise to the need for queues at the
inputs as multiple packets may arrive at an input simultane-
ously. Each input maintains a separate queue for each flow.
Therefore, if we have every possible flow through an input,
then the input needs to maintain a set of 2N − 1 queues;
otherwise, fewer queues will suffice. The queues are assumed
to have infinite capacity, but the goal of the scheduling
algorithms will be to keep their occupancy stable. A diagram
of a K ×N input-queued multicast switch is given in Figure
2.
4Fig. 2. K ×N input-queued multicast switch
Definition 4 (Traffic Pattern): A traffic pattern is a collec-
tion of flows. A traffic pattern is called admissible if the sum of
the rates of all the flows through each input or output does not
exceed one, i.e., the inputs and outputs are not oversubscribed.
A traffic pattern is said to be achievable if there exists a switch
schedule that can serve it, while keeping the queues stable.
C. Scheduling strategies
Clearly, admissibility is a necessary condition for a traffic
pattern to be achievable; however, it is not clear whether the
converse holds. It turns out that the converse is true for unicast
traffic [27], but not for multicast traffic [26].
For unicast traffic, Chang et al. [6] presented a scheme,
called the Birkhoff-von Neumann switch, that not only
achieves 100% throughput but also guarantees packet delay in
offline settings. The Birkhoff-von Neumann switch is based
on a theorem that says any doubly stochastic matrix can be
expressed as a convex combination of permutation matrices
[4][38]. Note that, any admissible unicast traffic pattern can
be converted to a doubly stochastic matrix. Then, the doubly
stochastic matrix is decomposed into permutation matrices,
which in turn correspond to switch states.
Sundararajan et al. [32] extended this Birkhoff-von Neu-
mann approach to multicast switching. Using a graph-theoretic
formulation, they showed that the rate region of multicast
switching without fanout splitting (defined in Section II-C1) is
precisely the stable set polytope of the traffic pattern’s “conflict
graph”, which we shall discuss in Section III-A. As a result,
they showed that the problem of deciding achievability in
a multicast switch is equivalent to the membership problem
for the stable set polytope of a graph, which is known to
be NP -hard. In addition, [32] showed that computing the
offline schedule for multicast traffic, unlike that for unicast
traffic, is hard. Indeed, it is equivalent to fractional weighted
graph coloring, which is NP -hard in general. Thus, many
of the complexity and achievability results for unicast traffic
do not extend to multicast traffic. Even if a traffic pattern is
admissible, depending on the switch’s capabilities, the switch
may not be able to achieve the traffic pattern.
Example 1: Consider the traffic pattern shown in Figure 3.
This traffic pattern consists of a broadcast flow (1/2, 1, {1, 2}),
and two unicast flows (1/2, 2, {1}) and (1/2, 2, {2}). This
traffic pattern shown in Figure 3 is admissible since every
input and output has a total rate of at most 1. However, if the
switch is restricted to serve the broadcast flow to all outputs
at once, i.e., it is not allowed to split the fanout, then at most
one of the three flows can be served at a time. In this case,
the sum of the rates of the three flows must be less than 1
to be achievable; however, the sum of the rates is 3/2. The
broadcast from input 1 at rate 1/2 requires half of the time.
During this time, input 2 cannot serve the two unicasts. But
that leaves input 2 with the remaining half of the slots to serve
two unicasts at rate 1/2 each, which is not possible. Therefore,
this traffic pattern is not achievable.
Fig. 3. Admissible but not-achievable traffic pattern
This observation that not all admissible traffic patterns are
achievable raises the question of how much of the admissible
rate region is actually achievable. To achieve those admissible
but not achievable traffic patterns, what additional capabilities
does a switch require? What capability of a switch is the most
effective in increasing the achievable rate region to be at least
the admissible rate region? In Sections II-C1, II-C2 and II-C3,
we present three approaches – fanout splitting, linear network
coding, and speedup – to increase the rate region of a switch.
1) Fanout splitting: There are many ways in which a
multicast switch can serve a multicast flow. The most simple
method would be to serve all the multicast flow as if it was
multiple unicast flows. For example, the packets of f =
(1/2, 1, {1, 2}) could be “copied” into two separate unicasts
f1 = (1/2, 1, {1}) and f2 = (1/2, 1, {2}). This scheme is
inefficient because, in some cases, it converts an originally
achievable traffic pattern into one that is inadmissible. For
example, copying f ′ = (1/2, 1, {1, 2, 3}) into three unicasts
will make three flows with rate 1/2 which overbooks input 1.
The other extreme is to force the input to send the multicast
packet to every output node in the fanout set simultaneously,
which was described as the no-splitting strategy in [14].
However, this scheme can be restricting, as shown by the
example in Figure 3.
Fig. 4. A traffic pattern that shows the benefit of coding
5Fig. 5. A traffic pattern which demonstrates the benefit of fanout-splitting
The middle ground between copying and no-splitting is
fanout-splitting [14]. Fanout-splitting allows the source to
serve subsets of the fanout set at different points in time.
Therefore, copying and no-splitting are two extreme cases of
fanout-splitting: the first serves the fanout set by dividing it
into subsets of size one, the latter serves it by not splitting
at all. By definition, fanout-splitting achieves a greater rate
region than copying or no-splitting.
Example 2: The pattern in Figure 3 cannot be satisfied by
a no-splitting strategy, but with fanout-splitting this traffic
pattern can be achieved as shown in Figure 5. In Figure 5, we
can see that input 1 completes the broadcast over two slots
using fanout-splitting, while input 2 serves unicasts to the idle
outputs over the same two slots.
However, even with fanout-splitting, some admissible traffic
patterns are not achievable. Figure 4 gives an example of such
a case.
Example 3: The traffic pattern in Figure 4 is very similar
to that in Figure 3, however, with one more output. In order
for input 2 to complete all three unicasts, input 2 needs to be
serving one of the unicasts at all times. As a result, in each
slot, input 1 can partially serve its broadcast packet to at most
two idle outputs. Therefore, to serve each broadcast packet
completely, input 1 requires two slots. This implies that input
1 can serve the broadcast flow at rate at most 1/2, even if it
is allowed to use fanout-splitting; however, the traffic pattern
shown in Figure 4 requires a broadcast rate of 2/3.
2) Linear network coding: In this paper, we consider a
model where the switch, in addition to fanout splitting, is
allowed to perform linear intra-flow coding, i.e., inputs can
now code across packets from the same flow. In the rest of
this paper, network coding means linear intra-flow coding.
The benefit of network coding can be seen in Figure 4. It
illustrates a schedule that achieves the traffic pattern which
we showed cannot be achieved using just fanout-splitting. It
is important to note that linear network coding requires fanout-
splitting. If fanout-splitting is not allowed, there is no benefit
of coding since just routing would suffice. This example shows
that the network coding rate region is greater than that of
fanout-splitting.
However, not all admissible rates are achievable even with
network coding. For instance, Figure 6 shows a traffic pattern
which is admissible but not achievable even when network
coding is allowed. This is because input 2 is fully loaded and
thus, needs to serve one of the two unicasts in every slot. As
a result, in any slot, input 1 can serve packets to only two
outputs. Input 1, thus, requires two slots to serve one packet
from its broadcast. Since the broadcast requires a rate of 1/2,
input 1 has to serve the broadcast at every time step, leaving
no time for its unicast.
Fig. 6. A traffic pattern which cannot be achieved by network coding
This observation brings into attention the question of how
much of the admissible rate region does network coding
actually achieve? In Section III, we shall discuss in more
detail such questions regarding the benefit of network coding
in switches.
Another class of linear network coding we could consider
is inter-flow coding [9]. Inter-flow coding can encode packets
from the same flow as well as packets from different flows that
originate from the same input. It can be shown that inter-flow
coding has a strictly larger rate region than that of intra-flow
coding. However, inter-flow coding is not considered in this
work.
3) Speedup: Multicast traffic patterns such as the one in
Figure 6 cannot be sustained even with coding, although they
are admissible. To achieve such rate points, the switch needs
to provided with some additional capability such as speedup.
Definition 5 (Speedup): A switch is said to have a speedup
of s if the switching fabric can transfer s packets over one slot
(as defined in Section II-B) from an input to an output. This
means the switching fabric can go through s configurations
within one slot. In other words, during the time it takes for
a packet to arrive at the switch on average, the switch can
change its configuration s times.
It is important to note that with enough speedup, a switch
can achieve any multicast traffic pattern even without fanout
splitting. For example, in a K ×N switch, if s ≥ K then any
admissible traffic pattern is achievable. Given any admissible
traffic pattern, the switch can divide it up so that each of the
K inputs is separately served. Therefore, as shown in Figure
7, the switch will serve whatever traffic input 1 needs to send,
then input 2, 3, and so forth. Since the switch has speedup
of s ≥ K , the switch can internally process the K inputs
separately and still satisfy all the multicast requirements.
Therefore, a key question is what is the minimum speedup
we need to achieve all admissible traffic patterns? From our
example in Figure 7, we know that we can upper bound the
minimum speedup by K in a K × N switch even without
fanout-splitting or coding; however, can we find a better
bound? In addition, as noted in Section III, we know that
network coding increases throughput but not enough to cover
the entire admissible rate region. However, we know that with
enough speedup any admissible traffic pattern is achievable.
Then, our next question is how much speedup does network
coding replace? This question will be discussed in more detail
in Section V.
6Fig. 7. Speedup of s = K for an K ×N multicast switch
D. Graph theory
In this section, we present some preliminary definitions that
will be used throughout this paper. For more detailed and
thorough survey on graph theory and combinatorics, see [30].
Let G = (V,E) be an undirected graph with vertex set V
and edge set E. A graph G1 = (V1, E1) is a subgraph of G if
V1 ⊆ V and E1 ⊆ E. A graph G2 = (V2, E2) is an induced
subgraph of G if V2 ⊆ V and for all v1 ∈ V2 and v2 ∈ V2, we
have (v1, v2) ∈ E2 if and only if (v1, v2) ∈ E. In addition,
G2 is often denoted as G(V2) and is said to be induced by
V2. The complement of graph G denoted G, is a graph on the
same vertex set V such that two vertices of G are adjacent if
and only if they are not adjacent in G.
Definition 6 (Chromatic Number): The chromatic number
of a graph G is the smallest number of colors χ(G) needed to
color the vertices of G so that no two adjacent vertices share
the same color.
Definition 7 (Complete Graph): G is a complete graph if
for every pair of vertices in V there exists an edge connecting
the two.
Definition 8 (Multipartite Graph): G is a multipartite
graph if V can be partitioned into non-empty subsets, called
partitions, such that no two vertices in the same partition have
an edge connecting them.
Definition 9 (Complete Multipartite Graph): G is a com-
plete multipartite graph if G is a multipartite graph such that
any two vertices that are not in the same partition have an
edge connecting them.
Definition 10 (Clique): In a graph G = (V,E), a set of
vertices V1 ⊆ V is said to form a clique if these vertices
induce a complete graph.
Definition 11 (Clique Number): The clique number ω(G)
of a graph G is the number of vertices of the largest clique in
G.
Definition 12 (Stable Set): In a graph G = (V,E), a set of
vertices V1 ⊆ V is said to form a stable set if for every pair
of vertices in V1, there is no edge connecting the two.
Definition 13 (Fractional Weighted Coloring Problem):
Given a graph G and a weight wv ∈ R+ for each vertex,
minimize
∑k
i=1 λi (λi ∈ R+, ∀i) such that there
exist stable sets {Si} of G with
∑k
i=1 λiχ
Si = w, where w is
the given weight vector, and χS denotes the incidence vector
of the stable set S. The optimum value of the minimization
problem is called the fractional weighted chromatic number.
Definition 14 (Hole): G is a hole if it is a chordless cycle;
G is called an odd hole if it is a hole of odd length at least 5.
Definition 15 (Anti-hole): G is an anti-hole if its comple-
ment is a hole; G is an odd anti-hole if its complement is an
odd hole.
Definition 16 (Perfect Graph): G is said to be perfect if
for every induced subgraph of G, the size of the largest clique
equals the chromatic number.
1) Stable set polytope: The stable set polytope STAB(G)
of a graph G = (V,E) is the convex hull of the incidence
vectors1 x of the stable sets of the graph G. For a general
graph G, it is NP -hard to compute the stable set polytope
STAB(G) and a complete characterization of STAB(G) in
terms of linear inequalities is unknown.
However, several families of necessary conditions are
known. One example is the clique inequalities:∑
i∈Q
xi ≤ 1 (1)
for all cliques Q in G. Clique inequalities of a graph say that
the total weight on the vertices of maximal cliques must not
exceed 1. Note that an incidence vector of a stable set must
satisfy all the clique inequalities since a stable set can only
have at most one vertex from each clique in a graph. Thus,
this shows that the clique inequalities are necessary conditions
for the stable set polytope. The polytope described by these
clique inequalities along with non-negativity constraints
xi ≥ 0 (2)
for all nodes i of G is called the fractional stable set polytope
QSTAB(G). The fractional stable set polytope is often used
as a canonical relaxation of STAB(G). Note that, for most
graphs, STAB(G) ( QSTAB(G), since the clique inequal-
ities are necessary but not sufficient conditions for stable set
polytope. The two polytopes coincide precisely when G is
perfect.
Another family of necessary conditions is the odd hole
constraints [7]: ∑
i∈H
xi ≤
⌊
|H |
2
⌋
(3)
where H is a set of vertices that induce an odd hole in graph
G, and |H | denotes the cardinality of H . It is easily seen that
the incidence vector of a stable set must satisfy the odd hole
constraints since a stable set can only have at most one vertex
from two adjacent vertices, and therefore, it can include only
every other vertex in a cycle.
2) Perfect graph: From the definitions in Section II-D, it
is not hard to see that in any graph, the clique number is a
lower bound on the chromatic number, since all vertices in a
clique must be assigned a distinct color in any proper coloring.
Perfect graphs are those for which this lower bound is tight
for all its induced subgraphs.
One of the important features of perfect graph is that many
NP -hard graph problems become easy to solve on perfect
graphs. For example, the graph coloring problem, maximum
clique problem, maximum stable set problems as well as the
1The incidence vector of a set of vertices V1 ⊆ V is a {0, 1}-vector x
whose entries are labeled with the vertices of G. If xi = 1, then vertex i is
in V1; otherwise, i /∈ V1.
7stable set polytope problems are all known to be solvable in
polynomial time for perfect graphs [30]. In addition, perfect
graphs lend us a complete characterization of STAB(G) in
terms of linear inequalities: STAB(G) = QSTAB(G) if and
only if G is perfect; thus STAB(G) is defined by the clique
inequalities and the non-negativity constraints if and only if
G is perfect.
We now state three well-known theorems about perfect
graphs, which can be found on page 1107 - 1111 of [30].
Theorem 1: (Weak Perfect Graph Theorem) A graph G is
perfect if and only if its complement is perfect.
Theorem 2: (Strong Perfect Graph Theorem) A graph G is
perfect if and only if it contains no odd hole and no odd anti-
hole.
Lemma 1: (Replication Lemma) Let G = (V,E) be a
perfect graph and v ∈ V . Create a new vertex v′ and join
it to v and to all the neighbors of v. Then, the resulting graph
G′ is perfect.
Some of the well known perfect graphs that we shall be
using in this paper are: complete graphs, bipartite graphs,
split graphs (graphs whose vertices can be partitioned into
two disjoint sets, which induce a stable set and a clique
respectively), and disjoint union of perfect graphs.
It is not hard to imagine that there can be different degree of
“perfection” in a graph. We can consider two graphs G and H
where both are not perfect but STAB(G) and QSTAB(G)
are of approximately equal size while STAB(H) is much
smaller than QSTAB(H). In such a case, we would consider
G to be “more perfect” than H . This observation gives rise to
the need of a metric which measures how perfect a graph is.
The imperfection ratio [12] was introduced precisely for this
purpose.
3) Imperfection ratio: In [12], the imperfection ratio
imp(G) of graph G is defined as
imp(G) = min{t : QSTAB(G) ⊆ t STAB(G)}. (4)
In essence, the imperfection ratio measures how much bigger
the fractional stable set polytope QSTAB(G) is relative to the
stable set polytope STAB(G). Note that for a perfect graph
G, imp(G) = 1. Therefore, imp(G) ≥ 1 for any graph G.
A useful bound on the imperfection ratio is presented in [13]
and as Corollary 2.3.5 in [11], which we reproduce below.
Proposition 1: (Gerke and McDiarmid) For a graph G, if
each vertex in G can be covered q times by a family of p
induced perfect subgraphs, then imp(G) ≤ p
q
.
We shall later revisit this notion of imperfection of a graph
when we study the rate regions of multicast switches in Section
V and relate this notion to speedup in switches.
III. CONFLICT GRAPHS AND NETWORK CODING
In a general network, a link may be configured to one
of several possible states, for instance, by an algorithm that
computes the schedule or the network code. It is likely that the
assignment of states to links are dependent on each other. In
Section III-A, we present a graph-theoretic model to capture
this dependence in a general network. In Section III-B, we
apply this approach to the case of multicast switches with
network coding to define the notion of the enhanced conflict
graph. We shall use this model in Sections IV and V to obtain
our main result.
A. Conflict graph
Let N = (V,E) be a directed acyclic graph which rep-
resents a network. The conflict graph N ′ = (V ′, E′) is an
undirected graph corresponding to the network N , and is
constructed as follows:
• For every link l ∈ E, create a set of vertices v(l,s) in V ′
so that there is a one-to-one correspondence between all
the possible states s of link l and the vertices v(l,s).
• Connect two vertices v(l,s) and v(l′,s′) if assigning both
state s to link l and state s′ to link l′ simultaneously is
impossible. This implies that there is an edge between
all pairs of v(l,s) and v(l,t) where s 6= t since a link
cannot be assigned two different states simultaneously. In
more general scenarios, we may need to model conflicts
using hyperedges to capture cases where a combination
of states may be incompatible while any subset of them
could coexist. For instance, given a set of inputs, a node
can only output a function of those inputs. Thus, if the
output link state is not compatible with the combination
of input link states, we connect the vertices corresponding
to those states with a hyperedge.
Once we have constructed our conflict graph, a stable set
represents a collection of states for links such that there is
no conflict, i.e., it is possible to assign the set of states to
the links in the network. Thus, a valid configuration in the
network corresponds to a stable set, and any achievable rate
can be achieved by time-sharing between the stable sets. This
means that we can represent the achievable rate region by a
convex hull of the stable sets, i.e., the stable set polytope of
the conflict graph.
Although this conflict graph formulation is easy to concep-
tualize, it has been noted in [33] that the size of a conflict graph
grows exponentially with the number of possible states for
each link. Furthermore, the problem of computing the stable
set polytope of a graph is known to be NP -hard as discussed
in Section II-D1. Thus, we do not expect to find an efficient
algorithm that computes the schedule, given a set of rates in
polynomial time with respect to the size of the network. This
motivates us to look into combinatorial and graph-theoretic
tools to help us understand the structure of the rate region and
exploit this structure to design efficient scheduling algorithms.
B. Enhanced conflict graph
The enhanced conflict graph is a special kind of conflict
graph introduced by [33], which is used to characterize the
rate region of multicast switches using network coding. The
enhanced conflict graph G = (V,E) for a traffic pattern is an
undirected graph defined as follows:
• For every subflow, create a vertex.
• Vertices representing subflow (i, J, j) and subflow
(i′, J ′, j′) are connected if and only if
– j = j′, or
8– i = i′ and J 6= J ′.
In other words, vertices are adjacent if and only if they
have the same output, or if they are from the same input
and they belong to different flows.
The enhanced conflict graph is constructed such that the
maximal cliques reflect the admissibility condition, which we
shall formally state and prove in Section IV-A. To briefly
discuss the intuition, the constraint that no input should send
more than one unique packet at a time is represented by the
edges connecting nodes corresponding to subflows (i, J, j)
and (i, J ′, j′) where J 6= J ′. It is important to note that
nodes representing subflows from the same flow, for example
(i, J, j) and (i, J, j′) where j 6= j′, are not adjacent. This
is because two subflows from the same flow can be served
simultaneously, since input i can send a single packet that is
simultaneously useful to multiple outputs by coding packets
together. This will be discussed in more detail in the derivation
of the achievable region. The second constraint that no output
should receive more than one packet at a time is accounted
for by the edges connecting vertices of subflows (i, J, j) and
(i′, J ′, j′) where j = j′.
In addition to encoding the admissibility condition with
cliques, the enhanced conflict graph also encodes information
about achievable rate regions. A stable set in an enhanced
conflict graph represents a set of subflows that can be served
simultaneously in a valid switch configuration. For instance,
any subset of the subflows that belong to the same multicast
flow form a stable set, and they can be served simultaneously.
Example 4: An example of an enhanced conflict graph of
the traffic pattern shown in Figure 4 is given in Figure 8.
Fig. 8. Enhanced conflict graph of traffic pattern shown in Figure 4
This graph-theoretic formulation helps us transform any
given traffic pattern in a multicast switch into an enhanced
conflict graph, and the properties of this graph can be used
to derive insight on the rate regions of the switch as shown
in Section IV. A similar graph-theoretic formulation was also
used by Caramanis et al. [5] in the context of unicast traffic
in Banyan networks.
It is important to note the difference between the enhanced
conflict graph and the conflict graphs introduced in Section
III-A or in [5]. In a conflict graph, the vertices represent
configurations of a network, and therefore, conflict graphs are
not very well equipped to represent fanout-splitting. Reference
[5] only considers unicast traffic; therefore, their formulation
naturally does not incorporate fanout-splitting. However, the
enhanced conflict graphs, by representing subflows with sep-
arate vertices, naturally incorporate fanout-splitting capability
of a multicast switch.
The enhanced confict graph formulation defined above does
not work for the case of fanout splitting without network
coding. This is because if coding is not allowed, then it may
not always be possible to serve subflows from the same flow,
even though the switch allows the input to be connected to
multiple outputs. This might happen, for instance, when each
output wants a different packet. Without coding, it is not
possible to satisfy multiple outputs with a single packet, even
if the input is connected to all the outputs.
For the case of fanout-splitting without coding, Marsan et
al. [26] gave a characterization of the rate region as the convex
hull of certain modified departure vectors. However, this
formulation does not have a neat graph-theoretic interpretation
in general. On the other hand, allowing network coding not
only increases throughput, but as we will show in the Section
IV, it also leads to a simpler description of the rate region and
enables the use of graph-theoretic tools.
C. Properties of enhanced conflict graph of a multicast switch
In this section, we describe some interesting proper-
ties/structure of the enhanced conflict graph of a multicast
switch. We show that the class of graphs that are the enhanced
conflict graph of some multicast traffic pattern does not cover
the class of all possible graphs – i.e., there is some structure
to the enhanced conflict graph. This is of interest from an
algorithmic perspective. Since the enhanced conflict graph can
be used to characterize the rate region of multicast switches
(see Section IV), it is useful to understand the structure of
the enhanced conflict graph in order to determine whether it
is possible to develop efficient algorithms to compute the rate
region and schedules for multicast switches.
As mentioned in Section III-B, in an enhanced conflict
graph of a multicast switch, conflicts between a pair of
subflows exist due to one or both of the following two reasons:
• The two subflows go to the same output.
• The two subflows originate at the same input, and belong
to different flows.
This constrains the structure of the enhanced conflict graph for
multicast switches. First, we make the following observation
about subflows arising at the same input.
Lemma 2: In the subgraph induced by subflows from the
same input, co-P3 is a forbidden subgraph, where co-P3 is
given in Figure 9.
Proof: First, we argue that subflows from the same input
induce a complete multipartite graph. Consider subflows from
each flow at the input as a different partition. By the way edges
are defined, subflows from the same flow do not conflict, but
any two subflows of two different flows do conflict, resulting
in a complete multipartite graph.
A complete multipartite graph cannot contain co-P3 as an
induced subgraph. This is because, any two vertices that are
not adjacent in a complete multipartite graph must be from the
same partition. Referring to Figure 9, vertices A and B must
be from the same partition. Similarly, vertices A and C must
also be from the same partition. Therefore, B and C must
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Fig. 9. A forbidden induced subgraph: co-P3
be from the same partition, which means they should not be
connected to each other – a contradiction.
Lemma 3: For any k > 1, if the enhanced conflict graph
has a set S of k vertices such that no two of them are adjacent
to each other but they all have a common neighbor v, then at
least (k−1) of the vertices in S must represent subflows from
the same input as v.
Proof: Every vertex in S is a neighbor of v. So, it either
has the same output as v, or is from the same input as v but
from a different flow. Suppose the given statement is false.
Then, at least two vertices in S must represent subflows to
the same output as v. However, this would imply that these
two vertices must be connected to each other, as they conflict
at the output, which leads to a contradiction.
1) Forbidden graphs in the enhanced conflict graph: We
now present a collection of graphs that can never occur as a
subgraph in the enhanced conflict graph of any traffic pattern
in a multicast switch.
Theorem 3: The webbed claw (shown in Figure 10) cannot
occur as an induced subgraph in any enhanced conflict graph.
Proof: Suppose there is a traffic pattern in whose en-
hanced conflict graph, the webbed claw appears as an induced
subgraph. Let i be the input of subflow represented by the
vertex E in Figure 10. Then, vertices B, F , and D are 3
neighbors of E that are not adjacent to each other. By Lemma
3, at least two of them must have input i. We consider the
following cases:
1) B and D are from input i.
Now, A and C are two non-adjacent neighbors of E.
Again using Lemma 3, one of them must represent a
subflow from input i. Without loss of generality, let this
be A. Now, A, B and D are from the same input and
they induce a co-P3. This contradicts Lemma 2.
2) D is not from input i.
Then, B and F must both be from input i. A and D
are two non-adjacent neighbors of E. So, by Lemma
3, at least one of them is from input i. Since D is not
from input i, A must be from input i. Now, A, B and F
are from the same input and they induce a co-P3. This
contradicts Lemma 2.
3) B is not from input i.
By symmetry, this is essentially the same as Case 2.
Thus, we get a contradiction in all cases. This completes
the proof.
Theorem 4: The connected double diamond (shown in Fig-
ure 11) cannot occur as an induced subgraph in any enhanced
conflict graph.
A
B
C
D
F
E
Fig. 10. The webbed claw
A
B
C
D
E
FG
Fig. 11. The connected double diamond
Proof: Let i be the input of subflow C. Now, B,D, F
and G are neighbors of C, no two of which are connected to
each other. Hence, using Lemma 3, at least three of them have
the same input i as C. Without loss of generality, let B, D
and F be from input i.
D and F are non-adjacent neighbors of E. Hence, again
by Lemma 3, at least one of them has the same neighbor as
E. But, both D and F have input i. This means E must also
have input i.
Now, B, E and F are subflows from the same input i and
they induce a co-P3. This contradicts Lemma 2. Therefore, the
connected double diamond cannot be an induced subgraph of
any enhanced conflict graph.
It can be seen that the Gro¨tzch graph (shown in Figure
12) contains the connected double diamond as an induced
subgraph – vertices A to G induce a connected double
diamond. This implies the following.
Corollary 1: The Gro¨tzch graph cannot occur as an in-
duced subgraph in any enhanced conflict graph.
Proof: Therefore, this theorem follows from Theorem 4.
It is interesting to note that the Gro¨tzch graph is the third
graph (G2) in a sequence of graphs, called the Mycielski
graphs [21]. Mycielski graphs G0, G1, G2, ... form a series
of graphs with ω(Gi) = 2 for all i, but χ(Gi) = 2 + i. In
addition, Gi contains Gi−1 as an induced subgraph.
C
G
D
F
B
A
E
K
H
J
I
Fig. 12. The Gro¨tzch graph
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Corollary 2: Mycielski graphs Gi, for all i ≥ 2, cannot
occur as an induced subgraph in any enhanced conflict graph.
Mycielski graphs are used to prove that there is no upper
bound on the imperfection ratio of a general graph [21]. My-
cielski graphs form a sequence with unbounded imperfection
ratio, i.e., imp(Gi) → ∞ for i→ ∞. Therefore, the fact that
the enhanced conflict graph does not contain the Mycielski
graphs means that we cannot yet rule out the possibility that
the imperfection ratio of the enhanced conflict graph may be
bounded as the size of the switch grows.
IV. RATE REGION OF A MULTICAST SWITCH
In the next few subsections, we discuss how the stable set
polytope of the enhanced conflict graph is related to the rate
region of the switch.
Let r ∈ R+f be the rate vector of a traffic pattern that has f
flows. We call the collection of all achievable and admissible
rate vectors as the achievable rate region R ⊆ R+f and
admissible rate region A ⊆ R+f respectively. For r ∈ R,
we can construct a switch schedule, which can be viewed as
a time sharing between valid switch configurations (i.e., rate
decomposition).
Suppose that the total number of subflows in the traffic
pattern r is m. Then, the enhanced rate vector e(r) ∈ Rm
corresponding to r is defined as:
eiJj(r) = riJ , for all j ∈ J.
Therefore, enhanced rate vector is just an extended version
of the rate vector so that each flow is duplicated as many
times as the number of its subflows. We use the enhanced rate
vector as weights for vertices of the enhanced conflict graph.
As mentioned in Section III-B, subflows that can be served
simultaneously are not adjacent. Therefore, in an enhanced
conflict graph, a valid switch configuration corresponds to a
stable set, and a switch schedule corresponds to a convex
combination of stable sets of the enhanced conflict graph G.
This allows us to draw a connection between the stable set
polytope of the enhanced conflict graph and the rate regions
of the multicast switch.
A. Admissible rate region of a multicast switch
In this section, we draw a connection between the fractional
stable set polytope QSTAB(G) of the enhanced conflict
graph G and the admissible rate region of the multicast
switch. For a general graph, a complete characterization of the
stable set polytope in terms of linear inequalities is unknown.
However, the fractional stable set polytope QSTAB(G), a
canonical relaxation of STAB(G), can be described by the
clique inequalities along with non-negativity constraints, as
mentioned in Section II-D1.
Theorem 5: For any rate r ∈ A, the enhanced rate vector
e(r) ∈ QSTAB(G), i.e., if a non-negative rate vector r
satisfies the admissibility conditions, then its enhanced rate
vector e(r) satisfies the clique inequalities of the enhanced
conflict graph G.
Proof: Consider any maximal clique C in G. Then, by
the construction of the enhanced conflict graph, the vertices
in C represent subflows that all start from the same input, or
all end at the same output, or both. We prove this statement
below in two cases:|C| = 2 and |C| > 2.
Consider the case where |C| = 2, i.e., C = {v1, v2},
where v1 and v2 are vertices of G corresponding to subflows
(i1, J1, j1) and (i2, J2, j2) respectively. By construction of the
enhanced conflict graph G, one of the following must be true:
either i1 = i2 or j1 = j2. This proves the statement. Therefore,
we only need to consider |C| > 2.
Now consider two vertices u and u′ ∈ C such that they
represent subflows (i, J, j) and (i′, J ′, j′) respectively where
i = i′ or j = j′ but not both. (If such a pair of vertices u
and u′ does not exist in C, then C only includes vertices that
start from the same input as well as end at the same output,
making the statement trivially true.) Suppose i = i′ but j 6= j′.
For any other vertex v ∈ C, v must conflict with both u and
u′ since C is a clique. Now, since u and u′ have different
outputs, v can have an output side conflict with at most one
of them. Therefore, v must have an input-side conflict with u
and u′. This implies that all vertices in C represent subflows
starting from the same input i. A similar argument holds for
the case of i 6= i′ but j = j′. In this case, all subflows in C
will have the same output.
Thus, for any maximal clique C in G, the vertices in C
represent subflows that all start from the same input, or all
end at the same output. Now, if r ∈ A, then no input or
output is overloaded, i.e., the sum of rates of flows starting
from a given input or destined to reach a given output must
be less than 1. By the way the enhanced conflict graph was
defined, at most one subflow from a given flow can be part
of a clique. Therefore, the admissibility condition implies
the clique inequalities. The non-negativity conditions of r
carry over to e(r). Thus, the enhanced rate vector e(r) is
in QSTAB(G).
Thus, QSTAB(G) corresponds to the admissible rate
region of the multicast switch, i.e., A is a projection of
QSTAB(G).
B. Achievable rate region of a multicast switch
In this section, we will establish the achievable rate region
in a multicast switch, in terms of the enhanced conflict graph
of the underlying traffic pattern.
We first present a few definitions. Since we only consider
linear coding across packets of the same flow (intra-flow
coding), the state of knowledge of a switch input or output
with respect to a particular flow can be represented as a vector
space, and the backlog of knowledge between an input and
output can be represented as a virtual queue, in the same
way as described in [35]. We restate these definitions here
for completeness.
The vector of coefficients used in the linear combination of
packets summarizes the relation between the coded packet and
the original stream. For a given flow, a node can compute any
linear combination whose coefficient vector is in the linear
span of the coefficient vectors of previously received coded
packets from that flow. Thus, the state of knowledge of a node
with respect to a flow can be defined as follows.
Definition 17 (Knowledge of a node): The knowledge of a
node with respect to a particular flow at some point in time is
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the set of all linear combinations of the original packets of that
flow that the node can compute, based on the information it
has received up to that point. The coefficient vectors of these
linear combinations form a vector space called the knowledge
space of the node, with respect to that flow.
Definition 18 (Innovative Packet): A packet transmitted
from an input to an output is said to be innovative if it
conveys previously unknown information to the output. For
linear coding, this means that the coefficient vector of the
packet is linearly independent of coefficient vectors of all
coded packets of that flow received previously by the output,
thereby conveying a new degree of freedom. In other words,
the coefficient vector is outside the output’s knowledge space
for the corresponding flow.
Associated with every subflow is a virtual queue that
represents the backlog of knowledge between the input and
the output with respect to the corresponding flow. The formal
definition is as follows.
Definition 19 (Virtual Queue): The size of the virtual
queue associated with the subflow (i, J, j) is equal to the
difference between the dimension of the knowledge space of
input i and that of output j with respect to the flow (i, J).
From this definition, it follows that an arrival to a subflow’s
virtual queue occurs when a packet arrives into the correspond-
ing flow’s physical queue. This also means that an arrival rate
vector r for the flows translates to a rate vector of e(r), the
enhanced rate vector of r, for the virtual queues. A departure
(or service) occurs when an innovative packet is conveyed for
that subflow. Thus, the size of the virtual queue represents the
number of degrees of freedom that still need to be conveyed to
the output, in order to communicate all the packets that have
arrived so far.
1) The scheduling and coding strategy: We will consider
frame-based schedules. A frame refers to a set of F consecu-
tive slots, where F is the frame size. Frame-based schedules
are schedules that can be specified by a sequence of F switch
configurations such that the switch cycles through these con-
figurations periodically. We also call these offline schedules,
since the schedule is decided based on prior knowledge of the
arrival rates of the flows, and does not use the instantaneous
queue size information to decide the switch configuration. We
begin with a theorem that provides service guarantees for a
certain set of rate vectors. More specifically, we show that in
each frame, every queue receives enough service opportunities
to match the arrival rate.
Let qiJ (n) be the size of the physical queue of flow (i, J)
at the end of the nth frame. Let aiJ (n) denote the number
of arrivals into the queue of flow (i, J) during the nth frame.
Without loss of generality, we assume that the rates of all the
flows are rational.
Theorem 6: Consider a traffic pattern with a rate vector
r and an enhanced rate vector e. Suppose fanout splitting
and linear network coding are allowed. Then, the following
statements are equivalent:
1) e ∈ STAB(G), where G is the enhanced conflict graph
of the traffic pattern.
2) There exists a coding scheme and a frame-based sched-
ule with a frame size F such that for every flow (i, J),
riJF is an integer, and the oldest riJF packets that were
in the flow’s queue at the end of frame (n−1) are served
by the end of frame n, for all n ≥ 1. If there were fewer
than riJF packets, then all of them are served.
(Here, ‘served’ means that these packets are conveyed to all
outputs in the fanout of the flow and removed from the flow’s
queue.)
Proof: Proof of 1 ⇒ 2: We will present a schedule and
a coding scheme that ensure that the queues are served as in
the theorem statement. In our scheme, the arrivals during a
frame are not processed till the beginning of the next frame.
The proof is by induction on the frame number n.
Basis step: The queues are assumed to be empty initially,
hence there are no packets at the end of frame 0 and the
requirement is trivially satisfied for n = 1.
Induction hypothesis: Assume the property holds for frame
k, for all 1 ≤ k ≤ n.
Induction step: Consider frame (n+1). By hypothesis, e ∈
STAB(G). So, we can express e as a convex combination of
the incidence vectors of stable sets of the graph:
e =
m∑
i=1
φiχ
Si ,
where χSi denotes the incidence vector of the stable set Si,∑
i φi = 1 and φi ≥ 0 for all i.
Since all rates are assumed to be rational, we can always
pick a frame size F such that riJF is an integer for all flows.
Assuming the φi’s are rational, we can choose F such that φiF
is also an integer for all i. Using this F as the frame size, we
construct a frame-based schedule by appropriate time-sharing
among the different switch configurations represented by the
stable sets. Thus, out of F slots in a frame, the switch is
configured to stable set Si for φiF slots, for each i. In each
slot, the stable set specifies to which outputs each input is to
be connected, and which flow is meant to be served over that
connection.
This schedule has the property that for each flow (i, J),
each output j in its fanout set J is connected to input i
in exactly riJF slots during one frame. However, owing to
fanout splitting, different outputs in J may be connected in
different sets of slots, with possible overlap. Of the F slots in
the schedule, let TiJ be the total number of slots when input
i is connected to at least one of the outputs in J , for serving
flow (i, J). Thus, TiJ is in general more than riJF due to
fanout splitting.
We propose a coding scheme that uses a maximum distance
separable (MDS) code [25]. The key property of an MDS code
that we use here is that an (n, k) MDS code can correct up
to (n − k) erasures, each of which may occur anywhere in
the codeword. Hence, using any k codeword symbols one can
retrieve all the information.
In order to guarantee the service of the queues as in
the theorem statement, the algorithm must serve the oldest
min (qiJ (n), riJF ) packets from the queue of flow (i, J), for
each flow. In our coding scheme, the input uses a (TiJ , riJF )
MDS code.
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The information word has riJF symbols (packets) and is
chosen as follows. If qiJ (n) ≥ riJF , then the oldest riJ pack-
ets are chosen as the information word. If qiJ (n) < riJF , then
the oldest qiJ (n) packets are chosen along with riJF −qiJ(n)
dummy all-zero packets, to form the information word. The
input computes the MDS codeword treating these riJF packets
as symbols of the information word. The resulting codeword
symbols are sent at each of the TiJ transmission opportunities.
Since each output in the fanout of (i, J) is guaranteed to
receive riJF codeword symbols, it can retrieve all the riJF
packets in the information word. The schedule and the code
are computed offline, and are known to all inputs and outputs.
This proof assumes a mechanism that helps outputs to identify
dummy packets that may have been added while forming the
information word.
Proof of 2 ⇒ 1: This proof was given in [34], and is
summarized here for completeness. Suppose there is a frame-
based schedule of switch configurations and an associated code
such that the requirement in statement 2 of the theorem is met.
Consider an arbitrary flow (i, J). Satisfying the requirement in
statement 2 implies that when there are riJF or more packets
in the queue at the beginning of a frame, the schedule is
capable of conveying to every output j ∈ J , riJF innovative
packets or degrees of freedom from that flow by the end of
the frame.
Based on this achieving schedule, form F indicator vectors,
one for each slot. Each vector has one entry for every subflow
such that, the entry is a 1 if the schedule conveys an innovative
packet for that subflow in that slot, and 0 otherwise. These
vectors can be viewed as indicators for whether each virtual
queue received a service or not in that slot. Adding these
indicator vectors over all the F slots must then give F times
the enhanced rate vector, since the requirement is satisfied
for every subflow. In other words, e is the average of such
indicator vectors over all the F slots in the schedule. But, if
a set of subflows receive an innovative packet in the same
slot, then they must first of all, be conflict-free in terms of
the switch constraints, i.e., each indicator vector has to be the
incidence vector of some stable set of the enhanced conflict
graph. Therefore, e can be written as a convex combination of
the stable sets. This proves that statement 2 implies statement
1.
In the above proof, the schedule ensures that each input
gets to talk to each output for enough fraction of time about
each flow. To make sure that every transmission opportunity
is used to convey a new degree of freedom, we need to use
an appropriate code. One way to do this is the MDS code
idea described in the proof. However, in general, for an (n, k)
MDS code to exist, we need to work over a large field size,
comparable to n.
Since we view the packets as symbols over a finite field
while computing the code, the field size is a parameter of
interest. Using an MDS code might require a field size that
depends on the length of the schedule, which is not desirable.
If the field is too large, then we may need more than one
packet to represent a single field element, which makes the
implementation more difficult. On the other hand, the field
should be large enough to ensure that every transmission
conveys an innovative packet to all the recipients whenever
possible. We will now show an alternate coding strategy that
avoids the large field size requirement of MDS codes, and yet
achieves the desired innovation guarantee. This coding scheme
is based on earlier results of [15] and [18] on multicasting
using network coding. Using this approach, for reasonable
assumptions on the switch size and the packet size, the field
size required will be such that a field element will indeed fit
within one packet.
Proposition 2: In the proof of Theorem 6, a field size equal
to the maximum fanout size is sufficient to ensure that every
transmission is innovative to all recipients, except those that
have already received the packets that were in the queue at
the beginning of the frame.
Proof: We use the same notation as in the proof of
Theorem 6. Consider a network with three layers of nodes. The
first layer has a single node – the source. The second layer
nodes correspond to those time-slots in the frame in which
flow (i, J) is being served. Thus, there are TiJ such nodes. In
the third layer, there is one node corresponding to each output
in the fanout of flow (i, J). The source node is connected to
all nodes in the second layer. A “slot-node” in the second layer
is connected to those “output-nodes” of the third layer which
are served in the corresponding time-slot. All links have unit
capacity. Consider the single source multicast problem with
network coding, from the source node to all nodes of the
third layer. Since the schedule guarantees that every output
receives riJF transmissions, this means the min-cut of this
network is riJF . Therefore, using the results of [15] and [18],
riJF packets can be transmitted to each output using network
coding, and the field size required is equal to the number of
destinations, which in our case is the size of the fanout. The
network coding solution to this new network naturally leads
to the code for the switch.
2) The rate region: The schedule used in the above proof
suggests the following algorithm – after every F slots, remove
riJF packets from each queue (i, J) and serve them over
the next F slots using an MDS code. This algorithm, viewed
at the time-scale of frames (rather than slots), guarantees
deterministic service to each queue with a rate of riJF packets
per frame. Essentially, it ensures the following evolution for
the queue of flow (i, J):
qiJ (n+ 1) = (qiJ (n)− riJF )
+
+ aiJ (n)
Working at the level of frames, we use the above theorem
to establish the rate region for a multicast switch with fanout
splitting and network coding, under fairly general assumptions
on the arrival process.
We use the same assumptions on the arrival process as in
Definition 3.4 of [10]:
• limt→∞
1
t
∑t−1
τ=0E{aiJ (τ)} = riJ .
• E[aiJ (t)
2|H(t)] ≤ A2max for all frames t, where H(t)
represents the history up to frame t.
• For any δ > 0, there exists T such that for any t0,
E
[
1
T
∑T−1
k=0 aiJ (t0 + k|H(t0))
]
≤ riJ + δ
The type of stability we consider is also the same as in
Chapter 3 in [10], i.e., strong stability – a queue is strongly
stable if it has a finite time average expected backlog.
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Definition 20 (Rate region): For a given traffic pattern, a
rate vector r is said to be achievable if there exists a schedule
and a coding scheme that ensure that all the virtual queues
are strongly stable. The set of all achievable rate vectors of a
given traffic pattern is called the rate region for that pattern.
In Lemma 3.6 of [10], the necessary and sufficient condi-
tions for the strong stability of a single queue under admissible
arrival and service processes are given. Applying those results
in the present context, we arrive at the following result.
Corollary 3: The rate region R with linear network coding
is given by the set of all rate vectors r such that, the enhanced
rate vector e(r) ∈ STAB(G) where G is the enhanced
conflict graph.
Given the set of rates of the various flows in an achievable
traffic pattern, the switch schedule can be obtained using a
graph-theoretic approach that is discussed further in Section
VI-A. For an arbitrary pattern, this is likely to be a hard
problem, as it involves certain coloring problems on the
enhanced conflict graph. As mentioned in Section II-D1, a
complete characterization of STAB(G) in terms of linear
inequalities is unknown for a general graph G. Note that,
for most graphs, STAB(G) ( QSTAB(G), since the clique
inequalities are necessary but not sufficient conditions for a
stable set polytope. Thus, the admissible region is often a strict
superset of the achievable rate region, which implies that it is
not possible to achieve 100% throughput even with coding –
we need speedup. We shall use this connection between the
conflict graph and rate regions to draw insights into what kind
of benefit network coding gives us in terms of speedup in
Section V.
V. NETWORK CODING AND SPEEDUP
In this section, we study the effect of allowing network
coding on the speedup requirement in multicast switches. From
Section II-C3, we know that a switch is said to have a speedup
s if the switching fabric can transfer packets at a rate s times
the incoming and outgoing line rate of the switch. This means
the switching fabric can go through s configurations within one
slot. Given a traffic pattern, an important quantity of interest is
the minimum speedup required to sustain all admissible rates,
i.e., to achieve 100% throughput. We denote this as the smin
for that traffic pattern. From the definition of speedup, it is
easy to see that a rate vector r is achievable with speedup s if
and only if it is admissible and 1
s
r is within the achievable rate
region. Using this fact, smin is simply the smallest value of s
such that 1
s
r is within the rate region for all admissible rates
r. If we denote the admissible and achievable rate regions as
A and R respectively, then smin = min{s | A ⊆ s R}.
The section is organized as follows. We first present a
special traffic pattern for which the value of smin is lower
bounded by around 1.5 without coding, but is exactly 1 (i.e.,
no speedup) with coding. Then, we present a graph-theoretic
bound on smin for a general traffic pattern in a K×N switch.
Finally, we present numerical simulation results that quantify
the actual benefit of network coding in terms of the rate region
and speedup.
Fig. 13. A traffic pattern which demonstrates the benefit of coding
A. Network coding reduces speedup required: An example
In Figure 4, we already saw an example of a traffic pattern
which can be achieved with network coding but requires a
speedup otherwise. In this section, we present a generalization
of that example and explicitly quantify the minimum speedup
needed to support all admissible traffic rates with and without
coding.
The traffic pattern we consider is shown in Figure 13. It is
a 2 × N switch with one broadcast flow from input 1 with
rate r0 and a unicast from input 2 to every output i with rate
ri, for i ∈ [N ]. (We use the notation [m] to denote the set of
integers from 1 to m.)
In order to understand the reason for the benefits of coding,
we first study a special rate point for this traffic pattern, shown
in Figure 14: set r0 =
(
1− 1
N
)
and ri = 1N for all i ∈ [N ].
This means that on average, over a period of N slots, (N−1)
packets for the broadcast flow and one packet for each unicast
flow must be served. This is clearly an admissible set of rates.
It can be seen that Figure 4 corresponds to the special case of
N = 3.
Fig. 14. A special rate point in the traffic pattern of Figure 13
This rate point cannot be achieved with fanout-splitting
alone. In every slot, one of the unicasts from input 2 has to
be served since input 2 has total inflow of rate 1 and can
therefore never be idle. Hence, input 1 needs at least two
slots to completely serve each of its broadcast packets. So,
it requires at least 2(N − 1) slots to serve (N − 1) packets.
This is greater than N for N > 2. Thus fanout-splitting
without coding cannot achieve a rate of
(
1− 1
N
)
. A speedup
is required to achieve this rate point.
On the other hand, this traffic pattern is achievable if
network coding is allowed. The schedule is similar to that
shown in Figure 4. During a frame of N slots, input 2 serves
the unicasts sequentially starting from output 1 to output N
for one slot each, thus achieving the required rate of 1
N
per
unicast. In parallel, input 1 serves the broadcast as follows. In
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every slot from 1 to N − 1, it sends a new packet from the
broadcast flow to all the outputs except the one occupied by
input 2 during that slot. Finally, in the N th slot, it combines all
the previous N−1 packets using an XOR operation and sends
this linear combination to all available outputs. This schedule
ensures that output N receives all N − 1 packets directly.
In addition, the remaining outputs 1, 2, . . .N − 1 also receive
enough information to decode all N−1 packets. Each of these
outputs receives N−2 different packets and one XORed packet
and can then decode the one remaining packet by applying an
XOR operation on all the packets it has received. Thus, N−1
packets are delivered over a period of N slots and input 1
successfully completes the broadcast requirement.
Next, we formally quantify the benefit network coding
provides compared to fanout-splitting for this specific traffic
pattern in terms of the speedup required for achieving all
admissible rate points.
To analyze the performance of a network coding switch
with the traffic pattern in Figure 13, we present a theorem
that identifies a key property of the enhanced conflict graph
for this traffic pattern.
Theorem 7: The enhanced conflict graph for the traffic
pattern shown in Figure 13 is a perfect graph.
Proof: The enhanced conflict graph consists of a set of
N subflows from the broadcast from input 1 at rate r0, and
a set of N subflows corresponding to the unicasts from input
2. The unicast subflows form a clique, while the broadcast
subflows form a stable set. Thus, the graph is a split graph,
which is known to be perfect.
Now, for a perfect graph G, QSTAB(G) = STAB(G).
Therefore, comparing Theorem 5 and Corollary 3, we see that
the admissible region coincides with the achievable rate region.
This leads to the following corollary.
Corollary 4: For the traffic pattern shown in Figure 13,
the entire admissible rate region is achievable without any
speedup if linear network coding is allowed.
Next, we consider the performance of a fanout-splitting
switch given the traffic pattern in Figure 13. The rate region
of this pattern with fanout-splitting but not coding is given
in Theorem 8. (Note: By rate region, we mean the set of
rate vectors for which we can satisfy the same requirement
as in statement 2 of Theorem 6. The connection to the strong
stability of queues can be made in a manner similar to the
discussion in Section IV-B2.)
Theorem 8: The achievable rate region of the pattern shown
in Figure 13 with fanout-splitting but no coding is given by
the following set of inequalities.
ri ≥ 0 for i = 0, 1, ...N (5)
N∑
i=1
ri ≤ 1 (6)
r0 + ri ≤ 1 for i = 1, 2, ...N (7)
2r0 +
N∑
i=1
ri ≤ 2 (8)
The proof is given in the appendix. Note that the conditions
(6) and (7) are the admissibility conditions. The presence of
an additional constraint (8) shows that fanout splitting does
not achieve all admissible rates.
We now revisit the special rate point considered earlier:
r0 = (1 −
1
N
); ri = 1N for all i ∈ [N ]. Indeed this rate point
violates the inequality given in Equation 8, thereby confirming
that this point does not lie within the rate region for fanout
splitting without coding. The left hand side evaluates to (3−
2
N
), while the right hand side is only 2. Hence, the smallest
scaling factor such that the rate vector lies inside the scaled
rate region is (1.5− 1
N
). This leads to the following corollary.
Corollary 5: A speedup of at least (1.5 − 1
N
) is needed
to sustain all admissible traffic (i.e., to guarantee 100%
throughput) for the traffic pattern in Figure 13 with fanout-
splitting but no coding.
In other words, we have demonstrated a traffic pattern for
which all admissible rates are achievable with no speedup if
network coding is allowed, but this needs a speedup of (1.5−
1
N
) if coding is not allowed. A natural question that follows is
– how much speedup benefit does network coding provide for
a general traffic pattern? In particular, does it always achieve
all admissible rates?
B. A lower bound on speedup with network coding
As shown above, network coding can make otherwise
unachievable traffic patterns achievable; however, there are
admissible traffic patterns that are still unachievable even if
we allow network coding. We already presented an example
in Figure 6. We now study this example in greater detail.
Example 5: The traffic pattern in Figure 6 cannot be
achieved even when network coding is allowed – we need
other capabilities such as speedup to achieve this traffic
pattern. To explain this, we consider the enhanced conflict
graph of this traffic pattern as shown in Figure 15. Here, uij
represents the unicast flow vertex from input i to output j, and
the bij represents the broadcast subflow vertex from input i to
output j. The enhanced conflict graph contains an odd hole;
hence by Theorem 2, it is not perfect. Thus, from Section
III, we know that the achievable rate region is smaller than
admissible rate region; the switch needs speedup to achieve
this traffic pattern even if we have network coding.
Fig. 15. A traffic pattern which requires speedup and its enhanced conflict
graph
It turns out that the traffic pattern in Figure 15 requires
a speedup of 1.25 with network coding. To understand why,
we consider the description of the stable set polytope of the
enhanced conflict graph. As mentioned in Section II-D1, there
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are many necessary conditions for a stable set polytope, such
as the odd hole constraints:
∑
i∈H
xi ≤
⌊
|H |
2
⌋
, (9)
where H is an odd hole.
We observe that in Figure 15 each vertex in the odd hole
represents a flow of rate 1/2. Therefore, the total weight on
the odd hole is 5/2, which is the total rate the switch needs
to serve to satisfy the subflows represented by the vertices in
the odd hole. However, the right-hand side of Equation 9 is
⌊|H |/2⌋ = ⌊5/2⌋ = 2. Hence, the smallest scaling factor such
that the rate vector satisfies the scaled odd hole constraint is
5/4 = 1.25. Therefore, a speedup of at least 1.25 is needed
to serve this traffic pattern in a network coding switch.
On the other hand, we show that this traffic pattern only
requires speedup of at most 1.25 when network coding is
allowed. To demonstrate, we present a schedule in Figure 16.
Here, the switch serves two packets for each flow. To achieve
the required rate of 1/2, this should take 4 slots. However,
the switch actually uses 5 configurations. Therefore, the 5
switch configurations have to be mapped to 4 actual slots,
which requires a speedup of 1.25. Hence, this shows that the
speedup needed to achieve this traffic pattern is exactly 1.25.
In the rest of this section, we seek to quantify the minimum
speedup smin needed to achieve any admissible rate point for
an arbitrary traffic pattern in a switch that uses network coding.
Note that we already have a lower bound – the traffic pattern
in Figure 15 implies that smin ≥ 1.25. We will next provide
a upper bound on smin.
C. Imperfection ratio bounds speedup
This section develops our main result, which relates speedup
with imperfection ratio [20]. The key observation here is that
if the enhanced conflict graph G is perfect, then by definition
STAB(G) = QSTAB(G). In this case, the problem of com-
puting STAB(G) becomes easy, and therefore, computing the
achievable rate region of a switch is easy as well. In addition,
as noted in Section II-D3, the less “imperfect” a conflict
graph is, the closer the stable set polytope is to the fractional
stable set polytope. Therefore, imperfection ratio translates to
how close the achievable rate region is to the admissible rate
region. Thus, understanding and measuring the perfectness of
the enhanced conflict graph is a useful way of gaining insight
into the benefit of network coding. The relation between the
imperfection ratio and the speedup is stated formally below.
Theorem 9: Given a traffic pattern, let G be its enhanced
conflict graph and smin be the minimum speedup required to
achieve all admissible rates. Then,
smin ≤ imp(G).
Proof: Let A and R denote the admissible and achievable
rate regions for the given traffic pattern.
r ∈ A
⇒ e(r) ∈ QSTAB(G) (Theorem 5)
⇒ e(r) ∈ imp(G)STAB(G) (by definition of imp(G))
⇒ e
(
1
imp(G)
r
)
∈ STAB(G) (e(·) is linear)
⇒
1
imp(G)
r ∈ R (Corollary 3)
This implies that A ⊆ imp(G)R and the result follows.
Note that the converse of Theorem 9 is not true. This
is because enhanced conflict graph G replicates a multicast
flow into subflows, and as a result, induces a stable set
polytope of dimension greater than the number of actual
flows in the traffic. Thus, A and R are projections of
QSTAB(G) and STAB(G) such that the subflows corre-
sponding to the same multicast flow have the same weight. As
a result, QSTAB(G) ⊆ imp(G)STAB(G) implies the A ⊆
imp(G)R, but A ⊆ sminR may not imply QSTAB(G) ⊆
sminSTAB(G).
D. Bounds on speedup for K × N switch with unicasts and
broadcasts
In this section, we apply Theorem 9 to K × N switches
using intra-flow coding with traffic patterns consisting of
unicasts and broadcasts only. We show that the minimum
speedup needed for 100% throughput in this case is bounded
by min(2K−1
K
, 2N
N+1). The rest of this section is organized as
follows. First, we give a description of the enhanced conflict
graph for a K × N switch. In Sections V-D2 and V-D3, we
show the upper and lower bounds on speedup of 2K−1
K
and
2N
N+1 , respectively.
1) Enhanced conflict graph for K × N switch: Consider
traffic patterns which consist only of unicasts and a broadcast
per each input on a K×N switch. In such a case, the enhanced
conflict graph denoted GK,N = (V,E) has the following
structure. (We use the notation [m] to denote the set of integers
from 1 to m.)
Each vertex in GK,N represents a subflow in a K × N
switch. The vertex uij represents the unicast flow from input i
to output j, and the vertex bij represents the broadcast subflow
from input i to output j. As an example, Figure 17 shows the
switch configuration corresponding to u11, u21, and b12 in a
2× 3 switch. Thus, the vertex set is given by
V =
(
∪i∈[K]Ui
)
∪
(
∪i∈[K]Bi
)
=
(
∪j∈[N ]U
o
j
)
∪
(
∪j∈[N ]B
o
j
)
where
Ui := {uij | j ∈ [N ]}, Bi := {bij | j ∈ [N ]},
Uoj := {uij | i ∈ [K]}, B
o
j := {bij | i ∈ [K]}.
Thus, Ui and Uoj are collections of the unicast flows from
input i and to output j respectively. Bi and Boj are collections
of the broadcast subflows from input i and to output j
respectively.
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Fig. 16. A traffic pattern that requires speedup in a network coding switch
Fig. 17. Switch configuration corresponding to u11, u21, and b12 in G2,3
The intuition behind a conflict graph is that vertices which
represent flows that cannot be served simultaneously are
adjacent. Note that if fanout splitting and network coding
are allowed, the switch can simultaneously serve two or
more subflows of the same broadcast flow and hence such
subflows are not adjacent to each other. Hence, the edge set
E =
(
∪i∈[K]E
u
i
)
∪
(
∪i∈[K]E
b
i
)
∪
(
∪i∈[N ]E
o
i
)
where
Eui := {(uij , uik) | j 6= k; j, k ∈ [N ]},
Ebi := {(bij , uik) | j, k ∈ [N ]}, and
Eoi := {(uji, uki), (bji, bki), (bji, uki) | j 6= k; j, k ∈ [K]}
Each edge set represents a different type of conflict. Eui
represents conflicts among unicasts at input i; Ebi represents
conflict between any broadcast subflow and any unicast at
input i; and Eoi represents conflicts among all flows and
subflows at output i.
From the input perspective, GK,N consists of K induced
complete subgraphs GK,N (Ui) for unicasts from each input
i, and K induced stable sets GK,N (Bi) for broadcasts from
each input i; from the output perspective, GK,N consists of
N induced complete subgraphs GK,N (Uoj ∪ Boj ) for unicasts
and broadcast subflows to output j, for each j ∈ [N ].
Example 6: For example, in Figure 18, we show an en-
hanced conflict graph for a 2 × 3 switch with unicasts and
broadcasts only. There is an edge between u11 and b12, since
they both represent flows serving input 1. There also exists
an edge between u11 and u21 since they both serve output
1; however u21 and b12 are not adjacent since they do not
conflict on the input nor the output side. We can observe that
vertices u1j for all j, representing unicast flows from input
1, are adjacent to each other due to input side conflict. This
statement holds for u2j for all j as well. Furthermore, we
can observe that b1j for all j, representing broadcast subflows
from input 1, are not adjacent to each other since broadcast
subflows from the same flow can be served simultaneously.
Therefore, we can think of G2,N consisting of two induced
complete subgraphs G2,N (U1) and G2,N (U2) of size N and
two induced stable sets G2,N (B1) and G2,N (B2) of size N .
Fig. 18. G2,3 for a 2× 3 switch with unicasts and broadcasts only
Here, we note that the conflict graph of a K ×N multicast
switch with unicasts and broadcasts can be relaxed to that
of unicasts and a single multicast per input. This relaxation
just removes vertices that represent broadcast subflows, which
are not part of the multicast flow. Removing vertices from a
graph cannot hurt the perfection of a graph. Therefore, any
upper bound on the imperfection ratio of the conflict graph
for unicasts and broadcasts bounds holds also for unicasts
and a single multicast per input. For example, Figure 19
and 20 present two traffic patterns which relax the broadcast
requirement of the traffic pattern shown in Figure 6. In Figure
19, input 1 multicasts to only outputs 2 and 3; therefore, the
node b11 in Figure 6 is removed here. In Figure 20, input 1
multicasts to only outputs 1 and 2; therefore, the node b13
in Figure 6 is removed here. The imperfection ratio of the
enhanced conflict graph in Figure 19 remains the same as
that of Figure 6, since an odd hole of size 5 is present in
both. However, in Figure 20, the enhanced conflict graph is
perfect, since it is a bipartite graph. This illustrates the fact that
removing vertices from a graph cannot make it less perfect.
2) Speedup of 2K−1
K
: In this section, we give an upper
bound on speedup for K × N switches. We present 2K − 1
induced perfect subgraphs of GK,N that cover all the vertices
K times. Then, with Proposition 1, we have 2K−1
K
as an upper
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Fig. 19. A traffic pattern and its enhanced conflict graph
Fig. 20. A traffic pattern and its enhanced conflict graph
bound for speedup.
Lemma 4: Let Gu = GK,N (∪i∈[K]Ui) be an induced
subgraph of GK,N . Then Gu is perfect.
Proof: Gu is an enhanced conflict graph for unicast
traffic. One may check that Gu is a line graph of a bipartite
graph, which is known to be perfect [30].
Lemma 4 also follows from the result in [27] which shows
that 100% throughput can be achieved in a input-queued
crossbar switch in the context of unicast traffic.
Lemma 5: Let Gi = GK,N
(
(∪j∈[K]Bj) ∪ Ui
) for some
i ∈ [K] be an induced subgraph of GK,N . Then Gi is perfect.
Proof: Assume that Gi is not perfect. So it must have an
odd hole or odd anti-hole as an induced subgraph. Suppose
it has an odd hole, say H . In Gi, any broadcast subflow,
except the ones from input i, has no conflict on the input
side. Suppose such a subflow were part of H , then both its
neighbors in H will be due to output side conflicts. But in that
case, the two neighbors will themselves conflict at the output,
thereby forming a triangle. Since an odd hole cannot contain
a triangle, we conclude that H cannot include any bjk with
j 6= i.
This means H must be an induced subgraph of GK,N (Bi∪
Ui). However, Bi induces a stable set, while Ui induces a
clique. Therefore, GK,N (Bi ∪ Ui) is a split graph, which is
known to be perfect. This contradiction shows that Gi cannot
contain an odd hole H .
Suppose Gi contains an odd anti-hole. This will happen if
and only if Gi contains an odd hole, say H ′. Note that in Gi,
two vertices are connected if the corresponding subflows do
not conflict. Now, H ′ has to contain at least one unicast, say
uij . This is because the broadcasts by themselves induce a
perfect subgraph in Gi, which is a complement of a disjoint
union of complete graphs. Now, uij in Gi is adjacent to any
bi′j′ , where i 6= i′ and j 6= j′. Let bpq and bp′q′ be vertices
adjacent to uij in H ′. Then, using the definition of Gi, we can
infer that i 6= p 6= p′ 6= i and q = q′ 6= j. But this means, any
vertex that is adjacent to bpq is also adjacent to bp′q′ . Hence,
H ′ cannot be an odd hole.
This proves that Gi is perfect.
Using Lemmas 4 and 5, we derive our first upper bound
on speedup in K ×N multicast switches with traffic patterns
consisting of unicasts and broadcasts only.
Proposition 3: imp(GK,N ) ≤ 2K−1K .
Proof: Consider the following collection of induced sub-
graphs: K − 1 copies of Gu from Lemma 4 and Gi from
Lemma 5 for all i ∈ [K]. We know that these subgraphs are
all perfect. In addition, these subgraphs cover each vertex in
v ∈ GK,N K times. For v ∈ Ui, Gi and each copy of Gu
covers v once. For v ∈ Bi, each Gi covers v. By Proposition
1, the claim follows.
For example, in the 2 × 3 switch, Gu and G2 for a 2 × 3
switch is shown in Figure 21. In this case, Gu, G1 (not shown)
and G2 will together cover every vertex in G2,N exactly 3
times. This implies an upper bound of 1.5 on the speedup.
Fig. 21. Gu and G2 for a 2× 3 switch with unicasts and broadcasts only
3) Speedup of 2N
N+1 : The proof idea in this section is similar
to that of Section V-D2. We present 2N induced perfect
subgraphs of GK,N that cover all the vertices N+1 times, and
then appeal to Proposition 1. However, unlike Section V-D2,
here we change our focus from the input to output.
Lemma 6: Let Go1,i = GK,N (Vi) where Vi = Uoi ∪(
∪j∈[N ]B
o
j
)
be an induced subgraph of GK,N . Then Go1,i is
perfect.
Proof: Assume that Go1,i is not perfect. So it must have
an odd hole or odd anti-hole as an induced subgraph. Suppose
it has an odd hole, say H . Since Uoi ∪ Boi forms a complete
graph (known to be perfect), H must contain vertices of Boj ,
j 6= i. Suppose bkj ∈ Boj is part of H , then H contains at
least two vertices of Boj . This is because, in Go1,i, bkj has
only one conflict on the input side; thus, neighbors of bkj are
uki (input conflict) and Boj (output conflict). However, note
that Boj itself forms a complete graph, therefore H contains
at most two vertices of Boj . Thus, bkj and bk′j , k 6= k′ are in
H . Then, uki and uk′i are in H . However, these four vertices
form a cycle, thus Go1,i cannot contain an odd hole H .
By the same argument as in the proof for Lemma 5, we can
show that Go1,i cannot contain an odd anti-hole. This proves
our claim.
Lemma 7: Let Go2,i = GK,N (Vi) where Vi = Boi ∪(
∪j∈[N ]U
o
j
)
be an induced subgraph of GK,N . Then, Go2,i
is perfect.
Proof: Go2,i is an enhanced conflict graph for unicast
traffic in addition to all broadcast subflows to output i.
Consider b1i ∈ Boi and u1i ∈ ∪i∈[K]Ui. In a K × N switch,
b1i and u1i represent subflows from input 1 to output i, and
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TABLE I
A COMPARISON OF THE FOUR SCHEMES IN A 2× 3 SWITCH WITH ALL
FLOWS
Polytope Volume Normalized
Volume
Speedup to
achieve Padm
Padm 4.921× 10
−9 1 1
Pcoding 4.686× 10
−9 0.952 1.25
Pfs 4.613× 10
−9 0.937 1.25
Pnofs 2.260× 10
−9 0.460 1.67
TABLE II
A COMPARISON OF THE FOUR SCHEMES IN A 4× 3 SWITCH WITH
UNICASTS AND BROADCASTS ONLY
Polytope Volume Normalized
Volume
Speedup to
achieve Padm
Padm 1.4546 × 10
−9 1 1
Pcoding 1.4541 × 10
−9 0.9997 1.25
Pfs 1.4527 × 10
−9 0.9987 1.25
Pnofs 1.0585 × 10
−9 0.7277 1.67
thus conflict with the same set of subflows, i.e., neighbors
of u1i are neighbors of b1i. In addition, b1i and u1i are in
conflict. Therefore, by Replication Lemma (Lemma 1), we
know that Go2,i is perfect if GK,N (Vi \ {b1i}) is perfect. We
can apply this argument repeatedly for each bji ∈ Boi , and
deduce that if GK,N (∪j∈[N ]Uoj ) perfect then Go2,i is perfect.
Note that from Lemma 4, we know that the enhanced conflict
graph Gu = GK,N (∪i∈[K]Ui) = GK,N (∪j∈[N ]Uoj ) for unicast
traffic is perfect. Therefore, Go2,i is perfect.
Now, using Lemmas 6 and 7, we can derive an upper bound
for speedup in K ×N multicast switches with traffic patterns
consisting of unicasts and broadcasts only.
Proposition 4: imp(GK,N ) ≤ 2NN+1 .
Proof: Consider the following collection of induced sub-
graphs: Go1,i and Go2,i for all i ∈ [N ]. By Lemmas 6 and 7, we
know that these subgraphs are all perfect. In addition, these
subgraphs cover each vertex in v ∈ GK,N N + 1 times. By
Proposition 1, the claim follows.
E. Numerical study of network coding benefits
As noted in Section II, we know that network coding
increases the throughput of networks in general. We now quan-
tify the benefit of network coding by numerically computing
the rate regions. However, as noted in Section III-A, computing
the rate region (which is equivalent to computing the stable
set polytope of a conflict graph) is NP -hard. As a result, we
focus on the rate regions of 2 × 3 switch with all flows and
4× 3 switch with unicasts and broadcasts only.
In a 2 × 3 switch, there are three unicasts, three two-casts
and one broadcast from each of the two inputs. Therefore,
the rate region is a 14-dimensional polytope, which allows
numerical computation to be feasible. We computed the stable
set polytope of the enhanced conflict graph corresponding
to a 2 × 3 switch to obtain the different rate regions. The
comparison is shown in Table I. In a 4×3 switch with unicasts
and broadcasts only, there are three unicasts and one broadcast
from each of the four inputs. Therefore, the rate region is a
16-dimensional polytope. We again computed and compared
the different rate regions. The results are shown in Table II.
In Table I and Table II, the rate regions are compared in
term of the volume of the polytope and the minimum speedup
needed to achieve 100% throughput. Here, Padm refers to
the admissible region; Pcoding is the linear intra-flow network
coding rate region; Pfs refers to the rate region with fanout-
splitting only; and Pnofs is the rate region when fanout-
splitting is not allowed.
The methodology we used to compute these values was to
list all the stable sets of the enhanced conflict graph using
a greedy algorithm. Using these list of stable sets and a
MATLAB packet called the multi-parametric toolbox [23], we
computed the stable set polytope in terms of linear inequalities
which in tern gave us the rate region. Once we have an explicit
description of the rate regions, we used a software package
known as Vinci [1] to compute the volume of the rate regions.
The rate region of the case with fanout splitting but no coding
was obtained using the characterization given by Marsan et al.
[26]. The speedup required to achieve Padm is equal to the
minimum factor needed to expand the polytope such that it
covers Padm.
It is interesting to note that the speedup needed to achieve
100% throughput for Pcoding and Pfs is 1.25 for 2×3 and 3×4
switch. Furthermore, we verified that the traffic patterns that
require speedup of 1.25 to achieve are variations of the traffic
pattern shown in Figure 15. This seems to indicate that the
“hardest” admissible traffic patterns to achieve are those that
have an enhanced conflict graph with an odd hole of length
5. This observation leads to our Conjecture 2 (presented in
Section V-F) that the actual minimum speedup required to
achieve 100% throughput in a K × N switch with traffic
patterns consisting of unicasts and broadcasts only is exactly
5/4 when network coding is allowed.
It may seem that the results in Table I and II show
that coding does not outperform fanout-splitting by much in
terms of total achievable rate region. However, we should not
interpret this result as such. Another way of looking at the
two polytopes Pcoding and Pfs is to just compare these two
directly. From our previous example in Figure 13, we know
that Pfs ( Pcoding . So, we can ask what is the speedup
needed for Pfs to achieve Pcoding. For our 2× 3 switch and
4 × 3 switch, the speedup we need for the fanout-splitting
region to achieve the network coding region is 1.1667. The
traffic patterns that require this speedup are variations of the
traffic pattern shown in Figure 14, which requires a speedup
of (1.5 − 1
N
) = 76 ≈ 1.1667 (where N = 3) when fanout-
splitting is allowed as shown in Theorem 8. Therefore, this
shows that network coding can give us a benefit equivalent to
speedup of at least 1.1667.
Interestingly, the speedup required for Pnofs to achieve
100% throughput is 1.67 in both 2×3 and 4×3 switch, and the
traffic patterns that require this speedup are also the variations
of the traffic pattern shown in Figure 14. These observations
indicate that there may be a few traffic patterns that are “hard”
to achieve, and focusing our analysis on these few traffic
patterns may be enough to understand the performance of a
scheme in general. If this is the case, the challenge lies in
finding these few key traffic patterns, and network coding with
its graph-theoretic interpretation gives us insights into which
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traffic patterns might be of significance.
F. A conjecture on the minimum speedup
We have thus introduced a simple graph-theoretic bound on
the speedup needed to achieve 100% throughput in a multicast
network coding switch using the concept of conflict graphs.
We have shown that the imperfection ratio of the enhanced
conflict graph gives an upper bound on the speedup needed.
Applying this result to the special case of K ×N switches
with unicasts and broadcasts only, we have obtained an upper
bound on speedup of min(2K−1
K
, 2N
N+1 ). For a 2×N switch,
the upper bound evaluates to 1.5. We showed earlier in this
section that the speedup is lower bounded by 1.25 for any
switch with 2 or more inputs and 3 or more outputs. We have
verified using a computer that the actual speedup needed is
1.25 for the case of 2 × 4, 2 × 5, 3 × 3 and 4 × 3 switches,
which meets the lower bound. This seems to indicate that the
enhanced conflict graph for the case of unicasts and broadcasts
has a structure that fixes the imperfection ratio at 1.25. We will
next present some results and conjectures on this structure.
Consider a 2 ×N switch. We use the same notation as in
Section V-D. Let I and O denote the set of inputs and outputs
respectively. Let G denote the enhanced conflict graph. Then,
the fractional stable set polytope QSTAB(G) is given by the
following inequalities:
For j ∈ [N ], u1j ≥ 0 (10)
For j ∈ [N ], b1j ≥ 0 (11)
For j ∈ [N ], u2j ≥ 0 (12)
For j ∈ [N ], b1j +
n∑
k=1
u1k ≤ 1 (13)
n∑
j=1
u2j ≤ 1 (14)
For j ∈ [N ], u1j + u2j + b1j ≤ 1 (15)
Every stable set of G satisfies the clique conditions and is
therefore a part of QSTAB(G). Now, QSTAB(G) is clearly
inside the unit hypercube [0, 1]3N . Therefore, since the stable
sets are 0-1 vectors, they cannot be expressed as a non-trivial
convex combination of two distinct points in QSTAB(G).
This means every stable set of G is an extreme point of
QSTAB(G). The following theorem specifies some other
extreme points.
Theorem 10: The vectors v(m,U, V ) of the following form
are extreme points of QSTAB(G):
u1m = |U |
−1
b1j = 1− |U |
−1 for all j ∈ V
u2j = |U |
−1 for all j ∈ U
where U runs over all subsets of O such that 2 ≤ |U | ≤
(n− 1), and for a given U , m runs over all outputs in O\U
and V runs over all subsets of O such that V ⊇ U . The rates
of all other subflows are zero. (See Figure 22).
The proof is given in the appendix. Note that although the
figure shows a case where m /∈ V , in general, m could be in
V .
Fig. 22. Extreme point of QSTAB(G)
Theorem 11: The fractional weighted chromatic number of
G with the weight vector set equal to the point v(m,U, V )
from Theorem 10 is upper bounded by 1+ |U |−1−|U |−2 and
hence is no larger than 1.25.
The proof is given in the appendix.
Conjecture 1: QSTAB(G) has no other extreme points
besides the stable sets and the ones given in Theorem 10.
If this conjecture is true, then Theorem 11 will imply that an
expansion factor of 1.25 will enable STAB(G) to cover every
vertex of QSTAB(G) for a 2 ×N switch with unicasts and
broadcasts only. Based on our simulations, we believe that this
approach will in fact extend to a K ×N switch with unicasts
and broadcasts. This leads to the following conjecture.
Conjecture 2: The minimum speedup required to achieve
100% throughput in a K × N switch with traffic patterns
consisting of unicasts and broadcasts only is exactly 1.25.
If true, this conjecture shows that the “worst” traffic pattern
induces an enhanced conflict graph that contains an odd hole
of size 5 (for example, Figure 15).
In summary, by allowing network coding in multicast
switches, we derive not only a graph-theoretic characterization
of the speedup needed for 100% throughput, but also a gain
in throughput and speedup. We have shown that network
coding, which is usually implemented using software, can
substitute speedup, which is often achieved by adding extra
switch fabrics.
VI. ALGORITHMS FOR OFFLINE AND ONLINE SCHEDULING
In this section, we propose offline and online scheduling
algorithms to achieve the rate region of network coding
multicast switches. We first start with the offline algorithm in
Section VI-A, then discuss the maximum weighted stable set
(MWSS) online algorithm in Section VI-B and its refinement
in Section VI-C. In Section VI-D, we study the effect of
network coding in an online setting via simulations.
A. Rate decomposition approach for offline scheduling
The proof of Theorem 6 gave an offline scheduling strategy
which used the fact that as long as the enhanced rate vector is
within the stable set polytope of the enhanced conflict graph, it
can be decomposed into a convex combination of valid switch
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configurations. Thus, prior knowledge of the average arrival
rates of the flows can be used to obtain a schedule. In this
subsection, we focus on this problem of rate decomposition
for offline computation of the schedule in a manner similar
to the Birkhoff-von Neumann switch for unicast [6]. The
following discussion gives a graph-theoretic interpretation of
this problem.
Recall that the fractional weighted coloring problem in-
volves decomposing a vector of weights on the vertices of
a graph into a linear combination of stable sets (see Section
II-D). We interpret the weights to correspond to the flow rates,
and the coefficients λi used in the linear combination to be
the fractions of time in the schedule. If the fractional weighted
chromatic number is less than 1, then the optimal solution
expresses the weight vector as a convex combination of stable
sets, which in turn leads to a switch schedule. This leads to
the following theorem.
Theorem 12: The problem of computing the offline switch
schedule for a multicast traffic pattern when fanout splitting
and intra-flow linear network coding are allowed, is equivalent
to the problem of fractional weighted coloring of the enhanced
conflict graph, with the enhanced rates used as vertex weights.
If the fractional weighted chromatic number c for a given
rate vector exceeds 1, then such a rate vector cannot be
achieved, since it is not within the stable set polytope.
However, if the rate vector is admissible, then it can be
achieved if we allow a speedup equal to c. This leads to an
interesting physical interpretation for the fractional weighted
chromatic number corresponding to a given admissible rate
vector, summarized in the following theorem.
Theorem 13: The minimum speedup needed to achieve an
admissible rate vector with fanout splitting and coding, is the
fractional weighted chromatic number of the enhanced conflict
graph, with the enhanced rate vector used as vertex weights.
Proof: Let c be the fractional weighted chromatic number
of a given rate vector. A speedup of s means that the switch
can go through s configurations per time-slot. Thus, from the
point of view of the input queues, their service rate is now s
times higher. Equivalently, if we redefine a slot to be the time
spent by the switch in each configuration, then the speedup
essentially scales down the arrival rate vector seen by the input
queues by a factor of s. This means, for a given rate vector,
the input queues can be stabilized with speedup s if the same
rate vector, when scaled down by a factor of s, is achievable
without any speedup. However, scaling down the rate vector
by s will also scale down the optimum value of the fractional
weighted coloring problem by the same factor, i.e., it will
now be c/s. Thus, if c ≤ s, then the new scaled rate vector
is achievable without speedup. Therefore, for the given traffic
pattern, the input queues can be stabilized with the speedup.
But this is only from the point of view of the input queues.
Note that with speedup, there are queues at the outputs of the
switch as well and achievability means stabilizing both the
input and output queues. Now, stability of the output queues
only requires that the net inflow into an output queue must
not exceed 1, which is part of the admissibility conditions.
Since the traffic pattern is given to be admissible, we get the
required result.
Algorithm: Max Weighted Stable Set (MWSS)
1. Using qiJj(t) as the weight for the vertex corresponding to the
subflow (i, J, j), compute the maximum weighted stable set in
the enhanced conflict graph. This specifies the set of subflows
that will be served in the current time-slot. If qiJj is 0 for any
chosen subflow, it is dropped from the set.
2. For every flow in the chosen set, compute a linear combination of
all packets received for that flow until time t, such that, the linear
combination is innovative for all the chosen outputs of that flow.
(It will be proved below that this is always possible.)
3. Transfer the computed linear combination to the outputs of the
subflows chosen in the stable set in step 1, and update qiJj(t)
accordingly. Go back to step 1.
This switch schedule and the network code which ensures
that every transmission conveys an innovative packet, together
give a complete specification of a frame-based scheme that
achieves the entire rate region, as shown in Section IV-B.
B. Maximum weighted stable set algorithm for online schedul-
ing
Suppose the rates of the various flows are unknown and
scheduling has to be done online using only the current
queue occupancy information. Analogous to the maximum
weighted matching algorithm for unicast [27], we show that for
multicast switches with fanout splitting and network coding,
a maximum weighted stable set (MWSS) algorithm on the
enhanced conflict graph achieves the same rate region as is
achievable with prior knowledge of rates. In this section, we
assume that the arrivals to each flow are i.i.d. and independent
across flows. In this section, we first examine the conditions
under which the virtual queues can be served in a stable
manner. In the next section, we will show that this stability
can also be extended to the physical queues.
Let qiJj(t) denote the occupancy of the virtual queue for
subflow (i, J, j) in time-slot t. Thus, qiJj(t) is a measure of
the backlog for subflow (i, J, j) in terms of the degrees of
freedom. The MWSS algorithm uses these virtual queue sizes
as weights to compute the maximum weighted stable set. We
now present the algorithm.
Lemma 8: Let V be a vector space with dimension n over
a field of size q, and let V1,V2, . . .Vk, be subspaces of V , of
dimensions n1, n2, . . . , nk respectively. Suppose that n > ni
for all i = 1, 2, . . . , k. Then, there exists a vector that is in V
but is not in any of the Vi’s, if q > k.
Proof: The total number of vectors in V is qn. The
number of vectors in Vi is qni . Hence, the number of vectors
in ∪ki=1Vi is at most
∑k
i=1 q
ni
. Now,∑k
i=1 q
ni ≤ kqnmax ≤ kqn−1 < qn
where, nmax is maxi ni, which is at most (n − 1). Thus, V
has more vectors than ∪ki=1Vi. This completes the proof.
Remark 1: For the above algorithm to work, we need to
show that in the second step, there is at least one linear
combination which is guaranteed to be innovative to all chosen
outputs. Now, qiJj gives the difference between the dimension
of the knowledge space of input i and that of the output j for
flow (i, J). Hence, if qiJj is positive for a set of outputs, then
we have the same situation as in Lemma 8. The k subspaces in
the lemma correspond to the knowledge spaces of the outputs,
while n is the dimension of the overall knowledge space of
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the input. Thus, the lemma guarantees that there exists a linear
combination of the packets of flow (i, J) that is innovative to
all those outputs, as long as the field size is larger than the
number of outputs involved. Such a combination is chosen in
step 2.
Note that while this argument shows the existence of such
a linear combination, it does not give an explicit way to find
one. However, since the scheduling and coding is done in a
centralized manner, the encoder knows the outputs’ knowledge
spaces completely. Hence, the algorithm proposed in [35] can
be used to compute the required linear combination.
Theorem 14: If the arrivals are i.i.d. and independent
across flows and the rate vector is inside R (the rate region in
Corollary 3), then the MWSS algorithm given above, stabilizes
the virtual queue size vector q in the mean.
Proof: The proof is essentially an application of the
results of [37] and [36] for the case of parallel queues.
Consider the virtual queues as a system of parallel queues.
It is clear that two virtual queues which conflict with each
other cannot be served at the same time. Lemma 8 and the
remark above imply that the converse is also true, i.e., any set
of non-empty virtual queues which have no conflicts can be
served simultaneously. The virtual queues corresponding to the
chosen stable set will all receive one unit of service, since the
reception of an innovative packet by the output will decrease
the difference in dimension of the knowledge space between
the input and output by 1. Using the terminology in [37], this
means that eligible activation vectors of the queues therefore
correspond to conflict-free sets of subflows, or in other words,
stable sets in the enhanced conflict graph.
The only difference between this situation and the one
assumed in [37] is that [37] assumes that arrivals to differ-
ent queues are independent of each other, whereas in our
case, arrivals to subflows of the same flow always occur
simultaneously. However, this lack of independence across
arrival processes does not affect the results of [37], essentially
because of the linearity of expectation of dependent random
variables. Stability in the mean still holds, as long as other
assumptions such as the ergodicity of the arrival processes and
the finiteness of their second moment hold. Thus, the MWSS
algorithm stabilizes the occupancy of the virtual queues (q),
as long as their arrival rates are inside the convex hull of the
eligible activation vectors, which is the stable set polytope of
the enhanced conflict graph. In other words, as long as the
arrival rate vector is within R, limt→∞E[qiJj(t)] < ∞ ∀
subflows (i, J, j).
C. Stabilizing the physical queues
In this section, we will connect the virtual queue size to
the physical queue size. The above theorem shows that the
MWSS algorithm stabilizes the backlog in number of degrees
of freedom. However, the algorithm does not specify any rule
for packets to depart from the physical buffer at the inputs.
We propose a departure rule based on the following obser-
vation. If a packet has been decoded by all the outputs in the
fanout of the packet’s flow, then involving such a packet in
the transmitted linear combination does not convey anything
new that could not have been conveyed without involving this
packet. This naturally implies the following departure rule –
a packet departs from the physical queue when it has been
decoded by all outputs in the fanout of the packet’s flow.
To understand the queue dynamics under this departure rule,
we need to specify the decoding mechanism. We assume a
centralized system where the output knows the coefficients
used by the input in the linear combinations. The output
can verify if a packet is innovative by checking whether its
coefficient vector is in the output’s knowledge space. Each
innovative packet counts as a new degree of freedom and
provides a new equation in the packets. With enough degrees
of freedom, the output simply needs to invert the matrix of
coefficients to obtain the original packets. Thus, if the backlog
becomes 0 (i.e., the virtual queue becomes empty), the number
of equations becomes equal to the number of unknowns and
the output can completely decode all the packets till that point.
Consider a slot in which all virtual queues of a flow become
empty simultaneously. At this point, the physical queue for that
flow will also be empty, because at this point, all outputs in
the flow’s fanout will have reached the state of having decoded
all packets.
Now, the fact that virtual queues are stable in the mean
implies that the underlying Markov chain is positive recurrent.
Thus, the chain will visit the state where all virtual queues are
empty, infinitely often with probability one. The connection
between the emptying of the virtual queues of a flow and the
physical queue of that flow implies that the physical queue
will also become empty infinitely often almost surely. This
conclusion is summarized by the following corollary.
Corollary 6: If the arrivals are i.i.d. and independent
across flows and the mean arrival rate vector is strictly inside
the rate region Γ, then the strategy of allowing a packet to
depart when it is decoded by all outputs in its fanout ensures
that the physical reaches a the empty state infinitely often, with
probability (w.p.) 1.
Remark 2: The strategy of dropping a packet when it has
been decoded by all outputs in its fanout, can be improved
using a streaming policy for buffer clearance, as proposed in
[35]. This work introduces the notion of a node “seeing” a
packet. Using that notion, packets of a flow that have been
seen by all outputs in the flow’s fanout can be dropped from
the queue. When combined with the coding module proposed
in [35], this will allow the physical buffer size to follow
the virtual queue sizes without compromising on throughput.
Thus, the stability results of the virtual queue readily carry
over to the physical queue as well. This approach allows to
prove stability of the physical queue in the mean, which is
stronger than the positive recurrence claimed in Corollary 6.
Remark 3: The results in [17] are related to our approach.
In that paper, the authors analyze the performance of a back-
pressure based policy for wired and wireless networks with
intra-flow coding, and show that it stabilizes the system
for all rate vectors within the capacity region. The network
constraints are captured in terms of capacities on each link,
which could be inter-dependent in the wireless setting. The
crossbar switch, studied in our paper, is similar to the wireless
setting in the sense that, an input may not send a different
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packet to different outputs simultaneously. Besides, there is a
special kind of inter-dependence among the links in that, of all
links going to the same output, at most one may be active at
a time. However, [17] gives an indirect characterization of the
rate region in terms of certain flow variables, unlike the more
explicit graph-theoretic characterization we have provided.
D. Simulations: Improvement in delay
In this section, we study how network coding, even if it
does not improve the rate, can decrease delay dramatically.
We study the effect of coding in an online setting, through
MATLAB simulations in a 2 × 4, 3× 3, and 4 × 3 switches.
The setup we use is similar to the MWSS algorithm, which
stabilizes the virtual queues as well as the physical queues
(Section VI-B and Section VI-C). We modify the MWSS
algorithm in two ways for the simulation.
First, we use a batching-version of the MWSS algorithm
– packets are grouped into batches according to their arrival
times. The batch length is denoted as ∆0 = ∆(1 + ǫ), and
all arrivals from time k∆0 to (k + 1)∆0 are said to belong
to batch k. The basic idea is to run MWSS on one batch for
∆ slots, then take a break to clear the backlog for that batch
during the following ǫ∆ slots, thereby allowing the outputs to
decode it completely. After that, the batch is flushed out of the
input buffers, and then, we begin afresh with the next batch.
These breaks will cause a loss in throughput, since the MWSS
algorithm is now running for only a fraction of the time.
However, with a large enough batch length, this throughput
loss can be made arbitrarily small.
Second, instead of the maximum weight stable set which is
known to be NP -hard [19], we use a simpler randomized
algorithm using an idea proposed in [36]. Reference [36]
proposes a scheduling approach that leads to policies with
maximum throughput and yet linear complexity per packet
transmission for a resource allocation problem for several com-
puter and communication network architecture. The proposed
policy is a randomized, iterative algorithm with a combination
with an incremental updating rule. Although there is no
guarantee that at any time the configuration used is optimal, the
policy approximates the optimal policy such that it provides
maximum throughput.
Our randomized algorithm approximates the MWSS algo-
rithm. In each slot, we randomly generate a constant number
of maximal stable sets. Given the current backlog, we compute
the weight of all the randomly generated maximal stable sets
as well as the stable set that was used in the previous slot.
Then, we select the maximum weight stable set and use it as
the configuration of the current slot.
We compare the performance with the case of fanout split-
ting without coding. For this case, we use a similar randomized
modification of the algorithm given in [26]. Instead of stable
sets, we use the modified departure vectors defined in [26].
In Figure 23, we study the performance of a 2 × 4 switch
with and without coding. For this simulation, the parameters
∆ and ǫ in the finite horizon MWSS algorithm were set to be
3000 and 0.005. The traffic pattern used here is identical to that
of in Figure 14 with N = 4. Arrivals are generated according
to an i.i.d. Bernoulli process independently for each flow.
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Fig. 23. Delay vs. load plots with and without coding in a 2× 4 switch
In Section V-E, we discussed that the traffic pattern in Figure
14 is achievable when network coding is allowed while it is
not if we only allow fanout-splitting, which is reflected in the
plot in Figure 23. At light loads, the algorithm using coding
incurs a larger delay due to coding and decoding costs. When
the traffic is light, inputs of the uncoded scheme just relay
the packets to the outputs; however, in the coded scheme,
outputs need to wait until they have received enough packets
to decode the entire batch. As a result, we see that there is
a consistent delay of approximately 1500 slots for the coded
scheme at light loads. It is important to note that the delay of
1500 slots is not an arbitrary delay, but a parameter we can
choose depending on our application. The delay is the average
slots each packet has to wait until it is decoded at the output –
and since our batch size ∆ is 3000, the average delay is 1500.
The interesting part of our result is when the load is heavier.
First we note that, for the uncoded scheme, the delay increases
dramatically at a lower value of load (α ≈ 0.8), as opposed to
the coded scheme (α ≈ 1). Thus, in terms of throughput, the
coded scheme is better. This empirically shows that network
coding increases the rate region. Here, we note the significance
of the two boundary values: α ≈ 0.8 and α ≈ 1. First, as
mentioned above, the traffic pattern in Figure 14 is achievable
with coding; thus, as we expect, coding does not incur heavy
delays until α ≈ 1. Second, Theorem 8 in Section V-E prove
that a speedup of at least (1.5− 1
N
) is needed to achieve 100%
throughput with fanout-splitting only. In this example, we have
N = 4; therefore, we need speedup of at least 1.5 − 14 =
5
4 ,
which is reciprocal of α ≈ 0.8.
In Figure 24 and Figure 25, we study the performance of
a 3 × 3 and a 4 × 3 switch with and without coding. For
this simulation, the parameters ∆ and ǫ in the finite horizon
MWSS algorithm were set to be 1000 and 0.005. In these two
simulations, we use a more general traffic pattern which is a
combination of the example pattern in Figure 4 weighted by
a factor of 23α, and a pattern with all uniform unicasts, each
having a rate of 0.01α, where α represents the load factor.
Therefore, the traffic pattern for Figure 24 consists of one
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Fig. 24. Delay vs. load plots with and without coding in a 3× 3 switch
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Fig. 25. Delay vs. load plots with and without coding in a 4× 3 switch
broadcast from input 1, with a rate of 49α. There are three
unicasts, one to each output, from inputs 1 and 3, each having
a rate of 0.01α. From input 2, there is a unicast of rate (29 +
0.01)α. The traffic pattern for Figure 25 is identical to that of
Figure 24 with additional three unicasts, one to each output,
from input 4 with a rate of 0.01α each.
Figure 24 and Figure 25 show the plot of delay vs. load for
the randomized algorithm with and without coding in a 3× 3
and a 4 × 3 switch. As mentioned above, at light loads, the
algorithm using coding incurs a larger delay of approximately
500 due to coding and decoding costs, which is consistent with
the parameters we have chosen (∆ = 1000).
Again, network coding shows its strength when the load is
heavier. In both simulations in Figure 24 and Figure 25, we see
an increase in throughput. The difference in α in which the
delay increases dramatically for coding and fanout-splitting
is approximately 0.2 for both simulations. This empirically
shows that network coding increases the rate region. Equiva-
lently, network coding leads to delay benefits at high loads.
We can consider the load beyond α = 1.4 in Figure 25 for
instance. Here, the traffic load is outside of the rate region
for with and without network coding. Therefore, we would
expect the delay for both coded and uncoded schemes to
surge up. The part that interests us is the significant difference
in delay between the two schemes. This shows that under
heavy traffic, network coding is robust and, although the traffic
pattern is beyond its rate region, it delivers the packets with
much smaller delay than the uncoded scheme even when we
take the coding and decoding cost into account.
VII. CONCLUSION
In this paper, we explore some issues regarding the benefit
of network coding in multicast switch in terms of throughput,
delay, and speedup. Although network coding includes coding
schemes with any arbitrary functions, we focus our attention to
linear network coding. This is because linear network coding
is sufficient to achieve capacity in a multicast switch, and
it gives us simplicity in code. We show that allowing linear
intra-flow network coding at the inputs leads to a larger rate
region in general. We demonstrate examples of traffic patterns
where coding eliminates the need for speedup to serve the
traffic in a stable manner. In addition, using linear network
coding allows us to use a graph-theoretic formulation called
the conflict graph from [33], which is an insightful formulation
that brings the problem to its combinatorial essence.
In summary, by allowing network coding in multicast
switches, we get not only a characterization of the speedup
needed for 100% throughput, but also a gain in throughput,
delay, and speedup. We have shown that network coding,
which is usually implemented using software, can substitute
speedup, which is often achieved by adding extra switch fab-
rics. This paper presents a graph-theoretic approach to quantify
the minimum speedup needed to achieve 100% throughput.
This new formulation helps us better understand the problem
and enables us to use combinatorial and graph-theoretic results
to measure the benefit of network coding in switches.
Possible future work could be to use this formulation to
come up with approximation schemes and heuristics that
simplify the online scheduling algorithm and make it practical.
Furthermore, studying the benefit of inter-flow coding, which
was mentioned briefly in Section II-C2, using a similar graph-
theoretic approach could lead to interesting results.
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APPENDIX
Proof of Theorem 8
Proof: We will need to show that these inequalities are
necessary and sufficient for a rate point in the rate region.
Necessity: Equation 5 is the non-negativity constraint;
Equation 6 and Equation 7 represent the admissibility condi-
tions for input 2 and each output i. Therefore, these equations
are necessary conditions for the achievable rate region. We
now need to show that Equation 8 is also necessary.
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Consider any point r inside the rate region. There is a frame-
based schedule with frame size F such that, if input 1 has r0F
packets for the broadcast flow and input 2 has riF packets for
the unicast flow to output i at the beginning of a frame, then
by the end of that frame, both inputs will be able to deliver
all these packets to the corresponding outputs. (Note: In this
proof, we assume without loss of generality that all rates are
rational numbers, and that F is a large enough integer such
that r0F , riF etc. are all integers.)
Let x be the number of slots in the schedule in which input
2 is not transmitting. Input 1 can deliver x packets of the
broadcast flow to all outputs in this time. In the remaining
(F − x) slots, input 1 requires at least two slots to deliver
one packet to all outputs, since in any slot, at least one of the
outputs is blocked by input 2. Hence, the number of packets
delivered in this time is at most (F−x)2 . Therefore, in order to
satisfy the requirement, we need:
x+
(F − x)
2
≥ r0F
As for input 2, it has (F − x) slots to process all the unicast
packets. Thus, to satisfy the unicasts, we need:
F − x ≥
(
N∑
i=1
ri
)
F
Eliminating x between the above two conditions and canceling
F throughout gives Equation 8.
Sufficiency: To show that Equations 5 through 8 are
sufficient, we will provide an explicit construction for a
frame-based schedule that achieves any rate point r inside
the given polytope. We will show that if we start with a
collection of riF packets for flow i, then all these packets
can be correctly delivered to their destined outputs within
F slots. For convenience, we denote S :=
∑N
i=1 ri. Define
α := min
(
r0
S
, 12
)
.
Partition the r0F packets of the broadcast flow into N + 1
groups in the following way. Place the first αr1F packets in
the group 1. Place the next αr2F packets in group 2, and
so on. After filling group N with αrNF packets, place the
remaining packets (if any) in group (N + 1). (Note: We can
choose a large enough F such that αriF is an integer for all
i.)
Fig. 26. The schedule for proof of Theorem 8
The schedule consists of N+2 phases, numbered 0 to N+1,
as shown in Figure 26. In phase 0, serve packets in group
N + 1 (if any) using a broadcast connection to all outputs.
This requires (r0 − αS)F slots.
In phase 1 which lasts for the next αr1F slots, serve α
fraction of the unicast from input 2 to output 1. Simultaneously
transmit all group 1 packets from input 1 to all outputs except
output 1. Similarly, in phase 2 (the next αr2F slots), serve
α fraction of the unicast to output 2 along with broadcasting
group 2 to other outputs, and so on. Phases 1 to N require
αSF slots to complete.
At the end of phase N , exactly α fraction of all unicasts
have been served. In addition, each output i has also received
the broadcast flow packets from all groups except group i. But
this means that each broadcast flow packet now needs to reach
only one output. Thus, we essentially have a unicast problem,
since no two outputs want the same packet. These “unicasts”
are served in phase N +1 along with the unicasts from input
2. We now need to bound the duration of this phase. From the
unicast switch literature, it is well known that the minimum
number of slots to serve out all the unicasts is equal to the
maximum load in terms of number of packets at any of the
input or output ports. This follows from a theorem of Birkhoff
[4], and is stated in Fact 1 of [3].
The load on input 1 is simply the sum of the sizes of the
first N groups, which is αSF . The load on input 2 from the
remainder of the unicasts is (1−α)SF packets. Since α ≤ 12 ,
input 2’s load dominates input 1’s load. Consider output i. The
load on this output from input 1 is the size of group i, which
is αriF . From input 2, it is (1− α)riF . Thus, the total load
on output i is riF . This means, the duration of phase N + 1
is max{(1− α)SF,maxi riF}.
Summing over all the phases, the total duration of the
schedule is: r0F +max{(1− α)SF,maxi riF}.
If r0
S
≤ 12 , this gives r0F + max{(S − r0)F,maxi riF}.
From Equations 6 and 7, this is at most F .
If r0
S
> 12 , the duration is r0F+max{
SF
2 ,maxi riF}. From
Equations 7 and 8, this is at most F .
Thus, we have presented a schedule which serves all the
packets within F slots.
Proof of Theorem 10
Proof: We make use of the following fact about polytopes
(see Theorem 5.7 in [31]). A vector z is an extreme point of
a polytope of the form P = {x ∈ Rn|Ax ≤ b} if and only if
the sub-matrix of A obtained by including only those rows of
A corresponding to constraints that are tight at z, has a rank
of n.
Now, QSTAB(G) ⊂ R3N . This means, for the vector in the
theorem statement, we need to find 3N linearly independent
constraints that are satisfied with equality, for every allowed
choice of U , V and m.
Choose U , V and m in any way subject to the restrictions
in the theorem statement. Consider the following constraints
of QSTAB(G): (10) for j 6= m, (11) for j /∈ V , (12) for
j /∈ U , (13) for j ∈ V , (15) for j ∈ U and (14). There are
3N constraints in this list. We set all of them to equality and
try to solve the resulting system of equations:
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TABLE III
THE DECOMPOSITION OF THE VECTOR IN THEOREM 10 INTO STABLE SETS
Stable set (Si) λi
1 For each j ∈ U : u1m, u2j |U |−2
2 For each j ∈ U : u2j with b1k for
all k ∈ V \{j}
|U |−1 − |U |−2
3 b1k for k ∈ V |U |−1 − |U |−2
For j 6= m, u1j = 0 (16)
For j /∈ V, b1j = 0 (17)
For j /∈ U, u2j = 0 (18)
For j ∈ V, b1j +
n∑
k=1
u1k = 1 (19)
n∑
j=1
u2j = 1 (20)
For j ∈ U, u1j + u2j + b1j = 1 (21)
Now, (19) implies that the b1j’s are all equal for j ∈ V .
Let the common value be b. Using (16), (17) and (18), and
the facts m /∈ U and U ⊆ V , the last three sets of equations
can be simplified to:
b+ u1m = 1 (22)∑
j∈U
u2j = 1 (23)
For j ∈ U, u2j + b = 1 (24)
Now, it is easily seen that this system of equations has a
unique solution, and this solution is precisely the rate point
v(m,U, V ) given in the theorem statement.
Thus, we have produced 3N constraints that are tight at the
given point. The fact that the solution is unique implies that
the 3N constraints considered are linearly independent. This
completes the proof.
Proof of Theorem 11
Proof: To prove this result, we express the weight
vector as a linear combination of stable sets {Si} of G:∑k
i=1 λiχ
Si = v(m,U, V ) such that
∑k
i=1 λi = 1+ |U |
−1 −
|U |−2 (χS denotes the incidence vector of the stable set S).
The stable set and the corresponding λ is shown in Table III.
An example of this collection of stable sets and the associated
weights is shown in Figure 27 in the form of a switch schedule.
The figure corresponds to the case where m = 1 and U = V =
{2, . . .N}.
It is easily seen that each set given in the table is indeed a
stable set. Moreover, the sum of the coefficients λi is indeed
1+ |U |−1− |U |−2. And finally, the linear combination of the
stable sets with the prescribed coefficients gives the rate vector
v(m,U, V ), thus completing the proof.
REFERENCES
[1] “Vinci - computing volumes of convex polytopes,”
http://www.lix.polytechnique.fr/Labo/Andreas.Enge/Vinci.html.
Fig. 27. The schedule corresponding to Table III
[2] R. Ahlswede, N. Cai, S.-Y. R. Li, and R. W. Yeung, “Network infor-
mation flow,” IEEE Transactions on Information Theory, vol. 46, pp.
1204–1216, 2000.
[3] M. Andrews, S. Khanna, and K. Kumaran, “Integrated scheduling of
unicast and multicast traffic in an input-queued switch,” in Proceedings
of IEEE INFOCOM, March 1999, pp. 1144–1151.
[4] G. Birkhoff, “Tres observaciones sobre el algebra lineal,” Univ. Nac.
Tucuma`n Revista A, vol. 5, p. 147.
[5] C. Caramanis, M. Rosenblum, M. X. Goemans, and V. Tarokh, “Schedul-
ing algorithms for providing flexible, rate-based, quality of service
guarantees for packet-switching in banyan networks,” in Proceedings
of the Conference on Information Sciences and Systems, 2004, pp. 160–
166.
[6] C.-S. Chang, D.-S. Lee, and Y.-S. Jou, “Load balanced birkhoff-
von neumann switches,” in Proceedings of IEEE Workshop on High
Performance Switching and Routing, 2001, pp. 276–280.
[7] V. Chva´tal, “On certain polytopes associated with graphs,” Journal of
Combinatorial Theory, vol. 18, pp. 138–154, 1975.
[8] R. Dougherty, C. Freiling, and K. Zeger, “Insufficiency of linear coding
in network information flow,” IEEE Transaction on Information Theory,
vol. 51, pp. 2745–2759, 2005.
[9] A. Eryilmaz and D. Lun, “Control for inter-session network coding,” in
Proceedings of NetCod, January 2007.
[10] L. Georgiadis, M. J. Neely, and L. Tassiulas, “Resource allocation and
cross-layer control in wireless networks,” Foundations and Trends in
Networking, vol. 1, no. 1, pp. 1–144, 2006.
[11] S. Gerke, “Weighted colouring and channel assignment,” Ph.D. disser-
tation, University of Oxford, March 2000.
[12] S. Gerke and C. McDiarmid, “Graph imperfection i,” Journal of Com-
binatorial Theory, Series B, vol. 83, pp. 58–78, 2001.
[13] ——, “Graph imperfection ii,” Journal of Combinatorial Theory, Series
B, vol. 83, pp. 79–101, 2001.
[14] J. Hayes, R. Breault, and M. Mehmet-Ali, “Performance analysis of
a multicast switch,” Communications, IEEE Transactions on, vol. 39,
no. 4, pp. 581–587, 1991.
[15] T. Ho, D. R. Karger, M. Me´dard, and R. Ko¨tter, “Network coding
from a network flow perspective,” in Proceedings of IEEE International
Symposium on Inform. Theory, 2003.
[16] T. Ho, M. Me´dard, R. Ko¨tter, M. Effros, J. Shi, and D. R. Karger,
“A random linear coding approach to mutlicast,” IEEE Transaction on
Information Theory, vol. 52, pp. 4413–4430, 2006.
[17] T. Ho and H. Viswanathan, “Dynamic algorithms for multicast with
intra-session network coding,” in 43rd Allerton Annual Conference on
Communication, Control and Computing, 2005.
[18] S. Jaggi, P. A. Chou, and K. Jain, “Low complexity algebraic multicast
network codes,” in Proceedings of IEEE International Symposium on
Inform. Theory, 2003.
[19] R. M. Karp, “Reducibility among combinatorial problems,” in Complex-
ity of Computer Computations, R. E. Miller and J. W. Thatcher, Eds.
Plenum Press, 1972, pp. 85–103.
[20] M. Kim, J. K. Sundararajan, and M. Me´dard, “Network coding for
speedup in switches,” in Proceedings of IEEE ISIT, 2007.
[21] A. M. C. A. Koster and A. K. Wagler, “Comparing imperfection
ratio and imperfection index for graph classes,” RAIRO –
Operations Research, 2008, to appear. [Online]. Available:
http://opus.kobv.de/zib/volltexte/2005/883/
[22] R. Ko¨tter and M. Me´dard, “An algebraic approach to network coding,”
IEEE/ACM Transaction on Networking, vol. 11, pp. 782–795, 2003.
[23] M. Kvasnica, P. Grieder, and M. Baotic, “Multi-parametric toolbox,”
http://control.ee.ethz.ch/mpt/, 2004.
26
[24] S.-Y. R. Li, R. W. Yeung, and N. Cai, “Linear network coding,” IEEE
Transaction on Information Theory, vol. 49, pp. 371–381, 2003.
[25] S. Lin and D. J. Costello, Error Control Coding: Fundamentals and
Applications. Prentice Hall, 1983.
[26] M. A. Marsan, A. Bianco, P. Giaccone, E. Leonardi, and F. Neri,
“Multicast traffic in input-queued switches: Optimal scheduling and
maximum throughput,” vol. 11, pp. 465–477, June 2003.
[27] N. McKeown, V. Anantharam, and J. Walrand, “Achieving 100%
throughput in an input-queued switch,” in Proceedings of IEEE INFO-
COM, 1996, pp. 296–302.
[28] M. Me´dard, M. Effros, T. Ho, and D. R. Karger, “On coding for
non-mutlicast networks,” in Proceedings of the 41st Annual Allerton
Conference on Communication Control and Computing, Monticello,
Illinois, October 2003.
[29] Y. Oie, M. Murata, K. Kubota, and H. Miyahara, “Effect of speedup
in nonblocking packet switch,” in Proceedings of IEEE International
Conference on Communications, vol. 1, 1989, pp. 410–414.
[30] A. Schrijver, Combinatorial Optimization: Polyhedra and Efficiency.
Springer Verlag, 2003.
[31] ——, Combinatorial Optimization: Polyhedra and Efficiency. Springer
Verlag, 2003.
[32] J. K. Sundararajan, S. Deb, and M. Me´dard, “Extending the birkhoff-von
neumann switching strategy for multicast – on the use of optical splitting
in switches,” IEEE Journal on Selected Areas in Communications -
Optical Communications and Networking Series, 2007.
[33] J. K. Sundararajan, M. Me´dard, R. Ko¨tter, and E. Erez, “A systematic
approach to network coding problems using conflict graphs,” in Proceed-
ings of the UCSD Workshop on Information Theory and its Applications,
San Diego, CA, February 2006.
[34] J. K. Sundararajan, M. Me´dard, R. Ko¨tter, and E. Erez, “A systematic
approach to network coding problems using conflict graphs,” in Proceed-
ings of the UCSD Workshop on Inform. Theory and its Applications, San
Diego, Feb. 2006.
[35] J. K. Sundararajan, D. Shah, and M. Me´dard, “ARQ for network coding,”
in Proceedings of IEEE ISIT, 2008.
[36] L. Tassiulas, “Linear complexity algorithms for maximum throughput
in radio networks and input queued switches,” in Proceedings of IEEE
INFOCOM, vol. 2, 1998, pp. 533–539.
[37] L. Tassiulas and A. Ephremides, “Stability properties of constrained
queueing systems and scheduling policies for maximum throughput in
multihop radio networks,” IEEE Transactions on Automatic Control,
vol. 37, no. 12, pp. 1936–1948, 1992.
[38] J. von Neumann, “A certain zero-sum two-person game equivalent to the
optimal assignment problem,” Contributions to the Theory of Games,
vol. 2, pp. 5–12, 1953.
