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Abstract
As is well known, the fundamental matrix (I − P + epi)−1 plays an important role
in the performance analysis of Markov systems, where P is the transition probability
matrix, e is the column vector of ones, and pi is the row vector of the steady state
distribution. It is used to compute the performance potential (relative value function)
of Markov decision processes under the average criterion, such as g = (I −P + epi)−1f
where g is the column vector of performance potentials and f is the column vector of
reward functions. However, we need to pre-compute pi before we can compute (I −
P + epi)−1. In this paper, we derive a generalization version of the fundamental matrix
as (I − P + er)−1, where r can be any given row vector satisfying re 6= 0. With this
generalized fundamental matrix, we can compute g = (I−P +er)−1f . The steady state
distribution is computed as pi = r(I−P+er)−1. The Q-factors at every state-action pair
can also be computed in a similar way. These formulas may give some insights on further
understanding how to efficiently compute or estimate the values of g, pi, and Q-factors
in Markov systems, which are fundamental quantities for the performance optimization
of Markov systems.
Keywords: Fundamental matrix, performance potential, steady state distribution, Q-factors,
stochastic matrix
∗L. Xia is with the Center for Intelligent and Networked Systems (CFINS), Department of Automation,
TNList, Tsinghua University, Beijing 100084, China (Email: xial@tsinghua.edu.cn)
†P. W. Glynn is with the Department of Management Science and Engineering, Stanford University, Stan-
ford, CA 94305, USA (Email: glynn@stanford.edu)
1
1 Introduction
Markov decision processes (MDPs) are widely adopted to model the dynamic decision problem
in stochastic systems [2, 14]. The fundamental matrix (I − P + epi)−1 plays a key role in
the performance optimization of MDPs. With the fundamental matrix, we can further study
the properties of Markov systems. For example, we can use it to compute the performance
potential (or called relative value function) of MDPs under the average criterion, i.e., g =
(I − P + epi)−1f .
The concept of the fundamental matrix was first proposed by J. G. Kemeny in his book
“Finite Markov Chains” coauthored with L. J. Snell in 1960 [11]. In this book, the fundamental
matrix is defined as Z∗ := (I − P + epi)−1. Many analysis, such as the mean passage time
and the variance of passage time, can be conducted by using this fundamental matrix. The
fundamental matrix also plays a key role in the performance sensitivity analysis of Markov
systems. The original work about the sensitivity analysis of the steady state distribution
and the fundamental matrix with respect to the stochastic matrix of Markov systems can be
referred backward to P. Schweitzer’s work in 1968 [15]. P. Schweitzer presented a perturbation
formalism that shows how the stationary distribution and the fundamental matrix of a Markov
chain containing a single irreducible set of states change as the transition probabilities vary.
The sensitivity information can be represented in a series of Rayleigh perturbation expansions
of the fundamental matrix and other parameters. This is the main target of the perturbation
analysis of Markov chains at the early stage.
E. Seneta and C. D. Meyer did a lot of work [12, 17] to study the relation between the
eigenvalues of stochastic matrix P and the condition number (max{|a#i,j|}) of group generalized
inverse (A# = (I−P +epi)−1−epi) of matrix A = I−P , where a#i,j is the element of matrix
A#. Some inequalities are derived to quantify the sensitivity of the steady state distribution
when P is perturbed to P ′. Therefore, the sensitivity of the steady state distribution can
be analyzed through studying the eigenvalues of stochastic matrix P . This is the main idea
of the perturbation analysis of Markov chains at that period. More than the sensitivity
analysis of the steady state distribution, X. R. Cao proposed the sensitivity-based optimization
theory that focuses on the sensitivity analysis of the system performance with respect to the
perturbed transition probabilities or policies [3, 4]. This approach works well for different
system settings, including the average or discounted criterion, the unichain or multichain,
Markov or semi-Markov systems.
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Performance potential g is a fundamental quantity in MDPs. We have to compute or
estimate its value before we conduct the policy iteration or sensitivity-based optimization.
For an MDP under the discounted criterion, we can directly compute it as g = (I − γP )−1f
since the matrix (I − γP ) is invertible [14], where γ is the discount factor and 0 < γ < 1. For
an MDP under the average criterion, the fundamental matrix is used to compute the value
of performance potentials and it has the form g = (I − P + epi)−1f . Since the fundamental
matrix can be decomposed as (I−P +epi)−1 =
∑∞
n=0(P
n−epi), we can rewrite the definition
of the performance potential as g =
∑
∞
n=0(P
nf − ηe), where η = pif is the long-run average
performance. That is, we can derive the following sample path version of the performance
potential as g(i) = E{
∑N
n=0(f(Xn) − ηˆ)|X0 = i}, where Xn is the system state at time n, ηˆ
is the estimated value of the long-run average performance, i ∈ S is a state of the state space
S, and N is a proper integer that is to control the estimation variance [4]. However, we see
that when we compute g = (I − P + epi)−1f , we have to pre-compute the value of pi first.
This issue was also pointed out by J. G. Kemeny when he studied the computation of the
fundamental matrix Z∗ = (I − P + epi)−1. He wrote “It also suffers from the difficulty that
one must compute α (solving n equations) before one can compute Z∗” [10], where α is the
steady state distribution pi in our paper.
In this paper, we study another form of the fundamental matrix as Zr := (I −P + er)
−1,
where r is any row vector satisfying re 6= 0. Using this generalized fundamental matrix, we can
compute the value of performance potentials as g = (I−P +er)−1f , where all the parameters
are known and no pre-computation is required. The traditional approach g = (I−P +epi)−1f
is a special case where we choose r = pi. We can also choose r as other vectors. This formula
can also be used to compute the value of pi as pi = r(I − P + er)−1, where the kernel
computation remains the same as the generalized fundamental matrix (I − P + er)−1.
There exist two works about the generalization of the fundamental matrix in the literature.
After proposing the concept of the fundamental matrix, J. G. Kemeny further studied a
generalized form [10]. A special case for ergodic Markov chains is that he defined Zβ :=
(I − P + eβ)−1, βe = 1, where β is a row vector. In Kemeny’s work, it is shown that the
above matrix can be used to compute the stationary distribution as pi = βZβ. Similar result
was later reported in J. J. Hunter’s book [7], which has the form pi = u(I−P+eu)−1, ue 6= 0,
where u is a row vector. After that, J. J. Hunter further gave a thorough study on varied forms
of general inverse of Markovian kernel (I−P ) in his recent works [8, 9]. One form of the general
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inverse is written as (I − P + tu)−1 with condition pit 6= 0 and ue 6= 0, where t is a column
vector. Obviously, (I−P+tu)−1 is more general than the above results. Although these works
have a similar result to ours, they focus on the computation of the steady state distribution or
the mean first passage time. There is no study on the computation of performance potentials
or relative value functions. Compared with the widely-adopted form g = (I − P + epi)−1f ,
our new formula g = (I − P + er)−1f does not require the pre-computation of pi. It may
shed some light on how to efficiently compute or estimate the value of g, which is an essential
procedure for the policy iteration in MDPs. Moreover, we also study the generalization of the
fundamental matrix not only for a discrete time Markov chain, but also for a continuous time
Markov process. We further extend the similar idea to the representation and computation of
Q-factors that are fundamental quantities for reinforcement learning and artificial intelligence
[18, 19].
2 Main Results
2.1 Generalized Fundamental Matrix
We focus on the discussion of a Markov chain with finite states. The state space is denoted
as S := {1, 2, · · · , S}. The transition probability matrix is denoted as P and its element is
P (i, j) indicating the probability of which the system transits from the current state i to the
next state j, where i, j ∈ S. The steady state distribution of this Markov chain is denoted as
an S-dimensional row vector pi and its element π(i) is the probability of the system staying
at state i, i ∈ S. Obviously, we have
Pe = e, piP = pi, pie = 1, (1)
where e is an S-dimensional column vector with all elements 1.
First, we give the following lemma about shifting the eigenvalues of a general matrix.
Lemma 1. Suppose that A is a square matrix for which λ is an eigenvalue having multiplicity
1, and the associated column eigenvector is v. Let λi be the other eigenvalues of A and φi
be the associated row eigenvectors. Then, for any row vector r, λ + rv is an eigenvalue of
A+ vr and the associated column eigenvector is v; other eigenvalues of A+ vr are given by
λi with the associated row eigenvectors φi.
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Proof. Since φi is a row eigenvector of A associated with eigenvalue λi, we have
φiAv = λiφiv. (2)
On the other hand, since v is a column eigenvector of A, we have
φiAv = λφiv. (3)
Since λ has multiplicity 1, λi is not equal to λ. Comparing the above two equations, we
directly have
φiv = 0. (4)
Below, we further study the eigenvalue of matrix A+ vr. Using (4), we have
φi(A+ vr) = φiA = λiφi. (5)
Therefore, λi continues to be an eigenvalue of A + vr and φi continues to be the associated
row eigenvector of A+ vr.
Moreover, we have
(A+ vr)v = Av + v(rv) = (λ+ rv)v, (6)
Therefore, λ+ rv is a new eigenvalue of A+ vr and v continues to be the associated column
eigenvector of A+ vr. The lemma is proved.
For the eigenvalues of the transition probability matrix of a Markov chain, we have the
following lemma.
Lemma 2. If P is the stochastic matrix of an irreducible and aperiodic Markov chain, its
spectral radius ρ(P ) = λ1 = 1 and |λi| < 1 for i 6= 1, where λi is the eigenvalues of P de-
scendingly sorted by their modulus. Moreover, λ1 = 1 is a simple eigenvalue and the associated
column eigenvector is x1 = e.
This lemma can be obtained directly from the Perron-Frobeniu theorem that was separately
proposed by Oskar Perron in 1907 [13] and Georg Frobenius in 1908 [6]. The original Perron-
Frobeniu theorem aims to study the eigenvalues and eigenvectors of nonnegative matrix. Since
the stochastic matrix is a special case of nonnegative matrix, we can obtain more specific
properties of stochastic matrix, such as the statement in the above lemma. The proof of this
lemma is ignored and interested readers can find it from reference books [1, 4].
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With the above lemmas, we derive the following theorem about the eigenvalues of matrix
I − P + er.
Theorem 1. Assume that P is the stochastic matrix of an irreducible and aperiodic Markov
chain. Denote λi as the eigenvalues of P in descending order of their modulus, φi and xi
are the associated row and column eigenvectors, respectively. Then, for any row vector r, the
matrix I−P +er has the following property: one eigenvalue is re and the associated column
eigenvector is e; other eigenvalues are 1−λi for i 6= 1, the associated row eigenvectors are φi,
and the associated column eigenvectors are xi +
rxi
λi−re
e if re 6= λi.
Proof. With Lemma 2, we see that λ1 = 1 and |λi| < 1 for i 6= 1. We denote A := I − P .
It is easy to verify that the eigenvalues of A are 1 − λi and the associated row eigenvectors
are the same as φi. That is, 0 is an eigenvalue of A with simplicity 1 and the associated
column eigenvector is e. Therefore, by applying Lemma 1, we see that re is an eigenvalue of
matrix I − P + er and the associated column vector is e; other eigenvalues are 1 − λi with
the associated row eigenvector φi for i 6= 1. The column eigenvectors of I − P + er can be
verified as follows.
(I −P + er)
(
xi +
rxi
λi − re
e
)
= (I −P )xi + (I − P )e
rxi
λi − re
+ erxi + ere
rxi
λi − re
= λixi + 0+ rxie+
re
λi − re
rxie
= λi
(
xi +
rxi
λi − re
e
)
. (7)
Therefore, the theorem is proved.
The eigenvalue of a matrix may be a complex number. With Lemma 2, we can see that
the eigenvalues of P have |λi| < 1 for i 6= 1 and they are located in the unit circle in the
complex plane, as illustrated by the left sub-figure of Fig 1. With Theorem 1, we can see that
the eigenvalues of I −P + er are 1− λi for i 6= 1 and they are also located in the unit circle
illustrated by the right sub-figure of Fig. 1.
Therefore, we can directly derive the following theorem.
Theorem 2. The matrix I − P + er is not singular if and only if re 6= 0, where P is the
stochastic matrix of an irreducible and aperiodic Markov chain.
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Figure 1: The distribution area of eigenvalues of matrix P and I −P + er, i.e., λi and 1− λi
for i 6= 1.
Proof. The proof of this theorem is very straightforward. Based on Theorem 1 and Lemma 2,
we see that the eigenvalues of I −P + er are either re or 1− λi for i 6= 1. Since re 6= 0 and
|λi| < 1 for i 6= 1, we can easily verify that 0 is not the eigenvalue of I − P + er. Therefore,
the matrix is invertible and the theorem is proved.
With Theorem 2, we see that I − P + er is invertible if re 6= 0. Therefore, we define a
generalized fundamental matrix as below.
Zr := (I −P + er)
−1, re 6= 0. (8)
Compared with the fundamental matrix Z∗ := (I − P + epi)−1 defined in the literature [11],
Z∗ can be viewed as a special case of Zr with r = pi.
The generalized fundamental matrix Zr is an important quantity of Markov chains and it
can be utilized to compute the performance potential and the steady state distribution, as we
will discuss in the following subsections.
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2.2 Computation of Performance Potential
As we know, the value function (or performance potential) is an very important quantity of
Markov decision processes. In a standard policy iteration procedure, we have to compute the
value function for the current policy, which is called the policy evaluation step [14]. In the
approximate dynamic programming, we study various approximation approaches to simplify
the computation of the value function to alleviate the curse of dimensionality [2]. Therefore,
the efficient computation of the value function is an very important topic in the field of MDPs.
Note that the computation of value functions under the discount criterion is easy, because the
associated Poisson equation has a unique solution. We focus on the value function under the
long-run average criterion of MDPs.
The performance potential is an alias of the value function and it has a special physical
meaning from the perspective of the perturbation analysis and the sensitivity-based optimiza-
tion [4]. In the following content, we will use the term of performance potential to study how
to compute or estimate it. We denote the performance potential as an S-dimensional column
vector g and its element g(i), i ∈ S, is defined as below.
g(i) := lim
T→∞
E
{
T−1∑
t=0
[f(Xt)− η]|X0 = i
}
, (9)
where Xt is the system state at time t, f(Xt) is the system reward at state Xt, and η is the
long-run average performance defined as below.
η := lim
T→∞
E
{
1
T
T−1∑
t=0
f(Xt)|X0 = i
}
= lim
T→∞
1
T
T−1∑
t=0
f(Xt), (10)
where the second equality holds when the Markov chain is a unichain.
Extending the right-hand side of (9) at time t = 0 and recursively substituting (9), we can
obtain
g(i) = f(i)− η +
∑
j∈S
p(i, j)g(j). (11)
Rewriting the above equation in a matrix form, we obtain the Poisson equation as below.
g = f − ηe+ Pg. (12)
The above equation can be rewritten as below.
(I −P )g = f − ηe. (13)
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However, as we know from Lemma 2, the matrix (I −P ) has an eigenvalue with value 0 and
it is not invertible. Noticing the fact that g + ce is still a solution to (12) for any constant c,
we can properly choose c to let pig = η. Therefore, we have
(I −P + epi)g = f . (14)
With Theorem 2, we see that matrix (I −P + epi) is invertible. The inverse matrix is called
the fundamental matrix defined in the literature [11] and it has
(I − P + epi)−1 =
∞∑
n=0
(P − epi)n = I +
∞∑
n=1
(P n − epi). (15)
Therefore, the solution to the Poisson equation (12) can be written as below.
g = (I −P + epi)−1f . (16)
The above formula widely exists in the literature [3, 4] and we can use it to numerically
compute the value of g for a specific MDP. Note that the value of g computed with (16)
satisfies the condition pig = η. However, pi is not a given parameter in the above equation.
We have to compute the value of pi before we can use (16) to compute g. This increases the
computation burden. Moreover, if we conduct online estimation, the estimation error of pi
may increase the estimation variance of g.
Fortunately, we have another way to numerically compute g without the extra computation
for pi. Since g + ce is still a solution to (12) for any constant c, for any S-dimensional row
vector r satisfying re 6= 0, we can choose a proper c to let rg = η. Therefore, we can rewrite
(12) as below.
(I − P + er)g = f . (17)
Since matrix (I − P + er) is always invertible as proved in Theorem 2, the above equation
can be further rewritten as
g = (I −P + er)−1f , (18)
where r is any S-dimensional row vector r satisfying re 6= 0. We can see that all the
parameters in (18) are given and we can directly compute g with (18) without any pre-
computation.
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Remark 1. Both (16) and (18) are solutions to the Poisson equation (12) and they have
difference only with a constant column vector ce. The value of g in (16) satisfies pig = η,
while the value of g in (18) satisfies rg = η.
Remark 2. (16) can be viewed as a special case of (18) if we choose r = pi. With (18), we
have more flexibility to choose different r’s, which may give some insights on the computation
or estimation of g.
2.3 Computation of Steady State Distribution
The fundamental matrix can also be used to compute the steady state distribution of Markov
chains. We also assume that the Markov chain is irreducible and aperiodic. We know that pi
can be determined by the following set of linear equations
piP = pi.
pie = 1.
(19)
We can rewrite the above equations according to the standard form of linear equations as
below.
(I − P T )piT = 0.
eTpiT = 1.
(20)
That is,



1 0 0 · · · 0
0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1


−


P1,1 P2,1 P3,1 · · · PS,1
P1,2 P2,2 P3,2 · · · PS,2
P1,3 P2,3 P3,3 · · · PS,3
...
...
...
. . .
...
P1,S P2,S P3,S · · · PS,S






π1
π2
π3
...
πS


=


0
0
0
...
0


. (21)
π1 + π2 + π3 + · · ·+ πS = 1. (22)
For any S-dimensional row vector r satisfying re 6= 0, we multiply r(i) on both sides of (22)
and summate this equation to the ith equation of (21), i = 1, 2, · · · , S. We can obtain
(I − P T + rTeT )piT = rT . (23)
With Theorem 2, we know that I−P T +rTeT is invertible and (I−P T +rTeT )−1 = ZT
r
.
Therefore, we have
piT = (I −P T + rTeT )−1rT , (24)
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or
pi = r(I − P + er)−1, re 6= 0. (25)
From the above equation, we can see that the computation of pi has the same key part as
the computation of g with (18), i.e., the computation of the generalized fundamental matrix
Zr = (I − P + er)
−1. Therefore, Zr plays a key role in the analysis of Markov chains.
2.4 Property Analysis and Estimation Algorithm
In this subsection, we discuss the properties of the generalized fundamental matrix Zr and
the effect on the computation of performance potentials. If the spectral radius of P − er is
smaller than 1, we can rewrite the generalized fundamental matrix as follows.
Zr =
∞∑
n=0
(P − er)n, ρ(P − er) < 1. (26)
According to Lemma 1, we see that the eigenvalues of P − er are λ1 − re and λi for i 6= 1,
where λi are the eigenvalues of P sorted in the descending order of their modulus. With
Lemma 2, we see that λ1 = 1 and |λi| < 1 for i 6= 1. Therefore, we have
ρ(P − er) < 1 ⇐⇒ 0 < re < 2. (27)
Furthermore, we can verify that (26) can be rewritten as below.
Zr =
∞∑
n=0
[
P n − er
n−1∑
j=0
(1− re)jP n−1−j
]
, 0 < re < 2. (28)
If we choose r such that re = 1, then we can further simplify the above equation as below.
Zr =
∞∑
n=0
[
P n − erP n−1
]
, re = 1, (29)
where we define erP n−1 = 0 when n = 0. If we choose r stochastic, then the (i, j)’th entry
of (I − P + er)−1 has the interpretation that it is a sum over n in which the n’th term (for
n ≥ 1) is P (Xn = j|X0 = i)−P (Xn−1 = j|X0 having initial distribution r). If we manipulate
the terms in the summation of (29), we can obtain
Zr =
∞∑
n=0
[P n − erP n] + lim
n→∞
erP n, re = 1. (30)
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Since the Markov chain is irreducible, aperiodic, and finite, the limiting probability exists and
it equals the steady state distribution. That is,
lim
n→∞
P n = epi. (31)
Therefore, the above equation (30) can be rewritten as below.
Zr =
∞∑
n=0
[P n − erP n] + epi, re = 1. (32)
Therefore, neglecting the steady distribution epi for simplicity, we can see that the n’th term
of the above summation is P (Xn = j|X0 = i) − P (Xn = j|X0 having initial distribution r).
This interpretation can help develop online estimation algorithms for quantities related to Zr
from a viewpoint of sample paths.
Substituting (32) into (18), we have
g = (I − P + er)−1f
=
∞∑
n=0
[P n − erP n]f + epif
=
∞∑
n=0
P nf − er
∞∑
n=0
P nf + ηe, (33)
where re = 1 and rg = η. Since g+ ce is still a performance potential for any constant c, we
can neglect the term ηe in the above equation and rewrite it as below.
g =
∞∑
n=0
P nf − er
∞∑
n=0
P nf , (34)
where re = 1 and rg = 0.
From the above equation, we can see that
∑∞
n=0P
nf equals the expectation of the accu-
mulated rewards along the sample path, i.e., E{
∑∞
t=0 f(Xt)}. We denote
g˜ =
∞∑
n=0
P nf = E
{
∞∑
t=0
f(Xt)
}
. (35)
or
g˜T = E
{
T∑
t=0
f(Xt)
}
, (36)
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for a large constant T . We can rewrite (34) as below.
g = g˜ − erg˜. (37)
When r is a probability distribution, the physical meaning of the above equation is that: we
sum all the rewards along the sample path, then we use a weighting vector r to obtain a
reference level rg˜, the gap between g˜ and the reference level rg˜ is exactly the performance
potential (this is also the reason that we call it relative value function).
The insight for the estimation algorithm is that we can just sum all the rewards along
the sample path, then we choose an arbitrary reference level determined by a combination of
elements of g˜, the gap between them is the estimate of performance potentials. This can help
to simplify the online estimation procedure. r = pi is one of the special cases. For example,
we can also set r = (1, 0, 0, · · · , 0), which lets g˜(1) as the reference level.
Instead of numerically computing g with (18), we can further develop an iterative algorithm
to estimate the value of g based on (18). With (18), we have
g = f − erg + Pg. (38)
Suppose gˆ is an unbiased estimate of g, i.e., E(gˆ) = g. We have
E(gˆ) = f − erE(gˆ) + PE(gˆ). (39)
Rewriting the above equation as a sample path version, we derive the following equation that
holds from the sense of statistics
E[gˆ(Xt)] = E[f(Xt)− rgˆ + gˆ(Xt+1)]
= E[f(Xt)]−
∑
i∈S
r(i)E[gˆ(i)] + E[gˆ(Xt+1)]. (40)
Based on the above equation, we develop a least-squares algorithm that can online estimate
g based on sample paths. Define a quantity zt as below, which can be viewed as the new
information learned from the current feedback of the system.
zt := f(Xt)−
∑
i∈S
r(i)gˆ(i) + gˆ(Xt+1)− gˆ(Xt). (41)
With a stochastic approximation framework, we have the following formula to update the
value of gˆ
gˆ(Xt)← gˆ(Xt) + αtzt, (42)
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Initialize gˆ(s) arbitrarily, e.g., set gˆ(s) = 0 for all s ∈ S.
Repeat (for each time step t):
observe the current state s, the current reward ft, and the next state s
′
calculate zt = ft −
∑
s∈S r(s)gˆ(s) + gˆ(s
′)− gˆ(s)
update gˆ(s)← gˆ(s) + αtzt
s← s′; t← t + 1
Until a stopping criterion is satisfied.
Figure 2: An online least-squares algorithm to estimate g based on (18).
where αt is a positive step-size that satisfies the convergence condition of Robbins-Monro
stochastic approximation, i.e.,
∞∑
t=0
αt =∞,
∞∑
t=0
α2t <∞. (43)
or αt satisfies an even looser condition as below [5].
∞∑
t=0
αt =∞, lim
t→∞
αt → 0. (44)
The name of least-squares of update formula (42) comes from the fact that we aim to
obtain the following estimate of g that can obtain the least squares of zt in statistics, i.e.,
g = argmin
gˆ
E{z2t } (45)
The idea of least-squares update formula (42) is similar to that of temporal-difference (TD)
algorithm in reinforcement learning [19]. Below, we give a procedure framework of the online
estimation algorithm as illustrated in Fig. 2. In Fig. 2, the algorithm stopping criterion can
be set as the norm of two successive estimates is smaller than a given small threshold ǫ, i.e.,
‖ g − g′ ‖< ǫ, or just simply stop the algorithm after reaching a large step number T , i.e.,
t > T .
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3 Extension to Other Cases
In the previous section, we discuss the generalized fundamental matrix for the discrete time
Markov chain. In this section, we extend the result to other cases, including the continuous
time Markov process and the Q-factors in reinforcement learning.
3.1 Continuous Time Markov Process
Consider a continuous time Markov process with transition rate matrixB. Assume the Markov
process is ergodic, we can similarly prove
Theorem 3. The eigenvalue of matrix B has the following property: λB1 = 0 is a simple
eigenvalue and the associated column eigenvector is xB1 = e; |λ
B
i + γ| < γ for i 6= 1, where γ
is any constant satisfying γ ≥ maxs |B(s, s)|.
Proof. By using the uniformization technique in MDPs, we can define a matrix P as below.
P := I +
B
γ
. (46)
Obviously, P is a stochastic matrix since it satisfies Pe = e and all of its elements are
nonnegative. The statistical behavior of the Markov chain with transition probability matrix
P is equivalent to that of the Markov process with transition rate matrix B [14]. We have
B = γ(P − I). (47)
Since the Markov process with B is ergodic, the equivalent Markov chain with P is also
ergodic. Therefore, P is an ergodic stochastic matrix. With Lemma 2, we know that the
eigenvalue of P has {
λPi = 1, i = 1;
|λPi | < 1, i 6= 1;
(48)
Therefore, with (47), we see that the eigenvalue of B is λBi = γ(λ
P
i − 1) and the column
eigenvector is xBi = x
P
i , ∀i. We have{
λBi = 0, x
B
i = e, i = 1;
|λBi + γ| < γ, x
B
i = x
P
i , i 6= 1;
(49)
The theorem is proved.
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With the above theorem, we know that the eigenvalue of B is either 0 or distributed inside
of the dotted circle in Fig. 3. When γ is smaller, we can obtain a tighter area describing the
distribution area of λBi . Obviously, the smallest value of γ is
γ = max
s∈S
|B(s, s)|.
Im 
Re 
0 
Distribution area (inside of dotted circle) of 
eigenvalues of matrix B,  λBi with i≠1 
-γ -2γ 
-γi 
γi 
Figure 3: The distribution area of eigenvalues of matrix B, i.e., λBi for i 6= 1.
Furthermore, we study the eigenvalue of matrix D := B+ er and we can similarly obtain
the following theorem.
Theorem 4. The eigenvalue of matrix D := B + er has the following property: λD1 = re
is a simple eigenvalue and the associated column eigenvector is xD1 = e; λ
D
i = λ
B
i and the
associated column eigenvector is xDi = x
B
i +
rx
B
i
λB
i
−re
e for i 6= 1 and λBi 6= re.
Proof. The proof of this theorem is similar to that of Theorem 1. We only need to verify
whether the eigenvalue and eigenvector satisfy the equation DxDi = λ
D
i x
D
i . Such verification
is easy and we ignore the details for simplicity.
Theorem 5. For any row vector r satisfying re 6= 0, the matrix D := B + er is invertible,
where B is the transition rate matrix of an ergodic Markov process.
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Proof. Based on Theorem 3 and Theorem 4, we can easily verify that the eigenvalues of D
satisfy: {
λDi = re, i = 1;
|λDi + γ| < γ, i 6= 1;
(50)
Therefore, 0 is not the eigenvalue of the matrix D and D is invertible.
With Theorem 5, we can also simplify the computation of the steady state distribution
and the performance potential (value function) of Markov processes.
First, we discuss how to compute the steady state distribution pi in Markov processes. It
is known that pi can be determined by the following equations
piB = 0
pie = 1
(51)
Multiplying r(i) on both sides of the second equation and adding it to the ith row of the first
equation, we can obtain the following equation after proper manipulations
pi(B + er) = r. (52)
With Theorem 5, for any S-dimensional row vector r satisfying re 6= 0, (B+er) is invertible
and we have
pi = r(B + er)−1, re 6= 0. (53)
Second, we discuss how to compute the performance potential of Markov processes. In a
continuous time Markov process, the performance potential g is defined as below.
g(i) = lim
T→∞
E
{∫ T
0
[f(Xt)− η]dt
∣∣∣X0 = i
}
. (54)
We also have the Poisson equation for the above definition
−Bg = f − ηe. (55)
In the literature, it is widely adopted that g can be numerically computed by the following
equation [3, 4]
g = −(B − epi)−1f . (56)
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The above equation includes the condition pig = η. Similar to the case of discrete time Markov
chain, we can also derive
(B + er)g = −f , (57)
where the condition rg = η is required. With Theorem 5, for any S-dimensional row vector r
satisfying re 6= 0, (B + er) is invertible and we have
g = −(B + er)−1f , re 6= 0. (58)
Therefore, we can directly compute the value of g using the above equation, without the
pre-computation of pi required by (56).
On the other hand, we can also develop an online least-squares algorithm to estimate g
based on sample paths, which is similar to the algorithm described in Fig. 2 for the case of
discrete time Markov chains. For simplicity, we ignore the details.
3.2 Poisson Equation for Q-factors
It is well known that we have Poisson equation for the performance potential or the value
function in MDPs. Similar to the performance potential quantifying the effect of the initial
state on the average performance, the Q-factor is an important quantity in reinforcement
learning and it quantifies the effect of the state-action pair on the system average performance.
Below, we give a Poisson equation for Q-factors in an MDP under the time average criterion.
Suppose the current policy is L. In this subsection, all the quantities of MDPs are assumed
for the policy L by default, unless we have specific other notations. The Q-factor of the Markov
system under this policy L is defined as below.
QL(s, a) := f(s, a)− ηL +
∑
s′∈S
p(s, a, s′)gL(s′), (59)
where p(s, a, s′) is the probability of which the system transits from the current state s to the
next state s′ if the action a is adopted.
For a randomized policy, L is a mapping L : S → Ω(A), where Ω(A) is the set of probability
measurements over the action space A. That is, L(s, a) is the probability of which action a is
adopted at state s, s ∈ S and a ∈ A. For the deterministic case, L is a mapping L : S → A,
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i.e., L(s) indicates the action adopted at state s. We can rewrite (59) in a recursive form as
below.
QL(s, a) = f(s, a)− ηL +
∑
s′∈S
p(s, a, s′)
∑
a′∈A
L(s′, a′)QL(s′, a′). (60)
The above equation is a fixed-point equation for Q-factors, which is similar to the Poisson
equation for the performance potential or the value function in the classical MDP theory.
By sorting the element QL(s, a) in a vector form, we define an SA-dimensional column
vector QL as below.
QL(s) :=


QL(s, a1)
QL(s, a2)
...
QL(s, aA)

 , ∀s ∈ S. Q
L :=


QL(1)
QL(2)
...
QL(S)

 . (61)
With the same order to sort the element s, a, s′, a′, we can rewrite (60) in a matrix form
as below.
QL = f − ηLe+ PLQL, (62)
where QL and r are column vectors with size SA, e is a column vector of ones with a proper
size (here the size is SA), P is a stochastic matrix with size SA× S
P :=
[
P ((s, a), s′)
]
SA×S
, P ((s, a), s′) = p(s, a, s′), ∀s, s′ ∈ S, a ∈ A, (63)
L is a stochastic matrix with size S × SA
L :=
[
L(s′, (s′, a′))
]
S×SA
, L(s′, (s′, a′)) = L(s′, a′), ∀s′ ∈ S, a′ ∈ A, (64)
where L(s, (s′, a′)) = 0 if s 6= s′. Therefore, most of the elements of L is 0 and L is a sparse
matrix like below
L =


L(1, :) 0 0 · · · 0
0 L(2, :) 0 · · · 0
...
...
...
. . .
...
0 0 0 · · · L(S, :)


S×SA
. (65)
If we write L as an S ×A matrix as below.
L :=


L(1, a1), L(1, a2), · · · , L(1, aA)
L(2, a1), L(2, a2), · · · , L(2, aA)
...
...
. . .
...
L(S, a1), L(S, a2), · · · , L(S, aA)


S×A
. (66)
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Then matrix L equals the block diagonal of Kronecker product (matrix form of tensor-product)
of vector eT and matrix L, where eT is an S-dimensional row vector of ones. That is, we have
L = diag(eT ⊗L) =


L(1, :), 0, · · · , 0
0, L(2, :), · · · , 0
...
...
. . .
...
0, 0, · · · , L(S, :)


S×SA
. (67)
It is easy to verify that
Le = e.
Pe = e.
(68)
Therefore,
PLe = e, (69)
and PL is still a stochastic matrix that can be denoted as matrix P˜ with size SA×SA. That
is,
P˜ := PL. (70)
Therefore, we obtain a linear form of (62) as below.
(I − P˜ )QL = f − ηLe. (71)
We can see that for any solution of QL satisfying (71), QL + ce is still a solution to (71),
where c is any constant. Therefore, we can let QL satisfy
rQL = η, (72)
where r is any SA-dimensional row vector satisfying re 6= 0. Substituting the above equation
into (71), we obtain
(I − P˜ + er)QL = f . (73)
Since P˜ is a stochastic matrix, with Theorem 2, we know that (I − P˜ + er) is invertible.
Therefore, we have the following solution of Q-factors
QL = (I − P˜ + er)−1f , re 6= 0. (74)
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Therefore, we obtain the Poisson equation (71) for Q-factors, which is a fixed point equa-
tion to solve Q-factors. The closed-form solution of Q-factors is also obtained in (74). Based on
these equations, we may also develop numerical computation algorithms or online estimation
algorithms for Q-factors, similar to the discussion and algorithms in Subsection 2.4. Recently,
the deep reinforcement learning, such as the AlphaGo of Google, is becoming a promising
direction of artificial intelligence [18] and the Q-factors are fundamental quantities in rein-
forcement learning [19], how to efficiently compute, estimate or even represent the Q-factors
is an interesting topic that deserves further research efforts.
4 Conclusion
In this paper, we study a generalized fundamental matrix in Markov systems. Different from
the fundamental matrix in the classical MDP theory, the generalized fundamental matrix
does not require the pre-computation of pi and it can provide a more concise form for the
computation of some fundamental quantities in Markov systems. Based on the generalized
fundamental matrix, we give a closed-form solution to the Poisson equation and represent the
values of performance potentials, steady state distribution, and Q-factors of Markov systems.
The new representation of these solutions may shed some light on efficiently computing or
estimating these fundamental quantities from a new perspective, which is very important for
the performance optimization of Markov decision processes.
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