Information about real-world networks is often characterized by incompleteness and noise, which are consequences of the lack of complete data as well as artifacts in the acquisition process. Because the characterization, analysis and modeling of complex systems underlain by complex networks are critically affected by the quality of the respective structures, it becomes imperative not only to improve the quality of data, but also to devise methodologies for identifying and quantifying the effect of such sampling problems on the characterization of complex networks. In this article we report such a study, involving 10 different measurements, 4 complex networks models and 5 real world networks. We evaluate the sensitiveness of the measurements to perturbations in the topology of the network. Three particularly important types of progressive perturbations to the network are considered: edge suppression, addition and rewiring. The obtained results allowed conclusions with important practical consequences including the identification that edge removal is less critical than rewiring, followed by edge addition. The measurements allowing a better balance of stability (smaller sensitivity to perturbations) and discriminability (possibility of identification of different network topologies) were also identified.
I. INTRODUCTION
Complex networks theory has been largely applied to model natural and artificial systems, such as the Internet, the World Wide Web, protein interactions, airlines, roads, food webs and society [1, 2] . Its success is mainly a consequence of two recent developments: increase of computational power and availability of several databases. In the former case, computers allowed processing of networks with thousand or even million of vertices. In the latter, many maps of interactions, raging from biology to social science, have become available since the 90's. However, most of these maps are not complete and methods should be developed to treat these databases [3] .
Sampling is a fundamental issue in complex network research, because incomplete data can yield biased outcomes. Indeed, the connection structures of many studied real-world networks may differ substantially from the original complex systems from which they were derived. This effect results in biased models, inaccurate characterization, classification and modeling of complex systems. Besides, since many dynamical processes, such as resilience to random and target attacks [4] , spreading process [5] , synchronization [1] , random walk [6] and flow [7] are highly related to the structure of the network, accurate samplings become particularly critical. A way to study sampling effects is to perform perturbations on the networks through alterations of their topology and analyze their consequences.
A variety of sampling methods can be considered to map the interactions in a system into a network. The sampling issue has been recently considered in the analysis of different cross-section approaches to construct biological, information, technological and social networks. For instance, the available protein-protein interactions cover only a fraction of the complete interactome map. As a matter of fact, the high-throughput "yeast twohybrid" assay provides high number of false positives, i.e. interactions identified in the experiment but that never take place in the cell [8, 9] . Sprinzak et at. [10] suggested that the reliability of the high-throughput Y2H is about 50%. Generally, it is assumed that the incomplete maps can be extrapolated to the complete interactome, so that limited sampling would not affect the topological structure of the network [11] . This assumption is based on the scale-free structure of protein interaction networks. However, the subnetworks obtained by sampling of scale-free networks are not guaranteed to be scale-free [3] . In addition, limited sampling can result in scale-free structures irrespective of the original network topology [12, 13] . In order to overcome these limitations, efforts have been developed to obtain more accurate databases of protein interactions [14] .
In case of the World Wide Web, the network structures depend on the web crawler applied for sampling and the chosen domain [15] . Different sampling strategies can induce bias and influence in many ways the resulting recovered structure [16] . Some crawlers tends to overestimate the average number of connections of pages. A possible solution for this limitation is to start from as large a set of pages as possible [16] .
Accurate topologies of the Internet are fundamental for routing strategies and to forecast its growth. Internet sampling is generally based on tracerouters -packets are sent through the network in order to obtain the IP address of the routers in the path. However, it is often assumed that these packets follow the shortest paths in the network [17] , implying a large set of connections to be missed because of the possible presence of redundant links among routers. Moreover, in the traceroute strategy edges close to the root are more visible, i.e. the probability to obtain a edge far from the root decreases with the hierarchical level [18] . It has also been observed that the traceroute sampling of random networks leads to networks with power-law degree distribution [18] .
Social networks are also incomplete. Generally, these networks are restricted to a special class of human activity (e.g. music, sports, casting and collaborations in science) or are constructed by considering human relations (e.g. friendship and businesses). The way in which these networks are obtained can often result in biased data, such as the boundary specification problem, inaccuracy in questionnaire application and inaccessibility of subjects [19] . Moreover, depending of the considered type of personal relationship, it becomes particularly hard to define the links. Indeed, it may be difficult to estimate the effects of missing data in social networks.
In the light of the above discussion, it becomes clear that the sampling bias might induce properties not representative of the actual complex networks. In this way, it is imperative to develop accurate sampling methods in order to pave the way to sound understating of many complex systems. Some strategies have been developed to overcome the incomplete sampling problem, such as to develop remedial techniques in order to minimize the effect of missing data [15] . One of these strategies consists in identifying the influence of bias on complex networks measurements, as we propose in the current article. Measurements that are too sensitive to perturbations in the network may not be adequate to characterize incomplete or noisy networks. Moreover, measurements that do not reflect differences in network structures are of reduced value because of the implied lack of discriminability [20] .
In this paper, we analyze the most traditional measurements used for networks characterization by considering three important classes of perturbations: (i) edge removal, (ii) edge inclusion, and (iii) edge rewiring. By inspecting the behavior of the measurements under these perturbations, we identify the candidate measurements most suitable for analysis and characterization of networks constructed with incomplete data or in the presence of noise. These measurements correspond to those which are not too sensitive to the perturbations while providing high differentiation among different network structures, i.e. different measurements are obtained for different topologies. We considered 10 different measurements, 4 complex networks models and 5 real world networks.
The article starts by presenting the basic concepts and methodology and proceeds by presenting the investigation of the effect of the 3 types of perturbations over theoretical and real-world networks.
II. BASIC CONCEPTS AND METHODOLOGY
An undirected complex network (or graph) G is defined as G = (V, E), where V is the set of N nodes and E is the set of M undirected edges of the type {i, j}, indicating that the nodes i and j are connected. An undirected complex network can be represented in terms of its adjacency matrix A, whose elements a ij and a ji are equal to one whenever there is a connection between the vertices i and j; and equal to 0 otherwise. Since most-real world networks are composed by thousand or even million of vertices, the analysis of their structure cannot be performed by visual inspection. In this way, a set of measurements are considered in order to describe the network topologies. These measurements can reflect different features on the network, such as connectivity, assortativity, centrality and hierarchies. In this work, we considered the following set of measurements in order to characterize the network structures [20] .
• Average degree: the degree of a node i is given by its number of connections. The resulting global measurement that quantify the density of connection in the network is given by the respective average.
• Average degree of nearest neighbors: The average neighbor connectivity k nn measures the average degree of the neighbors of the the vertices in the network.
• R square: A metric generally considered to characterize the network structure is the degree distribution. Depending of the uniformity or inhomogeneity of connections in a network, it can present a Poisson like degree distribution or a power law, respectively. In the latter case, the distribution is characterized by a straight line in the log-log scale plot. Thus, quantifying how much a given distribution is close to a power law is a way to classify different network structures. A possible measurement to this goal is the R square, which is equal to the square of the Pearson correlation coefficient of the distribution in the log-log plot. For scalefree networks, this value should close to 1, and for random networks, smaller than 0.6 [12] .
• Assortativity: The assortativity coefficient, represented by r, is the Pearson correlation coefficient between the degree of pairs of connected nodes [21] . It quantifies the connection between nodes of similar degree, indicated by positive values of this coefficient, while negative values indicate relationships between nodes of different degrees (highly connected nodes tend to be connected with few connected ones).
• Average clustering coefficient : The clustering coefficient of a node i cc i is defined by the proportion of links between the vertices within its neighborhood, l i , divided by the number of links that could possibly exist between them (k i (k i − 1)/2). The average clustering coefficient cc is computed by taking the average of the clustering coefficient over the whole network.
• • Average shortest path length: The average shortest path length is calculated by taking into account the shortest distance between each pair of vertices in the network. Disconnected nodes are not taken into account for the calculation
• Average betweenness centrality: The betweenness centrality of a vertex i quantifies the fraction of shortest paths between each pair of nodes in the network that pass through this vertex. The average betweenness centrality B is computed considering the whole set of vertices in the network [20] .
• Central point dominance: The central point dominance is defined in terms of the betweenness as
, where B max represents the maximum betweenness found in the network [20] .
A. Perturbation methods
Three basic and important edge perturbation types that can be applied to a networks include:
• Edge removal: Edges are selected at random and removed from the network.
• Edge addition: Two vertices are selected at random and, if they are not connected, a connection is established.
• Edge rewiring: Two pairs of connected vertices are chosen and their connections are interchanged.
We considered perturbations ranging from 0 to 10% of the edges in the network. Perturbations involving vertices could also be considered. However, the addition of vertices should depend on the model considered to generate the network. In order to make our analysis simpler and more robust, we considered only edge perturbations. The behavior of the measurements were studied with respect to this type of perturbation.
B. Principal component analysis
Principal component analysis (PCA) is a multivariate statistical approach used for dimensionality reduction. PCA allows to optimally reduce the dimensionality M os such measurements by removing the correlations between them [20, 23, 24] . Let each perturbed network be represented by a sequence of measurements f v = (m 1 , m 2 , . . . , m M ) and the complete sequence of measurements be represented by the vector − → f . In order to perform the PCA, it is necessary to compute the covariance between each pair of measurements i and j, (1) where μ i is the average of f v (i) over the set of N networks, μ i = 
The new coordinate system is organized such that the greatest variance by any projection of the data appears along the first coordinate (called the first principal component), the second greatest variance on the second coordinate, and so on. The transformed vector of the whole set of perturbed networks is given by:
The obtained new set of variables are linear combinations of the original set of measurements. We considered the PCA approach to determine the separation between different networks considering each measurement. The most suitable measurement for network study are those that provide good discrimination between networks with different topologies.
C. Analyzed Networks
In order to study the effects of perturbations on networks, we considered structures generated by four network models and five real-world networks. The consideration of models is fundamental for investigating the outcomes of perturbations in networks with different number of edges and vertices. Also, since the four considered models have distinct structure, it is possible to analyze the discrimination in networks classification by network measurements.
Theoretical models
Complex networks models have been developed to reproduce the topology and growth of many complex systems. In this work, we considered the following network models [1] .
• Erdős-Rényi random graph (ER): This model gen-
erates networks with random distribution of connections. The network is constructed connecting each pair of vertices in the network with a fixed probability p [25] . This model generates a Poisson like degree distribution [20] .
•
Small-world model of Watts and Strogatz (WS):
To construct this type of small-word network, one starts with a regular lattice of N vertices in which each vertex is connected to κ nearest neighbors in each direction. Each edge is then randomly rewired with probability q [26] . In this work, we considered q = 0.3.
Barabási-Albert scale-free model (BA):
This model generates networks with power law degree distribution. The network is generated by starting with a set of m 0 vertices and, at each time step, the network grows with the addition of a new vertices with m links. The vertices which receive the new edges are chosen following a linear preferential attachment rule, i.e. the probability of the new vertex i to connect with an existing vertex j is proportional to the degree of j,
• Waxman geographical model (WG): Geographical networks can be constructed by distributing N vertices at random in a 2D space and connecting them according to the distance [28] . This model is created by randomly distributing N vertices in a square of length L = √ N and connecting them with probability p = e −λd , where d is their geographic distance, and λ is a constant adjusted to achieve the desirable average degree.
Real-world networks
In order to analyze the effect of perturbations in realworld networks, we considered networks of three different classes, namely social, technological and biological.
• Email network were obtained by analyzing e-mail interchanges between members of the University Rovira i Virgili (Tarragona) [29] . This is a type of social network, as it represents relationships among people.
• The US airlines transportation network is formed by US airports in 1997 connected by flights [30] .
• The Western States Power Grid represents the topology of the electrical distribution grid [26] . Vertices represent generators, transformers and substations, and edges the high-voltage transmission lines that connect them.
• Neural network of the worm Caenorhabditis elegans, composed by neurons connected according to synapses [26] .
• Protein-protein interaction network of the yeast Saccharomyces cerevisiae is formed by proteins connected according to identified directed physical interactions [10] .
Most of these networks are affected by sampling problems. The air transportation and power grid networks are relatively complete. The e-mail and neural networks can be quite complete depending on the methodology and accuracy adopted to obtain the database. On the other hand, protein interaction networks are far from complete [12] .
III. RESULTS AND DISCUSSIONS
The analyzed theoretic models had the following parameters: N = 2000 vertices; average degree 6; in case of WS model, the probability q of reconnection was 0.3; and λ was 1.0 for WG model. More details about their properties as well the properties of the real networks are given in Table I . The directed networks where transformed into undirected ones by applying the symmetry operation [20] , that is, considering two vertices as connected if there is at least one connection between them (disregarding direction).
The perturbations were performed from 0.2% up to 10% of the total number of edges of each network in steps of 0.2%. Also, for each network and for each type of perturbation, an ensemble of 50 networks was obtained. The trajectories defined by the evolution of perturbations can be seen in Figures 1 and 2 . For each measurement, a set of nine plots was obtained, where the first row of plots corresponds to the values (average of the 50 networks generated) of the respective measurements in each step of perturbation; the second row is the corresponding variation of the first row in relation to the original value (without perturbation); and the third is the PCA projections (how they were obtained will be explained below). The columns of each measurement correspond, respectively, to the types of perturbations: edge addition, rewiring, and removal.
In order to obtain the PCA projections for each measurement and for each type of perturbation, we considered each step of perturbation as one variable in the feature vector and all perturbed networks as the samples. As the networks were perturbed from 0.2% up to 10% in steps of 0.2%, we obtained 50 variables in the feature vector, 200 samples for the theoretic models (50 for each of the four models) and 250 for the real-world networks (50 for each of the five real networks). The PCA plots, then, indicate the projections which correspond to the maximum variation in the first two eigenvalues. As can be seen in Figures 1 and 2 , only the first projection is enough to separate the network classes for several cases. The variations of the measurements presented in Figures 1 and 2 are summarized in Tables II and III, which show, for theoretical models and real networks, respectively, the average and standard deviation of the percentage of variations of each measurement for a perturbation of 10% of the total number of edges. The main results obtained in Figures 1 and 2 and in Tables II and III are identified as follows:
• The relative variation of all measurements is generally greater than the percentage of perturbed edge for all types of perturbations and for all networks. This result implies that most of the measurements are sensitive to small perturbations.
• The random edge removal causes smaller variations in the measurements than the other two types of perturbations. From this result, we can conclude that it is better not to include edges which we are uncertain, as the inclusion of an unexistent edge implies larger deviations of the measurements than the removal of an existing one.
• Networks with geographic structure, e.g. WG model and power grid, present great variations in measurements related to shortest path in the edge addition and rewiring perturbations (see Figures 1  and 2 ). This result can be explained by the fact that adding or rewiring edges can connect vertices which are far away, reducing the average shortest path length, that is, it is an effect of the randomness of the rewiring, as opposed to the geographic nature of the existing edges.
The main motivation for studying perturbations in networks is to find measurements allowing an acceptable compromise between stability and discriminability. Therefore the measurements which satisfy these requirements are those with small variations (see Tables II  and III) and good separability of respective PCA projections (see Figures 1 and 2 ). According to these criterions, the best measurements are, in sequence from best to worst: average hierarchical divergence ratio of level 2, average shortest path length, average betweenness, average hierarchical clustering coefficient of level 2, and average clustering coefficient. The other measurements have poor separability. Interestingly, the hierarchical measurements for level 2 tended to present better performance in presence of the perturbations than the more traditional measurements considering only the immediate neighborhood of each node. This property is possibly related to fact that the hierarchical measurements take into account a larger portion of the original network, therefore providing a more stable and informative quantification of the local topology.
IV. CONCLUSIONS
Much of the success of complex network research relies on accurate modeling of complex phenomena. To reach this goal, the main efforts should be concentrated in developing methods able to obtain accurate databases and measurements that can characterize networks structures with accuracy. Thus, the development of accurate sampling techniques and analysis of the behavior of measurements with respect to incomplete networks or networks with biased connections are fundamental for complex networks research. In this paper, we reported an analysis of network measurements of progressively perturbed networks. The perturbations were performed at the edges level, considering random removal, addition and rewiring. Our results suggest that the considered complex networks measurements are less sensitive to edges removal, with greater sensibility to rewiring and addition of edges. This result is interesting because when a network is sampled, if there is no certainty of a connection, it is better not include it.
The measurements most suitable to analyze perturbed network were identified as: (i) the average hierarchical divergence ratio of level 2, (ii) the average shortest path length, (iii) the average betweenness, (iv) the average hierarchical clustering coefficient of level 2, and (v) the average clustering coefficient. The other measurements have poor discrimination between networks with different structures. In particular, networks with geographical structure are very sensitive to perturbations. Unfortunately, many real networks such as the Internet, power grid distribution, air connections, road connections, street networks, subway networks and even proteins interactions (e.g. [20, 31] ) present some level of geographical organization. We suggest as future works the consideration of other complex network measurements as well as other types of perturbations, such are node removal or perturbation with preferential rules. The consideration of multivariate statistical methods (e.g. Manova [32] ) and data mining techniques can also help complementing the respective analysis.
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FIG. 1:
Measurements for the theoretical models: ♦ -ER, -WS, -BA, and -WG. For each measurement, the first column corresponds to randomly adding edges; the second column, to randomly rewiring edges; and the third, to randomly removing edges; the first row corresponds to the real values; the second row, to the normalized values (each real value is divided by the not-perturbed corresponding value); and the third row is the projections of the PCA (refer to text for explanation). For the first and second rows, the x-axis is the percentage of added, removed, or rewired edges.
FIG. 2:
Measurements for the real networks ♦ -email, -US airports, -power grid, -neural network, -protein interaction. For each measurement, the first column corresponds to randomly adding edges; the second column, to randomly rewiring edges; and the third, to randomly removing edges; the first row corresponds to the real values; the second row, to the normalized values (each real value is divided by the not-perturbed corresponding value); and the third row is the projections of the PCA (refer to text for explanation). For the first and second rows, the x-axis is the percentage of added, removed, or rewired edges.
