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Resume { Dans cet article, nous etudions l'inuence des statistiques d'ordre superieur a deux de l'entree, sur les performances
des ltres adaptatifs, en terme de capacite de poursuite de non stationnarites. Nous proposons une demarche pour la conception
de nouveaux algorithmes robustes, et nous presentons un premier resultat : le robuste LMS
Abstract { In this paper, we analyse the inuence of input statistics on the tracking performances of adaptive lters. New
proposed approach is presented, in order to design robust algorithms. As a rst result, we present a new algorithm \R-LMS"
wich has better robustness regarding to the input statistics
1 Introduction
L'optimisation des systemes de transmission dans le con-
texte reel doublement non stationnaire de l'entree et du
canal, necessite, en particulier, que le comportement du
ltre adaptatif change peu en fonction de la nature du
signal d'entree. Pour un algorithme donne, on exige donc
une maitrise de mesure des performances optimales de
l'algorithme, a savoir vitesse de convergence optimale, ca-
pacite de poursuite optimale, pas d'adaptation optimal...
Or, une telle exigence, ne peut pas e^tre satisfaite en
adoptant les approches classiques. En eet ces approches
ne sont valables que pour les faibles pas d'adaptation et
ne considerent que les statistiques d'ordre 2 de l'entree.
Le but de cette etude est de mettre l'accent sur la sensi-
bilite des performances de l'algorithme LMS face aux vari-
ations des statistiques d'ordre superieur a deux de l'entree
et ce, dans un contexte non stationnaire du canal. Nous
proposons ensuite une demarche de conception de nou-
veaux algorithmes, basee sur une approche analytique de
normalisation du LMS. On illustrera cette demarche par
la conception d'un nouveau algorithme : R-LMS.
2 Inuence des statistiques de
l'entree sur la capacite de pour-
suite
Considerons le probleme general d'identication d'un canal
non-stationnaire par un ltre adaptatif, pilote par le LMS.
Les non-stationnarites aleatoires traitees ici, sont modelisees
par un modele markovien d'ordre 1 :
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etant le bruit qui caracterise la non-stationnarite du
canal.
La mise a jour des parametres du ltre adaptatif est de la
forme suivante:
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est le vecteur observation
de l'entree, L est la longueur du ltre F
k
, n
k
est le bruit
d'observation et  est un pas d'adaptation positif.
La mesure des performances d'un ltre adaptatif en
terme de capacite de poursuite, est faite a partir de l'Erreur
Quadratique Moyenne Residuelle, denie par :
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En adoptant les approches classiques, telles que lamethode
de l'ODE ou bien en optant pour le calcul direct utilisant
l'hypothese d'independance [1, 2], les performances du l-
tre adaptatif peuvent e^tre evaluees par :
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L'analyse de cette derniere equation semble montrer que
pour deux entrees dierentes ayant les me^mes statistiques
d'ordre 2 (me^me puissance et me^me matrice de covariance
R
x
), le ltre adaptatif presente les me^mes performances
et ce, independemment des statistiques d'ordre superieur
a deux. Ainsi, pour des entrees ayant des distributions
dierentes mais les me^mes statistiques d'ordre deux, il
semble que l'on obtienne la me^me valeur de l'EQMR min-
imale, le me^me pas d'adaptation optimal et le me^me pas
d'adaptation critique. Ce resultat est inexact comme le
montre l'exemple simple suivant. En eet, considerons le
seul cas ou l'hypothese d'independance est veriee, c'est
a dire le cas d'un probleme de contro^le automatique de
gain, (L = 1), et d'une entree i.i.d., l'EQMR exacte est
alors donnee par :
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caracterise les statistiques d'ordre quatre de l'entree et
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p
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caracterise le degre de non-stationnarite du
canal [1].
L'analyse d'une telle equation, montre bien que l'EQMR
depend des statistiques d'ordre 4 de l'entree.
Ainsi, considerons le cas plus general d'un canal markovien
d'ordre 1, de longueur L = 2,  = 0:16 et un bruit 

k
i.i.d
ayant une correlation spatiale : R
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Le bruit d'observation, a la sortie du canal, est i.id ayant
une puissance E(n
2
k
) = 0:05. Ce canal est excite par des
entrees i.i.d de puissance E(x
2
k
) = 1, mais suivant des
lois de distribution dierentes : gaussienne, uniforme con-
tinue, uniforme sur 2 niveaux,...
La gure (1) represente l'evolution de l'EQMR en fonc-
tion du pas d'adaptation et de la nature de l'entree. Elle
montre ainsi les grandes variations du pas d'adaptation
critique et de la valeur de l'EQMR optimale en fonction
des statistiques de l'entree. De plus, le pas d'adaptation
optimal n'est pas le me^me dans toutes les situations. Or,
une mauvaise estimation du pas optimal peut degrader
sensiblement les performances relatives a une entree sup-
posee a module constant alors qu'elle est gaussienne. Pour-
tant, l'approche classique predit un me^me comportement
de l'algorithme pour les dierentes entrees.
Un tel resultat est du^ a l'inuence des statistiques d'ordre
superieur a deux sur les performances du LMS. Pour met-
tre en evidence ce fait, il faut disposer d'une approche
d'analyse qui permette de determiner les performances
d'un algorithme donne, d'une facon exacte, utilisantmoins
d'hypotheses simplicatrices.
Nous presentons dans ce qui suit une nouvelle demarche,
pour la conception de nouveaux algorithmes robustes, basee
sur une approche analytique de normalisation du LMS.
Cette approche devient possible lorsque l'on considere le
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 Entrée gaussienne : _
 Entrée uniforme : ...
 Entrée AF 6 niveaux : −o−
 Entrée AF 4 niveaux : − −
 Entrée AF 2 niveaux :_ . _
Fig. 1: Inuence des statistiques d'ordre superieur a deux
sur la capacite de poursuite du LMS
cas particulier de la transmission de donnees, ou les sig-
naux d'entrees appartiennent a un alphabet ni. Nous
proposons ainsi, un premier resultat de cette approche :
le R-LMS.
3 Algorithme normalise R-LMS
Dans des travaux anterieurs, nous avons developpe une
approche exacte d'analyse des ltres adaptatifs dans le
contexte alphabet ni de l'entree [3, 4]. Dans cette etude,
nous allons utiliser l'approche proposee an de concevoir
un algorithme qui soit peu sensible aux variations des
statistiques de l'entree. L'algorithme propose, pilotant
le ltre adaptatif peut se mettre sous la forme generale
suivante :
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La fonction f(:) peut e^tre sans memoire ou a memoire
nie. Elle est appliquee an d'atteindre l'un des buts suiv-
ants :
1. Assurer un domaine D assez stable pour que le pas
d'adaptation puisse couvrir a la fois le 
tr
opt
relatif a
la vitesse de convergence et le 
pr
opt
relatif a la ca-
pacite de poursuite optimale.
2. Rendre le ltre adaptatif insensible aux statistiques
de l'entree : pour une correlation donnee et une puis-
sance donnee, le domaine D ne doit pas dependre
de l'alphabet ; ou bien, pour un alphabet donne,
le domaine D ne dependra pas de la correlation de
l'entree.
En adoptant une forme particuliere de f(:), on peut
etablir des formes compactes des evolutions de la valeur
moyenne et de la moyenne quadratique relatives aux l-
tres, et en deduire, en choisissant un critere d'optimisation,
la fonction qui repond a l'exigence du concepteur [5].
Pour illustrer cette approche de conception, on va choisir
une fonction f(:) de facon a ce que l'EQMR atteigne son
minimum pour la me^me valeur du pas d'adaptation et ce
independemment de la nature de l'entree.
Pour simplier l'analyse, on va considerer une fonction
f(:) sans memoire. L'evolution du vecteur deviation de-
vient :
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An de garantir la stabilite de l'algorithme, on va choisir
une fonction f(:) de facon telle que le produit scalaire
f(X
k
)
T
X
k
soit toujours positif. Dans le cas contraire, les
valeurs propres de (I   f(X
k
)X
T
k
) seraient > 1, ce qui
peut causer la divergence de l'algorithme.
Par ailleurs, puisqueX
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Il faut donc, determiner les U
i
an d'assurer un domaine
de stabilite assez large et insensible aux variations des
statistiques de l'entree.
An de s'assurer que le produit scalaire U
T
i
W
i
est posi-
tif, on peut choisir, en particulier, des vecteurs U
i
colineaires
avec les W
i
, on aura donc a determiner les vecteurs U
i
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la forme suivante :
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Sachant que la variation du comportement du LMS est
due essentiellement aux variations des statistiques d'ordre
quatre de l'entree, on peut reduire l'inuence de ces statis-
tiques, en imposant une nouvelle contrainte :
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Il est a noter, que ce probleme n'a pas une solution unique.
La solution la plus simple a considerer, en choisissant la
constante egale a 1 par exemple, est :
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Il est important de noter que ce parametre depend de la
correlation et des statistiques d'ordre quatre de l'entree.
L'algorithme resultant, se met donc sous la forme sui-
vante :
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Il faut remarquer qu'un tel algorithme a une certaine simil-
itude avec les algorithmes normalises qui eux sont robustes
vis a vis des variations de la puissance de l'entree. Il s'agit
ici d'une toute autre approche ou l'algorithme est cette
fois ci, pour une puissance donnee, robuste vis a vis des
variations des statistiques d'ordre 4 de l'entree.
Il est a noter que l'introduction du parametre  ne va
pas modier les performances optimales de l'algorithme,
a savoir la vitesse de convergence maximale et l'EQMR
minimale, mais il va permettre de normaliser les valeurs
des pas d'adaptation optimaux.
Pour illustrer les performances de l'algorithme propose,
nous avons considere le me^me exemple de simulation que
precedemment. L'evolution de l'EQMR en fonction de 
est donnee par la gure (2).
Elle montre la stabilite de cet algorithme vis a vis des
variations des statistiques de l'entree. Il est important
de noter que la zone des pas  pour lesquels l'EQMR
est minimale est la me^me pour toutes les entrees. Le
domaine de stabilite de cet algorithme est plus impor-
tant que celui relatif a l'algorithme LMS. L'algorithme
presente le me^me comportement asymptotique pour les
pas d'adaptation eleves.
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Fig. 2: Variation de l'EQMR en fonction de  pour
l'algorithme propose
4 Conclusion
Dans cette etude, nous avons mis l'accent sur l'inuence
des statistiques d'ordre superieur a deux de l'entree, sur les
performances des ltres adaptatifs, en terme de capacite
de poursuite de non stationnarites. Nous avons propose
une demarche pour la conception de nouveaux algorithmes
robustes, qui generalise d'une certaine maniere la classe
des algorithmes normalises.
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