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Preface
Density Functional Theory (DFT) is one of the most popular first-principles approaches
in modern quantum chemistry. The reason behind the tremendous success of DFT
lies in the appealing combination of accuracy and favorable computational scaling it
provides. Although the Kohn-Sham (KS) method [1] together with the versatile B3LYP
exchange-correlation (xc) functional [2, 3] made DFT into a seemingly black box tool,
there remains a plethora of yet-unresolved problems which state-of-the-art DFT has to
confront [4–6].
One of the challenges comes from the rapid development of nanotechnology and
supramolecular chemistry which requires a theory capable of treating large-scale sys-
tems involving atoms beyond the second row of the periodic table. Unfortunately,
the application of DFT to such systems often amounts to a brute force screening for
density functional approximations (DFAs) that best match the available experimental
data. Clearly, the design and characteristic of new materials via DFT demands better
understanding of the applicability of different DFAs.
A considerable effort made in this field regards developing DFT methods that prop-
erly account for both intermolecular electron correlation and electron delocalization
[4, 7]. The aim of the presented Thesis is to address this challenge in two areas: 1)
noncovalent intermolecular interactions, especially including open-shell species, 2) in-
termolecular interactions and optical response properties of gold complexes. In both
areas a special attention will be given to the application of the optimally-tuned long-
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range corrected (OT-LRC) xc functionals. This class of DFAs was designed specifically
to allow for minimization of the delocalization error and has already been successfully
applied in DFT treatment of materials relevant for organic electronics [6] and nonlinear
optics [8].
The first part of the Thesis demonstrates our recent developments of the symmetry
adapted perturbation theory based on DFT description of the monomers (DFT-SAPT).
DFT-SAPT is a well-established perturbational approach which allows for calculations
of noncovalent interactions [9]. Moreover, the dispersion energies from DFT-SAPT are
frequently used in various DFT + dispersion (DFT-D) approaches [10–12] as training
sets for a posteriori dispersion corrections.
The work on DFT-SAPT presented in this Thesis aimed at broadening the applica-
bility of the method and extending SAPT to high-spin open-shell noncovalently bound
systems. Two advances will be presented: i) introduction of the long-range corrected xc
functionals in SAPT, leading to the LRC-SAPT approach [D1], ii) formulation of SAPT
based on unrestricted Kohn-Sham (UKS) description of the monomers, SAPT(UKS)
[D2]. Both LRC-SAPT and SAPT(UKS) were implemented and tested by me in the
Molpro program [13].
The second part of the Thesis concerns the DFT description of model gold clus-
ters and gold(I) compounds. Gold complexes are an excellent example of systems with
numerous practical and potential applications which are modelled almost exclusively
with DFT [14–16]. They pose a challenge for theory because of their shear number of
highly correlated electrons, high density of states and relativistic effects [14]. The aim
of the presented research was to develop a methodology allowing for a reliable DFT
treatment of this class of compounds taking into account pitfalls rooted in fundamental
deficiencies of the commonly used DFAs: delocalization error [7], the associated lack of
derivative discontinuity [17] and inability to describe the long-range intermonomer cor-
relation effects [4, 18]. Two aspects of gold chemistry were analyzed: i) intermolecular
interactions within model Au clusters stabilized with ligands [D3], ii) optical absorp-
tion of small Aun clusters themselves [D4]. Also presented is a joint experimental and
theoretical work on the role of weak intermolecular interactions in gold(I) bisthiolates
containing gold(I)-gold(I) dimers in an untypical spatial arrangement [D5].
The structure of the Thesis is as follows. The first two chapters serve as an intro-
duction into the theoretical framework of the presented research. In Chapter 1 the basic
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concepts of DFT are introduced, with special attention paid to the class of OT-LRC
xc functionals. Next, a brief primer to SAPT is given in Chapter 2. The remaining
chapters include my original works which I present into two parts. The first part -
Chapters 3 and 4 - is focused on two novel theoretical developments introduced by
me. In Chapter 3 the LRC-SAPT method is described. Chapter 4 is dedicated to the
SAPT(UKS) approach. In the second part of the Thesis, enclosed in chapters from 5
to 7, several applications of DFT to gold complexes are reported. Chapter 5 is focused
on a reliable DFT treatment of donor-acceptor interactions in gold-ligand systems. In
Chapter 6 a study of UV absorption spectra of the selected Aun (n = 4, 6, 8, 12, 20)
clusters is presented. Finally, Chapter 7 is dedicated to my experimental synthetic work
followed by theoretical analysis of three new gold(I) complexes and weak interactions
stabilizing their conformation. The Thesis closes with brief summary in Chapter 8.
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PART I:
Theory
14
CHAPTER 1
Density Functional Theory: basic concepts
The foundation of DFT are the Hohenberg-Kohn (HK) theorems [19]. The first HK
theorem states that the ground-state density of a system of interacting electrons in some
external potential determines this potential uniquely up to a constant. This means that
the ground-state density uniquely determines the Hamiltonian and thus all properties
of the system. The second HK theorem introduces a variational principle [19, 20] that
allows one to obtain the ground-state density by minimizing the following total energy
expression:
Etot = min
ρ(r)→N
{∫
vext(r)ρ(r)d
3r+ F [ρ]
}
= min
ρ(r)→N
{
V [ρ] + F [ρ]
} (1.1)
where the minimization is performed within the space of all densities yielding N elec-
trons and F [ρ] stands for the universal (i.e. system-independent) functional of the
density. Regrettably, not only does the explicit form of F [ρ] remain unknown, but also
there exist no straightforward approximations to it, mainly due to the difficulties in
modelling of the kinetic energy functional.
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1.1 The Kohn-Sham scheme
The practical approach to DFT follows an indirect scheme proposed by Kohn and
Sham [1]. In the KS method one considers mapping the ground state of the physical
interacting-electron system into the ground state of a fictitious system of noninteracting
electrons that are subject to a common local (i.e., multiplicative) external potential,
vKS(r). The mapping is exact in a sense that solving a set of one-electron Schro¨dinger
equations for the noninteracting system:(
− 1
2
∆r + vKS(r)
)
ϕi(r) = iϕi(r), (1.2)
where i and ϕi are Kohn-Sham energies and orbitals, yields the density ρ(r) calculated
as a sum of over filled orbitals:
ρ(r) = 2
∑
i
ϕi(r)ϕ
∗
i (r) (1.3)
which is the same as the density of the interacting system. In the KS method the total
energy of the system (1.1) is recast as
Etot = min
ρ(r)→N
{
V [ρ] + Ts[ρ] + J [ρ] + Exc[ρ]
}
, (1.4)
where Ts[ρ] denotes the kinetic energy of non-interacting fictitious particles, the external
potential vext(r) in V [ρ] is e.g.,the nuclear attraction potential
v(r) = −
N∑
α
Zα
|r−Rα| , (1.5)
the Hartree functional J [ρ] takes the form
J [ρ] =
1
2
∫ ∫
ρ(r1)ρ(r2)d
3r1d
3r2 (1.6)
and Exc[ρ] is known as the exchange-correlation functional, which by (1.1) and (1.4)
reads
Exc[ρ] = F [ρ]− Ts[ρ]− J [ρ]. (1.7)
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Finally, the minimization of E[ρ] with respect to ρ(r) as in (1.4) gives the condition:
vKS(r) = v(r) + j(r) + vxc(r), (1.8)
with the Hartree local potential:
j(r) =
∫
ρ(r′)
1
|r− r′|d
3r′ (1.9)
and the exchange-correlation potential defined as:
vxc(r) =
δExc[ρ]
δρ(r)
. (1.10)
1.2 The Generalized Kohn-Sham scheme
In 1996 Seidl et al. introduced the Generalized Kohn-Sham scheme, in which the real
system is mapped onto any interacting model system which can be represented by a
single Slater determinant [21]. Such mapping is realized by defining an energy functional
of the orbitals constituting the Slater determinant of the model system, S[{ϕi}], and
expressing the energy of the system as
Etot = min{ϕi}→N
{∫
vext(r)ρ(r)d
3r+ S[{ϕi}] +Rs[ρ[{ϕi}]]
}
(1.11)
where Rs[ρ[{ϕi}]] is the ”remainder” term and the minimization searches all unitary
orbitals {ϕi} yielding the density ρ(r). Minimizing Etot in an analogous manner to the
KS scheme leads to the GKS equations:(
OˆS[{ϕi}] + vext(r) + vR(r)
)
ϕi(r) = iϕi(r), (1.12)
where OˆS[{ϕi}] is a generally nonlocal, orbital-specific operator, vR(r) = δRs[ρ]δρ(r) denotes
a ”remainder” local potential. One should stress that while both KS and GKS mappings
are formally exact [21], there exists only one map in the KS scheme, whereas in the
GKS approach different maps are possible depending on the choice of S[{ϕi}].
The hybrid functionals introduced by Becke [22] are well-known representants of the
GKS scheme. Here S[{ϕi}] is taken as the Slater-determinant expectation value of the
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sum of the kinetic energy and a fraction of the electron-repulsion energy operator. In
consequence, the OˆS[{ϕi}] operator becomes the regular kinetic energy operator plus a
fraction of the Fock operator kˆ(r), and the same fraction of the Hartree j(r) term. The
approximate vR(r) is selected as the rest of the Hartree term, the fraction of the local
exchange potential vslx (r), and the correlation potential v
sl
c (r):(
− 1
2
∆r + v(r) + ζkˆ(r) + j(r) + (1− ζ)vslx (r) + vslc (r)
)
ϕi(r) = iϕi(r), (1.13)
where ζ is the fixed fraction of the Fock exchange, the action of a nonlocal Fock exchange
is expressed as
kˆ(r)ϕi(r) = −
∑
j
ϕj(r)
∫
d3r′
1
|r− r′|ϕ
∗
j(r
′)ϕi(r′). (1.14)
1.2.1 Range-separated functionals
Another interesting case of the GKS approach are the range-separated (RS) functionals,
also known as Coulomb-attenuated or long-range corrected (LRC) functionals [23–25].
The range-separation (RS) scheme underlying the construction of these functionals is
based on the splitting of the interelectronic repulsion operator ω(r) = 1
r
into long-range
(LR) and short-range (SR) components:
ω(r) = ωLR(r) + ωSR(r), (1.15)
with the LR part usually chosen so that it does not have a singularity at r → 0. Most
common choices are based on:
i) the Yukawa potential for SR, e.g., Ref. [26]:
ωY(r12) =
1− e−ωr12
r12︸ ︷︷ ︸
LR
+
e−ωr12
r12︸ ︷︷ ︸
SR
(1.16)
ii) the error function[23, 27, 28] erf(x) = 2√
pi
∫ x
0
exp(−t2)dt:
ωerf(r) =
1− erf(ωr)
r︸ ︷︷ ︸
SR
+
erf(ωr)
r︸ ︷︷ ︸
LR
(1.17)
1.2. THE GENERALIZED KOHN-SHAM SCHEME 19
 0
 0.5
 1
 1.5
 2
 2.5
 3
 0  0.5  1  1.5  2  2.5  3
r
ω=0.4
1/r
ωSR
erf
ωLR
erf
 0
 0.5
 1
 1.5
 2
 2.5
 3
 0  0.5  1  1.5  2  2.5  3
r
ω=0.8
1/r
ωSR
erf
ωLR
erf
Figure 1.1: The illustration of the RS scheme based on the error function with different
values of the ω parameter.
iii) the generalized error function ansatz referred to as the Coulomb-attenuating method
(CAM) [24]:
ωCAM(r) =
1− [α + βerf(ωr)]
r︸ ︷︷ ︸
SR
+
α + βerf(ωr)
r︸ ︷︷ ︸
LR
, (1.18)
with α ≥ 0, β ≥ 0, α + β ≤ 1. ω ∈ (0,∞) is the so-called range-separation parameter.
In all the schemes the short-range terms decay to zero on a length scale of ≈ 1
ω
(see
Fig. 1.1), whereas the long-range term is non-singular and its limits at r → 0 depend
on the RS choice:
ωLRY (r)
r→0−−→ ω; ωLRerf (r) r→0−−→ 2ω√pi ; ωLRCAM(r)
r→0−−→
{
2βω√
pi
, α = 0
∞, α > 0. (1.19)
One should mention other applications of the RS scheme within DFT, e.g., combin-
ing DFT with the configuration interaction method (DFT + CI) [28] or constructing
the RPA-based exchange-correlation functionals [29, 30].
The RS scheme applied in the LRC functionals allows for a different treatment of
the SR and LR components of the GKS orbital equation. While the Hartree potential
remains unchanged, i.e. the SR and LR parts are collected together, the partitioning is
introduced in the exchange term: the SR exchange component is chosen as a standard
local DFT potential, whereas in the LR component the full Hartree-Fock (”exact”)
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exchange is incorporated. The resulting equation takes the form:(
− 1
2
∆r + v(r) + j(r) + kˆ
LR(r) + vSRx (r) + v
sl
c (r)
)
ϕi(r) = iϕi(r), (1.20)
where
kˆLR(r)ϕi(r) = −
∑
j
ϕj(r)
∫
d3r′ωLR(|r− r′|)ϕ∗j(r′)ϕi(r′) (1.21)
and vSRx (r) is the SR semilocal exchange potential. In term of the GKS framework,
S[{ϕi}] in LRC functionals is a Slater-determinant expectation value of the sum of the
kinetic energy and the long-range electron-repulsion energy operator ωLR(r). Therefore,
the OˆS[{ϕi}] operator has three parts: the usual kinetic energy operator, the LR fraction
of the Fock operator and the Hartree term. The remainder potential is then a sum of
the SR Hartree term, the local potential derived from the SR exchange term, and a
standard correlation potential.
The inclusion of the Hartree-Fock exchange in the SR component of the DFT ex-
change is also possible. This approach leads to the so-called range-separated hybrid
(RSH) or long-range corrected hybrid functionals [24]. Then, (1.21) is transformed
into:(
−1
2
∆r+v(r)+j(r)+(1−ζ)kˆLR(r)+(1−ζ)vSRx (r)+ζkˆ(r)+vslc (r)
)
ϕi(r) = iϕi(r). (1.22)
Modelling of the long-range exchange energy in LRC functionals entirely via the
orbital-dependent Hartree-Fock exchange assures the fixed asymptote of an exchange
potential:
kˆ(r)ϕi(r)
r→∞−−−→ −1
r
ϕi(r), (1.23)
which is in accordance with the exact theory [31]. Moreover, (1.23) holds irrespective
of the applied ω. In contrast, local and semilocal correlation-energy functionals suffer
from incorrect long-range behavior of vxc(r) [32] which leads to the poor description of
KS virtual orbitals and eigenvalues. This in turn results in unsatisfactory second-order
response properties [33–35] and wrong interaction energies in DFT-SAPT calculations
[35–39].
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The functional tuning procedure The range-separation parameter ω is in general
a system-dependent functional of the electron density [40–42]. In most cases, the ω
value is simply fitted using a representative training set, however, there exist rigor-
ous, nonempirical ways of choosing a systems-specific ω, the so-called optimal tuning
procedures [41–43].
In the IP-tuning procedure [41, 44] one enforces the Koopmans’ theorem so that the
energy of the HOMO orbital, εHOMO, matches the negative of ionization potential (IP)
as closely as possible. This is done by minimizing the following target function:
J2H(ω) = min
ω
(E(N − 1;ω)− E(N ;ω) + εHOMO)2, (1.24)
where E(N ;ω) denotes the energy of an N -electron system for the specific ω value. Such
a choice is justified as the Koopmans’ theorem holds for exact KS and GKS theories
[31]. The IP-tuning procedure automatically guarantees the proper limiting behavior
of the electron density which should decay as ρ(r) ≈ e−2
√
2IPr, whereas in both KS and
GKS it decays as ρ(r) ≈ e−2√−2εHOMOr [31].
In the gap tuning approach one adjusts the ω value, so that both HOMO(N) of the
neutral system corresponds to IP and HOMO(N + 1) of a negative ion corresponds to
electron affinity (EA) [45]. A two-parameter (ω, α) target function has been proposed
in the case of RSH functionals [46]. Recently, Modrzejewski et al. have proposed an
alternative tuning paradigm [42]. The so-called global density-dependent (GDD) tuning
procedure (ωGDD) relates the optimal value of the range-separation parameter to the
average distance between the outer electron and an exchange hole. It has been shown
to yield comparable or better results with respect to other tuning schemes.
The tuning of LRC functionals is of importance for reliable prediction of properties
that depend on the tail of the electron density, e.g. charge-transfer (CT) and Rydberg
excitations [42, 43, 47], photoelectron spectra [46], HOMO-LUMO (HL) gaps [42, 48],
electric field gradients at transition metal centers [49], polarizabilities [50] or hyperpo-
larizabilities [51, 52]. Nevertheless, the major drawback of the molecule-specific tuning
approach is the lack of size consistency [41, 53]. Karolewski et al. reported size con-
sistency errors up to several electron volts for diatomic molecules which disqualify the
optimally-tuned LRC functionals (OT-LRC) for predictions of PES [53]. Finally, recent
works by Garret et al. [54] and Whittleton et al. [55] have shown that the IP-tuning
22 1. DENSITY FUNCTIONAL THEORY: BASIC CONCEPTS
approach may be inadequate for calculations of excitation energies and IPs in large
molecules.
Although the success of OT-LRC functionals may be attributed to the correct form
of the vxc potential, a more comprehensive diagnostic, related to the xc functionals
themselves, is in fact needed to fully grasp the physics underlying their behavior. As
proposed by Yang et al. [7], such diagnostic may be based on examination of the
delocalization error (DE), also known as many-electron self-interaction error (MSIE)
[56].
1.3 Delocalization error in DFT
For an exact density functional the ground state energy of the system with a fractional
number of electrons N + δ, 0 ≤ δ ≤ 1 is given by [17, 57]:
E(N + δ) = (1− δ)E(N) + δE(N + 1). (1.25)
In other words, for any system, the total energy with respect to particle number is
a series of straight lines (see Fig 1.2). Moreover, the derivative of the energy with
respect to particle number is discontinuous at integer number of electrons. This simply
corresponds to the slopes of the (N−1, N) and (N,N+1) segments being, by definition,
equal to -IP and -EA, respectively. Importantly, the linearity should hold for both KS
and GKS mappings [58].
The negative deviation of the E(N) curve from the exact linear behavior is defined as
the delocalization error. DE is present in local and semilocal functionals. As exemplified
in Fig. 1.2, it results in spurious lowering of the energy for fractional charges, yielding
unphysical partial charge anions as the most stable species. Similarly, the delocalized
charge distributions will be favored over the localized ones [4]. One also defines the
localization error, i.e. the concave behavior of the E(N) curve, as observed in HF.
The optimal tuning procedures in LRC functionals may be viewed as a practical
way of minimizing DE [43]. It should be stressed that the lack of DE results in proper
asymptotic behavior of the xc potential, but not vice versa [D1]. In consequence, the
asymptotic correction (AC) schemes improve upon some classes of excitations (Ryd-
berg) and second-order response properties [33, 35], but fail for systems where DE is
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Figure 1.2: Total energy (left) and highest occupied orbital energy εHOMO (right) of the
F atom as a function of the electron number N . The energy is zeroed out at N = 9.
The aug-cc-pV5Z basis set is used. The ”exact” lines denote the experimental IP and
EA. Reprinted by permission from Ref. [59].
large, e.g. symmetric ion radicals or extended molecular systems [50, 60].
1.4 Time-dependent DFT
A foundation of the time-dependent DFT (TDDFT) method was laid in the work of
Runge and Gross [61] in which they proved a one-to-one correspondence between the
external (time-dependent) single-particle potential, vs(r, t), and the electronic density,
ρ(r, t), for many-body systems evolving from a fixed initial state [61]. This theorem
allowed for formulation of the time-dependent Kohn-Sham scheme (TDKS).
In TDKS one introduces an auxiliary system of noninteracting electrons subject to
an external local potential vKS(r, t). The Runge-Gross theorem applied to the noninter-
acting system guarantees that vKS is unique. One then chooses the external potential
such that the density of the Kohn-Sham electrons is equal to the density of the original
interacting system. This means that the Kohn-Sham orbitals that are solution to the
time-dependent Schro¨dinger equation:
i
∂
∂t
ϕi(r, t) =
[
−∇
2
2
+ vKS(r, t)
]
ϕi(r, t), (1.26)
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restore the density of the interacting system
ρ(r, t) =
occ∑
i
|ϕi(r, t)|2. (1.27)
The original derivation of TDKS was based on finding a stationary point of the quantum
mechanical action integral:
A =
∫ t1
t0
dt 〈Ψ(t)|i ∂
∂t
− Hˆ(t)|Ψ(t)〉 (1.28)
which for time-dependent systems is equivalent to solving the time-dependent Schro¨dinger
equation. In this approach one arrives at the following form of vKS(r, t):
vKS(r, t) = vext(r, t) +
∫
d3r′
ρ(r′, t)
|r− r′| + vxc(r, t) (1.29)
where:
vxc(r, t) =
δAxc[ρ]
δρ(r, t)
, (1.30)
and Axc includes all nontrivial many-body parts of the action. The density-dependence
of vxc is nonlocal in both space and time, meaning that the potential at time t and
position r may depend on the density at all previous times and all other positions. In
other words, vxc(r, t) is in general a functional of the entire history of the density, the
initial interacting wave function, and the initial Kohn–Sham wave function. Its explicit
form is unknown, therefore approximating it is the fundamental challenge in TDDFT.
In standard TDKS calculations one employs the adiabatic approximation in which
it is assumed that the xc potential reacts instantaneously and without memory to any
temporal change of the charge density, i.e., vxc does not depend on the history of the
charge density. Although the adiabatic approximation is valid only for slow density
variations in time, it is up until now the most successful approach in modern TDDFT
[62, 63].
It is worth to mention, that the TDKS formulation based on (1.28) was diagnosed
with two cardinal problems. First, (1.28) gives response functions that are symmetric in
their time and space arguments, e.g. fxc(rt, r′t′) =
δvxc(r,t)
δρ(r′,t′) . This violates the causality
principle which states that response functions should equal zero for t < t′ [64, 65].
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Second, in order to derive the time-dependent Schro¨dinger equation from (1.28), one
has to impose two boundary conditions: δΨ(t0) = δΨ(t1) = 0 on the variations of the
wave function. The problem stems from the fact that in TDDFT these two variations
are not independent: the variation δΨ(t) at times t > t0 is entirely determined by the
boundary condition δΨ(t0) = 0. The solution to both problems was first given in 1998
by van Leeuwen [66] who applied the Keldysh formalism [67] and formulated a new
action functional which does not explicitly contain the time derivative operator ∂/∂t.
While the latter assures that no boundary appears when performing variations, the
Keldysh time contour method allows one to avoid the causality problem. The Runge-
Gross-Vignale action principle introduced in 2008 provided an alternative solution to
restoring causality by imposing new boundary conditions to the variation of the Dirac-
Frenkel action (1.28) [68].
The time-dependent GKS equation takes the form:
(
− 1
2
∆r + v(r, t) + j(r, t) + vloc(r, t) + Vˆnl
)
ϕi(r, t) = i
∂ϕi(r, t)
∂t
, (1.31)
where the nonlocal operator Vˆnl is equal to ζkˆ(r) of (1.13) for regular hybrid functionals
and kˆLR of (1.21) for LRC functionals. vloc(r, t) stands for all local-potential components
of the applied hybrid functional.
The main area of TDDFT applications are the calculations of the excitation spectra
and excited state properties by means of linear-response theory. For finite systems, dis-
crete poles of the dynamic polarizability correspond to the actual transition frequencies,
whereas the residues match oscillator strengths. Apart form the weak electrical field
regime, TDDFT has also been successfully applied in the realm of strong, oscillating
fields, e.g. atoms and molecules in laser beams of 1013− 1016 W/cm2 intensity [69–71].
Although broadly triumphant, TDDFT has several limitations. In his 2009 review
[63], Casida identified four major problems of TDDFT: i-ii) underestimation of Rydberg
and CT excitations, iii) the ”scale up catastrophe” and iv) the failure to account for
many-electron excitations. The first three of those issues were linked to the incorrect
asymptotic behavior of the xc potential, persistence of the delocalization error and the
absence of derivative discontinuity. The LRC functionals and optimal tuning proce-
dures described in this Chapter were specifically designed to address the mentioned
deficiencies.
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CHAPTER 2
Symmetry-adapted Perturbation Theory: basic concepts
The second part of the Thesis is focused on two developments in DFT-SAPT: i) appli-
cation of OT-LRC functionals, ii) formulation of SAPT formalism based on unrestricted
Kohn-Sham description of the monomers. Here we will briefly introduce basic concepts
of SAPT which we will refer to in Chapters 3 and 4.
For a two-body system, the interaction energy is defined as:
Eint = EAB − EA − EB, (2.1)
where both energy of the dimer EAB and energies of the A and B monomers are ob-
tained within the Born-Oppenheimer approximation. Calculation of interaction energy
directly from Eq. (2.1) is known as the supermolecular approach. Having the advantage
of being relatively straightforward, the supermolecular method became a black-box tool
for everyman’s first-principles calculations. However, its disadvantages are the notorious
basis-set superposition error (BSSE) [72] and implicit error-cancellation in Eq. (2.1).
An alternative approach to calculating intermolecular interactions is the perturba-
tional method. As a BSSE-free method allowing for decomposition of the interaction
energy in physically meaningful components, the perturbational method is a viable and
popular tool. One should note, however, that it is in general more complex and compu-
tationally demanding than the supermolecular method, and therefore requires stepping
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outside the comfort black-box zone.
2.1 Symmetry-adapted perturbation theory
The basic assumption of the perturbative methods is that the interaction energy is
small with respect to total system energy. This leads to the following partitioning of
the Hamiltonian:
Hˆ =
∑
i∈AB
(
−1
2
∆ri −
∑
α∈AB
Zα
|ri −Rα|
)
+
∑
i 6=j∈AB
1
rij
+
∑
α 6=β∈AB
ZαZβ
Rαβ
=
= HˆA + HˆB + Vˆ = Hˆ0 + Vˆ . (2.2)
Thus, the monomer A Hamiltonian is:
HˆA =
∑
i∈A
(
−1
2
∆ri −
∑
α∈A
Zα
|ri −Rα|
)
+
∑
i 6=j∈A
1
rij
+
∑
α 6=β∈A
ZαZβ
Rαβ
=
=
∑
i∈A
hˆA(ri) + Vˆ
ee
A + V
nn
A . (2.3)
Based on (2.2) and (2.3) we find the form of the interaction operator:
Vˆ =
∑
i∈A
∑
k∈B
1
rik
−
∑
i∈A
∑
β∈B
Zβ
|ri −Rβ| −
∑
k∈B
∑
α∈A
Zα
|rk −Rα| +
∑
α∈A
∑
β∈B
ZαZβ
Rαβ
. (2.4)
The total Hamiltonian is then assumed in the form:
Hˆ = HˆA + HˆB + λVˆ = Hˆ0 + λVˆ , (2.5)
where λ ∈ 〈0; 1〉 is a scaling parameter, such that λ = 1 restores the physical description
of the system. Next, one assumes that the unperturbed Hamiltionian eigenfunctions
are known: HˆAψ0A = E0Aψ0AHˆBψ0B = E0Bψ0B , (2.6)
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and the dimer function is their product:
ψ(0) = ψ0Aψ
0
B. (2.7)
Let us recast the Schro¨dinger equation using the reduced resolvent operator Rˆ0
Rˆ0 =
∑
(n,m)6=(0,0)
|ψnAψmB 〉 〈ψnAψmB |
E0A + E
0
B − EnA − EmB
, (2.8)
to the convenient form: Ψ = ψ(0) + Rˆ0(Eint − V )ΨEint = 〈ψ(0)|VΨ〉 . (2.9)
and then expand the interaction energy and dimer’s wavefunction in powers of λ:Ψ(λ) = ψ(0) +
∑∞
n=1 λ
nψ(n)
Eint(λ) =
∑∞
n=1 λ
nE
(n)
pol
. (2.10)
Finally, general expressions for n-th correction to the interaction energy and wavefunc-
tion can be obtained by inserting Eq.(2.10) to (2.9) and comparing expressions at the
same powers of λ:
ψ(n) = −Rˆ0Vˆ ψ(n−1) +
n−1∑
k=1
E
(k)
polRˆ0ψ
(n−k), (2.11)
E
(n)
pol = 〈ψ(0)|Vˆ |ψn−1〉 . (2.12)
This approach is known as polarization perturbation theory or Rayleigh-Schro¨dinger
perturbation theory. Although it correctly describes the asymptotic behavior of the in-
teraction energy, polarization theory suffers from the lack of the exchange antisymmetry
between monomer functions in Eq.(2.7). As a consequence, expansion in λ diverges for
systems with more than three electrons [73–75]. This is a consequence of the fact that
the fermionic ground state of the dimer is coupled with the continuum of the bosonic,
Pauli-forbidden, states.
In order to circumvent this problem one may assume the 0-th order wavefunction
in an antisymmetrized form, i.e. ψ′(0) = Aˆψ(0), with Aˆ = 1
N !
∑
P (−1)P Pˆ , Pˆ being the
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N -object permutation operator. Although the new ψ′(0) is no longer the eigenfunction
of Hˆ0, one may introduce the symmetry forcing by inserting appropriate projection op-
erators into the perturbation equations. This approach leads to the symmetry-adapted
perturbation theory, SAPT. Different SAPT formulations have been proposed which in
general can be divided according to the symmetry forcing schemes applied into weak
and strong symmetry forcing approaches [76]. In practice, the strong symmetry-forcing
techniques are not applied due to their incorrect asymptotic behavior [77]. In the weak
symmetry forcing the projection operator enters only in the energy expression, i.e. in
Eq. (2.12). This leads to the symmetrized Rayleigh-Schro¨dinger (SRS) approach the
main virtue of which are the proper asymptotic behavior and relatively easy implemen-
tation for many-electron systems.
One should note that apart from model systems, such as H2 and He2, SRS should be
divergent. Nevertheless, the pragmatic approach following numerical empirical obser-
vations is that for most cases second-order SRS perturbation theory is able to recover
the interaction energy to within few percent in the Van der Waals minimum region.
2.2 DFT-SAPT
In the presented Thesis we will focus on the DFT-SAPT method [9, 36]. Here one
considers the partitioning of the Hamiltonian into the Kohn-Sham operators for the
monomers KˆX(X = A,B) and the interaction operator Vˆ :
Hˆ = KˆA + KˆB + Vˆ , (2.13)
thereby effectively neglecting the intramonomer correlation operators present in the
many-body formulation of SAPT (MB-SAPT) [78] and taking into account only the
lowest-order SAPT expressions. One should note, that in DFT-SAPT the intramonomer
correlation effects are built-in via DFT description of the monomers. The first-order
DFT-SAPT energy can be divided into the electrostatic and exchange-repulsion inter-
action energies:
E(1) =
〈ψ(0)|Vˆ |Aˆψ(0)〉
〈ψ(0)|Aˆψ(0)〉 = E
(1)
elst + E
(1)
exch. (2.14)
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The electrostatic energy corresponds to the classical picture of the interaction between
the charges of the unperturbed monomers, whereas no classical interpretation of the
exchange energy exists.
The second order energy is a sum of induction and dispersion components, taken
together with their exchange counterparts:
E(2) = E
(2)
ind + E
(2)
disp + E
(2)
exch−ind + E
(2)
exch−disp. (2.15)
The induction energy can be interpreted as result of interaction between the permanent
multiple moments on monomer B and the induced multipole moments on monomer A,
and vice versa. Although the dispersion interaction does not have a classical counter-
part, it is often interpreted as a stabilizing effect resulting from interaction between
instantaneous multiple moments on both monomers. In DFT-SAPT one often includes
an estimate of the higher-order energy terms, the so-called δ Hartree-Fock term defined
as [79]:
δHF = EHF −
(
E
(1)
elst(HF) + E
(1)
exch(HF) + E
(2)
ind(HF) + E
(2)
exch−ind(HF)
)
, (2.16)
where EHF denotes the supermolecular Hartree-Fock interaction energy, and the energy
contributions come from the HF-based SAPT. This leads to the following decomposition
of the interaction energy in DFT-SAPT, up to the second order in Vˆ :
Eint = E
(1)
elst + E
(1)
exch + E
(2)
ind + E
(2)
disp + E
(2)
exch−ind + E
(2)
exch−disp + δHF. (2.17)
In the early days of DFT-SAPT, Hesselmann and Jansen [37, 38] showed that the
correct asymptotic behavior of the exchange-correlation potential, vxc(r), is crucial for
the quality of the first- and second-order energy components. Unfortunately, in spite of
the correct asymptotic behavior of vxc(r), the results for the dispersion energy remained
unsatisfactory. In 2003 Misquitta et al. [80] proposed a way of calculating dispersion
energy using frequency-dependent density susceptibilities (FDDS) from time-dependent
density-functional theory (TDDFT). This allowed to achieve a combination of both
accuracy and computational efficiency which made DFT-SAPT the most widely used
intermolecular perturbation theory in quantum chemistry [9].
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CHAPTER 3
Tuned long-range corrected functionals applied in SAPT
In this part of the Thesis we present incorporation and implementation of the LRC
functionals in the DFT-SAPT method, i.e., the LRC-SAPT approach. First, we briefly
give the motivation behind the LRC-SAPT approach. Next, we highlight the possi-
ble consequences of the delocalization error in SAPT. Furthermore, a brief outline of
the LRC-SAPT performance with respect to HF-SAPT and DFT-SAPT approaches is
given. The related publication with a detailed study of the method follows.
3.1 Introduction
Both proper asymptotic behavior of the xc potential vxc(r) as well as correct limiting
behavior of the electron density were recognized as the essential prerequisites for good
performance of DFT-SAPT [37, 38]. As explained in Chapter 1, the OT-LRC function-
als were designed to meet the above mentioned criteria, which made them appealing to
be adapted for SAPT.
The first attempt at LRC-SAPT was made by Cencek and Szalewicz [35, 81] who
limited themselves to a set of four reference systems and pointed towards the need for
further studies. The second work on LRC-SAPT by Lao and Herbert [82] provided a
more thorough study covering the S22 [83], S66 and SS41 data sets. In their approach
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the second-order energy contributions were calculated either in an approximate or em-
pirical way. This made the method effective, but at the same time did not supply any
information regarding the quality of the dispersion and induction energies obtained via
FDDS.
The aim of the work presented in this Chapter was to conduct an evaluation of LRC-
SAPT with second-order energy components obtained at the coupled level of theory,
i.e., via FDDSs from TDDFT. Apart from providing a wider set of dimers than in the
work of Cencek and Szalewicz [35, 81], we looked into the advantages of LRC-SAPT
resulting from minimization of DE in OT-LRC functionals. Furthermore, the efficacy
of different DFT-SAPT approaches was put in the context of general features of KS
and GKS theory.
3.1.1 Asymptotic correction scheme in SAPT
It is important to recall that a correct asymptotic behavior of vxc(r) for large r is
[17, 33]:
vxc(r) ∼ −1
r
+ ∆∞, (3.1)
where for DFAs that do not exhibit derivative discontinuities at integer numbers of
electrons, termed continuum functionals, the limiting ∆∞ value is:
∆∞ = IP + εHOMO. (3.2)
The first solution to the improper behavior of the xc potential that gained popularity
in SAPT community was the asymptotic correction (AC) scheme [33, 34, 84]. In this
approach one splices any semilocal potential in the bulk region with a potential decaying
as −1/r. The proper ∆∞ limit may then be assured either by shifting down the bulk
part of vxc [84], or equivalently by imposing the positive limit at infinity [33].
There exist several downsides to the AC potentials. The most important one results
from the fact that they are not functional derivatives of any density functional of the
xc energy. This results in the lack of unique definition of the exchange-correlation
energy [85], which in turn causes its lack of the rotational and translational invariance
[86, 87]. The practical consequences are spurious forces and torques preventing effective
geometry optimizations [86], which probably contributed to the limited applications of
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AC potentials in quantum chemistry [35].
However, the more serious problem from the point of view of SAPT methodology is
that the AC potentials are not DE-free as long as the AC scheme involves semilocal LDA
and GGA functionals [60, 88]. This may have direct impact on the quality of both first-
and second-order energy contributions. Here I will show two examples of the flawed
delocalization of electron density yielding incorrect electrostatic and exchange energies.
An example concerning second-order response properties is described in details in Secs.
III.A and III.B of the attached work [D1].
3.2 Results
3.2.1 Delocalization error in SAPT
Let us first consider a model system consisting of three collinearly arranged helium
atoms with the net charge of +1, He+3 [6]. In order to visualize the presence of DE,
we vary the interatomic distance R between the central and peripheral atoms, simul-
taneously tracing the Mulliken charge on the central atom. The results presented in
Fig. 3.1 show that neither PBE0 nor PBE0AC manage to recreate the proper behavior
of the FCI theory (see Ref. [6]), i.e. to localize the charge on the central atom. In-
stead, we observe a uniform delocalization of the electron density which will yield an
erroneous electrostatic interaction with any other system. It is only the IP-tuned LC-
ωPBE functional that captures the physics of the system ensuing proper electrostatic
energy.
Next, let us look at a more realistic system: the para-nitroaniline (p-NA) molecule,
which is a pi-conjugated donor(amino)/acceptor(nitro) chromophore of a “push-pull“
character. Sun and Autschbach [51] have investigated DE in this system and visual-
ized its influence on the electron density by looking at the delocalization of the amine
nitrogen pi lone pair onto the aryl moiety. We take a different approach and use the
fact that both electrostatic and exchange SAPT energy contributions are an excellent
probe of the electron density distribution. For our study we chose a system of two
p-NA molecules in an anti-parralel arrangement, close to the equilibrium geometry.
Furthermore, from the family of twelve LC-ωPBEh functionals optimized for this sys-
tems [51] we chose two which vary in the total percent contribution of HF exchange,
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Figure 3.1: Mulliken charge on central He atom in He+3 as a function of the interatomic
distance R calculated using HF, MP2, CCSD, PBE0, LRC-ωPBE(0.3) (ω = 0.3 bohr−1)
and LRC-ωPBE (IP-tuned).
i.e., originating from both the short and the long-range exchange: LC-ωPBEh(63%)
and LC-ωPBEh(26%). The corresponding optimized (ω, α) parameters are (0.05,0.622)
for the first and (0.275,0.031) for the second. The results of SAPT calculations at dif-
ferent levels of theory, together with the values of the electric dipole moment of the
monomer unit along the direction of the N-N axis, are presented in Table 3.1.∗
The discrepancy between the DFT and benchmark CC results ranging from 12%
to 49% in terms of E(1) and from 4% to 10% in terms of µz confirms that the p-NA
dimer is a challenging system for DFT. The optimized LC-ωPBEh functionals constitute
an improvement over other DFT-SAPT approaches, including PBE0AC. We observe
that the lower percent of the total HF exchange in ωPBE(0.275,0.031) leads to an
improvement of both E(1) contribution and the dipole moment with respect to the
ωPBE(0.275,0.031) values.
∗unpublished results
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Table 3.1: First-order SAPT energy components of the interaction between two p-NA
molecules arranged in an anti-parralel fashion. µz stands for z-component of the electric
dipole moment. ωPBE(%HF) denote LC-ωPBEh functionals optimized in Ref. [51].
Above the results a single p-NA molecule is shown. All calculations employed def2-
TZVP basis [89]. All energies given in kcal/mol.
H2N NO2
SAPT Eelst E
(1)
exch E
(1)
tot µz [D]
HF -3.37 2.07 -1.30 7.74
PBE0 -3.19 1.85 -1.34 7.61
PBE0AC -3.23 1.99 -1.24 7.59
ωPBE(63%) -3.07 1.61 -1.46 7.65
ωPBE(26%) -2.93 1.92 -1.01 7.24
MP2 -2.82 2.05 -0.77 6.92
CCSD -2.76 1.85 -0.90 6.96
3.2.2 A24 test results
Before moving to the performance test of different SAPT approaches we note that the
LRC-SAPT method does not require any modification of the well-known expressions
for energy contributions (see, e.g. Ref. [90]). However, one has to implement the right
form of the Hessian matrices in order to calculate the second-order energy components
via FDDSs [91]:
H
(1)
ia,jb = (A+B)ia,jb = (a − i)δijδab + 4(ia|jb)− ζ
(
(ij|ab) + (ib|aj))
− (1− ζ)((ij|ab)LR + (ib|aj)LR)+ 4(ia|fSRxc |bj),
H
(2)
ia,jb = (A−B)ia,jb = (a − i)δijδab + ζ
(
(ib|aj)− (ij|ab))
+ (1− ζ)((ib|aj)LR − (ij|ab)LR),
(3.3)
where ζ is the amount of HF-exchange admixture and (ij|ab)LR and (ib|aj)LR are the
long-range two-electron Coulomb and exchange integrals, respectively.
In the attached work the accuracy of the LRC-SAPT and other DFT-SAPT ap-
proaches was analyzed using two data sets: the A24 data set of Hobza et al. [92]
and DI6-04 set of Truhlar [93]. In order to briefly outline our findings, we concentrate
on the results for the A24 set. Table 3.2 contains mean absolute errors (MAEs) and
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Table 3.2: Mean absolute errors (MAEs) and root-mean-square deviations (RMSDs), in
kcal/mol, for interaction energies of the A24 [92] data set, with respect to benchmarks
computed at the CCSD(T)/CBS level. All SAPT results include the δEHF correction.
MAE [kcal/mol] PBE PBEAC PBE0AC LRC-ωPBE LRC-ωPBEh
A24 0.420 0.262 0.114 0.0752 0.0786
RMSD [kcal/mol]
A24 0.619 0.471 0.162 0.088 0.095
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Figure 3.2: Percentage errors of DFT-SAPT total energies with respect to benchmark
values (see the text for more information) for the A24 Set [92]. All SAPT results include
the δEHF correction.
root-mean-square deviations (RMSDs) for DFT-SAPT calculations, as compared to
benchmark CCSD(T)/CBS energies.
We observe that moving from KS to GKS description of monomers,. i.e, from PBE
to PBEAC to PBE0AC to LRC functionals, corresponds to a significant improvement in
the accuracy of DFT-SAPT. For the A24 data set the optimally tuned LRC functionals
perform better than the asymptotically corrected PBE0AC, which is the most popular
DFA used in DFT-SAPT [9].
Additional information regarding performance of DFT-SAPT is achieved by look-
ing at percentage errors of the DFT-SAPT total interaction energies (Fig. 3.2). Al-
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though the observation of improvement on going from KS to GKS still holds, the re-
sults in Fig. 3.2 allow to see that the LRC-SAPT description leads to underbinding for
the several dispersion-bound systems of the A24 data set (CH4· · ·CH4, CH4· · ·C2H6,
Ar· · ·C2H4). This may partially be attributed to the aug-cc-pVTZ basis set being too
small to saturate the dispersion energy. Yet, a detailed analysis conducted in our work
showed that response properties in LRC-SAPT may be underestimated in the case
of systems for which the optimized functional exceeds ca. 50% of the HF exchange.
Fortunately, this is true for a limited number of systems, such as rare gas monomers,
characterized by large optimal ω values.
3.3 Related publication
The following publication [D1] contains an extended analysis of the impact of DE
on DFT-SAPT, including examples regarding second-order response properties: static
polarizabilities and isotropic C6 coefficients of polyacetylenes. In particular, we prove
that AC potentials show wrong scaling behavior with respect to the increasing particle
size. Moreover, a thorough performance test of LRC-SAPT is conducted, with special
attention paid to the behavior of dispersion energy in KS and GKS approaches. The
role of short-range exchange in LRC-SAPT is also examined. Finally, the possible
limitations of the LRC-SAPT approach are recognized and discussed.
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The aim of this study is to present a performance test of optimally tuned long-range corrected (LRC)
functionals applied to the symmetry-adapted perturbation theory (SAPT). In the present variant, the
second-order energy components are evaluated at the coupled level of theory. We demonstrate that
the generalized Kohn-Sham (GKS) description of monomers with optimally tuned LRC function-
als may be essential for the quality of SAPT interaction energy components. This is connected
to the minimization of a many-electron self-interaction error and exemplified by two model sys-
tems: polyacetylenes of increasing length and stretching of He+3 . Next we provide a comparison of
SAPT approaches based on Kohn-Sham and GKS description of the monomers. We show that LRC
leads to results better or comparable with the hitherto prevailing asymptotically corrected function-
als. Finally, we discuss the advantages and possible limitations of SAPT based on LRC functionals.
© 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4896608]
I. INTRODUCTION
Symmetry-adapted perturbation theory (SAPT) in its
symmetrized Rayleigh-Schrödinger (SRS) formulation has
become a successful method of calculating interaction en-
ergies in non-covalent molecular complexes.1–5 In the most
popular variant of SAPT, the description of monomers is pro-
vided by density functional approximations (DFAs). This ap-
proach is denoted as DFT-SAPT or SAPT(DFT).6, 7 For the
latest review of the method, see the paper by Jansen.5
As has been recognized in the early days of the method,
the proper asymptotic behavior of the exchange-correlation
(xc) potential, vxc, is crucial for DFT-SAPT.8–11 In the case of
the functionals that do not exhibit derivative discontinuities at
integer numbers of electrons, so called continuum functionals,
the behavior of the xc potential for large distances from the
nuclei should be:12, 13
vxc(r) ∼ −
1
r
+ ∞, (1)
where ∞ is the limit value of the potential at infinity and
equals IP + εH [IP stands for the lowest ionization po-
tential and εH is the Kohn-Sham (KS) eigenvalue of the
highest occupied molecular orbital (HOMO)]. A solution
that fulfills this condition is the asymptotic correction (AC)
scheme.13–15 Asymptotically corrected potentials provide an
improved treatment of electron density and response prop-
erties essential for DFT-SAPT applications.7, 9–11 The AC
method is based on combining a semilocal potential in the
bulk region with a potential exhibiting proper long-range be-
havior in the asymptotic region of the density. The proce-
dure referred to as “cutting and splicing” may employ differ-
ent continuous switching functions. Misquitta and Szalewicz
combined the long-range Fermi-Amaldi expression with the
connection scheme of Tozer and Handy.11, 13 Hesselmann and
Jansen merged the LB94 potential from van Leeuwen and
Baerends16 with the PBE017, 18 functional via the gradient-
regulated seamless connection method of Grüning et al.9, 15
Finally, Misquitta proposed the use of the LB94 potential
switched on by the function of Tozer and Handy.19 All three
flavors of the AC have recently been validated regarding their
performance for molecular properties, energies of excitations
to Rydberg states, and interaction energies in the paper of
Cencek and Szalewicz.20, 21 In this work, as an alternative to
ensuring the positive value at infinity (Eq. (1)), we employ the
AC that shifts down the bulk part of vxc by ∞, while keeping
the zero limit at infinity.
Two problems in applications of asymptotically corrected
potentials should be mentioned. First, AC potentials belong
to the class of the so-called “stray potentials,” i.e., they are
not functional derivatives of any density functional of the xc
energy.22, 23 This prevents a unique definition of the exchange-
correlation energy. Furthermore, energies from stray poten-
tials lack the rotational and translational invariance.23, 24 Ar-
guably, this is not a difficulty because monomer energies
are not needed in SAPT. However, calculation of energy
derivatives over the field or over fractional electron num-
bers is impossible and this, as we will argue, hinders check-
ing the quality of the monomer description. Second, although
asymptotically corrected potentials display the exact long-
range behavior, the effects of many-electron self-interaction
error (MSIE)25, 26 are still present if the AC scheme involves
semilocal LDA and GGA functionals.27 This manifests it-
self in erroneous dissociation of symmetric ion radicals27 and
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improper response to externally applied electric field in ex-
tended molecular systems.28 The latter has been traced to the
absence of the field-counteracting term29–31 in the exchange
potential of the underlying functional.32–35
The long-range corrected (LRC) functionals offer an
alternative way of improving the asymptotic distance
dependence36–41 of vxc. Moreover, the tuning of the range-
separation parameter assures the proper limiting behavior
of the electron density.42, 43 LRC functionals provide the xc
potential in a straightforward manner, i.e., as a functional
derivative vxc = δExc[ρ]/δρ, avoiding inconsistencies stray
potentials are burdened with. Moreover, they allow for the
minimization of MSIE,44, 45 and, as a consequence, reliable
characterization of long-range-dependent properties includ-
ing polarizabilities and hyperpolarizabilities of challenging
π -conjugated systems.36, 44, 46, 47
The applicability of long-range corrected functionals to
DFT-SAPT was studied in two recent papers. Cencek and
Szalewicz studied the performance of LRC-SAPT against a
set of four reference systems for which benchmark first- and
second-order energy contributions were available.20 In the
Erratum21 to this paper, they show that the optimally tuned
LRC functional affords accurate density for He. They further
conclude that LRC functionals with optimally tuned range-
separation parameter “perform not much worse than the best
AC corrected functionals” and that further investigations are
warranted.
Lao and Herbert conducted a more detailed study of the
LRC-SAPT method.48 Not only did they cover both S2249 and
S6650 data sets for non-covalent interactions, but also con-
structed a new SS41 data set of benchmark energy compo-
nents. In their approach, the second-order induction energy
was treated at the uncoupled level of theory with only ap-
proximate treatment of orbital relaxation. Since the dispersion
term calculated at the uncoupled level lead to unsatisfactory
results, the authors replaced it with an empirical dispersion
potential, the so-called SAPT(KS)+D approach.51, 52 Their
conclusion was that the tuned LRC functionals provide quan-
titative predictions in DFT-SAPT, competitive with those ob-
tained with the AC models. Furthermore, LRC-SAPT was in
their view a step towards introduction of analytic gradients.48
The aim of this work is to present a performance test of
LRC-SAPT with second-order energy components calculated
at the coupled level of theory, i.e., via frequency-dependent
density susceptibilities (FDDSs) from time-dependent DFT,
on a wider set of dimers than in Ref. 20. We also provide a
comparison of SAPT based on different DFT approaches and
relate their efficacy to the features of Kohn-Sham (KS) and
generalized Kohn-Sham (GKS) theory.53, 54
The structure of this paper is as follows. In Secs. III A–
III C, we reveal the weaknesses of the asymptotic correction
scheme which are relevant to SAPT applications. In order to
exemplify the effect of the missing field-counteracting term,
we calculate static polarizabilities of polyacetylenes, similarly
to Sekino et al.28 In Sec. III C, on another model system, He+3 ,
we demonstrate that when the electron distribution is exam-
ined, vACxc may lead to the identically flawed delocalization
of electron density as the underlying bulk semilocal xc func-
tional.
Finally, in Sec. III D, a comparison with other DFT-
SAPT schemes, namely, SAPT(PBE), SAPT(PBEAC), and
SAPT(PBE0AC) is provided. In order to complement previ-
ous works on LRC-SAPT, we focus on total interaction ener-
gies for two sets of small van der Waals dimers, the A24 set
of Hobza et al.55 and DI6-04 set of Truhlar.56 In particular, we
address the behavior of the dispersion energy and recognize
the possible limitations to the LRC-SAPT approach.
II. COMPUTATIONAL DETAILS
In DFT-SAPT, we calculate the interaction energy, Eint, as
the sum of electrostatic
(
Eelst
)
, first-order exchange
(
E
(1)
exch
)
,
second-order induction
(
E
(2)
ind
)
, and dispersion
(
E
(2)
disp
)
energies
as well as their exchange counterparts, exchange-induction(
E
(2)
exch−ind
)
and exchange-dispersion
(
E
(2)
exch−disp
)
:
Eint = E(1)elst + E(1)exch + E(2)ind + E(2)exch−ind + E(2)disp
+E(2)exch−disp + δEHF. (2)
The last term, the so called δ Hartree-Fock term, approxi-
mately accounts for higher-order terms.57 In our implemen-
tation, the second-order induction energy is computed using
the coupled KS static response theory, and the dispersion en-
ergy via FDDSs from time-dependent DFT.
We chose a LRC functional composed of the PBE cor-
relation and the short-range (SR) exchange ωPBE based on
Henderson, Janesko, and Scuseria model of the exchange
hole, LRC-ωPBE.41 We support such selection by noting that
this is a range-separated variant of the PBE functional which
is thoroughly tested in the context of DFT-SAPT. The follow-
ing range-separation scheme into short-range and long-range
of the form is applied:
1
r12
= erfc(ωr12)
r12
+ erf(ωr12)
r12
, (3)
where erf and erfc stand for the error function and its com-
plement, and ω is the range separation parameter. A further
decomposition of SR exchange into Hartree-Fock (HF) and
DFT parts is employed,
ESRx = αESRHF,x + (1 − α)ESRDFT,x. (4)
In Sec. III D, we applied functionals with two different α val-
ues: 0.0 and 0.2, denoted as LRC-ωPBE and LRC-ωPBEh, re-
spectively. In Sec. III E, α values from 0.0 to 0.6 were applied.
The range-separation parameter, ω, was optimally tuned ac-
cording to the IP-tuning procedure, i.e., by minimizing the
difference between the negative of HOMO energy and the ver-
tical ionization potential (IP):58
J 2H (ωH ) = min
ω
(
E(N − 1) − E(N ) + εH
)2
, (5)
where E denotes the self-consistent energy for N and
N − 1 electron systems and εH stands for energy of the
HOMO orbital. The tuning procedure was carried out sepa-
rately for each monomer in its dimer geometry.
All SAPT calculations were performed in the developer’s
version of the MOLPRO package.59 Our implementation uti-
lized a hybrid xc kernel composed of the short-range LDA
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exchange kernel scaled by (1 − α), the LDA correlation ker-
nel and the coupled Hartree-Fock kernel scaled by α. For
both the A24 and DI6-04 data sets, the aug-cc-pVTZ basis set
of Dunning et al. was applied.60 The asymptotic correction
scheme of Grüning et al. was applied to the PBE17 and hybrid
PBE0 functionals, yielding PBEAC and PBE0AC functionals,
respectively.15
Dipole polarizabilities were calculated analytically in the
cc-pVDZ basis set,60 except for coupled-cluster with sin-
gles and doubles (CCSD) data where the finite-field (FF)
method was employed. We confirmed the agreement be-
tween the FF and time-independent CCSD results utiliz-
ing the CCSD(3) model implemented in MOLPRO (for poly-
acetylenes up to four –C=C– units).61, 62 The geometries and
IP-optimized range-separation parameters were taken from
Ref. 58 (−C=C− distances reflect bond alternation). The
polarizabilities were obtained with the following methods
and program suites: MP2 and CCSD with MOLPRO,59 PBE0
and PBE0AC with DALTON 2013,63, 64 and LRC-ωPBE with
QCHEM.65
For the model He+3 system, the aug-cc-pVTZ basis set
was chosen. The MP2 and CCSD calculations were per-
formed in GAUSSIAN 09,66 all other results were obtained
with MOLPRO.
The A24 set of noncovalent complexes comprises small
model systems selected in order to cover a wide spec-
trum of noncovalent interactions, i.e., hydrogen bonds, mixed
electrostatics/dispersion, and dispersion-dominated interac-
tions (including π–π stacking).55 The benchmark energies
used to compare our SAPT results were based on the CCSD
with perturbative triples extrapolated to complete basis set
limit, CCSD(T)/CBS, with an additional correction for per-
turbative quadruples, CCSDT(Q).
To go beyond the interactions involving exclusively
second-row atoms, an additional set of benchmark systems
was chosen. The DI6-04 basis set features six dipole in-
teracting complexes containing third-row elements, sulfur
and chlorine.56 Benchmark geometries and energy values for
DI6-04 were taken from Ref. 51, except for (H2S)2, whose
geometry was reoptimized at the CCSD(T)/avtz level and
the benchmark CCSD(T)/CBS value was obtained according
to the expression of Halkier et al. with X = 5 (Eq. (4) of
Ref. 67).
III. NUMERICAL RESULTS
Recently Tsai et al. conducted a comparison of the LRC
and AC-based methods.27 Their results demonstrate the supe-
rior performance of LRC functionals over the AC approach
for a wide range of properties. In this work, we address the
shortcomings of the AC scheme that should directly affect
the SAPT terms, complementing the findings of Ref. 27. The
shortcomings in question offer an indirect measure of the per-
sistence of the self-interaction error. We emphasize that in the
case of asymptotically corrected potentials, a direct test of the
dependence of the energy with respect to fractional electron
numbers25 is impossible. This is due to the non-uniqueness of
the AC energy, as stray potentials do not correspond to any
density functional.
A. Polarizabilities of long chains
A known failure of local and semilocal DFAs is the
catastrophic overestimation of polarizabilities and hyperpo-
larizabilities for long-chained molecules.30, 68 Several studies
proved that LRC functionals can rectify this problem, at least
qualitatively.28, 44, 69–71 Figure 1 shows longitudinal static po-
larizabilities of polyacetylene chains up to C24H26 predicted
by different levels of theory (the remaining components of
the polarizability remain coherent within all the methods
as shown in Table S1 of supplementary material72, 73). The
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results show that PBE0 and PBE0AC fail identically, thus
indicating the lack of the field-counteracting term. The same
conclusion applies to the Casida-Salahub AC scheme, as ob-
served by Sekino et al.28 An overestimation in the linear re-
sponse for long molecules should translate into inaccurate
FDDSs and overestimated second-order induction and disper-
sion energy contributions in SAPT.
π -conjugated systems may pose a challenge for LRC-
SAPT as well, as the IP-tuned ω values decrease rapidly
with the chain length. This behavior was first observed by
Körzdörfer et al. and attributed to the varying extent of the
π -conjugated character of the system.58 An alternative global-
density-dependent (GDD) tuning procedure, termed ωGDD, as
proposed by Modrzejewski et al.74 easily ameliorates this spu-
rious behavior (Fig. 1). In this model, the optimal ω value is
related to the average distance between the outer electron and
an exchange hole. It is expected to lead to significantly im-
proved response properties.
B. Isotropic C6 coefficients of long chains
The lack of the field-counteracting term in the exchange
potential should impact not only the static but also the dy-
namic response of the molecule. In particular, one expects
incorrect behavior of dynamic polarizabilities at imaginary
frequencies to yield systematically overestimated dispersion
energy (see also Misquitta et al.).75 In order to illustrate this
effect we calculated isotropic C6 coefficients for the inter-
action between two polyacetylene chains. The results pre-
sented in Table I follow the trends observed for longitudi-
nal dipole polarizabilities: (i) the discrepancy between the
DFA and CCSD reference values increases together with the
chain length, (ii) PBE0AC constitutes no improvement over
PBE0, and (iii) the optimally tuned CAM-B3LYP*76 func-
TABLE I. Isotropic C6 coefficients (in a.u.) of polyacetylene per unit, where
n denotes the number of −C=C− units. CAM-B3LYP* denotes the variation
of standard functional with α = 0.19, β = 0.81 and ωGDD-tuned.
n CCSD HF PBE PBE0 PBE0AC CAM-B3LYP*
2 389 391 409 401 399 391
4 918 968 1023 991 1004 949
6 1617 1763 2013 1896 1921 1751
tional shows similar n-dependence as HF values. We con-
clude that for extended systems with fluxional electron distri-
butions, SAPT based on PBE, PBE0, and PBE0AC will yield
overestimated dispersion energies.
C. Delocalization error
MSIE may adversely affect the distribution of the elec-
tron density. To demonstrate that AC does not cure the de-
localization error of standard DFAs we applied it to the
stretched He+3 , a model system studied by Körzdörfer and
Brédas.45 In this collinear system, the intermolecular distance
R between the central and peripheral atoms is varied from 1.2
to 7 Å. Figure 2 shows the variations of the charge on the cen-
tral He as a function of R obtained by different methods. As
evidenced by the full configuration interaction (FCI),45 with
increasing R the positive charge should localize on the cen-
tral helium atom. Both PBE0 and PBE0AC, as well as an un-
tuned LRC-ωPBE(ω = 0.3), lead to uniform delocalization
of electron density over three atoms (Fig. 2). Such erroneous
charge density will result in inaccurate electrostatic interac-
tion energy with any other subsystem. By contrast, the IP-
tuned LRC-ωPBE correctly assigns whole positive charge to
the central He atom ensuing correct electrostatic energy.
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TABLE II. Mean absolute errors (MAEs) and root-mean-square deviations
(RMSDs), in kcal/mol, for interaction energies of the A2455 and DI6-0451, 56
data sets, with respect to benchmarks computed at the CCSD(T)/CBS level.
All SAPT results include the δEHF correction.
PBE PBEAC PBE0AC LRC-ωPBE LRC-ωPBEh
MAE [kcal/mol]
A24 0.420 0.262 0.114 0.0752 0.0786
DI6-04 0.260 0.107 0.225 0.223 0.307
RMSD [kcal/mol]
A24 0.619 0.471 0.162 0.088 0.095
DI6-04 0.290 0.121 0.268 0.262 0.345
The distortion of electrostatics due to the delocaliza-
tion error can be expected for many chemically interest-
ing systems, e.g., in molecular electronics.77–79 To better ap-
preciate the consequences to SAPT, let us recall the case
of the tetrathiafulvalene diquinone anion (Q-TTFQ)− where
Vydrov and Scuseria77 demonstrated that LRC correctly lo-
calizes the negative charge on half of the molecule while both
PBE and PBE0 erroneously delocalize the charge over the en-
tire molecule. A SAPT(PBEAC/PBE0AC) calculation for this
system as an interaction partner would no doubt be wrong.
D. A24 and DI6-04 test results
Having discussed challenges for DFT-SAPT applica-
tions, we now move to the performance test of different ap-
proaches to the method. In Table II, we present mean absolute
errors (MAEs) and root-mean-square deviations (RMSDs) for
DFT-SAPT calculations of the A24 and DI6-04 data sets, as
compared to benchmark energies. The entries from the left to
the right gradually move from a KS to a GKS description of
monomers.
For the A24 data set, there is a clear improvement going
from PBE to PBEAC to PBE0AC to LRC functionals, i.e.,
from KS to GKS description of monomers. We observe that
optimally tuned LRC functionals stay in close agreement and
outperform asymptotically corrected PBE0AC, considered as
the functional of choice for the DFT-SAPT method.5, 80
In the case of the dipole-bound systems in the
DI6-04 data set, the situation is different, as the increased
fraction of the HF exchange correlates with a considerable
overbinding. There is a clear deterioration from PBEAC to
PBE0AC and analogously from LRC-ωPBE to LRC-ωPBEh,
with PBE0AC and LRC-ωPBE performing almost identically.
Similar overbinding in DFT-SAPT was reported for disper-
sion dominated systems containing phosphorus, (P2)2 and
(PCCP)2, in Ref. 80.
An analysis of the SAPT energy components attributes
this overbinding to the imbalanced reduction between E(1)exch
and E(2)disp in GKS with respect to SAPT(PBEAC) (see Fig. S1
in the supplementary material72).
In Figs. 3 and 4, we provide percentage errors of the
DFT-SAPT total interaction energies for systems of A24 and
DI6-04 data sets, respectively. The underbinding observed for
the several dispersion-bound systems of the A24 data set, i.e.,
CH4. . . CH4, CH4. . . C2H6, Ar. . . CH4 and Ar. . . C2H4 results
from the aug-cc-pVTZ basis set being too small to saturate
the dispersion interaction. Extending the basis set to aug-
cc-pVQZ reduces the errors (not shown). One should bear
in mind that the basis set error introduced by the applica-
tion of aug-cc-pVTZ influences the overall comparison of the
DFT-SAPT approaches. Nevertheless, a similar performance
of LRC-SAPT and AC-SAPT in larger basis sets should hold,
as shown in the work of Cencek and Szalewicz.21
Let us more closely examine the behavior of the disper-
sion energy in different realizations of DFT-SAPT. Williams
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and Chabalowski were first to notice a correlation between
induction and dispersion terms and the gaps between oc-
cupied and virtual orbitals in the uncoupled second-order
SAPT.6, 8 In the KS scheme, these differences are underes-
timated, which manifests itself in HOMO-LUMO (HL) gaps
being significantly narrower than fundamental gaps. (We note
that there is a difference in physical interpretation of HL gaps
obtained from Kohn-Sham and Generalized Kohn-Sham ap-
proaches, see Refs. 81 and 82). In the GKS scheme, realized
by hybrid and LRC functionals, HL gaps widen as a frac-
tion of Hartree-Fock, the self-interaction-free exact-exchange
term, is introduced.83 In hybrid functionals, application of
the AC ensures proper asymptotic behavior of the vxc poten-
tial and shifts the HOMO level to match the vertical ioniza-
tion potentials. This, however, is insufficient to raise LUMO
to match HOMO of the negative ion because of the deriva-
tive discontinuity (DD). Consequently, even in asymptoti-
cally corrected hybrid functionals HL gaps remain too nar-
row. On the other hand, absorbing the DD by the optimal
tuning procedure in LRC functionals leads to almost perfect
correspondence between the HL orbital gaps and the (accu-
rate) fundamental gaps from  self-consistent field (SCF)
computations.58, 74, 84, 85
In Fig. 5, we present correlation between the dispersion
energy, E(2)disp, and HL gaps for homodimers from the A24
data set. As expected, a reduction of the dispersion interac-
tion at the uncoupled level of theory follows a broadening
of the HL gap from KS to AC KS and AC GKS to LRC
GKS. A similar dependence is observed for the coupled treat-
ment of dispersion (Fig. 5). It is expected that both KS and
GKS formalisms would yield “exact” response properties,
provided that the exact underlying (local or nonlocal) xc po-
tentials and kernels in both theories were known and could
be calculated. Results presented in Fig. 5 reveal that the LRC
description of orbital energies corresponds the observed un-
derestimation of the dispersion energy in LRC-SAPT with
respect to AC-SAPT and KS-SAPT methods (see Sec. III E.
and Table S1 in the supplementary material72). Still, the LRC
functionals were shown to provide a reliable description of
response properties,27, 86 such as static28, 44, 69–71 and dynamic
polarizabilities20, 46 which benefits the quality of dispersion
energy at the coupled level of SAPT.87, 88
Nevertheless, systems characterized by large ω values
pose a particular challenge for LRC-SAPT, as exemplified by
dimers containing rare-gas atoms. Increasing the total frac-
tion of HF exchange too much may distort the balance in
error compensation between correlation and exchange func-
tionals, resulting in the incorrect behavior of the energy
contributions.89, 90 We show this by plotting the first-order,
E(1) = Eelst + Eexch, and dispersion, E(2)disp,tot = E(2)exch−disp
+ E(2)disp energies, for the Ar. . . CH4 and CH4. . . CH4 com-
plexes (see Fig. 6). The first-order contributions remain in ex-
cellent agreement between SAPT(PBE0AC) and LRC-SAPT,
indicating that the tuned ω values yield good electron densi-
ties. The problem lies in the dispersion energy, which in the
case of LRC-SAPT acquires a more HF-like character, lead-
ing to the observed underbinding.
Previous studies of the LRC-SAPT method focused
on He2 and Ne2 dimers as the simplest representatives of
dispersion-bound systems.20, 48 Though excellent agreement
with benchmark values was found for He2, the results for
the neon dimer were less satisfactory. Lao and Herbert in-
terpret this as the problem of unsaturated dispersion in-
teraction for the Ne2 system. However, this could not be
the case in the work of Cencek and Szalewicz who calcu-
lated the second-order energy contributions at the coupled
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
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FIG. 5. Correlation between the dispersion energy at uncoupled (black) and coupled (red) levels of theory and the HOMO-LUMO gaps (EHL) for eight
homodimers from the A24 data set. For each monomer the HL gap were normalized to 1 with respect to the LRC-ωPBE value, whereas E(2)disp were normalized
to 1 with respect to the PBE value. X in the EXHL and EXdisp labels denotes different functionals (PBE, PBEAC, PBE0AC, LRC-ωPBE). Functional labels are
visualized for the HCOH dimer.
level of theory in a large basis set. Our results provide the
following explanation: due to the large ω value, the dispersion
energy becomes significantly shifted towards the Hartree-
Fock limit, as seen in the Ar. . . CH4 system (Fig. 6). For
He2, this shift toward Hartree-Fock fortuitously improves the
result with respect to the full CI benchmark, whereas the
opposite is true for Ne2 (see Fig. S2 in the supplementary
material72).
E. Water dimer
In this section, we examine the role of the short-range
HF exchange in LRC-SAPT in hydrogen-bonded systems as
exemplified by the water dimer. The data in Table III have
been recomputed in the geometry of Ref. 91 to match that
used by Cencek and Szalewicz.20 We intend to demonstrate
that the accurate performance of the LRC method extends to a
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FIG. 6. First-order energy, E(1) = Eelst + Eexch, and dispersion energy, E(2)disp,tot = E(2)disp + E(2)exch−disp in different SAPT approaches. Panels (a) and (b) show
results for the Ar. . . CH4 complex, and panels (c) and (d) refer to the CH4...CH4 complex.
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TABLE III. The SAPT energy components (in kcal/mol) of water dimer in its minimum structurea using PBEAC, PBE0AC, and a family of LRC functionals
with varying short-range HF exchange. Basis set is aug-cc-pVTZ. SAPT(CCSD) reference results are computed in the same geometry and basis set. The δEHF
amounts to −0.940 kcal/mol; this contribution is not included in the sum of the SAPT terms, Eint. % stands for the percentage error with respect to the
reference value. %HF denotes the total fraction of the HF (see text), HL stands for HOMO-LUMO gap, and μ for a dipole moment.
SAPT level α %HF E(1)elst E
(1)
exch E
(2)
ind E
(2)
exch−ind E
(2)
disp E
(2)
exch−disp Eint % HL/eV μ/D
CCSDb −8.125 7.953 −3.599 2.171 −3.046 0.6095 −4.037
PBEAC 0 −8.019 8.592 −3.739 2.336 −3.078 0.630 −3.277 18.8 7.16 1.80
PBE0AC 25 −8.116 8.032 −3.532 2.150 −2.925 0.586 −3.805 5.7 9.35 1.86
ω = 0.498 0.0 27 −8.395 8.075 −3.446 2.061 −2.793 0.555 −3.943 2.3 13.33 1.95
0.453 0.1 33 −8.362 8.019 −3.440 2.062 −2.792 0.555 −3.959 1.9 13.27 1.94
0.403 0.2 38 −8.327 7.939 −3.427 2.056 −2.789 0.554 −3.995 1.0 13.21 1.94
0.346 0.3 44 −8.291 7.824 −3.403 2.038 −2.782 0.551 −4.063 − 0.7 13.14 1.93
0.280 0.4 50 −8.258 7.662 −3.358 1.998 −2.767 0.545 −4.178 − 3.5 13.05 1.93
0.201 0.5 56 −8.230 7.436 −3.279 1.922 −2.742 0.533 −4.359 − 8.0 12.95 1.93
0.101 0.6 62 −8.214 7.138 −3.146 1.790 −2.699 0.515 −4.616 − 14.3 12.80 1.94
HF 100 −8.405 7.071 −3.044 1.670 −2.647 0.494 −4.862 14.4 14.57 1.99
aMinimum structure of the CC-pol-8s potential, see Table 5 of Ref. 91.
bNo cumulant effects (see Ref. 92 and 93) in the first-order and the induction-exchange effects are included.
much wider class of IP-tuned functionals with variable short-
range HF exchange. To this end we present a family of LRC-
ωPBEα functionals [Eq. (3)] that increase the total percentage
of the HF exchange (%HF) so as to gradually morph into the
SAPT based on HF monomers. We recall that α denotes the
constant fraction of HF in the functional. To avoid basis set
issues, the SAPT(CCSD)92–94 reference values have been re-
computed in the same basis set as the other SAPT data in the
table.
The total fraction of the HF for a given geometry, i.e.,
originating from both long- and short-range exchange, was
calculated in three steps. First, the full functional was applied
saving the vectors. In the second and third step, we performed
no-SCF calculations starting from the saved vectors, with the
DFT and HF exchange switched off, respectively.
As shown in Table III, the LRC-ωPBEα functionals af-
ford total interaction energies in very good agreement with
the reference data for a wide range of α values from 0 to 0.4.
This range corresponds to the total percentage of HF from
27% to 50%. Above 50% Eint begins to drop and quickly be-
comes HF-like. We have discussed similar deterioration in
rare gas dimers above. The first-order exchange energy de-
creases gradually as the %HF rises. By contrast, the disper-
sion energy experiences a drop in binding between PBE0AC
and LRC with ω = 0.498 despite nearly equal %HF (25%
vs. 27%). Superficially, this drop can be rationalized by the
increase in the HL gaps. More fundamentally, it can be at-
tributed to the transition into monomers being described fully
within GKS.
In the water dimer, as well as in the other studied
dimers, the dispersion energy obtained in LRC functionals
systematically underbinds compared to PBE0AC. The un-
derbinding is partially offset by the less repulsive exchange-
dispersion term. The LRC dispersion also departs from the
SAPT(CCSD) benchmark by −8%. Cencek and Szalewicz21
report a similar departure of −7.6% in aug-cc-pVQZ basis
set. Although such a dispersion is less accurate, one may ar-
gue that this is the price one pays for the removal of the delo-
calization error within the monomers.
IV. CONCLUSIONS
LRC functionals have led to significant improvements
over regular semilocal functionals in the description of a num-
ber of ground-state47, 85, 95 and excited-state properties96–99
that are relevant to the description of intermolecular forces.
One should stress that these improvements were achieved, ul-
timately, as a result of the removal of MSIE. The SAPT for-
mulation of the interaction energy relies on the quality of both
types of properties. It is therefore pertinent to ask: what is the
preferable DFT treatment of monomers to build SAPT theory
on?
In this work, we examined the performance of SAPT built
on GKS with optimally tuned LRC functionals. This treat-
ment of monomers leads to the removal or the minimization
of the effect of MSIE. This in turn corrects the erroneous de-
localization of the ground-state density. As far as the excited-
state properties are concerned, the optimized LRC function-
als feature HL gaps being equal to fundamental gaps and a
restored field-counteracting term in the vxc potential. This in
turn leads to an improved description of static and dynamic
response properties. Our results show that the AC scheme
does not overcome deficiencies of the underlying functional,
such as spurious delocalization of density in He+3 and over-
estimated response, both static and dynamic, in π -conjugated
chains. Thus, it is justifiable to expect that SAPT based on
LRC functionals will be more predictive and of wider appli-
cability than that based on the present AC schemes.
A comparison of the two approaches confirms that tuned
LRC functionals yield results comparable or better than the
best AC functional based on PBE0. Nevertheless, a detailed
study of the water dimer reveals that PBE0AC energy com-
ponents compare better with the SAPT(CCSD) values. To
conclude, while the AC-SAPT interaction energy components
taken separately are closer to the benchmarks, the total LRC-
SAPT interaction energies are better than the AC-SAPT ones.
One may infer from this observation that while AC-SAPT
may provide better energy components, the cancellation of er-
rors seems more evenly balanced within LRC-SAPT. Clearly,
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a more thorough comparison with SAPT(CCSD) energies is
necessary to explain the origin of the observed error cancella-
tion in LRC-SAPT for its future applications.
Two main requirements of LRC-SAPT should be rec-
ognized. The first one is related to the strong dependence
of SAPT terms on the value of range-separation parame-
ter which makes optimization of ω with good precision a
necessity.20 For large molecular systems, combining LRC-
SAPT with more effective functional tuning schemes, such as
ωGDD,
74 is recommended. The second prerequisite is related
to the applicability of the optimally tuned LRC functionals
themselves.36, 77, 100, 101 Exceeding ∼50% of the HF exchange
may distort the balance in error compensation between ex-
change and correlation within the functional, even in carefully
tuned functionals. This happens in a limited number of cases,
such as rare gases and other molecules with tightly bound
electrons, where the optimal ω is exceptionally large, that is,
the switch to HF exchange occurs at relatively short distances.
This makes the interaction too HF-like.
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CHAPTER 4
SAPT based on unrestricted Kohn-Sham orbitals
for high-spin open-shell van der Waals complexes
In this chapter a SAPT formulation based on the spin-unrestricted Kohn-Sham descrip-
tion of the monomers (SAPT(UKS)) is concisely presented. We start with the motiva-
tion behind the development of SAPT(UKS). Next, a comparison with the previously
introduced SAPT(ROKS) method is provided. Finally, we highlight SAPT(UKS) appli-
cations: from treatment of 2Π-state radicals to systems undergoing Penning Ionization
reaction. The Chapter is accompanied with a related publication.
4.1 Introduction
The investigation of open-shell species remains a challenge in major areas of chemistry
and physics, just to name atmospheric [94] and interstellar chemistry [95] or fundamen-
tal studies of reactions in the ultracold regime [96]. The challenge for theory comes from
the fact that a reliable description of interactions involving radicals usually requires ac-
counting for both static and dynamical correlation. The single-reference SAPT(UKS)
method is dedicated to treat high-spin open-shell van der Waals complexes and is a step
towards efficient inclusion of the dynamical correlation effects in this class of systems.
The first complete open-shell many-body SAPT based on restricted open-shell Kohn-
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Sham formalism, SAPT(ROKS), was introduced by Żuchowski et al. [97]. The SAPT(UKS)
method presented in this Chapter was developed as an alternative, founded on unre-
stricted Kohn-Sham description of monomers. Computational chemists regard UKS
and ROKS descriptions of single-reference open-shell systems while not identical, then
largely equivalent. One should note, however, that the spin-restricted formalism is
not uniquely defined, which leads to orbital energies having no interpretation within
Koopmans’ theorem. Additionally, according to Pople et al., it is exclusively UKS that
correctly captures the difference between the effective potentials in one-electron KS
equations for α and β spinorbitals [98]. Thus, the SAPT(UKS) approach should be
viewed as important and useful complementary to SAPT(ROKS).
4.2 Theory
Among the expressions for SAPT(UKS) energy contributions we focus on the exact
first order exchange energy formula given in the atomic orbitals (AO) basis, as it has
not previously been given in the literature:
E
(1)
exch = Tr
(
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(4.1)
Here, PXσ is the one-particle density matrix, J
X
σ ≡ J[PXσ ] and KXσ ≡ K[PXσ ] are the
Coulomb and exchange matrices in the AO basis set, respectively. The definitions of
the generalized Coulomb and exchange matrices, J[X],K[X], as well as the hXσ and
T
X/XY
σ matrices are given in the Appendix.
4.3. RESULTS 53
Moreover, in Ref. [D2] the expression for the exchange energy in the S2 approxi-
mation, E(1)exch(S
2), was given only in terms of molecular orbitals. It may therefore be
elegant to supplement it with a generalized formula for E(1)exch(S
2) in the AO basis. The
derivation follows the one presented in Ref. [99] and leads to the following expression:
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(4.2)
For definitions of the left/right Coulomb and inner/outer exchange matrices see the
Appendix.
The remaining expressions for SAPT(UKS) energy contributions up to the second
order are analogous to the ones given in the MO basis by Żuchowski et al. [97] and are
presented in the attached work.
4.3 Results
4.3.1 SAPT(UKS) vs. SAPT(ROKS)
The comparison of SAPT(ROKS) and SAPT(UKS) approaches presented in Table 4.1
and Fig. 4.1 reveals a satisfactory agreement, with differences that amount to 5%. One
should note, however, that inconsistent AC schemes were applied: gradient-regulated
asymptotic correction (GRAC) in the case of SAPT(UKS) [34], and Fermi-Amaldi in
the case of SAPT(ROKS) [33]. Although small, the spin contamination in UKS may
also contribute to the observed discrepancy. A slightly better agreement is observed
between SAPT(ROHF) and SAPT(UHF), with differences which do not exceed 4%.
All DFT-based open-shell SAPT methods perform well with respect to the benchmark
CCSD(T) values, the one exception being the He-NH dimer (see Ref. [97] for a detailed
analysis).
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Figure 4.1: Comparison of SAPT energy contributions. Left: H2O· · ·HO2(2A), aug-cc-
pVTZ + (322), right: NH(3Σ−)-NH(3Σ−), aug-cc-pVQZ + (3322).
4.3.2 Rare gas atoms interacting with molecules in 2Π electronic state
The first novel and useful application of SAPT(UKS) was the study of selected spa-
tially degenerate states. We chose dimers comprising rare gas atoms interacting with
molecules in 2Π electronic state: He· · ·OH, Ar· · ·OH and Ar· · ·NO. The results pre-
sented in Table 4.2 show that for all three systems SAPT(UKS) interaction energies are
in excellent agreement with the reference CCSD(T) values. Moreover, we proved that
SAPT(UKS) correctly captures the spatial degeneration arising from the interaction
(see Fig. 1 and Tables V-VIII of Ref. [D2]). In Fig. 4.2 we visualize the effect of the
state splitting for the He· · ·OH(X2Π) system.
Table 4.1: Interaction energies of the chosen open-shell systems within SAPT(UHF),
SAPT(ROHF), SAPT(ROKS), SAPT(UKS) and RCCSD(T) approximations. Both
SAPT(ROKS) and SAPT(UKS) results include the δEHFint correction. All energies in
cm−1.
System SAPT SAPT SAPT SAPT RCCSD(T)
(UHF) (ROHF) (UKS) (ROKS)
CN· · ·Ne -38.06 -40.07 -45.32 -43.88 -39.42
NH· · ·NH -756 -767 -761 -774 -693
H2O· · ·HO2 -813 -813 -790 -776 -752
He· · ·NH -20.65 -20.38 -26.98 -25.88 -19.83
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Table 4.2: Interaction energies at global minima of the He· · ·OH(X2Π), Ar – OH(X2Π)
and Ar. . . NO(X2Π) complexes. For details see Ref. [D2]. All energies in cm−1
.
System State R [A˚] θ SAPT(UHF) SAPT(UKS) UCCSD(T)
He–OH A’ 3.01 68.6 -36.97 -30.71 -30.02
Ar–OH Π 3.65 0.0 -140.4 -144.2 -140.4
Ar–NO A’ 6.76 94.9 -111.0 -118.1 -115.9
Figure 4.2: SAPT(UKS) interaction energies of He· · ·OH(X2Π) system for A′ and A′′
symmetries
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4.3.3 Further applications
Up to date, we have successfully used the SAPT(UKS) method in modelling of the
Penning Ionization (PI) reaction [D6, D7, D8] and elucidation of the nature of the
CrH(X6Σ+)-He bonding mechanism.
The works on PI reaction encompassed a combined coupled-cluster (CC) and SAPT
study of He(3S)-H2, He(3S)-Ar and Ne(3P)-Ar systems [D6], as well as joint experimen-
tal and theoretical examination of Ne(3P)-NH3, Ne(3P)-ND3 [D7] and He(3S)-NH3 [D8]
systems. We should stress that the description of the entrance channel of PI reaction
requires treating electronic states of the A∗-B type, which are submerged in the contin-
uum of states of the (AB)+ + e type. This is a serious difficulty for the supermolecular
approach as the variational principle is expected to drive such states down either to
the ground state, or one of the excited states or – because of the coupling with contin-
uum states – to some delocalized state corresponding to the fragmentation into an ion,
a molecule, and a free electron. In the aforementioned SAPT(UKS) studies we took
advantage of the fact that SAPT ensures a fixed number of electrons at each monomer
and is not prone to the variational collapse.
In Ref. [D6] we showed a good agreement between the SAPT and CC approaches.
The obtained potentials were used to predict the positions of the shape resonances
in low-energy scattering. We reported a satisfactory agreement with the state-of-the-
art scattering experiment of Henson et al. [100]. In Refs. [D7, D8] I applied the
SAPT(UHF) approach to calculate long-range dispersion and induction coefficients for
the Ne(3P)-NH3, Ne(3P)-ND3 and He(3S)-NH3 systems. Moreover, SAPT was used
to describe both global and local minima in the studied systems. The subsequent
modelling of dynamics via multichannel quantum defect theory (MQDT) allowed for
good reproduction of the experimental scattering results.
The PES of the CrH(X6Σ+)-He complex obtained at multi-reference configuration
interaction including explicitly single and double excitations with a Davidson correction
(MRCISD(+Q)) level of theory revealed unusually strong binding of the He atom in the
collinear He–CrH arrangement: 3030cm−1 at Re = 3.75 bohr (see Fig 4.3). SAPT(UKS)
calculations for this dimer identified the presence of the so called ”exchange cavity” –
the diminished Pauli exchange accompanied by enhanced induction interaction on the
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Figure 4.3: The MRCISD+Q(Dav) potential energy surface for the CrH(X6Σ+)-He van
der Waals complex. Θ = 180 corresponds to He· · ·CrH arrangement.
chromium side of the CrH complex.∗ The presence of this phenomenon corresponds to
the considerable dipole moment (3.512 D) of the CrH molecule. It is worth to mention,
that we have recently observed a similar effect for the He-BeO(X1Σ+) dimer – nominally
a closed-shell but of some multi-configurational character [102].
4.4 Related publication
The attached publication [D2] supplements the findings included in this Chapter and
provides a comprehensive presentation of the SAPT(UKS) method. First, introduced
are all expressions for SAPT(UKS) energy contributions up to the second order in Vˆ .
Next follows a performance test of SAPT(UKS). Apart from a detailed analysis of the
interaction energy components for the systems we analyzed in this Chapter, i.e., He-
NH, H2O-HO2, He-OH, Ar-OH and Ar-NO, a special attention has been paid to two
transition metal dimers: Au2 (3Σ+u ) and Cr2 (
13Σ+g ). It is stressed that SAPT(UKS) is
unsuited for effective core potentials. The role of spin contamination in SAPT(UKS) is
briefly discussed. The final part contains remarks on possible future developments of
∗see Figs. 7-9 in Ref. [101]
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the SAPT(UKS) method.
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Symmetry-adapted perturbation theory based on unrestricted Kohn-Sham
orbitals for high-spin open-shell van der Waals complexes
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Two open-shell formulations of the symmetry-adapted perturbation theory are presented. They
are based on the spin-unrestricted Kohn-Sham (SAPT(UKS)) and unrestricted Hartree-Fock
(SAPT(UHF)) descriptions of the monomers, respectively. The key reason behind development of
SAPT(UKS) is that it is more compatible with density functional theory (DFT) compared to the previ-
ous formulation of open-shell SAPT based on spin-restricted Kohn-Sham method of ˙Zuchowski et al.
[J. Chem. Phys. 129, 084101 (2008)]. The performance of SAPT(UKS) and SAPT(UHF) is tested
for the following open-shell van der Waals complexes: He· · · NH, H2O· · · HO2, He· · · OH, Ar· · · OH,
Ar· · · NO. The results show an excellent agreement between SAPT(UKS) and SAPT(ROKS). Fur-
thermore, for the first time SAPT based on DFT is shown to be suitable for the treatment of inter-
actions involving -state radicals (He· · · OH, Ar· · · OH, Ar· · · NO). In the interactions of transition
metal dimers (3+u )Au2 and (13+g )Cr2 we show that SAPT is incompatible with the use of effec-
tive core potentials. The interaction energies of both systems expressed instead as supermolecular
UHF interaction plus dispersion from SAPT(UKS) result in reasonably accurate potential curves.
© 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.4758455]
I. INTRODUCTION
The open-shell interactions are of great importance to
many areas of chemistry and physics, including reaction
dynamics,1–3 spectroscopy,4, 5 inelastic scattering,6, 7 cold-
matter phenomena,8, 9 and many others. When the open-shell
interactions lead to chemical reactions, the long-range forces
play an important role in orienting the reactants as they ap-
proach the transition state.10, 11
Compared to closed-shell interactions, the interactions
involving open-shell species are not as well understood, and
much more difficult to calculate reliably. Open-shell atoms
or molecules, i.e., radical species, tend to be much more
reactive than the closed-shell molecules. They can partici-
pate in fast, chain reactions, form reactive intermediates, and
produce stable complexes.12 Their chemical transformations,
inelastic processes, and clustering properties are of key im-
portance in atmospheric chemistry,12, 13 combustion,14, 15 in-
terstellar chemistry,16, 17 and in physiology.18 While these di-
verse aspects of radical reactivity have been exploited by
chemists for many years, the fundamental understanding of
these processes is only just beginning.
In ab initio studies of open-shell interactions, a wide
range of computational methods have been employed that
account for the dynamic and nondynamic electron corre-
lation effects. This is because no single method is uni-
versally applicable in the studies of open-shell interac-
tions. The most popular of them, multi-reference configu-
a)Electronic mail: hapka@tiger.chem.uw.edu.pl.
b)Electronic mail: pzuch@fizyka.umk.pl.
ration interaction (MRCI), is not size-extensive and in the
limit of separated monomers tends to some artificial, un-
physical limit. In the long range, MRCI lacks sufficient
numerical accuracy, and has improper asymptotic behav-
ior which makes it impossible to extract van der Waals
dispersion coefficients. Supermolecular methods based on
the size-extensive complete active space perturbation the-
ory (CASPT2 and CASPT3) suffer from the intruder-state
problems, especially in the long-range region. The disper-
sion energy requires inclusion of triple excitations for its satu-
rated description, and neither MRCI nor CASPT fully include
them.
To the arsenal of methods for the study of open-shell
interactions, ˙Zuchowski et al.19 have recently added the
perturbation-theory based approach. This approach involves
a generalization of the symmetry-adapted perturbation theory
(SAPT), a well developed and robust method, to the treatment
of the open-shell case. Developing open-shell SAPT is benefi-
cial for the following reasons: (1) direct calculations of inter-
action components are the most accurate within SAPT; that
entails the most reliable treatment of dispersion interaction
and its anisotropy (2) basis set extension effects and BSSE can
be effectively controlled (3) provided that the single reference
method enables correct description of the monomers, prob-
lems with degeneracy, quasi-degeneracy, and in general multi-
reference issues such as choosing active space and avoiding
intruder states can be alleviated (4) the calculations may be
performed at a potentially lower cost.
Although the SAPT method was first applied to H+2 in
1980,20 the first many-electron implementation and appli-
cation, based on the UHF formalism, appeared only in the
0021-9606/2012/137(16)/164104/12/$30.00 © 2012 American Institute of Physics137, 164104-1
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1990s.21, 22 However, this approach did not include any ex-
change corrections beyond the first order and relied on the un-
coupled approximation of the dispersion term. For this reason
it had to be applied together with the supermolecular method
and its value was mainly of interpretational character. For a
review of results obtained with this approach see Ref. 23.
The first rigorous and complete open-shell many-body SAPT
was published only recently by ˙Zuchowski et al.19 They in-
troduced a SAPT formalism up to second order based on
restricted open-shell Kohn-Sham (ROKS) together with re-
stricted open-shell Hartree-Fock (ROHF) theory. The authors
showed that for a class of dispersion- and electrostatic-bound
dimers the performance of SAPT(ROKS) matches that of the
coupled cluster singles and doubles with noniterative triples
(RCCSD(T)), considered to be a “gold standard” method in
quantum chemistry. To date, several applications of open-
shell SAPT can be found in the literature.24–32
In this paper we present an alternative formulation of the
perturbational energy expansion for the high-spin open-shell
systems, founded on unrestricted Kohn-Sham and Hartree-
Fock theories, which we will denote as SAPT(UKS) and
SAPT(UHF), respectively.
The paper is organized as follows. In Sec. II, we describe
the theory of SAPT(UKS) and provide working equations up
to the second order in the intermolecular interaction operator.
Section III contains the numerical results: comparison with
previously studied systems,19 results for studies of spatially
degenerate states, and attempts to describe interactions in se-
lected metal dimers. Section IV concludes the paper.
II. THEORY
A. Unrestricted Kohn-Sham equations with
asymptotic correction
The Kohn-Sham spinorbitals (with σ = α or β) are eigen-
functions of the one-electron spin-dependent Kohn-Sham
operator Kσ which reads,
Kσ =−1
2
∇2+
∑
i
Zi
|r−ri | +
∫
ρα(r′)+ρβ (r′)
|r−r′| dr
′+ δE
δρσ (r) ,
(1)
where the index i runs over nuclei of the molecule, Zi and
ri denote, respectively, the atomic number and the position
of nucleus i, E is the energy of the system, ρα and ρβ de-
note alpha and beta spin densities, respectively. The last term
in above equation denotes the exchange-correlation potential,
which is the functional derivative of electronic energy with
respect to the electron density of a given spin. There is a clear
physical meaning of these equations: their solutions repre-
sent quasiparticles moving in an external potential determined
by Coulomb forces and the exchange-correlation potential,
which combines effects of the Pauli-exclusion together with
the non-classical electronic correlation of electrons. In UKS
the spinorbitals have different spatial parts for α and β elec-
trons, which are Kα and Kβ eigenfunctions, respectively.
In spin-restricted Kohn-Sham formulation,33 the orbitals
are no longer eigenfunctions of the separate Kα and Kβ oper-
ators, but instead, the doubly occupied, singly occupied, and
unoccupied orbitals are defined by requiring that the single
matrix of the following block form (below, c, o, and v labels
denote the doubly occupied, singly occupied, and unoccupied
orbitals),⎛
⎜⎜⎝
1
2 (Kα + Kβ)cc′ Kβco 12 (Kα + Kβ)cv
K
β
oc
1
2 (Kα + Kβ)oo′ Kαov
1
2 (Kα + Kβ)vc Kαvo 12 (Kα + Kβ)vv′
⎞
⎟⎟⎠ , (2)
is diagonal.33, 34 On the one hand, the spin-restricted theory is
easier to implement in SAPT, as it leads to fewer types of inte-
grals between orbitals with the same spatial parts compared to
spin-unrestricted theory. On the other hand, the spin-restricted
formulation has the drawback of not being uniquely defined
with the consequence of orbital energies having no interpre-
tation within Koopmans’ theorem.
It is thus clear that the spin-unrestricted Kohn-Sham the-
ory should provide a complementary SAPT formulation for
high-spin open-shell systems. Moreover, in the work of Pople
et al.,35 it it has been argued that UKS is the only physically
sound formulation of Kohn-Sham theory for systems with odd
number of electrons. They claim that only UKS properly ac-
counts for the difference between the effective potentials in
one-electron KS equations for α and β spinorbitals. In con-
trast to ROKS, it also allows for description of local negative
spin density (defined as a negative local value of ρα − ρβ).
It has been verified that standard LDA and GGA
exchange-correlation functionals yield exchange-correlation
potentials with wrong asymptotic behaviour, decaying faster
than the correct vσxc(r)
r→∞−−−→ − 1
r
limit.36 Following Hessel-
mann and Jansen,37 to properly account for the asymptotic
behavior of the exchange-correlation potential, we have ap-
plied the gradient-regulated asymptotic connection (GRAC)
scheme of Grüning et al.38 The GRAC variant used in this
work is based on interpolation between the shifted GGA po-
tential in the bulk region and the shifted LB potential39 in
the asymptotic region, with the interpolation function depend-
ing on the dimensionless gradient parameter x(r) = |∇ρ(r)|
ρ4/3(r) .
Such a scheme leads to smooth asymptotically corrected po-
tentials with an analytical representation that were shown
to give improved vertical excitation energies and (hyper)
polarizabilities.38, 40 The parameters used for GRAC were set
to standard values: α = 0.05, β = 40.
As the UHF/UKS single determinant is not an eigen-
function of the squared spin operator S2, unrestricted Kohn-
Sham and Hartree-Fock methods may suffer from spin sym-
metry contamination,41 i.e., the UKS 〈S2〉 might be different
from S(S + 1). The standard formula for a system containing
Nα + Nβ electrons used in the present work to evaluate the
〈S2〉 for the UHF wave function reads,
〈
S2
〉 = Nα − Nβ
2
(
Nα − Nβ
2
+ 1
)
+ Nβ −
occ∑
ı˜ j¯
(Sj¯ı˜ )2, (3)
where Sj¯ı˜ = 〈ı˜|j¯ 〉 is the overlap integral between φı˜α and φj¯β
orbitals (for index convention see Sec. II B). One should note
that Eq. (3) applied in UKS case yields 〈S2〉 NI, i.e., 〈S2〉 for
the noninteracting system (NI). Wang et al.42 have proposed
evaluating 〈S2〉 as an explicit functional of density within so
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called exchange local spin density (XLSD) approximation.
The work was later extended to general gradient approxima-
tion (GGA) by Cohen et al.43 Their NI function was shown to
be almost pure spin. They also showed that the UHF densities
generally lead to a larger spin contamination than the UKS
ones within the XLSD approximation.43
B. First-order SAPT energies
In this work the following index convention is used: in-
dices marked with a tilde or an overbar refer to spinorbitals.
The tilde marks the spin up spinorbitals, ψ
˜k = φ ˜kα, and the
overbar the spin down spinorbitals, ψ
¯k = φ ¯kβ. σ denotes the
general spin, either α or β. Greek letters ν, μ refer to the AO
basis functions. Furthermore, ı˜ and ı¯ (j˜ and j¯ ) label the occu-
pied spin-orbitals of monomer A(B), a˜ and a¯ ( ˜b and ¯b) label
the virtual ones.
The first-order interaction energy in SAPT takes the form
E(1) = 〈AB |VAAB〉〈AB |AAB〉 , (4)
with X being the wave function of monomer X and V a in-
termolecular interaction operator. With a proper decomposi-
tion of the total antisymmetrizer A, E(1) can be divided into
an electrostatic and exchange contribution.44, 45 The electro-
static component is conveniently expressed in terms of elec-
tron density matrices of the monomers, ρX (X = A, B),46
E
(1)
elst =
∫
ρA(r)v˜(r, r′)ρB(r′)d3r′d3r, (5)
where the generalized interaction potential is defined as
v˜(r, r′) = 1|r − r′| + vA(r)
1
NB
+ vB(r′) 1
NA
+ V0
NANB
, (6)
so that V = ∑NAi ∑NBj v˜(ri , rj ). NX denotes the number of
electrons in monomer X and V0 is the constant internuclear
repulsion term. By expanding the monomer densities in an
atomic orbital (AO) basis set, Eq. (5) can be cast as follows:47
E
(1)
elst =Tr
((
PAα +PAβ
)
VB+(PBα +PBβ )(VA+JAα +JAβ ))+V0,
(7)
where PXσ is the one-particle density matrix, VX the one-
electron part of the electrostatic potential and JXσ ≡ J[PXσ ] the
Coulomb matrix in the AO basis set.
In the case of a single-determinant wave function the
first-order exchange energy can be expressed in terms of an-
tisymmetrized products of one-particle density matrix. As
previously noted,19 the formula for the first-order exchange
energy that takes into account all permutations of electrons
between monomers48 is, in fact, valid for any determinan-
tal wave function and can be generalized to a case of high-
spin one-determinantal wave function. In the AO basis it takes
the form47
E
(1)
exch = Tr
(− PAα KBα − PAβ KBβ + TAα hBα
+ TAβ hBβ + TBα hAα + TBβ hAβ
+ TABα hAα + TABβ hAβ + TABα hBα + TABβ hBβ
+ TABα
(
J
[
TBα
]− K[TBα ])+ TABβ (J[TBβ ]− K[TBβ ])
+ TABα J
[
TBβ
]+ TABβ J[TBα ]
+ TABα
(
J
[
TAα
]− K[TAα ])+ TABβ (J[TAβ ]− K[TAβ ])
+ TABα J
[
TAβ
]+ TABβ J[TAα ]
+ TAα
(
J
[
TBα
]− K[TBα ])+ TAβ (J[TBβ ]− K[TBβ ])
+ TAα J
[
TBβ
]+ TAβ J[TBα ]
+ TABα
(
J
[
TABα
]− K[TABα ])
+ TABβ
(
J
[
TABβ
]− K[TABβ ])
+ 2TABβ J
[
TABα ]
)
. (8)
The KXσ ≡ K[PXσ ] are the exchange matrices, whereas the
generalized Coulomb and exchange matrices, J[X], K[X] are
defined as follows:
J [X]μν =
∑
λσ
Xλσ (μν|λσ ),
(9)
K[X]μν =
∑
λσ
Xλσ (μλ|σν).
The hXσ matrix is given as
hXσ = VX + JXα + JXβ − KXσ (10)
and the TX/XYσ matrices back-transformed to the AO basis are
computed as follows:
TXσ =
(
CXσ
)†([Sσ + 1]−1 − 1)CXσ ,
(11)
TXYσ =
(
CXσ
)†([Sσ + 1]−1 − 1)CYσ .
The Sσ stands for the matrix of overlap integrals between the
occupied molecular orbitals of both monomers, (Sα)j˜ı˜ ≡ Sj˜ı˜
= ∫ φı˜(r)φj˜ (r)d3r.
By restricting the permutations of electrons between the
monomers to transpositions only, one can derive the so called
S2 approximation to the exchange energy. The formula for
E
(1)
exch(S2) in terms of molecular orbitals46 reads,
E
(1)
exch(S2) =
(
ωAα
) ˜b
j˜
S
j˜
ı˜ S
ı˜
˜b
+ (ωAβ ) ¯bj¯ Sj¯ı¯ Sı¯¯b + (ωBα )a˜ı˜ Sı˜j˜ Sj˜a˜
+ (ωBβ )a¯ı¯ Sı¯j¯ Sj¯a¯ + va˜ ˜bı˜j˜ Sı˜˜bSj˜a˜ + va¯ ¯bı¯j¯ Sı¯¯bSj¯a¯ , (12)
where
ωXσ =
[
CXσ
(
VX + JXα + JXβ
)
CXσ
]
occ,virt =
[
CXσXCXσ
]
occ,virt
(13)
and
vkmln =
∫
φl(r)φn(r′)v˜(r, r′)φk(r)φm(r′)d3rd3r′. (14)
Downloaded 21 Jun 2013 to 141.210.135.210. This article is copyrighted as indicated in the abstract. Reuse of AIP content is subject to the terms at: http://jcp.aip.org/about/rights_and_permissions
164104-4 Hapka et al. J. Chem. Phys. 137, 164104 (2012)
We stress that Eq. (12) is valid only in the dimer-centered
basis set (DCBS).49 From now on we use the Einstein sum-
mation convention over repeated indices.
C. Second-order SAPT energies
In this section, we use the spinorbital formalism of
Ref. 19 to give explicit expressions for the induction and
dispersion energies in unrestricted Kohn-Sham SAPT for-
mulation. For the dispersion energy we present the ana-
lytical formulation generalized for the unrestricted case.50
In the implementation of the “electronic” Hessian matrices
of the unrestricted TDKS equations we employed the lo-
cal spin-density approximation of the exchange-correlation
kernels.19, 51
Both the induction and dispersion energies can be ex-
pressed in terms of frequency-dependent density susceptibil-
ity functions of the monomers (FDDSs, also referred to as
response functions), αA(r, r′|ω) (defined, e.g., in Ref. 52).
Those functions take either coupled or uncoupled form, lead-
ing to coupled or uncoupled formulation of second-order in-
duction and dispersion terms. As the coupled FDDSs lead to
substantially better results, they will be applied here. In the
formalism of the TDHF/TDKS theory they take the following
matrix form:
XXia(σ ),jb(σ ′)(iγ ) =
∑
p
γ Xp
γ 2 + (γ Xp )2
UX,†ia(σ ),pU
X
jb(σ ′),p, (15)
where UX are the eigenvectors and γ X are eigenvalues of
unrestricted TDHF/TDKS eigenequations (e.g., see Ref. 51).
One can see that the FDDSs in the spin-unrestricted theories
consist of four spin blocks, similarly to Eq. (27) of Ref. 19.
The general formula for the induction energy can be writ-
ten as19, 52
E
(2)
ind(A ← B) =
1
2
∫ ∫
ωB(r) αA(r, r′|0)ωB(r′) d3rd3r′
(16)
with (A ← B) denoting influence of monomer B on monomer
A. By inserting the TDKS expressions for FDDS in (16) and
summation of both (A ← B) and (B ← A) terms, we obtain
the matrix formulation of the induction energy,
E
(2)
ind = −
1
2
(ωB)T XA(0)ωB − 1
2
(ωA)T XB(0)ωA. (17)
We note that vectors ωX consist of suitably ordered matrix
elements of Eq. (13).
The most general expression for the dispersion energy
in term of FDDSs is given by the Longuet-Higgins-type
integral,53, 54
E
(2)
disp = −
1
4π
∫∫∫∫ ∫ +∞
−∞
αA(r1, r2|iω)αB(r3, r4|iω)
|r1 − r2||r3 − r4|
× dr1dr2dr3dr4dω. (18)
With the FDDS formulation in the TDHF/TDKS theory we
can write the dispersion energy in a more transparent form
E
(2)
disp = −
∑
p,q
D2p,q
ωAp + ωBq
, (19)
where we introduced intermediate matrices,
E = (UA)TJAB,
D = EUB,
(20)
with JAB denoting a matrix of properly ordered two-electron
integrals, vkmln .
To derive second-order exchange terms one can apply
the second-quantization55 or density-matrix-based46 formu-
lation of exchange-dispersion and exchange-induction ener-
gies in the S2 approximation. In second-quantization approach
the overall numerical scaling is more expensive compared
to density-matrix-based theory. The second-quantization ap-
proach is also not valid in monomer-centered basis sets. How-
ever, the implementation in such a case is significantly sim-
pler, since we deal with much smaller amount of the 4-index
molecular integrals also, with lower symmetry. Both second-
quantization and density-matrix formalism were implemented
leading to the same numerical results. Below, we present only
expressions derived within the density-matrix formalism.
The exchange-induction energy is given by the following
formula:
E
(2)
exch−ind(A ← B) =
1
2
∑
σ
Tr
(
tAσ K
B
σ + tAσ SPBσ hAσ + tAσ Jσ [Oσ ] − tAσ K[Oσ ] + PBσ StAσ hBσ
− PBσ StAσ SPBσA − PBσ SOσ Jσ
[
tAσ
]− Oσ StAσB − tAσ SOTσB
+ PBσ StAσ Kσ [Oσ ] + tAσ SPBσ KTσ [Oσ ]
)+ 1
2
Tr
(
tAβ Jα[Oα] + tAα Jβ[Oβ]
− PBα SOαJβ
[
tAβ
]− PBβ SOβJα[tAα ]), (21)
where the coupled induction amplitudes are
[
tAα
]ı˜
a˜
= XAı˜a˜,ı˜ ′a˜′(0)
[
ωBα
]ı˜ ′
a˜′ , (22)
back-transformed to the AO basis, S stands for the AO overlap matrix, Oσ = PAσ SPBσ , and X is defined in Eq. (13).
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The second-order exchange-dispersion energy contribution in the αα case takes the form,
E
(2)
exch−disp,αα(S2) = −τı˜a˜,j˜ ˜b
[− va˜′ ˜b′ı˜ j˜ S ˜ba˜′Sa˜˜b′ + (va˜ ˜b′ı˜ ′ j˜ S ˜bı˜ − va˜ ˜b′ı˜ j˜ S ˜bı˜ ′)S ˜i ′˜b′ + (va˜′ ˜bı˜j˜ ′ Sj˜a˜ − va˜′ ˜bı˜j˜ Sa˜j˜ ′)Sj˜ ′a˜′
−(va˜ ˜bı˜ ′ j˜ ′Sj˜ ′ı˜ + va˜ ˜bı˜j˜ ′Sj˜ ′ı˜ ′ )Sı˜ ′j˜ + va˜ ˜bı˜ ′ ˜j Sj˜ ′ı˜ Sı˜ ′j˜ ′ + ((ωAα ) ˜bj˜ ′Sa˜˜j − (ωAα ) ˜bj˜ Sa˜j˜ ′)Sj˜ ′ı˜
+((ωBα )a˜ı˜ ′S ˜bı˜ − (ωBα )a˜ı˜ S ˜bı˜ ′)Sı˜ ′j˜ − (ωBα )a˜
′
ı˜
S
˜b
a˜′S
a˜
j˜ −
(
ωAα
) ˜b′
j˜
Sa˜
˜b′S
˜b
ı˜
]
, (23)
and analogous expression holds for the ββ contribution. For
the opposite αβ spins, we have
E
(2)
exch−disp,αβ(S2)
=−τı˜a˜,j¯ ¯b
[−va˜ ¯b′ı˜ j¯ S ¯b¯i ′Sı¯ ′¯b′ −va˜′ ¯bı˜j¯ Sa˜j˜ ′Sj˜ ′a˜′ +va˜ ¯bı˜j¯ ′Sj¯ ′ı¯ ′ Sı¯ ′j¯ +va˜ ¯bı˜ ′ j¯ Sj˜ ′ı˜ Sı˜ ′j˜ ′
−(ωAβ ) ¯bj¯ Sa˜j˜ ′Sj˜ ′ı˜ − (ωBα )a˜ı˜ S ¯bı¯ ′Sı¯ ′j¯ ]. (24)
The uncoupled amplitudes τia(σ ),jb(σ ′) can be written in the
form (for αβ case),
τı˜a˜,j¯ ¯b =
va˜
¯b
ı˜j¯
a˜ +  ¯b − ı˜ − j¯
. (25)
Both exchange-dispersion implementations were positively
verified against the closed-shell case. Following Ref. 52 we
obtain the coupled exchange-dispersion formula by scaling
the uncoupled term. Such estimation assumes the exchange-
dispersion energy being proportional to the dispersion term,
E
(2)
exch−disp(cKS) = E(2)exch−disp(uKS) ×
E(2)disp(cKS)
E(2)disp(uKS)
, (26)
where E(2)disp(cKS/uKS) denote terms obtained with the cou-
pled and uncoupled Kohn-Sham FDDSs applied to Eq. (18).
D. Total interaction energies and effects beyond
second order
The total interaction energy calculated with the
SAPT(UKS) method takes the form,
E
SAPT(UKS)
int =E(1)elst(KS) + E(1)exch(KS) + E(2)ind(cKS)
+E(2)exch−ind(cKS)+E(2)disp(cKS)+E(2)exch−disp(cKS),
(27)
where KS denotes energy terms obtained with the Kohn-Sham
orbitals and time-dependent Kohn-Sham response functions.
All second-order terms are obtained at the coupled level of
theory (denoted cKS).
We also present results obtained with the unrestricted
Hartree-Fock wavefunctions,
E
SAPT(UHF)
int =E(1)elst(HF) + E(1)exch(HF) + E(2)ind(cHF)
+E(2)exch−ind(cHF)+E(2)disp(cHF)+E(2)exch−disp(cHF).
(28)
The total interaction energies calculated in (27) and (28)
contain terms up to second order in V . Higher-order terms
can be estimated in SAPT(DFT) via applying the δEHFint
correction,47, 56, 57
δEHFint = EHFint −
(
E
(1)
elst(HF) + E(1)exch(HF)
+E(2)ind(HF) + E(2)exch−ind(HF)
)
. (29)
The above formula relies on approximate extraction of
the missing energy contributions from the supermolecular
Hartree-Fock energy, EHFint . We intend to determine how effec-
tive the inclusion of this term will be for open-shell systems.
Because of the known problems of SAPT when ECP are
employed,58, 59 in this work we also use a HF+dispersion
hybrid approach, combining the HF supermolecular ener-
gies with either SAPT(UHF) or SAPT(UKS) dispersion
contribution,25, 60
Eint = EHFint + E(2)disp + E(2)exch−disp. (30)
III. NUMERICAL RESULTS
In order to test the performance of the SAPT(UKS)
approach we chose seven different van der Waals com-
plexes, which we classify into three groups. The first
group contains systems selected to compare the SAPT(UKS)
and SAPT(ROKS) methods: a dispersion-bound dimer
(He· · · NH) and a dimer bound mainly by electrostatic forces
(H2O· · · HO2). The second group encompasses rare gas
atoms interacting with molecules in 2 electronic states
(He/Ar· · · OH and Ar· · · NO). We show that the SAPT(UKS)
method allows for a proper description of both A′ and A′′
states in very good agreement with the coupled cluster ref-
erence values. Finally, the third group represents two weakly
bound transition metal atom complexes (Au2 (3+u ) and
Cr2 (13+g )), treated at the SAPT level of theory with ef-
fective core potentials (ECP). We have used the asymptot-
ically corrected38 PBE0 density functional throughout the
work,61, 62 as it is known to give the most accurate interaction
energies for both the closed-shell and open-shell systems.19, 52
All the results were obtained with the dimer-centered basis set
(DC+BS) approach (the plus sign denoting the use of bond
functions).
Next to the SAPT(UKS), we also present the
SAPT(UHF) results, which may provide valuable insights
into the nature of the energy contributions.
The total interaction energies are compared with the su-
permolecular unrestricted or spin-restricted CCSD(T) ener-
gies. Moreover, the electrostatic energy calculated with the
CISD densities (E(1)elst(CISD)) serves as a comparison to the
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TABLE I. Total interaction energies of the chosen open-shell systems within
SAPT(UHF), SAPT(ROHF), SAPT(ROKS), SAPT(UKS), and RCCSD(T)
approximations. The SAPT(DFT) results include the δEHFint correction.
Geometries given in Ref. 19.
SAPT SAPT SAPT SAPT
System (UHF) (ROHF)a (UKS) (ROKS)a RCCSD(T)a
CN· · · Ne −38.06 −40.07 −45.32 −43.88 −39.42
NH· · · NH −756 −767 −761 −774 −693
H2O-HO2 −813 −813 −790 −776 −752
He· · · NH −20.65 −20.38 −26.98 −25.88 −19.83
aReference 19.
SAPT electrostatic contribution. The CISD wave functions
were constructed from ROHF orbitals using the MATROP
module in the MOLPRO package.63
All the formulas were implemented in the developer ver-
sion of the MOLPRO package.
First we present a set of SAPT(UKS) interaction en-
ergies for four systems previously tested when introduc-
ing the SAPT(ROKS) approach by ˙Zuchowski et al.19 (see
Table I). When comparing the two open-shell SAPT(DFT)
methods one should note the use of the different asymp-
totic correction schemes: the GRAC scheme38 in the present
work versus the Fermi-Amaldi correction64 in the previous
studies.19 This, together with the spin symmetry contamina-
tion present in UKS, may lead to discrepancies between both
approaches. Both SAPT(ROKS) and SAPT(UKS) results in
Table I include the δEHFint correction.
The overall picture shows remarkable agreement between
SAPT(ROHF) and SAPT(UHF) methods, with differences up
to 4% in interaction energies. Similar performance is ob-
served for SAPT based on Hartree-Fock, where discrepan-
cies up to 5% are to be noted. It should be stressed that the
open-shell SAPT(DFT) results agree well with the CCSD(T)
benchmark values, except for the He· · · NH dimer.
In the next two subsections we will focus on the detailed
analysis of selected complexes: He· · · NH and H2O-HO2. The
remaining data are provided in the supplementary material.65
A. NH(3−)· · · He
The calculations for the NH radical in the 3− state in-
teracting with the helium atom followed the methodology of
Refs. 19 and 66. We applied the aug-cc-pVQZ basis set67–69
extended with a set of 3s3p2d2f1g bond functions.19, 70 The
separation between the center of mass (COM) of NH and the
He nucleus was R = 6.3 bohr. The angle between the line con-
necting the COM of NH and the He atom equaled 62◦. The
NH bond length was set to 1.95 bohr. This geometry is close
to the global minimum geometry.66 The reference interaction
energy was obtained with the RCCSD(T) method. The SAPT
components and total interaction energies are presented in
Table II.
Comparison of the spin-unrestricted and spin-restricted
results for NH· · · He (and similarly H2O· · · O2H of the next
section) shows a general tendency that HF-based results are
in closer agreement than the KS-based results. This differ-
ence is lesser in SAPT(UHF) and SAPT(ROHF) (up to 7%)
TABLE II. He· · · NH(3−) interaction energy components at the global
minimum geometry (see the text). The basis set was aug-cc-pVQZ
+ 3s3p2d2f1g. All energies in cm−1.
SAPT(UHF) SAPT(ROHF) SAPT(UKS) SAPT(ROKS)
E
(1)
elst − 4.29 − 4.49 − 3.98 − 4.71
E
(1)
elst(CISD) − 5.21
E
(1)
exch 22.99 24.01 19.85 23.66
E
(2)
ind − 2.91 − 2.96 − 2.57 − 2.87
E
(2)
exch−ind 1.27 1.35 1.03 1.20
E
(2)
disp
a − 33.37 − 35.92 − 44.93 − 48.39
E
(2)
disp
b − 39.19 − 39.71 − 40.78 − 42.80
E
(2)
exch−disp 1.48 1.42 1.35 1.63
Eint − 20.65 − 20.38 − 25.10 − 23.88
Eint+δEHFint − 26.98 − 25.88
ERCCSDint − 16.32
E
RCCSD(T)
int − 19.83
〈S2〉 2.017 . . . 2.006 . . .
aUncoupled.
bCoupled.
and larger for the SAPT(UKS) and SAPT(ROKS) (from 3%
to 17%). The reason behind this tendency lies in differ-
ent asymptotic correction schemes applied in the KS-based
SAPT. Spin-contamination within the UKS method may also
play a role.
Equally important is the detailed analysis of the UKS
versus ROKS SAPT energy components. The electrostatic en-
ergy is underestimated by 24% with SAPT(UKS) and only by
9.6% with SAPT(ROKS), with respect to E(1)elst(CISD). How-
ever, applying the GRAC correction for SAPT(ROKS) results
in electrostatic energy equal to −3.99 cm−1, which cancels
the difference with respect to the SAPT(UKS) result. The
〈S2〉NI with the value of 2.006 indicates a small spin contami-
nation. The HF based results differ only by 4% for both elec-
trostatic and exchange energies with 〈S2〉 substantially higher
than in the UKS case (see Table II). The S2 approximation to
the exchange energy performs well, giving less than 1% devi-
ation from the exact value.
The second-order induction and exchange-induction en-
ergies give small contribution to the total interaction energy,
their values being even lower than the electrostatic energy.
The major energy contribution to Eint comes from the
dispersion interaction. Here, the UKS and ROKS values are
in close agreement. The exchange-dispersion energy is rela-
tively small. We found that δEHFint correction spoils the agree-
ment between SAPT(UKS) and the reference RCCSD(T) in-
teraction energies, similarly to the SAPT(ROKS) as shown in
Refs. 19 and 71.
B. H2O· · · HO2(2A)
The water molecule-hydroperoxide radical dimer serves
as an example of a system bound mainly by electrostatic
forces. The planar geometry was taken from Ref. 19 (see also
supplementary material65). The basis set was aug-cc-pVTZ
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TABLE III. Interaction energy components for H2O· · · HO2(2A), aug-cc-
pVTZ+ 3s3p2d. Geometry given in Ref. 19. All energies in cm−1.
SAPT(UHF) SAPT(ROHF) SAPT(UKS) SAPT(ROKS)
E
(1)
elst − 794 − 794 − 764 − 778
E
(1)
elst(CISD) − 775
E
(1)
exch 481 480 557 594
E
(2)
ind − 189 − 188 − 231 − 243
E
(2)
exch−ind 121 120 163 171
E
(2)
disp
a − 473 − 476 − 709 − 720
E
(2)
disp
b − 479 − 478 − 534 − 541
E
(2)
exch−disp 48 47 56 58
Eint − 813 − 813 − 753 − 739
Eint+δEHFint − 790 − 776
ERCCSDint − 693
E
RCCSD(T)
int − 752
〈S2〉 0.763 . . . 0.754 . . .
aUncoupled.
bCoupled.
supplemented with 3s3p2d bond functions.19, 70 The results
are presented in Table III.
For this system the agreement between SAPT(ROKS)
and SAPT(UKS) is excellent with the differences ranging
from 1.3% for coupled E(2)disp to 6.2% for E
(1)
exch. At the Hartree-
Fock level of theory we obtain virtually the same numbers,
with discrepancies of 1 cm−1. The total interaction energy
agrees within a fraction of percent with the RCCSD(T) result,
however it is due to fortuitous cancellation of errors: adding
the δEint term results in a few percent overbinding, still a rea-
sonable result.
C. He· · · OH(X2) complex
The PES for the He· · · OH(X2) dimer was obtained
by Lee et al.72 and used as a reference in later works.73
The electron configuration of OH in the ground state is
(1σ 22σ 23σ 21π3), and gives rise to two states A′ and A′′. We
have performed calculations for the global and local minima
as described in Ref. 72. The OH equilibrium bond length was
set to the experimentally determined value of 0.96966 Å.74
The basis set was aug-cc-pVTZ with 3s3p2d2f1g bond func-
tions placed in the middle between the COM of OH and the
helium atom.75 The SAPT(UKS) results for the global mini-
mum geometry (A′: R = 3.010 Å and θ = 68.6◦) are presented
in Table IV. Total interaction energies for all the minima are
given in Table V.
The importance of the intramonomer correlation effects
is underscored by 24% difference between UKS and UHF
electrostatic energy. We note that the DFT approach is in ex-
cellent agreement with the reference CISD value (only 0.4%
discrepancy). Similarly the exchange energy is expected to be
underestimated within the Hartree-Fock scheme.
The total induction component is small and contributes
only 13% to the total interaction energy. Although the intra-
monomer correlation strongly affects the exchange-induction
TABLE IV. Interaction energy components at the global minimum (the A′
PES) of He· · · OH(X2), aug-cc-pVTZ+ 3s3p2d2f1g. θ = 0◦ corresponds to
OH· · · Ar collinear arrangement. All energies in cm−1.
SAPT(UHF) SAPT(UKS)
E
(1)
elst − 7.458 − 9.888
E
(1)
elst(CISD) − 9.845
E
(1)
exch 36.56 49.10
E
(2)
ind − 6.714 − 7.668
E
(2)
exch−ind 2.496 3.547
E
(2)
disp
a − 50.34 − 72.98
E
(2)
disp
b − 64.63 − 66.32
E
(2)
exch−disp 2.780 3.048
Eint − 36.97 − 28.18
Eint+δEHFint − 30.71
ERCCSDint − 24.66
E
RCCSD(T)
int
c − 30.02
〈S2〉 0.757 0.753
aUncoupled.
bCoupled.
cReference 72.
energy and the PBE0 value differs by almost 30% from
that of SAPT(UHF), the cancellation of the induction and
exchange-induction components is similar for UHF and UKS
approaches. For the dispersion energy, which is the main
binding force in the He· · · OH(X2) dimer, SAPT(UKS) and
SAPT(UHF) give close results at the coupled level of theory
(although the uncoupled values differ by more than 30%). The
exchange-dispersion contribution quenches only 4.5% of the
dispersion interaction.
The total SAPT interaction energy shows a remarkable
agreement with the supermolecular RCCSD(T) values. The
δEHFint correction accounts for 8% of the Eint and reduces the
SAPT(UKS) error from 6.2% to 2.1% with respect to the ref-
erence values. Due to the aforementioned importance of the
intramonomer correlation effects in this system, SAPT(UHF)
performance is much worse and deviates by around 19% from
the RCCSD(T) energy. For the two remaining minima of this
system we observe a very good agreement with the super-
molecular reference energies. SAPT(UHF) results agree with
the SAPT(UKS) ones up to 2%.
In order to check the ability of the SAPT(UKS) method to
correctly predict both states arising from the interaction of He
with 2 systems we show a plot of the angular dependence
for A′ and A′′ surfaces, compared with the RCCSD(T) data
TABLE V. Comparison of interaction energies at the minima on A′ and A′′
surfaces of He· · · OH(X2) complex, aug-cc-pVTZ+ 3s3p2d2f1g. θ = 0◦
corresponds to OH· · · He collinear arrangement. All energies in cm−1. A′′
surface has minima for linear geometry (saddle points for A′).
State R [Å] θ SAPT(UHF) SAPT(UKS) RCCSD(T)a
A′ 3.010 68.6 −36.97 −30.71 −30.02
 3.463 0.0 −27.16 −27.72 −27.06
 3.223 180.0 −23.49 −23.50 −21.79
aReference 72.
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(Fig. 1). We observe an excellent agreement with the refer-
ence values with largest deviations for the linear geometries.
D. Ar· · · OH(X2) complex
The Ar· · · OH(X2) dimer has been thoroughly studied
in the past.5 Important theoretical works concerning the elec-
tronic structure of the complex include Ref. 73, 76, and 77.
The aug-cc-pVQZ basis set extended with a 3s3p2d2f1g
bond functions was applied.73, 75 The OH radical geometry
was the same as for the He· · · OH case. In Table VI we present
TABLE VI. Interaction energy components at the minimum of the
Ar· · · OH(X2)  state complex: R = 6.9, θ=0◦, aug-cc-pVQZ
+ 3s3p2d2f1g. θ = 0◦ corresponds to OH· · · Ar collinear arrangement. All
energies in cm−1.
SAPT(UHF) SAPT(UKS)
E
(1)
elst − 54.28 − 68.88
E
(1)
elst(CISD) − 60.96
E
(1)
exch 258.37 297.07
E
(2)
ind − 136.1 − 185.6
E
(2)
exch−ind 67.78 90.69
E
(2)
disp
a − 251.0 − 370.4
E
(2)
disp
b − 276.3 − 281.4
E
(2)
exch−disp 22.26 23.33
Eint − 139.26 − 117.0
Eint+δEHFint − 144.2
E
RCCSD(T)
int
c − 140.4
〈S2〉 0.757 0.753
aUncoupled.
bCoupled.
cReference 73.
results for the global minimum geometry (R = 6.9 bohr,
θ = 0◦, which corresponds to the linear Ar-H-O atom arrange-
ment). Table VII contains a comparison of total interaction
energies for the remaining minima obtained in Ref. 73.
For all of the geometries the SAPT(UKS) electrostatic in-
teraction agree well with the CISD reference values to within
10%. The induction term contributes relatively more to the
binding energy than for He· · · OH dimer. For the global min-
imum the coupled E(2)disp damped by a few percent by the
exchange-dispersion turns out to be the main binding force.
The intramonomer correlation contribution to the dispersion
energy is of the order of a few percent. The analysis of the
remaining minima shows that SAPT(UHF) tends to overbind
with respect to RCCSD(T) yielding errors as large as 40%. A
more detailed analysis reveals that this results from underes-
timation of the E(1)exch repulsion and overestimation of the dis-
persion attraction. Unlike in the global minimum, in the local
minima the dispersion interaction is strongly affected by in-
tramonomer correlation. The induction terms, due to the can-
cellation of errors, seem to be insensitive to this effect. The
overall agreement of the SAPT(UKS) results with the refer-
ence data is very good with errors not exceeding 10%.
TABLE VII. Comparison of interaction energies at the minima on two sur-
faces of Ar – OH(X2), aug-cc-pVQZ+ 3s3p2d2f1g. θ = 0◦ corresponds to
OH· · · Ar collinear arrangement. All energies in cm−1.
State R [a0] θ SAPT(UHF) SAPT(UKS) RCCSD(T)a
 6.90 0.0 − 140.4 − 144.2 − 140.4
A′ 6.17 75.2 − 217.6 − 132.7 − 137.5
 6.80 180.0 − 110.4 − 99.9 − 91.8
A′ 6.15 90.0 − 217.9 − 124.7 − 131.7
A′′ 7.05 90.0 − 106.4 − 79.6 − 71.2
aReference 73.
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TABLE VIII. Interaction energies at the minima on the A′ and A′′ surfaces
of the Ar· · · NO(X2) complex, aug-cc-pVTZ+ 3s3p2d. θ = 0◦ corresponds
to NO· · · Ar collinear arrangement. All energies in cm−1.
State R [Å] θ SAPT(UHF) SAPT(UKS) UCCSD(T)a
A′ 6.76 94.9 −111.0 −118.1 −115.9
A′′ 6.92 69.9 −108.9 −114.5 −111.0
aReference 81.
E. Ar· · · NO(X2) complex
Systems with NO(X2) molecule are particularly chal-
lenging, since the NO dipole moment is small (0.157 D)
(Ref. 78) and sensitive to the method and basis set applied.
Previous electronic structure studies on this complex include
Refs. 79–81, as well as the most recent Refs. 82 and 83.
Similar to the case of the OH radical, the electron config-
uration of NO (1σ 22σ 23σ 24σ 21π45σ 22π2) gives rise to two
states, 2A′ and 2A′′ in the Ar· · · NO dimer. In Table VIII we
present results of the SAPT(UKS/UHF) calculations for the
minima of the A′ and A′′ surfaces; and in Table IX the detailed
SAPT(UKS) decomposition for the A′′ minimum is shown.
Geometries and reference energy values were taken from
Ref. 81. The X NO equilibrium bond length was set to
1.5077 Å. We chose the aug-cc-pVTZ + 3s3p2d basis set.66
For both states the SAPT(UHF) and SAPT(UKS) results
remain in a good agreement, showing that intramonomer cor-
relation has a minor effect. For E(1)elst and E
(1)
exch terms the dis-
crepancies are of the order of a few percent. The KS electro-
static energy deviates from CISD by more than 5% compared
to almost 9% difference of SAPT(UHF).
F. Cr2 (13+g )
A high-spin chromium dimer is an interesting system due
to its importance in studies of the properties of dipolar ultra-
cold quantum gases.84, 85 The van der Waals Cr2 (13+g ) com-
TABLE IX. Interaction energy components at the minimum of the
Ar· · · NO(X2) complex, (A′′: R = 6.92, θ = 69.9◦), aug-cc-pVTZ+ 3s3p2d.
θ = 0◦ corresponds to NO· · · Ar collinear arrangement. All energies in cm−1.
SAPT(UHF) SAPT(UKS)
E
(1)
elst − 44.47 − 46.16
E
(1)
elst(CISD) − 48.71
E
(1)
exch 146.8 153.9
E
(2)
ind − 46.10 − 49.35
E
(2)
exch−ind 44.96 48.98
E
(2)
disp
a − 234.4 − 327.4
E
(2)
disp
b − 225.0 − 231.2
E
(2)
exch−disp 15.01 14.92
Eint − 108.8 − 108.9
Eint+δEHFint − 114.5
E
UCCSD(T)
int
c − 111.0
〈S2〉 0.796 0.754
aUncoupled.
bCoupled.
cReference 81.
plex poses a challenge for the SAPT methodology due to its
4s1 and 3d5 half-open shells.
Two sets of UHF+disp results are presented. In the first
set (UHF + disp(TDHF)), we combine the UHF supermolec-
ular energy with the dispersion contributions obtained at the
cHF level of theory. The second set (UHF + disp(TDDFT))
takes advantage of the dispersion contributions calculated
with the TDDFT response functions. In the previous study on
this dimer,25 an ROHF+disp formalism was applied. The cal-
culations performed there were nonrelativistic and the large
aug-cc-pVQZ basis set with bond functions was employed.
In contrast, we have included the relativistic effects by us-
ing the Stuttgardt RSC ECP plus basis set86, 87 extended with
3s3p2d1f bond functions.66 The results are shown in Fig. 2
and detailed data are provided in supplementary material.65
The reference data include two sets previously given in
Ref. 25—the nonrelativistic RCCSD(T), as well as scalar rela-
tivistic RCCSD(T) with the Douglas-Kroll-Hess integrals (de-
noted RCCSD(T)/DK). Additionally we enclose our results
from the UCCSD(T) calculations performed with the Stuttgart
ECP + 3s3p2d1f basis set.
The reference relativistic calculations employing effec-
tive core potentials (UCCSD(T)/ECP) and RCCSD(T)/DK
show excellent agreement. However, the minimum geom-
etry predicted by the two methods is slightly different.
RCCSD(T)/DK gives the equilibrium distance of 6.18 bohr,
while the RCCSD(T)/ECP methods leads to 6.25 bohr. The
RCCSD(T)/ECP-predicted minimum is shallower, with the
difference amounting to 5%.
The ROHF+disp(TDDFT) and UHF + disp(TDDFT)
should be compared with dispersion originating from either
SAPT(ROKS) or SAPT(UKS), respectively. The inclusion of
relativistic effects in the UHF case leads to a deeper minimum
at slightly shorter distance, 6.00 bohr versus 6.06 bohr in the
ROHF method. This UHF + disp(TDDFT) minimum is over-
estimated by 3.4% compared to the RCCSD(T)/DK one and
by over 8% when compared to the UCCSD(T)/ECP results.
The shorter bond length in both hybrid SAPT approaches
should be attributed to the neglect of the intramonomer elec-
tron correlation in the UHF method. The long range part of the
potentials agrees to within 4% and is less attractive than the
reference RCCSD(T) curve. The short-range region is signifi-
cantly less repulsive in the UHF+disp(TDDFT) method. The
spin contamination of chromium in UHF and UKS is smaller
than 10−3.
The hybrid UHF+disp(TDHF) results presented in
Figure 2 clearly show that this approach gives a potential
which is too attractive, with minimum at 5.9 bohr to deep by
27% with respect to RCCSD(T)/DK. It should be stressed that
the UHF+disp(TDHF) result is in close agreement with the
results of ROHF+disp(TDHF) of Ref. 25.
G. Au2 (3+u )
The Au2(3+u ) complex can be considered as the sim-
plest model system of the aurophilic interaction between two
Au(I) centers. The nature of the “aurophilicity” has been
linked chiefly to the dispersion attraction between spheri-
cally symmetric (5d10) Au(I).88, 89 However, only recently
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FIG. 2. The interaction potential for Cr2 (13+g ) with different methods. See the text for description of basis sets.
perturbative analysis of this important phenomenon has been
performed.59, 89 In Ref. 59, the hybrid ROHF+disp(TDHF)
method has been applied for a set of model Au(I)· · · Au(I)
bound systems. Here, we study the triplet Au2 dimer with
the unrestricted hybrid SAPT approach. In the description of
gold atoms we applied a 19-electron, small core (1s-4f), rela-
tivistic effective core potential of Figgen et al.90 The HF su-
permolecular energy was obtained with the aug-cc-pVTZ-PP
basis set.91 In the calculations of dispersion energy and su-
permolecular UCCSD(T) interaction energy we applied the
aug-cc-pVQZ-PP basis set91 (from which the more compact
g and h orbitals were removed) extended with 3s3p2d2f bond
functions.66 The results for the global minimum geometry are
given in Table X.
The supermolecular UCCSD(T) calculations within the
described framework lead to the total interaction energy of
6.664 mH (4.182 kcal/mol) at Remin = 5.44 bohr (2.88 Å).
This is consistent with previous findings of Ref. 92:
6.854 mH (4.301 kcal/mol) at Remin = 5.42 bohr (2.87 Å).
The hybrid SAPT approach leads to overbinding of the triplet
Au2 dimer, with the global minimum energy of 8.760 mH
(5.497 kcal/mol) obtained with the UHF+disp(TDHF)
method and 7.799 mH (4.894 kcal/mol) in the UHF
+disp(TDDFT) method. Similarly to the Cr2 case, the pre-
dicted intermolecular distance is shorter with respect to the
reference UCCSD(T) results and equals roughly 5.35 bohr.
It is worth mentioning that the ROHF+disp(TDHF) calcula-
tions of Ref. 59 gave the binding energy of 4.36 (kcal/mol)
at roughly Remin = 5.67 bohr (3.00 Å) which is in excellent
agreement with our saturated UCCSD(T) result. We note that
the spin contamination for the Au atom is small and equals
0.752. The fact that UHF+disp methods recover the mini-
mum geometry proves the Au dimer to be bound mainly by
dispersion forces.
The SAPT energy decomposition (Table X) elucidates
the problem with the second-order induction contribution
dominating the total interaction energy due to the overpolar-
ization of monomers. Adding the δEHFint term not only fails to
reproduce the minimum region, but gives a repulsive potential
(37.40 mH at Remin)—a problem that has already been noticed
in Ref. 59. It should also be noted that for both Cr and Au
dimers the S2 approximation performs much worse in case of
SAPT combined with ECP method, with differences of the
order of 10% for minimum geometries (see supplementary
material65).
TABLE X. Interaction energy components at the minimum geometry of
Au2 (3+u ), aug-cc-pVQZ + 3s3p2d2f. All energies in mH.
SAPT(UHF) SAPT(UKS)
E
(1)
elst − 57.76 − 53.22
E
(1)
elst(CISD) − 57.53
E
(1)
exch 63.51 60.38
E
(2)
ind − 408.9 − 348.8
E
(2)
exch−ind 218.4 202.4
E
(2)
disp
a − 34.56 − 47.12
E
(2)
disp
b − 28.40 − 26.93
E
(2)
exch−disp 8.519 8.007
Eint − 204.4 − 158.2
E
UHF+disp(TDHF)
int − 8.760
E
UHF+disp(TDDFT)
int − 7.799
EUCCSDint − 3.904
E
UCCSD(T)
int − 6.664
aUncoupled.
bCoupled.
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IV. CONCLUSIONS
We have developed and implemented a SAPT formal-
ism based on the UKS treatment of monomers. Its per-
formance has been tested for seven representative high-
spin open-shell van der Waals complexes divided into three
groups. The first group contained systems that provided
comparison with the previously developed SAPT(ROKS)
approach.19 SAPT(UKS) has proven to be of similar accuracy
as SAPT(ROKS) and compared well with the reference su-
permolecular CCSD(T) values. In all of the tested complexes
the spin symmetry breaking was small and neither in the case
of SAPT(UKS) nor in SAPT(UHF) did seem to affect the
results.
For the first time SAPT(DFT) has been applied to spa-
tially degenerate states. We have focused on systems with
molecules in 2 electronic states interacting with rare gas
atoms. SAPT(UKS) reproduced the minima on both A′ and
A′′ surfaces, the interaction energies remaining in excellent
agreement with the reference CCSD(T) values. For He· · · OH
we have also obtained excellent results for the angular depen-
dence of interaction energy for both surfaces.
We have also studied Cr and Au dimers with SAPT
combined with ECP. In both cases SAPT(UHF/UKS) per-
formed poorly—a result which agrees with previous stud-
ies applying SAPT to metal dimers.93, 94 Because of poor
performance of SAPT for metals, amplified by the use of
ECPs, we applied a UHF+disp method with different treat-
ments of dispersion. For Cr2 (13+g ) we obtained good agree-
ment with RCCSD(T)/DK results, whereas for Au2(3+u ) the
UHF+disp(TDDFT) gave minimum with 14.5% overbinding.
The SAPT(UKS) and SAPT(ROKS) methods should be
useful for modeling interactions in complexes of open-shell
nature particularly those composed of main-group atoms,
without the need to account for relativistic effects. To be ap-
plicable for larger systems the density-fitting procedure47, 95, 96
would be desirable. More work is necessary to make SAPT
compatible with effective core potentials and other treatments
of relativity and thus applicable to heavier elements including
metals.
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4. SAPT BASED ON UNRESTRICTED KOHN-SHAM ORBITALS
FOR HIGH-SPIN OPEN-SHELL VAN DER WAALS COMPLEXES
CHAPTER 5
DFT approach to gold-ligand interactions
In this Chapter we devise a dependable computational DFT treatment of gold-ligand
interactions of the donor-acceptor type. We begin with a general diagnosis of the
difficulties one encounters when describing donor-acceptor interactions in the Kohn-
Sham formalism. Then, we propose a way to overcome these problems within the
Generalized Kohn-Sham framework. Our approach is verified using a model aurophilic
dimer and a series of gold-ligand complexes. The results for the (HAuPH3)2 and Au4-
SCN− complexes presented in this Chapter encompass my main contribution to the
reported research. The Chapter closes with a publication complementing the presented
results.
5.1 Introduction
A proper description of gold-ligand interactions is one of the key prerequisites for com-
putational studies of gold chemistry. These interactions underlie self-assembly processes
on gold surface as well as self-assembly of aurophilic compounds and ligand-protected
gold nanoparticles [103, 104]. The ability to model these systems ab initio is intrinsi-
cally related with the ongoing quest for control over nanosized gold systems, including
hetero- and homogeneous catalysis [105], fine-tuning of emissive properties [106] or
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advances in sensing and plasmonics [107].
Gold-ligand interactions are donor-acceptor (DA) interactions, also known as charge
transfer interactions: gold in various oxidation states acts as a Lewis acid, while the
accompanying ligand takes the role of a Lewis base. As proven by numerous examples
in the literature (see, e.g. Refs. [108–111]), the reliable description of DA interactions is
a considerable challenge for DFT. The reason behind this may be traced back to crucial
problems of DFT itself: the presence of the delocalization error [108, 110] and lack of
long-range correlation effects [109].
One of the consequences of the DE is the discrepancy between the HOMO-LUMO
(HL) gaps and the fundamental gap, the latter defined as the difference between the
ionization potential (IP) and electron affinity (EA) of the molecule [43, 112]. While the
HOMO electrons become too loosely bound with respect to IP, the LUMO orbitals are
lying too low with respect to EA (see the right panel in Fig. 1.2). This clearly distorts
the electron flow in DA interactions: the electron donors give off partial charge too
easily, whereas electron acceptors, in turn, are too eager to accept one.
Although the equivalence of the HOMO-LUMO gap and fundamental gap can never
be assured in the Kohn-Sham picture, it may be achieved in the Generalized Kohn-Sham
scheme due to the presence of the nonlocal, orbital dependent exchange [43]. Moreover,
it has been shown that minimization of DE in optimally-tuned LRC functionals is a
practical way of restoring the physical meaning of orbital energies in DFT [43].
The aim of the work presented in this Chapter was to test the capability of the
optimally-tuned LRC functionals to describe DA interactions in gold-ligand systems.
We wanted to verify whether DE-free interaction energy would properly account for IP
of the electron donor and EA of the electron acceptor. Our model complexes comprised
the Au4 cluster (with gold atoms at 0 oxidation state) interacting with a series of small
ligands: thiocyanate, benzenethiol, benzenethiolate anion, pyridine, and trimethylphos-
phine (see Fig. 5.1). The modest size of the systems allowed to obtain reference values
at CCSD(T) level of theory. Finally, we wanted to verify the role of the dispersion
energy in gold-ligand interactions.
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Figure 5.1: Geometries of the Au4 complexes with five ligands: thiocyanate (SCN−),
benzenethiolate anion (C6H5S
–), benzenethiol (C6H5SH), pyridine (C5H5N) and
trimethylphosphine (P(CH3)3).
5.2 Results
The idea of tuning the RS parameters for both donor and acceptor molecules brings us
back to the problem of optimally-tuned functionals in supermolecular calculations (see
Chapter 1, Sec. 1.2.1). Using different ω values for monomers would clearly violate size
consistency, not to mention the question of choosing the proper value for dimer calcu-
lations. In order to avoid this, we proposed a two-step procedure employing functionals
with a generalized error function ansatz (CAM). In the first step a two-parameter tun-
ing is carried out separately for donor and acceptor molecules: the J2(ω) functional
(1.24) is minimized for six different values of the α parameter: 0.0, 0.1, 0.2, 0.3, 0.4,
0.5. This yields two classes of optimized functionals characterized by twelve sets of
optimal (α, ω) parameters. For clarity, from now on we will refer to these functionals
as LRC-ωPBEα. In the second step one chooses a parameter set common to both
donor and acceptor, and consequently uses it for supermolecular calculations. In order
to properly account for the missing long-rage dispersion contribution, we evaluated it
through a C8
R8
term from the DFT-D3 method [113].
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5.2.1 Aurophilic interactions
One may ask whether all optimized LRC-ωPBEα functionals predict identical interac-
tion energies, in spite of different combination of the (α, ω) parameters. We address
this question by examining an aurophilic homodimer of two HAuPH3 molecules in a
staggered configuration which excludes dipole-dipole interactions. The aurophilic inter-
actions are weak noncovalent interactions classified “as the tendency of Au(I)-containing
complexes to form short metal-metal contacts” [114]. As such, they constitute a chal-
lenge for correct description with DFT calculations [114, 115].
The interaction energies obtained with six different LC-ωPBEα are presented in
Fig 5.2. We show that the results remain nearly constant irrespective not only of the
optimized functional, but also of the intermolecular separation between the HAuPH3
monomers – the observed discrepancies reach up to only 0.1 kcal/mol in the minimum
region, and 3% on the repulsive wall. Furthermore, in Table 5.1 we present a comparison
of our best performing LC-ωPBEα functional with the reference CCSD(T)/CBS results.
As proven by Pyykko¨ and Zhao [116], the Hartree-Fock method misses the aurophilic
stabilization and predicts the interaction to be solely repulsive. Our methodology shows
that DE-free DFT already grasps at least some of the short-range intermolecular correla-
tion and predicts -1.73 kcal/mol attraction between the monomers. This supplemented
by a long-range dispersion contribution of -4.54 kcal/mol obtained by the C8 term of
the D3 method of Grimme [113] amounts to -6.27 kcal/mol which agrees well with the
benchmark CCSD(T) value of -6.13 kcal/mol. As shown in the last column of Table 5.1,
the dispersion energy from the LRC-SAPT method is clearly not compatible with the
straightforward DE-free supermolecular approach. It is worthwhile to notice, that for
this system B3LYP predicts an erroneous repulsive interaction of 1.6 kcal/mol.
Table 5.1: Interaction energy [kcal/mol] of the HAuPH3 dimer at R = 3 A˚ separation
calculated at different levels of theory.
HF DFT Disp D3 DFT+D3 CCSD(T)/CBS Disp
(0.2,0.256) DFT-SAPT
5.6 -1.73 -4.54 -6.27 -6.13 -13.0
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Figure 5.2: Interaction energy [kcal/mol] of the HAuPH3 dimer obtained with differ-
ent OT-LRC functionals classified according to the total percent of the Hartree-Fock
exchange. R denote different intermolecular distance between the HAuPH3 monomers.
Lines are added to guide the eye.
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Figure 5.3: Optimized (α, ω) parameters for six LCωPBEα functionals for SCN− (red)
and Au4 (black).
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Table 5.2: Interaction energies [kcal/mol] and energy gaps [eV] between HOMO
of SCN− and LUMO of Au4, denoted HO(D)-LU(A), for three LC-ωPBEα functionals.
(α, ω) (0.2, 0.275) (0.3, 0.242) (0.4, 0.204)
Eint -47.6 -47.1 -46.7
HO(D)-LU(A) 1.77 1.75 1.72
DFT + D3 -51.3 -50.8 -50.4
CCSD(T) -52.9
5.2.2 Optimized functionals of gold cluster-ligand complexes
Having validated the method for a representative Au(I)-Au(I) system, we now move
to the model gold(0)-ligand complexes of donor-acceptor character. Herein we will
focus on the Au4-SCN− dimer and follow the steps of the proposed supermolecular
procedure. First, we carried out two-parameter optimization obtaining two classes of
LC-ωPBEα functionals, presented in Fig 5.3. We then selected three functionals sharing
a similar range of (α, ω) parameters. Their performance is compared in Table 5.2. We
observe that the common range of the tuning parameters guarantees stable interaction
energies, which – supplemented with dispersion energy from the D3 model – remain in
close proximity to the benchmark CCSD(T) result. Moreover, the steady energy gap
between HOMO of the donor and LUMO of the acceptor indicates that both IP of the
donor and EA of the acceptor are correctly represented.
Fig. 5.4 summarizes the results obtained with the LRC-ωPBEα functionals for Au4
interacting with five different ligands. A 3-5% agreement with the reference CCSD(T)
values confirms that GKS is capable of a reliable description of charge transfer interac-
tions, provided that the frontier molecular orbitals of the donor and acceptor molecules
are conditioned to have physical interpretation matching their IP and EA, respectively.
The results also show that adding the dispersion energy term on top of the DE-free
energy is necessary to achieve a satisfactory agreement. However, the dispersion energy
contribution to the binding is moderate in the selected system and reaches from 5% to
15%.
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5.3 Related publication
The attached publication [D3] provides further insight into the nature of the stud-
ied complexes. Calculations with LDA, BP86, PBE0 reveal possible problems of the
conventional approach resulting from wrong balance of the donor/acceptor properties.
Furthermore, the consequences of the strong gold-benzenothiolate bonding are ana-
lyzed. Likewise, the difference in bonding of pyridine and trimethylphosphine to Au4
is explained.
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Donor-acceptor interactions are notoriously difficult and unpredictable for conventional density func-
tional theory (DFT) methodologies. This work presents a reliable computational treatment of gold-
ligand interactions of the donor-acceptor type within DFT. These interactions require a proper ac-
count of the ionization potential of the electron donor and electron affinity of the electron acceptor.
This is accomplished in the Generalized Kohn Sham framework that allows one to relate these prop-
erties to the frontier orbitals in DFT via the tuning of range-separated functionals. A donor and an
acceptor typically require different tuning schemes. This poses a problem when the binding energies
are calculated using the supermolecular method. A two-parameter tuning for the monomer properties
ensures that a common functional, optimal for both the donor and the acceptor, is found. A reliable
DFT approach for these interactions also takes into account the dispersion contribution. The ap-
proach is validated using the water dimer and the (HAuPH3)2 aurophilic complex. Binding energies
are computed for Au4 interacting with the following ligands: SCN−, benzenethiol, benzenethiolate
anion, pyridine, and trimethylphosphine. The results agree for the right reasons with coupled-cluster
reference values. © 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4885137]
I. INTRODUCTION
Interactions of gold clusters and surfaces with ligands are
of great interest to chemistry for several reasons. These inter-
actions are the key to the self-assembly of ligand-protected
gold nanoparticles.1, 2 Ligand-protected gold nanoparticles
are intensely investigated for their potential uses in sensing
and plasmonics.3 These interactions are also crucial to the
unique catalytic properties of gold: e.g., in heterogeneous
catalysis by nano-sized gold4 and in homogeneous catalysis
by gold compounds.5 Finally, there is a need for the funda-
mental understanding of the rapidly developing field of the
coordination chemistry of gold.6, 7 Study of gold-ligand inter-
actions are the key to this understanding.
Gold-ligand interactions are examples of donor-acceptor
(DA) interactions, sometimes referred to as charge transfer
(CT) interactions, where gold in many oxidation states acts as
Lewis acid and ligands mainly act as Lewis bases. Of course,
it is possible for these roles to reverse.8
From the outset these interactions are surrounded by con-
troversy regarding the necessity for and the meaning of the
charge-transfer term in the partitioning of the interaction en-
ergy into physically meaningful components. For example,
the symmetry-adapted perturbation theory (SAPT) has “no
room” for the CT term9 although there have been recent
attempts to make such an accommodation.10, 11 Other par-
titioning schemes12, 13 distinguish between the polarization
and charge-transfer contributions (the latter are sometimes
referred to as orbital contributions). In the Reed and Wein-
a)E-mail: bryant@oakland.edu
hold scheme the CT terms are larger than the total interaction
energies.14
There is considerable literature evidence that conven-
tional density functional theory (DFT) methods have difficul-
ties in dealing with DA interactions be it in main-group or in
transition metal chemistry. A variety of causes for these prob-
lems have been presented in the literature. To name just a few,
the Yang group pointed to localization error in common func-
tionals as the reason behind large errors in thermochemistry of
Diels-Alder cyclization and dimerization of Al complexes.15
In a similar vein, Goerigk and Grimme constructed a sepa-
rate database of test systems where the self-interaction error
(SIE) is expected to be the problem.16 Typical DA complexes
ethylene-F2 and NH3-ClF figure prominently in this database.
In a paradigm photovoltaic system, TTF-TCNQ, Sinni et al.
brought to the fore the importance of the energy gaps between
HOMO of the electron donor and LUMO of the electron ac-
ceptor to interactions and charge transfer in DA complexes.17
They also identified another source of uncertainty in interac-
tion results – the choice of an exchange functional. HOMO-
LUMO gaps narrow considerably in complexes of base-donor
and radical-acceptor, thereby exacerbating the problem of er-
roneous charge transfer in the ground state, as the work of
Johnson et al. noted.18 They attributed this problem to the
lack of piecewise linearity of DFT energy of both donor and
acceptor with respect to an addition and removal of frac-
tional electrons.19 The implications of SIE on the charge flow
across the metal-ligand DA interface have been extensively
discussed20, 21 (and references therein).
Steinmann et al. took a different view by arguing that
the reason why DA interactions are challenging for the DFT
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is that it does not properly account for dispersion.22 While
the importance of dispersion is unquestionable in π -π stack-
ing DA interactions,23, 24 in DA complexes involving the σ*-
acceptor halogen molecules Kozuch and Martin found that the
addition of dispersion was not critical.25 Our own results show
that in addition to dispersion it is the many-electron SIE in
conventional DFT methods artificially altering the donating
and accepting abilities that contribute to the problem.26
In such circumstances a typical literature response is to
examine dozens of different functionals for a particular type
of interaction and recommend those that agree best with a
benchmark of some sort. For metal-ligand complexes this
strategy often results in some eye-popping spreads of bind-
ing energies. For example, Seth et al.27 show wide variations
in the binding energy of phosphine to the Grubbs II catalyst
(Ru metal center): from 1/10 (BLYP28) to 1/2 (PBE029) to
a bizarre four times (LC-M06L) the experimental estimate.
A several-functional compilation for AuCO30 provides bind-
ing energies from 1/3 (M06-2X31) to 3/2 (PBE0) to over
twofold overbinding by the favorites of the gold community:
BP86,32, 33 PBE,34 and PW91.35 A similar, albeit narrower,
comparison for Au-methylthiol36 shows twofold disparity be-
tween PW91 (PBE) and B3LYP.37 Arguably, with such un-
certainty on every rung of DFT, the structural and energeti-
cal predictions of ligand protected gold nanoparticles could
vary from functional to functional. Indeed, Häkkinen et al.
observed that PBE and BLYP lead to different structures of
Au38(SCH3)24.38 The predictions for ligand exchange reac-
tions may also suffer. Therefore, benchmarking of these inter-
actions with trustworthy methods is needed.
There are several reasons for the problems with com-
puting gold-ligand DA interactions. The first one concerns
a proper description of electron affinity (EA) and ionization
potential (IP) of the acceptor and donor molecules.39 Inac-
curacies in the computational treatment of these quantities,
such as, neglecting relativistic effects or insufficient account
of correlation, particularly for gold, could lead to order of
magnitude differences in binding energy. The second reason
originates from the DFT treatment of these quantities (and
is not specific to gold-ligand complexes). In an approximate
Kohn-Sham (KS) scheme IP and EA are not related to KS
frontier eigenvalues and often the magnitude of HOMO en-
ergy of the donor is smaller than its IP and the magnitude of
LUMO energy of the acceptor is larger than its EA.40 This
mismatch alters a flow of charge between a donor and accep-
tor and poses a serious limitation on the application of DFT to
metal-molecule interfaces.20 An equivalent view of this prob-
lem involves a delocalization error, that is, the nonlinearity of
DFT energy between the integer numbers of electrons.41
The Generalized Kohn-Sham (GKS) formalism involv-
ing range-separated hybrid functionals may help amelio-
rate some of these problems. The presence of nonlocal, or-
bital dependent exchange via the range-separation helps the
HOMO and LUMO eigenvalues to acquire the meaning of
IP and EA, respectively, and aids in absorbing the derivative
discontinuity.42 An optimal choice of the distance at which
the long range is to commence may include setting the value
of range separation parameter to satisfy the condition that a
negative of the HOMO energy (εHOMO) equals IP43 or evalu-
ating the average distance between an outer electron and its
exchange hole.44 Such tuning leads to two desirable proper-
ties of a functional: HOMO and LUMO of the GKS scheme
become the IP and EA, respectively, and the functional gains
the piecewise linear dependence with respect to fractional
electrons. As the added benefit, the exchange-correlation (xc)
potential acquires the proper asymptote. The tuning strategy
dramatically improves the quality of CT excitations.43 In this
work we intend to show that it could be equally effective for
the ground-state interactions involving partial electron trans-
fer from a donor to an acceptor.
Our second aim is to apply the ideas of optimized range-
separated functionals to the computations of gold-ligand in-
teractions which are uncontaminated by what Johnson et al.
call an artificial charge transfer.18 Our models are sufficiently
small to be validated by coupled-cluster singles, doubles,
and perturbative triples (CCSD(T)) computations and include
the interaction of Au4 with common ligands such as pyri-
dine, trimethylphosphine, SCN−, and benzenethiolate and
benzenethiol. They are representative of species used in the
functionalization of gold clusters and surfaces. The aurophilic
interactions,6 important ingredients of the nanoparticle pro-
tection, will also be revisited in this context.
There exists substantial DFT (see Refs. 38 and 45–48 and
references therein) and ab initio49, 50 literature on the subject
of these and related interactions. The comparison of our re-
sults with these previous data will be discussed below.
II. COMPUTATIONAL DETAILS
The functionals used in the present work employ the
range separation of the general form:
1
r12
= [α + (1 − α)erf (ωr12)]
r12
+ (1 − α)erf c(ωr12)
r12
, (1)
where erf and erfc stand for the error function and its com-
plement, and ω is the range separation parameter. This ex-
pression partitions the total exchange energy into short-range
and long-range contributions. α defines the constant fraction
of HF exchange in the short range. The functional employed
in this work is composed of PBE correlation and the short-
range exchange ωPBE based on Henderson, Janesko, and
Scuseria (HJS) model of the exchange hole.51 The choice of
the DFT exchange functional is important in the context of
DA interactions.17 Too repulsive an exchange, such as B88,32
makes interaction potentials too shallow, whereas an insuf-
ficiently repulsive one, such as PBE, makes interaction po-
tentials artificially deep.52, 53 The exchange functional ωPBE
based on HJS exchange hole is one of the most reliable in this
regard.54
A two-parameter tuning55 of this functional involves the
optimization of ω to minimize the condition that −εHOMO
equals the (vertical) ionization potential56
J2(ω) = minω(E(N − 1) − E(N)+εHOMO)2 (2)
for six different values of α = 0.0, 0.1, 0.2, 0.3, 0.4, 0.5. A
similar family of optimized functionals was previously pro-
posed in Refs. 57 and 58 recently employed in Ref. 59 Con-
dition (2) imposes Janak’s theorem that the exact functional
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TABLE I. Water dimer DFT interaction energies without, Eint(DFT), and with D3 dispersion contribution (in
kcal/mol) for the family of six LRC-ωPBEα optimized functionals (equilibrium geometry from Ref. 71; CP
corrected values).
α 0 0.1 0.2 0.3 0.4 0.5
ω 0.503 0.457 0.408 0.351 0.285 0.207
%HF exchange 27.3 32.8 38.4 44.2 50.1 56.3
Eint(DFT) − 4.554 − 4.552 − 4.570 − 4.613 − 4.695 − 4.830
Eint(DFT+D3)a − 5.09 − 5.09 − 5.10 − 5.15 − 5.23 − 5.36
1/ ω (Å) 1.052 1.158 1.297 1.508 1.857 2.556
aEquilibrium geometry dispersion contribution Edisp(8) equals −0.533 kcal/mol.
satisfies.60 The functionals will be denoted LRC-ωPBEα. The
parameter ω, and indeed α as well, are system specific. This
may create a problem for two different subsystems with dif-
ferent donor-acceptor abilities. The family of optimized func-
tionals increases the likelihood that there will exist a parame-
ter set common to both subsystems.
The optimized LRC-ωPBEα functionals can also be
characterized (and referred to) by the total percent contribu-
tion of HF exchange, i.e., originating from both the short and
the long-range, in the exchange energy. Such a contribution
can be computed for a given geometry by performing three
computations: first with the full functional and saving the vec-
tors, then switching off the DFT and the HF exchange, respec-
tively, and performing no-SCF calculations with the saved
vectors.
A DFT interaction energy lacks the long-range dispersion
component. It was computed through the C8/R8 term from the
DFT-D3 approach of Grimme and coworkers61 and denoted
Edisp(8). We used the same D3 parameters as for LC-ωPBE
functional62 of Vydrov and Scuseria. This choice has been
justified in our recent work.63
All calculations employed aug-cc-pVTZ basis set64 or its
equivalent aug-cc-pVTZ-PP, which in the case of Au, com-
bined the 19-electron effective core potential of Figgen et al.65
with valence basis set of Peterson and Puzzarini66– all de-
noted avtz. Our CCSD(T) calculations were performed in the
same avtz basis set as DFT except for one instance: In the
complete basis set extrapolation (CBS) of (AuH-PH3)2 where
both avtz and aug-cc-pVQZ (avqz) calculations were needed
for the expression of Halkier et al.,67
Ecorr,CBS = X
3
X3 − (X − 1)3 Ecorr,X
− (X − 1)
3
X3 − (X − 1)3 Ecorr,X−1, (3)
where Ecorr refers to CCSD(T) correlation energy and
X = 4. The HF component of the CBS interaction energy was
obtained without extrapolation in the avqz basis set.
The interaction energies were computed via the super-
molecular method with the counterpoise correction (CP)68
while holding the monomer geometries rigid. The monomer
geometries of ligands were optimized using the B3LYP func-
tional. The geometry of Au4 was optimized within LC-ωPBE
functional of Vydrov and Scuseria.62 The calculations were
performed using NWChem69 and MOLPRO70 program suites.
III. RESULTS AND DISCUSSION
A. The water dimer
To test the idea of tuned functionals for their suitabil-
ity to provide interaction energies we first consider the wa-
ter dimer since H2O can be both an electron donor and ac-
ceptor. Other motivation stems from the recent observation
of Ziegler, Grimme, and coworkers that the employment of
range separation in the water dimer can lead to erratic results
in the computed interaction energies.27
Table I shows the variations of the interaction energy
with the optimized LRC-ωPBEα functionals. Eint(DFT+D3)
values are very reasonable given the consensus value is
−5.0 kcal/mol.72 The variations in Eint(DFT) are very small
in a wide range of the parameter space, e.g., its value varies
only by 0.05 kcal/mol between α = 0, ω = 0.503 and α =
0.3, ω = 0.351. Furthermore, Eint(DFT) remains virtually in-
dependent of the total percentage of HF exchange (%HF) up
to about 50%. Above that, the interaction energy begins to
drop. This drop at larger %HF and small values of ω may have
two causes: (i) 1/ω, i.e., the range of interaction described
by the short-range exchange, becomes comparable with the
length of the hydrogen bridge H—O; (ii) too high percent-
age of HF exchange may upset the balance between exchange
and correlation within the functional. The main conclusion
of this comparison is that with the help of optimized LRC-
ωPBEα functionals we can obtain interaction energies which
are nearly constant in a broad range of α and ω parameter
space. Such interaction energies are free from delocalization
error and remain physically sensible as long as the percentage
of HF exchange (or 1/ω) is not too large.
B. Aurophilic interactions
To determine how these ideas apply to gold, as our sec-
ond test case, we examine an aurophilic dimer of two HAu-
PH3 subunits arranged in a configuration that precludes elec-
trostatic dipole-dipole interactions (Fig. 1(a)). There has been
great deal of discussion in the literature about the origin of
the aurophilic attraction attraction,6, 73–77 and to what degree
DFT can be trusted in reproducing it. Other motivation fol-
lows from the work of Werner and collaborators who demon-
strated the importance of ionic charge-transfer-type configu-
rations in aurophilic bonding.78
The interaction energies for the aurophilic dimer are
shown in Table II for the six optimized functionals. The Eint
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FIG. 1. (a) Configuration of aurophilic dimer (AuH-PH3)2. Geometry pa-
rameters are the same as in Ref. 76; (b) LUMO orbital of Au4 (D2h) is cen-
tered on two Au atoms on the shorter axis of the rhombus; (c) HOMO orbital
of SCN−.
values evaluated at the repulsive wall (R = 2.5 Å), near the
minimum (R = 3.0 Å) and in the long range (R = 5.0 Å)
remain nearly constant, to within 0.1 kcal/mol in the mini-
mum, and to 3% on the repulsive wall. Let us recall that at
the HF level the interaction is purely repulsive.73 The present
results show that the interaction energy, free from delocaliza-
tion and BSSE errors, is attractive thus indicating the pres-
ence of a short-range intermolecular correlation contribution.
The interaction energy still lacks the long-range dispersion
contribution. This is estimated from D3 method of Grimme61
to be −4.80 kcal/mol bringing the total binding energy to
a reasonably good agreement with the CCSD(T) benchmark
value of −6.13 kcal/mol. By comparison, Johnson’s value of
DFT+disp equals −5.59 kcal/mol.77
The frontier orbital energies of the HAu-PH3 monomer
and the HOMO-LUMO gap (ELH), shown as a function
of %HF in the optimized functionals, remain constant (see
Fig. S1 in supplementary material). Upon the interaction,
ELH narrows somewhat (by ∼1.3 eV at the minimum)
and it too remains fairly constant as %HF increases (see
Table II).
C. Optimized functionals of gold cluster-ligand
complexes
The parameters for the six optimized LRC-ωPBEα func-
tionals for Au4 and five ligands are presented in Table III. Al-
though the optimized parameters for Au4 and the ligands are
not the same, as required by the supermolecular method, there
exists in each case an α and ω combination which is common
or nearly so for Au4 and each of the ligands.
TABLE III. Values of ω for the optimized LRC-ωPBEα functionals for Au4
and for the five ligands.
ω
α Au4 SCN− SC6H5− SHC6H5 Pyridine P(CH3)3
0 0.280 0.332 0.250 0.283 0.334 0.292
0.1 0.264 0.305 0.226 0.261 0.293
0.2 0.246 0.275 0.200 0.236 0.250 0.242
0.3 0.223 0.242 0.171 0.208 0.216
0.4 0.201 0.2044 0.134 0.177 0.183
0.5 0.177 0.160 0.099 0.141 0.144
The dependence of these functionals on fractional num-
bers of electrons in Au4 is shown in Fig. 2. Functionals
PBE0 and BP86 are included for comparison. It is seen that
the optimized functionals show practically indistinguishable
performance.
Figure 3 displays the eigenvalue variations of Au4 (top)
and SCN− (bottom) with optimized functionals. The two sets
present an interesting contrast between molecules consisting
of transitions metals and these of main-group atoms. In Au4
only the three upper orbitals appear distinct while the lower,
chiefly d-composed eigenvalues, form a band-like structure.
By contrast, in SCN− the occupied orbitals are well separated
(apart from degeneracy). In SCN− several occupied orbitals
remain constant, whereas in Au4 only the frontier orbitals re-
main so and the inner ones slope down as the functionals ac-
quire more HF exchange (see. Refs. 57 and 58 for similar ob-
servations). The frontier orbitals, HOMO of the donor and the
LUMO of the acceptor, are separated by a very small energy
gap of ∼1.5 eV, so one expects a strong interaction.
D. Interaction energies of organo-sulfur ligands
SCN− ligand is a soft base which binds to a soft acid via
its S end. The orientation of the monomers in the complex
is determined by mutual alignment of high-lying HOMO of
SCN− (π* maximally extended at S) and low-lying LUMO
of Au4 (see Figs. 1(b) and 1(c)). Consequently, the SCN−
fragment and the other sulfur ligands are nearly perpendicu-
lar to the plane of Au4. The interaction energies are shown in
Table IV. The monomers were held fixed at their geometries
and only the intersystem parameters R and θ were roughly
TABLE II. DFT interaction energies for (HAu-PH3)2 aurophilic dimer (in kcal/mol) in six optimized LRC-
ωPBEα functionals (geometry from78,76; avtz basis set) at indicated distances. Values in parentheses include the
D3 dispersion term. ELH (in eV) denotes the dimer HOMO-LUMO gap; R denotes Au-Au distance (in Å).
α 0.0 0.1 0.2 0.3 0.4 0.5
ω 0.303 0.282 0.256 0.231 0.2 0.164
%HF 16.7 24.1 31.5 39.1 46.8 54.7
Eint (R = 2.5) 10.777 10.881 10.953 10.933 10.836 10.637
Eint (R = 3)a − 1.838 − 1.772 − 1.726 − 1.723 − 1.763 − 1.859
( − 6.64) ( − 6.57) ( − 6.53) ( − 6.52) ( − 6.56) ( − 6.66)
EHL (R = 3) 8.11 8.11 8.09 8.09 8.08 8.06
Eint (R = 5) − 0.0808 − 0.0820 − 0.0844 − 0.0877 − 0.0931 − 0.1014
aDispersion energy Edisp(8) from D361 at this distance amounts to −4.80 kcal/mol. The CCSD(T)/CBS is −6.13 kcal/mol.
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FIG. 2. The departure from the linear behavior of six optimized functionals,
PBE0, and BP86 for Au4. The left-most and the right-most sides represent
the cation and the anion, respectively.
optimized,80 where R is the Au-S distance and θ denotes the
angle between the shorter axis of Au4 and S-C.
For the Au4-SCN− interaction, Table IV shows the re-
sults for three LRC-ωPBEα functionals where the parameters
for the donor and acceptor roughly overlap. The purpose of
this comparison is to demonstrate that the results are fairly in-
dependent of the choice of optimized functional. Indeed, the
binding energies remain stable with respect to the functional,
similarly to the case of the water dimer (Table I). The interac-
tion of this strength induces changes in electron density which
manifests themselves in the opening of the HOMO-LUMO
gap and a partial charge transfer from SCN− to Au4 of 0.44e,
according to Mulliken population analysis.
Let us assume for a moment that one electron is fully
transferred to Au4. In Au4− one can isolate the interaction en-
ergy between one Au (2S) atom on the shorter diagonal with
FIG. 3. Dependence of eigenvalues upon optimized functional: (top) in Au4
(bottom) in SCN−; MOs 15 and 14 are degenerate π* HOMO orbitals.
the Au3−, all considered in the geometry of Au4. Such Eint
computed with TPSS/avtz amounts to −47.3 kcal/mol, i.e.,
the value closely resembling the interaction energy between
Au4 and SCN− in Table IV. The binding of S-C6H5− is some
TABLE IV. Interaction energies (kcal/mol) between Au4 and five ligands with optimized LRC-ωPBEα func-
tionals and CCSD(T). Orbital gaps are in eV. (R, θ ) describes the intersystem geometry. D3 dispersion energy
values are evaluated through the C8 term (Edisp(8)).
Functional Interaction energy
Dimer (R, θ ) α ω HO(D)-LU(A) ELH DFT CCSD(T) Edisp(8) DFT+disp
Au4-SCN− (2.4, 105◦) 0.2 0.275 1.77 5.93 − 47.6 − 52.9 − 2.7 − 50.3
0.3 0.243 1.75 5.88 − 47.1 − 49.8
0.4 0.2044 1.72 5.82 − 46.7 − 49.4
Au4-SC6H5− (2.42, 100◦) 0.0 0.250 0.27 5.45 − 57.2 − 63.3a − 4.2 − 61.4
Au4-SHC6H5 (2.48, 102◦) 0.0 0.283 6.50 7.07 − 23.7 − 26.9 a − 4.2 − 27.9
0.1 0.261 6.50 7.03 − 23.4 − 27.6
Au4-pyridine (2.2, 0◦) 0.2 0.250 7.88 6.23 − 26.7 − 31.9 − 3.8 − 30.5
Au4-P(CH3)3 (2.3, 0◦) 0.2 0.242 6.57 6.39 − 48.3 − 51.7 − 5.3 − 53.6
aCalculation with frozen Au 5s orbitals; other systems include Au 5s in active space in CCSD(T).
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FIG. 4. The relaxed geometry of the Au4-SC6H5− complex: the distances
are: S-Au1 = 2.309 Å, Au1-Au2 = 2.623 Å, Au1-Au4 = 2.905 Å, Au2-Au4
= 2.582 Å. The complex shows incipient separation into two units, Au3− +
AuSC6H5.
10 kcal/mol stronger still. One can expect that such an in-
teraction is capable of pulling out an Au atom from the Au4
cluster. Indeed, as the geometry of Au4-SC6H5− is allowed
to fully relax, the complex begins to split into Au3− and Au-
SC6H5 subunits (see Fig. 4). The ability of thiolates to etch Au
atoms38 or even a monoatomic nanowire81 from Aun clusters
has been shown in the literature.
The neutral benzenethiol (PhSH) provides interesting
context for the interactions of thiolates. The bonding be-
tween PhSH and Au4 in two optimized functionals shows
to be of intermediate strength (23.7–23.4 kcal/mol) with 4.2
kcal/mol coming from the D3 dispersion. This is again a
complex in which thiol acts as an electron donor and gold
as an acceptor. Although PhSH has been observed adsorbed
on gold surface,82 there is also a prevailing view that S-
containing ligands are electron acceptors from gold (see, e.g.,
Ref. 38, 83). Let us examine if the full electron transfer is pos-
sible from Au4 to PhSH. The energy gap to overcome would
involve LUMO(thiol)-HOMO(Au4) of 0.4 eV + 7.6 eV =
8 eV. This energy gap is certainly larger than LUMO(Au4)-
HOMO(thiol) of −1.9 eV + 8.4 eV = 6.5 eV. The energy
balance in the first scenario can be partially offset by 5.8 eV
originating from the interaction of ion pair separated by 2.48
Å, but this still leaves a 2.2 eV deficit. This scenario also calls
for the formation of metastable PhSH− in a dissociative state
PhS− + H. We conclude that in the Au4 + PhSH complex the
thiol molecule can only act as an electron donor. To make it
an electron acceptor would require a gold cluster with much
lower IP (e.g., Aun, n-odd, have lower IPs) or the dissociation
of S-H. The latter issue has been extensively discussed in the
literature.36, 45, 47,46, 82
A less convoluted explanation takes into account that
electrons tend to flow from a region of high chemical potential
(low electronegativity) to a region of low chemical potential
(high electronegativity). Both of these quantities are well de-
fined within DFT.84 The electronegativity χ = 12 (IP+EA)
= −μ can be described in the context of GKS using the
HOMO and LUMO eigenvalues. The values listed above yield
χ (Au4) = 4.7 eV and χ (PhSH) = 4.4 eV, thus, indicating the
direction of charge flow from PhSH to Au4.
E. Interactions of pyridine and P(CH3)3 with Au4
The remaining results in Table IV refer to the complexes
of Au4 with pyridine and trimethylphosphine. θ represents the
angle between the short axis of Au4 and the C2(C3) axes of
the ligands. Pyridine binds to Au4 in the coplanar fashion and
P(CH3)3 in a co-axial one. The optimized LRC-ωBPEα func-
tionals for both complexes feature α = 0.2. At this DFT level
the interaction energy of pyridine is −26.7 kcal/mol, whereas
that of P(CH3)3 is 21.6 kcal/mol stronger (Table IV). This dif-
ference cannot be explained by the differences in the IP of the
donor alone as the IP of pyridine is 9.26 eV85 (vertical IP from
the present monomer calculations yields 9.72 eV), while the
IP of P(CH3)3 is 8.12 eV85 (vertical IP from our calculations
yields 8.33 eV). The energy difference is due to the different
character of the two upper-most occupied orbitals of the two
complexes.
In Fig. 5 we compare the HOMO-1, HOMO, and LUMO
orbitals of both ligands bound to Au4. The HOMO-1 orbital
of Au4-pyridine shows a node between Au d-orbital and the
N lone pair. In Au4-P(CH3)3, the more extended lone pair on
P envelops this node to overlap with the same-phase lobes of
the d-orbital on the nearest Au. The HOMO orbital of Au4-
P(CH3)3 extends further from Au4 toward P revealing hints of
back-bonding.
In both complexes there is a strong enhancement of the
dipole moment upon complex formation (4.6 D with pyri-
dine and 4.2 D with P(CH3)3). A difference emerges from
the Mulliken charge rearrangement. In the complex with pyri-
dine there is a net transfer of 0.4e to Au4. In the complex of
P(CH3)3 a full electron is transferred to Au4, but in a non-
uniform way: the Au atom bound to P loses 0.86e, while the
three remaining Au atoms gain 1.94e among them.
F. Comparison with standard functionals
To examine the performance of conventional DFT
approaches in the treatment of the gold cluster-ligand
FIG. 5. Frontier orbitals of (a) Au4-pyridine and (b) Au4-P(CH3)3 com-
plexes. Isosurfaces threshold is 0.02.
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TABLE V. Comparison of interaction energies (kcal/mol) of Au4-SCN−
and frontier eigenvalues (in eV) of SCN− (D) and Au4 (A) computed with
conventional functionals.
Functional Eint HOMO(D) LUMO(D) HOMO(A) LUMO(A)
LDA − 65.8 − 0.37 2.67 − 5.95 − 4.91
BP86 − 51.8 − 0.30 2.55 − 5.76 − 4.70
PBE0 − 49.8 − 1.29 2.75 − 6.04 − 3.68
M06HF − 44.9 − 4.22 2.23 − 8.07 − 1.88
ωB97X − 47.8 − 3.54 2.99 − 7.57 − 1.84
interactions we compare in Table V the interaction energies
of Au4+SCN− computed with functionals from increasing
rungs: LDA, pure GGA, hybrid GGA,86 meta GGA, and
a standard range-separated ωB97X. The result of ωB97X
closely matches the value from our optimized LRC-ωPBEα
functionals in Table IV. This is the result of the gap be-
tween the donor HOMO and acceptor LUMO (1.7 eV) closely
matching that of our optimized functionals. M06HF yields
a weaker interaction which can be related to the increased
LUMO(A)-HOMO(D) gap to 2.34 eV. By contrast, both
PBE0 and BP86 which yield stronger binding, also provide
negative LUMO(A)-HOMO(D) gaps, i.e., an incorrect bal-
ance of donor-acceptor properties of the constituents. The
same is true, to the extreme, of the LDA result. Our con-
clusion is that even though BP86 and PBE0 results ap-
pear to agree with CCSD(T) (BP86: −51.8 kcal/mol; PBE0:
−49.8 kcal/mol; CCSD(T): −52.9 kcal/mol), this apparent
agreement is illusive as the underlying chemistry is wrong.
Moreover, as seen in Fig. 2, both PBE0 and BP86 functionals
strongly depart from a piecewise linearity of DFT energy with
fractional electrons.
The recognition of the importance of frontier orbital gaps
of donor and acceptor to the ability of DFT to describe cor-
rectly the ground state donor-acceptor binding and charge
transfer is due to the seminal works on the TTF-TCNQ
dimer.17, 87 The authors argued for the removal of many-
electron SIE by increasing the percent HF in an xc functional.
They observed that these frontier orbital gaps linearly cor-
relate with %HF, thus allowing them to recommend the set
percentage that prevents excessive ground-state charge trans-
fer. By contrast, in our optimized functionals the HOMO(D)-
LUMO(A) gaps are almost independent of the %HF. The
restoration of the straight-line behavior of functionals with re-
spect to fractional electrons due to such an optimization (see
Fig. 2) prevents the artificial charge transfer and affords the
DFT binding energies in good agreement with the wave func-
tion methods (see below) for the right reasons.
G. Comparison with CCSD(T)
The energetics from the optimized LRC-ωPBEα func-
tionals can be compared to the CCSD(T) results obtained in
the same basis set (see Table IV). Before performing this
comparison, some accuracy issues concerning the CCSD(T)
results for gold-ligand interactions should be clarified. The
wave function methods, such as CCSD(T), are much more
strongly dependent on the basis set than DFT methods are.
For example, our tests for Au4-pyridine show that the differ-
ence in the binding energy obtained in vtz and avtz amounts
to 4 kcal/mol in CCSD(T) but only 1 kcal/mol in the DFT
method employed here. Therefore, obtaining a basis set satu-
rated result in CCSD(T) would require a much larger basis set
than DFT. A second issue concerns whether or not to corre-
late the outer-core 5s electrons of gold.88 We tested the effect
of correlating 5s electrons on the interaction energy on the
Au4-pyridine complex (since it contains the shortest intersys-
tem bond). The effect again proved to be strongly basis set
dependent amounting to ∼1 kcal/mol stabilization in vtz and
0.1 destabilization in avtz.
It should be stressed that MP2 cannot be reliably applied
for these interactions (for reasons see Ref. 76) while SCS-
MP2 can. For example, in Au4-P(CH3)3 the MP2 approach
yields 14 kcal/mol stronger binding than CCSD(T) of Table
IV. On the other hand, SCS-MP2 overbinds only by 1.5–4
kcal/mol (see Table S1 in supplementary material79).
The CCSD(T) binding energies are between 3 and 5
kcal/mol stronger than our DFT values. We consider this a
very reasonable result because the DFT interaction energy,
while accounting for short-range intermolecular correlation,
which provides the bulk of the bonding (see Ref. 50), neglects
the non-local correlation contribution. The D3 dispersion re-
sults are shown in the penultimate column of Table IV. The
dispersion term contributes a moderate 5%–15% to the inter-
action energy. The sum of DFT and dispersion contributions
falls within a close range of CCSD(T).
H. Comparison with other results
Our result for benzenethiolate anion interacting with Au4
indicates a strong bonding (DFT+disp in excellent agree-
ment with CCSD(T)) of covalent nature because of van-
ishingly small HOMO(D)-LUMO(A) gap. Another way to
achieve an analogous covalency would be by the interaction of
benzenethiyl radical with odd-number Aun clusters. Indeed,
such a possibility was investigated by Pasteka et al.50 be-
tween CH3S• and a single Au atom on the singlet and triplet
surfaces. Their all-electron scalar-relativistic Douglas-Kroll
(DK) result for the singlet state bonding is −56.8 kcal/mol.
A qualitative agreement with our result (anion with even-
numbered cluster) is noteworthy. Among other conventional
DFT studies49,38,2 there is a consensus that the Au-S bond is
stronger than an Au-Au bond. Kruger et al.81 demonstrated
that CH3S• can pull a monoatomic gold wire from a gold sur-
face. Häkkinen group showed that SR groups tend to etch gold
atoms from Aun clusters to form RS-Au-SR “staple” motives
that protect the gold core. These results were obtained with
PBE functional and 11-electron pseudopotential.
Our result for benzenethiol interacting with Au4 indi-
cates moderately strong bonding of about 28 kcal/mol (23.4–
23.7 kcal/mol from DFT and 4.2 kcal/mol from dispersion).
This is the interaction with the most significant dispersion
contribution of 15%. By comparison, in a related system, re-
cent work by Dufour et al.46 using CAM-B3LYP89 finds the
binding of methanethiol with Au11 to be weaker (6 kcal/mol)
but of the same nature, i.e., a DA complex with the thiol
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acting as a donor. These authors also remark on the very
strong sensitivity of the results to the choice of functional
prior to choosing CAM-B3LYP.
Trimethylphosphine binds strongly to Au4 at our DFT
level by 48.3 kcal/mol plus 5.3 kcal/mol for dispersion. The
literature value for the related systems includes Au-P(CH3)3
of Pasteka et al.50 with binding of 22.6 kcal/mol (all electron
DK). Goel et al. studied Au4 bound to two and four P(CH3)3
ligands.48 Their reported TPSS binding energies per bond are
∼43 kcal/mol in the former and 29 kcal/mol in the latter. The
spread of binding energies in different functionals (as read
from their graph) appears to be about 8 kcal/mol with PBE
being the strongest and B3LYP being the weakest. They also
find LDA to be an outlier overbinding by 15 kcal/mol com-
pared to the rest.
IV. SUMMARY AND CONCLUSIONS
The results presented in this paper argue that GKS treat-
ment is essential to the description of donor-acceptor bonds,
in general, and gold-ligand interactions, in particular. Tuning
the long-range corrected functionals within the GKS scheme
ensures that the IP of the donor molecule and the EA of the
acceptor molecule are correctly represented within the func-
tional by the gap between the HOMO of the donor and the
LUMO of the acceptor. However, one acknowledged prob-
lem is that different monomers may require different tun-
ing parameters.90 The two-parameter tuning for the monomer
properties of the family of LRC-ωPBEα functionals help en-
sure the balanced treatment of the donating and accepting
properties in these complexes. The optimized functionals also
show nearly linear behavior of DFT energy with fractional
electrons.
Hybrid functionals also belong to the GKS class.91 How-
ever, these functionals do not guarantee that the gap between
the HOMO(D) and LUMO(A) will be correctly represented.
In fact, the PBE0 hybrid in our calculations for Au4-SCN−
yields a negative gap. Previous work advocated the variation
in the constant percent of exact exchange in hybrid function-
als to match this gap. We believe that the (two-parameter)
optimization of range-separated functionals is a better route
to achieving this goal. Specifically, we showed the examples
of homo-dimers where the HOMO-LUMO gaps are largely
independent of the total percent of the HF exchange arising
from both the short and long ranges in the total exchange.
The functionals that align frontier eigenvalues with IP
and EA for donor-acceptor pairs are ideally suited for the pre-
dictions of the electron flow between a gold cluster or surface
and ligands. A property which controls the flow, Mulliken
electronegativity χ = 1/2(IP+EA), is an average of IP and
EA. In the case of a metal, χ corresponds to the position of
the Fermi level whereas in the case of ligands, such as these
studied in the present work, it is the middle of the EHL gap.
A number of insights into the gold-ligand interactions
were obtained. In a model aurophilic dimer bound only by
the correlation effects, our optimized functionals yield the in-
teraction energy in the range of −1.7 to −1.8 kcal/mol. This
dimer (in this particular configuration) is purely repulsive at
the HF level. Our attractive interaction, free from artifacts
masquerading as interaction energy, indicates the dimer is in-
deed bound by intermolecular correlation effects that are par-
tially accounted for by the DFT. Together with the remaining
D3 dispersion of ∼−4.8 kcal/mol our estimate is reasonably
close to the CCSD(T)/CBS well depth of 6.13 kcal/mol.
In Au4 interacting with a number of ligands (SCN−,
PhS−, PhSH, pyridine, and P(CH3)3) monomer-optimized
LRC-ωPBEα functionals have led to very sound binding
energies. In combination with moderate contribution from
the dispersion term, our values are in very good agreement
with CCSD(T), i.e., 1-2 kcal/mol (pyridine, PhSH, PhS−, and
P(CH3)3) to up to 3 kcal/mol (SCN−). It should be empha-
sized that the dispersion effect, as estimated by D3 method,
contributes between 5% and 15% to the DA bonding in these
systems. Benzenethiol forms a moderately strong DA bond
with Au4 of ∼28 kcal/mol with thiol acting the electron donor.
The binding of the benzenethiolate anion is much stronger
(over 60 kcal/mol) exceeding the Au-Au bonding strength.
Trimethylphosphine interacts much more strongly with Au4
than pyridine and benzenethiol.
The affinity of organo-sulfur ligands for gold stems from
the larger variety of bonding situations from medium strength
DA bonds of neutral thiols to strong coordinate bonds exhib-
ited by negatively charged thiolates to covalent bonds of rad-
ical thiyls. We showed that the strength of thiolate bonding
to gold cluster is capable of inducing an incipient transfer of
gold atom from the cluster to ligand.
Our results for these ligands are consistent with other
wave function predictions50 and may serve as a platform for
testing wide range of functionals. Such tests should take the
dispersion energy into consideration.
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CHAPTER 6
Optical absorption spectra of gold clusters Aun (n = 4,6,8,12,20)
In this Chapter presented are optical absorption spectra of Aun clusters (n = 4, 6, 8, 12, 20)
obtained within the framework of TDDFT. For the first time the long-range corrected xc
functionals were applied to predict optical response in this class of systems. The Chap-
ter opens with an introduction in which we recognize the challenge posed by TDDFT
treatment of excited states in metal clusters – gold clusters in particular. Next, the
energetic structure of the excited states of the Au6 cluster is analyzed with different
TDDFT approaches. A detailed examination of the Au4 cluster follows. The results
of TDDFT calculations are compared with the wave function linear response theory
based on CCSD and with the experimental high-resolution spectra in low temperature
Ne matrix.
In this Chapter I highlight my contribution to the presented work, namely studies
of the Au6 and Au4 clusters. In the attached publication the Reader will find both an
extension of the herein described results and a comprehensive analysis of the Au8, Au12
and Au20 systems.
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6.1 Introduction
Optical and electronic properties of gold nanoparticles are an area of active research due
to their applications in imagining techniques, sensors, solar cells and catalysis [105, 117,
118]. The phenomenon underlying strong absorption of light for metallic nanostructures
is known as the surface plasmon resonance. It is defined as a collective response of
conduction electrons upon excitation by resonant wavelength of light. Remarkably,
when the size of the Au cluster is limited to several atoms, the absorption changes and
exhibits a molecule-like character [107].
The reliable prediction of the optical response of gold clusters requires a fully quan-
tum treatment. Due to its advantageous computational scaling and the possibility to ac-
count for both electron correlation and relativistic effects, TDDFT became the method
of choice for this class of systems. Nevertheless, a comparison of high-resolution spectra
of neutral Agn [119] and Aun [120, 121] clusters with TDDFT simulations revealed poor
agreement when conventional LDA and GGA functionals were applied. In the case of
Aun the predicted spectra displayed large number of spurious low-energy/low-intensity
states and could not be attributed to a specific isomer [120, 121].
In their work on optical properties of the Agn clusters Silverstein and Jensen [119]
have shown that the LRC functionals lead to a substantial improvement over conven-
tional GGAs and global hybrid functionals. Indeed, assuring the correct asymptotic
behavior of the xc potential has previously been shown essential for the proper treat-
ment of Rydberg and CT excitations [84, 122], as well as extended systems with fluxional
charge distribution. However, the gold clusters constitute an even bigger challenge for
TDDFT. This is because of the small s− d separation in Au atoms which results in ac-
tive participation of d-electrons in the electronic transitions and, in consequence, leads
to high spectral density and an attenuation of oscillator strengths.
The aim of our work was to calculate absorption spectra of a number of Aun (n =
4, 6, 8, 12, and 20) clusters with selected LRC functionals and compare the results with
the wave function excited states method equation-of-motion coupled cluster singles and
doubles (EOM-CCSD). For the Au4 and Au8 we could provide additional comparison
with the high-resolution spectra recorded at Ne matrix [121].
Apart from using the default parameters for the LRC functionals, we applied the
so-called gap tuning, i.e. simultaneous enforcing of the Koopmans’ theorem for both
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N and N + 1 electron systems [4]:
J ′2(ω) = min
ω
{
[εHOMO(N ;ω) + IP(N ;ω)]
2 + [εHOMO(N + 1;ω) + IP(N + 1;ω)]
2
}
. (6.1)
The relativistic effects were taken into account via small-core ECP of Figgen et al.
[123].
We note that in our calculations the spin-orbit coupling (SO) effects were neglected.
In 2014 Anak et al. [124] performed TDDFT calculations with the spin-orbit coupling
included within the statistical averaging of the model orbital potential (SAOP) [125].
Their results showed significant broadening and damping of the optical response for
small clusters (Au4, Au6, Au8), whereas for the Au20 cluster this effect was less pro-
nounced. Nevertheless, the inclusion of SO effects did not explain the origin of the
prominent transitions below 3 eV recorded in the experiment.
6.2 Results
6.2.1 Excited states of the Au6 cluster
The absorption spectra of gold clusters recorded in cold Ne matrices revealed a high
density of transitions within the 2-6 eV range [121]. In order to gain insight into the level
structure behind this phenomenon, we calculated the lowest twelve vertical transitions
for the Au6 (D3h) cluster. According to Ref. [126], the Au6 cluster should exhibit a
wide excitation gap. Although this has not been confirmed in the experiment – no
Au6 spectra were available – we chose this cluster as a starting point to determine the
challenges behind optical response calculations in Aun from the standpoint of energetics.
The data presented in Fig. 6.1 unveil consistent picture at both DFT and ab initio
levels of theory: two multitudes of states separated by a gap of ca. 0.3 eV. The predicted
position of the lowest excited state is similar in EOM-CCSD (3.3 eV) and all LRC
functionals (ωB97X: 3.26 eV, CAM-B3LYP: 3.14 eV), whereas TPSS and B3LYP yield
lower positions at 2.37 and 2.76 eV, respectively. While excitations from the HOMO
orbital of 6s character contribute mainly to the lower group of the excited states,
the excitations from orbitals of 5d character contribute to the upper group. Finally,
the order of states varies between the DFT and EOM-CCSD approaches. All LRC
functionals predict the lowest excited state of A2 symmetry (dark state) followed by
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Figure 6.1: Comparison of the lowest-lying excited states of Au6 (D3h) from EOM-
CCSD (marked in red) and DFT calculations in three designated xc functionals. All
calculations were performed in the VDZ-PP basis set.
active E’ state. By contrast, in EOM-CCSD that order is reversed.
6.2.2 The optical absorption spectrum of the Au4 cluster
We now move to Au4 – the smallest of the analyzed clusters. The cluster exhibits
D2h symmetry, as confirmed by geometry optimizations at all levels of theory. We
start with comparing our ab initio EOM-CCSD results with the available experimental
spectrum. In Fig. 6.2 we observe that the most intense transitions in the Ne matrix
occur at 3.33, 3.73, 4.20 and 4.66 eV. The corresponding EOM-CCSD peaks are: the
most intense transition at 3.25 eV of B1u symmetry (molecule lies on the yz plane), the
trio of transition at 3.86, 4.60 and 4.85 eV of B2u, B1u and B2u symmetries, respectively.
The obtained agreement between the experiment and ab initio results is satisfactory,
with the exception of the lowest-lying peak (2.73 eV) in the experimental spectrum.
Interestingly, this transition corresponds to the second dark state of Ag symmetry
predicted by both CC and LRC calculations.
Next we compare the performance of the conventional hybrid B3LYP functional
with its LRC version, i.e., the CAM-B3LYP functional and its asymptotically-corrected
CAM-B3LYP∗ variant. We note that the original choice of the CAM parameters in
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CAM-B3LYP was α = 0.19 and β = 0.46 [24] which yields incorrect asymptote of the
exchange potential [127]. Therefore, we also tested the corrected CAM-B3LYP∗ variant
with β = 0.81.
In Fig. 6.2 we notice that the spectrum obtained with B3LYP shows different pat-
tern of the transitions’ intensities with respect to both EOM-CCSD and experiment. In
particular, there is a significant decrease in the first B1u peak and the most intense tran-
sition of B1u symmetry appears at 4.52 eV. Moreover, B3LYP predicts several weakly
active transitions at low energy below 3 eV. Surprisingly, although the application of
range-separation in CAM-B3LYP removes the spurious low-lying transitions, the shape
of the spectrum becomes even more bizarre. For CAM-B3LYP the first two peaks of
B1u and B1u symmetries are split into two components of similar intensity. Also, the
most intense peak now becomes the B2u transition at 4.67 eV. It is only the fixing of
the asymptotic behavior in CAM-B3LYP∗ that allows to rectify this erroneous behavior
and provide good agreement with the EOM-CCSD results.
To better grasp the physics underlying the observed changes in the spectra following
the introduction of range-separation, in Table 6.1 we gathered several different proper-
ties: vertical ionization potentials of the neutral Au4 (IP(N)) and of the negative ion
Au−4 (IP(N + 1)) obtained as ∆SCF, the negative of the HOMO eigenvalue (-εHOMO)
of Au4 and of Au−4 (-εHOMO(N+1)). We recall that the difference, IP(N)-IP(N + 1) =
Eg, is the (vertical) fundamental gap, whereas the difference εLUMO–εHOMO = EHL, is
the HOMO-LUMO gap. We also remind that the two gaps may only be equal in the
GKS framework [43].
We start with the comparison of the B3LYP and CAM-B3LYP∗(ω = 0.33) results.
Both functionals give similar IP(N) and IP(N + 1), therefore also their fundamental
gaps stay in good agreement. As one can expect, the discrepancy is manifested in the
magnitude of the HOMO-LUMO gap: while in B3LYP Eg and EHL differ by ca. 2 eV,
in CAM-B3LYP∗(ω = 0.33) the difference amounts only to 0.4 eV. This corresponds to
a two orders of magnitude decrease in the J ′2 diagnostic: from 5.8 in B3LYP to 0.09 in
CAM-B3LYP∗.
In Table 6.1 we also present results for the optimally-tuned CAM-B3LYP∗ with the
range-separation parameter ω equal to 0.25. Surprisingly, we found that the tuned
functional predicts a mediocre spectrum, close to the one obtained with regular CAM-
B3LYP (not shown). The tuning of the LC-ωPBE functional revealed a similar be-
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Figure 6.2: Au4 (D2h): optical absorption spectra, theory vs. experiment. Vertical
axes show oscillator strength. 1u and 2u denote excited state symmetries B1u and B2u,
respectively, of the D2h group. The experimental spectrum of Ref. [121] is redrawn from
their Fig. 3. The spectral lines are broadened with a Lorentzian profile. All calculations
were done in the aug-cc-pVTZ-PP basis.
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Table 6.1: Energy characteristics of Au4 (D2h): the vertical ionization potential (IP)
of the neutral cluster and its anion, orbital energies of the neutral and anion, HOMO-
LUMO gap (EHL) and fundamental gap (Eg) from different xc functionals. All energy
values are in eV; J2 in (eV)2.
CAM-B3LYP∗
ω
Energy [eV] B3LYP 0.33 0.25 LC-PBE0 Experiment
IP(N) 7.70 7.56 7.67 7.51 8.60
IP(N + 1) 2.31 2.20 2.28 2.11 2.67
-εHOMO 5.93 7.74 7.68 7.72 –
-εHOMO(N+1) 0.68 2.44 2.37 2.41 –
-εLUMO(N) 3.96 1.99 2.21 2.41 –
Eg 5.39 5.30 5.40 5.31 5.93
EHL 1.99 5.75 5.47 5.91 –
J ′2 5.79 0.090 0.008 0.133 –
havior, i.e., poor performance of the optimally-tuned variant (see the attached work
[D4]). However, we also recognized that the inclusion of the short-range HF exchange
in the functional allows for substantial improvement of the spectra, as in the case of
LC-PBE0 (see Fig. 6.2). Therefore, it is possible that for CAM-B3LYP a two-parameter
(ω, α) tuning procedure [49] is necessary, in order to properly balance the short- and
long-range admixture of the HF exchange.
6.3 Related publication
Further investigation of the Au8, Au12 and Au20 clusters is presented in the attached
publication [D4]. Apart from the DFAs presented in this Chapter, the performance of
the TPSS [128], LC-TPSS [23] and ωB97X [129] xc functionals is tested. In particular,
selected optical properties such as the position of the lowest excited state, the lowest
optically bright excited state (the optical gap), the position of absorption maximum,
and evolution of this properties as a function of geometry and cluster size are thoroughly
examined.
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Optical absorption spectra of gold clusters Aun (n = 4, 6, 8,12, 20)
from long-range corrected functionals with optimal tuning
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Absorption UV spectra of gold clusters Aun (n = 4, 6, 8, 12, 20) are investigated using the time-
dependent density functional theory (TDDFT). The calculations employ several long-range cor-
rected xc functionals: ωB97X, LC-ωPBEh, CAM-B3LYP* (where * denotes a variant with corrected
asymptote of CAM-B3LYP), and LC-ωPBE. The latter two are subject to first-principle tuning ac-
cording to a prescription of Stein et al. [Phys. Rev. Lett. 105, 266802 (2010)] by varying the range
separation parameter. TDDFT results are validated for Au4 and Au8 against the equation-of-motion
coupled cluster singles and doubles results and the experiment. Both long-range correction and the
inclusion of a fixed portion of the exact exchange in the short-range are essential for the proper de-
scription of the optical spectra of gold. The ωB97X functional performs well across all studied cluster
sizes. LC-ωPBEh, with parameters recommended by Rohrdanz et al. [J. Chem. Phys. 130, 054112
(2009)], affords the best performance for clusters of n > 4. The optimally tuned CAM-B3LYP*
features the range separation parameter of 0.33 for Au4 and 0.25 for all the larger clusters. For LC-
ωPBE the tuning procedure resulted in incorrect transition energies and oscillator strengths despite
the fact that the optimized functional showed the accurate linear dependence on fractional electron
numbers. Aun (n = 4, 6, 8) feature optical gaps above of 3 eV and Au20 of ∼2.9 eV. In Au12 this gap
narrows to ∼2.1 eV. The calculated spectrum for Au20 involves intensity being concentrated in only
a few transitions with the absorption maximum at 3.5 eV. The intense 3.5 eV absorption is present
in all cluster sizes of n > 4. The calculated HOMO-LUMO gaps for all cluster sizes are within
0.5 eV of the difference between the vertical ionization potential and electron affinity. The reasons
for this and for the failure of conventional xc functionals for optical spectra of gold are discussed.
© 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.4752433]
I. INTRODUCTION
Properties of gold clusters reveal underlying periodicity
as a function of cluster size. For example, the electron affinity
of gold climbs from 2.3 eV for an atom to 4 eV for a 70-atom
cluster in odd-even alternation due to closed- and open-shell
structures as first showed by Smalley’s group.1 These oscilla-
tions are interspersed by “islands of stability” some of which
are due to shell closings.2 In small gold clusters such islands
of stability occur for n = 2, 4, 6, 8, 12, 18, 20 as shown by
photoelectron spectroscopy supported by theory.3 For n = 4,
8, and 12 there is some experimental evidence for competing
structures.4 Nevertheless, a consensus has emerged that the
neutral gold clusters tend to remain planar up to n = 12.3,5
Optical properties of gold clusters attract a great deal
of interest for basic science reasons and for their potential
nanotechnology applications (see, e.g., Ref. 6). One of the
most interesting is the phenomenon of surface plasmon res-
onance, i.e., a strong UV absorption due to collective oscil-
lations of conduction electrons in nanometer-sized cluster of
gold. In small several-atom clusters gold absorption becomes
molecule-like reflecting a well-defined electronic structure.7, 8
a)Author to whom correspondence should be addressed. Electronic mail:
chalbie@tiger.chem.uw.edu.pl.
One of the intriguing questions addressed by the studies of
size-selected gold clusters is at what size the molecular-type
electronic transitions evolve into a plasmon-like absorption
(see, e.g., Refs. 9 and 10).
Optical spectra of size-selected small gold clusters have
been recorded in the gas phase, matrix isolation, as ligand-
encapsulated in solution (see, e.g., Ref. 11), or in a crystal
phase.12,13 The UV spectra of odd-numbered clusters Aun (n
= 7–13) bound to one or two Xe atoms have been measured
in photodepletion experiments by Collings et al.14 whereas
their anionic analogues by Gilb et al.15 The high-resolution
optical absorption spectra of a number of clusters n = 1–9
(except for n= 6) trapped in low-temperature Ne matrix have
recently been reported by Lecoultre et al.16 The spectra are
sharper and more defined for even-number clusters, particu-
larly for n = 4 and 8. Small clusters with ligand shells have
also been observed in solution revealing UV spectra attributed
to the gold core. For example, dendrimer encapsulated Au8
in water solution reportedly displays a bright blue emission.17
Another cluster, Au4, was also dendrimer-encapsulated by an-
other group and shown to fluoresce.18 The optical spectrum
of surfactant synthesized and resin isolated Au8 has also been
recently reported by Rath et al.19 It reportedly served as a
means of assigning the structure of this cluster. Most of the
0021-9606/2012/137(11)/114302/15/$30.00 © 2012 American Institute of Physics137, 114302-1
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solution-phase experiments provided fairly low-resolution
UV spectra. By contrast, the low-temperature matrix-isolation
spectroscopy and photodepletion experiments offered spectra
of a higher resolution.
The calculations of UV absorption spectra of small gold
clusters have employed linear-response time-dependent den-
sity functional theory (TDDFT) with exchange-correlation
(xc) functionals mostly of local density approximation (LDA)
type, but also of generalized gradient approximation (GGA)
and hybrid. Several types of relativistic treatments have been
employed including scalar-relativistic and spin-orbit pseu-
dopotentials (PP), and scalar and two-component zero order
regular approximation (ZORA).20,21 Idrobo et al.22 studied
Aun (n = 2–14, 20) using TDDFT theory based on LDA/PP.
Castro et al. studied spin-orbit effects on TD-LDA spectra
of clusters of different shape.23 The experimental Ne matrix
study16 of Aun for n= 1–5, 7–9 also included TDDFT/B3LYP
and PBE24/PP simulations of the spectra. The calculated spec-
tra, by the authors’ own admission, agreed poorly with their
measurements and so did the prior LDA results of Idrobo
et al.22 Simulations of UV depletion spectra of Aun−Xe
(n = 7–11) employed B3LYP/PP.15 Several computational
studies have been devoted to Au20. Li et al.25 were first
to demonstrate that Au20 has the tetrahedral structure using
Perdew-Wang (PW91)26/ZORA approach and measured its
electron affinity by the photoelectron spectroscopy. Aikens
and Schatz27 employed Becke-Perdew (BP86)28/ZORA. Wu
et al.29 employed LB94, the asymptotically corrected model
potential based on LDA30 combined with ZORA. Calcula-
tions of Xie et al.31 reported two sets of data: BP86/PP and
B3LYP/PP with the LANL2 pseudopotential. The results of
these studies paint a widely different picture of optical prop-
erties of Au20. Without experimental results it is difficult to
reconcile these differences.
The linear-response TDDFT has emerged as the method
of choice for the treatment of excitation energies32,33 in
large systems and in clusters of a growing size.34 Increas-
ingly, several classes of excited states have been identified
where TDDFT based on LDA and GGA xc funtionals ap-
pears to have problems. They include Rydberg states, whose
poor description results from an artificially low ionization
threshold.35 Another class includes charge transfer (CT) ex-
citations for which the xc functionals that do not incorpo-
rate the full Hartree-Fock (HF) exchange lead to the incorrect
distance dependence.36 This artifact leads to the appearance
of spurious low-lying CT states in TDDFT calculations.33,37
In the context of large systems, particularly with fluxional
charge distributions, there appears to be yet another type of
problem states. The π -π* excited states in linear condensed
acenes, which are polarized along the short axis, cannot be
described accurately by conventional TDDFTmethod.38 Such
states were recently dubbed “charge-transfer in disguise” by
Richard and Herbert39 (see also Ref. 40). Metal clusters with
their extended structures, polarizable charge distributions and
high density of states could exemplify these problems with
particular severity. Indeed recent study on silver clusters, Agn
(with n = 4–20), reports the presence of a large number of
spurious low-energy/low-intensity states in TDDFT calcula-
tions with conventional GGA xc functionals.41
Although these problems have seemingly different
causes, a common remedy involves correcting the treatment
of the inter-electron repulsion in the long range by gradu-
ally replacing the long-range part of the DFT exchange by
the HF exchange. This approach referred to as long-range
correction (LC) of an xc potential is implemented using the
“range separation” of the Coulomb operator into short range
and long range parts.42 It restores the exact –1/r asymptote
to the exchange potential as required for the proper treat-
ment of Rydberg states. Long-range correction was shown to
improve the predictability of the absorption spectra calcula-
tions of organic43,44 and metallo-organic45 chromophores and
to improve dramatically the description of both typical CT
excitations46–48 as well as “disguised” ones.39,40 In silver clus-
ters the LC-TDDFT was found to eliminate the large number
of the spurious CT states and led to a very good prediction of
optical spectra of Agn clusters.
41 It is interesting if similar im-
provements can be seen in the treatment of the gold clusters.
The goal of this paper is to calculate absorption spectra
of a number of Aun (n = 4, 6, 8, 12, and 20) clusters with
the range of LC functionals and compare the results with the
wave function excited states method equation-of-motion cou-
pled cluster singles and doubles (EOM-CCSD).49 With the
high-resolution experimental data for the selected clusters, n
= 4 and 8, we also have a unique opportunity to gauge the
computational results against matrix isolation data. It is not
our aim to systematically evaluate xc functionals for their suit-
ability in gold. Rather, we wish to identify attributes that the
functionals should posses to correctly predict both the exci-
tation energies and oscillator strengths. We are especially in-
terested in the position of the lowest excited state, the lowest
optically bright excited state (the optical gap), the structure of
spectrum, i.e., the position of absorption maximum, and how
these properties change as a function of geometry and cluster
size.
II. METHOD
Compared to the work on Ag clusters the Au clusters
bring about one significant complication—gold is arguably
the most relativistic element in the Periodic Table.5 In the
present work the relativistic small-core (1s–4f) effective core
potential of Figgen et al.50 is used for 19 valence and outer-
core 5s25p65d106s electrons of Au. We employ the correlation
consistent basis set of double-zeta quality optimized for this
pseudopotential by Peterson and Puzzarini51 (cc-pVDZ-PP,
abbreviated VDZ-PP). Recent work by Olson and Gordon52
showed that this combination correctly predicts the planarity
of gold clusters up to Au8 with CCSD(T). For the smallest
cluster, Au4, a more flexible correlation-consistent basis set
aug-cc-pVTZ-PP51 (AVTZ-PP) is employed.
The functionals used in the present work employ the
range separation of the general form,
1
r12
= 1− [α + β · erf(ωr12)]
r12
+ α + β · erf(ωr12)
r12
, (1)
where erf stands for the error function, and ω is the range
separation parameter. This expression partitions the total ex-
change energy into short-range and long-range contributions.
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α and α+β define the fraction of HF exchange at r12 = 0
and r12 = ∞, respectively. We employ a one-parameter LC-
ωPBE functional of Vydrov and Scuseria53 as implemented
in GAUSSIAN 09 (Ref. 54) which corresponds to setting α =
0 and β = 1. The original CAM-B3LYP of Ref. 55 corre-
sponds to the choice of α = 0.19 and β = 0.46. In the course
of this work we found it necessary to modify the asymptote
of its exchange potential by setting β = 0.81. This variant is
denoted CAM-B3LYP*. The functional ωB97X of Chai and
Head-Gordon56 also employs a small fraction of short-range
HF exchange with α = 0.157706, β = 0.842294 (see also
Ref. 57). LC-ωPBEh proposed by Herbert’s group involves a
combination α = 0.2 and β = 0.8.48 It should be mentioned
that LC-ωPBEh differs from LC-ωPBE mentioned above by
not only including the short-range HF exchange but also by
different short-range DFT exchange (from different models
of PBE exchange hole60 and Ernzerhof and Perdew,61 respec-
tively). Finally, the LC correction of Iikura et al.62 was also
applied to LDA and TPSS63 pure functionals corresponding
to α = 0, β = 1.
There are a number of ways of finding the optimal value
of range separation parameter. In CAM-B3LYP, ω = 0.33 has
been optimized for ground state properties55 and so has been
the value ω= 0.4 in LC-ωPBE.53 In the latter, the recent work
on excited states of organic molecules recommends the use of
ω = 0.20.43 On the other hand, the parameters ω and α (with
α + β = 1) in ωB97X and LC-ωPBEh have been optimized
for both the ground and excited state properties yielding ω
= 0.3 and ω = 0.2, respectively. While the strategy of find-
ing the all-encompassing functional has a great deal of merit,
there is also another school of thought advocating optimizing
ω for individual systems. We will examine how well ωB97X
and LC-ωPBEh with previously optimized range separation
parameter will perform for gold and across all its cluster sizes.
With LC-ωPBE and CAM-B3LYP* we will also explore the
idea of “first-principles” tuning of these functionals as recom-
mended by Stein et al.64 In their procedure the range separa-
tion parameter ω is optimized by minimizing the following
condition:
J�2(ω) = [εHOMO(N;ω)+ IP(N;ω)]2 + [εHOMO(N+ 1;ω)
+ IP(N+ 1;ω)]2, (2)
where IP denote the vertical ionization potentials for the neu-
tral (N) and anionic (N+1) cluster and εHOMO denote the en-
ergies of the highest occupied molecular orbital (HOMO) for
each. J�2 value measures how well the Koopmans’ theorem of
the generalized Kohn-Sham (GKS) scheme (see, e.g., Ref. 65)
is satisfied for both N and N+1 electron systems. In several
recent works this strategy has resulted in very good predic-
tions of excitation gaps of challenging chromophores,66 opti-
cal rotation,67 and charge-transfer “in disguise” excitations.40
The vertical singly excited states are computed using
time-dependent DFT. For comparison purposes EOM-CCSD
is employed for selected clusters with the same basis sets and
effective core potentials as used in DFT calculations. The cal-
culations are performed using the following program suites:
GAUSSIAN 09,54 NWChem 6.1,68 and MOLPRO 2010.1.69
FIG. 1. Comparison of the lowest-lying excited states of Au6 (D3h) from
EOM-CCSD and DFT calculations in five designated xc functionals. All cal-
culations employ VDZ-PP basis set.
III. RESULTS AND DISCUSSION
A. Excited states of the Au6 cluster
We begin with the discussion of the Au6 cluster. There
are no experimental UV matrix spectra for this cluster, but the
analysis of Ref. 3 indicates that this is a “magic” cluster with
a wide excitation gap. Thus, it can serve as a suitable model
system for assessing the challenges of excited states calcula-
tions in gold clusters from the standpoint of energetics. Au6
has D3h symmetry and its geometry was reoptimized in each
of the DFT approaches as well as in CCSD. The lowest twelve
vertical transitions from these ground-state optimized geome-
tries are compared in Fig. 1. The level structure is similar in
all cases: two groups of highly dense states separated by a gap
of about 0.3 eV. The lowest excited state in the EOM-CCSD
calculation is located at about 3.3 eV. A similar gap is ob-
tained in ωB97X (3.27 eV) and in LC-ωPBE (3.41 eV) and a
slightly lower one in CAM-B3LYP (3.14 eV). By contrast, in
TPSS and B3LYP the lowest excited states lie about 2.37 and
2.76 eV above the ground state. However, the level structure
retains a faint similarity to the other four. The lower group of
excited states involves excitations primarily from the HOMO
of Au6 (e
�) which has a large component of 6s orbitals and the
upper group of states involves excitations from 5d-composed
orbitals.
In all the long-range corrected functionals the lowest ex-
cited state is A2
� (dark state) followed by very close-lying E�
to which there is the most intense transition. In EOM-CCSD
calculation the most intense transition occurs at 3.425 eV to
the second E� state (see Fig. 1). A comparison of the absorp-
tion spectrum from EOM-CCSD and two selected LC func-
tionals is shown in Fig. S1 of the supplementary material.70
B. The optical absorption spectrum of the Au4 cluster
The equilibrium Au4 cluster is of D2h symmetry as
shown by all the studied xc functionals as well as CCSD.
The small size of this cluster allows us to employ a larger
basis set AVTZ-PP. The high-resolution spectrum of the
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FIG. 2. Absorption spectra of the Au4 (D2h) cluster calculated with (b) EOM-CCSD and (c-h) indicated xc functionals with AVTZ-PP basis set. Vertical axes
show oscillator strength. 1u and 2u denote excited state symmetries B1u and B2u, respectively, of the D2h group. The experimental spectrum (a) of Ref. 16 is
redrawn from their Fig. 3. The spectral lines are broadened with 0.05 eV H-W Lorentzian.
matrix-isolated Au4 cluster
16 shows the most intense ab-
sorption peak at 3.33 eV along with a trio of less intense,
broader peaks at 3.73, 4.20, and 4.66 eV (see Fig. 2(a)). The
dendrimer-encapsulated cluster absorbs at 3.96 eV.18
The computed spectra are shown in Fig. 2 where they are
compared with the high-resolution matrix experiment. The
authors of the experiment16 report that their spectra could only
be recorded to 5.5 eV, so this is the upper limit that is shown
in our results. The EOM-CC/AVTZ-PP calculations show the
first intense peak at 3.254 eV corresponding to B1u transitions
(molecule lies on the yz plane). There is a trio of weaker tran-
sition at 3.86, 4.60, and 4.85 eV corresponding to the B2u, B1u,
and B2u symmetries, respectively. The B1u transitions are po-
larized along the longer axis whereas B2u are polarized along
the shorter one of the Au4 rhombus. It is worth noting that
B1u is much more intense than B2u. This fact is exploited be-
low in the assessment of functionals. The agreement between
the EOM-CC and experimental spectra is quite good except
of the low-energy transition marked by an arrow in Fig. 2(a),
which will be discussed at the end of this section.
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TABLE I. Energetic characteristics of Au4 (D2h): the vertical ionization potential (IP) of the neutral cluster and its anion, orbital energies of the neutral and
anion, HOMO-LUMO gap (EHL) and fundamental gap (Eg) from different xc functionals. All energy values are in eV; J
�2 in (eV)2.
LC-ωPBE CAM-B3LYP*
ω ω
Energy (eV) 0.4 0.35 0.30 0.25 0.2 LC-PBE0 0.33 0.25 TPSS LC-TPSS ωB97X
IP(N)a 7.30 7.38 7.47 7.57 7.68 7.51 7.56 7.67 7.74 7.43 7.44
IP(N+1)b 1.96 2.01 2.07 2.14 2.22 2.11 2.20 2.28 2.31 2.06 2.03
-εHOMO(N) 7.61 7.60 7.58 7.53 7.42 7.72 7.74 7.68 5.46 7.79 7.55
-εHOMO(N+1) 2.35 2.33 2.29 2.23 2.11 2.41 2.44 2.37 0.27 2.50 2.21
-εLUMO(N) 1.57 1.69 1.85 2.06 2.34 1.81 1.99 2.21 4.39 1.65 1.88
Eg
c 5.26 5.27 5.29 5.30 5.31 5.31 5.30 5.40 5.18 5.29 5.34
EHL 6.04 5.91 5.73 5.46 5.08 5.91 5.75 5.47 1.07 6.14 5.67
J�2 0.250 0.154 0.061 0.010 0.084 0.133 0.092 0.009 9.330 0.320 0.042
aExperiment: 8.60 eV, Ref. 74.
bExperimental electron affinity: 2.667 ± 0.05 eV, Ref. 1.
cExperiment: 5.93 eV.
In the remainder of Fig. 2 we compare and contrast the
long-range corrected and uncorrected functionals. The func-
tional ωB97X shows similar pattern to EOM-CC: no active
transitions below 3 eV and higher intensity of the B1u over
the B2u transition. Two functionals that are not LC-corrected,
B3LYP and TPSS, show completely different patterns: sev-
eral weakly active transitions at low energy below 3 eV and
the sharp decrease in the first intense B1u peak.
Let us now consider the following progression from a hy-
brid, B3LYP, through LC-corrected CAM-B3LYP, to asymp-
totically corrected CAM-B3LYP* functional (Fig. 2(d)–2(f)).
CAM-B3LYP represents a slight improvement over B3LYP
(disappearance of the lowest energy peak) but the spectrum is
still quite odd. Namely, the first main B1u peak splits into two
components (3.00 and 3.17 eV) of nearly equal intensity and
so does the second peak (3.56 and 3.68 eV). Furthermore, the
B2u feature at 4.67 eV becomes the most intense in the 2–5
eV region. CAM-B3LYP* (applied at the same CAM-B3LYP
optimized geometry) fixes these problems leading to much
better agreement with EOM-CC.
The second example involves TPSS and its variant, LC-
TPSS, resulting from the application of the LC correction62
with ω = 0.47 as optimized in Ref. 71. TPSS provides the
most unlike spectrum of those displayed in Fig. 2. The LC
correction brings it to a reasonably close agreement with
EOM-CC.
To understand what happens to the properties of Au4 as
a consequence of the LC correction, the following computed
properties are assembled in Table I: vertical ionization
potentials of the neutral Au4 (IP(N)) and of the negative ion
Au4
− (IP(N+1)) obtained as �SCF, the negative of the DFT
eigenvalue (-εHOMO) of Au4 and of Au4− (-εHOMO(N+1)).
The difference, IP(N)-IP(N+1) = Eg, is the so-called (verti-
cal) fundamental gap whereas the difference, εLUMO – εHOMO
= EHL, is referred to as the HOMO-LUMO gap. The two
gaps are not expected to equal72 because of the functional
derivative discontinuity.73
Let us begin with case of TPSS. The results of Table I
show that TPSS and LC-TPSS lead to very similar values of
IP(N) and also to similar values of IP(N+1). Consequently,
the Eg values are also similar in both functionals and both
are close to experiment by less than 1 eV. The differences
appear when we examine orbital energies. In LC-TPSS the
-εHOMO energy is reasonably close to IP(N); in TPSS these
quantities differ by ∼2 eV. Similarly, -εHOMO(N+1) is rea-
sonably close to IP(N+1) in LC-TPSS, whereas it differs by
2 eV in TPSS. The difference between Eg and EHL is par-
ticularly telling. While applying the LC correction to TPSS
increases EHL by about 5 eV, the fundamental gaps remain al-
most the same. In LC-TPSS EHL nearly equals Eg, in TPSS
EHL is smaller then Eg by 4 eV. Furthermore, EHL in TPSS is
0.2 eV smaller than the energy of the first excited state, which
is dominated by the HOMO-LUMO excitation. This, in light
of Ref. 66, does not comport with a quasi-electron-quasi-hole
picture of this excitation.
The value of the range-separation parameter in LC-TPSS
mentioned above has been empirically optimized.71 There is
also a great deal of recent interest in the “first-principles” tun-
ing of the value of the range separation parameters, such as
by the minimization of the expression in Eq. (2). The value of
J�2 is listed in Table I for a number of functionals.
To further examine merits of tuning functionals, the same
energetical quantities underlying Eq. (2) have been computed
as a function ω in the LC-ωPBE functional (Table I). The EHL
gap decreases rapidly with the lowering of ω. This is largely
due to rapid change in the LUMO energy, which is the most
sensitive to ω. J�2 shows the minimum for ω = 0.25, roughly
speaking. It is interesting to examine how this minimization
of J�2 correlates with the appearance of the spectrum of Au4
(see Fig. 3). The evolution of the spectrum (Fig. 3) shows
that B1u absorption at 3.2–3.3 eV remains well defined and
most intense for ω > 0.35—in agreement with EOM-CC. At
ω ≤ 0.35 this peak begins to split into two and to lose in-
tensity. The high-energy region of the spectrum also appears
to deteriorate. The second signature absorption, B2u around
4.8 eV, remains almost unchanged but it becomes surrounded
by an increasing number of low intensity B1u transitions. If
one were to choose the value of ω on the basis of the appar-
ent agreement of the LC- ωPBE spectrum with EOM-CC, the
choice would be ω = 0.4. However, according to Table I, the
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(a) (e)
(b) (f)
(c) (g)
(d) (h)
FIG. 3. Dependence of the Au4 spectrum on the range separation parameter in LC-ωPBE (b-g) (the original LC-ωPBE is shown in (c) and corresponds to
ω = 0.4; and (h) in LC-PBE0 (for definition see the text). (a) shows EOM-CC spectrum. Spectra (b-h) obtained in the LC-ωPBE (ω = 0.4) optimized geometry.
The spectral lines are broadened with 0.05 eV H-W Lorentzian.
choice of ω that minimizes the J�2 value is equal to 0.25. Ac-
tually, -εHOMO(N) crosses IP(N) at a slightly different value
than -εHOMO(N+1) and IP(N+1). Furthermore, at this ω, the
value of EHL becomes almost equal to Eg thus “absorbing”
most of the derivative discontinuity. Despite satisfying these
conditions, the spectrum for ω = 0.25 functional (Fig. 3(f))
is incorrect compared to EOM-CC as it is cluttered with spu-
rious transitions particularly of B1u type. Is this a symptom
of nonlinearity of the functional between the integral electron
numbers75 in Au4?
The test for detecting the presence of the delocaliza-
tion/localization error involves the determination of how the
total energy behaves between the integer values of electron
numbers. In the exact functional this dependence should be
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FIG. 4. Dependence of the total energy of Au4 on the fractional electron numbers within the optimized LC-ωPBE (ω = 0.25) functional: left panel - cation to
neutral; right panel - neutral to anion. Calculations use aug-cc-pVTZ-PP basis set.
linear from the cation to the neutral and from the neutral to
the anion, showing a discontinuity in the first derivative at the
neutral. Departures from the linear behavior with respect to
fractional electron numbers indicate presence of the delocal-
ization/localization error.75–77
For Au4, Fig. 4 presents the dependence of the total en-
ergy E on fractional electron number �n for −1< �n < 0
(cation to neutral) and 0 < �n < +1 (neutral to anion) in
the optimized functional LC-ωPBE (ω = 0.25). E(�n)-E(0)
varies linearly with the fractional charge for both cation to
neutral and neutral to anion segments showing a discontinuity
in the first derivative at the neutral. Also plotted is the deriva-
tive dE(�n)/d(�n) and the HOMO energy for both situations.
For the accurate functional dE(N)/dN|N-|�n| = IP(N) for −1
<�n < 0 and dE(N)/dN|N+�n = IP(N+1) for 0 <�n < +1.
IP(N) and IP(N+1), in turn, should be equal to -εHOMO of the
neutral and anion, respectively. As seen in Fig. 4 these rela-
tionships are almost exactly satisfied in the examined func-
tional as per Janak’s theorem.78 We conclude that the reasons
for the failure of the optimized functional are not related to
these errors.
Interestingly, a greatly improved spectrum can be ob-
tained by switching to a LC functional with the constant frac-
tion of the HF exchange. To this end one can apply the LC
correction to the hybrid functional PBE0.79 This functional
was first proposed for excited-state calculations by Rohrdanz
and Herbert80 with the choice of ω = 0.3, α = 0.25, and
β = 0.75 (denoted LC-PBE0; not to be confused with LC-
ωPBEh used later on). The LC-PBE0 spectrum (Fig. 3(h))
shows very good agreement in excitation energies and oscil-
lator strengths with the EOM-CC result. It is noteworthy that
it increases the value of J�2 parameter (0.13 vs. 0.009 for LC-
ωPBE (0.25)).
With regard to the CAM-B3LYP results, we showed
above that adjusting its β parameter to 0.81 resulted in a
dramatic improvement of the Au4 spectrum (see Figs. 2(e)
and 2(f)). This improvement was associated with one order of
magnitude decrease in J�2: from 0.8 in CAM-B3LYP to 0.09
in CAM-B3LYP*. One might wonder if optimal tuning of this
functional by varying the range separation parameter (while
keeping α and β unchanged) would result in further improve-
ment of the spectral predictions. Surprisingly, the answer is
no. The optimized variant of CAM-B3LYP* with ω = 0.25
(see Table I) leads to an equally poor spectrum as the original
CAM-B3LYP shown in Fig. 2(e).
The list of recommended functionals and their results for
the key transitions in Au4 is shown in Table II. A common
element in the featured functionals that include a short-range
HF exchange is that theirω value is 0.3–0.33. If they do not, as
in the case of LC-ωPBE, ω should be larger and the standard
ω= 0.4 is satisfactory. All calculations predict two dark states
in the region below 3 eV. The second of them, Ag, closely
corresponds to the low-intensity peak seen in the experimental
spectrum at 2.80 eV (see in Fig. 2(a) marked by arrow). The
optimized LC-ωPBE(ω = 0.25) reproduces only the first dark
state (at 1.39 eV) followed by the three more dark states and
the first active one at 2.87 eV as shown in Fig. 3(f).
To conclude, applying the LC correction leads to the low-
ering of J�2 and to improved agreement of the spectrum with
EOM-CC compared to the uncorrected functional. In the case
TABLE II. Comparison of the key transitions in the spectrum of Au4 (D2h).
The results of the recommended functionals are compared with EOM-CC.
CAM-B3LYP* denotes α = 0.19 and β = 0.81 combination. The numbers
in parentheses denote the value of range-separation parameter. The HOMO-
LUMO excitation is marked in boldface.
Method 1st dark (B3g) 2nd dark (Ag) B1u B2u B2u
EOM-CC 1.50 2.72 3.25 3.86 4.86
LC-ωPBE (0.4) 1.52 2.63 3.23 4.02 4.81
ωB97X 1.38 2.62 3.09 3.83 4.71
CAM-B3LYP* 1.41 2.64 3.16 3.90 4.78
LC-PBE0 (0.3) 1.47 2.75 3.24 4.02 4.84
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of CAM-B3LYP, adjusting β to correct the asymptote of the
potential results in both better agreement of the computed
spectrum with EOM-CC and lowered J�2. In the series of LC-
ωPBE functionals with varied ω, the minimization of J�2 does
not lead to a better appearance of the spectrum, although it
leads to an almost complete elimination of the delocalization
error. However, adding a constant fraction of the short-range
HF exchange, as in the case of LC-PBE0, leads to a dramatic
improvement.
C. The optical absorption spectrum of the Au8 cluster
The calculations in this section were performed with the
VDZ-PP basis set. The geometry of Au8 was optimized at
the CCSD level of theory and with several DFT approaches
showing the D4h (Diagram 1) isomer to be consistently more
stable than C2v, in full accord with previous studies.
3, 52 The
optimized parameters of D4h structure show small varia-
tions among the methods (see Table S1 of the supplementary
material70).
Diagram 1: D4h and C2v structures of Au8 cluster.
 
D4h 
 
C2v 
The experimental spectrum16 (Fig. 5(a)) is highly struc-
tured and contains prominent transitions at 3.23, 3.69, 4.17,
and 4.69 eV. There are also two low-energy features: a
broader peak at 2.66 eV and a sharp and narrow doublet at
2.91/2.97 eV (marked by arrows). The experiment of Zheng
et al.17 shows the absorption of dendrimer-encapsulated Au8
at 3.22 eV. The calculated optical spectrum of Au8 as obtained
from various methods is presented in Figs. 5 and 6, and S2 of
the supplementary material.70
EOM-CC predicts the first bright state at 3.29 eV of the
Eu symmetry followed by a sequence of strong transitions at
3.64 and 4.52 eV and some weaker ones near 5 eV. All of
them are of the Eu symmetry except for one very faint A2u
transition at 4.49 eV. All intense peaks thus correspond to the
transition moment vectors lying on the cluster plane. The low-
est dark excited state is at 2.67 eV and it is of A2g symmetry.
One should mention that the ground state, reference CCSD
wave function has some doubles’ character as indicated by
the D1 diagnostic81 value around 0.076. This may increase a
likelihood of low-lying doubly excited states, which typically
entail much larger errors. Our additional calculations employ-
ing non-singles initial guesses did not detect any such states.
LC-corrected functionals yield spectra with similar gen-
eral characteristics as EOM-CC. First, no active transitions
appear below 3 eV. Second, the pattern of dominant transi-
tions and their oscillator strengths resembles that of the EOM-
CC spectrum. The functionals featured in Fig. 5 match these
characteristics most accurately. LC-ωPBEh with parameters
 (a) 
(b) 
(c) 
(d) 
(e) 
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FIG. 5. The optical spectrum of Au8 (D4h) from (a) experiment (Ref. 16),
(b) EOM-CC, (c-e) LC-DFT. The LC-ωPBEh spectrum (c) is computed at
the LC-ωPBE optimized geometry. The basis set is VDZ-PP. The spectral
lines are broadened with 0.05 eV H-W Lorentzian.
recommended by Herbert’s group (ω = 0.2 and α = 0.20, β
= 0.80)48 leads to a very good agreement with EOM-CC for
the three key transitions. Two variants of CAM-B3LYP* are
worthy of mention: the one with ω = 0.25 is nearly as good
as LC-ωPBEh whereas the one with the original ω = 0.33
value differs somewhat in the most intense transition region
that splits into two peaks. The latter result is strikingly similar
to the spectrum obtained by using ωB97X (not shown). In-
cidentally, both functionals have a similar value of the range
separation parameter (0.33 and 0.3, respectively). To further
elaborate on this observation we apply the LC correction to
three pure functionals from three different rungs: LDA, GGA,
and meta-GGA. The results are shown in Fig. S2 of the sup-
plementary material.70 It appears that the resulting spectra
look very much alike regardless of the type of functional if
the value of ω is the same.
The corresponding energetic characteristics of the fea-
tured functionals are displayed in Table III along with the
LC-ωPBE functional with the varied ω parameter. The two
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FIG. 6. A comparison of optical spectra of Au8 (D4h) (a-c) in three function-
als B3LYP, BRxPW91, and TPSS with (d) Au8 (C2v) from CAM-B3LYP.
The spectral lines are broadened with 0.05 eV H-W Lorentzian. The units on
the abscissa are eV.
best performers in Fig. 5, LC-ωPBEh and CAM-B3LYP*(ω
= 0.25), have very low values of J�2 − 0.01 and 0.02 eV2,
respectively. We also include in Table III the two optimized
functionals for which the J�2 parameter has been minimized:
LC-ωPBE(ω = 0.25) and CAM-B3LYP*(ω = 0.2). How-
ever, in both cases the optimization results in misrepresenta-
tion of spectral features. The LC-ωPBE (ω = 0.25) spectrum
TABLE IV. Comparison of the key transitions in the spectrum of Au8
(D4h). The results of the recommended functionals are compared with
EOM-CC. The calculations were performed in optimized geometries of LC-
ωPBE(0.40), CAM-B3LYP, and ωB97X, respectively. CAM-B3LYP* de-
notes combination α = 0.19 and β = 0.81. The numbers in parentheses de-
note the values of the range-separation parameter. The HOMO-LUMO exci-
tation is marked in boldface.
Method 1st dark 2nd dark 1st active Medium Most intense
EOM-CC 2.67 2.81 3.29 3.64 4.52
LC-ωPBEh (0.20) 2.51 2.67 3.10 3.53 4.50
CAM-B3LYP*(0.25) 2.64 2.69 3.14 3.44 4.50
CAM-B3LYP* (0.33) 2.79 2.87 3.34 3.53 4.53/4.76
ωB97X (0.30) 2.78 2.91 3.36 3.53 4.50/4.75
(see Fig. S3(e) of the supplementary material70) is strongly
red-shifted and its intensity is decreased by one half com-
pared to LC-ωPBEh (Fig. 5(c)). The CAM-B3LYP*(ω = 0.2)
spectrum is also red-shifted by ∼0.2 eV compared to CAM-
B3LYP*(ω = 0.25) (Fig. 5(e)) but without the intensity loss.
The recommended functionals and their results for the
key transitions in Au8 are listed in Table IV. The common
characteristic of recommended functionals is the inclusion
of a short-range HF exchange. The functionals with ω of
0.33/0.3 describe better the low-energy part of the spectrum
than the region of the most intense peak. The ones with ω
of 0.2–0.25 do just the opposite: reproduce the most intense
transition accurately but underestimate the lower-energy part
of the spectrum (although not by much). All calculations pre-
dict two dark states in the region below 3 eV of A2g symme-
try. One of them is the HOMO-LUMO transition (numbers
marked in boldface in Table IV). By comparison, the “opti-
mal” functional LC-ωPBE (0.25) correctly reproduces only
the HOMO-LUMO transition (2.65 eV) as its second dark
state. Its first dark state appears lower, at 2.3 eV, whereas
its first bright state occurs at 2.88 eV. The data for Au8
(Table III) and Au4 (Table I) show that this functional not only
satisfies nearly perfectly the Koopmans’ theorem for both the
neutral and the anion, but also shows linear behavior with
TABLE III. Energetic characteristics for Au8 (D4h): the vertical ionization potential of the neutral (IP(N)) and negative ion (IP(N+1), frontier orbital energies,
HOMO-LUMO gap (EHL) and fundamental gap (Eg) from different xc functionals and their dependence on the range separation parameter ω. All energy values
are in eV; J�2 is expressed in (eV)2.
LC-ωPBE CAM-B3LYP*
ω ω
Energy (eV) 0.4 0.35 0.30 0.25 LC-ωPBEh 0.33 0.25 0.20 ωB97X
IP(N)a 8.14 8.17 8.21 8.23 8.11 8.26 8.28 8.26 8.06
IP(N+1)b 2.02 2.09 2.18 2.28 2.21 2.23 2.35 2.42 2.09
-εHOMO 8.41 8.38 8.34 8.26 8.11 8.45 8.36 8.22 8.20
-εHOMO (N+1) 2.39 2.40 2.42 2.42 2.32 2.48 2.49 2.45 2.30
-εLUMO 1.69 1.81 1.97 2.17 2.13 2.02 2.24 2.40 1.91
Eg
c 6.12 6.08 6.03 5.94 5.90 6.03 5.94 5.84 5.96
EHL 6.72 6.58 6.37 6.09 5.98 6.42 6.12 5.82 6.29
J�2 0.208 0.143 0.074 0.019 0.010 0.098 0.024 0.003 0.066
aExperiment: 8.65 eV, Ref. 74.
bExperimental value of electron affinity: 2.764 ± 0.05, Ref. 1.
cExperiment: 5.89 eV.
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respect to fractional electron numbers (see Sec. II). So what
can be wrong? Since in both Au4 and Au8 this functional
predicts very accurately only the inactive HOMO-LUMO
transition leaving the remaining ones seriously off, our hy-
pothesis is that in LC-ωPBE the tuning procedure optimizes
primarily the frontier orbitals leaving the remaining ones in
the wrong place energetically. A recent work of Refaely-
Abramson et al.82 clearly confirms this hypothesis by show-
ing that with α = 0 a group of localized inner orbitals may be
incorrectly ordered even with the optimally tuned ω parame-
ter. This problem is rectified by including a fixed portion of
the HF exchange in the short range, i.e., by setting α > 0, as
evidenced by a good performance of LC-ωPBEh (ω = 0.20,
α = 0.2).
The results for non-LC corrected functionals are shown
in Figs. 6(a) to 6(c). In addition to B3LYP and TPSS we also
show results for a functional combining the Becke-Roussel
(BRx)83 exchange with the PW91 correlation. The reason for
considering this particular exchange potential is that it has the
correct asymptotic behavior of exchange energy density.
All three functionals show active transitions below 3 eV,
albeit the faint ones, in sharp contrast to the EOM-CC spec-
trum. Nevertheless, they correctly predict the 3.6 eV transi-
tion. One interesting aspect of the BRxPW91 spectrum is that
it also predicts a 4.5 eV transition although less intense than
the one at 3.6 eV. Both BRxPW91 and TPSS, however, pre-
dict the first, HOMO-LUMO dominated, excited state as lying
above the EHL gap.
It is instructive to compare the present results (Table IV)
with those of the TD-LDA study.22 The LDA calculations
predict the lowest bright state at much lower energy of
1.96 eV, a large number of low-intensity transitions followed
by a strong absorption at 3.32 eV.
At this juncture, we should address the discrepancies be-
tween the experimental spectrum in Fig. 5(a) and EOM-CC
as well as the LC-corrected functionals. The 2.66 eV and
2.91/2.97 eV features marked by the arrows in the experi-
mental spectrum roughly correspond to dark A2g states in the
EOM-CC spectrum (at 2.67 and 2.81). Another discrepancy
concerns the transition around 3.2–3.3 eV. In the experiment
this transition is very intense, whereas in EOM-CC and the
LC-corrected functionals it is comparatively weak. One pos-
sibility may involve the C2v isomer, the presence of which
was mentioned in the work of Rath et al.19 involving the
resin-stabilized Au8. Although energetically unfavorable by
0.5–0.6 eV (see Table V), this isomer’s spectrum shown in
Fig. 6(d) from CAM-B3LYP features an intense transition
around 3.2–3.3 eV. At higher energies, however, the spec-
trum becomes highly unstructured and band-like; hardly the
match for the well structured experimental spectrum. The
most intense experimental transition at 4.17 eV corresponds
to the 4.5 eV peak in EOM-CC, LC-ωPBEh(0.2) and CAM-
B3LYP*(0.25). The difference of 0.3 eV is sizable but not out
of bounds given the neglect of spin-orbit coupling.23,84
To further compare the optical properties of both isomers
one can compare the sum rules for oscillator strengths in both
geometries with different functionals. The Thomas-Reiche-
Kuhn sum rule states that the sum of oscillator strengths for
excitations from the ground state should sum-up to the total
number of electrons (e.g., in an atom). The sums of oscillator
strengths are shown in Table V. One can see that ωB97X and
LC-ωPBE(ω = 0.4) give the values of about 8. This means
that the Au8 cluster may be viewed (approximately) as an 8-
electron superatom in the spirit of shell model.2 This descrip-
tion is better for D4h symmetry and is highly sensitive to the
quality of functional. It is noteworthy that the sum falls short
of 8 electrons in LC-ωPBE with ω = 0.25 thus indicating the
oscillator strength losses at small ω. By contrast, adjusting the
asymptote of CAM-B3LYP raises the sum from 6.6 to 8.1.
D. The optical absorption spectrum of Au12
The three long-range corrected functionals, LC-ωPBE,
ωB97X, and CAM-B3LYP, predict the Au12 cluster to form a
D3h structure in agreement with previous studies.
3, 85 Based on
the conclusions of Sec. III C we computed the optical absorp-
tion spectra of Au12 with the following functionals: ωB97X,
two variants of CAM-B3LYP* with ω = 0.33 and 0.25, and
LC-ωPBEh (ω = 0.20, α = 0.20, β = 0.80). Unfortunately,
EOM-CC calculations were beyond our capabilities. The re-
sults are shown in Fig. 7.
The four considered functionals are in nearly quantita-
tive agreement with one another in the spectral predictions.
The lowest bright state is located at much lower energies than
in the smaller clusters and followed by a gap of ∼1 eV to
a characteristic trio of intense features separated by about
0.4–0.5 eV (we will refer to them as A, B, and C). All transi-
tions are to E� states. Therefore, as in the other planar clusters,
all absorptions are cluster plane-polarized. The characteristic
transitions are tabulated in Table VI.
The first dark state lies much lower than in Au4 and Au8:
at ∼1.3 eV, and the EHL gap is also narrower. The transition
energies shown in Table VI agree to within 0.1 eV among
each other and the intensities are also very similar with the
TABLE V. Properties of Au8 cluster in two different geometries D4h and C2v. Relative energy describes the energy difference between the two conformers. f0i
denotes oscillator strength of a transition from 0 to i state; sum over 200 states.
Functional: B3LYP CAM-B3LYP LC-ωPBE(0.4) ωB97X
Geometry: C2v D4h C2v D4h C2v D4h C2v D4h
Relative energy, eV 0.502 0 0.588 0 0.626 0 0.637 0�
if0i 3.2 4.3 5.8 6.6
a 7.6 8.3b 7.4 8.1
aFor CAM-B3LYP* the sum is 8.1.
bFor ω = 0.25 the sum is 6.49 (see spectrum in Fig. S3 (e)).
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FIG. 7. Calculated spectrum of Au12 with the four LC corrected functionals:
CAM-B3LYP* involves modified parameter β = 0.81; LC-ωPBEh involves
ω = 0.2, α = 0.2, β = 0.8. Calculations use VDZ-PP basis set. The spectral
lines are broadened with 0.05 eV H-W Lorentzian. The units on the abscissa
are eV.
exception of the B peak which consists of two transitions in
ωB97X and CAM-B3LYP* (see Fig. 7).
Present results can be compared with the LDA findings
of Idrobo et al.22 who also determined the D3h structure to be
the most stable. Their computation predicts the lowest bright
state at 1.63 eV, a large number of very weak transitions and
TABLE VI. Comparison of the key transitions and the HOMO-LUMO gaps
(EHL) for Au12 (D3h) in the functionals featured in Fig. 7. All values are in
eV.
Functional 1st dark (A2
�) 1st active A B C EHL
ωB97X 1.31 2.05 3.07 3.49 3.96 4.75
CAM-B3LYP* 1.32 2.09 3.11 3.56 4.04 4.84
CAM-B3LYP*(0.25) 1.27 2.04 2.99 3.47 3.86 4.63
LC-ωPBEh 1.30 2.07 2.99 3.46 3.87 4.54
LC-ωPBE(0.35) 1.32 2.13 3.08 3.55 3.94 4.91
only one intense feature at 2.76 eV of comparable oscillator
strength to our values.
E. Optical absorption spectrum of Au20
The calculations for Au20 are performed in the Td ge-
ometries optimized within each of the three functionals: LC-
ωPBE(0.40), ωB97X, and CAM-B3LYP. A sample of LC
functionals with their energetics is surveyed in Table VII.
In view of findings for Au4 and Au8 the desirable charac-
teristics for the predictions of the Au20 spectrum are seen in
ωB97X, CAM-B3LYP* with ω = 0.25 and LC-ωPBEh. The
remaining surveyed functionals have either too large values of
J�2 or too large fundamental gaps or both. The optimization of
CAM-B3LYP* has led to ω = 0.20 and J�2 value of 0.07 eV2.
The computed spectra are shown in Fig. 8. The LDA
spectrum from the work of Idrobo et al.22 is included for com-
parison. All transitions are of T2 symmetry. The key transi-
tions are summarized in Table VIII.
Our predicted spectra differ dramatically in appearance
from the results of previous LDA computations (Fig. 8(e)).22
The LDA spectrum contains large number – indeed a near
continuum – of low intensity transitions. By contrast, our re-
sults consistently predict the intensity being concentrated in
only a few transitions with one very intense peak (marked
C) around 3.5–3.6 eV. The majority of other symmetry-
allowed transitions have either zero or near zero oscillator
TABLE VII. Energetic characteristics for Au20 (Td): the vertical ionization potential of neutral (IP(N)) and anion (IP(N+1), frontier orbital energies, HOMO-
LUMO gap (EHL), and fundamental gap (Eg) from different xc functionals. The parameters of LC-ωPBEh are ω = 0.20 and α = 0.20, β = 0.80; asterisk
denotes α = 0.19 and β = 0.81 combination. The parameters in parentheses denote values of range separation parameter. All energy values are in eV; J�2 is
expressed in (eV)2.
LC-ωPBE CAM-B3LYP*
ω ω
Energy (eV) 0.40 0.35 LC-ωPBEh 0.33 0.25 ωB97X LC-TPSS(35) LC-LDA(35)
IP(N)a 8.42 8.41 7.19 7.47 7.47 7.32 8.66 8.96
IP(N+1)b 1.91 1.97 2.06 2.07 2.17 1.97 1.80 2.10
-εHOMO(N) 7.67 7.64 7.47 7.90 7.81 7.71 7.86 8.20
-εHOMO(N+1) 2.24 2.26 2.22 2.32 2.36 2.20 2.19 2.46
-εLUMO(N) 1.61 1.70 1.92 1.85 2.01 1.76 1.91 2.24
EHL 6.06 5.94 5.54 6.06 5.79 5.94 5.95 5.97
Eg
c 6.51 6.44 5.13 5.40 5.30 5.35 6.86 6.87
J�2 0.648 0.672 0.101 0.248 0.146 0.193 0.653 0.600
aExperiment: 7.82 eV, Ref. 74.
bExperimental value of vertical electron affinity: 2.751 eV, Ref. 25.
cExperiment: 5.07 eV.
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TABLE VIII. Comparison of key transitions in the spectrum of Au20
(Td). The calculations were performed in optimized geometries of LC-
ωPBE(0.40), CAM-B3LYP, and ωB97X, respectively. CAM-B3LYP* de-
notes a combination α = 0.19 and β = 0.81. The numbers in parentheses
denote the value of range-separation parameter.
Method 1st dark A B C
ωB97X 2.58 2.93 3.37 3.57
CAM-B3LYP* 2.57 2.96 3.44 3.67
CAM-B3LYP*(0.25) 2.53 2.85 3.28 3.50
LC-ωPBEh(0.20) 2.41 2.74 3.21 3.44
strengths. The near continuum of low-intensity states in previ-
ous TDDFT calculations employing both LDA22 and GGA27
functionals appears to be an artifact of these functionals as
first observed by Silverstein and Jansen41 for the Agn clusters.
A comparison between the CAM-B3LYP*(0.33) and
CAM-B3LYP*(0.25) results indicates that lowering ω from
0.33 to 0.25 shifts the spectrum 0.1–0.2 eV toward low en-
ergy. The CAM-B3LYP*(0.25) spectrum is in very good
agreement with that of LC-ωPBEh although the latter has
noticeably lower intensity. The optimized CAM-B3LYP(ω
= 0.2) functional resulted in deterioration of the spectrum.
The LC functionals featured in Fig. 8 and Table VIII predict
on average the first active transition around 2.87 eV and the
first dark state around 2.54 eV.
There are several previous investigations of the Au20
cluster and its optical spectrum by TDDFT.22,25, 27, 29 The dif-
ferences between them and our present results are not lim-
ited to absorption near-continuum discussed above. LDA and
pure GGA functionals also tend to shift the absorption peaks
toward low energies. Let us compare the position of the two
characteristic peaks: the first active, weak peak (marked A)
and the first intense one (marked C). All previous studies
predict them at much lower energies. LDA calculation22 pro-
duces the weak one at 1.85 eV, and the strong one at 2.78 eV.
BP86 calculation27 finds the former at about 1.9 eV and the
latter at 2.89 eV. A hybrid functional B3LYP does better: the
A peak is at 2.369 eV as reported by Xie et al.31 (unfortu-
nately the second one was not reported in their work). Most
similar, albeit still on the low energy side of our values, are the
LB94 results predicting the A peak at 2.355 and the C peak at
3.20 eV.29
Another issue where our results differ from previous find-
ings for Au20 concerns the HOMO-LUMO gap. In our fea-
tured functionals EHL is quite close to the fundamental gap
Eg, the value of which has been determined experimentally to
be about 5 eV. The literature values of EHL most often men-
tioned are GGA results in the range of 1.8–1.9 eV (see Ref. 86
for a compilation of EHL values). The calculations employing
hybrid functionals which tend to increase these gaps47 provide
somewhat larger values of 2.93 using B3LYP31 or 3.1 eV us-
ing PBE0.87 These values are still smaller by some 2 eV com-
pared to the LC-corrected results presented here. This appar-
ent discrepancy can be explained on the basis of recent works
which elucidate the issue of energy gaps in DFT.66,73 The
view of the HOMO-LUMO gap corresponding in magnitude
to the fundamental gap emerges from GKS theory whereas
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FIG. 8. Absorption spectrum of Au20 (Td) in three indicated functionals.
(a) ωB97X spectrum was calculated with 200 excited states; (b)-(c) spectra
were calculated with 100 excited states; (d) spectrum was calculated with 80
excited states; (e) LDA spectrum is redrawn from the data of Ref. 22. The
lines are broadened by 0.05 eV H-W Lorentzian. The units on the abscissa
are eV.
the view of EHL gap being close to the first vertical excita-
tion in TDDFT arises from the conventional KS theory. One
should bear in mind that the latter fails to correctly predict
the excitation energies of excited states with charge-transfer
character.
In summary, we predict Au20 having rather wide HOMO-
LUMO gap (within 0.5 eV of the fundamental gap), the op-
tical gap of ∼2.87 eV, and the position of the first dark state
at ∼2.5 eV. These predictions of course neglect the effects
of spin-orbit coupling. The spin-orbit coupling, according to
Wang et al.,25 may reduce the value of EHL by about 0.37 eV.
IV. SUMMARY AND CONCLUSIONS
In this work we performed TDDFT calculations of the
optical absorption spectra of Aun clusters where n = 4, 6, 8,
12, and 20. The results of TDDFT simulations were compared
for Au4 and Au8 with the wave function linear response theory
based on CCSD and with the experimental high-resolution
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spectra in low temperature Ne matrix. Several variants of LC
functionals were compared with conventional xc functionals
such as TPSS and B3LYP.
Conventional functionals applied in the calculations of
excited states of gold clusters fail on two levels. First, as
shown by the example of Au6 (Fig. 1) the excited states are
systematically shifted downward in energy making the gap to
the first excited state much too small compared to EOM-CC.
Second, the intensity pattern resulting from these function-
als is incorrect as indicated by the incorrect ratio of oscillator
strengths of B1u vs. B2u transitions in Au4, as well as in a dif-
fusion of intensity over too many active transitions, as shown
in Au4, Au8, and Au20.
Applying the long-range correction to these functionals
induces dramatic changes in the spectra including widening
of the optical gaps, removing spurious active transitions and
bringing the excitation energies into a qualitative agreement
with EOM-CC. For more quantitative agreement, we used the
J�2 parameter, the value of which gauges how well the Koop-
mans’ theorem is obeyed for a neutral cluster and its nega-
tive ion by a particular functional. Generally, the smaller the
value of J�2 the better the agreement with the EOM-CC spec-
trum. However, there are some caveats here. In the case of
CAM-B3LYP* reducing J�2 to the 0.01–0.1 size was suffi-
cient; seeking the minimum value resulted in a worsening of
the spectra. It is possible that at this point a two-parameter
optimization (ω and α), as recently proposed by Srebro and
Autschbach,88 would be more successful. The second caveat
concerns the LC-ωPBE functional where the minimization of
J�2 by varying ω did not result in a superior spectrum. In Au4
and Au8 this “optimal” functional, LC-ωPBE (ω = 0.25), led
to incorrect transition energies except for the one dominated
by a HOMO-LUMO excitation and dramatic losses of inten-
sity (see Fig. S3 of the supplementary material70) as well as
the sums of oscillator strengths in Au8, (see Table V). Since
this functional behaves like the exact functional with respect
to fractional electron numbers (see Fig. 4) we suggest that the
optimization of ω in LC-ωPBE affects only the frontier or-
bitals, the view shared with recent work of Refaely-Abramson
et al.82 However, an inclusion of constant fraction of the HF
exchange in the context of LC-functional led to a dramatic im-
provement of spectra. It should be emphasized that the other
LC-functionals with values of J�2 at or below 0.1 eV2 can be
considered for all practical purposes optimally tuned in the
sense advocated by Baer and co-workers.64, 66, 89 In summary,
there are two main factors that determine accurate spectral
prediction for gold: the magnitude of range-separation param-
eter and whether or not an LC correction is applied to a hybrid
functional.
Some further general observations based on the data in
Tables I, III, and VII can be made. Larger values of ω result
in the blueshift of the spectra whereas the small values in the
redshift. One can notice that the computed vertical ionization
potentials differ from the experimentally measured values.
The disagreement is larger for Au4 (∼1 eV) and smaller for
Au8 and Au20. This observation contrasts the Aun clusters
with the Agn ones, where a very good agreement between
�SCF and experimental values of IP with LC-functionals
was reported.41 From this we can infer that the problem
may be related to the neglect of the spin-orbit effects. On
the positive side, the errors appear to cancel out to a certain
degree in the calculation of fundamental gaps. Consequently,
our computed fundamental gaps are within ∼0.5 eV of the
experimental values.
The computed vertical electron affinities are underesti-
mated compared to experiment when the LC correction is ap-
plied. Generally, LC-ωPBEh and variants of CAM-B3LYP*
perform better than ωB97X. By contrast, previous LDA and
GGA calculations report very good predictions of electron
affinities of gold clusters.3, 22, 25 It appears that this underes-
timation is the price one pays for raising the LUMO energy
upon adding the HF exchange.
The range separation parameter is somewhat size-
dependent. Within the same type of functional, such as
CAM-B3LYP*, a larger (standard) value of 0.33 is better
suited for small molecule-like Au4, whereas a smaller value
of 0.25 is more suitable for larger clusters such as Au20. In
LC-ωPBEh the range separation parameter of 0.2 (with α
= 0.2, β = 0.8) is appropriate for cluster sizes n = 8, 12,
and 20. However, for Au4 a better spectrum was obtained
with LC-PBE0 with ω = 0.3 (with α = 0.25, β = 0.75). On
the intuitive level this size dependence makes a great deal
of sense since 1/ω has the meaning of distance at which the
HF exchange becomes necessary and this tends to increase
with the delocalization of orbitals over the larger range. The
performance of ωB97X across all cluster sizes is very similar
to that of CAM-B3LYP* which is not surprising since they
have similar ω values (0.3 vs. 0.33).
In all well-performing LC functionals the magnitude of
EHL was comparable to the experimental fundamental gaps
for reasons discussed above. As shown in Tables II, IV, VI,
and VIII these functionals afford internally consistent and ver-
ifiable through EOM-CC predictions of the lowest, typically
dark, excited state as well as the first bright state. The evolu-
tion of the energy gap to the first excited state and the optical
gap as a function of the cluster size is displayed in Fig. 9.
The gaps to the first dark state are particularly narrow
in Au4 and Au12 while the largest one occurs in Au6. Let us
compare these observations with insights based on jellium-
like model.4 Based on an analysis of angular momentum of
FIG. 9. Evolution of energy gaps as a function of cluster size in Aun: The
values of HL, optical, and the first dark state gaps are obtained as averages of
computed results from Tables II, IV, VI, and VIII, respectively. The funda-
mental gap (IP-EA) values are from experiment (IP,74 EA1,25).
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“jellium” electrons, Häkkinen and co-workers advanced a one
electron level diagram of a planar quantum dot for gold (see
Ref. 4 and references therein). This model predicts a shell
closing at n = 6. Our result is in full agreement with this pre-
diction. The next shell closing according to their model should
occur for n = 12. However, our results suggest that this is un-
likely as Au12 has low-lying excited states. Rather, Au8 ap-
pears to be a better candidate for shell closing due to its wider
excitation gap and the 8-electron “superatom” character.
According to our calculations all clusters display
molecule-like absorption spectra with well-defined features.
With the exception of Au12 no active transitions are found be-
low 3 eV (2.9 eV in Au20 case). Clusters with n = 6, 8, 12,
20 regardless of their shape and symmetry show an intense
absorption around 3.5 eV. In Au4 the corresponding transition
occurs at 3.3 eV.
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CHAPTER 7
A study of weak interactions affecting the conformation of gold(I)
complexes with 2-Mercapto-4-methyl-5-thiazoleacetic acid ligands
In this Chapter we present a joint experimental and theoretical study of three gold(I)
complexes [Au(H2-mmta)2]Cl·3H2O (1), Na3[Au(mmta)2]·6H2O (2) and Na3[Au(mmta)2]
·10.5H2O (3) (H2-mmta = 2-Mercapto-4-methyl-5-thiazoleacetic acid) in which the
Au(I) centre is incorporated either in cationic or anionic units of the [Au(SR)2]+/− type
depending on the protonation state of the ligand. All structures were characterized by
single crystal X-ray analysis and found to exhibit unsupported aurophilic interactions
leading to the formation of dimeric [Au2(H2-mmta)4]2+ and [Au2(mmta)4]6− species. By
applying several ab initio interpretative techniques we examine the character of the in-
termolecular interactions stabilizing the eclipsed arrangement of the aurophilic dimers.
The results given in this Chapter have been accepted for publication [D5].
7.1 Introduction
Gold thiolates are a fascinating group of compounds. They found applications as anti-
arthritic drugs and are being studied as potential anti-parasitic and anticancer agents
[130, 131]. They are also at the centre of gold nanoparticles’ research as commonly used
stabilizing agents [132–134]. Finally, they are recognized for their tunable luminescent
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properties [135, 136].
In gold bisthiolato complexes the Au(I) centre may be incorporated either in cationic
or anionic unit of the [Au(SR)2]+/− type depending on the nature of the ligand [137].
Furthermore, both types of units can aggregate through ligand-unsupported aurophilic
bonding [137–144].
So far, among gold bisthiolato compounds the salts of the M+[Au(SCN)2]− type
attracted most attention. It has been shown that change in the size and flexibility of the
cationic environment influences the dimensionality and range of the aurophilic contacts.
This, in turn, has significant impact on the emissive properties of the crystalline solids
[135, 145, 146].
In a recent paper Lim et al. [144] described two gold(I) salts exhibiting aurophilic
bonding. Interestingly, in contrast to the trend observed for the [Au(SCN)2]− ag-
gregates, their [Au(SCSN3)2]− (SCSN−3 = 1,2,3,4-thiatriazole-5-thiolate anion), anions
were arranged in an eclipsed geometry with the S-Au· · ·Au-S torsional angles of 2.02◦
and 4.11◦. Similar arrangement, untypical of two-coordinate gold complexes with
short Au· · ·Au distances [147, 148], was found in other gold bisthiolato complexes
[138, 139, 141]. Clearly, a better understanding of the structural factors that determine
the configuration of the aurophilic contact region could contribute to future control
over the luminescent properties in this group of salts.
To gain insights into the properties of this group of salts we synthesized gold bisthi-
olato complexes in two charge states, cationic and anionic, both of which feature
Au· · ·Au contacts. The compounds were analyzed by the X-ray diffraction technique
revealing eclipsed conformations. Subsequently, based on their crystal structures we
selected structural motifs that include aurophilic systems with a network of counteri-
ons and water molecules. The interactions within the selected motifs were analyzed by
electronic structure methods and quantum interpretative techniques. The aim of these
investigations was to obtain quantitative information on the noncovalent interactions
in the contact region of aurophilic dimers with eclipsed structures and a qualitative
picture of the bonding character in the intra- and interdimer space.
We chose 2-Mercapto-4-methyl-5-thiazoleacetic acid (H2-mmta) as a stabilizing lig-
and. The complexes of thiazolidinethione’s and thiazolethione’s derivatives are known
in gold chemistry (see, e.g. Refs. [140, 141, 149–151]). Moreover, both thiazolidine-2-
thione and H2-mmta have already been used in stabilizing structures with aurophilic
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bonds [152, 153]. In the case to H2-mmta a tetranuclear gold(I) complex exhibiting lu-
minescence has been described [153]. Furthermore, H2-mmta is unique in that it allows
one to capture the Au(I) centres in two charge states depending on the protonation of
the carboxylic group: deprotonation of COOH in the thiol form leads to anionic units,
whereas the thione form with a protonated carboxylic group yields cationic units.
7.2 Experimental section
7.2.1 Materials
All chemicals and solvents used for the synthesis were obtained from commercial sources
and were used as received, without further purification. The gold-containing reagent
was HAuCl4·xH2O [49% Au]. Raman spectra of crystalline materials were recorded
with a Nicolet Almega Dispersive Raman Spectrometer in the range 100-4000 cm−1.
The laser source wavelength used was 532 nm. The spectral resolution was about 2
cm−1 for all measurements.
7.2.2 Computational methods
The def2-TZVPP basis set was used throughout [89, 154], together with the relativistic
small-core (1s-4f) effective core potential of Figgen et al. [123] All DFT and MP2
calculations were done in the developer version of the Molpro [13] program, the coupled
cluster singles, doubles, and noniterative triples calculations using the domain based
local pair-natural orbital (DLPNO-CCSD(T)) method were carried out in the Orca
[155] program. The Quantum Theory of Atoms in Molecules (QTAIM) analysis was
performed in the AIMAll program [156]. The Non Covalent Interactions (NCI) analysis
was carried out with the nciplot program [157, 158].
7.2.3 Synthesis
[Au(H2-mmta)2]Cl·3H2O (1): A 0.56 mmol solution of H2-mmta was prepared by dis-
solving 107 mg H2-mmta in 4 ml of water:methanol (3:1) solution and stirred at 70◦C
for 10 min. The precipitate was removed and the supernatant mixed with 4 ml acidic
0.12 mmol water solution of HAuCl4 (48.2 mg of HAuCl4·xH2O [49% Au], 3 ml H2O
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and 1 ml 38% HCl) yielding 14:3 H2-mmta:HAuCl4 molar ratio. The yellow solution
was then stirred for 15 min at 70◦C. After cooling acetonitrile was added until the pre-
cipitate was dissolved. The solution was filtered and dried for 24 hrs obtaining single,
tiny colorless crystals of 1. Raman [cm−1]: 2926w, 2892w, 1614s, 1497vs, 1443s, 1396s,
1342vs, 1279s, 1198w, 1080s, 1019w, 931w, 692s, 620w, 556s, 473w, 403m, 355s, 302w,
266w, 216m, 160w.
Na3[Au(mmta)2]·6H2O (2) and Na3[Au(mmta)2]·10.5H2O (3): 0.02 ml of dimethyl
sulfide (ρ = 0.846 g/ml) was added to a 0.16 mmol solution of HAuCl4 (65.5 mg of
HAuCl4·xH2O [49% Au] in 2 ml MeOH), yielding 5:3 CH3SCH3:HAuCl4 molar ratio,
and stirred for 15 minutes at room temperature. The solution obtained by mixing
0.48 mmol H2-mmta (90.6 mg in 1.5 ml MeOH) with NaOMe (36.2 mg of Na in 2 ml
MeOH) was added and stirred for 20 min. The murky solution was decanted and
after storing at −20 ◦C for 72 h single plates of 2 could be isolated, whereas immediate
evaporation on a glass plate under ambient conditions yielded single plates of 3. Raman
2 [cm−1]: 1682w, 1601s; 1548m; 1489s, 1452m, 1402m, 1366w, 1266m, 1226m, 1182m,
1029m, 1087m, 966w, 904m, 746w, 715w, 519w, 496w, 413w, 364w, 336w, 278w, 235w,
150w. Raman 3 [cm−1]: 1618s; 1398s, 1377s, 1309s, 1264m, 1052w, 963w, 885m, 741w,
535w, 404w, 355w, 298w, 215w, 170w.
7.3 Results and discussion
All the obtained salts contain gold(I) dimers exhibiting Au· · ·Au interactions. While
compound 1 encompasses protonated H2-mmta ligands, both 2 and 3 contain fully de-
protonated ligands. Crystal data for 1 − 3 are given in Table A.1 in the Appendix.
Selected bond angles and distances are given in Table 7.1. Crystal data and struc-
ture refinement parameters of 2-Mercapto-4-methyl-5-thiazoleacetic acid are given in
Tables A.2 and A.3 in the Appendix.
7.3.1 Crystal structure of [Au(H2-mmta)2]Cl·3H2O
The asymmetric unit of compound 1 is composed of one [Au(H2-mmta)2]+ cation ac-
companied by the Cl− anion and three water molecules (see Fig. 7.1). The Au1-S2 and
Au1-S4 distances are 2.2873(15) A˚ and 2.2948(15) A˚, respectively. The coordination to
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Table 7.1: Selected bond lengths [A˚], angles and torsion angles for compounds 1− 3.
1 2
Au1-S2 2.2948(15) Au1-S1 2.294(2) Au2-S21 2.297(2)
Au1-S4 2.2873(15) Au1-S11 2.299(2) Au2-S31 2.293(2)
S2-C1 1.702(5) S1-C1 1.755(10) S21-C21 1.750(10)
S4-C11 1.712(6) S11-C11 1.749(9) S31-C31 1.760(9)
N1-C1 1.337(7) N1-C1 1.304(12) N11-C11 1.287(12)
N2-C11 1.325(8) N21-C21 1.306(12) N31-C31 1.300(12)
Au1-Au1i 3.3535(5) Au1-Au2 3.1845(6)
S4-Au1-S2 176.94(5) S1-Au1-S11 178.92(9) S31-Au2-S21 178.46(9)
C1-S2-Au1 103.47(19) C1-S1-Au1 103.7(3) C21-S21-Au2 102.7(3)
C11-S4-Au1 106.22(19) C11-S11-Au1 104.6(3) C31-S31-Au2 103.2(3)
Au1-S2-C1-S1 −3.6(4) Au1-S1-C1-S2 −4.0(7) Au2-S21-C21-S22 −17.5(6)
S3-C11-S4-Au1 −11.7(5) S22-C21-S21-Au2 −17.5(6) S32-C31-S31-Au2 −16.9(7)
S2-Au1-Au1i-S4i −1.46(6) S1-Au1-Au2-S21 19.33(9) S11-Au1-Au2-S31 18.69(8)
S1-S2-S4-S3 2.20(5) S2-S1-S11-S12 −46.32(9) S22-S21-S31-S32 −52.48(9)
3
Au1-S2 2.294(2) S2-Au1-S2iii 176.44(10) Au1-S2-C1-S1 1.6(6)
S2-C1 1.720(8) C1-S2-Au1 102.7(3) S2-Au1-Au1ii-S2ii −1.38(15)
N1-C1 1.316(11) S1-S2-S2iii-S1iii 52.08(11)
Au1-Au1ii 3.0936(9)
Symmetry codes 1: i = −x, 1− y, 1− z; ii = 1− x, 1− y, 1− z; iii = −1 + x, +y, +z;
iv = +x, +y, −1 + z; v = −x, 1− y, 2− z; vi = +x, +y, 1 + z; vii = −x, 1− y, 2− z
2: i = 2− x, 2− y, 1− z, ii = 2− x, 1− y, 1− z; 3: i = −1/4 + x, −1/4 + y, 1− z,
ii = 3/4− x, 3/4− y, +z, iii = +x, 3/4− y, 3/4− z, iv = 3/4− x, +y, 3/4− z,
v = 1− x, −1/4 + y, −1/4 + z.
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Figure 7.1: A drawing of a portion of the structure of [Au(H2-mmta)2]Cl · 3H2O (1).
Thermal ellipsoids are shown at the 50% probability. Symmetry codes: i = −x, 1− y,
1 − z; ii = 1 − x, 1 − y, 1 − z; iii = −1 + x, +y, +z; iv = +x, +y, −1 + z; v = −x,
1− y, 2− z; vi = +x, +y, 1 + z, vii = −x, 1− y, 2− z.
Au(I) makes the S2-C1 and S4-C11 bonds of 1.702(5) A˚ and 1.712(6) A˚, respectively,
slightly elongated with respect to the S2-C1 bond of 1.674(2) A˚ in the free H2-mmta (see
Tab. A.3 in the Appendix). The coordination sphere of Au has a collinear arrangement
with the S4-Au1-S2 angle of 176.94(5)◦.
Within the [Au(H2-mmta)2]+ cations the heterocyclic H2-mmta rings adapt a cis
conformation with the twist angle S1-S2-S4-S3 (on the S2-S4 line) equal to 2.20(6)◦.
The cis conformation results in relatively short contact of 3.5478(18) A˚ between the
S1· · · S3 sulfur atoms. The contacts between the Au(I) center and the ring sulfur
atoms are also notably short: Au1· · · S1 is 3.3723(12) A˚ and Au1· · · S3 is 3.5356(13) A˚.
Moreover, the central [Au(H2-mmta)2]+ moiety (excluding terminal carboxyl groups)
is nearly coplanar with the torsion angles S1-C1-S2-Au1 and S3-C11-S4-Au1 equal to
−3.6(5)◦ and −11.7(5)◦, respectively.
The [Au(H2-mmta)2]+ cations form centrosymmetric dimers with the centre of in-
version located at the midpoint of the Au(I)· · ·Au(I) line (Fig. 7.1). The dimers take an
eclipsed geometry with the S2-Au1-Au1i-S4i torsion angle of −1.46(6)◦. The distance
between the aurophilic centers is 3.3535(5) A˚.
Apart from the Au(I)-Au(I) attraction, the [Au(H2-mmta)2]+ monomers interact via
two hydrogen bridges encompassing water molecules and chloride ions: [NH · · · OH · · ·
Cl− · · · HN]. Moreover, the carboxyl groups engage in intermolecular hydrogen bond
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Figure 7.2: A drawing of a portion of the structure of Na3[Au(mmta)2] ·6H2O (2).
Thermal ellipsoids are shown at the 50% probability. Only selected sodium cations are
shown. Symmetry codes: i = 2− x, 2− y, 1− z, ii = 2− x, 1− y, 1− z.
network comprising water molecules and Cl− anions (see Table A.4 and Fig. A.1 in the
Appendix). The network supports a parallel stacking of the dimers which are separated
by ca. 3.4 A˚. The coordination sphere of the chloride ions contains three H2O molecules
and one heterocyclic amide group.
7.3.2 Crystal structure of Na3[Au(mmta)2]·6H2O
and Na3[Au(mmta)2]·10.5H2O
In structures 2 and 3 the gold atoms are coordinated by two deprotonated mmta ligands
which yields negatively charged monomers, [Au(mmta)2]3− (see Figs. 7.2 and 7.3).
The Au coordination spheres are linear with the S-Au-S angles and the Au-S bonds
ranging from 176.44(10)◦ to 178.92(9)◦, and from 2.293(2) A˚ to 2.299(2) A˚, respectively.
Similar to 1, the S-C bonds formed by the Au-ligating sulfur atoms are elongated with
respect to the free acid and fall within the 1.749(9) − 1.760(9) A˚ range. The N1-C1
bond in 3 and analogous N-C bonds in 2 range from 1.286(12) A˚ to 1.316(11) A˚. The
corresponding N1-C1 bonds in 1 and in the free ligand are longer: 1.337(7) A˚ and
1.341(3) A˚, respectively.
In contrast to 1, the heterocyclic rings in the [Au(mmta)2]3− units of 2 and 3 display
a gauche arrangement. In 2 the first appropriate twist angle S2-S1-S11-S12 (on the S1-
Au1-S11 line) is −46.32(9)◦, whereas the second S22-S21-S31-S32 (on the S21-Au2-S31
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Figure 7.3: A drawing of a portion of the structure of Na3[Au(mmta)2] ·10.5H2O (3).
Thermal ellipsoids are shown at the 50% probability. Only selected sodium cations
of the helical motif are shown. Symmetry codes: i = −1/4 + x, −1/4 + y, 1 − z,
ii = 3/4− x, 3/4− y, z, iii = x, 3/4− y, 3/4− z, iv = 3/4− x, y, 3/4− z, v = 1− x,
−1/4 + y, −1/4 + z.
line) is −52.48(9)◦. In 3 the analogous twist angle S1-S2-S2iii-S1iii (on the S2-Au1-
S2iii line) is 52.08(11)◦. Moreover, the mmta rings within the [Au(mmta)2]3− anion
are also somewhat twisted on the C-S bond (S refers to the Au-ligating sulfur atom).
The respective torsion angles in 2 are S12-C11-S11-Au1, S2-C1-S1-Au1, S22-C21-S21-
Au2 and S32-C31-S31-Au2 equal to −11.9(7)◦, −4.0(7)◦, −17.5(6)◦ and −16.9(7)◦,
respectively. In 3 it is S1-C1-S2-Au1 equal to 1.6(6)◦.
In 2 the contacts between the heterocyclic sulfur atoms within the [Au(mmta)2]3−
anion, S2· · · S12 and S22· · · S32, amount to 3.958(3) A˚ and 4.034(3) A˚, respectively. In
3 the analogous contact S1· · · S1iii is equal to 3.799(4) A˚. The Au· · · S contacts within
the units remain in the 3.30− 3.39 A˚ range.
The [Au(mmta)2]3− monomers self-assemble in aurophilic dimers with the Au(I)· · ·Au(I)
distances of 3.1845(6) A˚ in 2 and 3.0936(9) A˚ in 3. In 2 the dimer is asymmetric,
whereas in 3 the center of the dimer is located on crystallographic special position
(Wyckoff 8b notation) with site symmetry D2. The dimers take an eclipsed arrange-
ment: in 2 the respective torsion angles are S1-Au1-Au2-S21 and S11-Au1-Au2-S31
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equal to 19.33(9)◦ and 18.69(8)◦, respectively, in 3 it is S2-Au1-Au1ii-S2ii equal to
1.38(15)◦. In 3 the Au-ligating S2 sulfur atoms facing each other enter the coordina-
tion sphere of the sodium cation forming a S2· · ·Na2i contact of 3.877(5) A˚.
Both 2 and 3 display pi-pi contacts: in 2 the pi-pi interactions link the dimers in
a tail-to-tail fashion and propagate in the direction of the b axis, whereas in 3 the
double pi-stacking occurs along the a axis (see Tab. A.5 and Figs. A.2 and A.3 in the
Appendix for details). In 2 the sodium cations are surrounded by oxygen atoms from
the carboxylate anions and water molecules. In 3 the sodium cations are surrounded
by water molecules forming helical structure along the a axis with six Na+ per turn,
whereas the carboxylate ions interact only with the solvating water molecules. We
note that water molecules constituting the helical structure observed in 3 display a
significant disorder.
7.3.3 Theoretical results
What is the nature of the noncovalent interactions contributing to the stability of the
eclipsed conformation in the observed aurophilic dimers? To answer that question we
selected three structures from compounds 1, 2 and 3, respectively, which we will refer
to as (structural) motifs. This allows for reducing the computational cost and treat
the intermolecular interactions stabilizing the chosen structures in a detailed manner.
Our study embraced several quantum interpretative techniques: QTAIM [159, 160],
NCI [157, 158] and Natural Bond Orbitals (NBO) [161, 162] analysis. The calculations
were done on crystal geometries within the framework of Kohn-Sham theory utilizing
PBE0 [163, 164] and MCSh [165, 166] functionals. The MCSh is a hybrid meta-GGA
functional designed for accurate treatment of weak intermolecular interactions, therefore
comparing its performance with the standard hybrid GGA PBE0 functional is of interest
in the context of aurophilic structures. The dispersion interaction was included with
the DFT-D3 method of Grimme et al. [113] and the revised many-body dispersion
method (MBD) by Ambrosetti et al. [167].
The benchmark supermolecular interaction energies were calculated at the DLPNO-
CCSD(T) level of theory [168, 169]. Moreover, we obtained results at the MP2 and
spin-component scaled MP2 (SCS-MP2) [170] level of theory, which is a popular choice
for calculations involving gold(I) complexes. The interaction energies were corrected
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for the basis set superposition error using the standard counterpoise correction (CP)
[72].
The motif 1 is composed of two [Au(H2-mmta)2]+ units, and two adjoining [Cl− · · ·
H2O] fragments. In the case of 2 we did not include the sodium counterions because of
the complex pattern they form in the stabilization of the carboxylate groups. Instead,
2 consists of two [Au(mmta)2]3−. Finally, 3 encompasses two [Au(H-mmta)2]− (where
H-mmta denotes the ligand with carboxyl groups) and two [Na+ · · · 5 H2O] fragments
(see Fig. A.4 in the Appendix for visualization of 1-3).
We begin by analyzing the strength of the intermolecular interactions between dif-
ferent components of motifs 1 and 3 in which the effect of the counterion stabilization
can be estimated. Taking into consideration the structure of 1 and 3 we distinguish
the binding energy of the complex (Ecomplex), the interaction energy of the charged
aurophilic dimers and the accompanying ions (Ec−ionsint ), as well as the intermolecular
repulsion between the charged aurophilic dimers themselves (EAu−dimint ), see Table 7.2 for
definitions. Finally, we compare the dispersion energy contribution, EAu−dimdisp , obtained
with the DFT-D3 and MBD methods. The results are presented in Table 7.2.
We first notice a remarkable agreement between the SCS-MP2 and the DLPNO-
CCSD(T) results. As expected, MP2 slightly overestimates the interaction energies.
Although the agreement between DFT and wave function methods is satisfactory, we
observe a slight overbinding in all DFT variants which can be traced to the overesti-
mation of the counterion stabilization effect Ec−ionsint . This effect is more pronounced in
3. The disagreement between different DFT approaches results from the D3 correction
overestimating the dispersion energy between the charged aurophilic units due to the
positive partial charge on gold atoms [171]. Finally, we recognize and recommend the
MCSh-MBD as a functional leading to the best DFT results.
The interaction energies given in Table 7.2 demonstrate that the binding of Cl−/Na+
and water molecules to the complex is crucial for the observed stabilization. We also
note the enhanced repulsion energy that accompanies the shortening of the distance
between the charged monomers in 3 with respect to 1. This effect is compensated by
the stronger counterion attraction.
In order to further characterize the different Au· · ·Au binding patterns in 1 − 3,
we performed the QTAIM analysis. In all the structures we confirmed bond critical
points (BCP) indicating the presence of aurophilic interactions. In Table 7.3 given
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Table 7.2: A schematic representation of the structure of 1 and 3. Interaction energy
components between different components of 1 and 3. All interaction energies are given
in kcal/mol and were calculated with the CP correction.
Ecomplex = EABCD − EA − EB − EC − ED
A B
C
D
Ec−ionsint = EABCD − EAB − ECD
EAu−dimint = EAB − EA − EB
(1) Ecomplex E
c−ions
int E
Au−dim
int E
Au−dim
disp
PBE0-D3 -209.1 -257.1 20.18 -6.48
PBE0-MBD -205.3 -257.3 24.36 -2.30
MCSh-D3 -205.5 -252.8 19.68 -8.93
MCSh-MBD -201.9 -254.7 25.18 -3.43
HF -170.7 -232.9 34.72
MP2 -208.4 -254.8 18.85
SCS-MP2 -198.9 -249.0 22.62
DLPNO-CCSD(T) -200.0 -251.0 23.52
(3)
PBE0-D3 -216.7 -287.9 40.76 -6.46
PBE0-MBD -212.6 -287.1 44.11 -2.56
MCSh-D3 -215.1 -286.4 40.94 -8.88
MCSh-MBD -211.6 -287.8 45.90 -3.91
HF -173.2 -263.1 59.14
MP2 -207.1 -277.1 39.53
SCS-MP2 -197.9 -272.7 44.36
DLPNO-CCSD(T) -199.8 -275.4 45.24
are the topological parameters which characterize the obtained BCPs based on PBE0-
D3 densities. The small values of the electron density at BCP, ρc(r), together with
small and positive values of its Laplacian at BCP, ∇2ρc(r), point towards a closed-shell
type of interactions and fall within the range reported for the metallophilic interactions
of group 11 so far [172–176]. The negative sign of the total energy density at BCP
Hc = Gc + Vc, where Gc and Vc denote the kinetic and potential energy densities at
BCP, respectively, indicates a stabilizing interaction with electron sharing [177]. This
is reflected in the delocalization index δ(Au,Au’) which provides the average number
of electrons shared between (bonding) atoms at BCP [159]. The increase of both Hc
and δ(Au,Au’) with the shortening of the Au· · ·Au distance from 1 to 3 is a signature
of the aurophilic interaction gaining a more covalent character. The behavior of the
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Table 7.3: Electron charge density, ρc(r), its Laplacian, ∇2ρc(r), total energy density,
Hc(r), the ratio of the potential energy density (Vc) to the kinetic energy density Gc,
|Vc|
Gc
and delocalization index, δ(Au,Au’), at the Au· · ·Au BCP for structures 1− 3.
rAu−Au ρc(r) ∇2ρc(r) Hc(r) |Vc|Gc δ(Au,Au’)
1 3.354 0.016 0.039 -0.0004 1.04 0.189
2 3.184 0.022 0.054 -0.0011 1.07 0.233
3 3.093 0.026 0.063 -0.0020 1.11 0.289
|Vc|
Gc
ratio which allows one to distinguish between interactions of closed-shell ( |Vc|
Gc
< 1),
intermediate (1 < |Vc|
Gc
< 2) and covalent ( |Vc|
Gc
> 2) character [178–180] supports this
observation and reveals the intermediate character of aurophilic interactions in terms
of Bader analysis [174].
The QTAIM analysis also reveals some the weak interactions stabilizing the eclipsed
conformation of the dimers. Figure 7.4 shows the BCPs and ring critical points (RCPs)
identified in clusters 1 and 3 using PBE0-D3 density. In contrast to Lim et al. [144],
for all structures we observe non-negligible interactions between the terminal S-atoms
facing each other (e.g. S4· · · S2i in 1). We notice, however, that these contacts in 1−3
salts are ca. 0.15 A˚ shorter than the ones observed by Lim et al.. The topological
parameters of the BCPs (∇2ρc(r) in the range of 0.035-0.039, Hc > 0 and |Vc|Gc < 1)
classify those S· · · S contacts as weak closed-shell interactions.
The variety of noncovalent interactions that contribute to the stabilization of the
selected structures may be visualized based on the analysis of the electron densities
and their reduced gradients s(ρ). The reduced gradient reaches large positive values for
regions far from the molecule corresponding to density tails and small positive values
approaching zero for regions of both covalent bonding and noncovalent interactions.
Mapping the regions of low s(ρ) back to molecular space and examining the second
derivatives of the density along the main axis of variation allows one to distinguish be-
tween different interactions in the low-density regime, including steric repulsion, hydro-
gen bonds and van der Waals interactions. This approach, termed NCI, was introduced
by Johnson et al. [157, 158]. The color convention we use for the NCI analysis follows
the work of Chaudret et al. [181]: i) blue for highly attractive weak interactions (such
as hydrogen bonds) , ii) green for the weaker dispersion interactions (such as van der
Waals), iii) red for repulsive interactions (such as steric clashes).
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Figure 7.4: Molecular graph of 1 and
3 with BCPs marked as green spheres
and RCPs marked as red spheres. The
values denote ∇2ρc(r).
Figure 7.5: NCI analysis of the interac-
tions in 1, 2and 3. NCI surfaces corre-
spond to s = 0.45 a.u. and a color scale
of −0.05 < ρ < 0.05 a.u.
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The results of NCI analysis are presented in Fig. 7.5. Several regions of inter-
monomer interactions can be distinguished. In all the structures the eclipsed (S-Au-S)2
junction exhibits regions corresponding to the attractive interactions of the Au· · ·Au,
S· · · S and Au· · · S type. Importantly, the NCI method reveals that the shortening of
the Au· · ·Au distance from 1 to 3 is accompanied by the strengthening of the aurophilic
interaction. This is manifested in the s versus ρ plots as the shift of the characteris-
tic Au-Au peak towards more negative values which in the applied color convention
amounts to bluish coloration of the solid green Au· · ·Au isosurfaces (see Fig. A.4 in
the Appendix) [182]. Furthermore, the evidence of the attractive S· · · S and Au· · · S
contacts corresponds to the hypothesis [183] that the attractive dispersion interactions
may outweigh the steric and Coulombic repulsion between the sulfur atoms.
In 1 and 3 visible are the dispersion interactions between the eclipsed dimers and the
surrounding counterions and solvent molecules. The blue regions mark the hydrogen
bonds bridging the monomers through the heterocyclic amine groups.
The intramonomer interactions can also be identified. In all the motifs there is a
signature of the dispersion attraction between the Au(I) centers and the heterocyclic
sulfur atoms. This could already be inferred from the range of the Au· · · S contacts
that are smaller than the sum of their van der Waals radii (ca. 3.46 A˚) [141, 184].
Furthermore, in 1 visible are the attractive O1· · · S1 and O1· · · S3 interactions. The
regions of these interactions overlap with the BCPs predicted in the AIM picture (see
Fig. 7.4). This shows that the carboxyl group directed towards the S1· · · S3 contact
additionally stabilizes the coplanar cis arrangement of the H2-mmta rings in 1. Finally,
in the NCI picture the S1· · · S3 contact in 1 and the corresponding S· · · S regions in 2
and 3 exhibit dispersion stabilization themselves.
As a final point we wish to address two effects stabilizing the gauche conformation
in the crystal structure of compounds 2 and 3. The first one is the stabilization due
to the pi − pi interactions between the rings of the neighboring dimers. The second
one comes from the stabilization of the carboxylate groups either by the coordina-
tion with the Na+ cations in 2, or by hydrogen bonds with the surrounding water
molecules in 3. To estimate the pi−pi contribution, we calculated the PBE0-D3 disper-
sion energy per one mmta pair in 2 and 3 obtaining -14.3 kcal/mol and -13.6 kcal/mol,
respectively (see Fig. A.5 in the Appendix). The stabilization due to the presence of
the counterions has previously been recognized in Na3[Au(S2O3)2]·2H2O [138, 139] and
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[(H2O)3Na][Au(SCSN3)2] [144]. We note that the gauche configuration has already been
observed for other [Au(SR)2]-complexes containing five- or six-membered heterocycles
[141, 142, 144, 151, 184].
7.4 Conclusions
We presented three new gold(I) salts containing [Au(H2-mmta)2]+ cations and [Au(mmta)2]3−
anions. The obtained compounds were characterized by means of X-Ray crystallogra-
phy as gold(I) dimers – all of which exhibit aurophilic interactions. The aurophilic
dimers adopt an eclipsed conformation which is uncommon for linear, two-coordinate
gold complexes. [144] In order to better understand the intermolecular interactions sta-
bilizing the eclipsed arrangement of the aurophilic dimers, we selected representative
structural motifs of 1-3 for a more detailed ab initio investigation.
In each compound, by means of the NCI and QTAIM analyses, we identified several
regions of weakly attractive intermolecular interactions. In particular, we found signa-
tures of the dispersion interactions in the eclipsed S-Au-S contact region, which can be
attributed partly to aurophilic attraction. The NCI analysis also revealed intramolec-
ular dispersion interactions of the Au(I)· · · S type stabilizing both cis and gauche con-
formations of the mmta rings within the Au(I)-monomers. The gauche conformation of
the [Au(mmta)2]3− anions in 2 and 3 is moreover stabilized by crystal packing effects:
the pi−pi stacking and coordination of the carboxylate groups either by sodium cations
or via hydrogen bonds with the water molecules. Based on the D3 model we estimated
the dispersion contribution to the pi − pi stacking to yield ca. −14 kcal/mol per one
mmta pair.
The eclipsed geometry of the aurophilic dimers in compounds 1 and 3 is additionally
stabilized by electrostatic and induction interactions with the surrounding counterions.
Both DFT and ab initio calculations have shown that the Cl−-mediated stabilization in
1, as well as the Na+-mediated stabilization in 3 constitute the major contribution to
the binding energy of the selected motifs and have a similar energetic effect. Neverthe-
less, no corresponding counterion support is observed in 2 or other dimeric [Au(SR)2]
compounds containing five- or six-membered heterocycles. [141, 142, 144] Finally, the
central eclipsed (RS-Au-SR)2 motif is consistent for all of the presented compounds
1− 3, irrespective of different counterion and crystal packing stabilization effects.
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7. A STUDY OF WEAK INTERACTIONS AFFECTING THE CONFORMATION OF GOLD(I)
COMPLEXES WITH 2-MERCAPTO-4-METHYL-5-THIAZOLEACETIC ACID LIGANDS
CHAPTER 8
Conclusions
In the presented Thesis advances in both theory and applications of DFT were reported.
The theoretical developments involved introduction of two new SAPT formalisms based
on Kohn-Sham description of monomers. New applications were focused on reliable
DFT calculations of intermolecular interactions and optical response properties of gold
complexes.
The most important achievements of my PhD Thesis:
1. I have implemented and tested the LRC-SAPT formalism with second-order en-
ergies calculated via FDDSs from TDDFT. I have shown that LRC xc functionals
combined with SAPT yield results comparable or better with the asymptotically
corrected functionals. Moreover, based on the studies of two model systems:
polyacetylenes of increasing length and stretching of He+3 , I have shown that min-
imization of the delocalization error in LRC-SAPT may be crucial for the quality
of SAPT interaction energy components.
2. I have derived, implemented and tested a novel DFT-SAPT formulation based on
urestricted Kohn-Sham formulation (SAPT(UKS)). The new method was com-
pared to the SAPT(ROKS) approach introduced by Żuchowski et al. [97] showing
a very good agreement.
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3. I have presented several novel applications of SAPT(UKS): i) calculations of in-
teractions involving Π-state radicals (He· · ·OH, Ar· · ·OH, Ar· · ·NO), ii) mod-
elling of the systems undergoing Penning Ionization (PI) reaction (He*· · ·H2,
He*· · ·Ar, Ne*· · ·Ar, Ne*· · ·ND3, He*· · ·NH3), iii) clarification of the nature of
the CrH(X6Σ+)· · ·He bonding mechanism.
4. I have participated in developing a reliable DFT computational treatment of gold-
ligand interactions of the donor-acceptor character. We have devised a method
allowing for a correct description of both the ionization potential of the electron
donor and electron affinity of the electron acceptor. This is achieved by selecting
an optimal LRC functional based on two-parameter tuning for the monomer prop-
erties. We have shown that, with the dispersion interactions properly taken into
account, our approach leads to a very good agreement with respect to coupled-
cluster reference values. My main contribution to the described work involved
studies of the (HAuPH3)2 and Au4-SCN
− complexes presented in Chapter 5.
5. I have participated in the study of optical properties of gold clusters Aun (n = 4,
6, 8, 12, 20). Our work was the first to apply LRC xc functionals to the absorption
UV spectra of this class of systems. We have proven that both inclusion of a fixed
portion of the exact exchange and assuring correct asymptotics of the xc potential
are vital for correct description of the optical response of gold. The results for
the Au4 and Au6 clusters presented in Chapter 6 were my main contribution to
the described research.
6. I have synthesized three new gold(I) complexes: [Au(H2-mmta)2]Cl·3H2O, Na3[Au(mmta)2]
·6H2O and Na3[Au(mmta)2] ·10.5H2O (H2-mmta = 2-Mercapto-4-methyl-5-thiazoleacetic
acid). The obtained salts have been characterized via single crystal X-ray analysis
and Raman spectroscopy. All structures exhibit unsupported aurophilic interac-
tions leading to the formation of dimeric [Au2(H2-mmta)4]2+ and [Au2(mmta)4]6−
species. The experimental part was supplemented with a detailed theoretical
analysis of the weak intermolecular interactions stabilizing the untypical eclipsed
arrangement of the aurophilic dimers in 1-3.
APPENDIX A
Appendix
A.1 Symbols and notation
In Chapter 2 the occupied orbital indices for monomer A and B are i and j, respectively,
with the corresponding indices for virtual orbitals being a and b. Vectors ri and Rα
denote electron and nuclei positions, respectively, and{
rij = |ri − rj|
Rαβ = |Rα −Rβ|.
(A.1)
The atomic units are used unless indicated otherwise.
A.2 E(1)exch in SAPT(UKS): definitions
Below we give definitions of the quantities used in the expressions for the first-order ex-
change energy in its full form and using the S2 approximation (see Chapter 4, Sec. 4.2).
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We start with the generalized Coulomb and exchange matrices, J[X],K[X]:
J[X]SR =
∑
PQ
XPQ(PQ|RS),
K[X]QR =
∑
PS
XPS (PQ|RS),
(A.2)
where
(PQ|RS) =
∫ ∫
ϕ∗P (r1)ϕQ(r2)
1
r12
ϕ∗R(r1)ϕS(r2)dr1dr2. (A.3)
In the E(1)exch(S
2) expression it is convenient to introduce generalized right and left
Coulomb matrices:
r
J[X]SR =
∑
R′S′
XR
′
S′ (RS|v|R′S ′),
l
J[X]S
′
R′ =
∑
RS
XRS (RS|v|R′S ′),
(A.4)
and the generalized inner and outer exchange matrices:
i
K[X]S
′
R =
∑
R′S
XR
′
S (RS|v|R′S ′),
o
K[X]SR′ =
∑
RS′
XRS′(RS|v|R′S ′).
(A.5)
In (A.4) and (A.5) the four-index integral of the form
(PQ|v|RS) =
∫ ∫
ϕ∗P (r1)ϕQ(r2)v(r1, r2)ϕ
∗
R(r1)ϕS(r2)dr1dr2 (A.6)
is used. The generalized interaction potential v(r1, r2) is defined as:
v˜(r1, r2) =
1
|r1 − r2| + vA(r1)
1
NB
+ vB(r2)
1
NA
+
V0
NANB
, (A.7)
so that V =
∑NA
i
∑NB
j v˜(ri, rj). NX denotes the number of electrons in monomer X
and V0 is the constant internuclear repulsion term. We note that the explicit form of
the generalized Coulomb and exchange matrices in given in Appendix A of Ref. [99].
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The hXσ matrix in (4.1) is given as
hXσ = V
X + JXα + J
X
β −KXσ (A.8)
and the TX/XYσ matices backtransformed to the AO basis are computed as follows:
TXσ = (C
X
σ )
†([Sσ + 1]−1 − 1)CXσ
TXYσ = (C
X
σ )
†([Sσ + 1]−1 − 1)CYσ
(A.9)
The Sσ stands for the matrix of overlap integrals between the occupied molecular or-
bitals of both monomers, (Sα)
˜
ı˜ ≡ S ˜ı˜ =
∫
ϕı˜(r)ϕ˜(r)d
3r.
A.3 Data to accompany Chapter 7
A.3.1 X-ray crystallography
A selected single crystal was mounted in inert oil and transferred to the cold gas stream
of the diffractometer. Diffraction data were measured with mirror monochromated
CuKα or graphite monochromated MoKα radiation on an Oxford Diffraction κ-CCD
Gemini A Ultra diffractometer. Cell refinement and data collection as well as data re-
duction and analysis were performed with the crysalisPRO software [185]. Structures
were solved by direct methods using the shelxs-97 structure solution program and re-
fined by full-matrix least-squares against F 2 with shelxl-2014 [186] and olex2 [187]
programs. All non-hydrogen atoms were refined with anisotropic displacement param-
eters. Hydrogen atoms were added to the structure model at geometrically idealized
coordinates and refined as riding atoms. The crystal data and experimental parame-
ters are summarized in Table A.1. CCDC1062294-1062297 contain the supplementary
crystallographic data. These data can be obtained free of charge from The Cambridge
Crystallographic Data Centre via www.ccdc.cam.ac.uk/data_request/cif.
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Table A.1: Crystal data and data collection parameters for structures 1-3.
Compound reference (1) (2) (3)
Chemical formula C12H20AuClN2O7S4 C24H44Au2N4Na6O20S8 C24H61Au2N4Na6O29S8
Formula Mass 664.96 1496.98 1658.12
Crystal system Triclinic Monoclinic Orthorhombic
a/A˚ 6.4839(5) 11.8332(4) 11.14230(14)
b/A˚ 10.6956(8) 21.4246(8) 26.7990(3)
c/A˚ 16.2649(9) 18.7942(6) 38.4479(5)
α/◦ 79.106(6) 90 90
β/◦ 87.562(5) 91.843(3) 90
γ/◦ 75.111(6) 90 90
Unit cell volume/A˚3 1070.42(13) 4762.3(3) 11480.6(3)
Space group P 1¯ P21/n Fddd
No. of formula units per unit cell, Z 2 4 8
Radiation type CuKα CuKα CuKα
Absorption coefficient, µ/mm−1 18.046 15.905 13.386
No. of reflections measured 10803 35597 43130
No. of independent reflections 3806 8441 2551
Rint 0.0305 0.0589 0.0334
Final R1 values (I ¿ 2σ(I)) 0.0308 0.0469 0.046
Final wR(F 2) values (I ¿ 2σ(I)) 0.071 0.1066 0.1094
Final R1 values (all data) 0.0356 0.0665 0.0466
Final wR(F 2) values (all data) 0.074 0.1155 0.1096
Goodness of fit on F 2 1.129 1.125 1.375
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Table A.2: Crystal data and data collection parameters for 2-Mercapto-4-methyl-5-
thiazoleacetic acid H2-mmta.
Compound reference 4
Chemical formula C6H7NO2S2
Formula Mass 189.25
Crystal system Monoclinic
a/A˚ 7.3214(6)
b/A˚ 14.1820(13)
c/A˚ 15.5197(10)
α/◦ 90
β/◦ 95.774(7)
γ/◦ 90
Unit cell volume/A˚3 1603.3(2)
Space group I2/a
No. of formula units per unit cell, Z 8
Radiation type MoKα
Absorption coefficient, µ/mm−1 0.61
No. of reflections measured 3825
No. of independent reflections 1816
Rint 0.0344
Final R1 values (I ¿ 2σ(I)) 0.0387
Final wR(F 2) values (I ¿ 2σ(I)) 0.0944
Final R1 values (all data) 0.05
Final wR(F 2) values (all data) 0.1017
Goodness of fit on F 2 1.08
Table A.3: The assymetric unit, selected bond lengths [A˚] and angles for 2-Mercapto-
4-methyl-5-thiazoleacetic acid.
S2-C1 1.674(2)
C1-S1 1.720(2)
C1-N1 1.341(3)
C2-C3 1.347(3)
S2-C1-S1 124.09(13)
N1-C1-S2 127.64(17)
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Table A.4: Hydrogen bond network in 1
D-H· · ·A D-H (A˚) H· · ·A (A˚) D· · ·A (A˚) D-H· · ·A (◦)
N1-H1-O41 0.85(5) 1.95(5) 2.774(6) 164(6)
N2-H2A-Cl12 0.85(5) 2.31(5) 3.163(5) 176(6)
O2-H2-O33 0.85(2) 1.73(3) 2.540(6) 159(8)
O12-H12-O54 0.84(2) 1.84(3) 2.661(7) 164(8)
O3-H3A-O11 0.85(2) 2.09(8) 2.762(7) 135(9)
O3-H3B-O4 0.85(2) 2.17(3) 2.974(9) 158(8)
O4-H4C-O55 0.85(2) 1.92(2) 2.763(6) 176(8)
O4-H4D-Cl16 0.85(2) 2.31(4) 3.106(5) 157(9)
O5-H5A-Cl1 0.85(2) 2.21(2) 3.059(5) 177(6)
O5-H5B-Cl17 0.85(2) 2.28(3) 3.107(5) 163(7)
Symmetry codes: 11-x,1-y,1-z; 2-1+x,+y,+z, 31+x,+y,+z;
42-x,-y,2-z; 5+x,-1+y,+z; 61-x,1-y,2-z; 72-x,1-y,2-z
Figure A.1: A drawing of a portion of the structure of [Au(H2-mmta)2]Cl·3H2O that shows the parallel
stacking of the [Au2(H2-mmta)4]2+ dimers. Color code: Au - navy blue, S - yellow, O - red, N -blue, Cl− -
green.
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Figure A.2: A drawing of a portion of the structure of Na3[Au(mmta)2]·6H2O that shows the pi−pi stacking
of the dimers along the b axis. Color code: Au - navy blue, S - yellow, O - red, N -blue, Na - cyan.
Figure A.3: A drawing of a portion of the structure of Na3[Au(mmta)2]·10.5H2O that shows the pi − pi
stacking of the dimers along the a axis. The helical structure formed by sodium cations along the a axis is
also presented. Color code: Au - navy blue, S - yellow, O - red, N -blue, Na - cyan.
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Table A.5: Characteristic of pi−pi stacking interactions in 2 and 3. All distances given
in A˚, all angles given in degrees.
2
Plane 1 S2-C1-N1-C2-C3
Plane 2 S32-C31-N31-C32-C33
Plane 1 to plane angle 4.9(4)
Plane centroid to plane centroid distance 3.615(5)
Plane [1] to plane centroid distance 3.472(7)
Plane [2] to plane centroid distance -3.529(7)
Plane 1 N21-C21-S22-C23-C22
Plane 2 N11-C11-S12-C13-C12
Plane 1 to plane angle 6.3(5)
Plane centroid to plane centroid distance 3.645(5)
Plane [1] to plane centroid distance 3.481(8)
Plane [2] to plane centroid distance -3.502(7)
3
Plane 1 S1-C1-N1-C2-C3
Plane 2 (S1-C1-N1-C2-C3)i
Plane 1 to plane angle 3.4(3)
Plane centroid to plane centroid distance 3.635(6)
Plane [1] to plane centroid distance -3.413(8)
Plane [1] to plane shift 1.250(15)
i = 7/4− x, 3/4− y, +z
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Figure A.4: Left: The reduced density gradient versus the electron density multiplied
by the sign of the second Hessian eigenvalue. Marked are the peaks corresponding to
the Au-Au interaction. Right: Gradient isosurfaces plotted in 1 A˚ radius around the
midpoint of the Au-Au line with s=0.5 a.u.
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Figure A.5: Two views of NCI pi − pi stabilization regions between the adjacent
[Au(mmta)2]3− monomers of 3 presented along the b and c axis. NCI surfaces cor-
respond to s = 0.5 a.u. and a color scale of −0.04 < ρ < 0.04 a.u.
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