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1. Introduction
Isoperimetric inequalities play key roles in both analysis and geometry. There are so many close and important con-
nections between analytic inequalities and geometric inequalities that the related topics attract more and more research
interest. A famous example for this kind of connections is the equivalence between the classical isoperimetric inequality
and the Sobolev inequality. For the enormous recent progress in the theory of valuations in connection with aﬃne isoperi-
metric and analytic inequalities we refer to [2,9–11,16,19,22,25] and the references therein.
An optimal version of the classical isoperimetric inequality is the Petty projection inequality (see e.g., [7,23,26]). This clas-
sical inequality relates the volume of a convex body with that of its projection body (a concept dating back to Minkowski).
Lutwak [12,13] extended the notion of the projection of a convex body to Lp projection functions and deﬁned a family of
Lp projection bodies. Let u¯ be the line segment connecting −u/2 to u/2, the Lp projection function, V p(K , u¯), of a convex
body K is deﬁned by an Lp cosine transform of the Lp surface area measure of K (up to a scalar):
V p(K , u¯) = 1
2pn
∫
Sn−1
|v · u|p dSp(K , v),
where Sn−1 is the unit sphere in Rn and Sp(K , ·) is the Lp surface area measure of K . By using Steiner symmetrization,
Lutwak, Yang and Zhang [15] established the following Lp generalization of this remarkable inequality (the case p = 1
corresponding to the classical Petty projection inequality).
Theorem 1.1 (Lp Petty projection inequality). (See [15].) If p  1 and K is a convex body in Rn, then( ∫
Sn−1
V p(K , u¯)
− np dS(u)
) p
n
V (K )
n−p
n  2p−1n1+
p
n Cp,
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Cp =
√
πΓ (n+p2 )
Γ (n2 + 1)Γ ( p+12 )
.
The equality holds if and only if K is an ellipsoid centered at the origin.
This remarkable family of Lp Petty projection inequalities has been used to establish a number of aﬃne analytic inequal-
ities, such as sharp aﬃne Lp Sobolev [16,27] and Gagliardo–Nirenberg [2,11,19] inequalities. We note that there also is an
interesting connection between aﬃne Lp Sobolev inequality and aﬃne Lp Gagliardo–Nirenberg inequalities. In fact, from a
clever application of the Hölder inequality (see for example [1]), one can deduce aﬃne Lp Gagliardo–Nirenberg inequalities
from sharp aﬃne Lp Sobolev inequality. However, these aﬃne Lp Gagliardo–Nirenberg inequalities are not sharp since the
optimal constants are not preserved by the Hölder inequality. As we mentioned above, sharp aﬃne Lp Gagliardo–Nirenberg
inequalities also are based on the Lp Petty projection inequality. For the classical Lp Gagliardo–Nirenberg inequalities,
see [3,6] and the references therein.
By starting from sharp versions of Lp aﬃne Gagliardo–Nirenberg inequalities mentioned above, an integral aﬃne (p, λ)-
Fisher information inequality was established very recently [14]. This inequality is part of a series of work which develops
new aﬃne inequalities in information theory. The starting point for this is the classical Stam inequality [24] which states
that a real random variable with given Fisher information minimizes Shannon entropy if and only if it is a Gaussian. In 2005,
Lutwak, Yang and Zhang [18] extended Shannon’s inequality to generalized aﬃne Fisher information and Renyi entropy (see
also [21]). More recently, the same authors and the ﬁrst named author of this paper introduced a new notion of integral
aﬃne (p, λ)-Fisher information Φp,λ(X) of a random variable X which is deﬁned by
Φp,λ(X) = inf
Nλ(Y )=1
E
(‖Xλ‖pY ,p),
where Xλ = f λ−2∇ f is the λ-score (λ > 0) of a random variable X with density function f ; Nλ(Y ) is the λ-Renyi entropy
power of a random variable Y , with density g , given by
Nλ(Y ) =
{
(
∫
Rn
g(x)λ dx)
1
1−λ , λ = 1,
e−
∫
Rn g(x) log g(x)dx, λ = 1;
and ‖z‖Y ,p = (
∫
Rn
|z · y|p g(y)dy) 1p , for z ∈Rn and p > 0, is the Lp cosine transform of Y .
Theorem 1.2 (Integral aﬃne (p, λ)-Fisher information inequality). (See [14].) If X is a random vector in Rn, 1  p < n, and λ 
1− 1/n, then
Φp,λ(X)Nλ(X)
(λ+ 1n −1)p Φp,λ(Z)Nλ(Z)(λ+
1
n −1)p,
with equality if and only if X is a generalized Gaussian.
In this article, we consider the problem whether one can recover the Lp Petty projection inequality from the integral
aﬃne (p, λ)-Fisher information inequality. With the aid of the co-area formula, we show that when the distribution is
contoured, then the integral (p, λ)-Fisher information inequality presented above becomes the Lp Petty projection inequality.
Therefore, the Lp Petty projection inequality is essentially equivalent to the integral aﬃne (p, λ)-Fisher information
inequality for 1 p < n.
2. Preliminaries
2.1. Information measures and the (p, λ)-Fisher information inequality
For α > 0 and β < αn , let Z be the random vector in R
n with density function
f Z (x) =
⎧⎨
⎩aα,β(1−
β
α |x|α)
1
β
− n+αα
+ , β = 0,
− 1α |x|αaα,0e , β = 0
S. Lv, X. Lv / J. Math. Anal. Appl. 371 (2010) 347–354 349where t+ = max{t,0} for t ∈R and
aα,β =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
α
n | βα |
n
α Γ ( n2+1)
π
n
2 B( nα ,1− 1β )
, β < 0,
Γ ( n2+1)
π
n
2 α
n
α Γ ( nα +1)
, β = 0,
α
n (
β
α )
n
α Γ ( n2+1)
π
n
2 B( nα ,
1
β
− nα )
, β > 0,
Γ denotes the gamma function, and B denotes the beta function. The random variable Z is called the standard generalized
Gaussian. Any random vector Z ′ = AZ , for a nonsingular matrix A, is called a generalized Gaussian. When α = 2 and β = 0,
Z is the usual Gaussian random vector.
Just as the classical Gaussian distribution, the generalized Gaussian distributions characterize the extremal distributions
for inequalities relating moment, entropy, and Fisher information, see [3–6,14–18,20].
The classical Shannon entropy of a random vector X with density f is deﬁned as
h(X) = −
∫
Rn
f (x) log f (x)dx.
An extension of the Shannon entropy is the λ-Renyi entropy. For λ > 0, the λ-Renyi entropy power of X is deﬁned by
Nλ(X) =
{
(
∫
Rn
f (x)λ dx)
1
1−λ , λ = 1,
eh(X), λ = 1.
It is easily seen that the 1-Renyi entropy power is the Shannon entropy power and
lim
λ→1Nλ(X) = N1(X).
For Shannon entropy theory and its related topics, we refer the reader to the classical book on information theory [5].
Let the parameters α and β of the standard generalized Gaussian Z be
α = p
p − 1 ,
1
β
− n + α
α
= 1
λ − 1 . (2.1)
Then the Renyi entropy and the (p, λ)-Fisher information of the standard generalized Gaussian Z can be calculated,
Nλ(Z) =
⎧⎨
⎩a
−1
α,β(1− nβα )
1
1−λ , λ = 1,
a−1α,0e
n
α , λ = 1.
For a random vector Y with density g , the Lp cosine transform of Y is given by
‖x‖Y ,p =
( ∫
Rn
|x · y|p g(y)dy
) 1
p
, x ∈Rn.
Deﬁnition 2.1 (Integral aﬃne (p, λ)-Fisher information). (See [14].) Let p > 0 and let X be a random vector. The integral aﬃne
(p, λ)-Fisher information of X , Φp,λ(X), is deﬁned by
Φp,λ(X) = inf
Nλ(Y )=1
E
(‖Xλ‖pY ,p).
For the integral aﬃne (p, λ)-Fisher information of X , we have the following integral representation and the integral
aﬃne (p, λ)-Fisher information inequality.
Theorem 2.2. (See [14].) Let p > 0 and let X be a random vector with density f . Then
Φp,λ(X) =
[
c0
∫
Sn−1
E
(|u · Xλ|p)− np dS(u)
]− pn
,
where
c0 =
⎧⎪⎪⎨
⎪⎪⎩
a0B(
n
p ,
1
1−λ − np ), λ < 1,
e
n
p
n Γ (1+ np ), λ = 1,
a0B(
n , λ ), λ > 1p λ−1
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a0 = 1
p
(
1− n(1− λ)
pλ
) 1
λ−1(λ(n + p) − p
n(1− λ)
) n
p
.
Theorem 2.3. (See [14].) Let X be a random vector in Rn, 1 p < n, and let λ 1− 1/n. Then
Φp,λ(X)Nλ(X)
(λ+ 1n −1)p Φp,λ(Z)Nλ(Z)(λ+
1
n −1)p. (2.2)
Equality holds if and only if X is a generalized Gaussian with parameters given by (2.1).
2.2. Contoured distributions and basics from convex geometry
For a subset K ⊂Rn , the Minkowski functional of K is deﬁned by
‖x‖K = min{a 0: x ∈ aK }.
A random variable X is said to be contoured if its density function can be written as
f (x) = ωn
V (K )
F
(‖x‖K )
for some 1-dimensional function F : [0,∞) → [0,∞), where V (K ) is the n-dimensional volume of the convex body K . By
the polar coordinate formula, we have
V (K ) = 1
n
∫
Sn−1
‖u‖−nK dS(u).
Connections of contoured distributions and convex geometry were investigated in [8].
If K is a convex body (i.e., a compact subset containing the origin in its interior) in Rn , then its support function,
hK :Rn → [0,∞), can be deﬁned for x ∈Rn by
hK (x) = max{x · y: y ∈ K }.
Let ν(x) be the unit outer normal at x ∈ ∂K . Then it is easily seen that
x · ν(x) = hK
(
ν(x)
)
.
Let K be a convex body in Rn , then the surface area measure SK of K can be deﬁned by∫
Sn−1
f (v)dSK (v) =
∫
∂K
f
(
ν(x)
)
dx, f ∈ C(Sn−1),
where ∂K is the boundary of K , and ν(x) is the unit outer normal of ∂K at x.
For real p  1, convex bodies K , L and real ε > 0, the Minkowski–Firey Lp combination, K +p ε · L, is the convex body
whose support function is given
hpK+pε·L = h
p
K + hpL .
The Lp-mixed volume V p(K , L) of convex bodies K and L is deﬁned by
V p(K , L) = p
n
lim
ε→0+
V (K +p ε · L) − V (K )
ε
.
It was shown in [12] that there is a unique ﬁnite positive Borel measure Sp(K , ·) on Sn−1 such that
V p(K , Q ) = 1
n
∫
Sn−1
hQ (v)dSp(K , v), (2.3)
for each convex body Q . The measure Sp(K , ·) is called the Lp surface area measure of K . The measure S1(K , ·) = SK is the
classical surface area measure of K . It was shown in [12] that the measure Sp(K , ·) is absolutely continuous with respect
to SK and has the Radon–Nikodym derivative
dSp(K , ·) = h1−pK .dSK
S. Lv, X. Lv / J. Math. Anal. Appl. 371 (2010) 347–354 351Therefore, (2.3) can be rewritten as
V p(K , Q ) = 1
n
∫
∂K
hQ
(
ν(x)
)p
hK
(
ν(x)
)1−p
dS∂K (x).
Note that V p(K , K ) = V (K ), thus
V (K ) = 1
n
∫
∂K
hK
(
ν(x)
)
dS∂K (x). (2.4)
For more details on convex bodies, see [7,23,26].
Lemma 2.4. If K is a convex body in Rn, then for almost all x ∈ ∂K ,
∇(‖x‖K )= ν(x)
x · ν(x) . (2.5)
Proof. Since ‖x‖K = 1 for x ∈ ∂K and ‖ · ‖K is homogeneous of degree 1, it follows for all t > 0 that
‖tx‖K = t. (2.6)
Differentiating (2.6) with respect to t gives
x · ∇(‖x‖K )= 1. (2.7)
For the unit outer normal at almost all x ∈ ∂K , we have
ν(x) = ∇(‖x‖K )|∇(‖x‖K )| . (2.8)
Therefore, (2.5) and (2.8) yield
x · ν(x) = 1|∇(‖x‖K )|
and thus for almost all x ∈ ∂K
∇(‖x‖K )= ∣∣∇(‖x‖K )∣∣ν(x) = ν(x)
x · ν(x) .
3. From the integral aﬃne (p,λ)-Fisher information inequality to the Lp Petty projection inequality
Lemma 3.1. Let p  1, K be a convex body in Rn, and let F : [0,∞) →R be strictly monotone such that F (s)(λ−2)p+1|F ′(s)|psn−1 is
integrable. If X is a random vector with density f (x) = ωnV (K ) F (‖x‖K ), then
Φp,λ(X) = c1
(
ωn
V (K )
)(λ−1)p+1[
c0
∫
Sn−1
V p(K , u¯)
− np dS(u)
]− pn
, (3.1)
where
c1 = 2pn
∞∫
0
F (s)(λ−2)p+1
∣∣F ′(s)∣∣psn−1 ds.
Proof. Assume that F is decreasing. The increasing case can be shown similarly.
For t > 0, consider the level sets of f in Rn
Mt =
{
x: f (x) t
}
.
It is easy to see that
Mt =
{
x: ‖x‖K  s
}= sK , t = F (s).
For x ∈ ∂Mt , let x = sz, then z ∈ ∂K . By Lemma 2.4, we have
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V (K )
F ′
(‖x‖K )∇‖x‖K
= ωn
V (K )
F ′
(‖sz‖K )∇‖sz‖K
= ωn
V (K )
F ′
(
s‖z‖K
)∇‖z‖K
= ωn
V (K )
F ′(s) ν(z)
z · ν(z) .
Therefore,
∣∣∇ f (x)∣∣= ωn
V (K )
|F ′(s)|
z · ν(z) ,
where s = ‖x‖K , z ∈ ∂K .
Let dSt(x) be the surface area element of ∂Mt at x, and let dS∂K (z) be the surface area element of ∂K at z. Then
dSt(x) = sn−1 dS∂K (z).
If dx is the volume element of Rn at x, then
dx = ∣∣∇ f (x)∣∣−1 dSt(x)dt.
Let a(0) = ωn F (0)V (K ) and a(∞) = ωn F (∞)V (K ) . Then
E
(|u · Xλ|p)=
∫
Rn
|u · Xλ|p f (x)dx
=
∫
Rn
∣∣u · f (x)λ−2∇ f (x)∣∣p f (x)dx
=
(
ωn
V (K )
)(λ−1)p a(∞)∫
a(0)
∫
∂(sK )
f (x)
∣∣u · f (x)λ−2∇ f (x)∣∣p∣∣∇ f (x)∣∣−1 dSt(x)dt
=
(
ωn
V (K )
)(λ−1)p a(∞)∫
a(0)
∫
∂(sK )
F
∣∣u · F λ−2F ′∇(‖x‖K )∣∣p∣∣F ′∇(‖x‖K )∣∣−1 dSt(x)dt
=
(
ωn
V (K )
)(λ−1)p a(∞)∫
a(0)
∫
∂K
F
∣∣∣∣u · F λ−2F ′ ν(z)z · ν(x)
∣∣∣∣
p z · ν(z)
|F ′| s
n−1 dS∂K (z)dt
=
(
ωn
V (K )
)(λ−1)p+1 ∞∫
0
F (λ−2)p+1
∣∣F ′∣∣psn−1 ds∫
∂K
∣∣u · ν(z)∣∣p(z · ν(z))1−p dS∂K (z)
=
(
ωn
V (K )
)(λ−1)p+1 ∞∫
0
F (λ−2)p+1
∣∣F ′∣∣psn−1 ds ∫
Sn−1
|u · v|phK (v)1−p dSK (v).
Thus from Theorem 2.2 we get (3.1) immediately.
Lemma 3.2. Let K be a convex body in Rn, and let F (s) be a 1-dimensional function on (0,∞) such that F (s)λsn−1 is integrable. If X
is a random vector with density f (x) = ωnV (K ) F (‖x‖K ), then
Nλ(X) = c2V (K ),
where
c2 =
⎧⎪⎨
⎪⎩
[nωλn
∫∞
0 F (s)
λsn−1 ds] 11−λ , λ = 1,
ω−1n e
−
∫∞
0 F (s) log F (s)s
n−1 ds∫∞
0 F (s)s
n−1 ds , λ = 1.
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∫
Rn
f (x)λ dx =
(
ωn
V (K )
)λ ∞∫
0
∫
Sn−1
F
(
r‖u‖K
)λ
rn−1 dS(u)dr
=
(
ωn
V (K )
)λ ∞∫
0
F (s)λsn−1 ds
∫
Sn−1
‖u‖−nK dS(u)
= nV (K )
(
ωn
V (K )
)λ ∞∫
0
F (s)λsn−1 ds.
Thus, if λ = 1, then
Nλ(X) =
[
nωλn
∞∫
0
F (s)λsn−1 ds
] 1
1−λ
V (K ).
If λ = 1, then
h(X) = lim
λ→1hλ(X)
= lim
λ→1
log[nV (K ) ∫∞0 ( ωnV (K ) F (s))λsn−1 ds]
1− λ
= − lim
λ→1
nV (K )
∫∞
0 (
ωn
V (K ) F (s))
λ log( ωnV (K ) F (s))s
n−1 ds
nV (K )
∫∞
0 (
ωn
V (K ) F (s))
λsn−1 ds
= log V (K )
ωn
−
∫∞
0 F (s) log F (s)s
n−1 ds∫∞
0 F (s)s
n−1 ds
.
Thus
N1(X) = eh(X) = e
−
∫∞
0 F (s) log F (s)s
n−1 ds∫∞
0 F (s)s
n−1 ds V (K )
ωn
.
Now combine Lemmas 3.1 and 3.2 with the integral (p, λ)-Fisher information inequality (2.2) and get the case 1 p < n
of the following aﬃne isoperimetric inequality ﬁrst established in [15].
Theorem 3.3. (See [15].) If p  1 and K is a convex body in Rn, then
( ∫
Sn−1
V p(K , u¯)
− np dS(u)
) p
n
V (K )
n−p
n  2p−1n1+
p
n c3, (3.2)
where the constant c3 is given by
c3 =
√
πΓ (n+p2 )
Γ (n2 + 1)Γ ( p+12 )
.
Equality in (3.2) holds if and only if K is an ellipsoid centered at the origin.
Noting that the standard generalized Gaussian is spherically contoured, from the aﬃne invariance of integral (p, λ)-
Fisher information and the equality condition of (2.2) we know that the equality in (3.2) occurs precisely if K is an ellipsoid
centered at the origin.
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