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Abstract 
The importance of online customer reviews for the success of products and services has been recognized 
in both research and practice. Therefore, the ability to explain and interpret customer assessments  
expressed by the assigned overall star ratings is an important and interesting research field. Existing 
approaches for explaining the overall star ratings, however, often do not address methodical issues 
associated with these ratings (e.g., ordinal scale). Moreover, they often ignore the review texts which 
contain valuable information on the customers’ assessments of different aspects of the rated items (e.g., 
price or quality). To contribute to both research gaps, we propose a generalized ordered probit model 
using aspect-based sentiments as independent variables to explain the overall star ratings of online 
customer reviews. For measuring the explanatory power of our model, we suggest a likelihood-based 
pseudo R-squared measure. By evaluating our approach using a large real-world dataset of restaurant 
reviews we show, that, in contrast to other regression models, the generalized ordered probit model can 
address the methodical issues associated with the star ratings. Moreover, the evaluation shows that the 
results of the proposed model are easy to interpret and valuable for analysing customer assessments. 
Keywords: Online customer reviews, Explanatory model, Aspect-based sentiment analysis, Generalized 
ordered probit model. 
 
1 Introduction 
In recent years, the number of internet users has increased from 1,024 million in 2005 up to 3,578 million 
in 2017 (ITU, 2017). This increase has considerably contributed to the rise of popular platforms such as 
Amazon (Linden et al., 2003) or TripAdvisor (Filieri et al., 2015) which, inter alia, provide access to 
online customer reviews (O’Mahony and Smyth, 2010). Online customer reviews can be an important 
instrument to reduce information asymmetries about offered products and services (Hu et al., 2008). 
They contain rich information about customers’ assessments and opinions in form of user generated 
content (Ye et al., 2011) and typically consist of an overall star rating (e.g., 1 to 5 stars) and a textual 
part (Mudambi et al., 2014). The overall star ratings summarize the customers’ general impressions of 
the rated items. The textual parts comprise further details on the customers’ assessments, often towards 
different aspects of the rated items (e.g., service quality in a restaurant review), to justify and explain 
the associated overall ratings (Zhu et al., 2011). Indeed, literature already provides some approaches to 
analyse these textual assessments in terms of aspect-based sentiments (Schouten and Frasincar, 2016). 
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Online customer reviews may affect the economic success of products and services considerably (e.g., 
Chevalier and Mayzlin, 2006; Clemons et al., 2006; Minnema et al., 2016; Phillips et al., 2017; Ye et 
al., 2009; Ye et al., 2011; Zhu and Zhang, 2010). Research has shown that besides high overall star 
ratings, positive feedback contained in the textual parts reviews yields, amongst others, higher sales 
volumes (Archak et al., 2007, 2011; Ghose and Ipeirotis, 2011). Even though the analysis of structural 
data, such as star ratings or metadata on the items, is predominantly focussed by existing literature, the 
textual parts of reviews have been shown to comprise very valuable information (Ganu et al., 2013). In 
that line, some predictive models have been proposed (e.g., Goldberg and Zhu, 2006; Li et al., 2011; 
Pang and Lee, 2005; Qu et al., 2010) which aim to predict the star ratings based on review texts. How-
ever, these models mostly rely on latent variables which are hard to interpret as they do not necessarily 
represent the thematic aspects focussed by the users when reviewing the item. Indeed, explaining and 
interpreting the overall star ratings based on such predictive models is not aimed at or possible. To make 
the rich information contained in the review texts accessible, an explanatory model is needed, which 
uses easy to interpret independent variables like aspect-based sentiments. Such an explanatory model 
enables the identification of causal relationships between the independent variables (i.e., aspect-based 
sentiments) and the dependent variable (i.e., the associated overall star rating) (Sainani, 2014). 
Aspect-based sentiment analysis accounts for the review texts including the users’ assessments of dif-
ferent aspects of the rated items in a methodically well-founded way (Jo and Oh, 2011; Schouten and 
Frasincar, 2016; Zhu et al., 2011). In that line, we use aspect-based sentiments contained in the review 
texts and propose an approach to explain and interpret the users’ overall star ratings. We focus on the 
following research question: 
How can aspect-based sentiments contained in the textual parts of online customer reviews be 
used to explain and interpret the associated overall star ratings? 
To answer this question, we aim at an explanatory model (cf. Shmueli, 2010; Shmueli and Koppius, 
2011) to explain the associated overall star ratings based on easy to interpret aspect-based sentiments. 
We argue that the principles and the knowledge base of regression theory are adequate and valuable, 
providing well-founded methods to analyse and explain the associated overall star ratings of online cus-
tomer reviews. In general, results of a regression analysis are easy to interpret as they allow to under-
stand how the dependent variable (i.e., the overall star rating) changes on average, when the independent 
variables (i.e., the aspect-based sentiments) are varied (Myers, 1990). However, focusing on the given 
problem definition, the application of a regression analysis faces different methodical issues associated 
with the star ratings. Amongst others, these methodical issues arise from their ordinal scale (e.g., 1 to 5 
stars as integer). To address such methodical issues and in contrast to existing approaches, we base our 
approach on a generalized ordered probit regression model. From a scientific point of view, the proposed 
approach aims to uncover the underlying reasoning of the overall star ratings as it uses interpretable 
aspect-based sentiments given in the review texts avoiding any latent variables. For practitioners, our 
model enables companies to gain a data-driven competitive advantage by being able to analyse the rea-
soning behind customer ratings and customer assessments. Such an explanation for the users’ overall 
star ratings allows for customer orientation based on the evidence and importance of different item as-
pects which are relevant for customer (dis)satisfaction. For example, businesses could focus their efforts 
on actions to improve on those aspects which influence users’ (dis)satisfaction most. Thus, the presented 
approach provides a way to explain overall star ratings based on the review texts not yet targeted by 
existing approaches, resolves the associated methodical issues, and is relevant to research and practice. 
The remainder of the paper is structured as follows: In the next section, we discuss both the related 
literature and the research gap. In Section 3, we step-by-step develop our model for explaining star rat-
ings using aspect-based sentiments. In Section 4, we demonstrate and evaluate our approach using a 
large dataset of restaurant reviews. Section 5 depicts implications of our approach for theory and prac-
tice. Finally, we conclude, reflect on limitations and provide an outlook on further research. 
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2 Related Work and Research Gap 
In this section, we analyse existing research which aims at explaining overall star ratings of online cus-
tomer reviews using regression models. Thereby, we also consider works using structural and textual 
(item) data different from aspect-based sentiments as they might be interesting from a methodological 
point of view. Existing contributions with a sole predictive (or descriptive) perspective such as Pang 
and Lee (2005), Qu et al. (2010), Li et al. (2011), Zhou et al. (2014), Tang et al. (2015), Monett and 
Stolte (2016), Sharma et al. (2016) or Qiu et al. (2018), do not aim to explain or interpret the (overall) 
star ratings and are thus out of scope for our research. These works are not considered in the following. 
In accordance with the guidelines of standard approaches to prepare the related work (e.g., Levy and 
Ellis, 2006; Webster and Watson, 2002), we searched the databases ScienceDirect, Google Scholar, 
ACM Digital Library, EBSCO Host, IEEE Xplore, and the AIS Library for the following search term 
and without posing a restriction on the time period: (“regression” and rating*) or (“regression” and 
review*) or (“regression” and “recommender”). Additionally, we performed a forward and backward 
search starting from highly relevant papers. The papers found were manually screened based on title, 
abstract, keywords and summary. The 51 papers remaining after this first screening were analysed in 
detail and 11 of them were identified as relevant for our work. 
 
Table 1. Existing approaches for explaining the overall star ratings of online customer reviews 
Table 1 provides an overview of the identified papers. They contribute to the problem of modelling the 
overall star ratings of online customer reviews using regression models with different sets of independ-
ent variables (i.e., structural (item) data or textual (item) data). The respective approaches are grouped 
depending on the characteristic of these independent variables (highlighted by different shades and sub-
headings). The first column of Table 1 states whether aspect-based sentiments are considered. The sec-
ond column indicates whether the proposed regression models address methodical issues relevant in the 
context of explaining overall star ratings. For example, it is necessary to consider the fact that the de-
pendent variable (i.e., the overall star rating) is ordinally scaled (i.e., discrete and ordered) (Debortoli et 
al., 2016). The third column states whether the explanatory power of the regression model is evaluated 
using a well-founded quality measure (e.g., the explained variance). 
Guo et al. (2016), Liu et al. (2017), Radojevic et al. (2017) and Ye et al. (2014) use regression models 
with structural data as independent variables to model the overall star ratings of reviews and evaluate 
the explanatory power of their models by calculating (adjusted) R-squared values. Radojevic et al. 
(2017) propose a linear multi-level regression model for overall star ratings, using structural data re-
garding the items (e.g., price or free internet) and the users (e.g., regarding nationality or travel experi-
ence) as independent variables. Guo et al. (2016), Liu et al. (2017) and Ye et al. (2014) use sub-ratings 
 Consideration of  
aspect-based 
sentiments 
Addressing methodical  
issues (e.g., the ratings’  
ordinal scale) 
Evaluation of the  
explanatory power of 
the model 
Approaches considering structural (item) data 
Guo et al. (2016); 
Liu et al. (2017); 
Radojevic et al. (2017); 
Ye et al. (2014) 
n/a n/a ✔ 
Yang et al. (2018) n/a ✔ n/a 
Approaches considering textual (item) data 
Fu et al. (2013); 
Linshi (2014) n/a n/a n/a 
Debortoli et al. (2016);
Xiang et al. (2015) n/a n/a ✔ 
Ganu et al. (2009); 
Ganu et al. (2013) ✔ n/a n/a 
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explicitly given by the users (e.g., room experience and service on a 5-point Likert scale). Thereby, Guo 
et al. (2016) and Liu et al. (2017) analyse the relationships between explicitly given sub-ratings as inde-
pendent variables and the overall rating as dependent variable in the hotel domain. Ye et al. (2014) 
investigate the relationship between price as independent variable and given sub-ratings for service 
quality or value as dependent variable. All four works – Guo et al. (2016), Liu et al. (2017), Radojevic 
et al. (2017) and Ye et al. (2014) – provide first insights in the underlying reasons for customer assess-
ments in online customer reviews. However, in none of these works aspect-based sentiments in the 
review texts are used. Instead, Guo et al. (2016), Liu et al. (2017) and Ye et al. (2014) rely on explicitly 
given sub-ratings. In reality such explicitly given multi-ratings represent an exceptional case limiting 
these approaches to some extent. Moreover, all four works use common linear regression models which 
do not address the methodical issues that arise when explaining the overall star ratings. In particular, the 
ordinal scale of the star ratings is not considered. Neglecting such methodical issues may lead to signif-
icant misspecifications and thus invalid results. Yang et al. (2018) are the only ones to account for the 
methodical issue of ordinally scaled overall ratings. They introduce an ordinal regression model to infer 
the overall star ratings from structural location-based data of items (i.e., hotels). Their aim is to explain 
a hotel’s guest assessments (given by the average rating of the hotel) based on information about the 
hotel’s location (e.g., accessibility to points of interest or the location’s surrounding environment). The 
approach relies on structural data regarding the location and the authors do not aim at using review texts 
or aspect-based sentiments. Additionally, they do not assess the explanatory power of their model, which 
is a challenging problem, as there are no standard quality measures for the presented ordinal regression 
model. Summing up, the approaches using structural data are hampered in their applicability (assump-
tion that sub-ratings are given) and/or by the missing consideration of the methodical issues associated 
with the star ratings (e.g., the ordinal scale) and/or the respective evaluation of the explanatory power 
of the model. Additionally, they do not take advantage of the review texts or aspect-based sentiments. 
Indeed, there also exist approaches using independent variables derived from textual (item) data to ex-
plain the star ratings of online customer reviews. Fu et al. (2013) and Linshi (2014) propose linear re-
gression models to explain the associated star ratings. Thereby, Fu et al. (2013) employ word counts 
based on the review texts as independent variables. Linshi (2014) use document vectors from a code-
word Latent Dirichlet Allocation (LDA) which is able to distinguish different topics based on the con-
notation (good vs. bad) of the co-occurring words (e.g., good food vs. bad food). However, in both 
works, the authors use linear regression models which do not account for the methodical issues associ-
ated with the overall star ratings like their ordinal scale. Additionally, they do not further investigate the 
explanatory power of the proposed regression models. Debortoli et al. (2016) and Xiang et al. (2015) 
indeed analyse the explanatory power of their regression models based on the review texts. Debortoli et 
al. (2016) – similar to Linshi (2014) – use document vectors from a LDA based on the review texts as 
explanatory variables. They provide a multinomial logistic regression model for explaining the associ-
ated overall star ratings. To assess the explanatory power of their model, the deviance explained is stated. 
Xiang et al. (2015) propose a linear regression model based on the factor loadings from a factor analysis 
of the review texts. The explanatory power is assessed in terms of the adjusted R-squared measure. The 
methodical issues, however, are not addressed in both approaches, as the ordinal scale of the star ratings 
is neglected. In addition, document vectors from a LDA (Debortoli et al., 2016) or factor loadings (Xiang 
et al., 2015), respectively, do not necessarily account for (different) sentiments. For example, different 
sentiments may be contained in one single topic or factor (e.g., one topic or factor concurrently contain-
ing statements for good and bad food) or one sentiment may be distributed over different topics or fac-
tors. This weakens the interpretability resp. validity of the results. To conclude, the approaches for ex-
plaining the overall star ratings of reviews discussed in this paragraph do not address the methodical 
issues associated with the overall star ratings. In particular, the ordinal scale of the star ratings is ne-
glected. Moreover, they do not account for aspect-based sentiments. 
Ganu et al. (2009) and Ganu et al. (2013) show that aspect-based sentiments contained in review texts 
can be used to improve recommender systems. Both papers generally focus on predicting a user’s star 
rating for a restaurant based on his or her previous ratings for other restaurants and the ratings of all 
other users. However, in minor parts of the papers (i.e., Section 3.3 of Ganu et al. (2009) and Section 3.2 
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of Ganu et al. (2013)) regression models for inferring the associated overall star ratings using aspect-
based sentiments are discussed. These regressions are based on sentence types, represented as (aspect, 
sentiment)-pairs assigned to every sentence. To construct the sentence types, each sentence of the review 
texts is classified according to one aspect it most probably refers to (e.g., food, service or miscellaneous). 
Additionally, a sentiment label (e.g., positive, neutral or negative) is assigned to each sentence. On this 
basis, multivariate regression models for the associated overall star ratings are proposed using sentence 
type fractions in the review texts as independent variables. More precisely, a sentence type fraction is 
calculated as the percentage of sentences of that type contained in the review text. Ganu et al. (2009) 
use a linear and Ganu et al. (2013) a quadratic regression model. Both, however, focus on using aspect-
based sentiments to improve recommender systems but do not aim at explaining and interpreting the 
associated overall star ratings. Therefore, they do not further investigate the explanatory power of the 
proposed regression models (e.g., in terms of coefficients of determination). Additionally, the allocation 
of sentiment labels is equivalent to a classification instead of a more fine-grained representation of the 
sentiments as numerical values. Finally, the authors apply common regression models, which do not 
address the methodical issues associated to the star ratings (e.g., the ordinal scale). 
To conclude, there are very interesting contributions regarding modelling the overall star ratings of 
online customer reviews which can serve as a basis for further research. To uncover the causal relation-
ships between aspect-based sentiments contained in review texts and the associated overall star ratings, 
an explanatory model is needed. However, existing literature lacks an explanatory model using aspect-
based sentiments to explain the associated overall star ratings which addresses the occurring methodical 
issues (e.g., ordinal scale of the star ratings). Furthermore, the explanatory power of (different sets of) 
aspect-based sentiments has not been investigated yet. Due to the methodical issues arising, amongst 
others from the ordinal scale of the star ratings, this is particularly challenging. 
3 A Model to Explain Star Ratings 
To address this research gap, we propose an explanatory model for overall star ratings with respect to 
aspect-based sentiments, which addresses the methodical issues associated with the star ratings. We first 
introduce the basic idea of our approach. Then, we outline a generalized ordered probit model for the 
analysis of star ratings. Finally, we propose a likelihood-based pseudo R-squared measure for assessing 
the explanatory power of aspect-based sentiments in this context. 
3.1 Basic idea of our approach 
Our aim is to explain the overall star ratings of textual reviews based on the associated aspect-based 
sentiments. To do that, first, an adequate regression model addressing the methodical issues for model-
ling star ratings has to be established. These issues result in particular from both the ordinal scale of star 
ratings and the characteristics of aspect-based sentiments. Then, the explanatory power of different as-
pect-based sentiments can be assessed using this model. 
Our approach is based on the ordered probit model (McKelvey and Zavoina, 1975). To adequately rep-
resent star ratings, we follow a two-step approach. First, an underlying model for continuous preferences 
instead of discrete star ratings is established (Greene and Hensher, 2010). Then, a non-linear transfor-
mation of the underlying preferences onto the rating scale is used. More precisely, the ratings are mod-
elled by dividing the underlying continuous preference variable into intervals of different size. 
To elaborate why this two-step approach is proposed, we discuss different methodical issues for model-
ling star ratings. Thereby, we compare the ordered probit model to a linear regression model because 
the latter is commonly used in literature (cf. Section 2). First and crucially, an ordered probit model 
accounts for the ordinal scale of the star ratings, whereas a linear regression model does not and thus 
might lead to significant misspecifications. To achieve an accurate representation, an explanatory model 
has to reflect uneven distances within the (ordinal) rating scale. For instance, on a scale from 1 to 5 a 
rating of 4 might, on average, be much closer to a rating of 5 with respect to the underlying preference 
than to a rating of 3 (Greene and Hensher, 2010). A linear regression model is not able to cope with this 
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issue, whereas the ordered probit model accounts for uneven distances within the rating scale by assign-
ing preference intervals of different sizes to the ratings. Further, a model for star ratings must cope with 
a non-normal distribution of the rating errors (due to the star ratings being discrete) and with hetero-
scedasticity of the ratings (due to the bounded scale of the star ratings). In contrast to a linear regression 
model, our proposed approach addresses these issues by estimating unbounded continuous preferences 
in a first step. Finally, varying impacts of the aspect-based sentiments over the rating scale might occur. 
For instance, in the context of a restaurant review, a poor service (e.g., due to an unfriendly waiter) may 
easily lead to assigning the lowest rating, but a pleasant service alone will in general not be sufficient to 
assign the highest rating. This can be taken into account by generalizing the ordered probit model to 
allow varying coefficients of the aspect-based sentiments. 
3.2 Generalized ordered probit model to analyse aspect-based sentiments 
We consider a set of ܯ ∈ Գ	textual reviews. Each review is associated with a star rating ݎ on a discrete 
scale from 1 to a maximal rating of ܭ ∈ Գ. This is the common review structure observed for popular 
platforms such as Amazon or TripAdvisor (with ܭ=5 or K=10 for most platforms). For each review, we 
take into account ܣ ∈ Գ different item aspects relevant regarding the associated star rating. To give an 
example, in a restaurant review possible item aspects might be food quality or service quality. For in-
stance, in the review “The food was great” a strongly positive sentiment towards the aspect food quality 
is expressed. More generally, we analyse the sentiment ݏ௔ ∈ Թ towards each item aspect ܽ ∈ 1, . . . , ܣ. 
In this way, a numerical value is assigned to the sentiment ݏ௔. Overall, for review i (with ݅ ∈ ሼ1, . . . , ܯሽ) 
this results in aspect-based sentiments ݏଵ௜ , . . . , ݏ஺௜ ∈ Թ and an associated star rating ݎ௜ ∈ ሼ1, . . . , ܭሽ. 
In our two-step approach, first, preferences ܴ∗௜ ∈ Թ are modelled using the aspect-based sentiments 
ݏଵ௜ , , . , ݏ஺௜ . Later, the preferences are transformed into ratings in a non-linear way. According to the clas-
sical ordered probit model, the underlying preferences are given by  
ܴ∗௜ ൌ ߚଵݏଵ௜൅. . . ൅ߚ஺ݏ஺௜ ൅ ߳, (1)
where ߚଵ,… , ߚ஺ denote the parameters with respect to the aspect-based sentiments ݏଵ௜ , … , ݏ஺௜  and ߳~ܰሺ0,1ሻ denotes the random error term of the underlying linear preference model reflecting the ambi-
guity contained in textual reviews (Mudambi et al., 2014). To account for the uncertainty stemming 
from the error term, we also introduce a discrete random variable ܴ௜ ∈ ሼ1, . . . , ܭሽ to estimate the actual 
rating ݎ௜ in the ݅-th review. In the underlying linear preference model, the intercept term can be omitted 
since flexible threshold terms ߠଵ ൏	. . . ൏ ߠ௄ିଵ ∈ Թ are used to transform the preferences into ratings, 
i.e., ܴ௜ ൌ 1	for	ܴ∗௜ ൑ ߠଵ, ܴ௜ ൌ 2	for	ߠଵ ൏ ܴ∗௜ ൑ ߠଶ, … , ܴ௜ ൌ ܭ	for	ܴ∗௜ ൐ ߠ௄ିଵ. 
The parameters ߚଵ, . . . , ߚ஺ and the thresholds ߠଵ, . . . , ߠ௄ିଵ have to be estimated according to the classical 
ordered probit model. To give an example, consider a set of restaurant reviews on a rating scale from 1 
to 5 addressing only the sentiments towards food quality and service. Then, an exemplarily resulting 
model might be given by the preference model ܴ∗௜ ൌ 1.0 ⋅ ݏ௙௢௢ௗ௜ ൅ 0.5 ⋅ ݏ௦௘௥௩௜௖௘௜ ൅ ߳  
(i.e., ߚଵ ൌ 1.0 and ߚଶ ൌ 0.5) and the non-linear transformation ܴ௜ ൌ 1 if ܴ∗௜ ൑ െ2.5ሺൌ ߠଵሻ, ܴ௜ ൌ 2 if 
െ2.5 ൏ ܴ∗௜ ൑ െ0.8	ሺൌ ߠଶሻ,… , ܴ௜ ൌ 5 if ܴ∗௜ ൐ 3.2	ሺൌ ߠସሻ onto the rating scale. 
Those parameters are fitted by maximizing the log-likelihood of the model. According to the preference 
model in Equation (1) and the transformation onto the rating scale as introduced above, it is given by 
log ܮሺߚଵ, . , ߚ஺, ߠଵ, . , ߠ௄ିଵሻ
ൌ෍ ෍ ܼ௜௝ log	ሾΦ൫ߠ௝ െ ߚଵݏଵ௜െ. . . െߚ஺ݏ஺௜ ൯ െ Φሺߠ௝ିଵ
௄
௝ୀଵ
െ ߚଵݏଵ௜െ. . . െߚ஺ݏ஺௜ ሻሿ
ெ
௜ୀଵ
, 
(2)
where ܼ௜௝ ൌ 1 if ݎ௜ ൌ ݆, ܼ௜௝ ൌ 0 otherwise, ߠ଴:ൌ െ∞	, ߠ௄:ൌ ൅∞ and Φ denotes the cumulative distri-
bution function of the standard normal distribution. That is, the likelihood of a rating ݆ in the ݅-th review 
is given by ܲ൫ܴ௜ ൌ ݆൯ ൌ ܲ൫ܴ௜ ൑ ݆൯ െ ܲሺܴ௜ ൑ ݆ െ 1ሻ in the model, which means, by the difference in 
the cumulative probability to the next lowest rating. 
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In Equation (2), ܲ൫ܴ௜ ൑ ݆	หݏଵ௜ , . . . , ݏ஺௜ ሻ ൌ ܲ൫ܴ∗௜ ൑ ߠ௝หݏଵ௜ , . . . , ݏ஺௜ ൯ ൌ Φሺߠ௝ െ ߚଵݏଵ௜െ. . . െߚ஺ݏ஺௜ ሻ is assumed. 
In other words, the parameters ߚଵ, . . . , ߚ஺ are independent of the rating value ݆	(‘Parallel Lines Assump-
tion’). However, for example, a positive price-sentiment towards an item may have different impacts: 
Its impact might be stronger when the rating is at least mediocre on a rating scale from 1 to 5 (i.e., on 
ܲ൫ܴ௜ ൒ 3൯ ൌ 1 െ ܲሺܴ௜ ൑ 2ሻ), whereas it might be lower when the associated rating is very good (i.e., 
on ܲ൫ܴ௜ ൌ 5൯ ൌ 1 െ ܲሺܴ௜ ൑ 4ሻ). More generally, the Parallel Lines Assumption has to be tested for 
each aspect-based sentiment ݏ௔ ∈ ሼݏଵ, . . . , ݏ஺ሽ. If it does not hold for ݏ௔, a relaxed version 
	ܲ൫ܴ௜ ൑ ݆	หݏଵ௜ , . . . , ݏ஺௜ ሻ ൌ ܲ൫ܴ∗௜ ൑ ߠ௝หݏଵ௜ , . . . , ݏ஺௜ ൯ ൌ Φሺߠ௝െ. . . െߚ௔௝ݏ௔௜ െ. . . ሻ (3)
with different coefficients ߚ௔௝ has to be used. 
To test the Parallel Lines Assumption for sentiment ݏ௔, the Bayesian Information Criterion (BIC) can 
be used (Schwarz, 1978). The assumption holds if logሺܯሻ ሺܭ െ 2ሻ ൐ 	2 ⋅ ൫	log ܮሺߚீ෢ೌ 	, ߠீ෢ೌ ሻ െ
log	ܮሺߚመ, ߠ෠ሻ൯	, where ߚመ	, ߠ෠ and ߚீ෢ೌ 	, ߠீ෢ೌ  are the maximum likelihood estimates for the classical version 
and the relaxed version ܩ௔ for sentiment ݏ௔, respectively. Since the BIC takes into account the sample 
size ܯ, it copes with the problem that for large samples, the model with more degrees of freedom often 
“falsely” gives distinctly higher likelihoods due to overfitting. As the sample sizes for the analysis of 
textual reviews are typically very high, the BIC is generally a well-suited measure in this context. Over-
all, our ordered probit model is generalized to varying coefficients for every aspect-based sentiment 
violating the Parallel Lines Assumption. 
3.3 Measure to assess the explanatory power for the proposed model 
In the following, we propose a measure to assess the explanatory power of different aspect-based senti-
ments for our generalized ordered probit model. To do so, we assess the explained variability by differ-
ent aspect-based sentiments in the underlying linear preference model. Thereby, the variability ex-
plained by the underlying preference model (i.e., its R-squared value) can be identified with its likeli-
hood. More precisely, in this case the R-squared value can be evaluated by 
࣬ଶ ൌ 1 െ ቈ ܮே௨௟௟ିெ௢ௗ௘௟ܮ௉௥௘௙௘௥௘௡௖௘ିெ௢ௗ௘௟቉
ଶ ெൗ
, 
(4)
where	ܮ௉௥௘௙௘௥௘௡௖௘ିெ௢ௗ௘௟ denotes the likelihood of the fitted preference model (Maddala, 1983). Simi-
larly, ܮே௨௟௟ିெ௢ௗ௘௟  denotes the likelihood of a preference model restricted to ߚ ൌ 	0. That is, the null 
model yields a constant preference regardless of the aspect-based sentiments. For the proposed general-
ized model, this identification of the R-squared value matches the explained variability in each prefer-
ence model for ܴ௜ ൑ ݆ and thus provides a well-founded overall estimate of the variability explained by 
the underlying generalized preference model. 
However, our generalized ordered probit model for star ratings includes an additional variance, since 
the exact preferences underlying the assigned star ratings are unknown. That is, the likelihood of the 
underlying preference model is not directly accessible. To cope with this issue and to take into account 
the additional variance of the preference distribution, we propose to rescale the measure to have a max-
imum value of 1 for the generalized ordered probit model. In Nagelkerke (1991), this rescaling of the 
R-squared measure was already proposed for models that are fitted by maximum likelihood estimation 
in general, but in our generalized ordered probit model it is especially suited. Since our approach indeed 
includes underlying linear preference models, the measure inherits the precise foundation in Equa-
tion (4) when applied to our generalized ordered probit model. Overall, in our context the proposed 
measure is given by 
࣬ே௔௚௘௟௞௘௥௞௘ଶ ൌ
ଵି൤ ಽಿೠ೗೗షಾ೚೏೐೗ಽಸ೐೙.ೀೝ೏.ುೝ೚್.షಾ೚೏೐೗൨
మ ಾൗ
ଵି௅ಿೠ೗೗షಾ೚೏೐೗మ ಾൗ
. 
(5)
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This Nagelkerke pseudo R-squared measures how likely our generalized ordered probit model based on 
aspect-based sentiments is, compared to a null-model that does not factor in the aspect-based sentiments 
at all (i.e., restricting all coefficients of the aspect-based sentiments to zero in Equation (2)). In that way, 
it assesses the variability explained by the underlying preference model (Veall and Zimmermann, 1992). 
Having established an R-squared-type measure for the proposed model, we are able to evaluate the pro-
posed model on different subsets of reviews and thereby gain valuable insights on the impact of different 
aspect-based sentiments. 
4 Evaluation 
In this section we evaluate our proposed model on a large dataset of restaurant reviews. First, we discuss 
the reasons for selecting the dataset and describe its preparation. Then, we methodically evaluate our 
approach in comparison to alternative models on our real-world dataset. Finally, we present the results 
of our proposed model for selected sentiment aspects. 
4.1 Case selection and preparation of the dataset 
To evaluate our approach, we use a large real-world dataset of reviews for restaurants in New York City 
from 2010-2017 provided by an established web portal for online customer reviews regarding local 
businesses, especially restaurants. Overall, the dataset consists of 2.4 million textual restaurant reviews 
and their associated star ratings. The characteristics of the dataset are summarized in Table 2. Thereby, 
the density of available reviews (calculated as the number of reviews divided by the product of the 
numbers of users and items) and the skewness of the rating distribution (‘J-shaped’) are in line with 
previous literature (e.g., Askalidis et al., 2017; Debortoli et al., 2016; Huang et al., 2004). Since these 
characteristics are typical for online customer reviews and since the dataset is large enough to analyse 
different sentiment aspects (each with a sufficient number of reviews), we selected this real-world da-
taset to apply and evaluate our model. 
First, aspect-based sentiments have to be extracted from the reviews in the dataset. This step is necessary 
to apply the proposed generalized ordered probit model. However, it is not part of our contribution of 
the paper at hand (thus, it is described as dataset preparation). To extract sentiments from text, well-
established methods exist (Agarwal et al., 2015; Liu, 2012; Taboada et al., 2011). Thereby, supervised 
learning approaches and dictionary-based approaches can be distinguished (Liu, 2012). Since supervised 
learning approaches require manual labelling of a large number of reviews, we decided to use a diction-
ary-based approach as in (Taboada et al., 2011). It is, however, important to note that generally super-
vised learning approaches may also be used to determine the inputs for our proposed model. For our 
evaluation, we applied separate sentiment dictionaries for different aspects in the restaurant context. 
This allowed us to account for varying sentiment orientations depending on the referred aspect. For 
example, the word “low” has a positive sentiment when referring to the price, whereas its sentiment 
orientation is negative for other aspects (e.g., “low food quality”). 
For our evaluation and without any loss of generality, we considered the aspects price, service, food 
quality, ambience, food quantity and miscellaneous. These aspects are broadly consistent with literature 
(e.g., Kiritchenko et al., 2014), but generally, additional aspects or separations (such as food quality vs. 
food quantity) may also be included as inputs for our model. To account for these different aspects in 
our analysis, we determined the referred aspect for every word expressing a sentiment in the reviews. 
Therefore, we used a list of index words for each considered aspect. Then, we applied the Stanford NLP 
Dependency Parser (Schuster and Manning, 2016), as in Kiritchenko et al. (2014) and Agarwal et al. 
(2015), to match sentiment words appearing in the review texts with the corresponding index words. For 
example, in the sentence “The waitress was friendly.” The sentiment word friendly is matched with the 
index word waitress, which refers to the aspect service. Moreover, we aggregated the mean sentiment 
for each aspect accounting for intensified, weakened and negated contexts (Taboada et al., 2011). The 
implementation was done in Python. Finally, to avoid unstable results by an explanatory model, multi-
collinearity between the extracted aspect-based sentiments was tested to be sufficiently low. This is 
underlined by a variance inflation factor (VIF) of 1.12 in Table 2 (i.e., max. 1-1/1.12=11% of an aspect-
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based sentiment can be explained by sentiments towards other aspects) (Mansfield and Helms, 1982; 
O’brien, 2007). 
Characteristics of the dataset  
# of users / restaurants 583’815 / 18’507 
# of textual reviews and ratings 2'396'643 
# of users with high review count (>50) 5’146 
# of restaurants with high review count (>100) 6’197 
Considered aspect-based sentiments price, service, food quality, ambience, 
food quantity, and miscellaneous 
Multicollinearity between the aspect-based 
sentiments measured by the VIF 1.12  
Table 2. Characteristics of the dataset 
4.2 Methodical evaluation of our approach 
Having prepared the dataset, the sentiments ݏଵ௜ , . . . , ݏ଺௜  (towards price, service, food quality, ambience, 
food quantity, miscellaneous) and the associated rating ݎ௜ ሺ∈ ሼ1, . . . ,5ሽሻ are given for each review 
ሺ∈ ሼ1, … ,2′396′643}). Based on this real-world dataset, we evaluate the ability of different approaches 
to address the methodical issues discussed in Section 3.1. More precisely, we compare the ordered probit 
model and its proposed generalized version to a linear regression model because the latter is commonly 
used in literature to model and explain star ratings (cf. Section 2). 
For the classical ordered probit model we get, according to Equation (1), the preference model  
ܴ∗௜ ൌ ߚଵݏଵ௜൅. . . ൅ߚ଺ݏ଺௜ ൅ ߳, 
with ߳~ܰሺ0,1ሻ and the strictly non-linear transformation onto the rating scale 
ܴ௜ ൌ 1	for	ܴ∗௜ ൑ ߠଵ, ܴ௜ ൌ 2	for	ߠଵ ൏ ܴ∗௜ ൑ ߠଶ,… , ܴ௜ ൌ 5	for	ܴ∗௜ ൐ ߠସ. 
The proposed generalized ordered probit model can formally be written as 
ܴ௜ ൑ ݆	if	ߚଵ௝ݏଵ௜ ൅	ߚଶ௝ݏଶ௜൅. . . ൅ߚ଺௝ݏ଺௜ ൅ ߳ ൑ ߠ௝	for	݆ ൌ 1,2,3,4 
with ܴ௜ ∈ ሼ1, … ,5ሽ, ߳~ܰሺ0,1ሻ and different coefficients ߚ௔ଵ, ߚ௔ଶ, ߚ௔ଷ, ߚ௔ସ instead of one fixed coefficient ߚ௔ for the aspect-based sentiments ݏ௔ ∈ ሼݏଵ, . . . , ݏ଺ሽ that violate the Parallel Lines Assumption. 
Using a linear regression the ratings are modelled as 
ܴ௜ ൌ ߠ଴ ൅ ߚଵݏଵ௜൅. . . ൅ߚ଺ݏ଺௜ ൅ ߳  
with an intercept ߠ଴ and an error term ߳~ܰሺ0, ߪଶሻ. 
As already discussed in Section 3.1., these models differ in their ability to address the methodical issues 
for modelling star ratings with respect to aspect-based sentiments. In the following, we evaluate these 
three models regarding the four methodical issues discussed in Section 3.1: 
First, we examined whether uneven distances within the (ordinal) rating scale exist on the dataset. 
Therefore, we analysed the overall sentiment (defined as ݏଵ ൅ ݏଶ൅. . . ൅ݏ଺) of each review in the dataset. 
More precisely, we determined the average value of the overall sentiment ݏଵ ൅ ݏଶ൅. . . ൅ݏ଺ over all re-
views grouped by the assigned star rating. Having determined these values, the distance between two 
star ratings can be identified with the difference in the average overall sentiment expressed in the corre-
sponding reviews. Thereby, for example, the increase in this value from a 4-star to a 5-star review was 
detected to be less than half compared to all other adjacent star ratings. More precisely, the standardized 
differences (to have an average value of 1) in the overall sentiments amount to 1.1 (1 to 2 stars), 1.3 (2 
to 3 stars), 1.1 (3 to 4 stars) and only 0.5 (4 to 5 stars). In that line, indeed uneven distances can be 
detected on our dataset. Thus, the assumption of even distances within the (ordinal) rating scale made 
by the linear regression model is not met. In contrast, the classical and the generalized ordered probit 
model can cope with uneven distances by assigning preference intervals of different sizes to the ratings. 
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Second, we determined whether a non-normal distribution of the rating errors occurs on our dataset. 
Therefore, we performed a Kolmogorov-Smirnov test (Massey, 1951) of the normality assumption for 
the linear regression model, which failed on the dataset. The test gave a vanishing probability that the 
cumulative distribution of the error term stems from a normal distribution (݌ ൏ 10ିଵ଺). Hence, the as-
sumption of normally distributed errors made by the linear regression model is not valid. In contrast, the 
(generalized) ordered probit models do not assume a specific distribution of the rating errors. 
Third, we examined whether heteroscedasticity of the ratings is an issue in our dataset. This can be 
detected by comparing the linear model to a relaxed version with a scalable error variance ߚ௩ܴప෢ instead 
of a fixed error variance ߪଶ, where ߚ௩ denotes the additional variance parameter and ܴప෢ the estimated 
rating. Adding the variance parameter ߚ௩ leads to an improvement of 3′620 in the BIC which reveals 
the presence of heteroscedasticity. Hence, the assumption of homoscedasticity of the rating in the linear 
regression model is not met. In contrast, the classical and the generalized ordered probit model are not 
hampered by such an assumption and thus can handle the occurring heteroscedasticity of the ratings. 
Finally, we tested whether varying impacts of the aspect-based sentiments can be detected in our dataset. 
To uncover possible varying impacts, we compared (similarly to above) the differences within the rating 
scale, but separately for different aspect-based sentiments. Thereby, for instance, the standardized dif-
ferences in the service sentiment amount to 1.5 (1 to 2 stars), 1.1 (2 to 3 stars), 0.9 (3 to 4 stars) and 0.5 
(4 to 5 stars). This indicates that the aspect-based sentiments indeed have significantly varying impacts 
since, for instance, the service sentiment differs over-proportionally between 1- and 2-star ratings (1.5 
vs. distance 1.1 overall, as detected by analysing overall uneven distances above). That is, a model 
assuming a constant coefficient for each aspect-based sentiment, such as the linear regression model, is 
strongly limited in its validity. To verify that our proposed model captures these different impacts, we 
also compared the classical ordered probit model to a generalized version by the respective BIC values. 
Thereby, also significant varying impacts over the rating scale were detected by a difference in the BIC 
value of 2’686. Since Raftery (1995) defined differences bigger than 10 already as ‘very strong evi-
dence’ for the model with the lower BIC value, the proposed generalized version is more valid. 
Overall, the methodical evaluation above shows that indeed all of the methodical issues discussed in 
Section 3.1 occur on our dataset. Our proposed model is able to address these issues, whereas the clas-
sical ordered probit model does not account for varying impacts of the aspect-based sentiments and the 
linear regression model does not resolve any of the discussed issues. Table 3 summarizes the results. 
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uneven dis-
tances within 
the (ordinal) 
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distribution of 
the rating  
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issues in our 
dataset 
assumption  
(݌ ൏ 10ିଵ଺ሻ 
valid model (i.e. 
higher BIC) 
differ signifi-
cantly between 1- 
and 2-star ratings  
Table 3. Comparison of different regression models on the dataset 
To further evaluate the considered regression models, we also compared the relative quality of these 
models. Therefore, the values of the BIC relative to the generalized ordered probit model are also stated 
in Table 3. As mentioned in Section 3.2, the BIC accounts for the sample size and thus is suited for large 
datasets such as our dataset of restaurant reviews. Thereby, the values of the BIC indicate that the pro-
posed generalized ordered probit model is methodically much better suited to explain the star ratings on 
our dataset than a classical ordered probit and especially a linear regression model. 
4.3 Results for selected aspect-based sentiments 
In this section, we present and discuss the results for selected aspect-based sentiments based on our 
dataset. Since our main contribution addresses methodical issues on explaining the star ratings and due 
to length restrictions, we limited ourselves to the (three most frequently referred) aspect-based senti-
ments for price, service and food quality.  
At first, we built our model based on the subset of reviews expressing sentiments towards all three of 
these aspects (and do not address any of the other extracted aspects). Price, service and food quality 
sentiment have different impacts over the rating scale (i.e., violate the Parallel Lines Assumption), which 
underlines the relevance of our proposed generalized ordered probit model. This model is given by 
ܴ௜ ൑ ݆	if	ߚ௣௥௜௖௘௝ ݏ௣௥௜௖௘௜ ൅	ߚ௦௘௥௩௜௖௘௝ ݏ௦௘௥௩௜௖௘௜ ൅ ߚ௙௢௢ௗ௝ ݏ௙௢௢ௗ௜ ൅ ߳ ൑ ߠ௝	for	݆ ൌ 1,2,3,4. 
 
Coefficients ݆ ൌ 1 ݆ ൌ 2 ݆ ൌ 3 ݆ ൌ 4 
ߠ௝ (threshold)  -0.89 -0.07 0.78 1.59 
ߚ௣௥௜௖௘௝  (price sentiment) 0.11 0.16 0.17 0.11 
ߚ௦௘௥௩௜௖௘௝  (service sentiment) 0.28 0.29 0.28 0.22 
ߚ௙௢௢ௗ௝  (food quality sentiment) 0.29 0.38 0.43 0.34 
Table 4. Coefficients in the generalized ordered probit model (based on reviews that address the 
price, service and food quality sentiment) 
The coefficients of the model are provided in Table 4. The Nagelkerke pseudo R-squared (cf. Equa-
tion (5)) is 44%. All coefficients were highly statistically significant (p < 10ି଻). Overall, we noticed 
that the price sentiment has a lower impact than the service or food quality sentiment. One reason might 
be that the price level of the restaurant is often known prior to the visit while the service quality and the 
food quality are experienced during the stay. We found that the food quality sentiment indeed has the 
strongest impact on the overall preferences (in terms of the assigned star ratings). Surprisingly though, 
the sentiment towards service has a similarly strong impact on the preferences for parts of the rating 
scale. In particular, in the lowest rating category, the service sentiment has an (almost) equally strong 
impact as the food quality sentiment (0.28 vs 0.29 in Table 4). This indicates that for poorly rated res-
taurants a lacking service quality is equally bad as a low food quality. Notably, we would not have been 
able to detect that characteristic using a linear regression model or the classical ordered probit model. 
In the latter models, fixed coefficients are estimated, whereas in our proposed model the ratio of the 
coefficients for food quality sentiment and service sentiment vary significantly (for example, 0.29/0.28 
= 1.04 for ݆ ൌ 1 vs. 0.34/0.22 = 1.55 for ݆ ൌ 4). 
To further evaluate the benefits of the proposed model, we compared it to the classical ordered probit 
model, which does not allow for varying impacts. Thereby, the Nagelkerke pseudo R-squared is 42% 
for the ordered probit model. That is, on a general level the explanatory power is nearly the same as for 
our model. However, to gain more detailed insights in the differences in validity, we analysed how well 
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the two models are able to explain the ratings for different parts of the rating scale. Thereby, the results 
might be biased by the skewed rating distribution (‘J-shaped’). To eliminate this bias, we randomly 
sampled an equal number of 1,000 reviews for each rating category and built the models on this sample. 
Thereby, the proposed model had significantly higher explanatory power measured by the Nagelkerke 
pseudo R-squared for high and low ratings: In detail, 71% vs. 63% for rating 1, 38% vs. 27% for rating 2, 
24% vs. 29% for rating 3, 45% vs. 44% for rating 4 and 69% vs. 63% for rating 5. Except of the average 
rating of 3, the proposed model explains the ratings more accurately for all rating categories. Overall, 
this indicates that the proposed generalized ordered probit model outperforms the classical ordered pro-
bit model by additionally addressing varying impacts of the aspect-based sentiments (cf. Table 3). 
Besides the reviews addressing all three aspect-based sentiments, there are reviews which address only 
one or two of them. In that line different subsets of reviews can be identified (based on the addressed 
aspect-based sentiments). To examine and compare how well our proposed model is able to explain the 
overall star ratings on these subsets, we evaluated the respective Nagelkerke pseudo R-squared values 
given in Table 5. All coefficients in all models were highly statistically significant ሺ݌ ൏ 10ି଻ሻ. 
 
Aspects addressed in the reviews Nagelkerke pseudo R-squared by our proposed model  
Price / Service / Food 20% / 49% / 32% 
Price & Service / Price & Food / Service & Food 48% / 35% / 43% 
Price & Service & Food 44% 
Table 5. Nagelkerke pseudo R-squared based on reviews addressing different sentiment aspects 
By establishing the Nagelkerke pseudo R-squared as an estimator for the explained variability in the 
generalized ordered probit model, we have an evaluation measure to compare the explanatory power of 
aspect-based sentiments on different subsets of reviews. That is, we have a replacement for the R-
squared measure in a methodically sound model for star ratings and thus get a more valid comparison 
of the different subsets, compared to using a linear regression model.  
Thereby, we found that for reviews addressing only one of these three sentiments, the service sentiment 
even explains the most variability in the star ratings (49% vs. 32% for the food quality sentiment and 
20% for the price sentiment). This indicates that reviews only addressing the service often express a 
definite sentiment towards that aspect (e.g., complaints about unfriendly service). For reviews that ad-
dress the food quality sentiment we found that the ones containing additional sentiment aspects explain 
the star ratings better (44% vs. 32% with food quality sentiment alone). This indicates that one-dimen-
sional reviews towards the food quality often do not discuss additional aspects that influence their over-
all preference towards the restaurant. For reviews addressing the service sentiment we detected a differ-
ent effect. The ones containing additional sentiments tended to explain the star ratings slightly worse in 
comparison (44% vs. 49% with service sentiment alone). According to the first observation, this might 
be due to the fact that reviews addressing mainly the service often express a definite sentiment towards 
that aspect which strongly affects the associated overall rating, while reviews addressing multiple as-
pects might only mention the service for the sake of completeness. Overall, using our approach we 
detected significantly varying impacts of the aspect-based sentiments both within the rating scale and 
(in terms of the explained variability) based on the combination of aspects addressed in the reviews. 
5 Implications for Theory and Practice 
In contrast to existing approaches for explaining the star ratings of online customer reviews, our ap-
proach takes advantage of the valuable information contained in aspect-based sentiments which are 
measured in the review texts. Furthermore, it addresses the methodical issues which emerge during the 
explanation of overall star ratings, particularly due to their ordinal scale. In that way, by applying our 
approach the impact of aspect-based sentiments on the associated overall star ratings can be explained 
and interpreted in a methodically well-founded way. Proposing a generalized ordered probit model and 
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allowing the consideration of different sets of aspect-based sentiments, our approach can provide a de-
tailed level of analysis. For example, as indicated by the evaluation of the model on a large real-world 
dataset of restaurant reviews, valuable insights about varying impacts of aspect-based sentiments on the 
overall star ratings can be discovered. Finally, having established a quality criterion for the proposed 
model in form of a R-squared type measure, our approach is able to compare the strength of the rela-
tionships between different sets of aspect-based sentiments and the associated overall star ratings.  
From a methodical point of view, the results presented in Section 4 indicate that our proposed model is 
methodically better suited than a linear regression, which is commonly used in state-of-the-art ap-
proaches, as well as a classical ordered probit model to explain the overall star ratings of online customer 
reviews. This is especially supported by the fact that our dataset is large enough to be representative and 
exhibits characteristics typical for online customer reviews (cf. Section 4.1). Moreover, the methodical 
issues occurring when explaining overall star ratings (i.e., uneven distances within the (ordinal) rating 
scale, non-normal distribution of the rating errors, heteroscedasticity of the ratings and varying impacts 
of the aspect-based sentiments; cf. Table 3) are addressed by our proposed approach. Overall, the rela-
tive BIC values in Table 3 are all significantly large, which indicates, that compared to the alternative 
models our approach is able to explain some additional substantial part of the variation of star ratings. 
Our proposed model can help practitioners to gain a data-driven competitive advantage by using the 
aspects and the associated sentiments to analyse why specific customer ratings were assigned to their 
company or a competitor. Based on these insights the company can innovate its business model and 
further develop customer-centric solutions adding business value. This competitive advantage can be 
achieved in diverse areas of application such as decision support, quality management or marketing. 
Using the detailed information about the aspects influencing the customer assessment, businesses can 
focus their efforts on actions in a more effective and target-oriented way. For example, the use of finan-
cial, infrastructural and human resources can be improved with respect to customer demands. In quality 
management, our approach allows to identify reasons for a possible drop in customer satisfaction and 
thus enables suitable countermeasures. Using our approach, marketing analysts can study the reasons 
for customer (dis)satisfaction on a detailed level. This allows them to ensure customer orientation by 
considering client needs and meeting their major priorities.  
6 Conclusion, Limitations and Future Work 
Explaining the underlying reasoning for the overall star ratings of online customer reviews is an im-
portant issue in both research and practice. In this paper, we present an approach to explain and interpret 
the overall star ratings of online customer reviews using aspect-based sentiments contained in review 
texts. The proposed approach contributes to existing research by allowing for a detailed and interpretable 
understanding of the customer assessment of products and services. We propose a generalized ordered 
probit model and a Nagelkerke pseudo R-squared measure to explain the overall star ratings using as-
pect-based sentiments. Existing approaches lack such an explanatory regression model addressing the 
methodical issues associated with the star ratings and assessing the explanatory power for the model. A 
formal definition of the approach was provided, and it was evaluated on a large real-world dataset of 
restaurant reviews. The evaluation was conducted in two steps. In a first step, we methodically evaluated 
our approach by comparing the proposed model to alternative regression models on our dataset. Therein, 
we showed, that our approach is able to address the methodical issues occurring when explaining overall 
star ratings of online customer reviews. In a second step, we presented the results of our proposed model 
for selected sentiment aspects. Thereby, our approach yields interpretable results and detailed relation-
ships between aspect-based sentiments and the overall star ratings have been uncovered. 
Nevertheless, our work also has limitations which may constitute the starting point for future research. 
In this paper we focused on evaluating the explanatory power of given sets of aspect-based sentiments. 
Future research could explore the usage of sentiments towards automatically extracted, but interpretable 
aspects. Furthermore, the approach was applied to a large real-world dataset from the restaurant domain. 
The fact that the dataset that our dataset is large and exhibits typical characteristics for online customer 
Binder et al. /Explaining the Stars 
Twenty-Seventh European Conference on Information Systems (ECIS2019), Stockholm-Uppsala, Sweden. 14 
 
reviews suggests that the results will apply in other domains in a similar way. Nevertheless, future re-
search could evaluate it on further datasets from other domains. Finally, further evaluations and method-
ical extensions (e.g., considering additional structural data such as given sub-ratings or item data) could 
also provide interesting insights regarding the explanation of star ratings of online customer reviews. 
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