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Introduzione
Nel 1990 il premio Nobel per l’economia fu assegnato agli economisti H.
Markovitz, W. Sharpe, M. Miller per il loro straordinario lavoro, compiuto
nei 40 anni precedenti, riguardante la costruzione di una rigorosa Teoria della
Finanza.
Da quel momento apparve chiara alla comunita` finanziaria globale l’im-
portanza della creazione di una teoria che permettese di comprendere in
maniera scientifica come il mercato finanziario funzionasse, di capire la mi-
gliore modalita` possibile di regolamentazione del mercato e infine di ricercare
la via che rendesse tale mercato maggiormente efficiente. Per poter raggiun-
gere questo obiettivo si dovettero (e si devono ancora oggi) usare strumenti
presi in prestito dalla Matematica, in particolare dal Calcolo delle Proba-
bilita`.
Le tecniche e i tipi di calcolo si sono sviluppati (e complicati) con il pas-
sare degli anni. Un tipo di calcolo fondamentale della Finanza Matematica e`
certamente rappresentato dal Calcolo stocastico secondo Itoˆ (e della relativa
formula di Itoˆ), che prende il nome dal matematico giapponese K. Itoˆ che lo
introdusse tra la fine degli anni ′40 e l’inizio degli anni ′50. Storicamente, il
Calcolo di Itoˆ fu per la prima volta utilizzato nel campo della Finanza nel
1969 dall’economista (e matematico) R. Merton per studiare il modo (appa-
rentemente casuale) in cui si pongono i prezzi dei vari prodotti finanziari sul
mercato.
Negli stessi anni gli economisti F. Black e M. Scholes (vedi [14]), sfruttan-
do le vaste conoscenze matematiche di Merton, svilupparono la celebre formu-
la di pricing delle opzioni europee, la prima formula matematico-finanziaria
che permette, una volta fissato il prezzo di esercizio e la scadenza del con-
tratto, di trovare in maniera rigorosa il premio di un’opzione senza avere
arbitraggi e di strutturare delle strategie di protezione dal rischio.
Questi lavori furono solo il punto di partenza per lo sviluppo di una teoria
piu` generale della Finanza Matematica. Tramite l’uso della teoria dei pro-
cessi stocastici a tempi continui, si diede un fondamento teorico rigoroso alla
formula di Black-Scholes e, in generale, ai metodi di pricing presenti in Fi-
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nanza. Alcuni studi apparentemente solo teorici in campo matematico hanno
avuto molte applicazioni in ambito finanziario. In altre parole, si e` cercato di
formalizzare matematicamente il concetto di equilibrio economico per indi-
viduare, sotto opportune ipotesi, il costo (oggi) di un determinato prodotto
finanziario in modo tale da non avere ne´ guadagni sicuri ne´ perdite certe alla
scadenza per chi lo acquista (o lo vende). Con il passare degli anni le strutture
dei portafogli si sono complicate cos`ı come i prodotti finanziari sono divenuti
sempre piu` complessi. A tal proposito, i prodotti non riconducibili a opzioni
di tipo europeo o americano si dicono opzioni esotiche. Avendo tali opzioni
payoff estremamente complessi, e` in generale molto complicato calcolare il
corretto prezzo da applicare a ogni singolo contratto finanziario. A seconda
del prodotto, si possono usare tecniche di Analisi numerica, di integrazione
stocastica, i metodi Montecarlo o soluzioni di problemi alle derivate parziali
sotto determinate condizioni al contorno. Ancora oggi rimane un proble-
ma aperto la ricerca del miglior metodo di pricing e, per questo, in tutti
i piu` importanti istituti finanziari mondiali sono presenti gruppi di ricerca
che si propongono di avvicinarsi alla soluzione di questi problemi sia teorici
che pratici. Basti pensare che un’errata valutazione di un certo prodotto fi-
nanziario puo` far crollare o aumentare il prezzo di un certo bene sottostante
e mandare in crisi (o dar grossi profitti a seconda della posizione) i possessori
di questi titoli.
Il proposito di questa Tesi e` quello di definire, a partire dai lavori di
B. Dupire (vedi [9]) e di R. Cont e D. Fournie´ (vedi [10]), una nuova es-
tensione “funzionale” della Formula di Itoˆ che permette di trovare notevoli
applicazioni finanziarie, sia nell’ambito della protezione dal rischio che nel
problema di calcolo del premio di alcune opzioni aventi complicati profili a
scadenza.
L’idea alla base della Tesi e` la costruzione di due nuovi tipi di deriva-
ta (che verranno chiamati spaziale e temporale) relativi a una certa classe
di funzionali. Per questo motivo a volte parleremo di Calcolo di Itoˆ di tipo
funzionale. Cio` nonostante, gli integrali che considereremo saranno sempre
relativi all’usuale Calcolo di Itoˆ. Il risultato cardine della Tesi riguarda, ap-
punto, la dimostrazione di una nuova Formula di Itoˆ funzionale. A partire
da questa Formula si generalizzano alcuni risultati classici di integrazione
stocastica e si trovano nuovi metodi di pricing di alcune opzioni esotiche.
Particolare attenzione e` rivolta al problema del pricing delle opzioni dipen-
denti da cammino e a un confronto tra il metodo classico (ovvero del tipo
Black-Scholes) e un approccio di tipo funzionale.
Il primo capitolo serve a introdurre le nozioni matematiche necessarie alla
comprensione della Tesi senza dare dimostrazioni che sono reperibili sulla
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maggior parte dei libri si occupano di integrazione stocastica, citiamo ad
esempio [1] o [21]. Grande risalto e` dato alle proprieta` del moto brownia-
no, alla costruzione dell’integrale stocastico per semimartingale a traiettorie
continue, al teorema di convergenza dominata stocastico e infine ai risultati
di esistenza e unicita` relativi alle equazioni differenziali stocastiche.
Il secondo capitolo e` interamente dedicato alla Formula di Itoˆ e rappre-
senta la componente fondamentale della Tesi.
Dopo aver enunciato la Formula di Itoˆ storica, il capitolo prosegue con una
digressione matematica su un lavoro di Follmer (vedi [8]) il cui risultato
principale e` la dimostrazione di una nuova formula di Itoˆ (che chiamiamo
Formula di Itoˆ-Follmer) di natura analitica (e non probabilistica) valida per
una certa classe di funzioni. Successivamente tale formula viene applicata alla
teoria dell’integrazione stocastica rispetto alla classe delle semimartingale a
traiettoria cadlag. Tale formula risulta interessante in quanto l’integrale sto-
castico rispetto ad una semimartingala e` calcolato traiettoria per traiettoria
ed e` definito tramite somme di Riemann nonostante sia noto che l’integrale
stocastico non puo` esser calcolato traiettoria per traiettoria perche´ le semi-
martingale non sono a variazione limitata. L’idea di integrare traiettoria per
traiettoria e` ripresa anche nella seconda parte del capitolo, in cui si introduce
il Calcolo di Itoˆ funzionale (secondo Dupire e Cont-Fournie´). Si comincia con
il definire una particolare distanza su un fascio di spazi funzionali, si da`
una nozione di uniforme continuita` e due nuovi tipi di derivate (ben definite
traiettoria per traiettoria). Sono stati inseriti esempi di funzionali che am-
mettono derivate di questo tipo. Infine si enuncia e si dimostra la formula di
Itoˆ funzionale.
L’intento del terzo capitolo e` di fare un confronto tra il Calcolo di Malli-
avin (utilizzatissimo in campo finanziario) e il Calcolo di Itoˆ funzionale. La
prima parte di questo capitolo e` dedicata ad una breve presentazione dei con-
cetti principali relativi al Calcolo di Malliavin quali, ad esempio, la derivata
(debole) secondo Malliavin, l’integrale di Skorohod e la formula di Clark-
Ocone. Il capitolo prosegue con una serie di corollari relativi alle formule
di Itoˆ-Dupire e di Itoˆ-Cont-Fournie´ in cui si generalizzano teoremi quali la
formula di integrazione per parti, il teorema di Rappresentazione delle Mar-
tingale, la formula di Feyman-Kac e l’integrale di Skorohod funzionale per
martingale a traiettorie continue. A partire da questi risultati si deduce un
confronto tra l’approccio anticipativo di Malliavin e la tecnica non antici-
pativa di Dupire. La contrapposizione tra i due approcci e` netta: infatti,
euristicamente parlando, nel Calcolo di Malliavin si cerca di prevedere il va-
lore del processo in un certo fissato T utilizzando le sole informazioni presenti
al tempo intermedio t < T (approccio markoviano), mentre secondo Dupire,
per capire l’evoluzione futura di un certo processo, bisogna osservare non solo
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al presente (cioe` solo cio` che accade al tempo t) ma anche al suo passato. La
derivata funzionale in un certo t presenta due grossi pregi, uno matematico e
l’altro piu` pratico. Matematicamente non dipende dalla scelta di T ma solo
da [0, t] e inoltre e` finanziariamente realistico pensare che, per dedurre l’an-
damento futuro di un certo bene sottostante non basti guardare al suo valore
oggi ma anche alle fluttuazioni che ha avuto in passato.
Nonostante queste differenze, il capitolo si conclude con l’enunciato del teo-
rema di Sollevamento che permette di costruire un diagramma commutati-
vo che mette in relazione le derivate funzionali, la derivata di Malliavin e
le proiezioni delle speranze condizionali (rispetto ad una fissata filtrazione)
sulla classe dei processi prevedibili.
Nel quarto capitolo si comincia a parlare delle applicazioni finanziarie di
questo Calcolo non-anticipativo. Dopo aver introdotto, in generale, il concetto
di volatilita` in Finanza, si analizza il modello a volatilita` locale (LVM) di
Dupire (vedi anche [23]). Usando la formula fondamentale relativa al modello
LVM e i risultati ottenuti nei capitoli precedenti, si costruisce, risolvendo un
problema alle derivate parziali, una strategia di vanilla hedging che renda un
certo portafoglio insensibile a variazioni globali della volatilita`.
Nel quinto e ultimo capitolo si affronta il problema del pricing di alcune
opzioni esotiche quali le opzioni asiatiche, lookback e barriera. Per tutti questi
tipi di opzioni e` presente sia il metodo di pricing classico che quello funzionale
in modo tale da comprendere meglio il significato del nuovo procedimento. A
mio modo di vedere, matematicamente molto interessante risulta il paragrafo
dedicato alle opzioni asiatiche in quanto si fa un confronto tra un problema
alle derivate parziali classico (vedi [13]) e un problema alle derivate parziali
funzionale.
Infine, in questa Tesi e` stata inserita anche un’Appendice in cui sono di-
mostrati in maniera rigorosa e completa la Formula di Itoˆ-Dupire, il Teorema
di buona definizione delle derivate non anticipative e il caso generale della
Formula di Itoˆ-Cont-Fournie´.
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Capitolo 1
Processi stocastici
1.1 Definizioni preliminari
Questo capitolo si propone di presentare le nozioni matematiche neces-
sarie alla comprensione degli argomenti trattati nei capitoli successivi. D’ora
in poi, indicheremo un generico spazio probabilizzato con la terna (Ω,A,P)
dove A e` una σ-algebra sullo spazio Ω e P e` una misura di probabilita` su A.
Definizione 1.1. Dati (Ω,A,P) spazio probabilizzato, (E, E) uno spazio
misurabile e I un insieme ordinato. Si chiama processo stocastico su
(Ω,A,P), ammettente (E, E) come spazio degli stati e I come insieme dei
tempi, un’applicazione X : I × Ω → E tale che ∀ t ∈ I l’applicazione
ω 7→ X(t, ω) risulti misurabile come applicazione da (Ω,A) in (E, E).
Per ogni elemento ω ∈ Ω, l’applicazione t 7→ X(t, ω) di I in E si dice
traiettoria di X associata a ω.
Osservazione 1.1. Solitamente nel seguito identificheremo un generico pro-
cesso stocastico X come la famiglia di variabili aleatorie (X(t))t∈I . Con la
seguente definizione cominciamo a capire il perche´ di questa identificazione.
Definizione 1.2. Una filtrazione su (Ω,A,P), con I come insieme dei tem-
pi, e` una famiglia F = (Ft)t∈I di σ-algebre contenute in A, ammettente I
come insieme degli indici e tale che si abbia Fs ⊆ Ft ∀ s, t con s 6 t.
Definizione 1.3. Dato I = R+ e una filtrazione F , si dice che tale filtrazione
soddisfa le condizioni abituali se
• ∀t Ft = ∩ε>0Ft+ε, ovvero la filtrazione e` continua a destra;
• F0 contiene tutti gli eventi A che sono P-trascurabili.
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Definizione 1.4. Data una filtrazione F = (Ft)t∈I , un processo stocastico
X, ammettente come insieme dei tempi una parte J di I, si dice adattato a
F se ∀t ∈ J la variabile X(t, .) e` misurabile rispetto a Ft.
Definizione 1.5. Dato un processo X avente I insieme ordinato dei tempi,
si chiama filtrazione naturale di X la filtrazione F , ammettente I come
insieme dei tempi, cos`ı definita: per ogni istante t, la σ-algebra Ft e` la σ-
algebra generata dalle variabili aleatorie X(s) con s ∈ I, s 6 t.
Per quanto concerne la scelta dell’insieme dei tempi, solitamente useremo
I = [0, T ] con 0 < T < ∞. L’insieme dei tempi verra` comunque specificato
di volta in volta.
Definizione 1.6. Chiamiamo
R = {A =]s, t]× F, F ∈ Fs, con 0 6 s < t <∞ o {0} × F, F ∈ F0}
classe dei rettangoli prevedibili. Definiamo P = σ(R) σ-algebra prevedibile.
Un’applicazione P-misurabile si dice processo prevedibile.
Definizione 1.7. Un processo X misurabile rispetto alla σ-algebra prodotto
B(R+)⊗A e` detto misurabile. Si dice che X e` progressivamente misu-
rabile se, per ogni numero reale positivo t, la restrizione di X a [0, t]× Ω e`
misurabile rispetto alla σ-algebra B([0, t])⊗Ft.
Definizione 1.8. Dato (Ω,A, (Ft)t∈R+ ,P) spazio filtrato, Un processo X =
(X(t))t∈R+ si dice adattato alla filtrazione se X(t) e` misurabile rispetto a
Ft per ogni t ∈ R+.
Definizione 1.9. Un processoX si dice continuo a destra ( risp. a sinistra)
se ha traiettorie continue a destra (risp. sinistra).
Un processo X si dice cadlag se ha traiettorie continue a destra e limite
sinistro finito.
Un processo X si dice continuo se ha traiettorie continue.
Definizione 1.10. Un processo Y si dice una modificazione del processo
X se ∀t ∈ R+ P(X(t) = Y (t)) = 1. Un processo Y si dice una versione del
processo X se P(∩t∈R+{X(t) = Y (t)}) = 1.
Definizione 1.11. Una variabile aleatoria η > 0 definita su (Ω,A,P) dotato
di una filtrazione F si chiama tempo opzionale se per ogni t > 0 si ha
{ω ∈ Ω : τ(ω) < t} ∈ Ft. Una variabile aleatoria non negativa τ definita su
(Ω,A,P) dotato di una filtrazione F si chiama tempo d’arresto se per ogni
t > 0 si ha {ω ∈ Ω : τ(ω) 6 t} ∈ Ft.
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Proposizione 1.1. Fissato (Ω,A,P),
1. ∀c > 0 la variabile aleatoria τ ≡ c e` un tempo di arresto.
2. Se τ e` un tempo di arresto allora τ e` anche un tempo opzionale.
3. Se τ e` un tempo opzionale e la filtrazione e` continua a destra allora τ
e` anche un tempo di arresto.
Definizione 1.12. Fissato (Ω,A,P), si chiama intervallo stocastico rela-
tivo ai tempi opzionali η 6 τ
[η, τ ] = {(t, ω) ∈ R+ × Ω : η(ω) 6 t 6 τ(ω)}.
Chiamiamo σ-algebra opzionale la piu` piccola σ-algebra che rende misu-
rabili tutti gli intervalli stocastici e la denotiamo con O. Un processo si dice
opzionale se risulta O-misurabile.
Si possono dimostrare i seguenti risultati.
Proposizione 1.2.
1. P coincide con la σ-algebra generata dai processi continui e adattati,
che a sua volta e` uguale a quella generata dai processi adattati, continui
a sinistra.
O coincide con la σ-algebra generata dai processi cadlag e adattati.
2. Ogni processo prevedibile e` anche opzionale. Ogni processo opzionale e`
adattato.
3. Un processo X progressivamente misurabile e` anche adattato. Il vice-
versa non e` in generale vero anche se il controesempio non e` per niente
banale da costruire. Tuttavia un processo adattato ammette sempre una
modificazione progressivamente misurabile. Inoltre se X e` continuo a
destra e adattato, allora X e` anche progressivamente misurabile (senza
passare a modificazioni).
Una dimostrazione di queste proprieta` si puo` trovare su [7]. Da questa
proposizione comprendiamo che l’ipotesi di adattabilita` sara` praticamente
sempre necessaria nel proseguio della Tesi. All’interno dell’ambito della Fi-
nanza Matematica si prediligono processi aventi particolari proprieta`.
Definizione 1.13. Siano dati (Ω,A,P) e, su di esso, una filtrazione F =
(Ft)t∈I , ammettente come insieme dei tempi l’insieme ordinato I. Un processo
reale X, ammettente I come insieme dei tempi, si dice una martingala
rispetto alla filtrazione F se possiede le proprieta` seguenti:
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1. X e` F -adattato;
2. ∀t ∈ I X(t) e` integrabile;
3. per ogni coppia (s, t) con s ≤ t, l’incremento X(t)−X(s) e` ortogonale
a Fs, cioe` ∀A ∈ Fs si ha
∫
A
(X(t)−X(s))dP = 0.
Si dice che il processo X e` una sottomartingala (risp. supermartingala )
se esso possiede le prime due proprieta` e la seguente: per ogni coppia (s, t) con
s ≤ t, l’incremento X(t)−X(s) verifica la relazione ∫
A
(X(t)−X(s))dP > 0
(risp.
∫
A
(X(t) − X(s))dP 6 0) ∀A ∈ Fs. Chiaramente, condizione neces-
saria e sufficiente affinche´ un processo sia una martingala e` che esso sia
contemporaneamente una sottomartingala e una supermartingala.
Osservazione 1.2. Il concetto di martingala puo` essere anche introdotto tramite
la nozione di speranza condizionale cambiando la condizione 3). Infatti la
condizione 3) e` equivalente a richiedere che E[X(t)|Fs] = X(s) ∀s 6 t.
Definiamo ora una quantita` intrinseca in un processo stocastico che ritro-
veremo nella trattazione dell’integrale stocastico e della formula di Itoˆ.
Definizione 1.14. Sia dato un processo stocastico X = (X(t))t∈[0,T ] dove
T ∈ R+. Supponiamo che per ogni t ∈ [0, T ] esista in probabilita`
lim
n→∞
2n−1∑
k=0
(X(t(k + 1)/2n)−X(tk/2n))2.
Questo limite e` chiamato variazione quadratica di X al tempo t e viene
usualmente indicato con 〈X〉(t). In alternativa si puo` equivalentemente defi-
nire la variazione quadratica come l’unico processo A crescente e prevedibile
che rende X2 − A una martingala.
Osservazione 1.3. Il processo variazione quadratica e` crescente, ovvero se
s 6 t e s, t ∈ [0, T ], allora 〈X〉(s) 6 〈X〉(t). Inoltre, se le traiettorie del
processo X sono continue, allora 〈X〉 e` a traiettorie continue.
Appare naturale “lanciarsi” in una generalizzazione alle variazioni p-sime
dei processi stocastici definendo
V (p)(t,X) = lim
n→∞
2n−1∑
k=0
|X(t(k + 1)/2n)−X(tk/2n)|p ∀p ∈ (0,∞).
La seguente proposizione ci mostra il motivo per cui fare cio` ha per noi scarso
interesse.
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Proposizione 1.3. Sia X un processo continuo tale che esiste p > 0 per cui
V (p)(t,X) = L(t) > 0 in probabilita`. Allora:
1. se q > p allora V (q)(t,X) = 0 in probabilita`;
2. se q < p allora V (q)(t,X) =∞ in probabilita` sull’evento {L(t) > 0}.
Una dimostrazione di queste proposizione si puo` trovare su [5]. Poiche´ noi
lavoreremo (quasi) sempre con processi X continui e ammettenti variazione
quadratica, allora le informazioni sulle altre variazioni p-sime di X risultano
banali.
Definizione 1.15. Un processo X si dice una martingala locale se X(0) e`
F0-misurabile e se esiste una successione non decrescente di tempi d’arresto
(τn)n∈N con P(limn→∞ τn =∞) = 1 tale che ogni processo arrestato
(X(τn ∧ t)−X(0))t∈R+ e` una martingala.
Vediamo ora un importante teorema di decomposizione delle sottomartin-
gale.
Teorema 1.1. [Decomposizione di Doob-Meyer] Sia X = (X(t)) una sot-
tomartingala continua a destra tale che X ∈ DL ( ovvero tale che, fissato
a ∈ R+ e indicando con Sa l’insieme di quei tempi d’arresto τa tali che
P(τa 6 a) = 1, la famiglia di processi arrestati (Xτa)τa∈Sa e` uniformemente
integrabile ) allora esistono un processo (A(t)) crescente e una martingala
locale (M(t)) tali che
X(t) =M(t) + A(t).
Anche in questo caso, una dimostrazione di questo teorema si puo` trovare
su [5] .
Definizione 1.16. Un processo X = (X(t)) si dice una semimartingala se
esistono una martingala localeM e un processo adattato A avente variazione
prima finita tali che X(t) =M(t) + A(t).
Osservazione 1.4. Grazie al teorema 1.1 si puo` notare che le sottomartingale
e le supermartingale sono particolari semimartingale.
1.2 Il processo di Wiener o moto Browniano
Diamone subito la definizione.
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Definizione 1.17. Un processo W : R+ × Ω → R si dice F -processo di
Wiener unidimensionale (uscente dall’origine) su (Ω,A, (Ft),P) se verifica
le seguenti condizioni:
1. W (0) = 0 q.c.;
2. W e` F -adattato;
3. gli incrementi W (t)−W (s) con s < t sono indipendenti da Fs;
4. ∀(s, t) ∈ (R+)2 con s < t l’incrementoW (t)−W (s) ha legge N(0, t−s);
5. le traiettorie sono continue q.c.
Si dice che il processo di Wiener ha dimensione d se lo spazio degli stati ha
dimensione d. In tal caso l’unica modifica da fare alla definizione e` richiedere
che ∀(s, t) ∈ (R+)2 con s < t l’incremento W (t) − W (s) ammette legge
N(0, (t − s)Idd). Talvolta al processo di Wiener viene dato il nome moto
browniano.
Osservazione 1.5. Si puo` anche restringere il processo di Wiener all’intervallo
[0, T ] applicando (ovvie) modifiche alla definizione.
Proposizione 1.4. Il processo di Wiener e` una martingala. Fissato t ∈ R+,
la variazione quadratica 〈W 〉(t) di un processo di Wiener e` pari a t q.c.
Notiamo che nella definizione di variazione quadratica siamo passati al
limite su una particolare successione di partizioni (via via piu` fini) di [0, t]
per t fissato e non su tutte le successioni di partizioni di [0, t]. Infatti in tal
caso si puo` dimostrare (vedi [11]) che:
Proposizione 1.5. Sia W un processo di Wiener reale, fissiamo T ∈ R+,
consideriamo la variabile aleatoria
QT = sup
U partizione di [0, T ]
qU
dove U = {0 = t0 < . . . < tk = T}, qU =
∑k
i=1(W (ti) −W (ti−1))2, allora
QT e` equivalente alla costante +∞.
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1.3 L’integrale stocastico e i processi di Itoˆ
Questo paragrafo si propone di dare un’idea della costruzione dell’inte-
grale stocastico.
Enunceremo i principali risultati senza dar alcuna dimostrazione. Tutte le
dimostrazioni date nel seguito si possono reperire in [1] e [21]. Fissiamo un
processo di Wiener W in (Ω,A,P) e la filtrazione F = (Ft)t∈R+ . Facciamo
una considerazione preliminare importante: non si puo` costruire l’integrale
stocastico nella maniera classica (ovvero tramite le somme di Riemann) in
quanto, grazie alla prop 1.3, un processo stocastico ammettente variazione
quadratica (finita) ha variazione prima infinita. Cominciamo definendo l’in-
tegrale stocastico per alcuni processi particolari e rispetto a certi processi
integratori quali le martingale di quadrato integrabili.
Definizione 1.18. Un processo H che puo` essere messo nella forma
H(t, ω) =
k−1∑
i=1
hi(ω)I]ti,ti+1](t),
dove 0 6 t1 < . . . < tk < ∞ e hi e` una variabile aleatoria Fti-misurabile e
limitata, si dice processo elementare.
L’integrale stocastico di un processo elementare rispetto ad di Wiener W
e` a sua volta un processo e si definisce tramite
I∗(t,H) =
∫ t
0
H(s)dX(s) =
j−1∑
i=1
hi(X(ti+1)−X(ti)) + hj(X(t)−X(tj))
se tj 6 t 6 tj+1.
Valgono le seguenti proprieta`:
1. l’integrale e` una martingala con traiettorie continue;
2. vale l’isometria di Itoˆ E[(
∫ t
0
H(s) dX(s))2] = E[
∫ t
0
H(s)2d〈X〉(s)];
3. la variazione quadratica di I∗(t,H) e` pari a
∫ t
0
H2(s)d〈X〉(s).
Il passo cruciale e` l’estensione di questa nozione di integrale stocastico per in-
tegrandi elementari ad una piu` generale attraverso un’operazione di passaggio
al limite. Formalizziamo quanto appena detto. Consideriamo gli integrandi
elementari, che sono limitati e con supporto limitato se visti come elementi
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di L2(R+ × Ω,P , 〈X〉 ⊗ P) dove 〈X〉 e` la misura associata alla variazione
quadratica di X su R+. Su tale spazio definiamo la norma
‖H‖L2(R+×Ω) =
(
E
[∫ ∞
0
H(s)2d〈X〉(s)
]) 1
2
.
Un’isometria fondamentale di tale spazio e` data da
‖H‖L2(R+×Ω) = ‖
∫ ∞
0
H(s)dX(s)‖L2(Ω) =
√√√√E[(∫ ∞
0
H(s)dX(s)
)2]
.
La generalizzazione consiste nell’estendere tale isometria alle chiusure di
L2(R+ × Ω) e L2(Ω) rispetto alla loro norma. Consideriamo quindi
M2 = {H progressivamente misurabili |E
[∫ ∞
0
H(s)2d〈X〉(s)
]
<∞}
munito della norma ‖H‖M2 =
√
E[
∫∞
0
H(s)2d〈X〉(s)].
Proposizione 1.6. Sia X una martingala di quadrato integrabile. Esiste
un’unica applicazione lineare J : M2 → { martingale continue su R+} tale
che:
• Se H e` un processo elementare, P q.c. e per t > 0,
J(t,H) = I∗(t,H).
• Se t > 0, E[J(t,H)2] = E[∫ t
0
H2(s) d〈X〉(s)].
Nella modellizzazione avremmo spesso bisogno di processi che soddisfano
una condizione d’integrabilita` piu` debole rispetto a quella che caratterizza
M2.
Consideriamo ora lo spazio
M˜ = {H F − adattati,
∫ ∞
0
H(s)2d〈X〉(s) <∞ P q.c.}.
Proposizione 1.7. Sia W un processo F-Wiener. Esiste un’unica appli-
cazione lineare I : M˜ → { processi continui su R+} tale che
• Se H e` un processo elementare, P q.c. e per t > 0 si ha
I(t,H) = I∗(t,H).
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• Sia (Hn) una successione di processi in M˜ tale che ∫∞
0
(Hn(s))2 d〈X〉(s)
converge a 0 in probabilita`, allora supt>0 |I(t,Hn)| converge a 0 in
probabilita`.
Vediamo ora un’estensione dell’integrale stocastico ai processi di Itoˆ. Fis-
siamo T ∈ R+ e indichiamo con W un generico processo di Wiener uscente
dall’origine.
Definizione 1.19. Sia (Ω,A, (Ft)t∈[0,T ],P) uno spazio di probabilita` filtrato
e sia (W (t))t∈[0,T ] un processo di Wiener. X = (X(t))t∈[0,T ] e` un processo di
Itoˆ se puo` essere scritto come
X(t) = X(0) +
∫ t
0
K(s)ds+
∫ t
0
H(s)dW (s) P q.o. ∀t 6 T
dove
1. X(0) e` F0-misurabile.
2. (K(t))06t6T e (H(t))06t6T sono processi progressivamente misurabili
rispetto a F .
3.
∫ T
0
|K(s)|ds <∞ P q.o.
4.
∫ T
0
|H(s)|2ds <∞ P q.o.
La decomposizione di Itoˆ e` unica q.o. rispetto alla misura P⊗ λ, dove λ
e` la misura di Lebesgue ristretta a [0, T ].
Osservazione 1.6. Un processo di Itoˆ ammette sempre variazione quadratica
al tempo t per ogni t ∈ [0, T ] pari a ∫ t
0
H(s)2ds.
Sia X un processo di Itoˆ con H, K appena definiti. Possiamo definire
l’integrale stocastico rispetto a un processo di Itoˆ nel modo seguente:∫ T
0
Y (s)dX(s) =
∫ T
0
Y (s)K(s)ds+
∫ T
0
Y (s)H(s)dW (s)
a patto che tali integrali abbiano senso, cioe` che∫ T
0
Y (s)K(s)ds e
∫ T
0
|Y (s)H(s)|2ds siano finiti q.c.
Osservazione 1.7. Abbiamo ricondotto la definizione di integrale stocastico
rispetto ad un processo di Itoˆ a quella di integrale stocastico rispetto ad un
processo di Wiener.
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Fino ad ora abbiamo visto che gli integrali stocastici possono essere calco-
lati rispetto a processi di Wiener e piu` in generale rispetto a processi di Itoˆ.
Tale costruzione puo` essere ulteriormente estesa all’integrazione rispetto a
processi con traiettorie a variazioni localmente limitate. La piu` grande classe
di processi rispetto cui si puo` calcolare l’integrale stocastico e` la classe delle
semimartingale che abbiamo in precedenza definito.
Definizione 1.20. Sia (Ω,A,P) uno spazio di probabilita`. Sia (S(t))t∈[0,T ]
un processo su tale spazio e sia FS la σ-algebra generata da S.
Sia J un’applicazione lineare avente come dominio lo spazio dei processi
elementari dotato della norma
‖H‖∞ = sup{‖H(t)‖∞|t ∈ [0, T ]}
e come codominio lo spazio delle variabili aleatorie dotato della convergenza
in probabilita`, cos`ı definita:
H 7→
m∑
i=0
hi(S(ti+1)− S(ti))
dove H(t, ω) =
∑m
i=0 hi(ω)I]ti,ti+1](t). Se J e` continua, allora S e` una semi-
martingala e J definisce l’integrale stocastico per integrandi elementari.
L’integrale stocastico si puo` prolungare, ad esempio, ai processi prevedibili
localmente limitati.
Osservazione 1.8. Si puo` provare (vedi [7]) che le semimartingale cadlag am-
mettono variazione quadratica e che ogni semimartingala S cadlag si puo`
scrivere come somma di una martingala localeM e di un processo con traiet-
torie a variazione localmente limitata. Inoltre se un processo e` decomponibile
nel modo precedentemente detto, allora tale processo e` una semimartingala.
In questo contesto l’integrazione rispetto S viene ricondotta all’integrazione
rispetto martingale locali e processi con traiettorie a variazione limitata.
1.4 Teoremi fondamentali di integrazione sto-
castica
Diamo ora gli enunciati di alcuni dei principali teoremi riguardanti l’in-
tegrazione stocastica e che si riveleranno molto utili nel seguito della Tesi.
Teorema 1.2. [Teorema di rappresentazione delle martingale]
Sia (Ω,A, (Ft)t∈[0,T ],P) uno spazio di probabilita` filtrato, sia (W (t))t∈[0,T ] un
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processo di Wiener rispetto (Ft)t∈[0,T ] e (FWt )t∈[0,T ] la filtrazione naturale del
processo di Wiener. Se (Ft)t∈[0,T ] = (FWt )t∈[0,T ], allora ogni martingala di
quadrato integrabile (M(t))t∈[0,T ] si scrive nella forma
M(t) =M(0) +
∫ t
0
H(s)dW (s)
con (H(t))t∈[0,T ] un processo in M2 a valori in Rd.
Teorema 1.3. [Teorema di convergenza dominata stocastico] Sia X una
semimartingala e sia Hm = (Hm(t))t∈[0,T ] una successione di processi pre-
vedibili convergente q.c. al processo H. Supponiamo esista un processo G
X-integrabile tale che ∀m |Hm| 6 G, allora Hm, H sono X-integrabili e
lim
m→∞
∫ T
0
Hm(s)dX(s) =
∫ T
0
H(s)dX(s) in P.
Le dimostrazioni di questi teoremi sono reperibili su [21].
1.5 Le equazioni differenziali stocastiche
1.5.1 Processi di Markov
L’obiettivo di questo paragrafo e` di definire il concetto di diffusione e di
collegarlo a dei problemi alle derivate parziali e alla teoria delle equazioni
differenziali stocastiche.
Cos`ı come e` accaduto in precedenza, anche in questo paragrafo ci limiteremo
a dare definizioni e risultati senza dimostrazioni. Tutti i seguenti risultati
sono dimostrati in [1] e [21].
Definizione 1.21. Sia (E, E) uno spazio misurabile, si dice funzione di
transizione markoviana (F.T.M.) su (E, E) una funzione p(s, t, x, A) dove
s < t ∈ R+, x ∈ E, A ∈ E tale che:
• fissati s, t, A p(s, t, x, A) e` E-misurabile in x;
• fissati s, t, x p(s, t, x, .) e` una legge di probabilita` su (E, E)
• ∀s < u < t p soddisfa
p(s, t, x, A) =
∫
E
p(u, t, y, A)p(s, u, x, dy). (1.1)
La (1.1) e` detta equazione di Chapman-Kolmogorov.
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D’ora in poi, per semplicita`, ci limiteremo (quasi sempre) a lavorare con
F.T.M. omogenee, ovvero quelle F.T.M. p tali che p dipende da s, t solo
come funzione di t− s. In questi casi la (1.1) si puo` riscrivere come
p(t, x, A) =
∫
p(t− s, y, A)p(s, x, dy) ∀t > s, ∀x ∈ E.
Definizione 1.22. Date su (E, E) una F.T.M. p ed una legge di probabilita`
µ, si dice processo di Markov associato a p di istante iniziale u e legge
iniziale µ un processo X = (X(t))t>u a valori in (E, E) tale che
• X(u) ha legge µ;
• P(X(t) ∈ A|Fs) = p(s, t,X(s), A) per ogni t > s > u. Tale proprieta` e`
chiamata proprieta` di Markov.
Esempio 1.1. Il processo di Wiener standard e` un processo di Markov
omogeneo avente come F.T.M. su (R,B(R))
p(s, t, x, A) =
1√
2pi(t− s)
∫
A
exp
(
−|x− y|
2
2(t− s)
)
dy.
Osservazione 1.9. La proprieta` P(X(t) ∈ A|Fs) = p(s, t,X(s), A) implica
che P(X(t) ∈ A|Fs) = P(X(t) ∈ A|X(s)). Cio` significa che conoscere tutta
la traiettoria del processo fino al tempo s o conoscere solo lo stato al tempo
s, danno le stesse informazioni sullo stato del processo al tempo t.
Proposizione 1.8. Due processi di Markov associati alla stessa F.T.M. ed
aventi uguali l’istante e la distribuzione iniziale sono equivalenti.
D’ora in poi supporremo che lo spazio E sia metrico e σ-compatto (ovvero
esprimibile come unione numerabile di compatti) e che la σ-algebra associata
sia quella boreliana e lavoreremo con le realizzazioni canoniche dei processi
di Markov (che tra poco definiremo). Un esempio facile di spazio metrico che
sia anche σ-compatto e` Rm.
Definizione 1.23. Una famiglia di processi (X(t))t>s definito sullo spazio
probabilizzabile filtrato (Ω,A, (Ft),P) e a valori in E si dice realizzazione
del processo di Markov associato alla F.T.M. p se e` F -adattato, si ha
Px,s(X(s) = x) = 1 e, per ogni t > s, per ogni h > 0 si ha
Px,s(X(t+ h) ∈ A|Ft) = p(t, t+ h,X(t), A) q.c. per ogni A ∈ B(E).
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Osservazione 1.10. Quando un processo e` realizzazione canonica del processo
di Markov associato a p, allora per ogni f : E → R misurabile e limitata si
ha
Ex,s[f(X(t+ h))|Ft] = EX(t),t[f(X(t+ h))]
dove Ex,s[.] rappresenta la speranza relativa alla probabilita` Px,s.
Definizione 1.24. Una F.T.M. p su (E, E) si dice che possiede la proprieta`
di Feller se per ogni f continua e limitata si ha che
(t, z) −→
∫
R
p(t, t+ h, z, dy)f(y)
e` una funzione continua.
Definizione 1.25. Date su (E, E) una F.T.M. p, fissato x ∈ E si dice pro-
cesso di Markov forte (omogeneo) associato a p di istante iniziale u un
processo X = (X(t))t>u a valori in (E, E) tale che:
• X(u) ha legge δx;
• Per ogni f : E → R limitata e E-misurabile, per ogni t > s > u, per
ogni τ tempo di arresto finito q.c. si ha
Ex,s[f(X(t+ τ))|Fτ ] =
∫
p(τ, t+ τ,X(τ), dy)f(y).
Notiamo che un processo di Markov forte e` anche un processo di Markov
con legge iniziale δx in quanto una variabile aleatoria costante (positiva) e` un
particolare tempo di arresto. A prima vista non appare molto semplice capire
quando un processo X e` fortemente markoviano, risulta molto piu` semplice
verificare quando un processo possiede la proprieta` di Feller. A tal proposito
enunciamo la seguente proposizione che lega i processi di Feller ai processi
fortemente markoviani tramite una condizione sulle traiettorie del processo.
Proposizione 1.9. Un processo X avente traiettorie continue a destra e
dotato della proprieta` di Feller e` anche fortemente markoviano.
1.5.2 Le diffusioni
Prima di definire il concetto di diffusione e di collegarlo a dei problemi
alle derivate parziali dobbiamo fare una breve digressione sulla teoria dei
semigruppi. Per semplicita` ci limiteremo a lavorare con il caso omogeneo.
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Definizione 1.26. Dato X spazio di Banach, una famiglia di operatori
lineari continui (Tt)t>0 si dice semigruppo se:
• T0 = Id;
• per ogni s, t > 0 TtTs = Tt+s = TsTt.
Se inoltre per ogni x ∈ X si ha limt→0+ ‖Tt(x)−x‖ = 0, il semigruppo si dice
fortemente continuo.
Associato al concetto di semigruppo c’e` la definizione di generatore in-
finitesimale.
Definizione 1.27. Sia X un Banach e sia (Tt)t>0 un semigruppo fortemente
continuo, sia D(A) = {x ∈ X : t 7→ Tt(x) derivabile in t = 0}, un operatore
A : D(A)→ X si dice generatore infinitesimale di (Tt)t>0 se
A(x) = lim
t→0+
(Tt(x)− x)/t per ogni x ∈ D(A).
Prendiamo ora una F.T.M. p omogenea. A p posso associare la famiglia
di operatori Tt sullo spazio Mb(E) delle funzioni limitate e misurabili su
(E,B(E)) definito come Ttf(x) =
∫
f(y)p(t, x, dy). Scegliendo la realizzazione
canonica X del processo di Markov associata a p allora Ttf(x) = Ex[f(X(t))].
Si puo` dimostrare che Tt e` un semigruppo di contrazioni fortemente continuo
e il cui generatore infinitesimale A ha dominio denso in Mb(E).
Definizione 1.28. Si consideri l’operatore differenziale L su Rm cos`ı definito:
L =
1
2
n∑
i,j=1
aij(t, x)
∂2
∂xi∂xj
+
m∑
i=1
bi(t, x)
∂
∂xi
dove a e` una matrice semidefinita positiva. Supponiamo inoltre che L sia il
generatore infinitesimale relativo a un certo semigruppo fortemente continuo
(Tt). Allora un processo X si dice diffusione (omogenea) relativa a L se:
1. X e` fortemente markoviano;
2. le traiettorie sono continue q.c.;
3. per ogni funzione f C2 a supporto compatto si ha
Ttf(x) = f(x) +
∫ t
0
LTuf(x)du
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Una diffusione ammette densita` di transizione se per ogni (t, x) esiste
q(t, x, .) tale che
p(t, x, dy) = q(t, x, y)dy.
A livello intuitivo, si puo` pensare alle diffusioni come a dei processi di
Markov forti aventi traiettorie continue e soddisfacenti una certa equazione
differenziale. Notiamo inoltre che la condizione 3. e` equivalente a richiedere
che la funzione u(t, x) = Ttf(x) e` soluzione del P.C. L(u) =
∂u
∂t
con con-
dizione iniziale u(0, x) = f(x).
Nel seguito lavoreremo nel caso m = 1 e dunque l’operatore L diviene
L =
1
2
a(t, x)
∂2
∂x2
+ b(t, x)
∂
∂x
con a funzione positiva.
Esempio 1.2. Il processo di Wiener (unidimensionale) e` una diffusione
avente generatore infinitesimale A =
1
2
d2
dx2
, la cui densita` di transizione e`
data da
1√
2pi(t− s) exp
(
−|x− y|
2
2(t− s)
)
.
Storicamente il concetto di diffusione si sviluppo` a partire dagli anni
’30 insieme alla nascente teoria delle equazioni differenziali stocastiche (di
cui parleremo nel seguente paragrafo) e per risolvere problemi alle derivate
parziali.
1.5.3 Le equazioni differenziali stocastiche classiche
Definizione 1.29. Dati a, b funzioni misurabili a valori in R, uno spazio
probabilizzabile (Ω,A, (Ft)t∈[0,T ],P) filtrato su cui e` definito un processo di
Wiener standard W , un processo X = (X(t))t∈[0,T ] si dice soluzione (forte)
della SDE {
dX(t) = b(t,X(t))dt+ a(t,X(t))dW (t)
X(0) = x ∈ R.
se per ogni t ∈ [0, T ] si ha
X(t) = x+
∫ t
0
b(s,X(s))ds+
∫ t
0
a(s,X(s))dW (s).
Nella precedente definizione supponevamo di aver gia` una soluzione della
SDE. Il seguente teorema ci permettera` di avere anche condizioni necessarie
e sufficienti (sui coefficienti della SDE) affinche´ la soluzione esista e sia unica.
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Teorema 1.4. Siano a, b : [0, T ]× R→ R funzioni tali che
• esiste K > 0 tale che per ogni x, y ∈ R, per ogni t ∈ [0, T ]
|a(t, x)− a(t, y)|+ |b(t, x)− b(t, y)| 6 K|x− y|.
• esiste C > 0 tale che per ogni x ∈ R, per ogni t ∈ [0, T ]
|a(t, x)|+ |b(t, x)| 6 C(1 + |x|).
Consideriamo la seguente SDE su (Ω,A, (Ft)t∈[0,T ],P){
dX(t) = b(t,X(t))dt+ a(t,X(t))dW (t)
X(0) = V, con V ∈ L2(Ω).
Allora esiste un unico processo (X(t))t∈[0,T ] F-adattato che risolve la SDE.
Una dimostrazione di questo teorema si puo` reperire in [19].
Osservazione 1.11. La dimostrazione di questo teorema utilizza il metodo
delle contrazioni. Cos`ı come accade nel caso delle equazioni differenziali or-
dinarie, la condizione di lipschitzianita` serve a garantire l’esistenza locale e
l’unicita` della soluzione e le condizioni di crescita sublineare dei coefficienti
serve a garantire l’esistenza di una soluzione globale.
Tornando al problema del legame tra il generatore infinitesimale e la
relativa F.T.M. p, troveremo una soluzione esplicita tramite la teoria delle
SDE limitandoci al caso unidimensionale. Supponiamo a, b siano continue,
lipschitziane in x, limitate e supponiamo esista una costante l > 0 tale che
a(t, x) > l.
Definizione 1.30. Si chiama soluzione fondamentale del problema di
Cauchy su [0, T ] × R associato a L una funzione Γ(s, t, x, y) definita per
x, y ∈ R, 0 6 s < t tale che per ogni funzione continua a supporto compatto,
posto
v(s, x) =
∫
Γ(s, t, x, y)g(y)dy,
allora v e` soluzione di Lv + ∂v∂s = 0, per 0 6 s < tlims→t− v(s, x) = g(x).
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Teorema 1.5. Se Γ e` una soluzione fondamentale relativa a L e se esistono
c1, c2 > 0
|Γ(s, t, x, y)| 6 c1
√
t− s exp
(
−c2|x− y|
2
t− s
)
e
|∂Γ
∂x
(s, t, x, y)| 6 c1(t− s) exp
(
−c2|x− y|
2
t− s
)
allora Γ risolve
LΓ +
∂Γ
∂s
= 0. (1.2)
Inoltre, presa φ funzione continua limitata su R, esiste una e una sola soluzione
del problema di Cauchy Lu+ ∂u∂t = 0, su [0, T ]× Ru(T, x) = φ(x). (1.3)
Colleghiamoci ora alla teoria delle SDE.
Teorema 1.6. Sia Y s,x l’unica soluzione della SDE
dY s,x(t) = b(t, x)dt+
√
a(t, x)dW (t) con Y s,x(s) = x,
Allora la soluzione u di (1.3) e`
u(t, x) = E[φ(Y s,x(T ))].
Teorema 1.7. Nelle ipotesi del teorema 1.5, la F.T.M. p della diffusione
associata a L ammette una densita` Γ(s, t, x, y) che, vista come funzione di
(s, x) risolve ∂Γ∂s + LΓ = 0lims→t− Γ(s, t, x, y) = δx(y) nel senso delle distribuzioni.
Nel caso particolare in cui i coefficienti a, b non dipendono da t, allora
p(t, x, .) ha densita` rispetto alla misura di Lebesgue data da Γ(t, x, y) che
e` soluzione di ∂Γ∂t − LΓ = 0limt→0+ Γ(t, x, y) = δx(y) nel senso delle distribuzioni.
Le dimostrazioni di questi due ultimi teoremi si trovano in [1]. Tramite
l’equazione (1.2), solitamente chiamata equazione backward, il teorema 1.7
ci permette di avere condizioni sufficienti affinche´ la F.T.M. p di una dif-
fusione ammetta densita` rispetto alla misura di Lebesgue. Come vedremo
successivamente, questi teoremi avranno interessanti applicazioni finanziarie.
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1.5.4 Le equazioni differenziali stocastiche dipendenti
da cammino
Il concetto di SDE si puo` generalizzare al caso in cui i coefficienti a, b
abbiano valori che dipendono non solo da t e X(t) ma anche dalla “storia”
Xt del processo X dal tempo 0 fino a t, ovvero alla classe delle equazioni
differenziali dipendenti da cammino.
Definizione 1.31. Dati a, b funzionali misurabili a valori in R, uno spazio
probabilizzabile (Ω,A, (Ft)t∈[0,T ],P) filtrato su cui e` definito un processo di
Wiener standard W , Un processo X = (X(t))t∈[0,T ] si dice soluzione (forte)
della SDE generalizzata{
dX(t) = b(Xt)dt+ a(Xt)dW (t)
X(0) = x ∈ R.
se per ogni t ∈ [0, T ] si ha
X(t) = x+
∫ t
0
b(Xs)ds+
∫ t
0
a(Xs)dW (s).
Cerchiamo ora delle ipotesi che ci diano condizioni sufficienti affinche´ la
soluzione esista.
Lavoreremo sempre in una sola dimensione (seppure la generalizzazione al
caso multidimensionale non sia per nulla difficile) e con integrali stocastici
aventi come processo integrando un particolare funzionale e con processo in-
tegratore una semimartingala a traiettorie continue. D’ora in poi supporremo
sempre fissata una costante T > 0.
Definizione 1.32. Una funzione f : [0, T ] × Ω × R → R si dice Lipschitz
aleatoria se
1. Fissato x ∈ R il processo (t, ω) 7→ f(t, ω, x) e` adattato e cadlag;
2. Fissati t esiste una v.a. k positiva e finita tale che
|f(t, ω, x)− f(t, ω, y)| 6 k(ω)|x− y|.
Un esempio di f che sia Lipschitz aleatoria e` f(t, ω, x) = A(t, ω)x con A
processo a traiettorie continue e adattato.
Dato X processo e τ tempo d’arresto, indichiamo con Xτ e Xτ
−
rispettiva-
mente i processi cos`ı definiti:
Xτ (s, ω) = X(t, ω)I[0,τ(ω)[(s) +X(τ(ω), ω)I[τ(ω),T ](s)
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Xτ
−
(s, ω) = X(t, ω)I[0,τ(ω)[(s) +X(τ
−(ω), ω)I[τ(ω),T ](s).
Nel seguito indicheremo con D lo spazio dei processi adattati e con traiettorie
cadlag.
Definizione 1.33. Un operatore F : D → D si dice funzionale di Lips-
chitz se:
1. Per ogni τ tempo di arresto, seXτ
−
= Y τ
−
allora (F (X))τ
−
= (F (Y ))τ
−
;
2. Esiste un processo crescente K q.c. finito tale che, presi comunque
X, Y ∈ D si ha
|F (X)(t)− F (Y )(t)| 6 K(t) sup
06s6t
|(X − Y )(s)| per ogni t > 0.
Sono molteplici gli esempi di operatori di Lipschitz. A noi interesseranno
in particolare quegli operatori F esprimibili nella forma
f(t, ω, (X(s) : 0 6 s 6 t))
dove f e` Lipschitz aleatoria.
Definizione 1.34. Diremo che un processo X cadlag e adattato appartiene
allo spazio Sp (per p ∈ [1,∞]) se il processo (X∗(t)) = (sup06s6t |X(s)|)
appartiene a Lp([0, T ]× Ω). Possiamo rendere lo spazio Sp di Banach impo-
nendo
‖X‖Sp = ‖X∗‖p.
Definizione 1.35. Diremo che una semimartingala Z cadlag appartiene allo
spazio Hp (per p ∈ [1,∞]) se esiste (almeno) una decomposizione di Z =
M + A per cui
〈M〉(T ) +
∫ T
0
|dA(s)| ∈ Lp(Ω)
In tal caso si puo` dotare naturalmente lo spazio Hp della norma
‖Z‖Hp = inf{‖〈M〉(T )+
∫ T
0
|dA(s)|‖Lp(Ω) :M+A = Z secondo il teorema1.1}
Leghiamo ora le due norme con il seguente lemma:
Lemma 1.1. 1. Fissato p ∈ [1,∞] esiste una costante cp > 0 tale che,
presa comunque Z semimartingala appartenente a Hp si ha
‖Z‖Sp 6 cp‖Z‖Hp .
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2. Siano p, q, r > 1 tali che p−1 + q−1 = r−1, Z ∈ Hp, H ∈ D, allora
‖
∫ T
0
H(s)dZ(s)‖Hr 6 ‖H‖Sp‖Z‖Hq .
Quest’ultima prende il nome di disuguaglianza di Emery.
Per arrivare all’enunciato del teorema di esistenza e unicita` delle soluzione
ci servono altri due lemmi.
Lemma 1.2. Siano p ∈ [1,∞], J ∈ Sp, Z ∈ H∞ con ‖Z‖H∞ 6 (2cpk)−1, F
un funzionale di (K(t))t∈[0,T ]-Lipschitz per cui esiste k > 0 tale che
sup
t∈[0,T ]
|K(t)| 6 k q.c. e tale che F (0) = 0.
Allora
X(t) = J(t) +
∫ t
0
F (X)(s−)dZ(s)
ammette un’unica soluzione in Sp e ‖X‖Sp 6 2‖J‖Sp.
Lemma 1.3. Siano p ∈ [1,∞], J ∈ Sp, Z una semimartingala a traiettorie
continue, F un funzionale di (K(t))t∈[0,T ]-Lipschitz per cui esiste k > 0 tale
che
sup
t∈[0,T ]
|K(t)| 6 k q.c. e tale che F (0) = 0.
Allora
X(t) = J(t) +
∫ t
0
F (X)(s−)dZ(s)
ammette un’unica soluzione in Sp e ‖X‖Sp 6 C(k, Z)‖J‖Sp dove C(k, Z) e`
una costante dipendente solo da k, Z.
Intuitivamente, questi due lemmi ci fanno gia` che il problema dell’esisten-
za e unicita` delle soluzioni.
Teorema 1.8. Siano Z una semimartingala a traiettorie continue con Z(0) =
0, J un processo adattato e cadlag, F un funzionale di Lipschitz, allora
l’equazione
X(t) = J(t) +
∫ t
0
F (X)(s−)dZ(s)
ammette soluzione X nello spazio dei processi adattati e cadlag.
Inoltre, se J e` una semimartingala, allora lo e` anche X.
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Il teorema 1.8 ci da` condizioni sufficienti di esistenza e unicita` della
soluzione. Poiche´ spesso la soluzione esplicita risulta difficile da trovare, molto
interessante per le applicazioni e` la ricerca di una successione di processi che
permetta di approssimare arbitrariamente bene (secondo la convergenza in
probabilita`) la soluzione.
Teorema 1.9. Nelle stesse ipotesi del teorema 1.8 si consideri la seguente
successione di processi (adattati e cadlag) definita per ricorsione{
X0 = H ∈ D
Xm+1(t) = J(t) +
∫ t
0
F (Xm)(s)dZ(s)
Detto X il processo soluzione dell’equazione
X(t) = J(t) +
∫ t
0
F (X)(s−)dZ(s),
allora
sup
06t6T
|Xm(t)−X(t)| = 0 in probabilita`.
Tutte le dimostrazioni di questi ultimi risultati si trovano in [21].
Capitolo 2
Tre diversi approcci alla
Formula di Itoˆ
2.1 Introduzione
Una delle formule fondamentali dell’integrazione stocastica e` sicuramente
rappresentata dalla Formula di Itoˆ, dimostrata dal matematico giapponese
K. Itoˆ. Nei decenni successivi tale formula fu generalizzata e applicata in
vari campi che vanno dalla teoria dei controlli alla finanza. Solo per citare
un esempio, il lemma di Itoˆ ha permesso agli economisti Black-Scholes di
giustificare in maniera rigorosa il loro modello e di dimostrare la celebre for-
mula per il pricing delle opzioni, di cui ancora oggi se ne fa un largo utilizzo,
nonostante siano passati quasi 40 anni dalla pubblicazione dell’articolo (ve-
di [14]). In questo capitolo ci proponiamo di presentare tre diversi approcci
alla formula di Itoˆ. Il primo approccio che vedremo e` quello classico e non
ha alcun bisogno di presentazione. Nel secondo paragrafo dimostreremo una
formula di Itoˆ “traiettoria per traiettoria” per certi tipi di processi. Infine di-
mostreremo due formule di Itoˆ di tipo non anticipativo che rappresenteranno
i risultati cardine di questa Tesi.
2.2 Formula di Itoˆ classica
In questo paragrafo ci limitiamo a enunciare la formula di Itoˆ classica
nel caso unidimensionale e multidimensionale. Le dimostrazioni sono omesse
in quanto facilmente rintracciabili su un qualsiasi libro di testo riguardante
l’integrazione stocastica.
23
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Teorema 2.1. [Formula di Itoˆ unidimensionale] Sia X = (X(t))t∈[0,T ] una
semimartingala a traiettorie continue a valori reali e sia F ∈ C1,2(R), allora
F (t,X(t))− F (0, X(0))
=
∫ t
0
∂F
∂t
(s,X(s))ds+
∫ t
0
∂F
∂x
(s,X(s))dX(s) +
1
2
∫ t
0
∂2F
∂x2
(s,X(s))d〈X〉(s).
Teorema 2.2 (Formula di Itoˆ multidimensionale). Sia X = (X(t))t∈[0,T ] una
semimartingala a traiettorie continue a valori in Rd e sia F una funzione C1
in t e C2 in x, allora
F (t,X(t))− F (0, X(0)) =
∫ t
0
∂F
∂t
(s,X(s))ds
+
d∑
i=1
∫ t
0
∂F
∂xi
(s,X(s))dX i(s) +
1
2
d∑
i,j=1
∫ t
0
∂2F
∂xi∂xj
(s,X(s))d〈X i, Xj〉(s).
La dimostrazione di queste due formule si puo` reperire in [1].
2.3 Formula di Itoˆ-Follmer, l’integrale stoca-
stico traiettoria per traiettoria
In questo paragrafo, riprendendo quanto fatto dal noto matematico Fol-
lmer 30 anni fa (vedi [8]), dimostreremo che e` possibile un calcolo di Itoˆ
traiettoria per traiettoria lavorando con delle somme di Riemann e riducen-
do il tutto ad un esercizio di analisi relativo ad una classe di funzioni reali
aventi variazione quadratica finita. Infine torneremo a parlare di teoria della
probabilita` verificando che molte famiglie di processi hanno traiettorie che
appartengono a questa particolare classe di funzioni.
Cominciamo la trattazione matematica del paragrafo con qualche no-
tazione e definizione che ci saranno utili nel seguito e che verranno utilizzate
solamente in questo paragrafo. Con x : [0,∞) → R intenderemo sempre
una funzione cadlag, ovvero continua a destra e avente limite sinistro finito.
Inoltre xt = x(t), xt− = lims→t− xs, 4xt = xt − xt− , 4x2t = (4xt)2.
Chiamiamo Π = {t0, t1, . . . , tk} suddivisione di R+, con t0 < t1 < . . . < tk
e con la convenzione che tk+1 =∞ e x∞ = 0.
Fissata una suddivisione Π, le possiamo associare in maniera naturale
una norma ‖Π‖ = maxi=0,...,k−1 ti+1 − ti e una misura di Radon
ξ =
k−1∑
i=1
(xti+1 − xti)2δti
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dove δti indica la misura di Dirac su ti.
Presa una successione (Πn) di suddivisioni di R+ tale che
lim
n→∞
tnk = +∞ e lim
n→∞
‖Πn‖ = 0,
diciamo che x ha variazione quadratica secondo (Πn) se la successione
di misure di Radon ξn relativa a Π
n converge vagamente a una misura di
Radon η su [0,∞) quando n → ∞. Indicando con < x, x > la funzione di
ripartizione di η e con < x, x >c la sua componente continua, allora si puo`
scrivere che
< x, x >t=< x, x >
c
t +
∑
s6t
4xs2. (2.1)
Osserviamo che il secondo addendo e` in realta` una somma di cardinalita` al
piu` numerabile in quanto x e` per ipotesi cadlag e quindi presenta una quantita`
al piu` numerabile di punti di discontinuita`. Dopo aver dato queste definizioni
siamo ora in grado di enunciare e dimostrare la Formula di Itoˆ-Follmer.
Teorema 2.3. [Formula di Itoˆ-Follmer] Sia x una funzione cadlag avente
variazione quadratica secondo (Πn) e sia F ∈ C2(R). Allora vale la seguente
formula:
F (xt) = F (x0) +
∫
0
t
F ′(xs−)dxs + 2
−1
∫
]0,t]
F ′′(xs−)d < x, x >s
+
∑
s6t
[F (xs)−F (xs−)−F ′(xs−)4xs−2−1F ′′(xs−)4xs2] (2.2)
dove ∫
0
t
F ′(xs−)dxs = lim
n→∞
kn−1∑
i=1
F ′(xtni )(xtni+1 − xtni ) (2.3)
a patto che tale serie risulti assolutamente convergente.
Osservazione 2.1. L’ipotesi di assoluta convergenza della serie e` necessaria
per avere la buona definizione (e dunque l’esistenza) di questo nuovo inte-
grale.
Dimostrazione. Fissiamo t > 0 e notiamo per subito che, grazie alla (2.1),
2−1
∫
]0,t]
F ′′(xs−)d < x, x >s
+
∑
s6t
[F (xs)− F (xs−)− F ′(xs−)4xs − 2−1F ′′(xs−)4x2s]
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= 2−1
∫
]0,t]
F ′′(xs−)d < x, x >cs +
∑
s6t
[F (xs)− F (xs−)− F ′(xs−)4xs]. (2.4)
Inoltre, poiche´ x e` cadlag, allora∫
]0,t]
F ′′(xs−)d < x, x >cs=
∫
]0,t]
F ′′(xs)d< x, x >sc.
Per continuita` a destra di x si ha che
F (xt)− F (x0) = lim
n→∞
∑
tni ∈Πn∩[0, t]
[F (xtni+1)− F (xtni )]. (2.5)
Cominciamo con il dimostrare il teorema nel caso particolare in cui x
risulti continuo e non solo cadlag.
Fissato n, concentrandoci sul singolo addendo della (2.5) e sviluppando se-
condo Taylor, si ha
F (xtni+1)− F (xtni )
= F ′(xtni )(xtni+1 − xtni ) + 2−1F ′′(xtni )(xtni+1 − xtni )2 + r(xtni , xtni+1) (2.6)
dove r(a, b) 6 φ(|b − a|)(b − a)2 con φ funzione crescente su R+ e φ(c) → 0
quando c→ 0.
Quindi∑
tni ∈Πn∩[0, t][F (xt
n
i+1
)− F (xtni )] =
∑
tni ∈Πn∩[0, t] F
′(xtni )(xtni+1 − xtni )
+2−1
∑
tni ∈Πn∩[0, t]
F ′′(xtni )(xtni+1 − xtni )2 +
∑
tni ∈Πn∩[0, t]
r(xtni , xtni+1). (2.7)
Vediamo ora cosa accade sui singoli addendi della (2.7).
Il secondo addendo tende a 2−1
∫
]0,t]
F ′′(xs−)d < x, x >s.
Il terzo addendo tende a 0 in quanto φ(max |xtni+1 −xtni |)→ 0 per n→∞
e perche´
lim
n→∞
∑
tni ∈Πn∩[0, t]
(xtni+1 − xtni )2 e` finito.
Infine, il primo addendo converge necessariamente a
∫
0
t
F ′(xs−)dxs. In o-
gni caso e` chiaro che, se quella serie converge, allora converge a
∫
0
t
F ′(xs−)dxs.
Dunque e` sufficiente mostrare che si ha l’effettiva convergenza della serie.
Infatti, la convergenza si ha in quanto abbiamo per ipotesi l’assoluta con-
vergenza della serie (grazie alla (2.3)) e perche´ il primo membro della (2.7)
e` sempre pari a F (xt) − F (x0) e abbiamo appena dimostrato che gli altri
addendi presenti al secondo membro della (2.7) sono convergenti per n→∞.
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Notiamo inoltre che l’uguaglianza∫
0
t
F ′(xs)dxs =
∫
0
t
F ′(xs−)dxs
e` dovuta alla continuita` di x.
Poiche´, in questo caso particolare,∑
s6t
[F (xs)− F (xs−)− F ′(xs−)4xs − 2−1F ′′(xs−)4xs2] = 0
allora la formula di Itoˆ-Follmer e` dimostrata nel caso continuo.
Passiamo ora al caso generale.
Fissiamo ε > 0, e separiamo i punti di discontinuita` di x in due insiemi
disgiunti, detti C1(ε), C2(ε), tali che |C1| <∞ e
∑
s∈C24x2s 6 ε2. Possiamo
scomporre
∑
tni ∈Πn,tni 6t[F (xt
n
i+1
)− F (xtni )] come∑
tni ∈A1,n,t
[F (xtni+1)− F (xtni )] +
∑
tni ∈Ac1,n,t
[F (xtni+1)− F (xtni )].
dove A1,n,t = {tni ∈ Πn ∩ [0, t] e ∃s ∈ C1∩]tni , tni+1]}.
Notiamo che, per costruzione,
lim
n→∞
∑
tni ∈A1,n,t
[F (xtni+1)− F (xtni )] =
∑
s∈C2
(F (xs)− F (xs−)) (2.8)
e che, usando lo sviluppo di Taylor,∑
tni ∈Ac1,n,t
[F (xtni+1)− F (xtni )]
=
∑
tni ∈Πn∩[0, t]
F ′(xtni )(xtni+1 − xtni ) + 2−1
∑
tni ∈Πn∩[0, t]
F ′′(xtin)(xti+1n − xtni )2
−
∑
tni ∈A1,n,t
[F ′(xtni )(xtni+1 − xtni ) + 2−1F ′′(xtni )(xtni+1 − xtni )2]
+
∑
tni ∈Ac1,n,t
r(xtni , xtni+1.)
Passiamo al limite su ogni singolo addendo. Si ottiene dunque:
• limn→∞
∑
tni ∈Πn∩[0, t] F
′(xtni )(xtni+1 − xtni ) =
∫
]0, t]
F ′(xs−)dxs.
Questo fatto e` vero per definizione a patto che tale limite effettivamente
esista. Tale limite esiste in quanto esiste c > 0 tale che∑
s6t
|F (xs)− F (xs−)− F ′(xs−)4xs| 6 c
∑
s6t
4x2s.
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• Proviamo che
lim
n→∞
2−1
∑
tni ∈Πn∩[0, t]
F ′′(xtni )(xtni+1−xtni )2 = 2−1
∫
]0, t]
F ′′(xs−)d < x, x >s .
Questo e` il punto piu` delicato della dimostrazione. Per fare cio` mostria-
mo il seguente lemma.
Lemma 2.1. Lavorando sotto le stesse ipotesi su x del teorema 2.3,
consideriamo f : R+ → R una funzione continua, allora
lim
n→∞
∑
tni ∈Πn∩[0, t]
f(xtni )(xtni+1 − xtni )2 =
∫
]0, t]
f(xs−)d < x, x >s .
Dimostrazione. Fissiamo ε > 0 e chiamiamo z la funzione di ripar-
tizione relativa ai “salti” C1(ε), ovvero
zu =
∑
s ∈C1(ε)∩[0, u]
4xs.
Allora si ha che
lim
n→∞
∑
tni ∈Πn∩[0, u]
f(xtni )(ztni+1 − ztni )2 =
∑
s ∈C1(ε)∩[0, u]
f(xs−)4x2s. (2.9)
Sia y = x− z, per ogni n chiamiamo
ln = lim
n→∞
∑
tni ∈Πn
(ztni+1 − ztni )2δtni
kn = lim
n→∞
∑
tni ∈Πn
(ytni+1 − ytni )2δtni
allora
ln → l =
∑
s ∈C1(ε)
4x2sδs vagamente.
Ma e` anche vero che, poiche´
lim
n→∞
∑
tni ∈Πn
(xtni+1 − xtni )2
= lim
n→∞
∑
tni ∈Πn
(ztni+1 − ztni )2
+ lim
n→∞
∑
tni ∈Πn
(ytni+1 − ytni )2
+ 2 lim
n→∞
∑
tni ∈Πn
(ztni+1 − ztni )(ytni+1 − ytni ),
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allora
kn → ξ − l = η vagamente.
Per costruzione di C1(ε), C2(ε), η ha una parte atomica avente massa
inferiore a ε2, dunque, in rapporto a ηc (cioe` la parte continua di η),
f ◦ x e` q.c. continua e quindi
lim sup
n→∞
|
∑
tni 6t
f(xtni )(ytni+1 − ytni )2 −
∫
]0, t]
f(xs−)dη| 6 2‖f‖tε2 (2.10)
con ‖f‖t = sup{|f(xs)| : 0 6 s 6 t}. Usando (2.9) e la (2.10) si ottiene
la tesi.
Applicando tale lemma nel caso f = 2−1F ′′ si ha quanto voluto.
• Per costruzione di A1,n,t si ha
lim
ε→0+
lim
n→∞
∑
tni ∈A1,n,t
[F ′(xtni )(xtni+1 − xtni ) + 2−1F ′′(xtni )(xtni+1 − xtni )2]
= F ′(xs−)4xs + 2−1F ′′(xs)4x2s.
• F ′′ e` uniformemente continua sul compatto [0, t] e e quindi
lim sup
n→∞
∑
tni ∈Ac1,n,t
r(xtni , xtni+1) 6 φ(ε) < x, x >t
per qualche funzione φ ∈ C0(R+) con φ(0) = 0.
Poiche´ limε→0+ φ(ε) = 0 allora
lim
ε→0+
lim sup
n→∞
∑
tni ∈Ac1,n,t
r(xtni , xtni+1) = 0.
Da cui la tesi.
Dimostrata questa formula con tecniche puramente analitiche, vediamo
come possiamo collegarci con la teoria della probabilita`. Introduciamo un
concetto nuovo: l’integrale stocastico ottenuto come somme di Riemann e
fatto traiettoria per traiettoria.
Sia X una semimartingala continua. Sappiamo che, fissati t > 0 e detta
Π una generica partizione di R+, allora si ha
lim
Π:‖Π‖→0
∑
ti∈Π,ti6t
(X(ti+1)−X(ti))2 = 〈X〉(t) in P.
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A partire da questo risultato e` possibile estrarre una successione di partizioni
(Πn) di [0, t] con limn→∞ ‖Πn‖ = 0 tale che
lim
n→∞
∑
tni ∈Πn,tni 6t
(X(tni+1)−X(tni ))2 = 〈X〉(t) q.c.
Usando un procedimento diagonale possiamo trovare una (nuova) successione
di partizioni (Πn) tale che X(., ω) ammetta variazione quadratica che segue
(Πn) ∀t ∈ Q+ per q.o. ω. In tal modo, presa f funzione continua su R, si ha,
per densita` di Q+ in R+ che
lim
n→∞
∑
tni ∈Πn,tni 6t
f(X(tni ))(X(t
n
i+1)−X(tni ))2 =
∫
(0,t]
f(X(s))d〈X〉(s).
Detto cio`, consideriamo una funzione F ∈ C2(R) e applichiamo la formula
di Itoˆ. Allora sappiamo che
F (X(t))− F (X(0)) =
∫ t
0
F ′(X(s))dX(s) + 2−1
∫ t
0
F ′′(X(s))d〈X〉(s).
Per quanto appena visto, traiettoria per traiettoria, si ha anche che
lim
n→∞
∑
tni ∈Πn,tni 6t
F ′′(X(tni ))(X(t
n
i+1)−X(tni ))2 =
∫
(0,t]
F ′′(X(s−))d〈X〉(s).
Supponiamo inoltre che la sommatoria∑
tni ∈Πn,tni 6t
F ′(X(tni ))(X(t
n
i+1)−X(tni ))
converga assolutamente. Allora, per la formula di Itoˆ e l’assoluta convergenza
della serie, si ha necessariamente che
lim
n→∞
∑
tni ∈Πn,tni 6t
F ′(X(tni ))(X(t
n
i+1)−X(tni )) =
∫
(0,t]
F ′(X(s))dX(s) in P.
Dunque abbiamo ottenuto, in questo caso, la convergenza in probabilita` delle
somme di Riemann di una particolare quantita` verso l’integrale stocastico di
F ′ rispetto alla semimartingala X. pur sapendo che l’integrale stocastico non
si definisce a partire dalle somme di Riemann!
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2.4 Formula di Itoˆ-Dupire
In questo paragrafo enunceremo e dimostreremo il teorema cardine di
questa Tesi, ovvero la formula di Itoˆ-Dupire, detta anche formula di Itoˆ fun-
zionale. L’idea alla base della formula e` dovuta all’economista-matematico
Bruno Dupire.
Cos`ı come abbiamo fatto in precedenza, anche in questo paragrafo dovre-
mo introdurre alcune nuove notazioni.
Definizione 2.1. Fissato T¯ > 0, preso t ∈ (0, T¯ ] definiamo
Λt = {f : [0, t]→ R cadlag, limitata}
e chiamiamo Λ =
⋃
t∈[0,T¯ ] Λt.
Pur essendo unione di spazi vettoriali, Λ non e` uno spazio vettoriale in
quanto non e` definibile l’operazione somma. Indichiamo ora con (X(u)) un
processo e con (Xt) il cammino di X compiuto fino a t, ovvero Xt(u) =
X(u) ∀u 6 t. Osserviamo che, traiettoria per traiettoria, ∀t Xt ∈ Λt e che
X(u) ci da` il valore di Xt al tempo u 6 t.
Definizione 2.2. Un’applicazione f : Λ→ R e` detta funzionale.
Un funzionale associa un numero reale ad ogni funzione cadlag e limitata
su [0, t] e lo fa ∀t ∈ [0, T¯ ]. Come vedremo, esistono nella pratica molti esempi
di funzionali. Diamo ora una nozione di distanza sull’insieme Λ: ∀Xt, Ys ∈ Λ,
supponendo t 6 s, definiamo dΛ nel seguente modo:
dΛ(Xt, Ys) = ‖Xt,s−t − Ys‖∞ + s− t, (2.11)
dove Xt,s−t ∈ Λs e` cos`ı definito: Xt,s−t(u) =
{
Xt(u) se u 6 t
Xt(t) altrimenti.
Verifichiamo che dΛ sia effettivamente una distanza:
1. ∀Xt ∈ Λ si ha dΛ(Xt, Xt) = 0.
Infatti dΛ(Xt, Xt) = ‖Xt −Xt‖∞ + t− t = 0;
2. ∀Xt, Ys ∈ Λ dΛ(Xt, Ys) = dΛ(Ys, Xt).
Infatti
dΛ(Xt, Ys) = ‖Xt,s−t − Ys‖∞ + s− t
= ‖Ys −Xt,s−t‖∞ + s− t = dΛ(Ys, Xt).
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3. dΛ(Xt, Ys) = 0 ⇐⇒ s = t, Xt = Yt.
⇐) ovvio.
⇒)0 = dΛ(Xt, Ys) = ‖Xt,s−t − Ys‖∞ + s− t
entrambi gli addendi devono essere nulli in quanto sono entrambi non
negativi e quindi s = t e ‖Xt − Yt‖∞ = 0 ⇒ Xt = Yt.
4. ∀s, t, u ∈ [0, T¯ ] ∀Xt, Ys, Zu ∈ Λ vale
dΛ(Xt, Ys) 6 dΛ(Xt, Zu) + dΛ(Zu, Ys)
Supponiamo che t 6 u 6 s (gli altri casi sono analoghi): per definizione
si ha
dΛ(Xt, Zu) = ‖Xt,s−t − Zu,s−u‖∞ + s− u
dΛ(Zu, Ys) = ‖Zu,s−u − Ys‖∞ + u− t
e, per le proprieta` della norma uniforme si ha
‖Xt,s−t − Ys‖∞ 6 ‖Xt,s−t − Zu,s−u‖∞ + ‖Zu,s−u − Ys‖∞
allora
dΛ(Xt, Ys) = ‖Xt,s−t − Ys‖∞ + s− t
6 ‖Xt,s−t − Zu,s−u‖∞ + ‖Zu,s−u − Ys‖∞
= ‖Xt,s−t − Zu,s−u‖∞ + ‖Zu,s−u − Ys‖∞ + s− t
= ‖Xt,s−t − Zu,s−u‖∞ + s− u+ ‖Zu,s−u − Ys‖∞ + u− t
= dΛ(Xt, Zu) + dΛ(Zu, Ys)
Definita una topologia su Λ (ovvero quella indotta naturalmente dalla di-
stanza) diamo ora una nozione di continuita` dei funzionali.
Definizione 2.3. Un funzionale f : Λ → R si dice Λ-continuo in Xt se:
∀ε > 0 ∃δ > 0 : ∀Ys ∈ Λ tale che dΛ(Xt, Ys) < δ allora |f(Ys) − f(Xt)| < ε.
Un funzionale f si dice Λ-continuo su Λ se lo e` su ogni Xt.
Notiamo che questa nozione di continuita`, se la restringiamo all’insieme
Λt, e` in generale piu` debole della continuita` L
∞-uniforme. Infatti nel caso di
L∞-uniforme continuita` il δ dipende solo da ε e non anche dal particolare
Xt scelto. Procediamo ora con il definire due nuovi tipi di derivata. Data
Xt ∈ Λt, h ∈ R, δ ∈ R+, definiamo i seguenti processi:
Xt
h(u) =
{
Xt(u) se u < t
Xt(t) + h se u = t
Xt,δ(u) =
{
Xt(u) se u 6 t
Xt(t) se u ∈ [t, t+ δ]
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Definizione 2.4. Un funzionale f : Λ → R Λ-continuo si dice derivabile
verticalmente (o spazialmente) in Xt se limh→0(f(Xth) − f(Xt))/h esiste
ed e` q.c. finito e in tal caso si pone
4xf(Xt) = lim
h→0
(f(Xt
h)− f(Xt))/h.
Definizione 2.5. Un funzionale f : Λ → R Λ-continuo si dice derivabile
orizzontalmente (o temporalmente) in Xt se limδ→0+(f(Xt,δ) − f(Xt))/δ
esiste ed e` q.c. finito e in tal caso si pone
4tf(Xt) = lim
δ→0+
(f(Xt,δ)− f(Xt))/δ.
Si puo` definire in maniera naturale anche il concetto di derivata seconda
verticale, basta che 4xf risulti continuo e poi riapplicare la definizione di
derivata verticale a 4xf .
Definizione 2.6. Un funzionale f si dice liscio se e` Λ-continuo, C1 in x, C2
in t, limitato e avente tutte le derivate limitate.
Tale nuovo tipo di derivata soddisfa analoghe proprieta` delle derivate che
gia` conosciamo.
Proposizione 2.1 (Linearita`). ∀a ∈ R ∀f, g funzionali spazialmente e tem-
poralmente derivabili si ha
4x(af + g) = a4xf +4xg
4t(af + g) = a4tf +4tg.
Dimostrazione. Le dimostrazioni di questa e delle prossime due proposizioni
sono molto semplici, ci limiteremo quindi a dimostrare il caso di derivata
verticale.
Fissato Xt ∈ Λ,
4x(af + g)(Xt) = lim
h→0
[(af + g)(Xht )− (af + g)(Xt)]/h
= a lim
h→0
[f(Xht )− f(Xt)]/h+ lim
h→0
[g(Xht )− g(Xt)]/h = a4xf(Xt) +4xg(Xt)
Proposizione 2.2 (Regola del Prodotto). ∀f, g funzionali spazialmente e
temporalmente derivabili si ha
4x(fg) = g4xf + f4xg
4t(fg) = g4tf + f4tg.
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Dimostrazione. Limitiamoci al caso spaziale. Fissiamo Xt ∈ Λ, allora
4x(fg)(Xt)
= lim
h→0
[(fg)(Xht )− (fg)(Xt)]/h
= lim
h→0
[f(Xht )g(X
h
t )− f(Xht )g(Xt) + f(Xht )g(Xt)− f(Xt)g(Xt)]/h
= lim
h→0
f(Xht )[g(X
h
t )− g(Xt)]/h+ lim
h→0
g(Xt)[f(X
h
t )− f(Xt)]/h
= g(Xt)4xf(Xt) + f(Xt)4xg(Xt)
Mostriamo ora che la nuova derivata generalizza la usuale derivata.
Osservazione 2.2. Se il funzionale f e` derivabile (temporalmente e spazial-
mente) ed esiste una funzione g tale che f(Xt) = g(t,X(t)), allora
4xf =
∂g
∂x
4tf =
∂g
∂t
Dimostrazione. Per definizione
∂g
∂x
(t,X(t))
= lim
h→0
(g(t,X(t) + h)− g(t,X(t)))/h
= lim
h→0
[f(Xt
h)− f(Xt)]/h
= 4xf(Xt)
Nell’altro caso, analogamente,
∂g
∂t
(t,X(t))
= lim
δ→0+
g(t+ δ,X(t))− g(t,X(t))
δ
= lim
δ→0+
[f(Xt,δ)− f(Xt)]/δ
= 4tf(Xt)
Per capire che i concetti di derivata appena introdotti sono sensati, vedia-
mo ora due esempi facili (nonche´ in seguito utili) di funzionali che ammettono
derivata nel senso appena introdotto.
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Esempio 2.1. f(Xt) = X(t)
In questo caso si ha
4xf(Xt) = lim
h→0
(X(t) + h−X(t))/h = 1
quindi anche
4xxf(Xt) = 0
4tf(Xt) = lim
δ→0+
(X(t)−X(t))/δ = 0
Esempio 2.2. f(Xt) =
∫ t
0
X(u)du
4xf(Xt) = lim
h→0
(∫ t
0
Xh(u)du−
∫ t
0
X(u)du
)
/h = 0
in quanto i due integrali coincidono su [0, t) e {t} e` Lebesgue-trascurabile.
Quindi anche
4xxf(Xt) = 0
4tf(Xt) = lim
δ→0+
(∫ t
0
X(u)du+
∫ t+δ
t
X(t)du−
∫ t
0
X(u)du
)
/δ = X(t)
poiche´ limδ→0+(
∫ t+δ
t
X(t)du)/δ = limδ→0+ X(t)δ/δ = X(t).
Ricominciamo a parlar di probabilita`. Fissiamo (Ω,A, (Ft)t∈R+ ,P) con la
filtrazione che soddisfa le condizioni abituali.
Definizione 2.7. Fissato T ∈ R+, dati g : Λ → R funzionale e (Πn)n
successione di partizioni di [0, T ] con limn→∞ ‖Πn‖ = 0, supponiamo esista e
sia q.c. finito limn→∞
∑
tni ∈Πn g(Xt
n
i−1)(X(t
n
i )−X(tni−1)), chiamiamo∫ T
0
g(Xt)dX(t) = lim
n→∞
∑
tni ∈Πn
g(Xtni−1)(X(t
n
i )−X(tni−1))
integrale stocastico del funzionale g rispetto a XT .
Notiamo che se g(Xt) = h(X(t)) allora tale definizione e` la stessa data da
Follmer nel capitolo precedente. Cos`ı come e` successo per Follmer, la validita`
della definizione presuppone che la successione di partizioni risulti fissata.
Arriviamo finalmente all’enunciato e alla dimostrazione della Formula di
Itoˆ-Dupire.
Teorema 2.4. Sia X = (X(t))06t6T¯ una semimartingala continua, sia f un
funzionale liscio. ∀T ∈ [0, T¯ ] fissiamo (Πn)n una successione di partizioni di
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[0, T ] con limn→∞ ‖Πn‖ = 0 e ‖Πn‖ < 1/n ∀n e supponiamo esista e sia
q.c. finito
lim
n→∞
∑
tni ∈Πn
4xf(Xtni−1)(X(tni )−X(tni−1)),
allora si ha q.c.
f(XT )− f(X0)
=
∫ T
0
4xf(Xt)dX(t) +
∫ T
0
4tf(Xt)dt+ 2−1
∫ T
0
4xxf(Xt)d〈X〉(t).
Equivalentemente,
df = 4xf(Xt)dX(t) +4tf(Xt)dt+ 2−14xxf(Xt)d〈X〉(t).
Questo teorema e` dimostrato nell’Appendice A.
Nei prossimi capitoli analizzeremo i corollari e le applicazioni che ha
questa prima formula di Itoˆ funzionale.
2.5 La Formula di Itoˆ-Cont-Fournie´
2.5.1 Introduzione e definizioni fondamentali
A partire dall’idea di Dupire vista nel paragrafo precedente, i mate-
matici Rama Cont e David Fournie´ hanno sviluppato in maniera rigorosa
un tipo di calcolo non anticipativo per una particolare classe di funzionali
che tra breve definiremo. Il risultato fondamentale ottenuto da questi due
matematici e` nuovamente una formula di Itoˆ funzionale multidimensionale
che generalizza la formula di Itoˆ classica in due direzioni: per processi dipen-
denti dal cammino e/o dipendenti dal processo integratore della variazione
quadratica. In questo paragrafo noi dimostreremo solo il caso unidimensio-
nale di tale teorema, mentre daremo uno sketch di come generalizzare al caso
multidimensionale.
Cominciamo, in analogia a quanto fatto in precedenza, con il dare alcune
definizioni e notazioni che ci serviranno nel seguito. Fissiamo T > 0 e uno
spazio probabilizzabile filtrato (Ω,A, (Ft)t∈[0,T ],P), sia X : [0, T ] × Ω → R
una semimartingala continua e supponiamo inoltre che Ft = FXt+ e che
la semimartingala X ammetta variazione quadratica rappresentabile nella
seguente forma: 〈X〉(t) = ∫ t
0
A(s)ds con A processo cadlag, ovvero tale che
per ogni ω ∈ Ω A(., ω) abbia traiettorie appartenenti allo spazio di Sko-
rohod D([0, T ],R+)delle funzioni positive. Consideriamo i processi Y non
anticipativi F -progressivamente misurabili, ovvero quelli che possono essere
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messi nella forma Y (t) = Ft(Xt, At) dove ∀t ∈ [0, T ] Ft : D([0, t],R) ×
D([0, t],R+) → R. In parole povere, sono quei processi rappresentabili q.c.
in funzione della storia di X e di A.
Questa e` la prima differenza che si puo` osservare rispetto al lavoro di
Dupire: si cercano processi esprimibili come funzione della coppia di fun-
zionali (Xt, At) e non solo rispetto a Xt. A prima vista questa ipotesi sem-
bra ridondante. Infatti, per ovvie questioni di misurabilita` di A rispetto a
X, la classe di questi tipi di processi e` contenuta nella classe dei processi
Z(t) = Gt(Xt).
Tuttavia tale scelta, come vedremo, e` dettata da una specifica motivazione
matematica: facendo opportune ipotesi di regolarita` sulla dipendenza di (Ft)
da A, eviteremo di dover dar particolari condizioni sulle variazioni p-sime
del processo Y . Indichiamo con xt una generica funzione appartenente a
D([0, t],R), con x(s) il valore di xt nel punto s 6 t e con vt una funzione
contenuta in D([0, t],R+).
Definizione 2.8. Chiamiamo
Λ = ∪t∈[0,T ]D([0, t],R)×D([0, t],R+), Λc = ∪t∈[0,T ]C([0, t],R)×D([0, t],R+)
Ogni elemento F = (Ft)t∈[0,T ] : Λ→ R si dice funzionale non anticipativo
se per ogni t ∈ [0, T ] l’applicazione Ft : D([0, t],R) × D([0, t],R+) → R
(xt, vt) 7−→ Ft(xt, vt) e` Bt-misurabile, dove con (Bt) indichiamo la filtrazione
generata dal processo canonico su D([0, t],R)×D([0, t],R+).
Notiamo che ne´ Λ ne´ Λc sono spazi vettoriali, nonostante siano entrambi
espressi come unione di spazi vettoriali.
Definizione 2.9. Dato xt ∈ D([0, t],R), chiamiamo xt,h estensione oriz-
zontale di xt a D([0, t+ h],R) con h > 0 e t+ h 6 T la seguente funzione
xt,h(u) =
{
xt(u) se u 6 t
xt(t) se u ∈ [t, t+ h].
Chiamiamo xht perturbazione verticale di xt di h ∈ R la funzione
xht (u) =
{
xt(u) se u < t
xt(t) + h se u = t
Diamo ora due diverse nozioni di distanza sullo spazio Λ.
Definizione 2.10. Siano t 6 t′ 6 T , (x, v) ∈ D([0, t],R) × D([0, t],R+),
(x′, v′) ∈ D([0, t′],R) × D([0, t′],R+), detto h = t′ − t, chiamiamo d∞ e d1
due distanza su Λ definite nel seguente modo:
d∞((x, v), (x′, v′)) = sup
u∈[0,t′]
|xt,h(u)− x′(u)|+ sup
u∈[0,t′]
|vt,h(u)− v′(u)|+ h,
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d1((x, v), (x
′, v′)) = sup
u∈[0,t′]
|xt,h(u)− x′(u)|+
∫ t′
0
|vt,h(u)− v′(u)|du+ h.
E` naturale chiedersi il motivo per cui abbiamo definito questi due tipi
di distanza. d∞ e` una distanza piuttosto naturale. Infatti se la restringiamo
allo spazio (vettoriale) D([0, t],R)×D([0, t],R+) ritroviamo l’usuale distanza
indotta dalla norma uniforme. d1 e` stata invece introdotta per motivi proba-
bilistici perche´ ci permettera` di dare una buona definizione di continuita` di
alcuni funzionali dipendenti dal processo variazione quadratica.
2.5.2 Continuita`, misurabilita` e derivabilita` dei fun-
zionali
Definizione 2.11. Un funzionale F = (Ft)t∈[0,T ] si dice d∞-continuo a
destra in (x, v) ∈ D([0, t],R)×D([0, t],R+) se per ogni ε > 0 esiste δ > 0 :
∀(x′, v′) ∈ D([0, t′],R)×D([0, t′],R+) con t′ 6 t tali che d∞((x, v), (x′, v′)) < δ
allora |Ft(x, v)− Ft′(x′, v′)| < ε. In tal caso si dice F ∈ F∞r .
Definizione 2.12. Un funzionale F = (Ft)t∈[0,T ] si dice d∞-continuo in
(x, v) ∈ D([0, t],R) × D([0, t],R+) se per ogni ε > 0 esiste δ > 0 : per ogni
(x′, v′) ∈ D([0, t′],R)×D([0, t′],R+) tali che se d∞((x, v), (x′, v′)) < δ allora
|Ft(x, v)− Ft′(x′, v′)| < ε. In tal caso si dice F ∈ F∞.
Definizione 2.13. Un funzionale F = (Ft)t∈[0,T ] si dice d1-continuo in
(x, v) ∈ D([0, t],R) × D([0, t],R+) se per ogni ε > 0 esiste δ > 0 tale che
∀(x′, v′) ∈ D([0, t′],R)×D([0, t′],R+) tali che se d1((x, v), (x′, v′)) < δ allora
|Ft(x, v) − Ft′(x′, v′)| < ε. Inoltre F e` localmente lipschitziana in v, ovvero
∀(x, v), (x′, v′) ∈ D([0, t],R) × D([0, t],R+) tali che d1((x, v), (x′, v′)) < δ
allora esiste C = C(δ) > 0 tale che |F (x′, v) − F (x′, v′)| 6 C|v − v′|. In tal
caso si dice che F ∈ F1.
Osservazione 2.3. Dalle definizioni appena date valgono le seguenti inclusioni:
F1 ⊂ F∞ ⊂ F∞r .
La prima inclusione deriva dal fatto che la topologia indotta da d∞ e` piu` fine
di quella indotta da d1. La seconda inclusione e` invece ovvia dalle definizioni
in quanto ogni funzione continua e` a maggior ragione continua a destra.
Prima di ricominciare a parlare di probabilita`, enunciamo una propo-
sizione riguardante la regolarita` dei cammini.
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Proposizione 2.3.
1. Se F ∈ F∞r allora ∀(x, v) ∈ D([0, T ],R) × D([0, T ],R+), il cammino
t 7→ Ft(xt, vt) e` continuo a destra.
2. Se F ∈ F∞ allora per ogni (x, v) ∈ D([0, T ],R) × D([0, T ],R+), il
cammino t 7→ Ft(xt, vt) e` cadlag ed e` continuo in ogni punto in cui
(x, v) e` continuo.
3. Se F ∈ F1 allora ∀(x, v) ∈ D([0, T ],R) × D([0, T ],R+), il cammino
t 7→ Ft(xt, vt) e` cadlag (risp. continuo) in ogni punto in cui x e` cadlag
(risp. continuo).
La prossima proposizione si propone di legare le proprieta` di regolarita`
appena dimostrate con i concetti di misurabilita`.
Proposizione 2.4. Fissata X una semimartingala a traiettorie continue
tale che 〈X〉(t) = ∫ t
0
A(s)ds con A processo cadlag, allora ogni processo della
forma Y (t) = Ft(Xt, At) e` Ft-adattato e opzionale.
Inoltre se A e` a traiettorie q.c. continue allora Y e` anche prevedibile.
La dimostrazione di questa proposizione si trova in [10].
2.5.3 La formula di Itoˆ funzionale
Cominciamo questo paragrafo con l’introdurre un nuovo concetto di deriva-
ta diverso rispetto a quanto fatto in precedenza.
Definizione 2.14. Dato F = (Ft)t∈[0,T ] ∈ F∞, chiamiamo derivata oriz-
zontale (non anticipativa) di F in (x, v) ∈ D([0, T ],R) × D([0, T ],R+) la
quantita`
DtF (x, v) = lim
h→0+
(Ft+h(xt,h, vt,h)− Ft(x, v))/h
a patto che tale limite esista.
Osservazione 2.4. Supponiamo che il funzionale F ammetta derivata orizzon-
tale per ogni (x, v) ∈ Λ, allora si puo` definire un funzionale non anticipativo
DF = (DtF )t∈[0,T ] dove
DtF : D([0, T ],R)×D([0, T ],R+)→ R
(x, v) 7−→ DtF (x, v).
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Definizione 2.15. Dato F = (Ft)t∈[0,T ] ∈ F∞, chiamiamo derivata verti-
cale (non anticipativa) di F in (x, v) ∈ D([0, t],R)×D([0, t],R+) la quantita`
∇xF (x, v) = lim
h→0
(Ft(x
h, v)− Ft(x, v))/h
a patto che tale limite esista.
Osservazione 2.5. A differenza di quanto accade nel caso di Malliavin (in
cui perturbavo rispetto allo spazio di Cameron-Martin) o di Fre´chet (dove le
perturbazioni venivano fatte sulle funzioni continue nulle in 0), questa nuova
nozione di derivata e` molto piu` debole. Infatti la derivata verticale non an-
ticipativa di F in (x, v) e` calcolata (sostanzialmente) perturbando tramite la
funzione I{t}. Sebbene le “informazioni” date dalle derivate verticali e oriz-
zontali siano apparentemente molto poche, esse ci permetteranno comunque
di ricostruire i cammini di F .
Definizione 2.16. Dati j, k ∈ N definiamo
Cj,k = {F ∈ F∞r : DmF,∇nxF ∈ F∞r ∀n 6 k, ∀m 6 j}.
Chiamiamo Cj,kb lo spazio vettoriale costituito da tutti quei funzionali F
appartenenti a Cj,k con l’ulteriore proprieta` di avere tutte le derivate limitate
in modulo.
Ricominciamo a parlare di processi stocastici. Ci accingiamo a (ben)
definire il concetto di derivata verticale e orrizzontale non anticipativa per
processi Y adattati e della forma Y (t) = Ft(Xt, At), dove F ∈ F1 ∩ C1,2b
e X, A sono state definite ad inizio paragrafo. Diciamo che un processo di
questo tipo appartiene a C1,2(X).
Definizione 2.17. Dato Y ∈ C1,2(X), definiamo
DY (t) = DtF (Xt, At) derivata orizzontale non anticipativa di Y,
∇XY (t) = ∇xFt(Xt, At) derivata prima verticale non anticipativa di Y,
∇2XY (t) = ∇2xFt(Xt, At) derivata seconda verticale non anticipativa di Y.
Notiamo che anche in questo caso le derivate sono definite traiettoria per
traiettoria. Non e` tuttavia per niente banale dimostrare che quelle appena
date sono buone definizioni, nel senso che tali derivate sono unicamente defini-
te a meno di un insieme P-trascurabile, in altre parole non dipendono dal par-
ticolare funzionale C1,2 scelto per rappresentare Y . La buona definizione deri-
va dal seguente teorema per la cui dimostrazione rimandiamo all’Appendice
B.
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Teorema 2.5. Siano H, G ∈ C1,2([0, T ]) ∩ F∞ tali che per ogni t < T e per
ogni (xt, vt) ∈ C0([0, t],R)×D([0, t],R+) si abbia
G(xt, vt) = H(xt, vt),
allora ∀t < T ∀(xt, vt) ∈ C0([0, t],R)×D([0, t],R+) si ha:
1. DtG(xt, vt) = DtH(xt, vt);
2. ∇xG(xt, vt) = ∇xH(xt, vt);
3. ∇2xG(xt, vt) = ∇2xH(xt, vt).
Osservazione 2.6. Questo teorema ci garantisce che le derivate di H e G
coincidono sui cammini continui, su un generico cammino cadlag si possono
avere comportamenti “selvaggi” da parte dei funzionali e dunque non si puo`
piu` garantire l’eguaglianza.
Dopo aver esposto tutti questi risultati preliminari, siamo ora in grado di
enunciare e dimostrare una seconda formula di Itoˆ funzionale.
Teorema 2.6 (Formula di Itoˆ-Cont-Fournie´).
Sia Z ∈ C1,2b (X), allora per ogni t < T si ha
Z(t) = Z(0) +
∫ t
0
DZ(u)du+
∫ t
0
∇XZ(u)dX(u) + 2−1
∫ t
0
∇2XZ(u)d〈X〉(u).
(2.12)
In particolare ∀F ∈ C1,2b ∩ F1 F (X,A) e` una semimartingala (di cui cono-
sciamo anche la decomposizione come somma di un processo BV e di una
martingala di quadrato integrabile.)
Dimostrazione. In questo capitolo faremo la dimostrazione solo del caso A
processo avente traiettorie continue. La dimostrazione del caso generale si
trova in Appendice C.
Fissiamo t ∈ [0, T [, il processo X e la successione di (Πn)n = {tni = i2−nt :
i = 0, . . . , 2n}. L’idea alla base della dimostrazione e` di approssimare X con
processi i cui cammini sono costanti a tratti rispetto alla successione (Πn) di
suddivisioni di [0, t] e poi passare al limite usando il teorema di convergenza
dominata. Osserviamo per prima cosa che le variazioni di un funzionale lungo
un cammino costante a tratti possono essere decomposte tramite incrementi
orizzontali e verticali applicati traiettoria per traiettoria.
Supponiamo dapprima che X,A abbiano cammini limitati in modulo da
una costante L, in tal modo tutti gli integrali (anche stocastici) sono ben
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definiti in quanto gli integrandi sono limitati da una costante. Cammino per
cammino, poniamo
ηn = sup
u∈[tni ,tni+1]
{|A(u)− A(tni )|+ |X(u)−X(tni )|+ t2−n}.
Notiamo che, per uniforme continuita` di A e di X, si ha limn→∞ ηn = 0.
Poiche´ F ∈ F1 allora esistono δ > 0, C > 0 tali che per ogni s < t e per
ogni (x, v) ∈ D([0, s],R) × D([0, s],R+) con d∞(Xs, As), (x, v)) < δ si ha
|Fs(x,As)− F (x, vs)| 6 c‖As − vs‖1. Scegliamo n sufficientemente grande in
modo che definitivamente ηn < δ.
Chiamiamo
X(n)(t) =
2n−1∑
i=0
X(tni )I[tni ,tni+1[ +X(t)I{t}
il processo approssimante e prevedibile di X lungo Πn.
Per ogni n si ha
Ft(Xt, At)− F (X0, A0)
= Ft(Xt, At)− Ft(X(n)t , At) +
2n−1∑
i=0
(Ftni+1(X
(n)
tni+1
, Atni+1 − Ftni (X
(n)
tni
, Atni )).
Poiche´ limn→∞ d∞((X
(n)
t , At), (Xt, At)) = 0 allora
lim
n→∞
|Ft(Xt, At)− Ft(X(n)t , At)| = 0.
Cio` significa che, definitivamente, possiamo limitarci a lavorare sulla somma-
toria
bn =
2n−1∑
i=0
(Ftni+1(X
(n)
tni+1
, Atni+1)− Ftni (X
(n)
tni
, Atni ))
Chiamiamo δ
(n)
i = X(t
n
i+1)−X(tni ), h(n)i = tni+1 − tni .
Fissiamo l’i-simo addendo di bn e scomponiamolo in tre diversi addendi che
chiameremo cn1,i, c
n
2,i, c
n
3,i nel seguente modo:
Ftni+1(X
(n)
tni+1
, Atni+1)− Ftni (X
(n)
tni
, Atni )
= [Ftni+1(X
(n)
tni+1
, Atni+1)− Ftni+1(Xtni+1 , Atni ,hni )]
+ [Ftni+1(X
(n)
tni+1
, Atni+1,hni )− Ftni+1(X
(n)
tni ,h
n
i
, Atni ,hni )]
+ [Ftni+1(X
(n)
tni ,h
n
i
, Atni ,hni )− Ftni (X
(n)
tni
, Atni )].
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Per costruzione
|cn1,i| 6 C‖Atni+1 − Atni ,hni ‖1
= C
∫ tni+1
tni
|A(s)− A(tni )|ds 6 Cηn(tni+1 − tni )
e dunque
0 6
2n−1∑
i=0
|cn1,i| 6 Cηnt→ 0 per n→∞.
Concentriamo ora la nostra attenzione su cn2,i.
Poniamo Y
(n)
tni+1
= X
(n)
tni ,h
n
i
, ovvero Y rappresenta l’estensione orizzontale di
X
(n)
tni
all’intervallo [tni , t
n
i+1]. Per costruzione, X
(n) ha traiettorie costanti a
tratti dove i tratti sono proprio gli intervalli [tni , t
n
i+1], allora si ha anche che
Y
(n),δni
tni+1
= X
(n)
tni+1
e dunque possiamo riscrivere cn2,i nel seguente modo:
cn2,i = φi,n(X(t
n
i+1)−X(tni ))− φi,n(0)
dove φi,n(u) = Ftni+1(Y
(n),u
tni+1
, Atni ,hni ). Poiche´ F e` C
1,2
b allora φi,n e` C
2 in senso
classico e ne conosciamo esplicitamente le derivate
φ′i,n(u) = ∇xFtni+1(Y
(n),u
tni+1
, Atni ,hni ) e φ
′′
i,n(u) = ∇2xFtni+1(Y
(n),u
tni+1
, Atni ,hni ).
Applichiamo ora la formula di Itoˆ classica 2.1 a φi,n ottenendo
φi,n(X(t
n
i+1)−X(tni ))− φi,n(0)
=
∫ tni+1
tni
∇xFtni+1(Y
(n),X(s)−X(tni )
tni+1
, Atni ,hni )dX(s)
+ 2−1
∫ tni+1
tni
∇2xFtni+1(Y
(n),X(s)−X(tni )
tni+1
, Atni ,hni )d〈X〉(s).
Notiamo che il termine in dt non compare in quanto φi,n non dipende da t
esplicitamente.
Lavoriamo ora su cn3,i. Possiamo scrivere c
n
3,i = ψi,n(t
n
i+1 − tni ) − ψi,n(0)
dove ψi,n(h) = Ftni+1(X
(n)
tni ,h
, Atni ,h).
Essendo F ∈ C1,2b , allora ψi,n e` C1b e, grazie alla proposizione 2.3 riguardante
la regolarita` dei cammini applicata a F e DF , si ottiene
ψ′i,n(h) = DtF (X(n)tni ,h, Atni ,h)
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e infine, per il teorema fondamentale del calcolo integrale,
cn3,i =
∫ tni+1
tni
DsF (X(n)tni ,s−tni , Atni ,s−tni )ds.
Chiamiamo in(s) l’indice per cui si ha s ∈ [tni , tni+1[, allora si ha
Ft(Xt, At)− F0(X0, A0)
=
2n−1∑
i=0
cn1,i +
2n−1∑
i=0
cn2,i +
2n−1∑
i=0
cn3,i
=
∫ t
0
DsF (X(n)tn
in(s)
,s−tn
in(s)
, Atn
in(s)
,s−tn
in(s)
)ds
+
∫ t
0
∇xFtn
in(s)+1
(Y
(n),X(s)−X(tn
in(s)
)
tn
in(s)+1
, Atn
in(s)
,hn
in(s)
)dX(s)
+ 2−1
∫ t
0
∇2xFtnin(s)+1(Y
(n),X(s)−X(tn
in(s)
)
tn
in(s)+1
, Atn
in(s)
,hn
in(s)
)d〈X〉(s)
+ r(Πn) dove lim
n→∞
r(Πn) = 0.
Poiche´, per costruzione, sappiamo che ∀s ∈ [0, t], ∀n si ha
d∞((Xs, As), (X
(n)
tn
in(s)
,s−tn
in(s)
, Atn
in(s)
,s−tn
in(s)
)) < ηn
d∞((Xs, As), (Y
(n),X(s)−X(tn
in(s)
)
tn
in(s)+1
, Atn
in(s)
,hn
in(s)
)) < ηn
allora, per continuita` di F e delle sue derivate, si ottiene
lim
n→∞
DsF (X(n)tn
in(s)
,s−tn
in(s)
, Atn
in(s)
,s−tn
in(s)
) = DsF (Xs, As)
lim
n→∞
∇xFtn
in(s)+1
(Y
(n),X(s)−X(tn
in(s)
)
tn
in(s)+1
, Atn
in(s)
,hn
in(s)
) = ∇xF (Xs, As)
lim
n→∞
∇2xFtnin(s)+1(Y
(n),X(s)−X(tn
in(s)
)
tn
in(s)+1
, Atn
in(s)
,hn
in(s)
) = ∇2xF (Xs, As)
Per avere la tesi, basta mostrare che e` possibile passare al limite sotto al
segno di integrale.
E` sufficiente mostrare che sono soddisfatte le ipotesi del teorema di con-
vergenza dominata (classico o stocastico) ai tre integrali. Per questo e` fonda-
mentale l’ipotesi di F di classe C1,2b . In tal modo tutti gli integrandi risultano
dominati in modulo da una (unica) costante M che dipende solo da F, t, L.
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Allora si ha l’applicabilita` del teorema di convergenza dominata e dunque:
lim
n→∞
∫ t
0
DsF (X(n)tn
in(s)
,s−tn
in(s)
, Atn
in(s)
,s−tn
in(s)
)ds =
∫ t
0
DsF (Xs, As)ds q.c.
lim
n→∞
∫ t
0
∇xFtn
in(s)+1
(Y
(n),X(s)−X(tn
in(s)
)
tn
in(s)+1
, Atn
in(s)
,hn
in(s)
)dX(s)
=
∫ t
0
∇xF (Xs, As)dX(s) in P
lim
n→∞
∫ t
0
∇2xFtnin(s)+1(Y
(n),X(s)−X(tn
in(s)
)
tn
in(s)+1
, Atn
in(s)
,hn
in(s)
)d〈X〉(s)
=
∫ t
0
∇2xF (Xs, As)d〈X〉(s) in P.
Passando a una successione otteniamo la convergenza q.c. e dunque la tesi
per il caso limitato.
Facciamo ora il caso non limitato. Consideriamo (τn) una successione di
tempi opzionali cos`ı definiti:
τn = inf{s ∈ [0, t] : max(|A(s)|, |X(s)|) > n} ∧ t.
Applichiamo quanto appena dimostrato ai processi arrestati (Xτn , Aτn)
ottenendo
Ft(Xt∧τn , At∧τn)− F (X0, A0)
=
∫ t∧τn
0
DuF (Xu, Au)du+
∫ t∧τn
0
∇xFu(Xu, Au)dX(u)
+
∫ t∧τn
0
∇2xFu(Xu, Au)d〈X〉(u) +
∫ t
t∧τn
DtF (Xu∧τn , Au∧τn)du.
Poiche´ la successione di tempi opzionali e` crescente e poiche´, per n sufficien-
temente grande, si ha τn ∧ t = t q.c., allora, passando al limite, si ottiene la
tesi.
Osservazione 2.7. Osserviamo che Z non dipende da A, seppure nella di-
mostrazione sia stato fondamentale supporre che A fosse a traiettorie cadlag.
Inoltre Z dipende solamente dai valori delle derivate di F calcolate solo
sui cammini continui.
Piu` precisamente, le traiettorie di Z possono essere ricostruite a partire dai
valori di DtF, ∇xF, ∇2xF su C = ∪t∈[0,T ]C0([0, t],R)×D([0, t],R+) che e` un
fascio di spazi vettoriali contenuto in Λ. Notiamo in aggiunta che la formula
e` vera solo per t < T e non per T perche´ quando t = T non sono piu` validi i
discorsi riguardanti la continuita` a destra.
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Noi abbiamo dimostrato la formula di Itoˆ-Cont-Fournie´ solo nel caso uni-
dimensionale. Anche se non ne daremo dimostrazione, si puo` generalizzare
questa formula a livello d-dimensionale apportando le opportune modifiche
alle definizioni.
Vediamo velocemente cosa bisogna modificare. Indichiamo con xt una
generica funzione appartenente a D([0, t],Rd), e con vt una funzione con-
tenuta in D([0, t], S+d ) dove S
+
d indica lo spazio delle matrici simmetriche
definite positive d-dimensionali. Chiamiamo
Λd = ∪t∈[0,T ]D([0, t],Rd)×D([0, t], S+d ).
Un funzionale d-dimensionale e` un’applicazione F = (Ft)t∈[0,T ] : Λd → R.
Dato xt ∈ D([0, t],Rd), chiamiamo xt,h estensione orizzontale di xt allo
spazio D([0, t+ h],Rd) con h > 0 e t+ h 6 T la seguente funzione
xt,h(u) =
{
xt(u) se u 6 t
xt(t) se u ∈ [t, t+ h].
Chiamiamo xhet perturbazione verticale di xt di h ∈ R in direzione e ∈ Rd
la funzione
xhet (u) =
{
xt(u) se u < t
xt(t) + he se u = t
Notiamo che in questa generalizzazione abbiamo dovuto scegliere una di-
rezione da dare alla perturbazione. Nel caso unidimensionale la direzione era
invece forzata e quindi sarebbe stato inutile specificarla. Vediamo ora come
generalizzare in modo naturale il concetto di distanza. Siano t 6 t′ 6 T ,
(x, v) ∈ D([0, t],Rd) × D([0, t], S+d ), (x′, v′) ∈ D([0, t′],Rd) × D([0, t′], S+d ),
detto h = t′ − t chiamiamo d∞ e d1 due distanze su Λ definite nel seguente
modo:
d∞((x, v), (x′, v′)) = sup
u∈[0,t′]
‖xt,h(u)− x′(u)‖+ sup
u∈[0,t′]
‖vt,h(u)− v′(u)‖+ h,
d1((x, v), (x
′, v′)) = sup
u∈[0,t′]
‖xt,h(u)− x′(u)‖+
∫ t′
0
‖vt,h(u)− v′(u)‖du+ h,
dove con ‖‖ indichiamo la norma uniforme su D([0, t],Rd) (risp. D([0, t], S+d ).
Senza riscrivere le nuove nozioni di continuita` e le proprieta` di misurabilita`
(perche´ sono esattamente le stesse del caso unidimensionale) passiamo a
definire la nozione di derivata non anticipativa d-dimensionale.
Il caso orizzontale si estende in maniera naturale, cio` che realmente cam-
bia e` il caso verticale. Infatti, in questo caso, detti ei i vettori unitari della
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base canonica su Rd, si definisce derivata verticale di F in (x, v) il vettore
d-dimensionale
∇xF (x, v) = (∂xiF (x, v) = lim
h→0
(Ft+h(x
hei , v)− Ft(x, v))/h : i = 1, . . . , d)
a patto che tali limiti effettivamente esistano. Com’e` naturale, la derivata
verticale seconda di F e` una matrice d-dimensionale simmetrica ottenuta
derivando componente per componente la derivata verticale prima di F .
Arriviamo ora a enunciare la formula generale di Itoˆ funzionale suppo-
nendo che X sia una martingala d-dimensionale a traiettorie continue con
variazione quadratica della forma 〈X〉(t) = ∫ t
0
A(s)ds e A sia un processo
cadlag.
Teorema 2.7 (Formula di Itoˆ-Cont-Fournie´ d-dimensionale).
Sia Z ∈ C1,2b (X), allora ∀t < T si ha
Z(t) = Z(0) +
∫ t
0
DZ(u)du+
∫ t
0
< ∇XZ(u), dX(u) >
+ 2−1
∫ t
0
tr(∇2XZ(u)d〈X〉(u)).
2.6 Conclusioni
Vogliamo concludere questo capitolo spiegando il motivo per cui abbiamo
detto che gli approcci alla formula di Itoˆ sono tre quando invece le formule
che abbiamo enunciato sono quattro (casi multidimensionali esclusi).
Le distinzioni tra l’approccio classico e la formula di Itoˆ-Follmer sono
chiare, basti pensare alla natura puramente analitica di quest’ultima.
Essendo stato definito un nuovo tipo di derivata, e` altrettanto evidente
che le formule di Itoˆ-Dupire e di Itoˆ-Cont-Fournie´ si distinguono dalle due
iniziali.
Queste ultime due formule non sono tuttavia molto dissimili tra loro,
sebbene non si possa dire quale delle due formule risulti piu` generale in
quanto le ipotesi di applicabilita` delle formule e dei funzionali sono diverse.
Nel caso di Dupire, le ipotesi sono di tipo variazionale, nel senso che si
impone l’ipotesi di convergenza su4xf rispetto alla successione Πn per avere
una buona definizione dell’integrale stocastico traiettoria per traiettoria.
Nel caso di Itoˆ-Cont-Fournie´, invece, si richiede che la variazione qua-
dratica associata al processo X sia rappresentabile in una particolare forma
e che il funzionale F (X,A) sia, oltre che sufficientemente regolare, anche
limitato e con derivate limitate. In particolare si puo` notare che la Formula
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di Itoˆ-Cont-Fournie´ non dipende da A. Tuttavia, come vedremo, a livello di
applicazioni pratiche, queste due formule coincidono.
Infatti le ipotesi che X sia una semimartingala unidimensionale a trai-
ettorie continue soddisfacente la SDE dX(t) = µ(t)dt +
√
A(t)dW (t) con A
a traiettorie cadlag e che il funzionale f risulti limitato e sufficientemente
regolare saranno sempre utilizzate nei capitoli successivi.
Inoltre, analizzando le due diverse definizioni di derivate, si osserva che le
perturbazioni che individuano la derivata del funzionale f dipendono sostan-
zialmente solo dalla traiettoria di X e non dalla variazione quadratica.
Dunque i due approcci sono estremamente simili e per questo motivo li
consideriamo come se fossero un unico approccio.
Personalmente, considero il Calcolo funzionale di Cont-Fournie´ matema-
ticamente piu` elegante e per questo si e` preferito inserire la dimostrazione
della formula di Itoˆ-Dupire nell’Appendice dando maggior risalto in questo
capitolo alla dimostrazione di Itoˆ-Cont-Fournie´.
Capitolo 3
Confronto con il Calcolo di
Malliavin
3.1 Breve presentazione del Calcolo di Mal-
liavin
3.1.1 Introduzione
Il Calcolo di Malliavin fa parte della teoria del calcolo variazionale sto-
castico.
Storicamente nato negli anni ′70 dal lavoro del matematico francese Paul
Malliavin per trovare una soluzione per via stocastica di un problema alle
derivate parziali di Hormander, al giorno d’oggi questo tipo di Calcolo e` sta-
to notevolmente sviluppato e applicato a vari rami della matematica quali la
teoria dei controlli (ad esempio per problemi riguardanti il filtraggio stocasti-
co), la teoria delle equazioni differenziali e la finanza matematica (in partico-
lare per il calcolo delle cosiddette Greche). L’idea cruciale da cui ebbe origine
il Calcolo di Malliavin e`, come vedremo tra poco, il concetto di derivata di
un processo stocastico.
3.1.2 Alcuni risultati fondamentali del Calcolo di Mal-
liavin
Cominciamo questo paragrafo ricordando la definizione di derivata secon-
do Fre´chet. Dato uno spazio di Banach (B, ‖ ‖) reale, una funzione f : B → R
si dice derivabile secondo Fre´chet nel punto x0 se esiste un’applicazione
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lineare continua f ′(x0) : B → R tale che
lim
h∈B, ‖h‖→0
|f(x0 + h)− f(x0)− < f ′(x0), h > |/ ‖ h ‖= 0.
Richiamata questa definizione, ci accingiamo a dare una definizione (provvi-
soria) di derivabilita` secondo Malliavin. D’ora in poi supporremo sempre che
Ω sia lo spazio probabilizzato su cui e` definita la misura di Wiener P e con
W indicheremo un processo di Wiener su tale spazio. Inoltre identificheremo
l’integrale secondo Itoˆ di h tra 0 e T rispetto a W con W(h).
Definizione 3.1. F ∈ L2(Ω) si dice derivabile secondo Malliavin se
esiste un’applicazione Z(t, ω) a valori reali e con dominio [0, T ]×Ω tale che,
preso comunque h ∈ L2(0, T ) e detta h∗(t) = ∫ t
0
h(s)ds, allora esiste ed e`
nullo q.c. il limite seguente:
lim
²→0+
‖ (F (ω + εh∗(T ))− F (ω)− ε
∫ T
0
h(s)Z(s, ω)ds)/ε‖L2 .
In tal caso si definisce Dt(F (.)) = Z(t, .) derivata di Malliavin di F .
Osservazione 3.1. Notiamo che in un certo senso stiamo derivando F secondo
Fre´chet sullo spazio di Cameron-Martin costituito da tutte quelle funzioni h∗
della forma h∗(t) =
∫ t
0
h(s)ds per qualche h ∈ L2(0, T ). In realta` non si puo`
parlare di vera e propria derivata di Fre´chet poiche´ lo spazio di Cameron-
Martin e` normato ma non completo in quanto non e` chiuso rispetto alla
norma uniforme.
Da tale definizione si ricava facilmente che:
1. dato k ∈ L2(0, T ) il processo
(∫ t
0
k(s)dW (s)
)
t∈[0,T ]
e` derivabile secondo
Malliavin e che Dt
(∫ t
0
k(s)dW (s)
)
= k(t) qualsiasi sia ω ∈ Ω.
2. Chiamiamo esponenziale di Wiener rispetto ad h : [0, T ] → R,
h ∈ L2(0, T ) il processo
ε(h) = exp
(∫ T
0
h(s)dW (s)− 2−1
∫ T
0
h2(s)ds
)
,
allora tale processo e` derivabile secondo Malliavin e
Dt(ε(h))(ω) = ε(h)(ω)h(t).
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Poco fa abbiamo detto che la definizione e` solo provvisoria. Il motivo e` che tale
operatore non e` chiuso mentre noi vogliamo avere una definizione di derivata
di Malliavin che sia anche un operatore chiuso. Dobbiamo provare quindi
la chiudibilita` dell’operatore D. Formalizziamo ora matematicamente tale
discorso dando alcune definizioni e enunciando alcuni risultati fondamentali.
Definizione 3.2. F ∈ L2(Ω) si dice una funzione liscia secondo Malliavin
se esiste ϕ appartenente a C∞(Rn,R) ed esistono h1, . . . , hn ∈ L2(0, T ) tali
che F = ϕ(W(h1), . . . ,W(hn)) e con ϕ avente derivate la cui crescita e`
dominata da un’esponenziale. Indichiamo con L lo spazio vettoriale delle
funzioni lisce secondo Malliavin.
Osserviamo che ogni esponenziale di Wiener e` liscio e che i funzionali
lisci sono derivabili secondo Malliavin. La prima considerazione e` ovvia per
definizione degli esponenziali di Wiener. Per la seconda osservazione basta
notare che, presa comunque F = ϕ(W(h1), . . . ,W(hn)) ∈ L e definita
DtF =
n∑
i=1
∂ϕ
∂xi
(W(h1), . . . ,W(hn))hi(t),
allora DtF verifica la definizione 3.1.
Dotiamo L di una norma diversa da quella indotta come sottospazio di
L2.
Dato F ∈ L definiamo
‖F‖1,2 =
√∫
Ω
F 2dP+
∫
Ω
dP
∫ T
0
(DtF )2dt
e chiamiamo D1,2 = L‖ ‖1,2 .
Si puo` dimostrare che D e` chiudibile su D1,2. Per fare cio` necessitiamo
della seguente proposizione, nota come formula di integrazione per parti
di Gaveau-Tramber.
Proposizione 3.1. Siano F, G ∈ L, h ∈ L2(0, T ), allora
E
[
G
∫ T
0
DsFh(s)ds
]
= E
[
−F
∫ T
0
DsGh(s)ds+ FGW(h)
]
.
Usando la proposizione 3.1 e` facile mostrare la chiudibilita` di D su D1,2.
Addirittura avremmo potuto direttamente definire D in maniera debole,
ma per dare maggiore comprensibilita` all’elaborato si e` preferito fare la
costruzione in maniera classica.
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Definizione 3.3. Data F ∈ L2(Ω), essa si dice derivabile debolmente
secondo Malliavin se esiste un unico Z = D˜F ∈ L2(Ω× [0, T ]) tale che per
ogni G liscia, per ogni h ∈ L2(0, T ) si abbia
E
[
G
(∫ T
0
Z(s)h(s)ds
)]
= E
[
−F
(∫ T
0
h(s)(DsG)ds
)
+ FGW(h)
]
.
Notiamo che l’operatore derivata di Malliavin associa a ogni elemento di
D1,2 un elemento di L2(Ω× [0, T ]).
Proposizione 3.2 (Buona definizione della derivata debole). L’operatore D˜
definito sopra e` un operatore chiuso e estende D a tutto D1,2.
La dimostrazione e` un corollario della 3.1.
Continuiamo questa breve introduzione al Calcolo di Malliavin con l’e-
nunciato della Regola della Catena, che ha l’importante ruolo di legare le
derivate classiche con la derivata secondo Malliavin.
Proposizione 3.3.
Siano F1, . . . , Fn ∈ D1,2, ϕ : Rn → R una funzione C1 tale che esista una
costante C per cui
|ϕ(x)|+
n∑
i=1
| ∂ϕ
∂xi
(x)| 6 C(1 + |x|).
Allora
Dtϕ(F1, . . . , Fn) =
n∑
i=1
∂ϕ
∂xi
(F1, . . . , Fn)DtFi (3.1)
La dimostrazione di questa proposizione e` ovvia una volta che si e` di-
mostrato che l’operatore D e` chiudibile e che l’equazione (3.1) vale su un
insieme denso di D1,2 quale lo spazio delle funzioni lisce.
Proseguiamo il paragrafo definendo il concetto di Integrale di Skorohod e
enunciando uno dei risultati piu` importanti a esso associati.
Definizione 3.4. Chiamiamo Integrale di Skorohod l’operatore D∗ :
dom(D∗) ⊂ L2(Ω× [0, T ])→ L2(Ω) aggiunto di D. Diciamo che un elemento
Z ∈ dom(D∗) se l’operatore lineare
F 7→ E
[∫ T
0
DsFZ(s)ds
]
e` continuo rispetto alla alla norma L2. Se Z ∈ dom(D∗)) allora si ha
< F,D∗Z >L2(Ω)= E[FD∗(Z)]
= E
[∫ T
0
(DsF )Z(s)ds
]
=< DF,Z >L2(Ω×[0,T ]) .
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In parole povere, l’integrale di Skorohod e` l’aggiunto della derivata di
Malliavin. Inoltre esso e` chiuso perche´ lo e` D. L’integrale di Skorohod non e`
un vero e proprio integrale e in generale non sappiamo come e` fatto. Tuttavia
vale il seguente teorema:
Teorema 3.1. Se H ∈ L2(Ω × [0, T ], dPdt) e progressivamente misurabile,
allora
H ∈ dom(D∗) e D∗(H) =
∫ T
0
H(s)dW (s),
ovvero la divergenza coincide con l’integrale di Itoˆ.
Siamo finalmente in grado di enunciare la celebre formula di Clark-Ocone
che rappresenta un importante collegamento tra la derivata di Malliavin e il
teorema di rappresentazione delle martingale.
Teorema 3.2. [Formula di Clark-Ocone] Sia F ∈ D1,2, allora
F = E[F ] +
∫ T
0
H(s)dW (s)
dove H rappresenta la proiezione di DF sul sottospazio L2(Ω×[0, T ],G, dPdt)
con G σ-algebra generata dai processi progressivamente misurabili.
Inoltre si ha H(s, ω) = E[DtF |Fs](ω) per q. o. (s, ω).
Proposizione 3.4. [Misurabilita`] Sia F ∈ D1,2 una v.a. Ft-misurabile. Al-
lora ∀s ∈ [0, T ] si ha DsF Ft-misurabile e DsF = 0 per s > t. In altre parole
derivare per s > t non ci da` alcuna informazione.
Corollario 3.1. Se H ∈ dom(D∗) ed e` progressivamente misurabile allora
Dt
(∫ T
0
H(s)dW (s)
)
= H(t) +
∫ T
t
DtH(s)dW (s).
La proposizione 3.4 e il corollario 3.1 ci fanno capire il carattere puramente
anticipativo del Calcolo di Malliavin. Infatti le informazioni provenienti dal
passato non danno alcun contributo al calcolo della derivata del processo
stocastico. La derivata secondo Malliavin su un certo processo stocastico
consiste nel perturbare un cammino ad un certo tempo t per dedurre il pos-
sibile comportamento futuro (precisamente tra [t, T ]) del processo rispetto
ad un qualsiasi funzionale. Si puo` dunque interpretare il Calcolo di Malliavin
come un tipo di calcolo differenziale per funzionali definiti su un certo fissato
intervallo temporale [0, T ] e sullo spazio di Wiener.
Come vedremo, il Calcolo di Malliavin e` in netta contrapposizione con il Cal-
colo di Itoˆ funzionale esposto nei prossimi paragrafi, sviluppato in modo tale
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da non dipendere dal particolare intervallo fissato [0, T ], bens`ı basato solo
su quanto e` accaduto tra 0 e t e non rispetto ad una particolare scadenza
T > t. Quest’ultimo tipo di Calcolo e` stato costruito appositamente in modo
da risultare non anticipativo.
3.2 Conseguenze della Formula di Itoˆ-Dupire
3.2.1 Introduzione
In questo paragrafo, con l’ausilio della formula di Itoˆ-Dupire, generalizze-
remo il concetto di generatore infinitesimale, caratterizzeremo le sottomartin-
gale funzionali, dimostreremo una formula di Feyman-Kac funzionale, tro-
veremo una nuova Regola della Catena e infine parleremo di una formula
funzionale di integrazione per parti. Inoltre sara` presentato un primo nuovo
teorema di rappresentazione delle martingale e verra` introdotto il cosiddet-
to integrale di Skorohod-Dupire. Anche se e` gia` stato osservato nel secondo
capitolo (ovvero quello relativo alle varie Formule di Itoˆ), rimarchiamo nuo-
vamente il fatto che questo nuovo approccio calcola le derivate aleatorie al
tempo t < T cammino per cammino tramite funzionali definiti su [0, t] e non
su tutto [0, T ].
3.2.2 Risultati fondamentali del Calcolo Funzionale se-
condo Dupire
Definizione 3.5. Sia (W (t))06t6T¯ un processo di Wiener unidimensionale
standard, la SDE
dX(t) = a(Xt)dt+ b(Xt)dW (t)
si dice ben posta per t ∈ [a, b] se, comunque scegliamo le condizioni al
contorno X(a), X(b), tali condizioni ci permettono di definire in maniera
unica tutte le distribuzioni di dimensione finita del processo (X(t))a6t6b che
risolve la SDE.
Osservazione 3.2. Tale definizione ricalca la definizione classica di SDE ben
posta ma non puo` essere la stessa in quanto il processo soluzione della SDE
che noi consideriamo dipende anche dal suo passato e non ha quindi un
comportamento di tipo markoviano.
Inoltre, tale definizione ci garantisce l’esistenza e l’unicita` di un processo X
che verifichi la SDE. Condizioni sufficienti di esistenza e unicita` sono state
date nel primo capitolo.
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Sia (W (t))06t6T¯ un processo di Wiener unidimensionale standard e sup-
poniamo che il processo (X(t))06t6T¯ verifichi la seguente SDE
dX(t) = a(Xt)dt+ b(Xt)dW (t) (3.2)
e che tale SDE sia ben posta.
Definizione 3.6. Dati f un funzionale liscio e (X(t))06t6T¯ un processo tali
che esista e sia q.c. finito
lim
δ→0+
(E[f(Xt+δ)|Xt]− f(Xt))/δ
allora definiamo
A[f(Xt)] = lim
δ→0+
(E[f(Xt+δ)|Xt]− f(Xt))/δ.
L’operatore A ha come dominio
D(A) = {f(X.)|f liscio tale che esiste lim
δ→0+
(E[f(Xt+δ)|Xt]− f(Xt))/δ ∈ R}
La seguente proposizione si propone di dare condizioni sufficienti affinche´
tale operatore risulti definito e abbia anche un’espressione esplicita.
Proposizione 3.5. Sia (X(t)) che soddisfa (3.2), allora
A[f(Xt)] = a(Xt)4xf(Xt) +4tf(Xt) + 2−1b2(Xt)4xxf(Xt).
Dimostrazione. Usando la formula di Itoˆ-Dupire, le proprieta` della speranza
condizionale e il fatto che la speranza di un integrale stocastico e` sempre
nulla, si ha
lim
δ→0+
(E[f(Xt+δ)|Xt]− f(Xt))/δ
= lim
δ→0+
(E[
∫ t+δ
t
a(Xu)4xf(Xu)du+
∫ t+δ
t
4tf(Xu)du
+ 2−1
∫ t+δ
t
b2(Xu)4xxf(Xu)du])/δ
= a(Xt)4xf(Xt) +4tf(Xt) + 2−1b2(Xt)4xxf(Xt).
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Osservazione 3.3. Sotto le stesse ipotesi dell proposizione precendente, se
f(Xt) = h(t,X(t)), allora ritroviamo il classico generatore infinitesimale.
Omettiamo la dimostrazione in quanto deriva direttamente dalla proposizione,
dimostrata nel capitolo precendente, che
4xf =
∂h
∂x
, 4tf =
∂h
∂t
.
Dunque il generatore infinitesimale funzionale generalizza il concetto di ge-
neratore infinitesimale relativo ai processi stocastici.
Dimostriamo ora due teoremi: il primo dei quali ci permettera` di caratte-
rizzare le sottomartingale funzionali in base al comportamento delle derivate
di f e il secondo che risultera` molto utile nelle applicazioni finanziarie non
anticipative di questa Tesi.
Teorema 3.3 (Caratterizzazione delle sottomartingale “funzionali”). Sia f
un funzionale liscio e sia X una martingala a traiettorie continue.
Allora Y (t) = f(Xt) e` una sottomartingala (avente traiettorie continue) se e
solo se
4tf(Xt)dt+ 2−14xxf(Xt)d〈X〉(t) > 0.
Dimostrazione. ⇒) Applichiamo la formula di Itoˆ-Dupire a Y ottenendo
Y (t) = f(Xt)
= f(X0) +
∫ t
0
4tf(Xu)du
∫ t
0
4xf(Xu)dX(u) + 2−1
∫ t
0
4xxf(Xu)d〈X〉(u).
Per ipotesi Y e` una sottomartingala, dunque per ogni s 6 t si ha
E[Y (t)− Y (s)|Fs] > 0.
Sfruttando anche le proprieta` dell’integrale stocastico si ottiene
0 6 E[Y (t)− Y (s)|Fs]
= E
[∫ t
s
4tf(Xu)du
∫ t
s
4xf(Xu)dX(u) + 2−1
∫ t
s
4xxf(Xu)d〈X〉(u)|Fs
]
= E
[∫ t
s
4tf(Xu)du+ 2−1
∫ t
s
4xxf(Xu)d〈X〉(u)|Fs
]
.
Passiamo ora al limite per s→ t− ottenendo
lim
s→t−
E
[∫ t
s
4tf(Xu)du+ 2−1
∫ t
s
4xxf(Xu)d〈X〉(u)|Fs
]
= 4tf(Xt)dt+ 2−14xxf(Xt)d〈X〉(t) > 0.
CAPITOLO 3. CONFRONTO CON IL CALCOLO DI MALLIAVIN 57
⇐) Per costruzione sappiamo che per ogni s 6 t
E[Y (t)− Y (s)|Fs]
= E
[∫ t
s
4tf(Xu)du+ 2−1
∫ t
s
4xxf(Xu)d〈X〉(u)|Fs
]
e per ipotesi vale 4tf(Xt)dt+ 2−14xxf(Xt)d〈X〉(t) > 0 allora
E[Y (t)− Y (s)|Fs] > 0.
Da cui la tesi.
Da questa proposizione osserviamo in particolare che, fissato f liscio,
affinche´ ogni processo della forma (Y (t)) = f(Xt) risulti una martingala, e`
sufficiente che 4tf > 0 e 4xxf > 0. Prima di enunciare e dimostrare la
Formula di Feyman-Kac funzionale, vediamo in cosa consiste la Formula di
Feyman-Kac classica.
Teorema 3.4 (Formula di Feyman-Kac classica). Supponiamo che il processo
(X(t))06t6T¯ soddisfi dX(t) = µ(t,X(t))dt+ σ(t,X(t))dW (t). Siano g : R→
R integrabile, r : [0, T ]→ R, definiamo f : [0, T ]×R→ R nel seguente modo
f(t, x) = E
[
exp
(
−
∫
t
T
r(u)du
)
g(X(T ))|X(t) = x
]
Se f e` una funzione C1,2, allora
µ(t, x)
∂f
∂x
(t, x) +
∂f
∂t
(t, x) + 2−1σ2(t, x)
∂2f
∂x2
(t, x)− r(t)f(t, x) = 0.
La dimostrazione di questa formula si puo` reperire su [5].
Teorema 3.5. [ Formula di Feyman-Kac funzionale] Supponiamo che il pro-
cesso (X(t))06t6T¯ soddisfi (3.2), siano g : ΛT → R integrabile, r : Λ → R,
t ∈ [0, T [, Y = (Y (s))s∈[0,t] un processo a traiettorie continue, definiamo
f : Λ→ R nel seguente modo:
f(Yt) = E
[
exp
(
−
∫
t
T
r(Zu)du
)
g(ZT )|Zt = Yt
]
dove
{
ZT (u) = Yt(u), se u ∈ [0, t]
dZ(u) = a(Zu)du+ b(Zu)dW (u), se u ∈ [t, T ]
Se f e` un funzionale liscio, allora
a(Yt)4xf(Yt) +4tf(Yt) + 2−1b2(Yt)4xxf(Yt)− r(Yt)f(Yt) = 0.
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Osservazione 3.4. Notiamo che la formula di Feyman-Kac funzionale gene-
ralizza la formula di Feyman-Kac classica in quanto il concetto stesso di
derivata funzionale generalizza quello di derivata classica.
Dimostrazione. Applichiamo la formula di Itoˆ-Dupire in forma differenziale
al funzionale liscio
h(Yt) = E
[
exp
(
−
∫
0
T
r(Zu)du
)
g(ZT )|Zt = Yt
]
= exp
(
−
∫
0
t
r(Zu)du
)
f(Yt).
Allora
dh = exp
(
−
∫
0
.
r(Yu)du
)
(4xfdX.+ (4tf − rf)dt+ 2−14xxfd〈X〉(.))
= exp
(
−
∫
0
.
r(Yu)du
)
([2−1b24xxf + a4xf + (4tf − rf)]dt+ b4xfdW )
Osserviamo che (h(Yt))06t6T¯ e` una martingala in quanto e` chiusa da
exp
(∫
0
T
r(Zu)du
)
g(ZT ),
allora il termine di drift deve essere nullo e quindi
b2(Yt)2
−14xxf(Yt) + a(Yt)4xf(Yt) +4tf(Yt)− r(Yt)f(Yt) = 0.
Osservazione 3.5. Una volta fissato t ∈ [0, T ), non e` necessario che la traiet-
toria di Yt sia generata dalla dinamica di X. Fondamentale per soddisfare le
ipotesi del teorema e` che il funzionale f(Y ) risulti regolare a sufficienza in
modo tale da poter definire cammini che hanno come condizione iniziale Yt
e che seguano la dinamica di X. In altre parole, e` necessario che il processo
(Z(t))06t6T¯ segua la (3.2) a partire da t e che dia regolarita` a f .
Un interessante corollario del teorema 3.5 e` la (prima) versione funzionale
del teorema di rappresentazione delle martingale.
Corollario 3.2. Supponiamo che il processo (X(t))06t6T¯ soddisfi (3.2), sia
g : ΛT → R integrabile, definiamo f : Λ→ R f(Yt) = E[g(ZT )|Zt = Yt] dove{
ZT (u) = Yt(u), se u ∈ [0, t]
dZ(u) = a(Zu)du+ b(Zu)dW (u), se u ∈ [t, T ]
Supponiamo f sia liscio, allora
g(XT ) = E[g(XT )|X0] +
∫ T
0
b(Xu)4xf(Xu)dW (u).
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Dimostrazione. Siamo nel caso particolare r ≡ 0 del teorema 3.5 con X = Y ,
quindi si ha
a(Xt)4xf(Xt) +4tf(Xt) + 2−1b2(Xt)4xxf(Xt) = 0. (3.3)
Inoltre su f e` applicabile la formula di Itoˆ funzionale e quindi, avvalendoci
della (3.3), si ha
g(ZT ) = f(XT )
= f(X0) +
∫ T
0
4tf(Xt)dt+
∫ T
0
4xf(Xt)dX(t) + 2−1
∫ T
0
4xxf(Xt)d〈X〉(t)
= f(X0) +
∫ T
0
4tf(Xt)dt+
∫ T
0
a(Xt)4xf(Xt)dt+
∫ T
0
b(Xt)4xf(Xt)dW (t)
+ 2−1
∫ T
0
b2(Xt)4xxf(Xt)dt = f(X0) +
∫ T
0
b(Xt)4xf(Xt)dW (t)
= E[g(XT )|Y0 = Z0 = X0] +
∫ T
0
b(Xt)4xf(Xt)dW (t).
Diamo ora un’interpretazione economica di questo corollario: nel-
l’ipotesi di completezza del mercato, l’optimal hedging ratio di un’opzione
dipendente dalla traiettoria e` dato da 4xf(Xt), ovvero dalla derivata (fun-
zionale) dell’opzione rispetto al prezzo spot del sottostante.
3.2.3 L’integrale di Skorohod-Dupire, una formula di
integrazione per parti e la Regola della Catena
secondo Dupire
Definizione 3.7. Sia X = (X(t))06t6T¯ una semimartingala continua, sia f
un funzionale liscio, sia T ∈ [0, T¯ ], fissata (Πn)n successione di partizioni di
[0, T ] con limn→∞ ‖Πn‖ = 0, supponiamo esista e sia finito
lim
n→∞
∑
tni ∈Πn
g(Xtni )(X(t
n
i )−X(tni−1)) q.c.,
allora si definisce
δ(g) = lim
n→∞
∑
tni ∈Πn
g(Xtni )(X(t
n
i )−X(tni−1))
integrale di Skorohod-Dupire di g rispetto a X.
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Talvolta si scrive δ(g) =
∫ T
0
g(XT )δX(t). Come vedremo, in analogia
all’integrale di Skorohod-Malliavin, l’integrale di Skorohod-Dupire non e` un
vero integrale stocastico.
Proposizione 3.6. [Rappresentazione dell’integrale di Skorohod-Dupire per
funzionali lisci] Sia X = (X(t))06t6T¯ una semimartingala continua, sia h un
funzionale liscio tale che δ(h) e
∫ T
0
h(Xt)dX(t) sono ben definiti, allora
δ(h) =
∫ T
0
h(Xt)dX(t) +
∫ T
0
4xh(Xt)d〈X〉(t).
Dimostrazione. Fissiamo la successione approssimante di Πn, allora per de-
finizione si ha
δ(h) = lim
n→∞
∑
tni ∈Πn
h(Xtni )(X(t
n
i )−X(tni−1))
= lim
n→∞
∑
tni ∈Πn
h(Xtni−1)(X(t
n
i )−X(tni−1))
+ lim
n→∞
∑
tni ∈Πn
(h(Xtni )− h(Xtni−1))(X(tni )−X(tni−1))
=
∫ T
0
h(Xt)dX(t) + lim
n→∞
∑
tni ∈Πn
(h(Xtni )− h(Xtni−1))(X(tni )−X(tni−1)).
Concentriamoci sul secondo addendo e mostriamo che esso coincide con∫ T
0
4xh(Xt)d〈X〉(t). Riprendendo le stesse notazioni usate nella dimostra-
zione della formula di Itoˆ-Dupire, chiamiamo per ogni n e per ogni i 6 pn i
funzionali Y ni , Z
n
i ∈ Λtni nel seguente modo:
Y ni (s) =
{
XT (t
n
j−1), se s ∈ [tnj−1, tnj )
XT (t
n
i ), se s = t
n
i
Zni (s) =
{
Y ni (s), se s < t
n
i
XT (t
n
i−1), altrimenti.
Chiamando
ai,n = h(Xtni )− h(Xtni−1)− (h(Y ni )− h(Y ni−1)), bi,n = h(Y ni )− h(Y ni−1),
banalmente osserviamo che h(Xtni )− h(Xtni−1) = ai,n + bi,n. Mostriamo che
• limn→∞
∑
tni ∈Πn ai,n(X(t
n
i )−X(tni−1)) = 0 in probabilita`.
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Per prima cosa notiamo che
lim
n→∞
|ai,n| = 0
in quanto, per la disuguaglianza triangolare e poiche´ h e` Λ-continua,
lim
n→∞
|ai,n| 6 lim
n→∞
|h(Xtni )− h(Xni )|+ |h(Xtni−1)− h(Xni−1)| = 0.
Inoltre
lim
n→∞
∑
tni ∈Πn
ai,n(X(t
n
i )−X(tni−1))
6 lim
n→∞
∑
tni ∈Πn
|ai,n||X(tni )−X(tni−1)|
= lim
n→∞
∑
tni ∈Πn
√
a2i,n
√
(X(tni )−X(tni−1))2
6 lim
n→∞
√∑
tni ∈Πn
a2i,n
√∑
tni ∈Πn
(X(tni )−X(tni−1))2
= 0〈X〉(T ) = 0 in probabilita`.
• limn→∞
∑
tni ∈Πn bi,n(X(t
n
i )−X(tni−1)) =
∫ T
0
4xh(Xs)d〈X〉(s) in P.
Usando il Teorema del valor medio e in seguito applicando le proprie-
ta` delle variazioni p-sime dei processi a variazione quadratica finita,
la Λ-continuita` di 4xh unita al fatto che limn→∞ Zni(n) = Xt in dΛ,
otteniamo
lim
n→∞
∑
tni ∈Πn
bi,n(X(t
n
i )−X(tni−1))
= lim
n→∞
∑
tni ∈Πn
4xh(Zni )(X(tni )−X(tni−1))2
+ lim
n→∞
∑
tni ∈Πn
2−14xxh(Zn,y
n
i
i )(X(t
n
i )−X(tni−1))3
+ lim
n→∞
∑
tni ∈Πn
4th(Y ni−1,θni )(t
n
i − tni−1)(X(tni )−X(tni−1))
=
∫ T
0
4xh(Xs)d〈X〉(s) + 0 + 0 in probabilita`.
Fatto cio`, passando a una opportuna sottosuccessione, otteniamo la conver-
genza quasi certa. Da cui la tesi.
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Notiamo che, se X e` addirittura una martingala continua, allora
E[δ(h)] = E
[∫ T
0
4xh(Xt)d〈X〉(t)
]
in quanto, come al solito, la speranza di un integrale stocastico e` nulla.
Detto cio`, questa facile considerazione risulta molto utile per dimostrare la
seguente proposizione.
Proposizione 3.7 (Formula di integrazione per parti). Sia X una martin-
gala continua e siano f, g funzionali lisci, allora
< 4xf, g >T= E[δ(fg)]− < f,4xg >T
dove con la notazione < h, r >T indichiamo E
[∫ T
0
h(Xt)r(Xt)d〈X〉(t)
]
.
Dimostrazione. Essendo fg un funzionale liscio, dalla proposizione 3.6 dedu-
ciamo che,
E[δ(fg)] = E
[∫ T
0
4x(fg)(Xt)d〈X〉(t)
]
.
Ci siamo cos`ı ricondotti a un’espressione formale su cui sappiamo lavorare.
Quindi
E[δ(fg)] = E
[∫ T
0
4x(fg)(Xt)d〈X〉(t)
]
= E
[∫ T
0
(4xg)(Xt)f(Xt)d〈X〉(t)
]
+ E
[∫ T
0
(4xf)(Xt)g(Xt)d〈X〉(t)
]
=< f,4xg >T + < 4xf, g >T
Concludiamo il paragrafo con l’enunciato e la dimostrazione della regola
della catena secondo Dupire.
Proposizione 3.8. [Regola della Catena di Dupire] Siano φ : Rn → R una
funzione C1, f : Λ → R un funzionale C1 in x tale che esistono z1, . . . , zn
processi lisci e funzioni del cammino Xt tali che f(Xt) = φ(z1(t), . . . , zn(t)),
allora
4xf =
n∑
i=1
∂φ
∂zi
4xzi. (3.4)
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Dimostrazione. Il caso n = 1 e` ovvio, basta fare una semplice composizione.
Facciamo il caso n = 2 da cui si deduce banalmente il caso generale.
4xf(Xt) = 4x φ(z1(t), z2(t))
= lim
h→0
[φ(zh1 (t), z
h
2 (t))− φ(z1(t), z2(t))]/h
= lim
h→0
[φ(zh1 (t), z
h
2 (t))− φ(zh1 (t), z2(t))]/h
+ lim
h→0
[φ(zh1 (t), z2(t))− φ(z1(t), z2(t))]/h
=
∂φ
∂z1
4xz1 +
∂φ
∂z2
4xz1.
Osservazione 3.6. Per completare il discorso sulla Regola della Catena di
Dupire dobbiamo dire che vale anche
4tf =
n∑
i=1
∂φ
∂zi
4tzi (3.5)
a patto che f sia C1 in t. La dimostrazione la omettiamo perche´ e` sostanzial-
mente identica alla precedente.
Dunque, osservando la (3.5) e ricordandoci quanto succede con la Regola
della Catena nel calcolo di Malliavin (vedi (3.1)), senza focalizzarsi troppo
sulle ipotesi di crescita di ϕ e delle sue relative derivate, si ha che queste
due “Regole” risultano formalmente le stesse seppur le derivate assumano
nei due casi significati completamente differenti. Notiamo inoltre che, nella
regola della Catena di Dupire applicata a quei processi zi lisci e scrivibili in
funzione di solo X(t) e t si ha
4xzi =
∂zi
∂x
e quindi la (3.4) si puo` cos`ı riscrivere:
4xf =
n∑
i=1
∂φ
∂zi
∂zi
∂x
e cio` rappresenta un ulteriore collegamento tra le derivate classiche e quelle
funzionali.
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3.3 Conseguenze della formula di Itoˆ-Cont-
Fournie´ non anticipativa
In questo paragrafo, in analogia a quanto succede nel Calcolo di Malliavin,
enunciamo e dimostriamo interessanti risultati che sono conseguenza della
formula di Itoˆ-Cont-Fournie´.
Cominciamo con il rappresentare i processi a variazione prima finita.
Proposizione 3.9. Sia X una martingala locale, Y ∈ C1,2(X) un processo
a variazione prima finita. Allora
∇XY (t) = 0 d〈X〉dP q.c. e Y (t)− Y (0) =
∫ t
0
DY (u)du.
Dimostrazione. Applichiamo per prima cosa la formula di Itoˆ-Cont-Fournie´
a Y ottenendo
Y (t)− Y (0)
=
∫ t
0
DY (u)du+
∫ t
0
∇XY (u)dX(u) + 2−1
∫ t
0
∇2XY (u)d〈X〉(u).
Come seconda cosa dimostriamo che∫ t
0
∇XY (u)dX(u) = 0 q.c. (3.6)
Infatti Y ha, per ipotesi, variazione prima finita e dunque ha variazione
quadratica nulla. In particolare deve valere (3.6) per l’isometria di Itoˆ. Non
solo, esiste un certo B ∈ B([0, T ]) ⊗ FT tale che 〈X〉 ⊗ P(B) = 0 e tale
che ∇XY (t, ω) = 0 per ogni (t, ω) 6∈ B. Tale B e` facile da costruire. Infatti
di sicuro sappiamo che ∀t ∈ [0, T ] possiamo costruire Bt P-trascurabile con
∇XY (t, ω) = 0 per ogni ω 6∈ Bt. Poiche´ non e` detto che unione arbitraria di
insiemi trascurabili sia ancora trascurabile dobbiamo ridurci a lavorare con
unioni numerabili di insiemi trascurabili secondo P. Consideriamo
B = (∪t∈[0,T ]∩QBt)× [0, T ].
B e` l’insieme voluto grazie alla continuita` delle traiettorie di ∇XY . Infine
dimostriamo che ∫ t
0
∇2XY (u)d〈X〉(u) = 0 q.c. (3.7)
Sfruttando quanto appena dimostrato, ovvero che ∇XY = 0 q.c., e usando il
fatto che la derivata funzionale e` una proprieta` di tipo locale otteniamo che
∇2XY = 0 q.c. e dunque anche (3.7). Da cui la tesi.
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Teorema 3.6. [Teorema di rappresentazione delle martingale funzionale]
Sia X una martingala continua, H una variabile aleatoria FT -misurabile e
tale che E[|H|] < ∞. Per ogni t ∈ [0, T [ chiamiamo Y (t) = E[H|Ft]. Se
Y ∈ C1,2(X), allora
Y (T ) = E[H] +
∫ T
0
∇XY (t)dX(t).
Dimostrazione. Sempre per la formula di Itoˆ-Cont-Fournie´ ∀t ∈ [0, T [ si ha
Y (t)− Y (0) =
∫ t
0
DY (u)du+
∫ t
0
∇XY (u)dX(u) + 2−1
∫ t
0
∇2XY (u)d〈X〉(u).
Notiamo che (2−1
∫ t
0
∇2XY (u)d〈X〉(u)) e` un processo avente variazione prima
finita e
∫ t
0
∇XY (u)dX(u) e` una martingala locale. Poiche´ Y e` una (vera)
martingala di quadrato integrabile per ipotesi, allora ha variazione prima
nulla e quindi∫ t
0
DY (u)du = 0 e 2−1
∫ t
0
∇2XY (u)d〈X〉(u) = 0 q. c.
Inoltre vale E[H] = E[H|F0] = Y (0). Quindi
Y (t) = Y (0) +
∫ t
0
∇XY (u)dX(u).
Per avere la tesi dobbiamo passare al limite per t che tende a T da sinistra e
vedere che entrambi i membri risultino ben definiti e che dunque coincidano.
Sia F ∈ C1,2 ∩ F1 tale che Y = F (X,A).
Poiche´, per ipotesi, F ∈ F1, allora
lim
t→T−
Y (t) = lim
t→T−
Ft(Xt, At) = FT (XT , AT ).
Essendo anche F ∈ C1,2 si ha che ∫ T
0
∇xFu(Xu, Au)dX(u) risulta bene defini-
ta e ovviamente
lim
t→T−
∫ t
0
∇xFu(Xu, Au)dX(u) =
∫ T
0
∇xFu(Xu, Au)dX(u).
Da cui la tesi.
Osservazione 3.7. Notiamo che non si richiede che la v.a. H sia regolare di
per se´, bens`ı si vuole che per ipotesi il condizionamento di H rispetto alla
filtrazione (Ft)t∈[0,T ] risulti sufficientemente regolare in modo tale da poter
applicare la formula di Itoˆ funzionale alla martingala Y ( che per costruzione
e` chiusa da H). Questo fatto ci permette di poter applicare il teorema 3.6 a
una classe notevolmente piu` ampia di v.a.
CAPITOLO 3. CONFRONTO CON IL CALCOLO DI MALLIAVIN 66
Corollario 3.3 (Formula del prodotto). Sia X una martingala a traiettorie
continue con X(t)2 integrabile, allora
X(t)2 − 〈X〉(t) = 2
∫ t
0
X(s)dX(s).
Dimostrazione. Sappiamo che Ft(Xt, At) = (X(t)
2 − 〈X〉(t))t∈[0,T ] e`, per
definizione del processo variazione quadratica, una martingala. Inoltre vale
∇xF (Xt, At) = 2X(t). Usando il teorema 3.6 si ha la tesi.
Osservazione 3.8. In realta` la formula del prodotto vale anche per le semi-
martingale X a traiettorie continue che verificano le ipotesi della formula di
Itoˆ-Cont-Fournie´. Infatti, consideriamo il funzionale F cos`ı definito:
Ft(xt, vt) = x(t)
2 −
∫ t
0
v(u)du.
Nel nostro caso Ft(Xt, At) = X(t)
2 − ∫ t
0
A(u)du. Con un facile conto si puo`
dimostrare che, oltre a ∇xF (xt, vt) = 2x(t), si ha anche DtF (xt, vt) = −v(t)
e ∇x2F (xt, vt) = 2. Applichiamo la formula di Itoˆ funzionale a Y = F (X,A)
e otteniamo
X(t)2 −
∫ t
0
A(u)du
= Ft(Xt, At)− F (X0, A0)
= 2
∫ t
0
X(u)dX(u)−
∫ t
0
A(u)du+ 2−12
∫ t
0
A(u)du
= 2
∫ t
0
X(u)dX(u).
Mostriamo ora l’esistenza di una formula di Clark-Ocone di tipo non an-
ticipativo e da essa faremo un confronto con la formula di Clark-Ocone vista
nel primo paragrafo del capitolo.
Supponiamo ora che il processo X sia un processo di Wiener W sullo
spazio probabilizzato ((C0([0, T ],R), ‖ ‖∞),B, µ) dove B e` la σ-algebra bore-
liana su (C0([0, T ],R), ‖ ‖∞) e µ e` la misura di Wiener su (C0([0, T ],R), ‖ ‖∞).
Questo spazio probabilizzato lo dotiamo della filtrazione naturale (Ft)t∈[0,T ]
generata da W . Chiamiamo H lo spazio di quei processi H ∈ D1,2 per cui
esiste Y ∈ C1,2(W ) tale che E[H|F .] = Y (.) dµdt q.c.
Teorema 3.7. [Formula di Clark-Ocone non anticipativa] Sia H ∈ H e sia pi
la proiezione di L2(Ω0× [0, T ],B⊗B([0, T ]), dµdt) su L2(Ω0× [0, T ],P , dµdt)
dove con P indichiamo la σ-algebra prevedibile, allora
pi(E[D.H|F .]) = ∇WE[H|F .]) dµdt q.c.
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Dimostrazione. Applichiamo il teorema 3.6 a H e otteniamo che
H = E[H] +
∫ T
0
∇WE[H|Ft]dW (t).
Ma H verifica anche le ipotesi del teorema 3.2 e dunque vale anche
H = E[H] +
∫ T
0
M(s)dW (s)
doveM(s) rappresenta la proiezione del processo DH sul sottospazio proprio
L2(Ω0 × [0, T ],P , dµdt). Dunque si ha che
M(.) = ∇WE[H|F .] q.c.
Sempre per il teorema 3.2 si ha M(.) = E[D.H|F .] q.c. e quindi
pi(E[D.H|F .]) = ∇WE[H|F .]) dµdt q.c.
Riprenderemo questo teorema nel prossimo paragrafo per enunciare il
Teorema di Sollevamento.
Concludiamo questo paragrafo con una breve considerazione applicativo-
numerica. La formula data dal teorema 3.2 e` matematicamente elegante e
ci da` una relazione esplicita tra le v.a., le speranze condizionali e la loro
derivata di Malliavin. Tuttavia risulta molto complesso a livello numerico
simulare il processo anticipativo DtH e poi calcolarne le speranze condizio-
nali. Il teorema 3.7 ci permette di trovare una relazione in cui ∇WY (t) puo`
essere calcolato traiettoria per traiettoria senza dover fare delle simulazioni
al computer (tipo metodi Montecarlo) in quanto essa coinvolge solo quantita`
non anticipative.
3.3.1 Il Teorema di Sollevamento
Sia X una martingala di quadrato integrabile avente traiettorie continue.
Ci proponiamo ora di estendere in senso debole il concetto di derivata non
anticipativa rispetto aX. Il paragrafo si concludera` con un nuovo collegamen-
to con la derivata di Malliavin che, come abbiamo visto, puo` essere definita
anche in senso debole.
Chiamiamo
L2(X) = {φ progressivamente misurabile con E
[∫ T
0
φ(s)2d〈X〉(s)
]
<∞}.
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Passando al quoziente L2(X) e inducendo la norma naturale
‖φ‖L2 =
√
E
[∫ T
0
φ(s)2d〈X〉(s)
]
otteniamo uno spazio di Hilbert.
Definiamo I2(X) = {∫ .
0
φ(t)dX(t), φ ∈ L2(X)} e passiamo al quoziente
I2(X) dotando quest’ultimo spazio della norma
‖Y ‖2 =
√
E[Y (T )2].
Un noto risultato del Calcolo di Itoˆ ci dice che ψ : L2(X) → I2(X)
ψ(φ) =
∫ .
0
φ(s)dX(s) induce al quoziente una isometria bigettiva ψ¯, ovvero
tale che
E
[∫ T
0
φ(s)2d〈X〉(s)
]
= E[Y (T )2].
Infine chiamiamo D(X) = C1,2b (X) ∩ I2(X) spazio dei processi test.
Iniziamo con una regola di integrazione per parti relativa ai processi test.
Proposizione 3.10. Siano Y, Z ∈ D(X), allora
E[Y (T )Z(T )] = E
[∫ T
0
∇XY (t)∇XZ(t)d〈X〉(t)
]
(3.8)
Dimostrazione. Cominciamo con l’osservare che, per definizione, Y (0) = 0 =
Z(0) e che E[Y (T )2] < ∞ e E[Z(T )2] < ∞. Cio` ci permette di osservare
che E[|Y (T )Z(T )|] < ∞. Applichiamo prima il teorema 3.6 a Y e a Z e
successivamente l’isometria di Itoˆ ottenendo
E[Y (T )Z(T )] = E
[∫ T
0
∇XY (t)dX(t)
∫ T
0
∇XZ(t)dX(t)
]
= E
[∫ T
0
∇XY (t)∇XZ(t)d〈X〉(t)
]
ChiamiamoW1,2(X) = D(X)I
2(X)
spazio Sobolev-martingala relativo
a X. e definiamo L˜2(X) = spazio degli integrandi X-regolari. Date
queste definizioni, dimostriamo l’estendibilta` in senso debole di ∇X .
Proposizione 3.11 (Buona definizione della derivata debole).
1) L’operatore ∇X : D(X)→ L˜2(X) e` chiudibile su W1,2(X).
2) Continuando a chiamare ∇X l’estensione di ∇X a W1,2(X), per ogni
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Y appartenente a W1,2(X) esiste un unico (a meno di insiemi trascurabili)
processo φ ∈ L˜2(X) tale che ∀Z ∈ D(X) si abbia
E[Y (T )Z(T )] = E
[∫ T
0
φ(t)∇XZ(t)d〈X〉(t)
]
Inoltre l’operatore ∇X definisce un’isometria bigettiva che risulta coincidere
con l’aggiunto dell’integrale stocastico di Itoˆ.
Dimostrazione. 1)Mostriamo che, presa comunque una successione (Y (n)) in
D(X) tale che Y (n) → 0 in W1,2 e tale che ∇XY (n) → Y in L˜2, allora Y = 0.
Poiche´ D(X) e` denso in W1,2 per definizione allora basta che ∀Z ∈ D(X) si
abbia
lim
n→∞
< ∇XY (n),∇XZ >L˜2= 0.
Infatti, grazie al teorema di convergenza dominata stocastico, applicabile in
quanto D(X) ⊂ C1,2(X), si ha
< ∇XY (n),∇XZ >L˜2= E
[∫ T
0
∇XY (n)(t)∇XZ(t)d〈X〉(t)
]
=< Y (n), Z >W1,2= E[Y (n)(T )Z(T )]→ 0 per n→∞.
2) Poiche´ W1,2(X) ⊂ I2(X), allora ogni Y ∈ W1,2 puo` essere scritto (in
maniera dPd〈X〉 unica ) come
Y (.) =
∫ .
0
φ(s)dX(s) per un certo φ ∈ L2(X).
Usando nuovamente l’isometria di Itoˆ otteniamo
E
[∫ T
0
φ(s)dX(s)
∫ T
0
∇XZ(s)dX(s)
]
= E
[∫ T
0
φ(s)∇XZ(s)d〈X〉(s)
]
.
(3.9)
Sia η un altro processo di L2(X) che verifica
E[Y (T )Z(T )] = E
[∫ T
0
η(s)∇XZ(s)d〈X〉(s)
]
.
Allora, posto U(.) =
∫ .
0
(φ(s)− η(s))dX(s), si ha che
< U,Z >W1,2= 0 per ogni Z ∈ D(X)
e quindi U = 0 d〈X〉dP q.c. Dunque ∇X e` ben definito in senso debole.
Inoltre, dalla (3.9) si ottiene anche che ∇X e` proprio l’aggiunto dell’integrale
stocastico secondo Itoˆ. Da cui la tesi.
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In parole povere, la proposizione appena dimostrata ci dice che ∇XY
rappresenta quell’unico processo per cui si ha
E[Y (T )Z(T )] = E
[∫ T
0
∇XY (t)∇XZ(t)d〈X〉(t)
]
,
e inoltre
< Y,
∫ T
0
φ(.)dX(.) >W1,2=< ∇XY, φ >L˜2 .
Un caso molto interessante da analizzare e` quello di un processo di Wiener.
Proposizione 3.12. Sia W un processo di Wiener reale. Allora
W1,2(W ) = I2(W ) e L˜2(W ) = L2(W ).
In particolare, per ogni φ ∈ L2(W ) si ha
∇W
(∫ t
0
φ(u)dW (u)
)
= φ(t).
Dimostrazione. E` sufficiente dimostrare che W1,2(W ) = I2(W ). Infatti, se
proviamo cio`, allora si ha che c’e` un’isometria bigettiva traW1,2(W ) e L2(W ).
Poiche´ esiste un’isometria bigettiva traW1,2(W ) e L˜2(W ) e L˜2(W ) ⊂ L2(W )
allora otteniamo anche la seconda uguaglianza.
Per mostrare che W1,2(W ) = I2(W ) procediamo per assurdo usando una
tecnica simile a quella presente nella dimostrazione del Teorema di Girsanov.
Supponiamo per assurdo esista un Y ∈ I2(W )r {0} tale che sia ortogonale
a D(W ) ( e di conseguenza ortogonale anche a W1,2(W )). Questo significa
che ∀Z ∈ C1,2(W ) ∩ I2(W ) si ha
E[Y (T )Z(T )] = 0.
Fissiamo ora una partizione 0 = t0 < . . . < tN = T di [0, T ] e prendiamo un
generico vettore v = (λ1, . . . , λN) ∈ RN . Ad ogni t ∈ [0, T [ possiamo associare
un unico j(t) tale che t ∈ [tj(t), tj(t)+1[. Consideriamo ora il funzionale (a
valori complessi) F λ = (Ft)
λ
t∈[0,T ]
F λt (xt) = e
(λj(t)+1[x(t)−x(t−j(t))]+λ2j(t)+1(t−tj(t)))
∏
j: tj6t
e(iλj [x(t
−
j )−x(t−j−1)]+λ2j (tj−tj−1))
Notiamo che non serve considerare come variabile il processo integratore della
variazione quadratica di W in quanto esso e` costantemente 1. Tornando alla
dimostrazione, a meno di scomporre F in parte reale e parte immaginaria
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si ha che F λ ∈ F1 ∩ C1,2b e quindi ogni processo della forma Z = F λ(W )
appartiene a C1,2(W ) e dunque anche allo spazio dei processi test. Allora,
grazie alla continuita` delle traiettorie di W si ha
E[Y (T )
N∏
j=1
exp(i(λj[W (tj)−W (tj−1)])] = 0.
Tale equazione implica che Y (T ) e` FT -misurabile e allo stesso tempo orto-
gonale alla σ-algebra FT , dunque deve essere nullo q.c. Questo era proprio
l’assurdo che cercavamo. La seconda parte della proposizione e` piuttosto
semplice da dimostrare. Basta prendere il processo Y (t) =
∫ t
0
φ(s)dX(s) e
verificare che ∀Z ∈ D(W ) si ha
E[Y (T )Z(T )] = E
[∫ T
0
φ(u)∇WZ(u)du
]
.
Ma questa equazione e` banalmente soddisfatta in quanto entrambi i mem-
bri coincidono con E
[∫ T
0
φ(u)dW (u)
∫ T
0
∇WZ(u)dW (u)
]
per il teorema di
rappresentazione delle martingale e l’isometria di Itoˆ rispettivamente.
Con tale dimostrazione arriviamo a enunciare il teorema che lega indos-
solubilmente il Calcolo (anticipativo) di Malliavin con il Calcolo Funzionale
(non anticipativo) sviluppato in questa Tesi.
Teorema 3.8 (Teorema di Sollevamento). Sia Ω0 = C([0, T ]) dotato della σ-
algebra boreliana, sia (Ft)t∈[0,T ] la filtrazione naturale associata a un processo
di Wiener W , sia P la relativa misura di Wiener e sia H ∈ L2(Ω0,FT ,P),
allora
∇WE[H|Ft] = E[DH|Ft].
Questo teorema ci dice che la proiezione prevedibile sui processi Ft-
misurabili trasforma la derivata di Malliavin di una certa v.a. in una quan-
tita` di tipo non anticipativo. E` come se tramite questa proiezione si possano
sostituire i concetti di derivata di Malliavin e di integrale di Skorohod con
l’operatore (definito in forma debole) ∇W e con l’integrale stocastico secondo
Itoˆ.
Capitolo 4
Il problema della volatilita`
secondo Dupire
4.1 Un quadro generale sulla volatilita`
Fissato un sottostante S, la volatilita` e` il parametro che esprime l’incertez-
za del mercato relativa a quel determinato sottostante e che di conseguenza
determina l’andamento dei prezzi di tutti i derivati connessi a (S(t)).
Tale parametro non e` dato da una formula ma puo` essere solo stimato.
Nel modello di Black-Scholes, ad esempio, esso viene assunto costante e puo`
essere stimato invertendo numericamente le formule relative alla call o, equi-
valentemente, alla put (per una definizione precisa di opzione si veda all’inizio
del capitolo successivo). Essendo semplicemente una stima, la volatilita` del
nostro modello non rispecchia perfettamente l’andamento del mercato. Nella
pratica, tuttavia, e` fondamentale farne la migliore approssimazione possibile
in quanto, come gia` abbiamo detto, essa determina l’andamento dei prezzi
dei vari prodotti finanziari. Esistono due tipi fondamentali di volatilita`: la
volatilita` storica e quella implicita. La volatilita` storica si fonda su conside-
razioni statistiche basate su osservazioni del passato riguardanti il tasso di
variazione dei derivati liquid vanilla rilevati solitamente a intervalli di tempo
fissati. La volatilita` implicita, invece, viene dedotta dal prezzo di mercato dei
derivati di base, ovvero le opzioni call e put.
In generale questi due tipi di volatilita` non coincidono e nella pratica si
osserva che funziona meglio la volatilita` di tipo implicito e, infatti, nel segui-
to parleremo quasi solamente di volatilita` implicita. E` noto che il modello di
Black-Scholes impone come ipotesi la volatilita` costante. Quest’ipotesi risul-
ta essere errata nella pratica in quanto, se tale modello fosse valido, allora
vorrebbe dire che, fissata un’opzione, essa dovrebbe avere la stessa volatilita`
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qualsiasi scadenza si consideri (questa motivazione e` gia` economicamente as-
surda di per se´ ma puo` esser facilmente risolta) e, soprattutto, non spiega il
fenomeno di smile della volatilita` in cui si osserva che le opzioni at the money
(cioe` quelle in cui il prezzo di esercizio coincide con il prezzo del sottostante)
presentano una volatilita` piu` bassa rispetto alle altre opzioni. Inoltre tale
modello non spiega nemmeno lo skew (traducibile in italiano come “asimme-
tria”) che puo` avere la volatilita` quando si fissa il prezzo di esercizio k e si fa
variare la scadenza T .
Questo e` il motivo cruciale che ci permette di spiegare perche´ il modello di
Black-Scholes non e` oggigiorno sfruttato alla lettera pur rimanendo un punto
di riferimento per i modelli finanziari riguardanti lo studio dell’andamento
dello stock price. In questi ultimi anni, nel campo della finanza quantitativa,
sono stati presentati modelli di andamento del prezzo del sottostante (S(t))
soddisfacenti l’equazione differenziale stocastica
dS(t) = S(t)(µ(t)dt+ σ(t)dW (t)), S(0) = x > 0
con µ(t) deterministica, σ(t) deterministica (ma non in generale costante nel
tempo) o aleatoria. Nel caso σ(t) solamente deterministica si mantengono le
proprieta` di non arbitraggio e di completezza del modello e la S(t) che risolve
la SDE e` facile da trovare. Questo tipo di volatilita` permette di risolvere il
problema della diversa volatilita` a seconda della scadenza dell’opzione ma
non produce alcun miglioramento per quanto riguarda il fenomeno di smile
di cui abbiamo parlato prima. Da cio` deduciamo che questo sviluppo e` nella
pratica poco originale rispetto a quanto gia` detto da Black-Scholes.
Considerare la volatilita` come un vero e proprio processo stocastico e` fi-
nanziariamente piu` interessante ma molto piu` complesso da analizzare mate-
maticamente. Questo nuovo tipo di modellizzazione permette di esprimere
in maniera migliore l’incertezza del mercato ma ne puo` far perdere la com-
pletezza e di conseguenza non viene piu` garantita l’unicita` (a volte anche
l’esistenza) della strategia di replicabilita` di un’opzione e non e` nemmeno
piu` applicabile il teorema di rappresentazione delle martingale. I modelli a
volatilita` stocastica presentano anche un ulteriore importante difetto. Per
esplicitarlo ci serve introdurre il concetto di superficie di volatilita`. La su-
perficie di volatilita` e` una particolare superficie tridimensionale che permette
di comprendere in maniera globale la struttura a termine della volatilita` e
gli smile di volatilita` all’interno di certe opzioni su un fissato sottostante. I
due parametri che definiscono tale superficie sono il prezzo di esercizio k e
la scadenza T dell’opzione. Vediamo ora cosa accade se fissiamo uno dei due
parametri:
• Fissiamo T e facciamo variare k. Allora, calcolando σ(T, k) e invertendo
la relazione di Black-Scholes si ottiene che σ(T, .) e` decrescente.
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• Fissiamo k e facciamo variare T . Allora si ottiene che le opzioni a breve
scadenza presentano oscillazioni piu` ampie rispetto alle opzioni a lunga
scadenza.
Inoltre la superficie di volatilita` puo` subire cambiamenti significativi nei pe-
riodi prossimi a importanti eventi finanziari quali i report annuali di grosse
aziende o i meeting della Federal Reserve riguardanti i tassi di interesse.
Nei prossimi paragrafi introdurremo il modello a volatilita` locale e lo
applicheremo al tipo di Calcolo Funzionale definito nei capitoli precedenti.
4.2 Il modello a volatilita` locale di Dupire
(LVM)
Nel 1992 l’economista B. Dupire introdusse un modello di volatilita` level
dependent che generalizzava il modello di Black-Scholes e allo stesso tempo
permetteva di risolvere l’irrealistica ipotesi di volatilita` costante nel tempo
e al variare del prezzo strike, compatibile con gli smile a tutte le scadenze e
che inoltre manteneva la completezza del mercato e la uno-dimensionalita` del
problema. (a differenza di quanto accade in generale ai modelli a volatilita`
stocastica).
Per prima cosa bisogna supporre che il sottostante sia una diffusione e
che sia soluzione forte della SDE
dS(t) = S(t)(rdt+ σ(t, S(t))dW (t)) (4.1)
dove (W (t)) rappresenta un processo di Wiener unidimensionale uscente dal-
l’origine e σ(t, x) e` una funzione deterministica (e non stocastica!) che noi
chiameremo volatilita` locale. In tal modo la volatilita` associata a questo
sottostante dipende solamente dal livello del prezzo e dal tempo che manca
alla scadenza di quel determinato prodotto finanziario (per questo abbiamo
all’inizio detto che LVM e` un modello level dependent ). Mostriamo ora che
un mercato in cui si contrattano opzioni su questo fissato sottostante risulta
completo.
Proposizione 4.1. [Completezza del mercato] Sia S(t) un processo che ri-
solve (4.1) e ammettente un processo di diffusione unidimensionale. Allora
tale modello e` completo.
Dimostrazione. Supponiamo per semplicita` che S non abbia drift e prendia-
mo ψ ∈ L1(R+) (che rappresenta il payoff di un certa opzione). Consideriamo
il problema alle derivate parziali
∂f
∂t
+
σ2
2
(t, x)
∂2f
∂x2
= 0
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avente come condizione al contorno f(T, x) = ψ(x).
La formula di Feyman-Kac ci permette di sapere che
f(t, x) = E[ψ(S(T ))|S(t) = x]
e` soluzione di questo problema alle derivate parziali. Poiche´ abbiamo trovato
esplicitamente una strategia che replica ψ allora il mercato e` completo.
In seguito si considera il prezzo dell’opzione come la speranza matematica
sotto la probabilita` martingala equivalente Q (unica per la proposizione 4.1)
del payoff (attualizzato a oggi) dell’opzione riuscendo a trovare una relazione
con la volatilita` chiamata formula di Dupire.
Teorema 4.1. [Formula di Dupire] Supponiamo che S(t) soddisfi (4.1) e che
S(T ) ammetta densita` ϕ(T, x) rispetto alla misura di Lebesgue. Supponiamo
inoltre di conoscere i prezzi delle opzioni call europee per ogni (T, k) (ovvero
conosciamo C(T, k) = EQ[e−rT (S(T )− k)+]), allora
k2σ2(T, k)
2
∂2C
∂k2
(T, k) =
∂C
∂T
(T, k) + rk
∂C
∂k
(T, k) (4.2)
Di tale teorema si possono dare due dimostrazioni: una piu` analitica dovu-
ta allo stesso Dupire (reperibile nel suo articolo originale [23]) e un’altra di
stampo piu` probabilistico (e, a mio modo di vedere, anche piu` elegante), pre-
sente in [25] in cui si fa uso di strumenti sofisticati quali il tempo locale e la
formula di Tanaka.
Per ora tralasciamo la dimostrazione e focalizziamoci sul significato della
(4.2): essa ci dice che, sotto le ipotesi del teorema 4.1, la conoscenza dei
prezzi delle opzioni call europee e` equivalente alla conoscenza delle leggi di
S(t) ai diversi tempi, condizionate rispetto al loro valore attuale. In generale
questo discorso non e` vero in quanto una diffusione contiene solitamente
molte piu` informazioni rispetto alle distribuzioni condizionali che essa ge-
nera. Sempre per la (4.2) si deduce che ad ogni (T, k) puo` essere associata
una sola volatilita` compatibile con il modello e dunque si ottiene un preciso
andamento del sottostante. In tal modo si trova un metodo consistente (grazie
alla completezza del mercato) per il pricing delle opzioni call europee.
Oltre ai pregi enunciati a inizio paragrafo, il LVM e` il piu` semplice modello
che permette di costruire (con ottima approssimazione numerica) la superficie
di volatilita` e inoltre esso si adatta ai prodotti finanziari cosiddetti vanilla.
In piu`, se non si fanno ipotesi di salti di prezzo del sottostante, ogni modello
di volatilita` implicita (non stocastica) puo` essere ricondotto a LVM. Infine,
tramite LVM e` possibile fare una strategia di hedging rispetto a perturbazioni
locali di σ.
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Per questi motivi LVM e` il secondo modello piu` utilizzato in Europa nel
mercato equity.
Chiaramente tale modello non e` perfetto. Infatti tale modello prende come
input (e non come output) i possibili smile e skew di volatilita` e dunque, ad
esempio, facendo un’analisi del modello a posteriori si potrebbero trovare
grosse contraddizioni riguardanti l’andamento del mercato di quel determi-
nato sottostante.
Dopo aver fatto gli opportuni commenti finanziari alla formula di LVM,
diamo la dimostrazione del teorema.
4.2.1 Dimostrazione della formula di Dupire
Cominciamo il paragrafo con la definizione di tempo locale che ci sara`
molto utile per la dimostrazione e per le applicazioni finanziarie presenti nel
prossimo capitolo.
Definizione 4.1 (Tempo locale).
Sia X = (X(t))t∈[0,T ] una semimartingala a traiettorie continue, fissato x ∈ R
chiamiamo tempo locale associato a x e X il processo (Lx(t,X))t∈[0,T ] cos`ı
definito:
Lx(t,X) = lim
ε→0+
(2ε)−1
∫ t
0
I]x−ε,x+ε[(X(s))d〈X〉(s).
Fissato x, il tempo locale e` un processo crescente in t. Intuitivamente, il
tempo locale rappresenta la misura delle volte che il processo X passa per x.
Tuttavia il concetto di tempo locale e` piu` delicato di quanto si pensi.
Prendiamo ad esempio un processo di Wiener W unidimensionale.
E` noto che P(W (s) = x) = 0 e dunque, applicando l’isometria di Itoˆ e il
teorema di Fubini,
E
[(∫ t
0
I{W (s)=x}dW (s)
)2]
= E
[∫ t
0
I{W (s)=x}ds
]
=
∫ t
0
E[I{W (s)=x}]ds =
∫ t
0
P(W (s) = x)ds = 0.
Tuttavia, si puo` dimostrare che
Lx(t,W ) = 2((W (t)− x)+ − (W (0)− x)+ −
∫ t
0
I{W (s)>x}dW (s)).
In particolare il tempo locale di un processo di Wiener non e` un processo
identicamente nullo.
Continuiamo enunciando un risultato classico dell’integrazione stocastica
quale la Formula di Tanaka.
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Teorema 4.2. [Formula di Tanaka generale] Sia X = (X(t))t∈[0,T ] una semi-
martingala a traiettorie continue, f : R→ R una funzione convessa. Indichi-
amo con D−f la derivata sinistra di f e con f ′′(dx) la derivata seconda di f
(intesa nel senso delle distribuzioni) allora per ogni t 6 T
f(X(t)) = f(X(0)) +
∫ t
0
D−f(X(s))dX(s) + 2−1
∫
R
Lx(t,X)f ′′(dx). (4.3)
La dimostrazione di questo risultato si puo` reperire su [6]. Il teorema 4.2
generalizza la formula di Itoˆ al caso delle funzioni convesse.
Proposizione 4.2. Sia X una semimartingala a traiettorie continue su uno
spazio probabilizzabile filtrato (Ω,P,A, (Ft)t∈[0,T ]) tale che
d〈X〉(t) = σ2(t,X(t))dt.
Supponiamo che per ogni t ∈ [0, T ] la variabile aleatoria X(t) abbia legge
che ammetta densita` continua ϕ(t, .). Supponiamo inoltre che per le funzioni
(entrambe non negative) ϕ e σ2 siano limitate superiormente da una costante
M . Allora per ogni (t, x) ∈ [0, T ]× R si ha
E[Lx(t, X)] =
∫ t
0
ϕ(s, x)σ2(s, x)ds (4.4)
Dimostrazione. Fissati (t, x) ∈ [0, T ]×R e usando la definizione e le ipotesi
della proposizione, il tempo locale Lx(t, X) diventa
Lx(t, X)
= lim
ε→0+
(2ε)−1
∫ t
0
I]x−ε, x+ε[(X(s))d〈X〉(s)
= lim
ε→0+
(2ε)−1
∫ t
0
I]x−ε, x+ε[(X(s))σ2(s, X(s))ds
Fissiamo ora ε > 0, sfruttando il fatto che ϕ e σ2 sono limitate e che P e la
misura di Lebesgue su [0, t] sono finite, applichiamo il teorema di Fubini-
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Tonelli e il teorema della media integrale ottenendo
E[(2ε)−1
∫ t
0
I]x−ε, x+ε[(X(s))σ2(s, X(s))ds]
= (2ε)−1
∫ t
0
E[I]x−ε, x+ε[(X(s))σ2(s, X(s))]ds
= (2ε)−1
∫ t
0
∫
R
I]x−ε, x+ε[(y)ϕ(s, y)σ2(s, y)dyds
= (2ε)−1
∫ t
0
∫ x+ε
x−ε
ϕ(s, y)σ2(s, y)dyds
=
∫ t
0
ds(2ε)−1ϕ(s, yε,s)σ2(s, yε,s)(2ε)
=
∫ t
0
ϕ(s, yε,s)σ
2(s, yε,s)ds.
per un certo yε,s ∈]x−ε, x+ε[. Per continuita` di ϕ e σ2 rispetto alla variabile
y (fissato t) otteniamo che
lim
ε→0+
ϕ(s, yε)σ
2(s, yε) = ϕ(s, x)σ
2(s, x)
Per avere la tesi, non ci resta che passare al limite sotto al segno di integrale.
E[Lx(t, X)]
= E[ lim
ε→0+
(2ε)−1
∫ t
0
I]x−ε, x+ε[(X(s))σ2(s, X(s))ds]
= lim
ε→0+
∫ t
0
ϕ(s, yε,s)σ
2(s, yε,s)ds
=
∫ t
0
ϕ(s, x)σ2(s, x)ds.
Osservazione 4.1. Sotto le stesse ipotesi della proposizione precedente si puo`
riscrivere la (4.4) in forma differenziale come
E[d Lx(X, t)] = ϕ(t, x)σ2(t, x)dt.
Dopo questi risultati preliminari, siamo finalmente in grado di dare la
dimostrazione della formula fondamentale del modello a volatilita` locale.
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E` noto che C(T, k) = E[e−rT (S(T )−k)+]. Deriviamo questa quantita` rispetto
a k ottenendo
∂C
∂k
(T, k) = −e−rTP(S(T ) > k). (4.5)
Per ipotesi S(T ) ammette densita` di transizione ϕ(T, x) e dunque
ϕ(T, k) = erT
∂2C
∂k2
(T, k). (4.6)
Poiche´ la funzione f(x) = (x− k)+ e` convessa e (S(t)) soddisfa le ipotesi del
teorema 4.2 allora
(S(T )− k)+ = (S(0)− k)+ +
∫ T
0
I{S(s)>k}dS(s) + 2−1
∫ T
0
dLk(s, S). (4.7)
Usando ora la formula di integrazione per parti su e−rT (S(T )− k)+ si ha
e−rT (S(T )− k)+ = (S(0)− k)+ +
∫ T
0
e−rsI{S(s)>k}dS(s)
+ 2−1
∫ T
0
e−rsdLk(s, S)− r
∫ T
0
e−rs(S(s)− k)+ds.
Passiamo alla speranza matematica ad entrambi i membri ottenendo
C(T, k) = E[e−rT (S(T )− k)+]
= (S(0)− k)+ + E
[∫ T
0
e−rsI{S(s)>k}dS(s)
]
+ 2−1E
[∫ T
0
e−rsdLk(s, S)
]
− rE
[∫ T
0
e−rs(S(s)− k)+ds
]
.
Applichiamo ora la (4.4) a 2−1E
[∫ T
0
e−rsdLk(s, S)
]
ottenendo
2−1E
[∫ T
0
e−rsdLk(s, S)
]
= 2−1
∫ T
0
e−rsϕ(s, k)k2σ2(s, k)ds.
Quindi
C(T, k) = (S(0)− k)+ + rk
∫ T
0
e−rsP(S(s) > k)ds
+ 2−1
∫ T
0
e−rsϕ(s, k)k2σ2(s, k)ds.
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Deriviamo C rispetto a T e otteniamo
∂C
∂T
(T, k) = rke−rTP(S(T ) > k) +
1
2
e−rTϕ(T, k)k2σ2(T, k).
Per la (4.5) e la (4.6) si ha
∂C
∂T
(T, k) = −rk∂C
∂k
(T, k) +
k2σ2
2
(T, k)
∂C2
∂k2
(T, k).
Dunque la (4.2) e` dimostrata. Da cui la tesi.
4.3 Applicazione finanziaria LVM: profit and
loss e vanilla hedging
Consideriamo il processo X che, sotto la probabilita` P, soddisfa la SDE
dX(t) =
√
ν0(t,X(t))dW (t) con una certa condizione iniziale X(0). Fissiamo
g ∈ ΛT e consideriamo il funzionale f(Xt) = EQν0 [g(XT )|Xt] dove con Qν0
indichiamo la probabilita` risk neutral associata a X ( o equivalentemente
associata a ν0).
Supponiamo che f sia sufficientemente regolare in modo tale da poter
applicare la formula di Feyman-Kac funzionale ottenendo
4tf(Xt) + 2−1ν0(t,X(t))4xxf(Xt) = 0. (4.8)
Consideriamo ora un nuovo processo Y a traiettorie continue tale che soddisfi
dY (t) =
√
µ(Yt)dW (t) con condizione iniziale Y (0) = X(0).
Ci proponiamo ora di calcolare, traiettoria per traiettoria, g(YT ). Per fare cio`
applicheremo la formula di Itoˆ e la (4.8) ottenendo
g(YT ) = f(YT )
= f(Y0) +
∫ T
0
4tf(Yt)dt+
∫ T
0
4xf(Yt)dY (t) + 2−1
∫ T
0
4xxf(Yt)d〈Y 〉(t)
= f(Y0) +
∫ T
0
4tf(Yt)dt+
∫ T
0
4xf(Yt)dY (t) + 2−1
∫ T
0
µ(Yt)4xxf(Yt)dt
= f(X0) +
∫ T
0
√
µ(Yt)4xf(Yt)dW (t)
+ 2−1
∫ T
0
(µ(Yt)− ν0(t, Y (t)))4xxf(Yt)dt.
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Prendiamo ora Qµ una misura di probabilita` ammettente densita` di tran-
sizione rispetto al processo µ. Tale densita` la denotiamo con φµ(t, x). Chia-
miamo
Πg(µ) = EQµ [g(YT )|X0].
Usando i conti appena fatti e il teorema di Fubini-Tonelli si ha
Πg(µ) = EQµ [f(X0) +
∫ T
0
√
µ(Yt)4xf(Yt)dW (t)|X0]
+ EQµ [2−1
∫ T
0
(µ(Yt)− ν0(t, Y (t)))4xxf(Yt)dt|X0]
= f(X0) + 0 + 2
−1EQµ [
∫ T
0
(µ(Yt)− ν0(t, Y (t)))4xxf(Yt)dt]
= Πg(ν0) +
∫ T
0
dt
∫
Ω
φµ(t, x)E
Qµ [(µ(Yt)− ν0(t, Y (t)))4xxf(Yt)|Y (t) = x]dx.
Nell’ipotesi ulteriore in cui il processo µ possa essere espresso nella forma
µ(Yt) = κ(t, Y (t)), ovvero esista un processo u = u(t, Y (t)) tale che
µ(Yt) = (ν0 + u)(t, Y (t)),
allora il calcolo di Πg(µ) si semplifica ulteriormente. Infatti
Πg(µ)− Πg(ν0)
=
∫ T
0
dt
∫
Ω
φν0+u(t, x)E
Qµ [(µ(Yt)− ν0(t, Y (t)))4xxf(Yt)|Y (t) = x]dx
=
∫ T
0
dt
∫
Ω
mu(t, x)u(t, x)dx
dove con mu(t, x) indichiamo 2
−1φν0+u(t, x)EQν0+u [4xxf(Yt)|Y (t) = x].
Chiamiamo m(t, x) la quantita` 2−1φν0(t, x)EQν0 [4xxf(Yt)|Y (t) = x] dove
φν0 rappresenta la densita` di transizione relativa a ν0.
Proposizione 4.3. Sia C lo spazio vettoriale di quei processi Z per cui esiste
u ∈ C0(R× R) tale che Z(t) = u(t, Y (t)) ed esiste ed e` finito
lim
ε→0
(Πg(ν0 + εu)− Πg(ν0))/ε.
Allora m rappresenta quell’unica funzione tale che
lim
ε→0
(Πg(ν0 + εu)− Πg(ν0))/ε =
∫ T
0
dt
∫
Ω
m(t, x)u(t, x)dx.
per ogni processo u ∈ C.
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Dimostrazione. Fissiamo un processo Z(t) = u(t, Y (t)) a traiettorie continue,
supponiamo che esista un δu > 0 tale che per ogni ε ∈ [−δu,+δu] esiste una
densita` di transizione φν0+εu continua relativa a Qν0+εu.
Per continuita` delle traiettorie di Y si ha
lim
ε→0
φν0+εu(t, x) = φν0(t, x) per ogni (t, x).
Dunque anche
lim
ε→0
Qν0+εu = Qν0 strettamente.
Allora, grazie alla definizione di m e per quanto appena detto, si ha
lim
ε→0
(Πg(ν0 + εu)− Πg(ν0))/ε
= lim
ε→0
(2−1
∫ T
0
dt
∫
Ω
φν0+εu(t, x)εu(t, x)EQν0+εu [4xxf(Yt)|Y (t) = x]dx
+Πg(ν0)− Πg(ν0))/ε
= 2−1
∫ T
0
dt
∫
Ω
φν0(t, x)u(t, x)EQν0 [4xxf(Yt)|Y (t) = x]dx
=
∫ T
0
dt
∫
Ω
m(t, x)u(t, x)dx.
e dunque la tesi.
Πg(ν0) e il relativo m hanno delle interessanti interpretazioni finanziarie.
Supponendo g sia il funzionale che rappresenta la Profit and Loss di un certo
portafoglio su un fissato sottostante Y , allora Πg(ν0) rappresenta il valore
aleatorio di questo portafoglio al tempo T nella probabilita` risk neutral e
m(t, x) non e` altro che la sensibilita` del portafoglio (o equivalentemente di g)
rispetto alla varianza locale nel punto (t, x). In particolare possiamo dedurre
una strategia di Vega-hedging per questo portafoglio, ovvero una strategia che
renda il portafoglio insensibile rispetto a piccole variazioni della volatilita`. E`
importante sottolineare che tale sensibilita` e` stata calcolata seguendo lo stile
di Fre´chet, ovvero abbiamo derivato in maniera direzionale.
Passiamo ora ad analizzare un problema di vanilla hedging, ovvero un parti-
colare tipo di strategia di protezione dal rischio che coinvolge solo prodotti
finanziari del tipo vanilla, cioe` non esotici.
Supponiamo ora di avere un portafoglio f su un certo sottostante e di voler
costruire un altro portafoglio PF costituito da opzioni call (in posizione lunga
e/o corta) sullo stesso sottostante che ci permetta di ottenere, ad una certa
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scadenza, il risultato desiderato. Supponiamo inoltre di conoscere il premio
di ogni call per ogni scadenza T e per ogni prezzo di esercizio k.
Tale portafoglio ha un valore che puo` essere cos`ı rappresentato:
PF (t, x) =
∫
R+
∫
R+
α(T, k)CT,k(t, x)dkdT.
Infatti, ipotizzando la condizione di perfetta frazionabilita` del mercato,
possiamo interpretare α(T, k) come il numero di opzioni call scadenti in T e
aventi prezzo di esercizio k al tempo t ∈ [0, T ] e con x interpretabile come
il (possibile) prezzo del sottostante al tempo t. α(T, k) risulta negativo se ci
troviamo in posizione corta (ovvero se stiamo vendendo l’opzione), positivo
se siamo in posizione lunga e nullo se non deteniamo opzioni relative a (T, k).
Siccome vogliamo trovare una strategia di hedging e poiche´ sono noti i prezzi
CT,k, allora il nostro obiettivo e` quello di trovare il migliore α possibile per la
nostra strategia (che abbiamo fissato all’inizio). Vediamo come ridurre questa
questione ad un problema di equazioni alle derivate parziali con una certa
condizione al contorno.
Consideriamo l’operatore lineare L definito sulle funzioni C1,2(R+ × R)
cos`ı definito:
L(v) =
∂v
∂t
+
ν0
2
∂2(v)
∂x2
.
Dalla (4.2) applicata con r = 0 otteniamo che
L(CT,k) = 0 con
∂2CT,k
∂x2
(T, x) = δk(x). (4.9)
Quindi
L
(
∂2PF
∂x2
)
(t, x) = −α(t, x).
Chiamiamo ora h(t, x) = EQν0 [4xxf(Xt)|X(t) = x]. Notiamo che h dipende
solo dal processo X e da f , dunque puo` essere scelta abbastanza liberamente,
nel senso che possiamo scegliere con una certa liberta` la f che definisce il
nostro portafoglio originario. Poiche´ noi vogliamo che il portafoglio f − PF
risulti insensibile a variazioni locali della volatilita`, allora dobbiamo imporre
anche che
h(t, x) =
∂2PF
∂x2
(t, x). (4.10)
Dunque, usando la (4.9) e la (4.10), otteniamo che
α(t, x) = −L(h)(t, x).
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Abbiamo quindi trovato α(t, x) in modo che il portafoglio f −PF risulta
insensibile a variazioni locali di volatilita` al tempo t con valore del sottostante
x.
Infatti si ha che
mf−PF (t, x) = 2−1EQν0
[
4xxf(Xt)−
∂2PF
∂x2
(t, x)|X(t) = x
]
= 0
emf−PF (t, x) rappresenta proprio la sensibilita` del portafoglio f−PF rispet-
to alla varianza locale nel punto (t, x). Poiche´ cio` e` vero per ogni (t, x), allora
tale insensibilita` e` valida a livello globale.
Capitolo 5
Pricing classico e funzionale di
opzioni esotiche
5.1 Introduzione
Questo capitolo si propone di presentare due approcci diversi di calcolo
del premio delle opzioni cosiddette esotiche.
Il primo approccio sara` di tipo classico e il secondo di tipo funzionale e
segue il lavoro di Dupire (vedi [9]). Piu` precisamente ci concentreremo sulle
opzioni dipendenti da cammino quali le opzioni asiatiche, lookback e barriera.
5.2 Cos’e` un’opzione esotica?
La definizione finanziaria di opzione e` la seguente: un’opzione e` un par-
ticolare contratto a termine che prevede per l’holder, dietro pagamento di
un premio, la possibilita` di effettuare o meno una futura transazione e per il
writer l’obbligo di adeguarsi alle decisioni dell’holder.
Le opzioni piu` diffuse sul mercato sono le opzioni call e put di tipo europeo
o americano.
Nell’opzione call europea si concorda il prezzo di esercizio (che noi in-
dichiamo usualmente con k) e l’epoca T alla quale un dato bene puo` essere
acquistato dall’holder. Il valore a scadenza di un’opzione call di tipo europeo
e` dato da
max(S(T )− k, 0) = (S(T )− k)+
dove S(T ) indica il prezzo del bene sottostante al tempo T . Nell’opzione call
americana si concorda il prezzo di esercizio e la scadenza (o maturita`) T
entro la quale un dato bene puo` essere acquistato dall’holder. Nell’opzione
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put europea si concorda il prezzo di esercizio e la scadenza T alla quale un
dato bene puo` essere venduto dall’holder. Il valore a scadenza di un’opzione
put di tipo europeo e` dato da max(k − S(T ), 0) = (k − S(T ))+ dove S(T )
indica il prezzo del bene sottostante al tempo T . Nell’opzione put americana
si concorda il prezzo di esercizio e l’epoca T alla quale un dato bene puo`
essere venduto dall’holder.
Detto cio`, un’opzione esotica e` una qualsiasi opzione che non sia di tipo
americano o europeo.
Tuttavia, come apparira` chiaramente nel seguito, e` stato utile presentar la
definizione di opzione di tipo europeo e americano per capire meglio i profili
a scadenza delle opzioni esotiche.
5.3 Le opzioni asiatiche
Le opzioni asiatiche sono particolari opzioni esotiche in cui il payoff a
scadenza e` determinato dalla media del prezzo del sottostante durante il
periodo [0, T ]. Formalmente, fissato il prezzo strike k e la scadenza T , il
profilo a scadenza di un’opzione call asiatica e` dato da
H =
(∫ T
0
S(u)µ(du)− k
)+
dove µ e` una misura di probabilita` su [0, T ]. Analogamente una put asiatica
ha payoff (∫ T
0
S(u)µ(du)− k
)−
.
Osserviamo che, sotto queste ipotesi, le opzioni europee sono un particolare
tipo di opzioni asiatiche ottenute prendendo come µ la delta di Dirac in T .
D’ora in poi ci limiteremo a lavorare con le opzioni call asiatiche nel caso
classico in cui µ(du) = T−1du. Questo tipo di opzione ha payoff dipendente
dal prezzo presente e passato del bene sottostante.
Le opzioni di tipo asiatico sono molto diffuse nel mercato finanziario odier-
no. Il motivo che ha portato ad avere un cos`ı largo utilizzo di tali opzioni
deriva da esigenze concrete: usando opzioni di tipo europeo molte compagnie
facevano crollare o aumentare (a seconda del contratto che avevano stipulato)
il prezzo del bene sottostante vicino alla scadenza T in modo da realizzare
grandi guadagni senza correre (grossi) rischi. Si pensi, come esempio principe,
al petrolio e a tutte le speculazioni che sono state fatte sul prezzo al barile
in questi ultimi anni. Usando questo particolare tipo di opzioni si riescono
a evitare queste speculazioni che somigliano molto a degli arbitraggi (che
euristicamente si possono considerare come guadagni senza rischi).
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Purtroppo, le opzioni asiatiche non presentano formule semplici di pricing
come quella di Black-Scholes per le opzioni europee. Noi useremo l’approccio
PDE classico (vedi anche [13]) e un approccio di tipo PDE funzionale mentre
tralasceremo i metodi tipo Montecarlo o della trasformata di Fourier.
5.3.1 L’approccio PDE classico
Mostriamo che, sotto ipotesi di assenza di arbitraggi, e` possibile ridurre il
problema di calcolo del pricing di un’opzione asiatica con profilo a scadenza
H = (T−1
∫ T
0
S(u)du − k)+ alla soluzione di una PDE parabolica in due
variabili.
Sia Q una probabilita` martingala equivalente, allora sappiamo che il
prezzo di non arbitraggio al tempo t ∈ [0, T ] e` dato da
EQ[ exp(−r(T − t)) H | Ft].
Supponiamo che, sotto Q il prezzo del sottostante abbia il seguente an-
damento:
S(t) = S(0) exp(σW (t)− 2−1σ2t+ rt).
Attualizzando V (t), ovvero ponendo V˜ (t) = V (t)e−rt si ottiene
V˜ (t) = e−rTEQ[ H | Ft].
Quindi, usando le proprieta` della speranza condizionale, si ha
V˜ (t) = e−rTEQ[(T−1
∫ T
0
S(u)du− k)+|Ft]
= e−rTS(t)EQ
[( ∫ T
t
S(u)/S(t)du
T
− k − T
−1 ∫ t
0
S(u)du
S(t)
)+
| Ft
]
= e−rTEQ
[(
T−1
∫ T
t
f(u− t, W (u)−W (t))−X(t)
)+]
= e−rT S(t) φ(t, X(t))
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dove
f(u− t, W (u)−W (t)) = S(u)/S(t)
= exp((r − σ22−1)(u− t) + σ(W (u)−W (t)))
X(t) = (k − T−1
∫ t
0
S(u)du)/S(t)
φ(t, x) = EQ
[(
T−1
∫ T
t
f(u− t, W (u)−W (t))du− x
)+]
.
Tale φ e` continua su [0, T ] × R, φ ∈ C1, 2([0, T [×R), inoltre, fissato x, φ e`
decrescente in t e, fissato t, φ decrescente convessa in x in quanto si ha che:
∂φ
∂t
6 0,
∂φ
∂x
6 0,
∂2φ
∂x2
> 0.
Poiche´ il processo X(t) soddisfa la SDE
dX(t) = −((r − σ2) X(t) + T−1)dt− σX(t)dW (t)
allora esso e` un processo di Itoˆ. In particolare si possono applicare la formula
di Itoˆ classica a φ(t, X(t)) e la formula di integrazione per parti (entrambe
nella loro forma differenziale) per calcolare dV˜ (t).
dV˜ (t) = e−rTS(t)dφ(t, X(t)) + φ(t, X(t))d(e−rTS(t)) + d〈φ, e−rTS(.)〉(t)
= e−rTS(t)
[
∂φ
∂t
− ((r − σ2)X(t) + T−1)∂φ
∂x
+
σ2X2(t)
2
∂2φ
∂x2
+ rφ
]
dt
+ e−rTσS(t)
[
φ−X(t)∂φ
∂x
]
dW (t)− (σS(t)e−rTdW (t))
(
σX(t)
∂φ
∂x
dW (t)
)
= e−rT S(t)
[
∂φ
∂t
− (r −X(t) + T−1)∂φ
∂x
+
σ2X2(t)
2
∂2φ
∂x2
+ rφ
]
dt
+ g(t,X(t), S(t))dW (t)
con g(t,X(t), S(t)) = e−rTσS(t)
[
φ−X(t)∂φ
∂x
]
. Ma e` anche vero che, es-
sendo per costruzione un prezzo di non arbitraggio, V˜ (t) e` una martingala
sotto Q.
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Dunque necessariamente φ deve essere soluzione del seguente problema
di Cauchy:∂φ∂t − (r − x+ T−1)∂φ∂x + σ
2x2
2
∂2φ
∂x2
+ rφ = 0
φ(T, x) = max(−x, 0), ∀x ∈ R
Tale φ puo` essere stimata con tecniche di analisi numerica e in particolare
si ottiene che il premio al tempo 0 di un’opzione asiatica con payoff H e`
V˜ (0) = e−rTS(0)φ(0, k/S(0)).
L’approccio PDE alle opzioni asiatiche si puo` (lievemente) generalizzare
al caso in cui la misura µ di probabilita` su [0, T ] ammetta densita` continua
ρ. In tal caso, ponendo
f(u− t, W (u)−W (t)) = S(u)/S(t)
= exp((r − σ22−1)(u− t) + σ(W (u)−W (t)));
Y (t) = (k −
∫ t
0
S(u)ρ(u)du))/S(t);
ψ(t, x) = EQ
[(∫ T
t
f(u− t, W (u)−W (t))ρ(u)du− x
)+]
e, svolgendo sostanzialmente gli stessi calcoli fatti in precedenza, si ottiene
che ψ deve soddisfare il seguente problema di Cauchy:
∂ψ
∂t
− (r − y + ρ)∂ψ
∂y
+
σ2y2
2
∂2ψ
∂y2
+ rψ = 0
ψ(T, x) = max(−x, 0), ∀x ∈ R.
5.3.2 L’approccio PDE funzionale
Cominciamo con l’enunciare un teorema utile non solo per il pricing delle
opzioni asiatiche.
Teorema 5.1. Sotto le ipotesi del teorema di Feyman-Kac funzionale, inter-
pretando r(Xt) come un tasso di interesse istantaneo e supponendo che per
il cammino Xt il prezzo f(Xt) di una certa opzione sia un funzionale liscio,
allora
4tf(Xt) + 2−1b2(Xt)4xxf(Xt) + r(Xt)(4xf(Xt)X(t)− f(Xt)) = 0. (5.1)
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Dimostrazione. Applicando a f(Xt) la formula di Itoˆ funzionale in forma
differenziale e tenendo conto della SDE che soddisfa X, otteniamo
df = 4xf(Xt)dX(t) +4tf(Xt)dt+ 2−1b2(Xt)4xxf(Xt)dt.
Supponendo ci sia perfetta frazionabilita` del mercato, consideriamo ora un
portafoglio P costituito da una posizione long (ovvero di acquisto) sull’opzio-
ne e da una posizione short (cioe` di vendita ) su4xf(Xt) unita` di sottostante.
Tale portafoglio e` insensibile a piccole variazioni del prezzo del sottostante.
Inoltre il suo differenziale e` dato dalla somma dei differenziali delle due
posizioni. Ricordandoci che, per convenzione, una posizione short e` l’opposto
di una posizione long e che la posizione di acquisto ha segno positivo, allora
dP = 4xf(Xt)dX(t) +4tf(Xt)dt+ 2−1b2(Xt)4xxf(Xt)dt−4xf(Xt)dX(t)
= (4tf(Xt) + 2−1b2(Xt)4xxf(Xt))dt.
Ma e` anche vero che in un mercato privo di arbitraggi si ha
dP = r(f −4xfx)dt.
Allora, uguagliando queste due equazioni, otteniamo (5.1).
Questo teorema ha una fondamentale implicazione finanziaria: l’approccio
PDE di Black-Scholes funziona anche per le opzioni dipendenti dal cammino,
chiaramente usando le nuove derivate.
In particolare si possono calcolare le cosiddette “greche” anche per le
opzioni dipendenti dal cammino imponendo, ad esempio, ∆ = 4xf . Il calcolo
puo` essere fatto solo in via teorica e solo per casi particolari in quanto e`
tutt’altro che banale calcolare in generale la derivata funzionale.
Un caso fortunato in cui sappiamo fare questo calcolo e` quando posso
esprimere f(Xt) come funzione di un numero finito di processi stocastici,
ovvero se esistono dei processi z1, . . . , zn e g : Rn → R sufficientemente
regolare tale che
f(Xt) = g(z1(t), . . . , zn(t)).
In questo caso si puo` applicare la Regola della Catena versione funzionale
e ottenere che
∆ = 4xf(Xt) =
n∑
i=1
∂g
∂zi
(z1(t), . . . , zn(t))4xzi(t).
Applichiamo quanto detto alle opzioni asiatiche.
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Proposizione 5.1 (Asiatica 1). Supponiamo che la SDE che definisce il
processo X non presenti il termine di drift, ovvero che
dX(t) = b(Xt)dW (t).
Poniamo I(t) =
∫ t
0
X(u)du allora un’opzione asiatica f puo` essere rappre-
sentata com f(Xt) = g(X(t), I(t), t) e vale
∂g
∂t
+X(t)
∂g
∂I
+
b2(Xt)
2
∂g
∂x2
= 0.
Dimostrazione. Dal teorema 5.1 applicato nel caso r = 0 si ha
4tf(Xt) + 2−1b2(Xt)4xxf(Xt) = 0. (5.2)
Calcoliamo quindi 4tf(Xt) e 4xxf(Xt) usando la regola della catena fun-
zionale.
4tf(Xt) =
∂g
∂t
+
∂g
∂I
4tI +
∂g
∂x
4tX =
∂g
∂t
+
∂g
∂I
X(t).
4xf(Xt) =
∂g
∂x
+
∂g
∂I
4xI =
∂g
∂x
.
Quindi
4xxf(Xt) =
∂g
∂x2
+
∂g
∂I∂x
4xI =
∂g
∂x2
.
Usando la (5.2) e i calcoli appena effettuati, si ha la tesi.
Notiamo che per i calcoli svolti nella proposizione precedente ci siamo
dovuti avvalere degli esempi di calcolo delle derivate funzionali eseguiti nel
capitolo dedicato alla Formula di Itoˆ. L’equazione di pricing e` matematica-
mente elegante ma poco adatta per calcolarne soluzioni a livello numerico
mediante il metodo di discretizzazione alle differenze finite a causa della
presenza del termine X(t)
∂g
∂I
, a volte detto anche termine di drift.
Proposizione 5.2 (Asiatica 2). Sotto le stesse ipotesi della proposizione
precedente, poniamo J(t) = E[
∫ T
0
X(u)du|Xt] allora un’opzione asiatica f
puo` essere rappresentata come f(Xt) = h(X(t), J(t), t) e vale
b2(Xt)
2
(
∂2h
∂x2
+ 2(T − t) ∂
2h
∂x∂J
+ (T − t)2 ∂
2h
∂J2
)
(X(t), J(t), t)
+
∂h
∂t
(X(t), J(t), t) = 0.
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Dimostrazione. Notiamo per prima cosa che, per questioni di misurabilita` si
ha
J(t) =
∫ t
0
X(u)du+ (T − t)X(t).
Procediamo come nella dimostrazione della proposizione precedente.
4tf(Xt) + 2−1b2(Xt)4xxf(Xt) = 0. (5.3)
Calcoliamo quindi, usando la regola della catena funzionale,
4tf(Xt) e 4xxf(Xt).
4tf(Xt) =
∂h
∂t
+
∂h
∂J
4tJ +
∂h
∂x
4tX =
∂h
∂t
.
4xf(Xt) =
∂h
∂x
+
∂h
∂J
4xJ =
∂h
∂x
+ (T − t)∂h
∂J
.
Quindi
4xxf(Xt)
=
∂2h
∂x2
+
∂2h
∂J∂x
4xJ + (T − t)
∂2h
∂J2
4xJ + (T − t)
∂2h
∂x∂J
=
∂h
∂x2
+ 2(T − t) ∂
2h
∂x∂J
+ (T − t)2 ∂
2h
∂J2
.
Usando la (5.3) e i calcoli appena effettuati, si ha la tesi.
Questo secondo metodo risulta numericamente migliore rispetto al prece-
dente in quanto il termine X(t)
∂g
∂I
risulta in un certo senso “assorbito”
dall’equazione con J .
5.4 Le opzioni lookback
Una opzione lookback (letteralmente “che guarda indietro”) e` un parti-
colare tipo di opzione esotica il cui payoff dipende dai prezzi di base che si
verificano durante la vita dell’opzione.
Un’opzione lookback puo` essere sostanzialmente di due tipi:
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• Fissa: il prezzo strike k e` fissato al momento dell’acquisto.
Puo` accadere che l’opzione non sia esercitata al prezzo di mercato
presente. Ad esempio, nel caso di una call, l’holder dell’opzione puo`
ripercorrere la vita dell’opzione e scegliere di esercitare l’opzione nel
momento in cui il sottostante aveva assunto il suo prezzo massimo.
Formalmente il payoff di una call fissa e` dato da
max(max
t∈[0,T ]
S(t)− k, 0).
Il caso della put e` analogo e ha payoff
max(k − min
t∈[0,T ]
S(t), 0)
• Variabile (o Floating ): il prezzo strike dell’opzione viene fissato alla
scadenza e non al tempo 0. Sempre nel caso della call, il prezzo di
esercizio e` fissato al livello piu` basso raggiunto dal sottostante durante
l’intera vita dell’opzione. Formalmente si ha
S(T )− min
t∈[0,T ]
S(t).
Per la put, invece, il prezzo di esercizio e` fissato al livello piu` alto
raggiunto dal sottostante durante [0, T ] e il suo payoff e` dato da
max
t∈[0,T ]
S(t)− S(T ).
Le opzioni lookback possono essere costose da acquistare e in generale sono
utilizzate in ambiti speculativi. In questo paragrafo concentreremo la nostra
attenzione sulle opzioni lookback put floating. Gli altri casi sono piuttosto
simili a quello che diremo nel seguito.
Intuitivamente, guardando al payoff di tale opzione, si puo` capire che la
vera difficolta` di calcolo del premio e` data dal fatto che non conosciamo ne´ la
legge ne´ le possibili traiettorie di maxt∈[0,T ] S(t). Per prima cosa analizzeremo
un metodo di pricing di tipo Black-Scholes basato sulle particolari proprieta`
che ha il processo di Wiener.
Infine, lavorando seguendo lo spirito non anticipativo di Dupire, vedremo
come calcolare il running maximum di una semimartingala a traiettorie con-
tinue traiettoria per traiettoria e a partire da questo risultato dedurremo un
metodo di pricing.
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5.4.1 Il caso classico
Supponiamo che il sottostante (S(t)) soddisfi la SDE
dS(t) = S(t)(µdt+ σdW (t)) con condizione iniziale S(0) = s.
E` noto che un tale mercato e` privo di arbitraggi e completo. Chiamiamo Q
l’unica probabilita` risk neutral e supponiamo di avere un tasso di interesse
privo di rischio costante che indicheremo con r. Allora il premio che l’holder
deve pagare al tempo 0 per acquistare un’opzione lookback put floating e`
dato dal calcolo di pi(0) = e−rTEQ[maxt∈[0,T ] S(t)− S(T )]. Per linearita` della
speranza e poiche´ e−rtS(t) = s exp(σW (t)) e` una Q-martingala, allora
pi(0) = e−rTEQ[ max
t∈[0,T ]
S(t)]− s.
Dunque il problema del calcolo del premio si e` ridotto a calcolare la
Q-speranza di maxt∈[0,T ] S(t).
In generale tale calcolo e` estremamente complicato, ma in questo caso,
sfruttando le proprieta` dei processi di Wiener si riesce a trovare una formula
relativamente semplice da calcolare. Sia X(t) il processo tale che S(t) = eX(t),
ovvero X(t) sia soluzione della SDE
dX(t) = rdt+ σdW (t) con x(0) = log s.
Essendo la funzione esponenziale crescente, allora si ha
max
t∈[0,T ]
S(t) = exp
(
max
t∈[0,T ]
X(t)
)
.
Indicando conN (.) indica la funzione di ripartizione di una gaussiana N(0, 1)
e facendo degli elementari (seppur lunghi) conti si puo` dimostrare che la
funzione di ripartizione di maxt∈[0,T ]X(t) e`
F (x) = N
(
x− log s− rT
σ
√
T
)
− exp
(
2r(x− log s)
σ2
)
N
(
−x− log s+ rT
σ
√
T
)
se x > log s, nulla altrimenti.
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Tale F e` anche derivabile e la sua derivata e` nulla per x < log s, mentre
vale
f(x) =
1
σ
√
T
ϕ
(
x− log s− rT
σ
√
T
)
+ exp
(
2r(x− log s)
σ2
)
1
σ
√
T
ϕ
(
−x− log s+ rT
σ
√
T
)
− 2r
σ2
exp
(
2r(x− log s)
σ2
)
N
(
−x− log s+ rT
σ
√
T
)
per x > log s dove con ϕ indichiamo la densita` di una gaussiana N(0, 1),
ovvero ϕ(y) =
√
2pi
−1
exp(−y22−1).
Il nostro problema si e` ridotto al calcolo di∫ +∞
log s
exf(x)dx.
Sviluppando f e applicando le classiche proprieta` di integrazione per parti
note da Analisi 1, si ottiene infine che
pi(0) = −sN (−d) + s exp(−rT )N (−d+ σ
√
T ) + (sσ/2r)N (d)
− se−rT (σ22−1r)N (−d+ σ
√
T ) dove d =
√
T (r + 2−1σ2)/σ.
5.4.2 Il running maximum secondo Dupire
Fissiamo X una martingala (positiva) a traiettorie continue.
Consideriamo il funzionale f : Λ→ R f(Xt) = maxu∈[0,t]Xt(u).
Vorremmo poter applicare la formula funzionale di Itoˆ-Dupire. Purtroppo
f non e` in generale derivabile verticalmente. Essa presenta dei problemi
sull’insieme
{(t, ω) : Xt(t, ω) = max
u∈[0,t]
Xt(u, ω)}.
Basti pensare ad un processo costante, ad esempio identicamente uguale a 1.
In tal caso
lim
h→0+
(max
u∈[0,t]
Xh(u, ω)−X(t, ω))/h = lim
h→0+
(1 + h− 1)/h = 1.
Tuttavia
lim
h→0−
(max
u∈[0,t]
Xh(u, ω)−X(t, ω))/h = lim
h→0−
(1− 1)/h = 0.
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Anche se il funzionale max non e` liscio, lo si puo` approssimare medi-
ante funzionali lisci. Fissato α > 0 consideriamo la funzione in due variabili
gα(x,m) =

m− α se 0 6 x 6 m− 2α,
m− α + (x− (m− 2α))2/(4α) se m− 2α 6 x 6 m,
x se x 6 m
Infine poniamo, traiettoria per traiettoria,
fα(Xt) = gα(X(t), max
u∈[0,t]
Xt(u)).
Tale fα e` liscia e inoltre limα→0+ fα(Xt) = maxu∈[0,t]X(u).
Cominciamo con il calcolare le derivate funzionali di fα. Per prima cosa
mostriamo che fα ha derivata temporale nulla. Infatti, usando la regola della
catena funzionale e chiamando
M(t) = max
u∈[0,t]
Xt(u) si ha
4tfα(Xt) =
∂gα
∂x
4tX(t) +
∂gα
∂m
4tM(t)
=
∂gα
∂x
0 +
∂gα
∂m
lim
δ→0+
maxu∈[0,t+δ]Xt,δ(u)−maxu∈[0,t]Xt(u)
δ
= 0 + 0.
Calcoliamo ora la derivata verticale prima supponendo che α sia un nu-
mero sufficientemente piccolo. Facciamo questa ulteriore ipotesi in quanto
successivamente passeremo al limite per α che tende a 0+. Dividiamo in tre
casi:
1. Se 0 6 X(t) 6M(t)− 2α allora 4xfα(Xt) = 0.
Infatti, anche se perturbiamo X in t di un piccolo h (inferiore ad α) si
ha ancora 0 6 Xh(t) 6M(t)− 2α e dunque
gα(X
h(t),M(t)) = gα(X(t),M(t))
e quindi il loro rapporto incrementale e` nullo.
2. Se M(t)− 2α 6 X(t) 6M(t) allora
4xfα(Xt) = (2α)−1(X(t)− (M(t)− 2α)).
Infatti, per ipotesi
4xfα(Xt) = 4x(M(t)− α) +4x[(4α)−1(X(t)− (M(t)− 2α))2]
= (4α)−12(X(t)− (M(t)− 2α)) = (2α)−1(X(t)− (M(t)− 2α))
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3. Se X(t) >M(t) (ovvero X(t) =M(t)) allora 4xfα(Xt) = 1.
Infatti, banalmente, 4xX(t) = 1.
Calcoliamo ora la derivata seconda. Per i casi 0 6 X(t) 6 M(t) − 2α e
X(t) >M(t) si ha 4xxfα(Xt) = 0 in quanto stiamo derivando una costante.
Invece, se M(t)− 2α 6 X(t) 6 M(t) allora 4xxfα(Xt) = (2α)−1. Infatti
valgono 4xX(t) = 1 e 4x(M(t)− 2α) = 0 e c’e` linearita` della derivata.
Piu` sinteticamente, possiamo scrivere
4xxf(Xt) = (2α)−1I[0,2α](M(t)−X(t)).
Applichiamo ora la formula di Itoˆ a fα(Xt) ottenendo
fα(Xt)− fα(X0) = fα(Xt)−X(0)
=
∫ t
0
4tfα(Xu)du+
∫ t
0
4xfα(Xu)dX(u) + 2−1
∫ t
0
4xxfα(Xu)d〈X〉(u)
=
∫ t
0
(2α)−1I[0,2α](M(u)−X(u))(X(u)− (M(u)− 2α))dX(u)
+
∫ t
0
I[M(u),+∞[(X(u))dX(u) + (4α)−1
∫ t
0
I[0,2α](M(u)−X(u))d〈X〉(u).
Vogliamo ora passare al limite per α che tende a 0. Sappiamo che il primo
membro tende a M(t)−X(0). Lavoriamo ora singolarmente su ogni singolo
addendo del secondo membro.
lim
α→0+
∫ t
0
(2α)−1I[0,2α](M(u)−X(u))(X(u)− (M(u)− 2α))dX(u) = 0 q.c.
(5.4)
Infatti sull’evento {M(u)−X(u) ∈ [0, 2α]} si ha che |X(u)−M(u)| 6 2α e
quindi, usando l’isometria di Itoˆ si ha
E
[∫ t
0
(2α)−2I[0,2α](M(u)−X(u))(X(u)− (M(u)− 2α))2d〈X〉(u)
]
6 E
[∫ t
0
(2α)−2I[0,2α](M(u)−X(u))(2α)2d〈X〉(u)
]
e limα→0+ E
[∫ t
0
I[0,2α](M(u)−X(u))d〈X〉(u)
]
= 0. Dunque vale (5.4).
Per definizione di M(u) si ha anche∫ t
0
I[M(u),+∞[(X(u))dX(u) = 0 q.c.
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Infine osserviamo che∫ t
0
(2α)−1I[0,2α](M(u)−X(u))d〈X〉(u)
=
∫ t
0
(2α)−1I[X(u)−α,X(u)+α](M(u))d〈X〉(u)
Ricordandoci la definizione di tempo locale otteniamo che
lim
α→0+
∫ t
0
(2α)−1I[X(u)−α,X(u)+α](M(u))d〈X〉(u) = L0(t,M −X).
Riassumendo quanto detto si ha, traiettoria per traiettoria (ma non in
legge),
M(t)−X(0) = 2−1L0(t,M −X).
Quindi si ha, in generale, che il prezzo in 0 di un’opzione lookback put
floating e` dato da
pi(0) = E[ max
t∈[0,T ]
X(t)−X(T )]
= E[ max
t∈[0,T ]
X(t)]− E[X(T )]
= X(0) + E[2−1L0(T,M −X)]−X(0)
= E[2−1L0(T,M −X)].
5.5 Le opzioni barriera
Un’opzione barriera e` un particolare tipo di opzione il cui payoff dipende
dal fatto che il sottostante raggiunga o superi un certo livello /prezzo presta-
bilito al tempo 0 durante l’epoca [0, T [.
Esistono molti tipi di opzioni barriera. Ne diamo ora alcuni esempi con
relative definizioni arricchite da qualche commento di tipo prettamente fi-
nanziario.
• L’opzione knock in e` un contratto di opzione la cui vita ( come una
normale opzione) inizia solo se il sottostante raggiunge il livello di prez-
zo L prima della scadenza T . A voler essere rigorosi, questo tipo di
contratto non e` una vera opzione in quanto, se il livello L non viene
mai raggiunto durante il periodo [0, T [, e` come se il contratto non fosse
mai esistito.
Le opzioni knock-in, oltre a essere presenti sia nella forma call che put,
possono essere di tipo down-and-in (ovvero se esiste un certo t ∈ [0, T [
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tale che S(t) 6 L allora il contratto inizia di esistere) o di up-and-in
(ovvero il contratto diviene una vera opzione se S(t) > L per qualche
t ∈ [0, T [).
• L’opzione knock-out e` anch’esso un contratto di opzione la cui vita
finisce solo se il sottostante raggiunge (o supera) un certo livello di
prezzo L prima della scadenza T e fino a tal istante si comporta come
una opzione vanilla. Le opzioni knock-out, oltre a essere presenti sia
nella forma call che put, possono essere di tipo down-and-out (ovvero
se esiste un certo t ∈ [0, T [ tale che S(t) 6 L allora il contratto cessa
di esistere) o di genere up-and-out dove l’opzione cessa di esistere se
esiste un t ∈ [0, T [ per cui si ha S(t) > L.
Cos`ı come accade per le opzioni knock-in, a parita` di k, T , un investitore
decide di acquistare opzioni di questo tipo invece che le usuali vanilla
per poter risparmiare sul premio da pagare al venditore.
Infatti, il fatto che un contratto di questo tipo possa perdere comple-
tamente di validita` ad un certo istante precedente alla scadenza T fa
diminuire le probabilita` di guadagno per l’holder e dunque anche il
premio da pagare al momento di stipula del contratto deve risultare in-
feriore a quello di una opzione vanilla avente stesso prezzo di esercizio
e scadenza.
• L’opzione one-touch e` un tipo di opzione esotica che da` all’holder
un payoff (fissato in 0) una volta che il prezzo del bene sottostante
raggiunge o supera una barriera L predeterminata al tempo di stipula
del contratto.
Questo tipo di opzione permette al compratore di decidere quali deb-
bano essere la barriera L, la scadenza T il tempo di scadenza e il payoff
da ricevere nel caso in cui il sottostante tocchi o superi L. Se cio` non ac-
cade, allora il venditore di tale opzione non deve versare nulla all’holder
e ha guadagnato in quanto ha incassato il premio iniziale pagato dal
compratore per entrare in possesso di questa opzione esotica.
Questo tipo di opzione e` molto usata dagli operatori di mercato che
prevedono che il prezzo del sottostante superera` L in futuro, ma che
allo stesso tempo sono molto incerti riguardo il valore massimo che
il sottostante puo` raggiungere durante [0, T ]. A volte quest’opzione e`
chiamata “all or nothing”.
In questo paragrafo concentreremo la nostra attenzione sul problema di pri-
cing delle opzioni up-and-out. Tuttavia enunceremo un teorema di “parita`”
CAPITOLO 5. PRICING CLASSICO E FUNZIONALE DI OPZIONI ESOTICHE100
che ci permettera` di risolvere il problema di pricing per anche altri tipi di
opzioni barriera come, ad esempio, le up-and-in.
Il caso delle barriere di tipo down non e` trattato in questa Tesi per
l’evidente analogia con le opzioni up.
5.5.1 Il metodo classico
Nel paragrafo relativo alle opzioni lookback (usando le stesse notazioni e
ipotesi) abbiamo detto che maxt∈[0,T ] S(t) ha come funzione di ripartizione
F (s, y) = G(log s, log y) dove
G(log s, x)
= N
(
x− log s− rT
σ
√
T
)
− exp
(
2r(x− log s)
σ2
)
N
(
−x− log s+ rT
σ
√
T
)
se x > log s, nulla altrimenti.
Vale il seguente teorema:
Teorema 5.2. Fissiamo la scadenza T e la barriera L (purche´ s < L) e un
certo payoff Φ. Poniamo ΦL la funzione cos`ı definita: ΦL(x) = Φ(x)I]−∞,L[(x).
Sia Ψ la funzione di pricing relativa a Φ allora la funzione di pricing ΨLO di
un contratto L-up-and-out relativo a Φ e` dato da:
ΨLO(Φ) = Ψ(s,ΦL)− (L/s)2r/σ2−1Ψ(L2/s,ΦL).
Si puo` trovare la dimostrazione di questo teorema in [2].
Questo teorema e` estremamente generale, nel senso che e` applicabile per
qualsiasi tipo di contratto up-and-out scelto e riconduce il problema di pricing
di un’opzione esotica ad un calcolo del premio di un certo prodotto finanziario
avente una particolare funzione di pricing (che puo` essere supposta nota a
priori). In particolare il teorema 5.2 vale anche per le opzioni dipendenti da
cammino quali le one-touch.
Troviamo ora delle formule di pricing piu` esplicite.
Cominciamo con il parlare delle opzioni one-touch di tipo up-and-out.
Chiamiamo G il payoff di quest’opzione nel caso in cui maxt∈[0,T ] S(t) non
raggiunga (o superi) L, indichiamo inoltre con Q la probabilita` martingala
equivalente che rende il processo (S(t)) una martingala e indichiamo con X˜
quel processo di Wiener tale che S = eX˜ sotto Q. Indichiamo inoltre con
H(s, L) la funzione pricing di un’opzione one-touch up-and-out allora in tal
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caso si ha che il premio da pagare e`
H(s, L)
= EQ[G I{maxt∈[0,T ] S(t)<L}]
= G Q( max
t∈[0,T ]
X˜(t) < logL)
= G N
(
log(L/s)− rT
σ
√
T
)
− exp
(
2r log(L/s)
σ2
)
N
(
− log(L/s) + rT
σ
√
T
)
.
La funzione di pricing di un’opzione put verra` nel seguito indicata con
P (s, k), mentre la notazione relativa al premio della call sara` C(s, k), dove s
rappresenta il valore del sottostante in 0, mentre k indica il prezzo di esercizio
dell’opzione. Secondo il modello classico, per le opzioni di tipo vanilla vale
chiaramente la formula di pricing di Black-Scholes.
Troviamo ora un metodo di pricing relativo ad un’opzione put up-and-out.
Teorema 5.3. Indicando con r˜ = r − 2−1σ2, si ha
1. se L > k allora
PLO(s, k) = P (s, k)− (L/s)2r˜/σ2P (L2/s,k);
2. se L 6 k allora
PLO(s, k)
= P (s, L)− (k − L)H(s, L)− (L/s)2r˜/σ2P (L2/s, L)
+ (L/s)2r˜/σ
2
(k − L)H(L2/s, L) + (k − L)(1− (L/s)2r˜/σ2)e−rT .
dove H(s, L) indica la funzione pricing di un’opzione one-touch up-and-out.
Cos`ı come accade nel caso delle opzioni europee vanilla, anche le opzioni
barriera ammettono relazioni di parita`. La seguente proposizione riguarda la
relazione di parita` call-put di tipo “barriera”.
Proposizione 5.3 (Parita` call-put di tipo up-and-out). Fissiamo un sot-
tostante modellizzato secondo Black-Scholes con valore in 0 pari ad s. In-
dicando con STLO e ZCLO le funzioni di pricing di acquisto di un certo
sottostante e di uno zero coupon sul medesimo sottostante di tipo up-and-out
con medesima scadenza T e barriera L, allora
PLO(s, k) = kZCLO(s)− STLO(s) + CLO(s, k).
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A partire da questa proposizione si deduce anche un metodo di pricing
per le call up-and-out. Concludiamo il paragrafo con un teorema che ci per-
mette di ottenere una formula di pricing anche per le up-and-in che sfrutta la
conoscenza della soluzione del problema di calcolo del premio della relativa
opzione vanilla e up-and-out.
Teorema 5.4. Consideriamo un’opzione vanilla avente payoff Φ al tem-
po T e fissiamo una barriera L > S(0). Indicando con F (Φ), FLO(Φ) e
FLI(Φ) le funzioni di pricing dell’opzione vanilla, up-and-out e up-and-in
rispettivamente, allora, in assenza di arbitraggi, si ha
F (Φ) = FLO(Φ) + FLI(Φ).
Osservazione 5.1. Abbiamo deciso di riportare la dimostrazione in quanto
semplice, intuitiva e perche´ e` di carattere piu` finanziario che matematico.
Da notare con particolare attenzione e` la necessita` che L sia una barriera
comune alle opzioni up-and-in e up-and-out.
Dimostrazione. Supponiamo di avere un portafoglio che consiste di un con-
tratto up-and-in e di un contratto up-and-out sullo stesso sottostante, con
stessa scadenza e stessa barriera L. Allora il payoff alla scadenza di questi
due contratti esotici e` lo stesso di un contratto vanilla. Infatti, o il valore
del sottostante rimane sempre sotto la barriera L (e in tal caso ha valore il
contratto up-and-out ma non quello up-and-in) o eccede L in un certo tempo
intermedio t e allora il prodotto up-and-out non vale nulla, mentre si puo`
esercitare quello up-and-in. Dunque si deve pagare lo stesso premio al tempo
0 sia per l’acquisto (contemporaneo) di un prodotto up-and-in e up-and-out
o per acquistare il medesimo prodotto nella sua versione vanilla. Da cui la
tesi.
Per maggiori dettagli relativi al metodo classico di pricing delle opzioni
barriera si possono consultare [2], [4], [22].
5.5.2 Il metodo di pricing funzionale
Supponiamo che il prezzo del sottostante sia unaX semimartingala a trai-
ettorie continue e, come nel paragrafo precedente, consideriamo un’opzione
one-touch up-and-out avente payoff H se X(t) non supera mai la barriera
L (con X(0) < L) durante il periodo [0, T ]. In altre parole, l’holder riceve
H se ad ogni t ∈ [0, T ] si ha X(t) < L, nulla altrimenti. Detto M(t) =
maxs∈[0,t]X(s), allora M(T ) > L e` equivalente a richiedere X(t) > L per
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qualche t ∈ [0, T ]. Poiche´ abbiamo dimostrato in precedenza che, cammino
per cammino, si ha
M(T )−X(0) = 2−1L0(T,M −X) allora
M(T ) < L ⇐⇒ L0(T,M −X) < 2(L−X(0)).
Dunque, trascurando il tasso di interesse senza rischio, ora e` facile trovare
il premio da pagare al tempo 0 per entrare in possesso di questa opzione.
E[H I{M(T )<L}]
= H E[I{L0(T,M−X)<2(L−X(0))}]
= H P(L0(T,M −X) < 2(L−X(0))).
Osserviamo che il caso classico non e` altro che un caso particolare di
quanto appena fatto. Infatti nel caso Black-Scholes, avendo una conoscenza
esplicita del tempo locale relativo a un processo di Wiener, siamo in grado
di ottenere una formula piu` esplicita.
Nell’esempio precedente siamo stati fortunati e abbiamo trovato, in un
certo senso, una formula “chiusa”. Tuttavia, nella maggior parte dei casi cio`
non accade e ci dobbiamo accontentare di trovare un metodo di pricing per
via PDE usando il teorema 5.1 e la Regola della Catena secondo Dupire.
Proposizione 5.4. Fissiamo una scadenza T , una barriera L, un prezzo di
esercizio k < L e un sottostante X che, sotto la probabilita` P soddisfa la
SDE dX(t) = b(Xt)dW (t) con condizione iniziale X(0) < L, un tasso risk-
free r(Xt), e consideriamo l’opzione barriera call up-and-out avente profilo a
scadenza pari a
Φ(XT ) = (X(T )− k)+ I{M(T )<L}
dove M(t) = maxu∈[0,t]X(u). Allora il funzionale di pricing relativo a questa
call up-and-out e` della forma g(t,X(t),M(t)) ed e` soluzione della seguente
equazione:
∂g
∂t
+
1
2
b2(Xt)
[
∂g
∂m
∂L0
∂t
(t,M −X) + ∂
2g
∂x2
]
+ r(Xt)
[
∂g
∂x
X(t)− g
]
= 0.
con condizione g(T, x,m) = (x− k)+I[0,L[(m).
Dimostrazione. Purtroppo il funzionale running maximum non e` liscio, dun-
que non possiamo applicare direttamente il teorema 5.1. Tuttavia possia-
mo approssimare, traiettoria per traiettoria, tale funzionale mediante una
successione di funzionali lisci che invece verificano le ipotesi del teorema 5.1.
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E` proprio questa l’idea alla base della dimostrazione.
Sia ora Mn(t) = f2−n(Xt) il funzionale definito nel paragrafo relativo al
running maximum. Per ogni n sia gn(t,X(t),Mn(t)) il funzionale liscio di
pricing relativo a Φn(XT ) = (X(T )− k)+ I{Mn(T )<L} .
Calcoliamone le derivate usando la Regola della Catena di Dupire:
4tgn =
∂gn
∂t
+
∂gn
∂x
4tX +
∂gn
∂m
4tMn =
∂g
∂t
;
4xgn =
∂gn
∂t
4xt+
∂gn
∂x
4xX(t) +
∂gn
∂m
4xMn
=
∂gn
∂x
+
∂gn
∂m
4xMn(t);
4xxgn =
∂2gn
∂x2
+
∂2gn
∂x∂m
4xMn +
∂2gn
∂m2
(4) + ∂gn
∂m
4xxMn.
Ricordandoci quanto accade nel paragrafo sul running maximum e passando
al limite (in senso debole) si ottiene
lim
n→∞
4tgn =
∂g
∂t
;
lim
n→∞
4xgn =
∂g
∂x
;
lim
n→∞
4xxgn =
∂2g
∂x2
+
∂g
∂m
∂L0
∂t
(M −X).
Applicando il teorema 5.1 a gn e passando al limite per n → ∞ (in senso
debole) si ottiene la tesi.
I conti svolti nella dimostrazione della proposizione precedente sono solo
un esempio di quanto si puo` fare in generale per il pricing di una qualsiasi
opzione barriera con gli opportuni cambiamenti relativi alle equazioni dovuti
al fatto che usiamo diversi funzionali approssimanti lisci.
Come si puo` comprendere dalla complicata formula ottenuta nella propo-
sizione precedente, e` molto difficile fare un corretto pricing relativo alle
opzioni barriera a meno che non si supponga di essere nel classico modello di
Black-Scholes.
Appendice A
La dimostrazione della Formula
di Itoˆ-Dupire
Diamo finalmente la dimostrazione della Formula di Itoˆ-Dupire che ab-
biamo tante volte applicato in questa Tesi.
Cominciamo con la dimostrazione di una proposizione riguardante i fun-
zionali Λ-continui.
Proposizione A.1. [Continuita` rafforzata] Sia g Λ-continuo e sia XT¯ ∈ ΛT¯ ,
indichiamo con Xt la funzione XT¯ avente dominio ristretto a [0, t] allora
∀ε > 0 ∃δ > 0 tale che ∀Ys ∈ Λ con dΛ(Xt, Ys) < δ si ha
|g(Ys)− g(Xt)| < ε.
Dimostrazione. In altre parole dobbiamo dimostrare che il δ non dipende da
t ∈ [0, T¯ ].
Per assurdo supponiamo esistano ε0 > 0, {(tp, up)} ⊂ [0, T¯ ]2, Y pup ∈ Λup
tali che dΛ(Xtp , Y
p
up) < 1/p e |g(Xtp) − g(Y pup)| > ε0. Poiche´ {tp} ⊂ [0, T¯ ]
allora esiste una sottosuccessione {tpk} convergente a un certo t? ∈ [0, T¯ ].
Osserviamo che
dΛ(Xt? , Y
pk
upk
) 6 dΛ(Xtpk , Y
pk
upk
) + dΛ(Xt? , Xtpk ) < 1/pk + dΛ(Xt? , Xtpk )
e quest’ultima quantita` → 0 per k →∞.
Poiche´ vale anche che
ε0 < |g(Xtpk )− g(Y pkupk )| < |g(Xtpk )− g(Xt?)|+ |g(Xt?)− g(Xtpk )|
allora si dovrebbe avere che g non e` continua, perche´ se lo fosse allora l’ultimo
membro di quest’ultima disequazione dovrebbe tendere a 0. Da cui la tesi.
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Teorema A.1. Sia X = (X(t))06t6T¯ una semimartingala continua, sia f
un funzionale liscio. ∀T ∈ [0, T¯ ] fissiamo (Πn)n successione di partizioni di
[0, T ] con limn→∞ ‖Πn‖ = 0 e ‖Πn‖ < 1/n ∀n e supponiamo esista e sia
q.c. finito
lim
n→∞
∑
tni ∈Πn
4xf(Xtni−1)(X(tni )−X(tni−1)),
allora si ha q.c.
f(XT )− f(X0)
=
∫ T
0
4xf(Xt)dX(t) +
∫ T
0
4tf(Xt)dt+ 2−1
∫ T
0
4xxf(Xt)d〈X〉(t).
Equivalentemente,
df = 4xfdX(t) +4tfdt+ 2−14xxfd〈X〉(t).
Dimostrazione. Per dimostrare il nostro teorema non potremo usare le stesse
argomentazioni di densita` dei polinomi nelle funzioni C2 della formula di
Itoˆ classica perche´ i polinomi non sono densi nei funzionali. Gli strumenti
principali che utilizzeremo saranno l’espansione di Taylor al second’ordine e
il teorema del valor medio di Lagrange.
∀n, ∀i 6 pn definiamo i funzionali Y ni Zni ∈ Λtni nel seguente modo:
Y ni (s) =
{
XT (t
n
j−1), se s ∈ [tnj−1, tnj )
XT (t
n
j ), se s = t
n
i
Zni (s) =
{
Y ni (s), se s < t
n
i
XT (t
n
i−1), altrimenti
Osserviamo che Y0 = Z0 = X0 e che tali processi hanno traiettorie costanti
a tratti. ∀n si ha
f(XT )− f(X0) = f(XT )− f(Y pnn ) +
pn∑
i=1
[f(Y ni )− f(Y ni−1)].
Indicando con δtni = t
n
i −tni−1, δXni = Xni −Xni−1, sapendo per ipotesi che f
e` C2 in x e C1 in t, usiamo il teorema di Lagrange (applicato a h 7−→ f(Zn,hi )
e δt 7−→ f(Y ni−1,δt) ) e lo sviluppo di Taylor per ottener che ∀n, ∀i 6 pn
esistono yni ∈ (0, δXni ), θin ∈ (0, δtni ) :
pn∑
i=1
f(Y ni )− f(Y ni−1) =
pn∑
i=1
f(Y ni )− f(Zni ) + f(Zni )− f(Y ni−1)
=
pn∑
i=1
4xf(Zni )δXni + 2−14xxf(Zn,y
n
i
i )(δX
n
i )
2 +4tf(Yi−1,θni )δtni
APPENDICE A. LA DIMOSTRAZIONE DELLA FORMULADI ITOˆ-DUPIRE107
con
Y ni,θni (s) =
{
Y ni (s), se s < t
n
i
Y ni (t
i
n), se s ∈ [tni , tni + δtni ] Z
n,yni
i (s) =
{
Zni (s), se s < t
n
i
Zni (t
n
i ) + y
n
i , se s = t
n
i
Essendo X una semimartingala continua allora la sappiamo decomporre
nel seguente modo:
X(t) = X(0) + A(t) +M(t)
conA avente variazione finita eM martingala locale. Possiamo quindi scrivere
f(XT )− f(X0) = An +Bn1,A +Bn1,M + 2−1Bn2 + Cn
con
An = f(XT )− f(Y pnn ), Bn1,A =
pn∑
i=1
4xf(Zni )δAni ,
Bn1,M =
pn∑
i=1
4xf(Zni )δMni , Bn2 =
pn∑
i=1
4xxf(Zn,y
n
i
i )(δX
n
i )
2,
Cn =
pn∑
i=1
4tf(Yi−1,θni )δtni .
Lavorando separatamente su ogni singolo addendo vediamo cosa succede
quando n→∞. Procediamo per ordine.
1. Mostriamo che limn→∞An = 0 q.c.
Infatti, cammino per cammino, X e` continuo in [0, T ] e quindi anche
uniformemente continuo. Poiche´ ∀n si ha T = tnpn , allora
lim sup
n→∞
dΛ(XT , Y
n
pn) = lim sup
n→∞
∥∥∥Y npn,T−tpn −XT∥∥∥∞ + T − tnpn
= lim sup
n→∞
∥∥Y npn, −XT∥∥∞ = 0
Essendo f Λ-continua, allora, grazie alla A.1, si ha
lim
n→∞
f(Y npn,) = f(XT ).
Da cui la tesi per An.
2. Mostriamo che limn→∞Bn1,A =
∫ T
0
4xf(Xt)dA(t) q.c.
Chiamiamo Xni = Xtni e definiamo le funzioni h, hn : R
+ → R come
h(t) = 4xf(Xt), hn(t) =
∑pn
i=14xf(Zni )I[tni−1,tni )(t). ∀n hn e` una
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funzione elementare grazie alla definizione di Zni . Fissato t ∈ (0, T ) ∀n
∃i(n) ∈ {1, . . . , pn} : t ∈ [tni(n)−1, tni(n)), allora si ha che
lim sup
n→∞
dΛ(Z
n
i(n), Xt) = 0.
Infatti
lim sup
n→∞
dΛ(Z
n
i(n), Xt) 6 lim sup
n→∞
dΛ(Z
n
i(n), X
n
i(n))
6 lim sup
n→∞
∥∥Zni(n) −Xni(n)∥∥∞ + tni(n) − tni(n)−1 = 0
in quanto limn→∞ ‖Πn‖ = 0 e sia Zni(n) che Xni(n) tendono a Xt quando
n→∞.
Poiche´ 4xf e` per ipotesi Λ-continuo, allora
lim
n→∞
hn = h uniformemente.
Questo fatto e la possibilita` di poter applicare il teorema di convergenza
dominata relativo alla misura associata al processo crescente (A(t)) ci
danno la tesi. Infatti
lim
n→∞
Bn1,A = lim
n→∞
pn∑
i=1
4xf(Zni )δAni
lim
n→∞
∫ T
0
hn(t)dA(t)
=
∫ T
0
h(t)dA(t) =
∫ T
0
4xf(Xt)dA(t)
3. Mostriamo che limn→∞Bn1,M =
∫ T
0
4xf(Xt)dM(t) in probabilita`.
Questo e` di sicuro il punto piu` delicato della dimostrazione.
Poniamo g = 4xf (g e` Λ-continuo perche´ f e` liscio), Y (t) = g(Xt) e
Y (t)n =
∑pn
i=1 g(Z
n
i )I[tni−1,tni )(t).
Notiamo che (Y (t)), (Y (t)n) sono processi adattati alla filtrazione che
abbiamo fissato in quanto lo sono Xt e Z
n
i ∀n ∀i 6 pn. Definiamo
∀p ∈ N+
Ap = {Y ∈ ΛT : Y (t) =
pn∑
i=1
X(ti−1)I[tni−1,tni )(t) con t
n
i−1 < ti < t
n
i−1 + p
−1}
τ p1 = inf{t ∈ [0, T ] : |Y (t)|+ 〈M〉(t) > p} ∧ T
τ p2 = inf{t ∈ [0, T ] : ∃Y ∈ Ap : |g(Yt)− g(Xt)| > 1} ∧ T
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Idealmente Ap contiene quei funzionali elementari che p-ben approssi-
mano X rispetto alla successione di partizioni (Πn). Inoltre {Ap} e` una
successione decrescente di insiemi. τ p1 e τ
p
2 sono invece due tempi di
arresto. Sempre ragionando a livello intuitivo, τ p1 serve per arrestare
il processo Y (t) quando il suo valore assoluto sommato alla variazione
quadratica della martingala locale assumono valori maggiori di p.
τ p2 invece ci serve per veder, fissato p, quando possiamo trovar un fun-
zionale che p-ben approssima X ma in cui i valori di g sono distanti di
almeno 1. Il seguente lemma ci garantisce che τ p2 si “comporta bene”
quando p→∞.
Lemma A.1. Sotto le stesse ipotesi del teorema A.1 si ha
lim
p→∞
P(τ p2 = T ) = 1.
Dimostrazione. Applichiamo la proposizione A.1 a g con ε = 1 e otte-
niamo che esiste δ > 0:
se ‖Yt −Xt‖∞ < δ allora |g(Xt)− g(Yt)| < 1 (A.1)
Essendo X uniformemente continuo su [0, T ] allora esiste β > 0 tale
che
se |u1 − u2| < β allora |X(u1)−X(u2)| < δ.
Dunque, scelto p0 > 1/β si ha, grazie alla definizione di Ap, che per
|u1−u2| < 1/p0 allora |X(u1)−X(u2)| < δ.Ma allora, poiche´ ∀Y ∈ Ap0
∀t 6 T si ha ‖Yt −Xt‖∞ < δ, per (A.1), si ha
|g(Xt)− g(Yt)| < 1 ∀Y ∈ Ap0 .
e cio` vale anche per tutti i p > p0.
Quindi definitivamente P(τ p2 = T ) = 1. Da cui la tesi.
Osservazione A.1. Abbiamo in realta` dimostrato qualcosa in piu` di
quanto richiesto dal lemma A.1. Infatti cio` che risulta dalla dimostra-
zione di lemma A.1 e` che da un certo p0 (abbastanza grande) in poi
l’evento {τ p2 = T} risulta quasi certo.
Per ogni p consideriamo ora il tempo di arresto τ p = τ p1 ∧ τ p2 . Tale
nuova successione di tempi di arresto ha il pregio di rendere (M τ
p
)
una vera martingala di quadrato integrabile su cui risulta possibile fare
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l’integrale stocastico. Inoltre, sfruttando la nota isometria di Itoˆ sulla
vera martingala di quadrato integrabile (M τ
p
), si ha che
E
( pn∑
i=1
g(Zni )δM
τp,n
i −
∫ T
0
g(XT )dM(t)
τp
)2
= E
[(∫ T∧τp
0
(yn(t)− y(t))dM(t)τp
)2]
= E
[∫ T∧τp
0
(yn(t)− y(t))2d〈M τp〉(t)
]
Ora vogliamo dimostrare che le ipotesi del teorema di convergenza do-
minata sono soddisfatte.
Per prima cosa osserviamo che, come gia` fatto al punto precedente, si
ha
lim
n→∞
dΛ(Z
n
i(n), Xt) = 0.
Poiche´ g e` Λ-continuo, allora
lim
n→∞
g(Zni(n)) = g(Xt).
Inoltre (yn(t)) converge q.c a (y(t)) e soprattutto sull’evento {t < τ p}
si ha che
|yn(t)| = |g(Zni | 6 |g(Zni )− g(Xt)|+ |g(Xt)| 6 1 + p.
Avendo soddisfatto le ipotesi del teorema di convergenza dominata si
ha
lim
n→∞
pn∑
i=1
g(Zni )δM
τp,n
i =
∫ T
0
g(Xt)dM(t)
τp in L2(dPdt).
Ma allora tale convergenza vale anche in probabilita` per ogni p fissato.
Grazie al lemma A.1 e al fatto che limp→∞ P(τ p1 = T ) = 1, allora
lim
p→∞
P(τ p = T ) = 1.
Quindi
lim
n→∞
Bn1,M = lim
n→∞
lim
p→∞
pn∑
i=1
g(Zni )δM
τp,n
i
= lim
p→∞
∫ T
0
4xf(Xt)dM τp(t) =
∫ T
0
4xf(Xt)dM(t) in probabilita`.
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4. Proviamo che limn→∞Bn2 =
∫ T
0
4xxf(Xt)d〈M〉(t) in probabilita`.
Anche questo punto e` piuttosto delicato.
Definiamo i processi:
h(t) = 4xxf(Xt)
hn(t) =
pn∑
i=1
hn,iI[tni−1,tni )(t) con hn,i = 4xxf(Z
yni ,n
i )
Fissato l ∈ N+e detto I lj = {i 6 pn : t ∈ [tlj−1, tlj)}
An,l =
pl∑
j=1
hl,j
∑
i∈Ilj
(δXni )
2
Al =
pl∑
j=1
hl,j(〈X〉(tlj)− 〈X〉(tlj−1)) =
pl∑
j=1
hl,j(〈M〉(tlj)− 〈M〉(tlj−1))
C =
∫ T
0
h(t)d〈X〉(t) =
∫ T
0
h(t)d〈M〉(t)
Chiaramente vale ∀n, l ∈ N+
Bn2 = (B
n
2 − An,l) + (An,l −Bl) + (Bl − C) + C. (A.2)
Per avere la tesi non dobbiamo far altro che mostrare che i primi tre
addendi della (A.2) tendono a 0 quando n, l →∞.
Cominciamo a lavorare con Bn2 − An,l.
|Bn2 − An,l| 6
pn∑
i=1
hn,i(δX
n
i )
2 −
pl∑
j=1
hl,j
∑
i∈Ilj
(δXni )
2
6 ‖hn − hl‖∞
pn∑
i=1
(δXni )
2 6 (‖hn − h‖∞ + ‖hl − h‖∞)
pn∑
i=1
(δXni )
2.
Poiche´ sappiamo che limp→∞ hp = h uniformemente allora il primo
fattore dell’ultimo membro converge a 0 per n, l → ∞ e poiche´ si ha
anche che
lim
n→∞
pn∑
i=1
(δXni )
2 = 〈X〉(t) in P,
allora
lim
n,l→∞
Bn2 − An,l = 0 in P.
APPENDICE A. LA DIMOSTRAZIONE DELLA FORMULADI ITOˆ-DUPIRE112
Mostriamo ora che limn→∞An,l −Bl = 0 in probabilita`. Infatti, fissato
l ∈ N+, si ha che
lim
n→∞
∑
i∈Ilj
(δXni )
2 = 〈X〉(tlj)− 〈X〉(tlj−1) in P
e quindi
lim
n→∞
pl∑
j=1
hl,j(
∑
i∈Ilj
(δXni )
2) =
pl∑
j=1
hl,j(〈X〉(tlj)− 〈X〉(tlj−1)) in P.
Infine, vediamo come si puo` dimostrare che liml→∞Bl − C = 0 in P.
Per definizione di Bl
lim
l→∞
Bl = lim
l→∞
pl∑
j=1
hl,j(〈X〉(tlj)− 〈X〉(tlj−1)) = lim
l→∞
∫ T
0
h(t)ld〈X〉(t)
=
∫ T
0
h(t)d〈X〉(t) = C in probabilita`.
5. Proviamo che limn→∞Cn =
∫ T
0
4tf(Xt)dt in probabilita`.
In analogia a quanto fatto prima, chiamiamo
g = 4tf, hn(t) =
pn∑
i=1
g(Y ni−1,θniδt
n
i )I[tni−1,tni )(t),h(t) = g(Xt).
Mostriamo ora che
lim
n→∞
dΛ(Y
n
i(n)−1,θni(n) , Xt) = 0 (A.3)
Infatti ∀ε > 0 ∃n0 = n0(ε) : ∀n > n0 limn→∞ dΛ(Y ni(n)−1, Xt) = 0 e
quindi, usando la disuguaglianza triangolare, ∀n > n0 si ha
dΛ(Y
n
i(n)−1,θni(n) , Xt) 6 dΛ(Y
n
i(n)−1, Xt) + dΛ(Y
n
i(n)−1, Y
n
i(n)−1,θni(n))
6 tni(n) − tni(n)−1 + ε.
Dall’arbitrarieta` di ε e dal fatto che limn→∞ ‖Πn‖ = 0 otteniamo (A.3).
Poiche´ g e` Λ-continua allora
lim
n→∞
g(Y ni(n)−1,θni(n)) = limn→∞
hn(t) = h(t) = g(Xt).
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Quindi abbiamo convergenza puntuale. Se mostriamo che le hn sono
definitivamente limitate allora potremo applicare il classico teorema
di convergenza dominata di Lebesgue perche´ la misura di Lebesgue
ristretta a [0, T ] e` finita e quindi le costanti sono integrabili.
Indicata con Mg la costante che limita |g| si ha definitivamente
|hn(t)| 6 |g(Y ni(n)−1,θni(n))−g(Xni(n)−1,θni(n))|+|g(Xni(n)−1,θni(n))| 6 ε+Mg.
Allora, per convergenza dominata,
lim
n→∞
Cn = lim
n→∞
∫ T
0
hn(t)dt
=
∫ T
0
h(t)dt =
∫ T
0
4tf(Xt)dt.
Dimostrato cio`, allora la formula di Itoˆ-Dupire e` vera a livello di probabilita`.
Per note proprieta`, passando a una sottosuccessione, abbiamo anche la
convergenza q.c. e quindi la tesi.
Appendice B
Buona definizione delle derivate
non anticipative
Teorema B.1. Siano H, G ∈ C1,2([0, T ])∩F∞ tali che per ogni t < T e per
ogni (xt, vt) ∈ C0([0, t],R)×D([0, t],R+) si abbia
G(xt, vt) = H(xt, vt),
allora ∀t < T ∀(xt, vt) ∈ C0([0, t],R)×D([0, t],R+) si ha:
1. DtG(xt, vt) = DtH(xt, vt);
2. ∇xG(xt, vt) = ∇xH(xt, vt);
3. ∇2xG(xt, vt) = ∇2xH(xt, vt).
Dimostrazione. Cominciamo con il dimostrare il caso piu` semplice, cioe` la
coincidenza delle due derivate temporali. Chiamiamo F = H −G, allora per
ogni t < T e per ogni (x, v) ∈ C0([0, t],R) ×D([0, t],R+) si ha Ft(x, v) = 0.
Poiche´ per ogni x ∈ C0([0, t],R) la funzione xt,h e` essa stessa continua, allora
Ft+h(xt,h, vt,h)− Ft(x, v) = 0 per ogni h < T − t
e quindi anche DtF (x, v) = 0.
Passiamo ora alla dimostrazione del caso (notevolmente piu` tecnico) della
derivata prima spaziale.
Supponiamo per assurdo che esistano t < T e (x, v) ∈ C0([0, t],R) ×
D([0, t],R+) tali che ∇xFt(x, v) 6= 0. Senza perdita di generalita` possiamo
supporre che ∇xFt(x, v) > 0.
Estendiamo ora xt a una funzione z definita su [0, T ]
z(u) =
{
x(u), se u 6 t
x(t) + u− t, se u ∈ [t, T ]
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Chiamiamo α = 2−1∇xFt(x, v). Per il teorema di permanenza del segno
e per continuita` a destra delle derivate temporali e spaziali di F in (x, v),
possiamo scegliere un certo h < T − t sufficientemente piccolo tale che per
ogni s ∈ [t, T [, ∀(y, w) ∈ C0([0, s],R)×D([0, s],R+), se d∞((x, v), (y, w)) < h
allora
∇xFt(y, w), |DtF (y, w)| < 1.
Consideriamo ora la successione (zn)n di funzioni approssimanti di zt+h
cos`ı definita:
zn(u) =
{
z(u), se u 6 t
x(t) + hn−1
∑n
k=1 I{khn−16u−t}, se u ∈ [t, t+ h]
Per costruzione, d∞((zt+h, vt,h), (zn, vt,h)) = hn−1 e dunque
lim
n→∞
d∞((zt+h, vt,h), (zn, vt,h)) = 0.
Poiche´ F e` continua a destra allora anche
lim
n→∞
|F (zt+h, vt,h)− F (zn, vt,h)| = 0.
Detto cio`, scomponiamo in due somme la quantita` Ft+h(z
n, vt,h)−Ft(x, v):
Ft+h(z
n, vt,h)− Ft(x, v)
=
n∑
k=1
[Ft+khn−1(z
n
t+khn−1 , vt,khn−1)− Ft+khn−1(zn(t+khn−1)−, vt,khn−1)]
+
n∑
k=1
[Ft+khn−1(z
n
(t+khn−1)−, vt,khn−1)− Ft+(k−1)hn−1(znt+(k−1)hn−1 , vt,(k−1)hn−1)]
dove, in generale, con ys− indichiamo la funzione continua a sinistra relativa
a y.
La prima somma, che chiameremo an, e` costituita da membri che valutano
i (possibili) salti di zn al tempo t + khn−1, mentre la seconda somma, che
denoteremo con bn, considera il comportamento del funzionale F in funzione
delle estensioni zn di x sull’intervallo [t+ (k − 1)hn−1, t+ khn−1].
Concentriamoci dapprima su an.
Definiamo φnk(u) = Ft+khn−1(z
n,u
(t+khn−1)− , vt,khn−1), allora φ
n
k e` derivabile
(in senso classico) e la sua derivata e` data da
(φnk)
′(u) = ∇xFt+khn−1(zn,u(t+khn−1)− , vt,khn−1)
e an =
∑n
k=1 φ
n
k(hn
−1)− φnk(0).
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Sempre per costruzione abbiamo che (φnk)
′(u) > α per u sufficientemente
vicino a 0. d∞, essendo una distanza, soddisfa in particolare la disuguaglianza
triangolare e si ha
d∞((x, v), (z
n,u
(t+khn−1)− , vt,khn−1)) 6 h.
Allora, grazie al teorema di Lagrange, otteniamo che an > αh e tale di-
suguaglianza non dipende da n. Lavorando in modo analogo su bn otteniamo
che
bn =
n∑
k=1
ψnk (hn
−1)− ψnk (0)
dove ψnk (u) = Ft+((k−1)h+u)n−1(z
n
t+((k−1)h+u)n−1 , vt,((k−1)h+u)n−1).
Tale ψnk ammette derivata destra su ]0, hn
−1[ che coincide con
DtFt+((k−1)h+u)n−1(znt+((k−1)h+u)n−1 , vt,((k−1)h+u)n−1).
Per continuita` di F e per il teorema fondamentale del calcolo integrale si ha
bn =
∫ h
0
DtF(znt+u, vt,u)du.
Poiche´ e` vero anche che
d∞((znt+u, vt,u), (zt+u, vt,u)) 6 hn−1
allora
lim
n→∞
DtF(znt+u, vt,u) = DtF(znt+u, vt,u)
e quest’ultima quantita` e` nulla perche´ zt+u e` continua.
Poiche´ |DtFt+u(znt+u, vt,u)| < 1, allora possiamo applicare il teorema di
convergenza dominata di Lebesgue e ottenere
lim
n→∞
bnk = lim
n→∞
∫ h
0
DtF(znt+u, vt,u)du = 0,
ovvero ogni singolo addendo di bn tende a 0.
Riassumendo il tutto si ha
0 = Ft+h(z, vt,h)− Ft(x, v)
= lim
n→∞
Ft+h(z, vt,h)− Ft+h(zn, vt,h)
+ lim
n→∞
[Ft+h(z
n, vt,h)− Ft(x, v)] > αh > 0
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Quindi abbiamo trovato l’assurdo voluto.
Passiamo ora al caso piu` delicato, ovvero quello della derivata seconda
spaziale.
In questo caso sara` necessario usare un argomento probabilistico riguar-
dante le proprieta` del processo di Wiener.
Per assurdo supponiamo che esista (x, v) ∈ C0([0, T ],R) × D([0, T ],R+)
ed esista t0 < T tale che ∇2xFt0(xt0 , vt0) 6= 0. Senza perdita di generalita`
possiamo supporre ∇2xFt0(xt0 , vt0) > 0. Chiamiamo α = 2−1∇2xFt0(xt0 , vt0).
Dal punto precedente sappiamo che ∇xFt(xt, vt) = 0 per ogni t < T . Per
continuita` a destra di F si ha che esiste ε > 0 tale che per ogni s > t0, per
ogni (y, z) ∈ D([0, s],R) × D([0, s],R+) tale che se d∞((xt0 , vt0), (y, z)) < ε
allora
|Fs(y, z)| < |Ft0(xt0 , vt0)|+ 1, |∇xFs(y, z)| < 1, ∇2xFs(y, z) > α.
Sia W un Wiener standard sullo spazio di Wiener (Ω,B, (FWu )u∈[0,T ],P),
consideriamo ora il tempo di arresto τ cos`ı definito:
τ = inf{s > 0 : |W (s)| = 2−1ε}.
Sia U il processo cos`ı definito:
U(s) =
{
x(s), se s 6 t0
x(t0) +W ((s− t) ∧ τ)h, se s > t0
Notiamo che, preso s < 2−1ε, allora
d∞((Ut+s, vt,s), (xt, vt)) < 2−1ε
Consideriamo ora la successione approssimante (W n) del processo arrestato
W τ su [0, 2−1ε] definita nel seguente modo:
W n(s) =
n−1∑
i=0
W (i(2n)−1ε∧ τ)I[i(2n)−1ε,(i+1)(2n)−1ε](s) +W (2−1ε∧ τ)I{2−1ε}(s).
Sia Z(s) = Ft0+s(Ut0+s, vt0+s) e Z
n(s) = Ft0+s(U
n
t0+s
, vt0,s) per s ∈ [0, T − t0]
dove con Un indichiamo il seguente processo
Un(s) =
{
x(s), se s 6 t0
x(t0) +W
n((s− t) ∧ τ)h, se s > t0.
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Per ogni n vale
Z(2−1ε)− Z(0)
= Z(2−1ε)− Zn(2−1ε) +
n∑
i=1
[Zn((2n)−1iε)− Zn(((2n)−1iε)−)]
+
n−1∑
i=0
[Zn(((2n)−1(i+ 1)ε)−)− Zn((2n)−1iε)].
Per prima cosa notiamo che
lim
n→∞
d∞((Ut0+2−1ε, vt0,2−1ε), ((U
n
t0+2−1ε, vt0,2−1ε)) = 0. (B.1)
Quindi, per continuita` a destra di F si ha
lim
n→∞
|Z(2−1ε)− Zn(2−1ε)| = 0 q.c.
Chiamando φni (u) = Ft0+i(2n)−1ε(U
n,u
t0+i(2n)−1ε, vt0,i(2n)−1ε) allora
n−1∑
i=0
[Zn((2n)−1iε)− Zn(((2n)−1iε)−)]
=
n−1∑
i=0
φni (W (i(2n)
−1ε)−W ((i− 1)(2n)−1ε))− φni (0)
e φni e` FW(i−1)(2n)−1ε-misurabile.
Definiamo Ω1 = {ω ∈ Ω : t 7→ W (t, ω) continua}.
Poiche´ W e` un Wiener allora P(Ω1) = 1 e per ogni ω ∈ Ω1 si ha che φni e`
due volte derivabile e
(φni )
′(u) = ∇xFt0+i(2n)−1ε(Un,ut0+i(2n)−1ε, vt0,i(2n)−1ε)
(φni )
′′(u) = ∇2xFt0+i(2n)−1ε(Un,ut0+i(2n)−1ε, vt0,i(2n)−1ε).
Applichiamo la formula di Itoˆ-Follmer traiettoria per traiettoria su Ω1
ottenendo
n−1∑
i=0
[Zn((2n)−1iε)− Zn(((2n)−1iε)−)]
=
∫ 2−1ε
0
∇xFt0+in(s)(2n)−1ε(Un,st0+in(s)(2n)−1ε, vt0,in(s)(2n)−1ε)dW (s)
+ 2−1
∫ 2−1ε
0
∇2xFt0+in(s)(2n)−1ε(Un,st0+in(s)(2n)−1ε, vt0,in(s)(2n)−1ε)ds
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dove in(s) e` quell’indice per cui s ∈ [(i− 1)(2n)−1ε, i(2n)−1ε[.
La quantita`
∫ t
0
∇xFt0+in(s)(2n)−1ε(Un,st0+in(s)(2n)−1ε, vt0,in(s)(2n)−1ε)dW (s) e` un
integrale stocastico ben definito in quanto |∇xF | < 1 per t 6 2−1ε e dunque
e` in particolare una martingala di speranza nulla.
Passando alla speranze ad ambo i membri si ha
E[
n−1∑
i=0
Zn((2n)−1iε)− Zn(((2n)−1iε)−)]
= E
[
2−1
∫ 2−1ε
0
∇2xFt0+in(s)(2n)−1ε(Un,st0+in(s)(2n)−1ε, vt0,in(s)(2n)−1ε)ds
]
> 2−1α
e tale disuguaglianza non dipende da n.
Infine mostriamo che
lim
n→∞
n−1∑
i=0
[Zn(((2n)−1(i+ 1)ε)−)− Zn((2n)−1iε)] = 0.
Poniamo ψni (u) = Ft0+(i−1)(2n)−1ε+u(U
n
t0+(i−1)(2n)−1ε,u, vt0,(i−1)(2n)−1+u), al-
lora
n−1∑
i=0
[Zn(((2n)−1(i+ 1)ε)−)− Zn((2n)−1iε)]
=
n−1∑
i=0
ψni (ε(2n)
−1)− ψni (0).
Grazie alle ipotesi su F , ψni e` derivabile a destra e
(ψni )
′(u) = DtFt0+(i−1)(2n)−1ε+u(Unt0+(i−1)(2n)−1ε,u, vt0,(i−1)(2n)−1+u).
Allora, grazie alla continuita` di ψni e al teorema fondamentale del calcolo
integrale, si ha
n−1∑
i=0
[Zn(((2n)−1(i+ 1)ε)−)− Zn((2n)−1iε)]
=
∫ 2−1ε
0
DtFt0+s(Unt0+(in(s)−1)(2n)−1ε+u, vt0,s)ds.
Poiche´ F ∈ C1,2 e vale (B.1), allora
lim
n→∞
DtFt0+s(Unt0+(in(s)−1)(2n)−1ε+u, vt0,s) = DtFt0+s(Ut0+s, vt0,s) = 0.
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Per quanto dimostrato all’inizio DtFt0+s(Ut0+s, vt0,s) = 0 perche´ U e` a
traiettorie continue. Per convergenza dominata (applicabile perche´ la derivata
temporale di F e` limitata) otteniamo∫ 2−1ε
0
DtFt0+s(Unt0+(in(s)−1)(2n)−1ε+u, vt0,s)ds = 0.
Quindi
lim
n→∞
n−1∑
i=0
[Zn(((2n)−1(i+ 1)ε)−)− Zn((2n)−1iε)] = 0.
Sintetizzando quanto fatto si ha
0 = E[Z(2−1ε)− Z(0)]
= lim
n→∞
E[Z(2−1ε)− Zn(2−1ε)] + E
[
n−1∑
i=0
(Zn((2n)−1iε)− Zn(((2n)−1iε)−)
]
+ E
[
n−1∑
i=0
[Zn(((2n)−1(i+ 1)ε)−)− Zn((2n)−1iε)]
]
> 0 + 2−1εα + 0 definitivamente
e cio` e` assurdo. Da cui la tesi.
Appendice C
La formula di Itoˆ-Cont-Fournie´
nel caso generale
Ci proponiamo ora di completare la dimostrazione della validita` della
formula di Itoˆ-Cont-Fournie´ anche nel caso in cui A abbia traiettorie solo
cadlag e non necessariamente continue.
Come vedremo, la dimostrazione e` simile al caso continuo ma non e`
la medesima in quanto fa uso dei tempi d’arresto e dei relativi intervalli
stocastici associati. Richiamiamo ora l’enunciato e diamo la dimostrazione.
Teorema C.1 (Formula di Itoˆ-Cont-Fournie´). Sia Z ∈ C1,2b (X), allora per
ogni t < T si ha
Z(t) = Z(0) +
∫ t
0
DZ(u)du+
∫ t
0
∇XZ(u)dX(u) + 2−1
∫ t
0
∇2XZ(u)d〈X〉(u).
(C.1)
Dimostrazione. Fissiamo t ∈ [0, T [, il processo X e la successione di suddi-
visioni di [0, t] (Πn)n = {tni = i2−nt : i = 0, . . . , 2n}. L’idea alla base della
dimostrazione e` ancora quella di approssimare X con processi i cui cammini
sono costanti a tratti rispetto ad una successione di partizioni aleatorie di
[0, t] (non piu` deterministica) e poi passare al limite tramite il teorema di
convergenza dominata.
Supponiamo dapprima che X,A abbiano cammini limitati in modulo da
una costante L, in tal modo tutti gli integrali (anche stocastici) sono ben
definiti in quanto gli integrandi sono limitati da una costante. Consideriamo
la successione aleatoria (Π˜n) di suddivisioni di [0, t] costituita da{
τn0 = 0
τnk = inf{s > τnk−1 2−ns ∈ N o |A(s)− A(s−)| > n−1} ∧ tnk , se k > 1.
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Tale successione di suddivisioni aleatorie e` piu` fine di (Πn) in quanto
considera anche i possibili “salti” piu` grandi di n−1.
Traiettoria per traiettoria, poniamo
ηn = sup
u∈[τni ,τni+1]
{|A(u)− A(τni )|+ |X(u)−X(τni )|+ t2−n}.
Notiamo che, per uniforme continuita` di X e per costruzione di τn, si ha
limn→∞ ηn = 0.
Poiche´ F ∈ F1 allora esistono δ > 0, C > 0 tali che per ogni s < t e per
ogni (x, v) ∈ D([0, s],R)×D([0, s],R+) tali che d∞(Xs, As), (x, v)) < δ allora
|Fs(x,As)− F (x, vs)| 6 c‖As − vs‖1. Scegliamo n sufficientemente grande in
modo che definitivamente ηn < δ. Chiamiamo
X(n)(t) =
2n−1∑
i=0
X(τni )I[τni ,τni+1[ +X(t)I{t}
il processo approssimante e prevedibile di X lungo Π˜n.
Per ogni n si ha
Ft(Xt, At)− F (X0, A0)
= Ft(Xt, At)− Ft(X(n)t , At) +
2n−1∑
i=0
(Fτni+1(X
(n)
τni+1
, Aτni+1 − Fτni (X
(n)
τni
, Aτni )).
Poiche´ limn→∞ d∞((X
(n)
t , At), (Xt, At)) = 0 allora
lim
n→∞
|Ft(Xt, At)− Ft(X(n)t , At)| = 0.
Cio` significa che, definitivamente, possiamo limitarci a lavorare sulla som-
matoria
bn =
2n−1∑
i=0
(Ftni+1(X
(n)
τni+1
, Aτni+1 − Ftni (X
(n)
τni
, Aτni )).
Chiamiamo δ
(n)
i = X(τ
n
i+1) − X(τni ), h(n)i = τni+1 − τni Fissiamo l’i-simo
addendo di bn e scomponiamolo in tre diversi addendi chiamati c
n
1,i, c
n
2,i, c
n
3,i
nel seguente modo:
Fτni+1(X
(n)
τni+1
, Aτni+1)− Fτni (X
(n)
τni
, Aτni )
= [Fτni+1(X
(n)
τni+1
, Aτni+1)− Fτni (Xτni , Aτni ,hni )]
+ [Fτni+1(X
(n)
τni+1
, Aτni+1,hni )− Fτni (X
(n)
τni
, Aτni ,hni )]
+ [Fτni+1(X
(n)
τni ,h
n
i
, Aτni ,hni )− Fτni (X
(n)
τni
, Aτni )].
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Per costruzione
|cn1,i| 6 C‖Aτni+1 − Aτni ,hni ‖1
= C
∫ τni+1
τni
|A(s)− A(τni )|ds 6 Cηn(τni+1 − τni )
e dunque
0 6
2n−1∑
i=0
|cn1,i| 6 Cηnt→ 0 per n→∞.
Concentriamo ora la nostra attenzione su cn2,i.
Poniamo Y
(n)
τni+1
= X
(n)
τni ,h
n
i
, ovvero Y rappresenta l’estensione orizzontale
di X
(n)
τni
all’intervallo stocastico [τni , τ
n
i+1]. Per costruzione X
(n) ha traiettorie
costanti sugli intervalli stocastici [τni , τ
n
i+1] allora si ha anche che Y
(n),δni
τni+1
=
X
(n)
τni+1
e dunque possiamo riscrivere cn2,i nel seguente modo:
cn2,i = φi,n(X(τ
n
i+1)−X(τni ))− φi,n(0)
dove φi,n(u) = Fτni+1(Y
(n),u
τni+1
, Aτni ,hni ).
Poiche´ F e` C1,2b allora φi,n e` C2 in senso classico e ne conosciamo esplici-
tamente le derivate
φ′i,n(u) = ∇xFτni+1(Y
(n),u
τni+1
, Aτni ,hni ) e φ
′′
i,n(u) = ∇2xFτni+1(Y
(n),u
τni+1
, Aτni ,hni ).
Applichiamo ora la formula di Itoˆ classica a φi,n ottenendo
φi,n(X(τ
n
i+1)−X(τni ))− φi(0)
=
∫ τni+1
τni
∇xFτni+1(Y
(n),X(s)−X(τni )
τni+1
, Aτni ,hni )dX(s)
+ 2−1
∫ τni+1
τni
∇2xFτni+1(Y
(n),X(s)−X(τni )
τni+1
, Aτni ,hni )d〈X〉(s).
Notiamo che il termine in dt non compare in quanto φi,n non dipende da
t esplicitamente.
Lavoriamo ora su cn3,i. Possiamo scrivere c
n
3,i = ψi,n(τ
n
i+1 − τni ) − ψi,n(0)
dove ψi,n(h) = Fτni+1(X
(n)
τni ,h
, Aτni ,h). Essendo F ∈ C1,2b , allora ψi,n e` C1b e, grazie
alla proposizione riguardante la regolarita` dei cammini applicata a F e DF ,
si ottiene ψ′i,n(h) = DtF (X(n)τni ,h, Aτni ,h) e dunque
cn3,i =
∫ tni+1
tni
DsF (X(n)τni ,s−τni , Aτni ,s−τni )ds
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Chiamiamo in(s) l’indice per cui si ha (s, ω) ∈ [τni , τni+1[, allora si ha
Ft(Xt, At)− F0(X0, A0)
=
2n−1∑
i=0
cn1,i +
2n−1∑
i=0
cn2,i +
2n−1∑
i=0
cn3,i
=
∫ t
0
DsF (X(n)τn
in(s)
,s−τn
in(s)
, Aτn
in(s)
,s−τn
in(s)
)ds
+
∫ t
0
∇xFτn
in(s)+1
(Y
(n),X(s)−X(tn
in(s)
)
tn
in(s)+1
, Atn
in(s)
,hn
in(s)
)dX(s)
+ 2−1
∫ t
0
∇2xFτnin(s)+1(Y
(n),X(s)−X(τn
in(s)
)
τn
in(s)+1
, Aτn
in(s)
,hn
in(s)
)d〈X〉(s)
+ r(Π˜n) dove lim
n→∞
r(Π˜n) = 0.
Poiche´ sappiamo che ∀s ∈ [0, t], ∀n si ha
d∞((Xs, As), (X
(n)
τn
in(s)
,s−τn
in(s)
, Aτn
in(s)
,s−τn
in(s)
)) < ηn
d∞((Xs, As), (Y
(n),X(s)−X(tn
in(s)
)
τn
in(s)+1
, Atn
in(s)
,hn
in(s)
)) < ηn
allora, per continuita` di F e delle sue derivate, si ottiene
lim
n→∞
DsF (X(n)τn
in(s)
,s−τn
in(s)
, Aτn
in(s)
,s−τn
in(s)
) = DsF (Xs, As)
lim
n→∞
∇xFτn
in(s)+1
(Y
(n),X(s)−X(τn
in(s)
)
τn
in(s)+1
, Atn
in(s)
,hn
in(s)
) = ∇xF (Xs, As)
lim
n→∞
∇2xFτnin(s)+1(Y
(n),X(s)−X(τn
in(s)
)
τn
in(s)+1
, Aτn
in(s)
,hn
in(s)
) = ∇2xF (Xs, As)
Per avere la tesi, basta mostrare che e` possibile passare al limite sotto al
segno di integrale.
E` sufficiente mostrare che sono soddisfatte le ipotesi del teorema di con-
vergenza dominata (classico o stocastico) ai tre integrali.
Per questo e` fondamentale l’ipotesi che F fosse C1,2b . In tal modo tutti gli
integrandi risultano tutti dominati in modulo da una costanteM che dipende
solo da F, t, L.
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Allora si ha l’applicabilita` del teorema di convergenza dominata e dunque:
lim
n→∞
∫ t
0
DsF (X(n)τn
in(s)
,s−τn
in(s)
, Aτn
in(s)
,s−τn
in(s)
)ds =
∫ t
0
DsF (Xs, As)ds q.c.
lim
n→∞
∫ t
0
∇xFτn
in(s)+1
(Y
(n),X(s)−X(τn
in(s)
)
τn
in(s)+1
, Aτn
in(s)
,hn
in(s)
)dX(s)
=
∫ t
0
∇xF (Xs, As)dX(s) in P
lim
n→∞
∫ t
0
∇2xFτnin(s)+1(Y
(n),X(s)−X(τn
in(s)
)
τn
in(s)+1
, Aτn
in(s)
,hn
in(s)
)d〈X〉(s)
=
∫ t
0
∇2xF (Xs, As)d〈X〉(s) in P.
Passando a una successione otteniamo la convergenza q.c. e dunque la
tesi per il caso limitato.
Facciamo ora il caso non limitato. Consideriamo (θn) una successione di
tempi opzionali cos`ı definiti:
θn = inf{s ∈ [0, t] : max(|A(s)|, |X(s)|) > n} ∧ t.
Applichiamo quanto appena dimostrato ai processi arrestati (Xθn , Aθn)
ottenendo
Ft(Xt∧θn , At∧θn)− F (X0, A0)
=
∫ t∧θn
0
DuF (Xu, Au)du+
∫ t∧θn
0
∇xFu(Xu, Au)dX(u)
+
∫ t∧θn
0
∇2xFu(Xu, Au)d〈X〉(u) +
∫ t
t∧θn
DtF (Xu∧θn , Au∧θn)du.
Poiche´ per n abbastanza grande si ha θn ∧ t = t q.c. e poiche´ i θn sono
crescenti, allora, passando al limite, si ottiene la tesi.
Bibliografia
[1] P. Baldi,
Equazioni differenziali stocastiche e applicazioni,
Pitagora Editrice.
[2] T. Bjork,
Arbitrage theory in continous time,
Oxford University Press.
[3] D. Lamberton and B. Lapeyre,
Introduction to stochastic calculus applied to finance,
Chapman and Hall.
[4] M. Musiela M. Rutkowski,
Martingale methods in financial modelling,
Springer.
[5] I. Karatzas S. Shreve,
Brownian motion and stochastic calculus,
Springer.
[6] A. Borodin P. Salminen,
Handbook of Brownian Motion-Facts and Formulae,
Birkhauser Verlag.
[7] K. L. Chung and R. J. Williams,
Introduction to stochastic integration,
Birkhauser.
[8] H. Follmer,
Calcul d’Itoˆ sans probabilites,
Se´minaire de Probabilite´s XV,
Springer, Berlin 1981, pp. 143-150.
[9] B. Dupire,
Functional Itoˆ Calculus (Working Paper).
126
BIBLIOGRAFIA 127
[10] R. Cont and D. Fournie´,
A functional extension of the Ito Formula (Working Paper).
[11] G. Letta,
Appunti del corso di Processi stocastici.
[12] M. Pratelli,
Un corso introduttivo sul Calcolo di Malliavin
[13] L. Rogers and Z. Shi,
The value of an asian option,
Applied Probability trust 1995 pp. 1077-1088.
[14] F. Black and M. Scholes,
The pricing of options and corporate liabilities,
The journal of political economy, Vol.81, No.3, pag. 637-654.
[15] P.Acquistapace,
Appunti di Analisi Convessa.
[16] W. Rudin,
Functional Analysis,
McGraw-Hill.
[17] H. Ahn (1997),
Semimartingale integral representation,
The Annals of Probability, 25 pp.997-1010.
[18] D. O. Kramkov (1996),
Optional decomposition of supermartingales and hedging contingent
claims in incomplete security markets,
Probability Theory and Related Fields, 105, pp. 459-479.
[19] M. Pratelli,
Introduzione alle applicazioni del calcolo stocastico alla finanza.
[20] M. Metivier,
Semimartingales,
de Gruyter Studies in Mathematics.
[21] P. Protter,
Stochastic Integration and Differential Equations (2nd edition),
Springer.
BIBLIOGRAFIA 128
[22] R.A. Dana and M. Jeanblanc,
Financial Markets in Continuous Time,
Springer.
[23] B. Dupire,
Pricing with a Smile,
Risk 7 pp.18-20 (1994).
[24] D. G Hobson L.C.G. Rogers,
Complete models with Stochastic Volatility,
Mathematical Finance 1998.
[25] M. Chesney, M. Jeanblanc, M. Yor,
Mathematical methods for Financial Markets,
Springer.
[26] L.C.G. Rogers, J.B. Walsh,
Local time and stochastic area integrals,
The Annals of Probability 1991, Vol. 19, No.2, pp 457-482.
[27] S. Shreve,
Stochastic Calculus for Finance vol. I, II,
Springer Finance.
[28] F.Orsi,
Strategie di copertura da rischio finanziario,
Edizioni Plus.
[29] J. Hull,
Options, Futures and other Derivatives,
Prentice Hall International.
