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TYPICAL BEHAVIOR OF LOWER SCALED OSCILLATION
ONDRˇEJ ZINDULKA
Abstract. For a mapping f : X → Y between metric spaces the function
lipf : X → [0,∞] defined by
lipf(x) = lim inf
r→0
diam f(B(x, r))
r
is termed the lower scaled oscillation or little lip function.
We prove that, given any positive integer d and a locally compact set Ω ⊆
R
d with a nonempty interior, for a typical continuous function f : Ω→ R the
set {x ∈ Ω : lipf(x) > 0} has both Hausdorff and lower packing dimensions
exactly d − 1, while the set {x ∈ Ω : lipf(x) = ∞} has non-σ-finite (d−1)-
dimensional Hausdorff measure. This sharp result roofs previous results of
Balogh and Cso¨rnyei [3], Hanson [11] and Buczolich, Hanson, Rmoutil and
Zu¨rcher [5]. It follows, e.g., that a graph of a typical function f ∈ C(Ω) is
microscopic, and for a typical function f : [0, 1] → [0, 1] there are sets A,B ⊆
[0, 1] of lower packing and Hausdorff dimension zero, respectively, such that
the graph of f is contained in the set A× [0, 1] ∪ [0, 1]× B.
1. Introduction
For a mapping f : X → Y between metric spaces the function lipf : X → [0,∞]
defined by
(1) lipf(x) = lim inf
r→0
diam f(B(x, r))
r
is termed the lower scaled oscillation or little lip function. (B(x, r) denotes the
closed ball of radius r centered at x.) Let us mention that some authors, cf. [3],
define the scaled oscillations from the version of ωf (cf.(6)) given by ω̂f (x, r) =
supy∈B(x,r)|f(y) − f(x)| that may be more suitable for, e.g., differentiation con-
siderations. It is clear though that ω̂f (x, r) 6 ωf(x, r) 6 2ω̂(x, r) and thus the
two lower scaled oscillation functions differ at most by a factor of 2. Since we are
interested only in the sets {lipf = 0}, {lipf > 0} and {lipf = ∞}, it does not
matter which of the two definitions we use.
We are interested in the behavior of lipf for continuous functions on a locally
compact set in the d-dimensional Euclidean space.
There is also the upper scaled oscillation function (or the big lip function)
Lipf(x) = lim sup
r→0
diam f(B(x, r))
r
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that plays a crucial role in the famous Stepanov-Rademacher Theorem that asserts
that if f is measurable, then it is differentiable at almost every point where Lipf
is finite. The lower scaled oscillation, lipf , was used in [6] and [17] in the same
context: in the study of validity of the Rademacher Theorem in metric spaces.
Recently there has been a lot of interest in the behavior of functions at points
where lipf(x) is finite and in particular in functions that have only a few points with
lipf(x) =∞. In particular, the differentiability of such functions has been studied
and the structure of exceptional sets {x : lipf(x) = ∞} has been investigated.
Balogh and Cso¨rnyei brought deep results on lipf in [3] and ignited thus more
interest in the notion. The subject was further studied in [12, 13, 18, 5, 11].
The papers [3, 5, 11] are of particular importance for the present paper. In [3],
Balogh and Cso¨rnyei constructed an example contrasting the Rademacher-Stepanov
Theorem:
Theorem ([3, Theorem 1.4]). There is a continuous function f : [0, 1] → R that
has lipf = 0 almost everywhere and yet is nowhere differentiable.
This result was improved in two directions. Hanson’s [11] example has even a
smaller exceptional set:
Theorem ([11, Theorem 2.3]). There is a continuous function f : [0, 1] → R that
has lipf = 0 everywhere except on a set of Hausdorff dimension zero and yet it is
nowhere differentiable.
In another direction, Buczolich, Hanson, Rmoutil and Zu¨rcher proved in [5] that
the example of Balogh and Csornyei is actually typical (which sharply contrasts
the classical result of Banach [4] that a typical continuous function has Lipf =∞
at each point). Recall that a property of continuous functions is called typical (or
generic) if it holds for all functions in a dense Gδ-set in C([0, 1]).
Theorem ([5, Theorem 4.2]). A typical continuous function f : [0, 1] → R has
lipf = 0 almost everywhere.
Thus a typical function has lipf = 0 a.e. and is nowhere differentiable. Both of
the latter results have also higher dimensional versions.
The aim of this paper is to prove a sharp theorem roofing the above three results.
In its simplest form it reads as follows. (The full strength version is presented in
Section 3).
Theorem 1.1. For a typical continuous function f : Ω → R, where Ω ⊆ Rd is a
locally compact set, the exceptional sets
{x ∈ Ω : lipf(x) > 0}, {x ∈ Ω : lipf(x) =∞}
have lower packing dimension (and thus also Hausdorff dimension) at most d− 1.
If, moreover, Ω has nonempty interior, then the two exceptional sets have both
Hausdorff and lower packing dimension exactly d− 1, and are both of non-σ-finite
(d−1)-dimensional Hausdorff measure.
This theorem and some consequences are proved in Section 3.
The above theorems yields a perhaps surprising typical property that asserts
that typical functions admit a very small set whose image is very large.
Theorem 1.2. For a typical continuous function f : Ω → R, where Ω ⊆ Rd is a
locally compact set, there is a partition A ∪B = Ω such that
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(i) the lower packing dimension of A is at most d− 1,
(ii) the Hausdorff dimension of f(B) is 0.
The following restatement of the latter is maybe even more interesting: a graph
of a typical function on [0, 1] is contained in a rather sparse grid of horizontal and
vertical lines.
Corollary 1.3. For a typical function f ∈ C([0, 1]) there are sets A,B ⊆ [0, 1]
such that dimPA = 0, dimHB = 0 and such that Graph(f) ⊆ (A× R) ∪ (R×B).
These facts regarding the size of a typical graph are discussed in Section 4.
In Section 5 we prove that the exceptional sets and the graph of a typical function
are microscopic, a notion that has been recently studied in a number of papers, see
Definition 5.1.
2. Fractal measures and dimensions
In this section we review some background and preliminary material. Namely
we recall the notions Hausdorff and lower packing dimensions and corresponding
measures.
Some of the common notation includes B(x, r) for the closed ball centered at x,
with radius r; d is a generic symbol for a metric; we write diamE for the diameter
of a set E in a metric space. Letters d, n,m, i, j, k are generic symbols for positive
integers. R denotes the real line and Rd the d-dimensional Euclidean space; ω
stands for the set of natural numbers including zero and N+ stands for the set of
natural numbers excluding zero. |A| denotes the cardinality (finite or infinite) of
the set A. We write XnրX for an increasing sequence of sets 〈Xn〉 with union X .
Hausdorff measure. Besides standard Hausdorff measures we will also make use
of those induced by gauges. A non-decreasing, right-continuous function ψ : [0,∞)→
[0,∞) such that ψ(0) = 0 and ψ(r) > 0 if r > 0 is called a gauge. The following is
the common (partial) ordering of gauges, cf. [22]:
φ 4 ψ
def≡ lim sup
r→0+
ψ(r)
φ(r)
<∞.
In the case when ψ(r) = rs for some s > 0, we write φ 4 s instead of φ 4 ψ and
likewise for φ < s.
If δ > 0, a cover A of a set E ⊆ X is termed a δ-cover if diamA 6 δ for all
A ∈ A. If ψ is a gauge, the ψ-dimensional Hausdorff measure H ψ(E) of a set
E ⊆ X is defined thus: For each δ > 0 set
H
ψ
δ (E) = inf
{∑
n
ψ(diamEn) : {En} is a countable δ-cover of E
}
and put
H
ψ(E) = sup
δ>0
H
ψ
δ (E).
In the common case when ψ(r) = rs for some s > 0, we write H s for H ψ, and
the same licence is used for other measures and set functions arising from gauges.
We also define the singular case of H 0 to be the counting measure.
Properties of Hausdorff measures are well-known, see e.g. in [22].
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Hausdorff dimension. Recall that the Hausdorff dimension of E is denoted and
defined by
dimHE = sup{s : H s(E) > 0}.
Properties of Hausdorff dimension are well-known, see, e.g., [9].
Lower box-counting measure. Besides Hausdorff dimension we will also make
use of the lower packing dimension. There are several ways to define it. We do so
via the so called lower box-counting measures.
For E ⊆ X and δ > 0, define
(2) Nδ(E) = inf{|E| : E is δ-cover of E}.
The mapping δ 7→ Nδ(E) is sometimes referred to as the box-counting function
of E.
For purely technical reasons, we introduce an auxiliary notion: A right-continuous
function ζ : (0,∞)→ (0,∞) is called a pseudogauge.
Definition 2.1 ([10, 23]). Let ζ be a pseudogauge and E ⊆ X . For ε > 0 let
ν
ζ
ε(E) = inf
δ6ε
Nδ(E)ζ(δ),(3)
ν
ζ
0(E) = sup
δ>0
ν
ζ
ε(E) = lim inf
δ→0
Nδ(E)ζ(δ).(4)
The ζ-dimensional lower box-counting measure of E is defined by
ν
ζ(E) = inf
{∑
n
ν
ζ
0(En) : {En} is a countable cover of E
}
.
It is easy to check that νζ0 is a Borel-regular metric pre-measure (though is does
not have to be subadditive) and thus νζ is a Borel-regular outer measure. It is
clear that if ζ is a gauge, then H ζ 6 νζ .
We will need a simple lemma.
Lemma 2.2. Let ψ be a gauge and ζ(r) = ψ(r
√
m+ 1)/rm. If EnրE ⊆ R, then
ν
ψ(E × [0, 1]m) 6 sup
n
ν
ζ
0(En).
Proof in outline. Suppose β > supn ν
ζ
0(En) Since EnրE, there is a sequence rn ↓ 0
such that Nrn(En)ζ(rn) < β for all n. Letting sn = rn
√
m+ 1 we have
Nsn(En × [0, 1]m) 6 Nrn(En)(1 + 1/rn)m
and thus
Nsn(En × [0, 1]m)ψ(sn) 6 Nrn(En)(1 + 1/rn)mζ(rn)rmn 6 β(1 + rn)m.
Therefore νψ(E × [0, 1]m) 6 limn→0Nsn(En × [0, 1]m)ψ(sn) 6 β. 
Lower packing dimension. The lower packing dimension of E is denoted and
defined by
dim
P
E = sup{s : νs(E) > 0}.
This definition is taken from [10]. Another common way of defining it is from the
lower box dimension: Letting
(5) dim
B
E = lim inf
r→0+
logNr(E)
|log r|
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we have
dim
P
E = inf {supn dimB(En) : {En} is a countable cover of E} .
It is clear that dimH 6 dimP.
Cross product. The following natural notion will turn handy.
Definition 2.3. Let X,Y be sets and E ⊆ X , F ⊆ Y . The cross product of the
sets E,F in X × Y is the set E ⊲⊳ F ⊆ X × Y defined as follows.
E ⊲⊳ F = (E × Y ) ∪ (X × F ) = {(x, y) : x ∈ E ∨ y ∈ F}.
Given d ∈ N+, the cross power of E ⊆ X is the set E[d] ⊆ Xd defined by
E[d] = E ⊲⊳ . . . ⊲⊳ E = {(x0, x1, . . . , xd−1) ∈ Xd : ∃i < d xi ∈ E}.
It is clear that the cross product depends on the underlying sets X,Y , and
likewise the cross power. In the sequel occurrences of a cross product and cross
power, X and Y are either R or Rd.
3. Typical size of exceptional sets
In this section we present the results and prove them. We begin with clarifying
the notion of typical function.
Typical functions. A set E in a metric space is called meager if it is a union of
countably many nowhere dense sets, and comeager, if its complement is meager. It
is clear that a set in a metric space is comeager if and only if it contains a dense
Gδ-set. A property is termed typical (or generic) if there is a comeager set E such
that the property holds for all x ∈ E.
We will be concerned with typical properties of continuous functions on a locally
compact set Ω ⊆ Rd.
Recall that the space C(Ω) of continuous functions on Ω is provided with the
compact-open topology. The subbase of the compact-open topology consists of sets
of the form {f ∈ C(Ω) : f(K) ⊆ U}, where K ⊆ Ω is compact and U ⊆ R is open.
In case Ω is compact, the compact-open topology coincides with the topology of
uniform convergence that is induced by the supremum norm ‖f‖ = supx∈Ω|f(x)|
and that the metric on C(Ω) defined by d(f, g) = ‖f − g‖ is in this case com-
plete. Thus, by the Baire category theorem, comeager sets in C(Ω) are dense, and
therefore meager sets are small.
In case Ω is locally compact but not compact, the compact-open topology on
C(Ω) is not induced by the supremum norm, it is however still metrizable and
complete. General references: [8] and [21].
Thus, by the Baire category theorem, comeager sets in C(Ω) are dense, and
therefore meager sets are small.
It is common to phrase statements about typical properties as follows: “For a
typical function f we have. . . ”. This has to be understood as follows: “There is a
comeager set E ⊆ C(Ω) such that for each f ∈ E we have. . . ”.
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Generalized little lip functions. It will be convenient to generalize the notion
of little lip function. For a mapping f : X → Y between metric spaces, x ∈ X and
r > 0 let
(6) ωf (x, r) = diam f(B(x, r))
denote the oscillation. For a gauge φ define
lipφ f(x) = lim inf
r→0
ωf(x, r)
φ(r)
.
In the case when φ(r) = rs for some fixed s > 0 we write lips f instead of lipφ f .
(“Little Ho¨lder” might be an appropriate term.) Thus lipf = lip1 f .
In this section we examine the sets of points where lipφ f is zero, positive or
infinite, respectively. We denote these sets {lipφ f = 0}, {lipφ f > 0} and {lipφ f =
∞}, respectively.
Main theorem. The following is the main theorem of this section. It says that a
typical function f has lipf = 0 everywhere except at a very small set.
Let us point out that if ψ is a gauge, then ψ 64 d− 1 means that lim ψ(r)
rd−1
= 0.
Theorem 3.1. Let Ω ⊆ Rn be a locally compact set. Let φ be any gauge and
let ψ be a gauge such that ψ 64 d − 1. For a typical function f ∈ C(Ω) we have
ν
ψ({x ∈ Ω : lipφ f(x) > 0}) = 0.
Proof. We first prove the theorem for the case when Ω is compact. We may suppose
that Ω ⊆ [0, 1]d.
We define a cube in [0, 1]d as a cartesian product of d many equally long compact
intervals in [0, 1]. For a cube C denote by ℓ(C) the length of its side, and for γ > 0
write γC to denote the cube of side ℓ(γC) = γℓ(C) that is concentric with C.
Let ζ(r) = ψ(r
√
d)/rd−1. By assumption, limr→0 ζ(r) = 0.
For each n let Cn be the collection of all finite families C of disjoint closed cubes
such that there is γC < 1 and EC ⊆ R such that
(a) [0, 1]d \⋃C∈C γCC ⊆ E[d]C ,
(b) νζ1/n
(
EC
)
< 1n ,
(c) ℓ(C) < 1n for all C ∈ C.
For each C ∈ Cn let
F (C) = {f ∈ C(Ω) : ∀C ∈ C diam f(C) < 1nφ
(
(1− γC)ℓ(C)
)}
and let
(7) Fn =
⋃
C∈Cn
F (C).
We will prove three claims and then derive the theorem.
Claim 1. Fn is open for each n.
Proof. It obviously suffices to show that F (C) is open for each C ∈ Cn. Let
f ∈ F (C). Since C is a finite collection, there is ε > 0 such that diam f(C) + ε <
1
nφ
(
(1 − γC)ℓ(C)
)
for all C ∈ C. If g ∈ C(Ω) and ‖f − g‖ < ε2 , then diam g(C) <
diam f(C) + ε and thus diam g(C) < 1nφ
(
(1− γC)ℓ(C)
)
, i.e., g ∈ F (C). 
Claim 2. Fn is dense for each n.
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Proof. Fix n. Let f ∈ C(Ω) be arbitrary. Fix ε > 0. We will find g ∈ Fn such that
‖g − f‖ 6 ε.
We begin with constructing an appropriate C ∈ Cn. From the uniform conti-
nuity of f there is δ > 0 such that diamA < δ implies diam f(A) < ε. Pick an
integer k > n such that 1/k < δ. Let K be the cover of [0, 1]d by kd closed, non-
overlapping cubes of side length 1/k determined by the regular grid of hyperplanes
with equations xj = m/k, j = 1, 2, . . . , d, m = 0, 1, . . . , k.
Since limr→0 ζ(r) = 0, there is η > 0 such that η <
1
k and
(8) ζ(η) <
1
n(k + 1)
.
Let β = 1− ηk2 and define
C = {βK : K ∈ K, βK ∩ Ω 6= ∅}.
For C ∈ C we have ℓ(C) = βk < 1n . It remains to choose γC. Let
γC =
2− 2kη
2− kη .
If C = βK ∈ C, then
ℓ(γCC) = γCβℓ(K) = γCβ
1
k =
1
k − η.
Thus the width of the gaps between neighboring cubes is η. It follows that letting
(9) EC =
{
x ∈ [0, 1] : ∃m = 0, 1, . . . , k |x− m
k
| < η
2
}
we have
[0, 1]d \
⋃
C∈C
γCC ⊆ E[d]C ,
i.e., (a) holds. To prove (b), note that EC is covered by k+ 1 intervals of length η.
Therefore (8) yields
ν
ζ
1/n
(
EC
)
6 Nη(EC)ζ(η) < (k + 1)
1
n(k + 1)
=
1
n
.
We proved (b), concluding thus the proof of C ∈ Cn.
The next goal is to construct g. For each C ∈ C, if C ∩ Ω 6= ∅, pick xC ∈ C ∩Ω
and define a function on
⋃
C ∩ Ω by
h(x) = f(xC)− f(x) if x ∈ C ∩ Ω, C ∈ C.
Thus defined function is clearly continuous on
⋃
C ∩Ω and since diamC = ℓ(C) 6
1
k < δ, we have ‖h‖ 6 ε. Now apply Tietze Extension Theorem: h has an extension
H ∈ C(Ω) such that ‖H‖ = ‖h‖ 6 ε. Define g = H+f . Clearly ‖g−f‖ = ‖H‖ 6 ε.
Moreover, if x ∈ C ∩Ω, C ∈ C, then g(x) = h(x) + f(x) = f(xC) and in particular
g is constant on each C ∈ C. Consequently diam g(C) = 0 < 1nφ
(
(1− γC)ℓ(C)
)
. It
follows that g ∈ F (C). 
Claim 3. If f ∈ Fn for each n, then νψ({lipφ f > 0}) = 0.
Proof. By the assumption, there is a sequence Cn ∈ Cn such that f ∈ F (Cn). For
each n define Gn =
⋃
C∈Cn
γCnC and Fn = Ω \Gn. Let
G =
⋂
n∈ω
⋃
m>n
Gn, F = Ω \G =
⋃
n∈ω
⋂
m>n
Fn, E =
⋃
n∈ω
⋂
m>n
ECn .
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The claim will be proved if we show that νψ(F ) = 0 and that lipφ f = 0 on G.
We first prove that lipφ f vanishes on G. If x ∈ G, then there is an infinite set
J ⊆ ω such that x ∈ Gn for all n ∈ J . Therefore there are, for all n ∈ J , cubes
Cn ∈ Cn such that x ∈ γCnCn. For n ∈ J let
rn = (1− γCn)ℓ(Cn).
Since x ∈ γCnCn, the ball B(x, rn) is contained in Cn. It follows that
ωf (x, rn) = diam f(B(x, rn)) 6 diam f(Cn).
Since f ∈ F (Cn), the definition of rn yield
ωf (x, rn) <
1
nφ
(
(1 − γC)ℓ(Cn)
)
= 1nφ(rn).
Therefore
ωf (x, rn)
φ(rn)
< 1n and consequently
lipφ f(x) 6 lim
n∈J
ωf (x, rn)
φ(rn)
6 lim
n∈J
1
n = 0.
Next we prove that νψ(F ) = 0. By (a)
(10) F ⊆
⋃
n∈ω
⋂
m>n
E
[d]
Cn
⊆ E[d].
Since Cn ∈ Cn, it follows from (b) that for all n and i > n
ν
ζ
1/i
( ⋂
m>n
ECm
)
6 ν
ζ
1/i
(
ECi
)
<
1
i
and consequently
(11) νζ0
( ⋂
m>n
ECm
)
= 0.
Lemma 2.2 (with m = d − 1) yields νψ(E × [0, 1]d−1) = 0 and therefore also
ν
ψ(E[d] ∩ [0, 1]d) = 0. Thus νψ(F ) = 0 follows from (10). 
Let now F =
⋂
n∈ω Fn. Claims 1 and 2 prove that F is a dense Gδ-set in C(Ω).
Claim 3 proves that νψ({lipφ f > 0}) = 0 for each f ∈ F .
This finishes the proof for the case of compact Ω.
Now suppose that Ω is locally compact. Let {Un : n ∈ ω} be a countable cover
of Ω by open (in Ω) sets with compact closures. Write Kn = Un. By the above
there is, for each n, a sequence of dense open sets Fn,j in C(Kn) such that if
f ∈ ⋂j∈ω Fn,j , then νψ({x ∈ Kn : lipφ f(x) > 0}) = 0. Let
Gn,j = {f ∈ C(Ω) : f ↾ Kn ∈ Fn,j}.
It is an easy exercise to show that Gn,j are open and dense in C(Ω). Therefore
G =
⋂
n,j∈ω Gn,j is a dense Gδ-set in C(Ω). It remains to show that if f ∈ G , then
ν
ψ({x ∈ Ω : lipφ f(x) > 0}) = 0. Denote by fn = f ↾ Kn. Let x ∈ Ω. There
is n such that x ∈ Un and since Un is open, it follows that lipφ f(x) = lipφ fn(x).
Therefore
{x ∈ Ω : lipφ f(x) > 0} =
⋃
n∈ω
{x ∈ Un : lipφ fn(x) > 0}
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and thus
νψ({x ∈ Ω : lipφ f(x) > 0}) 6
∑
n∈ω
νψ({x ∈ Un : lipφ fn(x) > 0}) = 0,
as required. 
The following is a counterpart to Theorem 3.1 that tells that the condition
ψ 64 d− 1 is optimal, in that it cannot be relaxed.
Theorem 3.2. Let Ω ⊆ Rd be a locally compact set with a nonempty interior. For
a typical function f ∈ C(Ω), H d−1({lipf =∞}) is not σ-finite.
This improves [3, Remark 4.4] that only claims that {lipf = ∞} is typically
uncountable.
Proof. This follows easily from the following [3, Theorem 1.2] of Balogh and Csornyei.
Let G ⊆ Rd be a domain and let f : G→ R be continuous. Assume that lipf <∞
on G \ E, where the exceptional set E has σ-finite (d−1)-dimensional Hausdorff
measure. Assume also that lipf ∈ Lp for some p ∈ [1,∞]. Then f ∈ W 1,p and if
p > d, then lipf = Lipf = |∇f | a.e.
Let G be any nonempty connected component of the interior of Ω. Let U ⊆ C(Ω)
be the family of functions that are not constant on G. It is clearly open and
dense. Let ψ(r) = rd and apply Theorem 3.1: There is a dense Gδ-set F such
that if f ∈ F , then νd({lipf > 0}) = 0 and, in particular, lipf = 0 almost
everywhere. So if f ∈ U ∩ F , then lipf = 0 almost everywhere on G and in
particular lipf ∈ L∞(G). So if H d−1({lipf = ∞}) were σ-finite, we would have,
by the quoted theorem of Balogh and Csornyei, ∇f = 0 almost everywhere on G
and f would be constant on G. 
The above theorems give a precise values of the Hausdorff and lower packing
dimensions of the exceptional sets of a typical function.
Theorem 3.3. Let φ be any gauge. Let Ω ⊆ Rd be a locally compact set. For a
typical function f ∈ C(Ω),
(i) dim
P
{lipφ f > 0} 6 d− 1.
If, moreover, Ω has a nonempty interior and φ < 1, then
(ii) dimP{lipφ f > 0} = dimH{lipφ f > 0} = d− 1,
(iii) dimP{lipφ f =∞} = dimH{lipφ f =∞} = d− 1.
Proof. Let E+ = {x : lipφ f > 0} and E∞ = {x : lipφ f = ∞}. Define ψ(r) =
e−
√
|log r|rd−1. Since ψ 64 d− 1, Theorem 3.1 yields νψ(E+) = 0. Routine calcula-
tion shows that for each s > d − 1, however close to d− 1, we have ψ(r) < rs if r
is small enough, i.e., ψ 4 s. Therefore dimPE
+ 6 d− 1.
On the other hand, if Ω has a nonempty interior and φ < 1, then Theorem 3.2
yields dimHE
∞ > d − 1, which is enough for (ii) and (iii), since E∞ ⊆ E+ and
dimH 6 dimP. 
As an illustration, we prove one more corollary.
Corollary 3.4. Let Ω ⊆ Rd be a locally compact set. For a typical function f ∈
C(Ω), there is an Fσ-set F ⊆ Ω such that
(i) If x /∈ F , then lips f(x) = 0 for all s > 0,
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(ii) dim
P
F 6 d− 1.
If, moreover, Ω has a nonempty interior, then
(iii) dim
P
F = dimH F = d− 1.
Proof. Apply Theorem 3.3 with φ = r1/r . For each s > 0, however large, we have
φ(r) < rs if r is small enough. Therefore if lipφ(x) = 0, then also lips f(x) = 0 for
all s > 0. Thus it is enough to let F = {x ∈ Ω : lipφ f(x) > 0}. 
Let us point out one more consequence of Theorems 3.1 and 3.2. By the classical
theorem of Banach [4], a typical continuous function f a domain Ω has Lipf(x) =∞
for all x ∈ Ω. Therefore lipf = Lipf only on the exceptional set {lipf = ∞} and
this exceptional set has by Theorem 3.1 a small size. Thus we have
Corollary 3.5. Let Ω ⊆ Rd be a domain. For a typical function f ∈ C(Ω)
dim
P
{lipf = Lipf} = dimH{lipf = Lipf} = d− 1.
4. Typical graph is tiny
The following consequence of the theorems of the previous section is maybe
surprising: A typical function admits a tiny set that maps onto an interval except
a tiny set.
Theorem 4.1. Let Ω ⊆ Rd be a locally compact set. Let ξ be any gauge and let ψ
be a gauge such that ψ 64 d−1. For a typical function f ∈ C(Ω) there is a partition
A ∪B = Ω such that
(i) νψA = 0,
(ii) H ξ(f(B)) = 0.
Proof. Let φ be a gauge satifying ξ(φ(5r)) 6 rd+1 for each r > 0.
Apply Theorem 3.1: If f is a typical function, let A = {lipφ f > 0} and B =
{lipφ f = 0}. By Theorem 3.1 we have νψ(A) = 0 and (i) holds.
We now show that H ξ(f(B)) = 0. Let us first notice that we may suppose that
Ω is bounded, because otherwise we may cover it with countably many bounded
subsets Ωn and prove H
ξ(f(B∩Ωn)) = 0 for each n. So assume that Ω is bounded.
We may suppose Ω ⊆ [0, 1]d.
For each δ > 0 let
Vδ = {B(x, r) : x ∈ B, r < δ diam f(B(x, 5r)) < φ(5r) < δ}.
We will need the simplest version of the Vitali 5r-covering lemma, (see, e.g., [19,
Theorem 2.1]): The collection Vδ is clearly a Vitali family and therefore there is a
disjoint countable collection {B(xi, ri)} ⊆ Vδ such that {B(xi, 5ri)} covers B. For
each i let Ei = f(B(xi, 5ri). It follows that {Ei} is a δ-cover of f(B).
Denote by λd the Lebesgue measure in R
d and let αd = λd(B(0, 1)) be the
volume of the unit ball in Rd. We have
H
ξ
δ (f(B)) 6
∑
i
ξ(diamEi) 6
∑
i
ξ(φ(5ri)) 6
∑
i
rd+1i
=
1
αd
∑
i
riαdr
d
i =
1
αd
∑
i
riλd(B(xi, ri)) 6
δ
αd
∑
i
λd(B(xi, ri))
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and since the balls B(xi, ri) are disjoint and their union is contained in [−δ, 1+ δ]d,
it follows that
∑
i λd(B(xi, ri) 6 (1 + 2δ)
d. We conclude that
H
ξ
δ (f(B)) 6
δ(1 + 2δ)d
αd
and letting δ → 0 yields H ξ(f(B)) = 0. Thus (ii) is proved. 
Corollary 4.2. Let Ω ⊆ Rd be a locally compact set. For a typical function f ∈
C(Ω) there is a partition A ∪B = Ω such that
(i) dim
P
A 6 d− 1,
(ii) dimH f(B) = 0.
The previous results can be rephrased in a rather surprising way: the graph of
a typical function is contained in a cross product of small sets.
Theorem 4.3. Let Ω ⊆ Rd be a locally compact set. Let ξ be any gauge and let
ψ be a gauge such that ψ 64 d − 1. For a typical function f ∈ C(Ω) there are set
A ⊆ Ω and B ⊆ R such that
(i) νψA = 0,
(ii) H ξ(B) = 0
(iii) Graph(f) ⊆ A ⊲⊳ B.
Proof. Let A,B be the sets from Theorem 4.1. The sets A and f(B) satisfy by the
theorem νψA = 0 and H ξ(f(B)) = 0 and clearly Graph(f) ⊆ A ⊲⊳ f(B). 
Corollary 4.4. Let Ω ⊆ Rd be a locally compact set. For a typical function f ∈
C(Ω) there are sets A ⊆ Ω, B ⊆ R such that
(i) dimPA 6 d− 1,
(ii) dimHB = 0,
(iii) Graph(f) ⊆ A ⊲⊳ B.
This sounds particularly strange in dimension 1: a typical graph is contained in
a sparse grid of horizontal and vertical segments.
Corollary 4.5. For a typical function f ∈ C([0, 1]) there are sets A,B ⊆ [0, 1]
such that
(i) dim
P
A = 0,
(ii) dimHB = 0,
(iii) Graph(f) ⊆ A ⊲⊳ B.
5. Microscopic sets
The aim of this section is to prove that a typical continuous f function has a
microscopic exceptional set {lipf > 0} and also a microscopic graph.
The study of microscopic sets initiated in papers [1, 2]. The following definition
comes from [16, 7]. Denote by λd the Lebesgue measure in R
d. A box in Rd is a
cartesian product of d many compact intervals in R.
Definition 5.1. A set X ⊆ Rd is termed microscopic if for each ε > 0 there is a
sequence of boxes 〈Bn : n ∈ N+〉 such that λd(Bn) 6 εn for all n ∈ N+.
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Microscopic sets in Rd form a σ-ideal and every microscopic set is Lebesgue
null. This is shown in [16] for d = 2 and it is easy to generalize it to arbitrary
dimension. However, microscopic sets are not rotation invariant: the diagonal line
in the plane is not microscopic, while the x-axis is. This follows easily from the
proof of Theorem 5.4(iii) below.
A cross product of microscopic sets is microscopic:
Proposition 5.2. If E ⊆ Rd and F ⊆ Rm are microscopic, then E ⊲⊳ F ⊆ Rd+m
is microscopic.
Proof. If A ⊆ Rd is any set, then λd+m(A × [0, 1]m) = λd(A). Hence if E ⊆ Rd
is microscopic, then E × [0, 1]m is microscopic in Rd+m, which is enough, since
microscopic sets form a σ-ideal. 
The following nice and simple characterization of microscopic sets in Rd gener-
alizes [16, Theorem 10].
Theorem 5.3. A set X ⊆ Rd is microscopic if and only if there is a microscopic
set E ⊆ R such that X ⊆ E[d].
Proof. Let εk → 0. Fix k ∈ N+. Since X is microscopic, there is a cover {Ck,n :
n ∈ N+} by boxes such that λd(Ck,n) 6 εdnk for all n. Therefore for each n there
is j(k, n) such that the projection Pj(k,n)(Ck,n) of Ck,n onto the j(k, n)-th axis
satisfies diamPj(k,n)(Ck,n) 6
d
√
εdnk = ε
n
k . Write
E =
⋂
k∈N+
⋃
n∈N+
Pj(k,n)(Ck,n).
It is clear that E is a microscopic set in R and it takes straightforward calculation
to prove that X ⊆ E[d].
The opposite implication follows from Proposition 5.2. 
Microscopic sets in Rd have Hausdorff dimension at most d−1 and this estimate
is sharp. Moreover, there is no converse.
Theorem 5.4. (i) If X ⊆ Rd is microscopic, then dimHX 6 d− 1.
(ii) There is a microscopic set X ⊆ Rd such that dimHX = d− 1.
(iii) There is a compact set C ⊆ Rd such that dimHC = 0 and C is not microscopic.
Proof. (i) By theorem 5.3 there is a microscopic set E ⊆ R such that X ⊆ E[d]. It
is a well-known fact that dimHE = 0 for each microscopic E ⊆ R, see [2]. Therefore
dimH E × Rd−1 = d− 1 and consequently also dimH E[d] = d− 1.
(ii) {0} × Rd−1 is by Theorem 5.3 microscopic.
(iii) As proved in [2], there is a compact set K ⊆ R such that dimHK = 0
but K is not microscopic. Let C = (x, x, . . . , x) ∈ Rd : x ∈ K}. Then clearly
dimH C = dimHK = 0. If C were microscopic, then there would be a microscopic
set E ⊆ R such that C ⊆ [E]d. It is straightforward that the latter yields K ⊆ E,
so E cannot be microscopic.

Theorem 5.5. Let Ω ⊆ Rn be a locally compact set. Let φ be any gauge. For a
typical function f ∈ C(Ω), the exceptional set {x ∈ Ω : lipφ f(x) > 0} is microscopic
in Rd
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Proof. The theorem is proved the same way as Theorem 3.1, with a few changes.
Let us first suppose that Ω ⊆ [0, 1]d is compact. Define the gauge
(12) ζ(r) =
{
1/|ln r| if r 6 1/e,
1 otherwise.
This is the only difference, then the whole proof goes the same way up to (11).
Then we apply Lemma 2.2 (with m = 0) to get νζ(E) = 0.
At this point we need a lemma that links ζ with microscopic sets.
Lemma 5.6. Let E ⊆ R. If H ζ(E) = 0, then X is microscopic.
Proof. Let ε > 0 be arbitrary. Choose β > 0 such that e−β < ε. Since H ζ(E) = 0,
there is a cover {En : n ∈ N+} of E such that
∑
n g(diamEn) < 1/β. Since
ζ is right-continuous, there are rn > diamEn such that
∑
n ζ(rn) < 1/β. Re-
arranging the sequence 〈rn〉 we may suppose that it is decreasing. Therefore
1/β >
∑n
m=1 ζ(rm) > nζ(rn) and it follows that ζ(rn) <
1
βn for all n. By the
definition of ζ this yields λ1(En) 6 diamEn < rn < e
−βn < εn. 
Since H ζ(E) 6 νζ(E) = 0, we conclude that E is a microscopic set. By
Theorem 5.3, [E]d is also microscopic and by (10), F is microscopic as well.
We proved the theorem in case of compact Ω. The general case is handled exactly
the same way as in the proof of Theorem 3.1. 
Theorem 5.7. Let Ω ⊆ Rn be a locally compact set. For a typical function f ∈
C(Ω) there is a partition A ∪B = Ω such that A and f(B) are microscopic.
Proof. This is proved the same way as Theorem 4.1, except that we use ζ (as defined
by (12)) in place of ξ and Theorem 5.5 in place of Theorem 3.1. 
Theorem 5.8. Let Ω ⊆ Rd be a locally compact set. The graph of a typical function
f ∈ C(Ω) is microscopic in Rd+1.
Proof. Let A,B be the sets from Theorem 5.7. The set A ⊲⊳ f(B) is by the theorem
microscopic and clearly Graph(f) ⊆ A ⊲⊳ f(B). 
Dimension of graph. By a classical result of Mauldin and Williams [20], the
graph of a typical function f ∈ C([0, 1]) satisfies dimHGraph(f) = 1, see also [14].
This follows easily from Corollary 4.4 or Theorem 5.8. However, Hyde et. al. [15]
improved dimHGraph(f) = 1 to dimPGraph(f) = 1, which does not follow from
our results. We wonder if there is any way to nicely roof this result with our
Corollary 4.4.
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