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The graph G(P) of a polyhedron P has a node corresponding to each vertex of P 
and two nodes are adjacent in G(P) if and only if the corresponding vertices of P 
are adjacent on P. We show that if P& IR” is a polyhedron, all of whose vertices 
have (0-1)valued coordinates, then (i) if G(P) is bipartite, then G(P) is a 
hypercube; (ii) if G(P) is nonbipartite, then G(P) is hamihon connected. It is shown 
that if P&I?” has (0-1)valued vertices and is of dimension d (<n) then there 
exists a polyhedron P’ g IRd having (0-1)valued vertices such that G(P) 1 G(P’). 
Some combinatorial consequences of these results are also discussed. ‘Cl 1984 
Academic Press, Inc. 
1. INTRODUCTION 
The graph G(P) (or skeleton) of a polyhedron P is the graph whose nodes 
are the vertices of P, and which has an edge joining two nodes if and only if 
the corresponding vertices of P are adjacent on P. That is, the edges of G(P) 
correspond to the bounded l-dimensional faces of P, provided that P has 
vertices. A (0-I)-polyhedron is a polyhedron P s IRE, for some finite set E, 
such that every vertex of P has (0-1)-valued coordinates. In [ 71 we defined a 
combinatorial polyhedron to be a (0-1)-polyhedron P which satisfied the 
following additional property: 
*Research supported, in part, by the Natural Sciences and Engineering Research Council 
of Canada. This research was carried out while the first author was a visiting professor in the 
Department of Combinatorics and Optimization, University of Waterloo. 
41 
009%8956184 $3.00 
Copyright 0 1984 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
42 NADDEFAND PULLEYBLANK 
(1.1) If vertices U, u of P are nonadjacent, then there exist vertices 
w, x distinct from u and u such that 0.5~ + 0.50 = 0.5~ + 0.5x. 
In other words, a (0-1)-polyhedron is combinatorial if vertices u and v of 
P are nonadjacent if and only if there exists different vertices w  and x such 
that the midpoint of the line joining u and u is the midpoint of the line 
joining w  and x. (Hausmann [5] calls (1.1) the “intersection-union” 
property.) We showed in [7] that if the graph of a combinatorial polyhedron 
is bipartite then it is a hypercube and that if it is nonbipartite it is hamilton 
connected. (A graph is hamilton connected if every pair of distinct vertices is 
joined by a hamilton path.) 
In this note we show that condition (1.1) can be dropped and the same 
results will hold. We prove 
THEOREM 3.2. Zf the graph G(P) of a (0-1)-polyhedron P is bipartite, 
then it is a hypercube. 
THEOREM 3.6. Zf the graph G(P) of a (0-1)-polyhedron P is 
nonbipartite, then G(P) is hamilton connected. 
We also prove a “minimality of representation” theorem for the graphs of 
(0-1)-polyhedra: 
THEOREM 3.4. Zf P c RJ is a nonfull-dimensional (0-I)-polyhedron then 
there exists a (0-1)-polyhedron P’ E RK for K c .I such that G(P) and G(P’) 
are isomo#phic and P’ is offull dimension. 
The importance of Theorem 1.3 is that when considering questions of 
adjacency of vertices of (0-1)-polyhedra, we can restrict our attention to 
polyhedra of full dimension. The main use we make of it is the corollary that 
a (0-1)polyhedron of dimension d can have at most 2d vertices. 
A main reason for interest in adjacency properties of polyhedra is that 
they often have attractive combinatorial interpretations. For example, the 
matroid basis polytope consists of the convex hull of the incidence vectors of 
the bases of a matroid M. Two vertices are adjacent if and only if the 
symmetric difference of the corresponding bases has cardinality 2. The 
perfect matching polytope consists of the convex hull of the incidence vectors 
of the perfect matchings of a graph G. Two vertices are adjacent if and only 
if the symmetric difference of the corresponding matchings consists of a 
single alternating cycle. Thus Theorems 1.1 and 1.2 have the following 
consequences for these cases. For any matroid M containing a circuit of 
cardinality at least 3, for any pair B, 8 of bases, it is possible to sequence 
the bases of M: B = B,, B2,..., B, = B such that each basis differs from the 
previous basis by a single “basis exchange.” (See Welsh [8] for matroid 
definitions and properties.) For any graph G in which the edges appearing in 
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perfect matchings do not partition into node-disjoint even cycles, for any 
perfect matchings M and i@, it is possible to sequence the perfect matchings 
A4 = M, ) M, )..., M, = fi in such a way that each perfect matching appears 
exactly once, and further, the symmetric difference of each successive pair of 
matchings is a single alternating cycle. See [ 71 or Hausmann [5] for further 
combinatorial interpretations of polyhedral adjacency criteria. Griinbaum 
[4] is still an excellent general reference for the theory of polytopes. 
In Section 2 we summarize the basic definitions and results from [7] 
which we require. In Section 3 we prove the main theorems and in Section 4 
we discuss some of the consequences. 
2. BASIC RESULTS AND DEFINITIONS 
Let E be a finite set and let (0, l)E denote the set of all (0-1)-vectors 
indexed by E. Let X E { 0,l)” and let conv(X) denote the convex hull of X in 
IRE. Then it is well known that the vertices of conv(X) are precisely the 
members of X. We let G(X) denote the graph, or skeleton, of conv(x>. Thus 
the node set of G(X) is X, and 
(2.1) U, u E X are adjacent in G(X) if and only if, for every 1 
satisfying 0 < 1 < 1, the point lu + (1 - 2) u cannot be expressed as a 
convex combination of members of X\(u, v). 
For any u, u E X, we let 
A(u,u):={eEE:u,=u,} 
D(u, u) := {e E E: u, # ue} = E\A(u, v). 
Thus A(u, v) and D(u, U) are the sets of coordinates where u and u agree and 
disagree, respectively. We let f(u, v):= (x E X: x, = U, (=u& for all 
e E A(#, u)}. It is trivial to see that we can replace X\{U, u} with 
X(U, u)\{u, u} in (2.1). Therefore 
(2.2) for any u, u E X such that f(u, u) = (u, u) we have u and u 
adjacent in G(X). 
A hypercube of dimension d > 0 is defined as follows. A hypercube of 
dimension 0 is a graph consisting of a single node and no edges. For d > 1, a 
hypercube of dimension d is obtained by taking 2 copies of a hypercube of 
dimension d - 1, and joining the corresponding nodes in the 2 copies. It is 
easily seen that G is a hypercube of dimension d > 1 if and only if G is 
isomorphic to G({O, 1 }E), where ] E 1 = d. Hypercubes are bipartite, and a 
hypercube having dimension at least 1 contains the same number of nodes in 
each part. Moreover 
(2.3) for any pair (u, v} of nodes of a hypercube G, they are joined 
by a hamilton path of G if and only if they belong to opposite parts of G. 
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A graph G is said to be hamilton connected if, for any pair {u, v) of 
distinct nodes, there exists a hamilton path of G joining u and u. Every 
hamilton connected graph on 3 or more nodes has a hamilton cycle. 
Hypercubes of dimension 0 or 1 are hamilton connected. 
For any S E E, for any x E X we let x[S] := (xj:j E S) and we let 
X[ S] := {x[S] : x E X}. Thus X[S] is the set of all subvectors indexed by S 
in X. We say that S c E is a separator of X if and only if for every 
x’ E X[S], for every x” E X[E\S], the concatenation x of x’ and x”, defined 
by 
xi := xj for jE S, 
:=x; for j E E\S, 
belongs to X. If a separator S satisfies 0 # S #E then we call S a proper 
separator. If there exists no proper separator oft X, then we say that X is 
nonseparable. Otherwise we say that X is separable. A component of X is a 
minimal nonempty separator of X which is E if X is nonseparable. Clearly 
the components of Xc {0, 1 }” partition E. 
Let S be a component of XC (0,l jE and let r := IX[S] I. Then we call S 
an r-valued component of X. If S is a l-valued component, then ] S ] = 1 and 
x, = XL for all x, x’ E X, where S = {e}. If S is a 2-valued component then 
X[S] consists of 2 complementary vectors. We say that S is a >k-valued 
component if ]X[S] ( > k. 
Berge [2], defines the graph G = (V, E) to be the Cartesian sum of graphs 
G, = (V, , E,) and G, = (V,, E,) if V= V, X V, and nodes (0,) vz) and 
(w,, w2) E V are adjacent in G if and only if either u, = w, and v, and w, 
are adjacent in G, or v2 = w2 and u, and w, are adjacent in G,. We write 
G=G,xG,, and note that this product is both associative and 
commutative, under isomorphism. For graphs G,, G*,..., G, we write 
nf=, G, to denote G, x G, x ... x G,. 
LEMMA 2.1 f 7, Lemma 2.11. If S,, S, ,..., S, are the >2+aZued 
components of X, then G(X) is isomorphic 10 lJf= 1 G(X[S,]). 
LEMMA 2.2 (Brualdi and Gibson [3]). Let G,, G2,..., G, be hamilton 
connected graphs and let G = l-I:= 1 Gi. If 1 V(G,)( > 3 for any i E { 1, 2,..., k} 
then G is hamilton connected. If 1 V(G,)( < 2 for all i = 1, 2,..., k then G is a 
hypercube. 
Let Xc (0, lJE and let eE E. We let 
x::== {xEX:x,=O} 
xi:== {xEX:x,= 1). 
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This defines a partition of X which is proper unless {e} is a l-valued 
component of X. An important fact we use is that adjacencies on G(Xz) and 
G(X:) are the same as on the corresponding subgraphs of G(X). This follows 
easily from the fact that each of G(Xz) and G(X:) is the graph of a face of 
conv(X). 
LEMMA 2.3 [7, Lemma 2.51. Elements v, w E x(X:) are adjacent in 
G(g) (G(Xi)) if and only if they are adjacent in G(X). 
Moreover, we have the following result concerning adjacencies between 
nodes of g and XA. 
LEMMA 2.4 [7, Lemma 2.41. Every v E g is adjacent to at least one 
w E XL, provided that this set is nonempty. Moreover, if v is adjacent to 
exactly one w E Xi then v[E\S] = w[E\S], where S is the set of l-valued 
components of Xl. 
A universal node of a graph G is a node adjacent to every other node. 
Lemma 2.4 implies that if either 1 Xz] = 1 or IX:] = 1 then G has a universal 
node. It is straightforward to verify the following: 
(2.4) If v is a universal node of G and if G\v is hamilton connected 
or a hypercube then G is hamilton connected. 
Finally, we note that it is easy to verify that if 1x1 < 3 then G(X) is a 
complete graph on IX] nodes. 
3. THE THEOREMS 
First we prove a useful lemma. 
LEMMA 3.1. If XC (0, 1 }” is nonseparable and 1x12 3 then G(X) is 
nonbipartite. 
ProoJ: We prove by induction on IX]. If IX] = 3 then G(X) is a triangle 
and the result is immediate. Suppose it is true whenever IX] < k (for k > 4) 
and we have ] X I = k. Choose e E E. Since X is nonseparable, g # 0 # Xj . 
If either x or Xl has a >3-valued component, then by induction the graph 
of this component is nonbipartite so by Lemma 2.1, G(x) or G(Xi) is 
nonbipartite and by Lemma 2.3, so too is G(X). So suppose that all 
components of g and of Xi are l-valued or 2-valued. If lx]= 1 or 
I XJ ] = 1, then by Lemma 2.4, G(X) has a universal node and so cannot be 
bipartite. So we assume that each of x and Xi contains at least one 2- 
valued component. 
Let So and S’ be the sets of l-valued components of g and Xi, respec- 
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tively. Suppose that whenever w  E X,” and x E Xj are adjacent, we have 
D(w, x) g S’ n So. If there existed j E (S’ n S’)\D(w, x) then {j} would be 
a l-valued component of X, contradicting our nonseparability assumption, so 
we must have D(w, x) = S’ f7 So for all adjacent w  E x and x E Xi. Since, 
by Lemma 2.4, every w  E X,” is adjacent to some u E Xi, it follows that for 
every W&Y,0 there exists z, E Xi such that w[(E\(S’ n So))] = 
u[E\(S’ n So)], and conversely for every u E Xi. Thus S’ n So is a 2- 
valued component of X which contradicts the nonseparability of X. 
Therefore we assume there exist adjacent w  E g and x E X: such that 
there is some k E D(w, x)\S’ (say). Let C be the 2-valued component of Xi 
that contains k and let 2 be obtained from x by switching the values indexed 
by C. Then x and X are adjacent in G(XJ), and so, by Lemma 2.3, in G(X). 
If w  and Z are adjacent we are finished: w, x, z? are the nodes of a triangle in 
G(X). So suppose w  and R are not adjacent. Then there exist {u’ E Xz : i = 1, 
2 ,..., p}, {d E Xb : j = 1, 2 ,... q}, and a > 0, /I > 0, (ai > 0: i = 1, 2 ,..., p), 
(/Ij > 0:j = 1, 2,..., q) satisfying a + p = 1 and JJf= 1 ai + Cj”= 1 /Ij = 1 and 
aw + /3Z = Cp=, aiui + Cj= I ~jV’. By considering the component indexed by 
e, we see that p = Cj”=, pj and hence a = Cp=, ai. By our choice of k, we 
have w,#x, so wk=.Fk. Therefore u: = vjk = Yk for i = 1, 2,...,p and 
j = 1, 2 ,..., q. Since C is a 2-valued component, we can, for j = 1,2 ,..., q 
obtain v:’ from vj by switching on the coordinates indexed by C, and have 
dE X:. But then aw + /Ix = Cp=, aiui + JJ:=, /Ii d, contradicting the 
adjacency of w  and x. # 
Now we can immediately obtain our first theorem. 
THEOREM 3.2. If G(X) is bipartite for Xc (0, l}E then G(X) is a 
hypercube. 
Proof. If X has a >3-valued component S then G(X[S]) is nonbipartite 
by Lemma 3.1 so by Lemma 2.1, so too is G(X). If X has only l-valued and 
2-valued components, then by Lemma 2.2 G(X) is a hypercube. I 
Now we will prove the theorem mentioned in the introduction which 
asserts that, from the point of view of the graph or skeleton, we need only 
consider full dimensional polyhedra. Let P z RJ be a polyhedron and let 
j E J. The projection of P onto the j-coordinate hyperplane is the polyhedron 
P:= {.V E RJ\“’ : there exists x E P satisfying x, = Z= for all e E s\{j}}. That 
is, we simply drop the jth coordinate from all members of P. The following 
theorem applies to all polyhedra. 
THEOREM 3.3. Let P c RJ be a nonempty polyhedron not of full 
dimension. Then there exists j E J such that, ifp is the projection of P onto 
the j-coordinate hyperplane, then G(P) = G(F). 
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ProoJ: If P is not of full dimension, then there exist a E RJ\{O} and 
a, E IR such that all x E P satisfy ax = a,. Let j E J be such that uj # 0, and 
let p be the projection of P onto the j-coordinate hyperplane. We show that 
G(P) and G(F) are isomorphic. 
For any x E P, let ff denote the member of P obtained by dropping the jth 
coordinate. Then the mapping x + .i! is a bijection. For if we choose any 
y E p then the unique member x of P satisfying X = y has xi = (a,, - ay)/Uj 
(where d is obtained by dropping the jth coordinate of a). Trivially, if x E P 
can be expressed as a convex combination of other members of P, then z? is a 
convex combination of the corresponding members of z Conversely, if X E p 
can be expressed as Cfzl ai,? for 2’ E p, where Cp=, ai = 1, then 
xj = (a, - @%)/uj and xj = (a, - Ei)/aj for all i = 1, 2,..., p. Therefore 
xj = x7=, aixj and so x is a convex combination of the corresponding 
members of P. Therefore x is a vertex of P if and only if ff is a vertex of E 
Now suppose vertices a, u of P are nonadjacent. Then there exist 1 E R 
satisfying 0 < I < 1 and (ai > 0: i = 1,2,...,p) satisfying CT=, ai = 1 and 
(xi E P: i = 1,2,...,p} such that Au + (1 -L) u = Cp= 1 a,x’. Then, trivially, 
Azi + (1 - A) 5 = Cp=, ai?. Therefore z? and d are nonadjacent on E 
Conversely, if U; V E p are nonadjacent, then there exist 1 E R satisfying 
0 < A < 1, (ai > 0: i = 1, 2 ,..., p) satisfying Cp=, ai = 1 and {ni E P: 
i = 1, 2,..., s j such that Ati + (1 -A) B = Cf= 1 a$. But then we have 
uj = (a, - fiii)/uj, uj = (a, - 5t7)/aj, xj = (a, - ci2)/aj, for i = 1, 2,...,p so 
Auj + (1 - A) vj = Cfzl aixj. Therefore lu + (1 - A) v = Cf= 1 aixi, i.e., u 
and v are not adjacent on P. 
Therefore vertices U, u of P are adjacent if and only if vertices U; 6 of P 
are adjacent and so G(P) and G(F) are isomorphic. I 
Theorem 3.3 can also be deduced using the theory of nonsingular affine 
maps, see Grilnbaum [4]. 
If P is a (0, I)-polyhedron, then trivially every projection of P onto a coor- 
dinate hyperplane is a (0, I)-polyhedron, so by repeatedly applying Theorem 
3.3 we obtain the following. 
THEOREM 3.4. Let PG RJ be a (0-1)-polyhedron. Then there exists a 
full dimensional (O-l )-polyhedron P’ c I?“, for K z J, such that G(P) and 
G(P’) are isomorphic. 
COROLLARY 3.5. If PS RJ is a (C&l)-polyhedron of dimension d then P 
has at most 2d vertices. 
We can apply the procedure of Theorems 3.2 and 3.3 to obtain a minimal 
representation of the graph of a (0-1)-polyhedron P provided that we know a 
linearly independent set of equations whose solution set is the afline hull of 
P. Simply consider the equations one after the other and, for each, find a 
582b/37/1-4 
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coordinate not yet deleted having nonzero coefficient and delete that coor- 
dinate. For example, let i@ be the convex hull of the incidence vectors of the 
perfect matchings of the Petersen graph. (See Fig. 1.) Then the affine hull is 
the solution set to the independent equations 
C(xj:j incident with V) = 1 for all nodes U. 
We sequentially delete the components indexed by the edges l-5 and 11-15 
and we have that G(fi) is isomorphic to G(X), where X is as given in 
Fig. lb. Therefore, by (2.2), G(fi) is isomorphic to K,, the complete graph 
on 6 nodes. 
Finally, we prove the last theorem. 
THEOREM 3.6. Zf G(X) is nonbipartite for Xc {0, I]” then G(X) is 
hamilton connected. 
Proof. Let G := G(X). We prove by induction on IX/. If IX] = 3 then G is 
a triangle so suppose 1x1 = k > 4 and the result holds for all smaller values 
of 1x1. We can assume that X has no l-valued component (i.e., there is no 
j E E such that Xj is constant for all x E X) for such a component could be 
dropped without changing G. 
Suppose X is separable. If every component is 2-valued then by Lemmas 
2.1 and 2.2, G is a hypercube, contradicting G being nonbipartite. If any 
component S is >3-valued, then by Lemma 3.1 G(X[S]) is nonbipartite so, 
by induction, G(X[S]) is hamilton connected. Therefore, by Lemmas 2.1 and 
2.2, G is hamilton connected. So we assume that X is nonseparable. Let x 
and y be distinct members of X. We will show that x and y are the ends of a 
hamilton path of G. 
LeteEEbesuchthatx,#y,.ThenX~#0#X~.IfIX~~=lor(X~(=l 
then, by Lemma 2.4, G has a universal node. Whichever of Xz or Xl 
contains 3 or more elements must be either bipartite, and hence by Theorem 
Cd : 
X 
6 7 6 9 IO 
I I I I I 
I 0 0 0 0 
0 I 0 0 0 
0 0 I 0 0 
0 0 0 I 0 
0 0 0 0 I 
(a) (bl 
FIGURE 1 
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3.2 a hypercube, or else nonbipartite, and hence by induction hamilton 
connected. In either case, by (2.4), G will be hamilton connected. So we 
assume 1x12 2, IX:] > 2 and, without loss of generality, assume x E g and 
y E Xi. Each of G(Xz) and G(Xi) must be either a hypercube or hamilton 
connected; we distinguish 3 cases: 
Case 1. Both G(Xz) and G(X:) are hamilton connected. If there exist 
u E X,“\{x} and u E X,“\{ y} which are adjacent in G then we are done. For 
concatenating a hamilton path in G(Xi) from x to U, the edge [u, Y], and a 
hamilton path in G(X:) from u to y gives the desired hamilton path from x to 
y. So suppose, to obtain a contradiction, that y is the only node of Xi 
adjacent to a node of Xz\{x}, and hence, x is the only node of Xi adjacent to 
a node of XA\{y]. Then {x,y} is a 2-node cutset of G, so by a theorem of 
Balinski [ 11, conv(X) has dimension 2. Therefore, by Corollary 3.5, (XI = 4, 
and IX,“] = IX:1 = 2. Let {u}:=Xz\{x) and let {v} :=X:\(y}. We have 
assumed U, u are nonadjacent, so there exist 1 satisfying 0 < A < 1 and p 
satisfying 0 < ,U < 1 such that Au + (1 - A) v = p . x + (1 - ,u) y. Therefore x 
and y are nonadjacent, so G is a 4cycle, which is bipartite, a contradiction. 
Case 2. One of G(g) and G(XL), say G(g) is hamilton connected and 
the other, G(XL), is a hypercube of dimension at least 2. Then ]X:l > 4. Let 
W be the part of G(X:) that does not contain y. If any u E W is adjacent to 
any u E x\{x}, then using (2.3) we can proceed as in the previous case. So 
suppose, to get a contradiction, that x is the only node of g adjacent to any 
u E W. Then, by Lemma 2.4, u[E\S] = x[E\S] for all 2, E W, where S is the 
set of coordinates of l-valued components of g. 
Suppose there existed U’ E Xi\W such that u’ [E\S] # x[E\S]. Since u’ is 
adjacent to some member of W, some 2-valued component of X: contains an 
element of E\S. Since IX:] > 4 there is another 2-valued component and let 
V’ be obtained from U’ by changing the value on this component. Then 6’ 
and u’ are adjacent so V’ E W. But U’[E\S] # x[E\S], a contradiction. 
Therefore 
(3-I) u[E\S] = x[E\S] for all u E Xi. 
Now choose u E X,“\{x) and u E W. By hypothesis they are nonadjacent 
so there exist p, q > 1, a > 0, p > 0 (ai > 0: i = 1,2 ,..., p), Goi > 0: 
j= 1,2 ,..., q), {u’EX,O\{u}: i= 1,2 ,..., p}, and {d E Xj\{v}:j = 1, 2 ,..., q} 
such that 
au +/IV = f: aid + 5 pjVj* 
i=l i= 1 
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By considering the coordinate indexed by e, we see p = x3=, pi. Since S is 
the set of l-valued components of g, u [S] = u’[S] for i = 1,2,..., p. Since 
/3 = xi”= r pj, we have, therefore v [S] = vj[S] for j = 1, 2 ,..., q. But this, 
together with (3.1), gives that u = Do forj = 1,2,..., q, a contradiction, which 
finishes this case. 
Case 3. Both G(x) and G(X:) are hypercubes of dimension at least 2. 
Then 1 X,” ] > 4, 1 XL ] > 4. Let p and Z” be the parts of G(g) and let Y’ and 
Z’ be the parts of G(Xi), where x E p and y E Z’. Our objective is to 
establish that 
(3.2) there exists a node u E Z” adjacent in G to a node u E Y’. 
For then, once again, the result is obtained, using (2.3), by concatenating a 
hamilton path in G(g) from x to u, the edge [IN], and a hamilton path in 
G(Xi) from u to y. 
Let So and S’, respectively, be the sets of coordinates of l-valued 
components of x and Xi. First we observe that if So U 5” = E then every 
u E g is adjacent to every v E X:. For if such a u, u were nonadjacent, 
there would exist p, q > 1, CI > 0, b > 0, (ai > 0: i = 1,2 ,..., p), (pj > 0: 
j=l,2 )..., q), ]u’E~\(u}:i=1,2 ,..., p}, and (II’ E XJ\{u} : j = 1, 2 ,..., q} 
such that 
a+p=1, 2 ai+jg,bj= lT 
au +/3V = i CtiUi + t PjVj. 
i=l j= I 
Once again, considering e we see that /I = Cj= r pj. Since u[S”] = ui[So] for 
i = 1, 2,..., p and p= JJ&,pj it follows that v[S”] = v’[S”] for all 
j = 1, 2 ,..., q. Since we also have u[S’] = u’[S’] for all j = 1, 2 ,..., q and 
E = So U S’ it follows that v = vj for j = 1, 2,..., q, a contradiction. 
Therefore, if So U S’ = E, (3.2) holds. 
So suppose that So U S’ + E and that (3.2) does not hold. By Lemma 2.4, 
every u E Xz is adjacent to some Y E Xi and conversely, so since G is 
nonbipartite, there must exist adjacent s E p and t E Z’. 
Suppose there exists k E E\(S’ U S’ U D(s, t)). (That is k is a coordinate 
not in So U S’ where s and t agree in value.) Let Co and C’, respectively, be 
the 2-valued components of X,” and Xi that contain k. Let f and 7 be 
obtained from s and t by switching the values indexed by coordinates in Co 
and C’, respectively. Then dE Z” and fE Y’, since s and S are adjacent, as 
are t and E Therefore S and T are nonadjacent (since we assume (3.2) does 
not hold) so there exist p, q > 1, a > 0, /I > 0, (ai > 0: i = 1,2 ,..., p), vj > 0 : 
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j= 1,2,...,q), {dEx\{S}:i= 1,2,...,p}, and {u'EX:\{q: j= 1, &...,q} 
such that 
and 
aF+/?i= + aid + 5 pjvj. 
tz j=l 
Since S;, = i,, we must have uf = vjk = S;, = ik for all i = 1, 2,...,p and 
j= 1, 2 ,..., q. Therefore 5[C”] = u’[C”] for i= 1, 2 ,..., p and qC’] = vj[C’] 
for j = 1,2,..., q. Let zi’ be obtained from ui by switching on Co for 
i = 1,2 ,..., p and let v” be obtained from vj by switching on C’ for 
j = 1, 2 ,..., q. Then as f /3t = Cf=, airi’ + x7= i /Ijv”, contradicting the 
adjacency of s and t. 
Suppose, on the other hand, E = So U S’ U D(s, t). Choose any 
k E E\(S” U S’). Then k E D(s, t). Let Co, C’, S; and i be defined as above. 
Then, again, d and i are nonadjacent, so there exist p, q, a, p, (a; : i = l,...,p), 
(jlj:j= 1, 2 ,..., q), (2.4’: i= l,..., p}, (vj : j = 1, 2 ,..., q} as above. Now suppose 
that Co # C’. Then there exists 1 E C”\C’ (say). If I& D(s, t) then 
1 E D(F, g. Moreover, we must have IE S’ so ui[Co] = SIC”] for all 
i = 1, 2,..., p. Similarly, since k E Con C’, we have vj[C’] = flC’] for all 
j= 1, 2 ,..., q. But then we can obtain, as before, 6’ from ui, i = 1, 2 ,..., p by 
switching on Co and u”’ from vi, j = 1,2,..., q by switching on C’ and 
contradict the adjacency of s and t. So we must have I E D(s, t). But then 
I6 A(& g so once again ui[Co] = SIC”] for all i = 1,2,..., p. Since k E D(S; i) 
we must also have v’[C’] = flC’] for j= 1, 2,..., q so, as above, we obtain U’ 
for i = 1, 2 ,..., p and d for j = 1, 2 ,..., q and contradict the adjacency of s 
and t. 
Therefore, we have Co = CL G D(s, t). We conclude the proof by showing 
that Co is a 2-valued component of X, contradicting nonseparability. For 
choose any w’ E X[CO] and any w” E X[E\C’], and suppose w” = fQ[E\C”] 
for ti E X. Then we can, if necessary, switch the values of r? on Co = C’ and 
obtain the concatenation of w’ and w” in X. Therefore Co is a 2-valued 
component as required. 
This final contradiction exhausts all possibilities, and so (3.2) is 
established and the theorem follows. 1 
4. CONCLUDING REMARKS 
There are several consequences of the results presented here. First, they 
show that results appearing in literature (see [7]) concerning hamiltonicity of 
special classes of (0-1)-polyhedra do not, in fact, depend on the 
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combinatorial structure of the members of the classes. Rather they depend 
upon finding a (0-1)-formulation of the problem for which the 
“combinatorial” adjacency criterion of interest is equivalent to polyhedral 
adjacency. 
Secondly, they show that there are some natural notions of adjacency 
which cannot be represented in the polyhedral fashion discussed in this 
paper. For example, consider the set of all permutations of an n element set, 
n > 3. It is not possible to construct a (0-1)polyhedron having one vertex 
for each permutation and such that two vertices are adjacent if and only if 
the corresponding permutations differ only by the interchange of an adjacent 
pair of elements. For the skeleton of such a polyhedron would necessarily be 
bipartite, since even permutations are only adjacent to odd permutations and 
conversely. But that would require (Theorem 3.2) that it be a hypercube and 
hence have 2d nodes for d > 2. But the number of permutations of an n 
element set, n !, is not a power of 2 for n > 3. 
Moreover, they show what a strong restriction it is to impose on a 
polyhedron, from the point of view of its graph or skeleton, to require it to 
have (0-1)-valued vertices. Perhaps the outstanding question at this point is 
whether or not it is possible to give a good (in some sense) characterization 
of the graphs of (0-I)-polyhedra. 
Finally, Naddef (61 has considered pancyclicity questions for some special 
classes of (G-l)-polyhedra. This property, which is much stronger than 
hamiltonicity, is not necessarily satisfied by the graphs of all (O-l)- 
polyhedra, even if attention is restricted to monotone (or lower 
comprehensive) polytopes. 
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