Many systems in nature generate time series with complex behavior often associated with the so-called scaling laws. Examples from geophysical science include time series of temperature, precipitation, earthquakes, and floods. Studying such time series may help to reveal the mechanism that generates them. In this paper we show how complex long-range correlations in time records (whose values approximately follow a Gaussian distribution) may be identified by a simple method-the volatility test. We explain the relation between high-order correlations and self-affine (fractal and multifractal) behavior, and show how the existence of volatility correlations can give a simple indication for multifractality. We demonstrate our method on daily deep ocean temperature records from the equatorial Pacific-the region of the El-Nino phenomenon.
InTroducTIon
Many systems in nature generate time series with complex behavior. Examples for such time records are the arrival times of data packets in the Internet (Willinger et al., 1995) , the series of time intervals between consecutive human heart beats Ashkenazy et al., 2001) , and geophysical time records of temperature, precipitation, tides, and earthquakes (Mandelbrot and Wallis, 1969; Livina et al., 2005) . Studying such time series can help in understanding the systems that generate them.
In the last 50 years or so it has been realized that many complex systems generate time series that have self-similar or "fractal" behavior (Mandelbrot and Wallis, 1969; Feder, 1988; Havlin and Bunde, 1996) . These time series were found to exhibit long-range correlations (Altmann and Kantz, 2005) , i.e., correlations that decay as a power law rather than the more intuitive exponential decay. Long-range temporal correlations indicate that even data points that are separated by a very long time still can have some statistical correlation between each other. More recently it was realized that many systems have even more complex behavior, described as "multifractality" (Feder, 1988; Barabasi and Stanley, 1995; Kantelhardt et al., 2002) , suggesting different scaling laws for different orders of correlations. These properties can be quantified using tools from the theory of fractals and statistical physics. However, these tools are often complicated and require expertise in order to verify the fractal/multifractal nature of the time series. Here we provide the background for a technique we developed that can indicate whether the time series is fractal (linear) or multifractal (stochastically nonlinear) (Ashkenazy et al., 2001; Kalisky et al., 2005) .
More generally, in this paper we wish to elucidate the relation between long-range correlations of high orders and multifractal behavior. We will show that there is a significant difference between the high-order correlations of fractal and multifractal time series (Kalisky et al., 2005) . We will use this distinction to show how multifractality in time series can be identified by a simple method-the volatility test (Liu et al., 1999; Ashkenazy et al., 2001; Bunde et al., 2005) . The paper is organized as follows: We first review the basic methods for quantifying fractal behavior and long-range correlations in time records. Then, we explain the need for analysis of high-order correlations, and the relation of these correlations to multifractality. We then introduce the volatility test and show how the existence of volatility correlations can give a simple indication for multifractality. We demonstrate our method on daily deep ocean temperature records from the equatorial Pacific-the region of the El-Nino phenomenon.
It is important to note that our analysis applies to time series whose values are narrowly distributed and approximately follow a Gaussian distribution. Still, since the probability distribution of many natural time series is not Gaussian, it is necessary to apply Fourier phase randomization tests to validate the nonlinearity uncovered by the volatility correlations. We also note that there are natural time series whose values are distributed according to power law tails (e.g., Levi walks), which exhibit multifractality that originates from their broad probability density function and not from the structure of their long-range correlations (Kantelhardt et al., 2002) .
TImE SErIES wITH long-rAngE corrElATIonS
Many time series in nature exhibit correlations that decay according to a power law, rather than the exponential decay usually associated with simple physical systems. Consider a time series whose values are: u 0 ,u 1 ,u 2 ,u 3 ,..., where the indices 0,1,2,3 represent consecutive time points 1 -see example in Fig. 1 . For simplicity, we will assume that the series has a zero mean (〈u i 〉 = 0) and that it is stationary, i.e., the variance does not change with time. Power law decaying correlations take the form of:
where g is the correlation exponent. We say that the correlation function is "long-range" when g < 1, since in this case there is no characteristic "correlation time", unlike typical exponentially decaying correlations. 2 Long-range correlated time series are also termed "fractal" time series due to their self-affine behavior and typical "roughness" properties, as will be explained below.
A useful method for detecting long-range correlations is by "Fluctuation Analysis" (Peng et al., 1994 )-see Fig. 2 . In this method we treat the series as steps of a random walk. We first construct the "pro- ... 
1 Throughout this paper we consider only time series whose values are narrowly distributed (e.g., Gaussian), i.e., we do not consider here Levi walks, etc.
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For example, the mean correlation time in the case of g < 1 is:
where we assumed that the mean of the profile vanishes (〈X t 〉 = 0).
Thus F 2 (n) ∼ n 2H , where the exponent H, defined as the Hurst exponent, quantifies the "roughness" properties of the time series (Mandelbrot and Wallis, 1969; Barabasi and Stanley, 1995) . The Hurst exponent is related to the correlation exponent g according to: H 1 2 c = -where 0 < g < 1. Such power law scaling behavior is an indication of self-affinity-a property found in many natural phenomena (Mandelbrot and Wallis, 1969; Barabasi and Stanley, 1995; Liu et al., 1999; Altmann and Kantz, 2005; Bunde et al., 2005) . Makse et al. (1996) . (b) A log-log plot of the two-point correlation function, calculated according to:
, where N is the total length of the time series. It is seen that the correlation function decays in a power-law manner (rather than exponential decay) of the form: ρ(τ) ∼ τ -γ , with γ = 0.6. The self-affinity can be seen by scaling the profile according to the scaling exponent. In self-affine series such a scaling preserves the statistical properties of the original series. Hence, fluctuation analysis reveals the self-affine structure of long-range correlated time series. Note that for an uncorrelated series, the profile X t corresponds to the displacement of a random walk, thus obeying the relation 〈X t 2 〉 ∼ t. Thus, for uncorrelated or short-range correlated series (e.g., exponentially decaying correlation function) the Hurst exponent is H = 2 1 . In practice, more advanced versions of fluctuation analysis are used, such as Detrended Fluctuation Analysis (DFA) (Peng et al., 1994; Buldyrev et al., 1995; Kantelhardt et al., 2002) , which can remove polynomial trends from the data and can also deal with non-stationary time series (i.e., time series in which the variance changes with time and the Hurst exponent is greater than 1) and anti-correlated time series (for which the Hurst exponent is smaller than 1/2).
HIgHEr-ordEr corrElATIonS ArE rEquIrEd In ordEr To gIVE A complETE STATISTIcAl dEScrIpTIon of A TImE SErIES
The correlation function ρ(i -j) = 〈u i u j 〉 describes correlations between pairs of time points, and is intended to reveal periodic patterns in the data. However, more complex correlations may be present in natural time records. Hence, in general, the two-point correlations provide an incomplete statistical description of a time series, and correlations of higher order may be needed to provide additional information. In order to demonstrate this important point, let us consider the binary time series depicted in Fig. 3 . It can be seen that the two-point correlation function is blind to the complex correlations that are obeyed by the pseudo-random series. Thus, applying methods that search for two-point correlations and periodic patterns will reveal nothing (i.e., a random result), and the series will be mistaken to be random. Only if we search for three-point correlations will we find the rules that govern the pseudo-random time series.
Actually, given a stochastic process (i.e., an ensemble of time series {u 0 ,u 1 ,u 2 ,...u N } generated by the same stochastic mechanism), the complete statistical description is given by its multivariate distribution: P(u 0 ,u 1 ,u 2 ,...u N ), which gives the probability for any specific realization u 0 ,u 1 ,u 2 ,...u N .
The multivariate distribution function can be reconstructed from the correlation functions of all orders (and vice-versa) : (Stratonovich, 1967; Van-Kampen, 1981; Gardiner, 1996) . In many cases it is more convenient to use the cumulants of all orders:
The cumulants describe how much additional information is provided by the n-th order correlation function with respect to correlation functions of orders 1,2,...,n-1. Thus, knowing the cumulants (or correlation functions) of all orders gives a complete statistical description of the time series.
Before proceeding to describe methods for measuring multiple point correlations, we note that common methods used in the analysis of time series, such as auto-correlation, power-spectrum, and fluctuation analysis, all measure two-point correlations only. The auto-correlation function, which is defined as:
clearly describes the correlation between two points only. The power spectrum of a time series is defined as the absolute square of the Fourier transform of the time series:
According to the Wiener-Khinchin theorem, this is directly proportional to the Fourier transform of the two-point auto-correlation function:
Fluctuation analysis also measures two-point correlations only, because it takes only the 2nd moment of the walker displacement profile: 
HIgH-ordEr corrElATIonS cAn bE mEASurEd uSIng "q-ordEr flucTuATIon AnAlYSIS"
It is possible to generalize fluctuation analysis by taking the q-th moment of the walker displacement profile:
Clearly, the q-th moment involves correlation functions 〈u i u j ... u l 〉 with q multipliers. Hence, it captures the q-th order correlation function.
The generalization of second-order fluctuation analysis involves taking the q-th moment of the displacement during each time window of length n, and averaging on many time windows along the series. We thus obtain the q-th order fluctuation function: 
In general, for every order q we will get a different exponent H(q), where H(q) is a monotonically decreasing function of q. In this case we say that the series is "multifractal", with a multifractal width DH ≡ H(-∞) -H(∞) (see Fig. 4 ). Time series for which all exponents H(q) are equal to the Hurst exponent (i.e, DH = 0) are called "monofractal", and are characterized by a single exponent: H.
It is also important to note that in practice, more advanced methods are used to detect and quantify multifractality, such as the multi-fractal wavelet transform modulus maxima (MF-WTMM) (Muzy et al., 1991) or the multi-fractal detrended fluctuation analysis (MF-DFA) (Kantelhardt et al., 2002) . These methods are able to filter out polynomial trends and are capable of handling non-stationary data. Actually, fractal time series are stochastic processes in which all cumulants above the second are zero. For Fig. 3 . The two-point correlation function does not give a complete description of a general time series. Shown are a periodic binary time series and a pseudo-random bit series. The periodic series is well described by the two-point correlation function, which is capable of describing periodic patterns. However, there are no periodic patterns in the pseudo-random bit series, and the two-point correlations will mistake it as random and uncorrelated (i.e., there is no rule containing two expressions only, such as "u (n) ⊕ u (n -5) = 0", that will be obeyed at all points of the pseudo-random series). Hence, the two-point correlations do not catch the complex correlations in the pseudo-random series, and correlations of higher order (in this case, three points) are required for a complete description of the sequence. Note that ⊕ is the XOR operation between two bits, i.e., a ⊕ b = 1 when a is different than b and is zero when a equals b.
example, if the 4th cumulant equals zero [C 4 = 0, see eq 7] one obtains:
Thus, the 4th-order correlation function 〈u i u j u k u l 〉 can be expressed solely by the 2nd-order correlation function 〈u i u j 〉. More generally, all high-order correlations can be expressed as sums and products of the 2-point correlation functions.
The same applies for the q-th order fluctuation functions: in monofractal time series the q-th moment of the profile is a product of q/2 moments of order 2. Take, for example, the case of q = 4: 
It can be seen that the 4th moment gives the same Hurst exponent as was obtained from the 2nd moment: For simplicity we assume that the mean is zero 〈u i 〉 = 0 .
have additional information in their high-order correlations, and are characterized by a whole spectrum of Hurst exponents H(q). To summarize, the correlations of high order in fractal time series have a straightforward relation to the two-point correlations, whereas in multifractal time series they are non-trivial.
It is possible to randomize a multifractal time series such that only the two-point correlations will be conserved. This is done by randomizing the phases (Schreiber and Schmitz, 2000) of the Fourier coefficients such that only the power spectrum (the absolute square of the Fourier coefficients, which represents the 2-point correlations) is conserved and all else is randomized. The resulting "surrogate series" is fractal with a Hurst exponent equal to H(2) of the original series. Comparing the multifractal spectrum or the volatility correlations (see below) of a time series and its surrogate can be used to determine whether a time series is fractal or multifractal.
VolATIlITY cAn bE uSEd AS A SImplE TEST for mulTIfrAcTAlITY
Direct methods for measuring multifractality (Muzy et al., 1991; Kantelhardt et al., 2002) are quite complicated and involve advanced mathematical techniques such as the wavelet transform. However, a simple test for multifractality was recently suggested (Ashkenazy et al., 2001; Kalisky et al., 2005) : the volatility test. -10,-8,-6,...,6,8,10; and (b) the multifractal spectrum H(q) for a multifractal time series generated according to a cascading algorithm described in Arneodo et al. (1998) . The q-th order fluctuation function scales with window size n as
, where H(q) is in general a non-constant function of q. For a monofractal series, exponents of all orders are equal: H(q) = H. Shown in the inset is the multifractal spectrum f(a) vs. a according to an equivalent formalism (Ivanov et al., 1999) . We define F q (n) ∼ n t(q) and then take a = dq dx and f(a) = q dq dx -t (i.e., the Legendre transform of q and t(q)). The resulting function f(a) has a "width" Da, which is equal to DH (see inset).
Volatility is a concept from economics that represents the magnitude of change of a time series (that is, ⎜u i ⎟ or u i 2 ) (Liu et al., 1999) . In economics, investing in a "volatile" stock (i.e., a stock whose values are drastically changing) is considered risky, even if its value is presently increasing. It is common to find economic time series that are non-correlated, but whose magnitudes of changes-their volatilities-have long-range correlations. These correlations in volatility are actually an indication for multifractality.
Formally, given a time series u 1 ,u 2 ,u 3 ,... . with a Hurst exponent H, we define the volatility as the series ⎜u 1 ⎟,⎜u 2 ⎟,⎜u 3 ⎟,... or u 1 2 ,u 2 2 ,u 3 2 ,.... This time series also has a scaling exponent: H n . The volatility test states that if H n = 2 1 the original series is fractal, and if H n > 2 1 the series is multifractal. Thus, long-range correlations in the volatility are an indication for multifractality.
In order to demonstrate the volatility test, we consider time series of deep ocean (500 m) temperature records taken from moored ocean buoys in the equatorial pacific (http://www.pmel.noaa.gov/tao/realtime. html). As shown in Fig. 5 , the time series has a wide multi-fractal spectrum, meaning that high-order correlations are present. Figure 6 shows the volatility test for this empirical time series. Although our time series T 1 ,T 2 ,T 3 ,.. . and its phase-randomized surrogate have the same Hurst exponent H ≈ 1, they differ in the Hurst exponent of their volatilities. The volatility of the empirical data (⎜T 1 ⎟,⎜T 2 ⎟,⎜T 3 ⎟,...) is correlated, H > 1/2, indicating that it is multifractal (i.e., "nonlinear"), whereas the magnitude series of the surrogate data are uncorrelated, H = 1/2, indicating that it is fractal.
In the last example we used the surrogate data test to make sure that the time series is indeed nonlinear. When using the volatility measure the meaning of the captured nonlinearity is that the time series has clusters of big and small fluctuations, and that these clusters have self-similar structure, as follows from the scaling exponent of the volatility time series.
It will be shown below that the volatility test actually works for time series with a Hurst exponent less than H ≈ 3/4. However, series with higher Hurst exponents can be differentiated such as to decrease their Hurst exponent by one: Given a series u 0 ,u 1 ,u 2 ,u 3 ,... with an exponent H, the increments series u 1 -u 0 ,u 2 -u 1 ,u 3 -u 2 ,... 1/2 ∼ n H as a function of the window size n. Window size is measured in days. Both the original (filled symbols) and surrogate phase-randomized (empty symbols) series are strongly correlated and have the same scaling exponent H ≈ 1. This is because 2nd-order fluctuation analysis cannot distinguish between fractal and multifractal time series. (b) The magnitude series of the increments of the original data are correlated (H n > 1/2), indicating that it is multifractal, whereas the magnitude series of the increments of the surrogate data are uncorrelated (H n = 1/2), indicating that it is indeed fractal. The deep water temperature time series is multifractal. Shown is the multifractal spectrum of the empirical data (filled symbols), which is much broader than the multifractal spectrum of the phase-randomized data (empty symbols).
has an exponent H -1. For this reason the volatility test usually involves taking the absolute value of the increments of the series: ⎜Du i ⎟ ≡ ⎟u i+1 -u i ⎟. Also, as demonstrated in the example above, the volatility test is usually applied to the original series (which may be fractal or multifractal) and, in parallel, to its phase-randomized surrogate series (which is certainly fractal). Different volatility exponents in the original and surrogate series indicate that the original series is indeed multifractal. Finally, note that the volatility Hurst exponent does not depend on the exact definition of volatility, i.e., ⎜u 1 ⎟,⎜u 2 ⎟,⎜u 3 ⎟,... or u 1 2 ,u 2 2 ,u 3 2 ,.... Both definitions give the same volatility exponent H n and both may be used for the volatility test.
wHY doES THE VolATIlITY rEVEAl THE prESEncE of non-TrIVIAl HIgH-ordEr corrElATIonS?
We now wish to understand why the volatility test works. Given a time series u 0 ,u 1 ,u 2 ,u 3 ,... . with a Hurst exponent H, we define the volatility series to be u 1 2 ,u 2 2 ,u 3 2 ,..., and its Hurst exponent to be H n . Our goal is to understand the relation between H and H n .
For a fractal series, the two-point correlations determine all higher-order correlations. In particular, the 4-point correlation function is given by (see eq 13):
Setting k = i and l = j we get: 
where we have used eq 16 to evaluate the 4th-order expression 〈u i 2 u j 2 〉 as a product of 2nd-order correlation functions only: 〈u i u j 〉, 〈u i 2 〉, etc. From eq 17 it is seen that Var (V t ) ∼ t + t 4H-2 ≡ t 2Hn . When 4H -2 > 1, the second term is dominant (for large window sizes) and we get: 4H -2 = 2H n ; if not, the first term dominates and we get 1 = 2H n .
The Hurst exponent of the volatility for fractal series is thus:
In Fig. 7 we construct a "phase diagram" characterizing fractal and multifractal time series. Every time series is characterized by a Hurst exponent H and a volatility exponent H n , and thus corresponds to a single point on the H -H n plane. It can be seen that all fractal time series reside on a characteristic curve on the H -H n plane, as described by eq 18. Multifractal series, however, generally reside above this curve, as their volatility exponent H n is higher than that of fractal series. We thus conclude that the volatility can Fig. 7 . The volatility series Hurst exponent (H n ) vs. the original series Hurst exponent (H) for fractal and multifractal time series. Fractal ("linear") time series, represented by empty symbols, reside on a characteristic curve on the H -H n plane, as described by eq 18. Note the turning point at H ≈ 3/4. However, multifractal series (represented by the filled symbols) generally reside above this curve, as their volatility exponent H n is higher than that of fractal series. Note that the phase-randomized surrogate series all reside on the fractal characteristic curve just below the multifractal series they were generated from. Multifractal series were generated according to the cascading algorithm described in Arneodo et al., 1998. provide a simple test for multifractality, and may serve as an indication for the existence of non-trivial correlations of high orders.
We note that the main advantage of the volatility test is its simplicity and its ability to provide a quick indication for multifractality. However, as shown above, the volatility reflects only part of the high-order correlation structure (e.g., the 4-point correlations). In order to reveal the full scaling properties of the time series, which might explain the underlying dynamics of the system that has generated it, the whole multifractal spectrum must be obtained using the wellestablished methods for multiscaling analysis 5 (e.g., Muzy et al., 1991; Kantelhardt et al., 2002) . Still, the volatility correlations may be associated with a unique pattern of the time series-the time series is composed of a self-similar structure of "clusters" consisting of large and small fluctuations (Ashkenazy et al., 2001 ). This structure cannot be revealed by the two-point correlations.
SummArY And concluSIonS
To summarize, in this paper we study time series with long-term correlations that are commonly found in many geophysical time series such as temperature, precipitation, earthquakes, and floods. We first distinguish between fractal time series, which are characterized by their two-point correlations and a single Hurst exponent, and multifractal time series, which exhibit non-trivial "q-order correlations" (i.e., highorder correlations that contain additional information and cannot be deduced from the 2-point correlations), and are characterized by a whole spectrum of Hurst exponents. We then introduce the volatility test, which measures the Hurst exponent of the magnitude of the increments series, and explain why multifractal series have a higher volatility exponent than fractal series. We demonstrate the use of the volatility test on daily deep-ocean temperature records from the equatorial Pacific-the region of the El-Nino phenomenon.
It has been demonstrated that the properties of complex systems may sometimes be reflected by the scaling properties of the time series they generate. For example, it was shown that heartbeat records of a 5 One should also keep in mind that the volatility is related to the 4-point correlations of the time series. Hence the sensitivity of the volatility test and its ability to detect multifractality in empirical time series does not exceed that of the multifractal spectrum as calculated for the 4th moment.
healthy heart have a much wider multifractal spectrum than a non-healthy heart in a life-threatening condition (Ivanov et al., 1999) . It is possible that such methods as discussed in this paper may allow us to better understand complex geophysical systems.
We note that time series with a non-Gaussian probability distribution function may exhibit long-range correlations in the volatility time series even if they are completely linear. Moreover, Gaussian time series that have passed a nonlinear transformation may end up with "artificial" nonlinearity. It is thus important to apply a surrogate data test for nonlinearity to verify whether the detected nonlinearity is real or artificial. This is valid also for other measures for stochastic nonlinearities like the multifractal spectrum.
