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Abstract
For L∞-functions on a (closed) compact Riemannian manifold, the noncommutative residue and the
Dixmier trace formulation of the noncommutative integral are shown to equate to a multiple of the Lebesgue
integral. The identifications are shown to continue to, and be sharp at, L2-functions. For functions strictly
in Lp , 1  p < 2, symmetrised noncommutative residue and Dixmier trace formulas must be introduced,
for which the identification is shown to continue for the noncommutative residue. However, a failure is
shown for the Dixmier trace formulation at L1-functions. It is shown the noncommutative residue remains
finite and recovers the Lebesgue integral for any integrable function while the Dixmier trace expression can
diverge. The results show that a claim in the monograph [J.M. Gracia-Bondía, J.C. Várilly, H. Figueroa, El-
ements of Noncommutative Geometry, Birkhäuser Adv. Texts, Birkhäuser, Boston, 2001], that the equality
on C∞-functions between the Lebesgue integral and an operator-theoretic expression involving a Dixmier
trace (obtained from Connes’ Trace Theorem) can be extended to any integrable function, is false. The re-
sults of this paper include a general presentation for finitely generated von Neumann algebras of commuting
bounded operators, including a bounded Borel or L∞ functional calculus version of C∞ results in IV.2.δ
of [A. Connes, Noncommutative Geometry, Academic Press, New York, 1994].
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For a separable complex Hilbert space H , denote by μn(T ), n ∈ N, the singular values of a
compact operator T , [26, §1]. Denote by L1 := L1(H) = {T | ‖T ‖1 :=∑∞n=1 μn(T ) < ∞} the
trace class operators. It has long been known, see [5, Thm. 2.4.21, p. 76], [22, Thm. 3.6.4, p. 55],
that a positive linear functional ρ on a weakly closed ∗-algebra N of bounded operators on H is
normal (i.e. ρ belongs to the predual N∗) if and only if
ρ(A) = Tr(AT ), A ∈ N , (1.1)
for a trace-class operator 0 < T ∈ L1. Denote by L1,∞ := L1,∞(H) = {T | ‖T ‖1,∞ :=
supk log(1 + k)−1
∑k
n=1 μn(T ) < ∞} the compact operators whose partial sums of singular val-
ues are logarithmically divergent. In [13], J. Dixmier constructed a non-normal semifinite trace
on the bounded linear operators of H using the weight
Trω(T ) := ω
({
1
log(1 + k)
k∑
n=1
μn(T )
}∞
k=1
)
, T > 0,
associated to a translation and dilation invariant state ω on ∞. As Trω vanishes on L1,∞0 :=
L1,∞0 (H) = {T | 0 = ‖T ‖0 := lim supk log(1 + k)−1
∑k
n=1 μn(T )} and L1 ⊂ L1,∞0 , non-
normality can be seen from 0 = supα Trω(Tα) = Trω(1) = ∞ for any strongly convergent
sequence or net of finite rank operators Tα ↗ 1. Fix 0 < T ∈ L1,∞ and let B(H) denote the
bounded linear operators on H . The weight
φω(A) := Trω(AT )
(= Trω(√TA√T ) = Trω(√AT√A)), 0 <A ∈ B(H),
is finite and, by linear extension,
φω(A) = Trω(AT ), A ∈ B(H). (1.2)
From the properties of singular values, see [26, Thm. 1.6], it follows |φω(A)|  ‖A‖Trω(T ),
A ∈ B(H). Thus φω is a positive linear functional, i.e. φω ∈ B(H)∗. While it is evident
from preceding statements that φω /∈ B(H)∗, it remains open on which proper weakly closed∗
-subalgebras of B(H) the functional φω is normal. That there exist proper weakly closed∗
-subalgebras N ⊂ B(H) with φω ∈ N∗ is part of the content of this paper.
Traditional noncommutative integration theory is based on normal linear functionals on von
Neumann algebras, see [25] and the monographs [5,22,27] (among many). So it is somewhat sur-
prising, and a disparity, that the formula (1.2) with its obscured normality, and not (1.1), appears
as the analogue of integration in noncommutative geometry. That it does is due to numerous re-
sults of A. Connes achieved with the Dixmier trace, see [10], [11, §IV], and [12] (as a sample).
In Connes’ noncommutative geometry the formula (1.2) has been termed the noncommutative
integral, e.g. [17, p. 297], [18, p. 478], due to the link to noncommutative residues in differen-
tial geometry described by the following theorem of Connes, see [10, Thm. 1], [17, Thm. 7.18,
p. 293].
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plex vector bundle on M , and P a pseudodifferential operator of order −n acting on sections
of E . Then the corresponding operator P in H = L2(M,E) belongs to L1,∞(H) and one has:
Trω(P ) = 1
n
Res(P )
for any ω.
Here Res is the restriction of the Adler–Manin–Wodzicki residue to pseudodifferential op-
erators of order −n, [28,10]. Let E be the exterior bundle on a (closed) compact Riemannian
manifold M , |vol| the 1-density of M [17, p. 258], f ∈ C∞(M), Mf the operator given by f
acting by multiplication on smooth sections of E ,  the Hodge Laplacian on smooth sections
of E , and P = Mf (1 + )−n/2, which is a pseudodifferential operator of order −n. Using The-
orem 1.1, see [17, Cor. 7.21], [1, §1.1], or [19, p. 98],
φω(Mf ) = Trω(Mf T) = 1
2(n−1)π n2 
(n2 + 1)
∫
M
f (x)|vol|(x), f ∈ C∞(M), (1.3)
where we set T := (1 +)−n/2 ∈ L1,∞. This has become the standard way to identify φω with
the Lebesgue integral for f ∈ C∞(M), see [17,1,19]. We note that in Eq. (1.3), without loss, we
can assume the operators act on the Hilbert space L2(M) instead of L2(M,E). As mentioned
above φω ∈ B(L2(M))∗. The mapping φ : f 
→ Mf is an isometric ∗-isomorphism of C(M), the
continuous functions on M , into B(L2(M)). In this way φω ∈ C(M)∗ ∼= φ(C(M))∗ and, as the
left-hand side of (1.3) is continuous in ‖ · ‖ and the right-hand side is continuous in ‖ · ‖∞, the
formula (1.3) can be extended to f ∈ C(M).
The mapping φ : f 
→ Mf is also an isometric ∗-isomorphism of L∞(M), the essentially
bounded functions on M , into B(L2(M)). In this way φω ∈ L∞(M)∗ ∼= φ(L∞(M))∗. Extending
the formula (1.3) to f ∈ L∞(M) has remained an elusive exercise however. Corollary 7.22 of
[17, p. 297] made the claim that (1.3) holds for any integrable function. The short proof applied
monotone convergence to both sides of (1.3) to extend from C∞-functions to L∞-functions.
Monotone convergence can be applied to the right-hand side, since the integral is a normal linear
function on L∞(M). To apply monotone convergence to the left-hand side it must be known φω ∈
L∞(M)∗. The monograph [17] contained no proof that φω was normal. Indeed, it is apparent
from the next paragraph that the extension of (1.3) to f ∈ L∞(M) is equivalent to the statement
φω ∈ L∞(M)∗.
The task does not appear to be simplified by simplifying the manifold. T. Fack recently pre-
sented an argument that (1.3) extends to f ∈ L∞(T) for the 1-torus T, [14, pp. 29–30]. The
argument contains an oversight and provides the extension only for the first Baire class functions
on the 1-torus.1 Fack’s argument raises the point that φ ∈ L∞(T)∗ is translation invariant [14,
p. 29], i.e. φω(MTa(f )) = φ(Mf ) where Ta(f )(x) = f (x + a), x, a ∈ T, is a translation opera-
tor. Therefore φω, when normalised, provides an invariant state on L∞(T) that agrees (up to a
constant) with the integral on C(T). Even this is not sufficient. There are an infinitude of inequiv-
alent invariant states on L∞(T) which agree with the Lebesgue integral on C(T) [24, Thm. 3.4]
1 Private communication by P. Dodds.
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provides the only normal invariant state of L∞(T) (uniqueness of Haar measure).
In this paper we show that φω(Mf ), f ∈ L∞(M), is identical to the Lebesgue integral up to
a constant. For flat torii the method is elementary and the Lebesgue integral can be recovered
directly without recourse to Connes’ Trace Theorem. Primarily though, we investigate the claim
of [17, Cor. 7.22, p. 297] that the operator-theoretic formula φω(Mf ) can be identified with the
Lebesgue integral for any integrable function f on a (closed) compact Riemannian manifold.
The claim is false. We show the result is sharp at L2(M), indeed in Theorem 2.5 (see also
Examples 4.6 and 4.7) we obtain f ∈ L2(M) ⇔ Mf (1+)−n/2 ∈ L1,∞, here n is the dimension
of the manifold. This type of sharp result at L2(M) for M a compact manifold is well known,
see for example Hausdorff–Young, Cwikel and Birman–Solomjak estimates in [26, §4].
The sharp result leaves open the question of whether some modified operator-theoretic for-
mula can be identified with the Lebesgue integral for f ∈ Lp(M), 1  p < 2. Calculating the
Dixmier trace of (1 + )−n/2 using the residue of a zeta function originated in [12, p. 236].
Set T := (1 + )−n/2. We find in Theorem 2.6 that the residue at s = 1 of the zeta function
Tr(T s/2 Mf T
s/2
 ), s > 1, equates to the Lebesgue integral of f ∈ L1(M) up to a constant. Sur-
prisingly, the Dixmier trace fails to equate to this residue. We obtain the pointed result for flat torii
that Trω(T 1/2 Mf T
1/2
 ) equates to the Lebesgue integral of f ∈ L1+(Tn),  > 0, yet there exists
f ∈ L1(T) such that T 1/2 Mf T 1/2 /∈ L1,∞, see Theorem 5.9 and Lemma 5.7. In this sense, not
only is the claim of [17, Cor. 7.22] false, its spirit has turned out to be false. It is the noncommu-
tative residue, not a Dixmier trace, which provides an algebraic formula completely identifying
with the Lebesgue integral.
The structure of the paper is as follows. Preliminaries and the statement of the results men-
tioned above are given in Section 2. Section 2.1 introduces Dixmier traces. Section 2.2 sum-
marises known results on the calculation of a Dixmier trace using the zeta function of a compact
operator. Statements involving the Lebesgue integral on a (closed) compact Riemannian mani-
fold appear in Section 2.3.
General statements involving arbitrary finitely generated commutative von Neumann algebras
and positive operators D2, where D = D∗ has compact resolvent, appear in Theorem 2.12 in
Section 2.5. Conditions on the eigenfunctions of D2 and a set of self-adjoint commuting bounded
operators A1, . . . ,An provide
φω
(
f (A1, . . . ,An)
)= ∫
F
f ◦ e(x)v(x) dμ(x), ∀f ∈ L∞(E, ν), (1.4)
for some v ∈ L1(F,μ). Here the von Neumann algebra generated by A1, . . . ,An is identified
with a space of essentially bounded functions L∞(E, ν) on the joint spectrum E, U : H →
L2(F,μ) is a spectral representation of A1, . . . ,An, · ◦ e is a normal embedding of L∞(E, ν)
into L∞(F,μ), and 0 < T = G(D) ∈ L1,∞, G a positive bounded Borel function, has Dixmier
trace independent of ω. The characterisation (1.4) implies φω is a unique (independent of ω)
and normal positive linear functional on the von Neumann algebra generated by A1, . . . ,An.
Section 3 contains examples where φω can and cannot be characterised by (1.4).
2 We are indebted to B. de Pagter for pointing this out and bringing Rudin’s paper to our attention. We also thank
P. Dodds for additional explanation.
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Section 4 that may be of independent interest include: a generalised Cwikel or Birman–Solomjak
type identity in Corollary 4.5; a specialised extension of noncommutative residue formulations
of the Dixmier trace in Theorem 4.11, and; normality results in Section 4.3. Section 5 contains
the proofs of the results in Section 2.3 and finishes the paper.
2. Statement of main results
2.1. Preliminaries on Dixmier traces
Let x, x  0, denote the ceiling function. Define the maps ∞ → ∞ for j ∈ N by
Tj
({ak}∞k=1)= {ak+j }∞k=1, {ak}∞k=1 ∈ ∞,
Dj
({ak}∞k=1)= {aj−1k}∞k=1, {ak}∞k=1 ∈ ∞.
Set BL := {0 < ω ∈ (∞)∗ | ω(1) = 1, ω ◦ Tj = ω, ∀j ∈ N} (the set of Banach Limits) and
DL := {0 <ω ∈ (∞)∗ | ω(1) = 1, ω ◦Dj = ω, ∀j ∈ N}. Both sets of states on ∞ satisfy
lim inf
k
ak  ω
({ak}∞k=1) lim sup
k
ak (2.1)
for a positive sequence ak  0, k ∈ N. Such states are considered generalised limits, i.e. exten-
sions of lim on c to ∞. Let 0 < T ∈ L1,∞. Set γ (T ) := {log(1 + k)−1∑kn=1 μn(T )}∞k=1 ∈ ∞
and define
DL2 :=
{
0 <ω ∈ (∞)∗ ∣∣ ω(1) = 1, ω satisfies (2.1),
ω
(
D2
(
γ (T )
))= ω(γ (T )), ∀0 < T ∈ L1,∞}.
From [9, §5, Prop. 5.2] or [11, pp. 303–308], for any ω ∈ DL2,
Trω(T ) := ω
(
γ (T )
)
, 0 < T ∈ L1,∞,
defines a finite trace weight on L1,∞ that vanishes on L1,∞0 . The linear extension, also denoted
Trω, is a finite trace on L1,∞ that vanishes on L1,∞0 . Note the condition that ω ∈ DL2 is weaker
than the condition that ω is dilation invariant.
2.2. Preliminaries on residues of zeta functions
A. Connes introduced the association between a generalised zeta function,
ζT (s) := Tr
(
T s
)= ∞∑
n=1
μn(T )
s, 0 < T ∈ L1,∞,
and the calculation of a Dixmier trace with the result that
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s→1+
(s − 1)ζT (s) = lim
N→∞
1
log(1 +N)
N∑
n=1
μn(T )
if either limit exists, [11, p. 306]. Generalisations appeared in [8] and [6]. A short note, [21], au-
thored by the first and third named authors, translated the results [8, Thm. 4.11] and [6, Thm. 3.8]
to ∞, see Theorem 2.1 and Corollary 2.2 below.
We summarise the main result of [21], see [6,8,9] for additional information. Define the aver-
aging sequence E : L∞([0,∞)) → ∞ by
Ek(f ) :=
k∫
k−1
f (t) dt, f ∈ L∞([0,∞)).
Define the map L−1 : L∞([1,∞)) → L∞([0,∞)) by
L−1(g)(t) = g(et), g ∈ L∞([1,∞)).
Define the piecewise mapping p : ∞ → L∞([1,∞)) by
p
({ak}∞k=1)(t) :=
∞∑
k=1
akχ[k,k+1)(t), {ak}∞k=1 ∈ ∞.
Define, finally, the mapping L : (∞)∗ → (∞)∗ by
L(ω) := ω ◦E ◦L−1 ◦ p, ω ∈ (∞)∗.
We recall that T ∈ L1,∞ is called measurable (in the sense of Connes) if the value Trω(T ) is
independent of ω ∈ DL2. The equivalence between this definition of measurable and Connes’
original (weaker) notion in [11, Def. 7, p. 308] was shown in [20].
Theorem 2.1. Let P be a projection and 0 < T ∈ L1,∞. Then, for any ξ ∈ BL ∩ DL, L(ξ) ∈ DL2
and
TrL(ξ)(PT P ) = ξ
(
1
k
Tr
(
PT 1+
1
k P
))
.
Moreover, limk→∞ 1k Tr(PT
1+ 1
k P ) exists iff PT P is measurable and in either case
Trω(PT P ) = lim
k→∞
1
k
Tr
(
PT 1+
1
k P
)
for all ω ∈ DL2.
Proof. See [21, Thm. 3.4]. 
S. Lord et al. / Journal of Functional Analysis 259 (2010) 1915–1949 1921Corollary 2.2. Let A ∈ B(H) and 0 < T ∈ L1,∞. Then, for any ξ ∈ BL ∩ DL,
TrL(ξ)(AT ) = ξ
(
1
k
Tr
(
AT 1+
1
k
))
.
Moreover, AT is measurable if PT P is measurable for all projections P in the von Neumann
algebra generated by A and A∗. In this case,
Trω(AT ) = lim
k→∞
1
k
Tr
(
AT 1+
1
k
)
for all ω ∈ DL2.
Proof. See [21, Cor. 3.5]. 
2.3. Results for a compact Riemannian manifold
Let H be a separable complex Hilbert space and D = D∗ have compact resolvent. Let
{hm}∞m=1 be a complete orthonormal system of eigenvectors of D and G(D)hm = G(λm)hm
for any positive bounded Borel function G where λm are the eigenvalues of D. Let ξ ∈ BL ∩ DL
and 0 <G(D) ∈ L1,∞. Then, from Corollary 2.2,
TrL(ξ)
(
AG(D)
)= ξ
(
1
k
∞∑
m=1
G(λm)
1+ 1
k 〈hm,Ahm〉
)
, A ∈ B(H).
As ξ ∈ BL ∩ DL vanishes on sequences converging to 0, it follows that, for any n ∈ N,
TrL(ξ)
(
AG(D)
)= ξ
(
1
k
∞∑
m=n
G(λm)
1+ 1
k 〈hm,Ahm〉
)
, A ∈ B(H).
Thus, for A = A∗ and ξ ∈ BL ∩ DL,
inf
mn
〈hm,Ahm〉TrL(ξ)
(
G(D)
)
 TrL(ξ)
(
AG(D)
)
 sup
mn
〈hm,Ahm〉TrL(ξ)
(
G(D)
)
.
Assuming TrL(ξ)(G(D)) > 0 and taking n → ∞, we obtain the estimate
lim inf
m→∞ 〈hm,Ahm〉
TrL(ξ)(AG(D))
TrL(ξ)(G(D))
 lim sup
m→∞
〈hm,Ahm〉, A = A∗ ∈ B(H), (2.2)
for any ξ ∈ BL ∩ DL.
Example 2.3. Let Tn be the flat n-torus,  be the Hodge Laplacian on Tn, and 0 <G() ∈ L1,∞.
Then hm(x) = eim·x ∈ L2(Tn), where m = (m1, . . . ,mn) ∈ Zn and x ∈ Tn, form a complete
orthonormal system of eigenvectors of . Let Mf denote the operator of left multiplication of
f ∈ L∞(Tn) on L2(Tn), i.e. (Mf h)(x) = f (x)h(x), ∀h ∈ L2(Tn). Then
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∫
Tn
f (x) dnx, f ∈ L∞(Tn),
for all m ∈ Zn. Using the Cantor enumeration of Zn, it follows from (2.2) and for ξ ∈ BL ∩ DL
that
TrL(ξ)
(
MfG()
)= TrL(ξ)(G())
∫
Tn
f (x) dnx, f = f ∈ L∞(Tn). (2.3)
By linearity, (2.3) holds for any f ∈ L∞(Tn).
The equality (2.3) is, essentially, the proof of the following result for the flat torus Tn.
Corollary 2.4. Let M be an n-dimensional (closed) compact Riemannian manifold with Hodge
Laplacian . Set T := (1 +)−n/2 ∈ L1,∞(L2(M)). Then
φω(Mf ) := Trω(Mf T) = c
∫
M
f (x)|vol|(x), ∀f ∈ L∞(M),
where c > 0 is a constant independent of ω ∈ DL2.
Complete details of the technicalities of the proof are contained in subsequent sections. As
mentioned, the corollary is known for f ∈ C∞(M) from the application of Connes’ Trace The-
orem, see [1, p. 34]. To our knowledge a proof for f ∈ L∞(M) has not been given before. The
main result is the extension to L2(M).
Theorem 2.5. Let M , , T be as in Corollary 2.4. Then Mf T ∈ L1,∞(L2(M)) if and only if
f ∈ L2(M) and
φω(Mf ) := Trω(Mf T) = c
∫
M
f (x)|vol|(x), ∀f ∈ L2(M),
where c > 0 is a constant independent of ω ∈ DL2.
To our knowledge the if and only if statement in Theorem 2.5 is new, although it is close
in spirit to the Hausdorff–Young, Cwikel and Birman–Solomjak estimates in [26, §4]. As men-
tioned, the equalities were claimed as part of [17, Cor. 7.22]. The proof of Theorem 2.5 is in
Section 5. It is more difficult to prove than Corollary 2.4 as the condition Mf T ∈ L1,∞, for the
unbounded closable operator Mf , f ∈ L2(M), is non-trivial.
With the if and only if statement, there exists f ∈ Lp(M), 1 p < 2, such that Mf T does
not belong to the domain of any Dixmier trace. To explore any further identification between the
Lebesgue integral and an algebraic expression involving the Dixmier trace, we considered the
symmetrisation T 1/2 Mf T
1/2
 in the place of MfT.
For a compact linear operator A > 0, set 〈B〉A :=
√
AB
√
A for all linear operators B such
that 〈B〉A is densely defined and has bounded closure. There are two situations when one uses
the symmetrised expression
√
AB
√
A instead of the product AB . When A /∈ L1,∞ (as occurs in
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than BA ∈ L1,∞, see for example [15, §4.3]. A different use occurs when B is unbounded, as
formulas such as Tr(〈B〉A) may hold where Tr(AB) does not, [4, p. 163]. Our use is similar to
the latter situation.
Theorem 2.6. Let M , , T be as in Corollary 2.4. Then, 〈Mf 〉T s = T
s/2
 Mf T
s/2
 ∈ L1(L2(M))
for all s > 1 if and only if f ∈ L1(M). Moreover, setting
ψξ(Mf ) := ξ
(
1
k
Tr
(〈Mf 〉T 1+1/k )
)
for any ξ ∈ BL,
ψξ (Mf ) := lim
k→∞
1
k
Tr
(〈Mf 〉T 1+1/k )= c
∫
M
f (x)|vol|(x), ∀f ∈ L1(M),
for a constant c > 0 independent of ξ ∈ BL.
Thus ψξ , as the residue of the zeta function Tr(T s/2 Mf T
s/2
 ) at s = 1, is the value of the
Lebesgue integral of the integrable function f on M . This is the most general form of the iden-
tification between the Lebesgue integral and an algebraic expression involving Mf , the compact
operator (1 +2)−1, and a trace.
The claim of [17, Cor. 7.22], which must use the symmetrised expression for f ∈ Lp(M),
1  p < 2, would be that Trω(〈Mf 〉T) = Trω(T 1/2 Mf T 1/2 ) is also the Lebesgue integral of
any integrable function. Surprisingly, using an example on the flat torus, we show this is false.
Lemma 2.7. Let  be the Hodge Laplacian on the flat 1-torus T and T = (1 + )−1/2 ∈
L1,∞(L2(T)). There is a positive function f ∈ L1(T) such that the operator T 1/2 Mf T 1/2 is not
Hilbert–Schmidt.
This result is proven as Lemma 5.7 in Section 5.1. It says, in particular, there exists f ∈ L1(T)
such that Trω(〈Mf 〉T) = ∞ = c
∫
T
f (x)dx. Our last result, proven as Theorem 5.9, shows this
failure, at least for flat torii, is pointed at L1.
Theorem 2.8. Let  be the Hodge Laplacian on the flat n-torus Tn and T = (1 + )−n/2 ∈
L1,∞(L2(Tn)). If f ∈ L1+(Tn),  > 0, then 〈Mf 〉T = T 1/2 Mf T 1/2 ∈ L1,∞(L2(Tn)). More-
over,
Trω
(〈Mf 〉T)= c
∫
Tn
f (x) dnx, ∀f ∈ L1+(Tn),
for a constant c > 0 independent of ω ∈ DL2.
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Let M = 〈A1, . . . ,An〉 denote the von Neumann algebra generated by a finite set of self-
adjoint commuting bounded operators A1, . . . ,An acting non-degenerately on H , i.e. the weak
closure of polynomials in A1, . . . ,An. Let E denote the joint spectrum of A1, . . . ,An. Following
[22, Thm. 3.4.4], let {ηj }Nj=1 be a maximal family of unit vectors in H with Mηj ∩ Mηk =
{0}, j = k ∈ {1, . . . ,N}, and ⊕Nj=1 Mηj = H . Here N may take the value N = ∞. Define
η =∑Nj=1 2−j ηj and lη(f ) := 〈η,f (A1, . . . ,An)η〉 for all f ∈ C(E). From the Riesz–Markov
Theorem [23, Thm. IV.18, p. 111], lη is associated to a finite regular Borel measure μη and,
as η is cyclic for M on Mη, M ∼= L∞(E,μη) [22, Prop. 3.4.3]. Without loss we may write
f (A1, . . . ,An), f ∈ L∞(E,μη), to denote an element of M. This description contains the
continuous functional calculus, C(E) ⊂ L∞(E,μη), and the bounded Borel functional calcu-
lus B(E) ⊂ L∞(E,μη).
Now, let U : H → L2(F,μ) be a joint spectral representation of A1, . . . ,An [23, p. 246] with
UAiU
∗ = Mei , i = 1, . . . , n, for bounded functions ei on F . Without loss, see [23, p. 227], we
can take F =⊕Nj=1 R and
μ
(
N⊕
j=1
Jj
)
:=
N∑
j=1
2−j
〈
ηj ,χJj (A1, . . . ,An)ηj
〉
,
where χJj is the characteristic function of Jj ⊂ R. Define the mapping e : F → E by x 
→
(e1(x), . . . , en(x)). It is immediate for f ∈ B(E) that Uf (A1, . . . ,An)U∗ = Mf ◦e where f ◦ e ∈
L∞(F,μ). It is not so immediate when f ∈ L∞(E,μη). We say e is measure preserving if
μη(e(J )) = 0 ⇒ μ(J ) = 0, J is a Borel subset of F .
Proposition 2.9. Let e be measure preserving. Then · ◦ e : L∞(E,μη) → L∞(F,μ) is a normal∗
-homomorphism.
Proof. Let f ∈ [f ]μη be a bounded function on E representing the equivalence class [f ]μη ∈
L∞(E,μη). Then f ◦ e(x) is a bounded function on F . Take g ∈ [f ]μη . Now (f −g) ◦ e(J ) = 0
implies μη(e(J )) = 0 which in turn implies μ(J ) = 0. Hence [f ]μη 
→ [f ◦ e]μ is well defined.
Let π−1η denote the ∗-isomorphism L∞(E,μη) → M and M−1 denote the ∗-isomorphism
M[f ]μ 
→ [f ]μ, [f ]μ ∈ L∞(F,μ), see [22, Prop. 2.5.2]. As the map U · U∗ : B(H) →
B(L2(F,μ)) is strong–strong continuous, · ◦ e : [f ]μη 
→ M−1(Uπ−1η ([f ]μη)U∗) is a normal∗
-homomorphism [22, §2.5.1]. 
Example 2.10. Suppose M has a cyclic vector η ∈ H . Then (E,μη) ∼= (F,μ). Recall that M
has a cyclic vector for the separable Hilbert space H if and only if M is maximally commutative
[22, Prop. 2.8.3, p. 35].
As a particular example, take Ai = Mxi where xi are a finite number of co-ordinate functions
for a compact Riemannian manifold M . The function 1 ∈ L2(M) is a cyclic vector and L2(M)
is a spectral representation with L∞(M) ∼= 〈Mxi 〉. The function M  x 
→ (x1(x), . . . , xnp(x)) ∈
Rnp is measure preserving. Here n is the dimension of M and p the number of charts in a chosen
atlas of M .
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This section generalises the results for L∞(M) and  to an arbitrary finitely generated com-
mutative von Neumann algebra and positive operator D2, where D = D∗ has compact resolvent,
when certain conditions are met. Besides providing succinct proofs for Section 2.3, we feel the
results of this section are of independent interest.
As in the previous sections, let H be a separable complex Hilbert space and D = D∗ have
compact resolvent. Let {hm}∞m=1 ⊂ H be a complete orthonormal system of eigenvectors of D
and G(D)hm = G(λm)hm for any positive bounded Borel function G where λm are the eigen-
values of D. Let M = 〈A1, . . . ,An〉 denote the von Neumann algebra generated by a finite set
of self-adjoint commuting bounded operators A1, . . . ,An acting non-degenerately on H . We as-
sume – see the preliminaries in Section 2.4,
Condition 1. There is a normal ∗-homomorphism · ◦ e : M ∼= L∞(E,μη) → L∞(F,μ), where
E is the joint spectrum of A1, . . . ,An and U : H → L2(F,μ) is a joint spectral representation.
Definition 2.11. Let A1, . . . ,An be commuting bounded self-adjoint operators satisfying Condi-
tion 1. We say:
(i) D is (A1, . . . ,An,U)-dominated if the moduli squared of the eigenfunctions of UDU∗ are
dominated by some l ∈ L1(F,μ);
(ii) G(D) ∈ L1,∞ is spectrally measurable if, for all the projections P ∈ U∗L∞(F,μ)U ,
PG(D)P ∈ L1,∞ is measurable (in the sense of Connes).
Suppose 0 < G(D) ∈ L1,∞. Then 0 < G(D)s ∈ L1, ∀s > 1, [8, Thm. 4.5(ii), p. 266]. By the
formula (1.1)
ζ(A)(s) := Tr(AG(D)s), A ∈ U∗L∞(F,μ)U, (2.4)
is a normal positive linear functional on U∗L∞(F,μ)U ⊂ B(H) for any fixed s > 1. Hence, for
each s > 1, there exists a Radon–Nikodym derivative vs ∈ L1(F,μ) such that
ζ
(
f (A1, . . . ,An)
)
(s) =
∫
F
f ◦ e(x)vs(x) dμ(x), ∀f ∈ L∞(E,μη).
Theorem 2.12. Let H be a separable Hilbert space and D = D∗ have compact resolvent. Let
0 <G(D) ∈ L1,∞, ω ∈ DL2, and set
φω(·) = Trω
(·G(D)).
Let {A1, . . . ,An} be commuting bounded self-adjoint operators acting non-degenerately on H
with joint spectral representation U : H → L2(F,μ) and joint spectrum E such that D is
(A1, . . . ,An,U)-dominated and Condition 1 is satisfied. Then
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φω
(
f (A1, . . . ,An)
)= ∫
F
f ◦ e(x)vG,ω(x) dμ(x), ∀f ∈ L∞(E,μη),
(ii) we have
φω
(
f (A1, . . . ,An)
)= ∫
F
f ◦ e(x)v(x) dμ(x), ∀f ∈ L∞(E,μη),
where
v = lim
k→∞ k
−1v1+k−1 ∈ L1(F,μ)
if and only if G(D) is spectrally measurable. Here the limit is taken in the weak (Banach)
topology σ(L1(F,μ),L∞(F,μ)).
The proof of Theorem 2.12 is in Section 4.5.
Remark 2.13. Theorem 2.12 has been presented in such a form as to enable comparison with [11,
§IV, Prop. 15(b), p. 312]. In [11, §IV, Prop 15(b)] Connes associated the Dixmier trace and the
C∞-functional calculus of A1, . . . ,An to a measure on the joint spectrum. Note that the results
of Theorem 2.12 do not require Condition 1 if applied only to the bounded Borel functional
calculus of A1, . . . ,An. Condition 1 is required to identify M with an L∞-functional calculus.
Theorem 2.12 is, essentially, criteria for φω ∈ M∗, i.e. normality of the functional φω . Under
these conditions the notion of noncommutative integral, Connes version, and notion of integral,
Segal version, intersect. It is therefore of interest to find examples where the criteria are satisfied,
and φω is normal, and where the criteria fail and φω is not normal.
3. Examples
Example 3.1. Let Tn be the flat n-torus. Let U : L2(Tn) → L2(Tn) be the trivial spectral rep-
resentation of L∞(Tn) (which is generated by the functions eiθj , j = 1, . . . , n). Condition 1 is
satisfied. Take the orthonormal basis hm(x) = eim·x, where m = (m1, . . . ,mn) ∈ Zn and x ∈ Tn,
of eigenvectors of the Hodge Laplacian  on Tn. Then |hm(x)|2 = 1 is dominated by 1 ∈ L1(Tn).
The hypotheses of Theorem 2.12 are satisfied.
Example 3.2. Take a self-adjoint operator D on a separable Hilbert space H with trivial ker-
nel and compact resolvent such that ‖|D|−1‖0 = infV∈L1,∞0 ‖|D|
−1 − V ‖1,∞ = 1. For example
Dhm = mhm where {hm}∞m=1 is an orthonormal basis of H . Let M be the von Neumann algebra
generated by A1 := |D|−1. Clearly [D,A1] = 0 and M contains the spectral projections of D.
Let Qj be the projection onto the j th-eigenvalue of D and Q′N be the projection onto the first N
eigenvalues of D, where the eigenvalues are listed by increasing absolute value with repetition.
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tion 4.15 below φω(·) := Trω(·|D|−1) is not normal for M. The hypotheses of Theorem 2.12
cannot be fulfilled. Indeed, U : H → 2 given by hm 
→ em := (. . . ,0,1,0, . . .), 1 is in the mth-
place, is the spectral representation of A1 up to unitary equivalence. Clearly the collection {em}
cannot be dominated by any l ∈ 1.
4. Technical results
We establish notation that will remain in force for the rest of the document. Thus, H denotes
a separable complex Hilbert space and D = D∗ a self-adjoint operator with compact resolvent,
{hm}∞m=1 ⊂ H will denote an orthonormal basis of eigenvectors of D and Dhm = λmhm the
eigenvalues of D, G will denote a positive bounded Borel function such that 0 <G(D) ∈ L1,∞,
A1, . . . ,An will denote a finite set of self-adjoint commuting bounded operators acting non-
degenerately on H , and M = 〈A1, . . . ,An〉 will denote the von Neumann algebra generated by
A1, . . . ,An.
Condition 1 is assumed. Without exception U will denote the unitary U : H → L2(F,μ)
such that Uf (A1, . . . ,An)U∗ = Mf ◦e for all f ∈ L∞(E,μη), see Condition 1. Conversely, we
identify Tf := U∗MfU ∈ B(H) for f ∈ L∞(F,μ). Without exception, (E,μη) and (F,μ) will
denote the respective measure spaces.
4.1. Summability for unbounded functions
Let g : R → C be a bounded Borel function. Set
FD(g)(x) :=
∑
m
g(λm)
∣∣(Uhm)(x)∣∣2. (4.1)
If g(D) ∈ L1(H), the partial sums are Cauchy and convergence in the L1-sense,
∫
F
∣∣∣∣∣
M∑
m=N
g(λm)
∣∣(Uhm)(x)∣∣2
∣∣∣∣∣dμ(x)
M∑
m=N
∣∣g(λm)∣∣
∫
F
∣∣(Uhm)(x)∣∣2 dμ(x)
=
M∑
m=N
∣∣g(λm)∣∣.
Hence FD(g) ∈ L1(F,μ) and ‖FD(|g|)‖1 = ‖g(D)‖1. Let μg  μ denote the (complex) mea-
sure with Radon–Nikodym derivative FD(g). If g(D) ∈ Ls for s  1, set μs to be the measure
with Radon–Nikodym derivative FD(|g|s). If g > 0, μg ≡ μ1. In this section we relate summa-
bility of Tf g(D) to the measures μg and μs , s  1.
Lemma 4.1. Let {fn}∞n=1 ⊂ L∞(F,μ). Suppose fn → f pointwise μ-a.e. such that |fn| ↗ |f |
and ‖fnh‖2 K , K > 0, for h ∈ L2(F,μ). Then ‖f h‖2 K .
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‖f h‖22 =
∫
F
∣∣f (x)∣∣2∣∣h(x)∣∣2 dμ(x) sup
n
∫
F
∣∣fn(x)∣∣2∣∣h(x)∣∣2 dμ(x)K2
from |fn|2|h|2 ↗ |f |2|h|2 pointwise. 
In the following proposition and throughout the document, the expression Tf g(D) is bounded
(or compact), where Tf is an unbounded closable operator, refers to the densely defined operator
Tf g(D) having bounded (or compact) closure.
Proposition 4.2. Let g(D) be Hilbert–Schmidt. Then Tf g(D) is Hilbert–Schmidt if and only if
f ∈ L2(F,μ2).
Proof. (⇐) We first show Tf g(D) is bounded. Let L∞(F,μ)  fn → f pointwise with |fn| ↗
|f |. Now
∥∥Tfng(D)hm∥∥2 = ∣∣g(λm)∣∣2‖Tfnhm‖2
= ∣∣g(λm)∣∣2
∫
F
∣∣fn(x)∣∣2∣∣(Uhm)(x)∣∣2 dμ(x)
=
∫
F
∣∣fn(x)∣∣2∣∣g(λm)∣∣2∣∣(Uhm)(x)∣∣2 dμ(x)
 ‖fn‖22,μ2  ‖f ‖22,μ2 .
Applying the previous lemma, with h := U(g(D)hm) and K := ‖f ‖2,μ2 , yields
‖Tf g(D)hm‖ < ∞. Hence hm ∈ Dom(Tf g(D)) for each m, and Tf g(D) is densely defined.
Now let pm be the one-dimensional projection onto hm. Then Tf g(D)pm is one-dimensional.
Note that (∗)
∥∥∥∥∥
N∑
m=1
Tf g(D)pm
∥∥∥∥∥
2
2
[26, Thm. 1.18]=
∑
k
∥∥∥∥∥
N∑
m=1
Tf g(D)pmhk
∥∥∥∥∥
2
=
N∑
m=1
∥∥g(λm)Tf hm∥∥2
=
N∑
m=1
∣∣g(λm)∣∣2
∫
F
∣∣f (x)∣∣2∣∣(Uhm)(x)∣∣2 dμ(x)
=
∫ ∣∣f (x)∣∣2 N∑
m=1
∣∣g(λm)∣∣2∣∣(Uhm)(x)∣∣2 dμ(x).
F
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∑N
m=1 Tf g(D)pm is a uniformly bounded sequence of bounded operators as∥∥∥∥∥
N∑
m=1
Tf g(D)pm
∥∥∥∥∥
[26, Thm. 2.7(a)]

∥∥∥∥∥
N∑
m=1
Tf g(D)pm
∥∥∥∥∥
2
 ‖f ‖2,μ2 .
The second inequality employed (∗). Let h ∈ Dom(Tf g(D)). Then
∥∥Tf g(D)h∥∥=
∥∥∥∥∥ limN→∞
N∑
m=1
Tf g(D)pmh
∥∥∥∥∥
 sup
N
∥∥∥∥∥
N∑
m=1
Tf g(D)pmh
∥∥∥∥∥ ‖f ‖2,μ2‖h‖.
As Tf g(D) is bounded on a dense domain, Tf g(D) has bounded closure.
Finally, now that it is established that (the closure) Tf g(D) is bounded, by (∗), the noncom-
mutative Fatou Lemma and [26, Thm. 1.18], Tf g(D) ∈ L2 and ‖Tf g(D)‖2 = ‖f ‖2,μ2 .
(⇒) From (∗), we can conclude ∫
F
|f (x)|2∑Nm=1 |g(λm)|2|(Uhm)(x)|2 dμ(x) is a bounded
increasing sequence. Hence ‖f ‖2,μ2 < ∞. 
Corollary 4.3. Let g(D) ∈ L1. Then:
(i) Tf g(D) ∈ L1 ⇒ f ∈ L2(F,μ2);
(ii) Tf g(D) ∈ L1 ⇐ f ∈ L2(F,μ1).
In both cases
Tr
(
Tf g(D)
)= ∫
F
f (x) dμg(x).
Proof. (⇒) g(D) ∈ L1 implies g(D) ∈ L2 and Tf g(D) ∈ L1 implies Tf g(D) ∈ L2. Applying
Proposition 4.2 shows f ∈ L2(F,μ2).
(⇐) There exist g1, g2 such that g1g2 = g and g1(D) and g2(D) are Hilbert–Schmidt. The
function
√|g| can be chosen as g1. Then Tf g1(D) is Hilbert–Schmidt by Proposition 4.2 (note
that measure μ2 with respect to g1(D) coincides with measure μ1 with respect to g(D)). Hence
Tf g1(D)g2(D) ∈ L1.
The trace formula is evident from
Tr
(
Tf g(D)
)=∑
m
〈
hm,Tf g(D)hm
〉
=
∑
m
g(λm)
∫
F
(Uhm)(x)f (x)(Uhm)(x) dμ(x)
=
∫
F
f (x)
∑
m
g(λm)
∣∣(Uhm)(x)∣∣2 dμ(x). 
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∫
F
f (x) dμs by setting g = Gs , s > 1,
in Corollary 4.3. From comparison with Eq. (2.4) we have vs = FD(Gs) = dμs/dμ, where vs
are the Radon–Nikodym derivatives in Theorem 2.12 of Section 2.5. Notice immediately that
μs(F ) = Tr(G(D)s), s > 1.
We now fix G such that G(D) ∈ L1,∞ and, henceforth, μs  μ is the measure with Radon–
Nikodym derivative FD(|G|s). For 1 p ∞, set
Lp(F,μ1,∞) :=
{
f
∣∣ f ∈ Lp(F,μs), s > 1, ‖f ‖1,∞,p < ∞} (4.2)
where
‖f ‖1,∞,p := sup
1<s2
(s − 1) 1p ‖f ‖p,μs .
Following [8, §4.2], for T ∈ L1,∞ set
‖T ‖Z1 := lim sup
s→1+
(s − 1)Tr(|T |s) 1s . (4.3)
It was shown in [8, Thm. 4.5] that ‖T ‖0  e‖T ‖Z1 and ‖T ‖Z1  ‖T ‖1,∞, where we recall
‖T ‖0 = infV∈L1,∞0 ‖T − V ‖1,∞ is the Riesz seminorm on L
1,∞
.
Corollary 4.5. Let G(D) ∈ L1,∞. Then:
(i) TfG(D) ∈ L1,∞ ⇒ f ∈ L2(F,μ2);
(ii) TfG(D) ∈ L1,∞ ⇐ f ∈ L2(F,μ1,∞).
In case (ii), ‖TfG(D)‖Z1  ‖f ‖1,∞,2‖G(D)‖1/2Z1 .
Proof. (⇒) G(D) ∈ L1,∞ implies G(D) ∈ L2 and TfG(D) ∈ L1,∞ implies TfG(D) ∈ L2.
Apply Proposition 4.2.
(⇐) Without loss, assume ‖G(D)‖ = 1. By [26, p. 12], for 1 < s  2,
∥∥∣∣TfG(D)∣∣s∥∥1 ∑
m
∥∥TfG(D)hm∥∥s
=
∑
m
(∫
F
∣∣f (x)∣∣2∣∣G(λm)∣∣2∣∣(Uhm)(x)∣∣2 dμ(x)
) s
2
=
∑
m
∣∣G(λm)∣∣ (2−s)2 s
(∫
F
∣∣f (x)∣∣2∣∣G(λm)∣∣s∣∣(Uhm)(x)∣∣2 dμ(x)
) s
2
=
∑
AmBm
m
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∫
F
|f (x)|2|G(λm)|s |(Uhm)(x)|2 dμ(x))s/2. Set α :=
2/(2 − s) and β := 2/s. It is clear α−1 + β−1 = 1. Also note that ∑m Aαm =∑m |G(λm)|s < ∞
for all s > 1. Hence {Am}∞m=1 ∈ α . For Bm,
∑
m
Bβm =
∑
m
∫
F
∣∣f (x)∣∣2∣∣G(λm)∣∣s∣∣(Uhm)(x)∣∣2 dμ(x) = ‖f ‖22,μs < ∞
by (4.2). Hence {Bm}∞m=1 ∈ β . From the Hölder inequality
∥∥∣∣TfG(D)∣∣s∥∥1  ∥∥{Am}∥∥α∥∥{Bm}∥∥β
= (Tr(∣∣G(D)∣∣s)) 1α (‖f ‖22,μs ) 1β .
Thus
∥∥TfG(D)∥∥s  ∥∥G(D)∥∥1− s2s ‖f ‖2,μs . (4.4)
Suppose ‖G(D)‖s  1, s > 1. Then ‖G(D)‖Z1 = 0 and, from (4.4),
∥∥TfG(D)∥∥Z1 = lim sup
s→1+
(s − 1)∥∥TfG(D)∥∥s  lim
s→1+
(s − 1) 12 ‖f ‖1,∞,2 = 0
recalling ‖f ‖1,∞,2 = sup1<s2(s−1)1/2‖f ‖2,μs from (4.2). By [8, Thm. 4.5], TfG(D) belongs
to L1,∞.
Now, without loss, we can assume there is s0 > 1 such that ‖G(D)‖s0 > 1. From‖|G(D)|s‖1  ‖|G(D)|s0‖1 > 1 we have ‖G(D)‖s > 1 for all 1 < s < s0. Under these assump-
tions ‖G(D)‖1−s/2s  ‖G(D)‖1/2s for 1 < s < s0 and, from (4.4),
(s − 1)∥∥TfG(D)∥∥s  ((s − 1)∥∥G(D)∥∥s) 12 (s − 1) 12 ‖f ‖2,μs
for 1 < s < s0. This shows that
∥∥TfG(D)∥∥Z1  ‖f ‖1,∞,2∥∥G(D)∥∥ 12Z1 < ∞. (4.5)
Again, by [8, Thm. 4.5], TfG(D) belongs to L1,∞. 
Example 4.6. Let Tn be the flat n-torus with L∞(Tn), L2(Tn), and , as in Example 3.1. From
the example, Tn = E = F , μη = μ is Lebesgue measure and Mf = Tf . Using the eigenfunctions
of the Laplacian from Example 2.3, F(|G|s) = Tr(|G()|s) (a constant). Hence the measures
μs associated to F(|G|s) are multiples of Lebesgue measure. In particular, for T = (1 +
)−n/2 we have, for any Borel set J ,
μs(J ) = Tr
(
Mχ T
s
)= Tr(T s )μ(J ).J  
1932 S. Lord et al. / Journal of Functional Analysis 259 (2010) 1915–1949Here χJ is the characteristic function of J . Hence μs = Tr(T s)μ, s > 1, which implies‖ · ‖p,μs = Tr(T s)1/p‖ · ‖p and Lp(Tn,μs) = Lp(Tn), s > 1. Let c := sup1<s2(s − 1)Tr(T s),
which is finite as T ∈ L1,∞ (see, for example, Lemma 4.8 below). Then ‖ · ‖1,∞,p = c1/p‖ · ‖p
and Lp(Tn,μ1,∞) = Lp(Tn). We can conclude from Corollary 4.5 that f ∈ L2(Tn) if and only
if Mf T ∈ L1,∞(L2(Tn)). We also obtain, from the proof of Corollary 4.5, that ‖MfT‖Z1 ‖f ‖2‖T‖Z1 .
Example 4.7. Let M be a compact n-dimensional Riemannian manifold (without boundary)
with Hodge Laplacian . Let σ2() denote the principal symbol of the elliptic operator .
Locally σ2()(xα, ξα) = g(xα)(ξα, ξα) where xα = φ−1α (x) is a point in local co-ordinates in
a chart (Uα,φα) trivialising the tangent bundle, Tx(M) ∼= {xα} × Rn, and g(xα) is the matrix
representation of the metric g in the trivialisation. Set
√|g|(xα) = √detg(xα). The completely
positive pseudo-differential operator T := (1+2)−n/2 is of order −n and, from Connes’ Trace
Theorem [10], it belongs to L1,∞(L2(M)).
Let hm be an orthonormal basis of L2(M) and f ∈ L∞(M). Then, for s > 1,
Tr
(
MfT
s

)=∑
m
∫
M
f (x)hm(x)
(
T shm
)
(x)|vol|(x)
=
∫
M
f (x)
(∑
m
hm(x)
(
T shm
)
(x)
)
|vol|(x).
We assume the volume 1-density is normalised. For the flat torus the L1-function
ks(x) =
∑
m
hm(x)
(
T shm
)
(x)
is a constant using the eigenvectors of the flat Laplacian. This will not be applicable in general.
In the general case we require bounds on the function ks .
Suppose 0 < cs < ks(x) < Cs , ∀x ∈ M . Then we would have
c
1
p
s ‖f ‖p  ‖f ‖p,μs := Tr
(
M|f |pT s
) 1
p  C
1
p
s ‖f ‖p
for all p  1. So the Lp norms and the ‖ · ‖p,μs norms would be equivalent.
Let us examine the function ks . Let P be a positive pseudo-differential operator of order −ns.
Let y be a point in Uα , and Vy ⊂ Uα be a rectangular neighbourhood of y. For convenience we
use φ−1α (Vy) = Tn, the adjustment for the size of V (yα) will not matter in the following argument
as M is compact (the cover of M by rectangular neighbourhoods has a finite subcover).
Set la , a ∈ Zn, to be the function on M that is eixα ·a in local co-ordinates on φ−1α (Vy) and 0
on M \ V (y). Note that
〈|g|−1/4la, |g|−1/4lb〉= δa,bχV (y).
On V (y) we have the local Fourier decomposition
hm =
∑〈|g|−1/4la, hm〉|g|−1/4la.
a
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hm(x)(Phm)(x) =
∑
a,b
〈|g|−1/4la, hm〉〈hm, |g|−1/4lb〉|g|−1/4lb(x)(P |g|−1/4la)(x).
Then
∑
m
hm(x)(Phm)(x) =
∑
m
∑
a,b
〈|g|−1/4la, hm〉〈hm, |g|−1/4lb〉|g|−1/4lb(x)(P |g|−1/4la)(x)
=
∑
a,b
〈|g|−1/4la∣∣
(∑
m
|hm〉〈hm|
)∣∣|g|−1/4la 〉|g|−1/4lb(x)(P |g|−1/4la)(xα)
=
∑
a
|g|−1/4la(x)
(
P |g|−1/4la
)
(x).
Define the pseudo-differential operator P |g| as |g|−1/4P |g|−1/4. Then, by definition of the
symbol,
|g|−1/4la(x)
(
P |g|−1/4la
)
(x) = σ (P |g|)(xα, a)
up to some smooth term. Hence, up to a smoothing term,
∑
m
hm(x)(Phm)(x) ≈
∑
a
σ
(
P |g|
)
(xα, a). (4.6)
The operator P |g| is of order −ns, and, by the definition of a symbol of order −ns, there is a con-
stant Ks (valid for all x ∈ M as M is compact) such that |σ(P |g|)(xα, a)|Ks(1 + ‖a‖2)−ns/2.
This inequality holds with the addition of any smoothing term, thus, from (4.6),
∑
m
hm(x)(Phm)(x)Ks
∑
a
(
1 + ‖a‖2)−ns/2 =: Cs < ∞.
Suppose P = Qs , s > 1, where Q is a positive pseudo-differential operator of order −n. That
Q is order −n immediately implies there is a constant K , independent of s > 1 such that
|σ((Qs)|g|)(xα, a)|K(1 + ‖a‖2)−ns/2. Hence, for 1 < s  2
‖f ‖p,μs  C
1
p ‖f ‖p (4.7)
for a constant C := K sup1<s2(s − 1)
∑
a(1 + ‖a‖2)−ns/2 independent of s, and
‖f ‖1,∞,p  C
1
p ‖f ‖p. (4.8)
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M
f (x)(
∑
m hm(x)(Qhm)(x))|vol|(x). Hence ks(x) =
∑
m hm(x)(Qhm)(x) > 0 almost every-
where. However, from (4.6), ks is identified with a smooth function in x. Therefore, as M is
compact, ks attains some minimum value cs . Hence
c
1
p
s ‖f ‖p  ‖f ‖p,μs . (4.9)
We can now apply the bounds (4.7), (4.8) and (4.9) to the completely positive pseudo-
differential operator T of order −n. From Corollary 4.5 and (4.8), we have
‖MfT‖Z1  C‖f ‖2‖T‖
1
2
Z1
. (4.10)
Using a sequence L∞(M)  fn → f ∈ L2(M) converging in the L2-norm, we obtain Mf T ∈
L1,∞ for all f ∈ L2(M) and the inequality (4.10) holds. Moreover, if MfT ∈ L1,∞ then f ∈
L2(M,μ2), which implies f ∈ L2(M) by (4.9). Hence Mf T ∈ L1,∞ if and only if f ∈ L2(M).
4.2. Residues of zeta functions
In this section we extend the residue formulation of the noncommutative integral, see [12,
App. A], [6,8], to a specific class of unbounded functions. As in (4.2), for 1 p ∞, set
Lp(F,μ1,∞) :=
{
f
∣∣ f ∈ Lp(F,μs), s > 1, ‖f ‖1,∞,p < ∞}
where
‖f ‖1,∞,p := sup
1<s2
(s − 1) 1p ‖f ‖p,μs .
Lemma 4.8. Let G(D) ∈ L1,∞. Then
sup
1<s2
(s − 1)μs(F )max
{∥∥G(D)∥∥1,∞,∥∥G(D)∥∥21,∞}.
Proof. From Remark 4.4, μs(F ) = Tr(|G(D)|s). From the second last display of [8, p. 267], (s−
1)Tr(|G(D)|s) ‖G(D)‖s1,∞. Then sup1<s2 ‖G(D)‖s1,∞ = ‖G(D)‖1,∞ or ‖G(D)‖21,∞. 
For brevity, set C := max{‖G(D)‖1,∞,‖G(D)‖21,∞}.
Lemma 4.9. Let q  p  1. Then Lq(F,μ1,∞) is continuously embedded in Lp(F,μ1,∞). In
particular, ‖f ‖1,∞,p  C1/p−1/q‖f ‖1,∞,q , ∀f ∈ Lq(F,μ1,∞).
Proof. We recall, as μs is a finite measure on F , the standard embedding
‖f ‖p,μs  μs(F )
1
p
− 1
q ‖f ‖q,μs .
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‖f ‖1,∞,p = sup
s>1
(s − 1) 1p ‖f ‖p,μs
 sup
s>1
(s − 1) 1p − 1q μs(F )
1
p
− 1
q (s − 1) 1q ‖f ‖q,μs
 C
1
p
− 1
q ‖f ‖1,∞,q . 
Denote by Lp0 (F,μ1,∞) ⊂ Lp(F,μ1,∞) the closure of step functions on F in the norm‖ · ‖1,∞,p .
Lemma 4.10. Let 1  p ∞. Then L∞(F,μ) ⊂ Lp0 (F,μ1,∞) and ‖f ‖1,∞,p  C1/p‖f ‖∞,∀f ∈ L∞(F,μ).
Proof. If f ∈ L∞(F,μ), then (s − 1)1/p‖f ‖p,μs  ‖f ‖∞((s − 1)μs(F ))1/p  ‖f ‖∞C1/p .
Hence L∞(F,μ) ⊂ Lp(F,μ1,∞) for any p. Let fn be step functions such that ‖f − fn‖∞ → 0
as n → ∞. Then ‖f − fn‖1,∞,p  ‖f − fn‖∞C1/p . It follows ‖f − fn‖1,∞,p → 0 as
n → ∞. 
From the lemmas we have the continuous embeddings,
L∞(F,μ) ⊂ Lq0(F,μ1,∞) ⊂ Lq(F,μ1,∞) ⊂ Lp(F,μ1,∞),
for q  p  1.
Theorem 4.11. Let 0 <G(D) ∈ L1,∞ and ξ ∈ BL ∩ DL. Then
φL(ξ)(Tf ) := TrL(ξ)
(
TfG(D)
)= ξ(1
k
∫
F
f (x) dμ1+ 1
k
(x)
)
, ∀f ∈ L20(F,μ1,∞).
Moreover, if limk→∞ k−1
∫
F
h(x)dμ1+k−1(x) exists for all h ∈ L∞(F,μ1,∞), then
φω(Tf ) := Trω
(
TfG(D)
)= lim
k→∞
1
k
∫
F
f (x) dμ1+ 1
k
(x), ∀f ∈ L20(F,μ1,∞)
and all ω ∈ DL2.
Proof. By hypothesis fn =∑j bn,jχFn,j → f where Fn,j ⊂ F are Borel and disjoint, χFn,j is
the characteristic function of Fn,j , bn,j ∈ C, the sum over j is finite, and ‖fn − f ‖1,∞,2 → 0 as
n → ∞. From Corollary 4.5 and [8, Thm. 4.5], ‖TfG(D)‖0  e‖f ‖1,∞,2‖G(D)‖1/2Z1 . Then, by
construction,
∣∣TrL(ξ)((Tf − Tfn)G(D))∣∣ ∥∥(Tf − Tfn)G(D)∥∥0 n→ 0. (4.11)
By Corollary 4.3,
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(∣∣∣∣1k Tr
(
(Tf − Tfn)G(D)1+
1
k
)∣∣∣∣
)
 ξ
(
1
k
∫
F
∣∣(f − fn)(x)∣∣dμ1+ 1
k
(x)
)
 sup
k
1
k
‖f − fn‖1,μ1+k−1
 ‖f − fn‖1,∞,1.
From Lemma 4.9, fn converges to f in ‖ · ‖1,∞,1. Hence
lim
n→∞ ξ
(
1
k
Tr
(
(Tf − Tfn)G(D)1+
1
k
))= 0. (4.12)
Set the projection Pn,j := TχFn,j . Then
TrL(ξ)
(
TfnG(D)
) = TrL(ξ)
(∑
j
bn,jPn,jG(D)
)
=
∑
j
bn,j TrL(ξ)
(
Pn,jG(D)Pn,j
)
(Thm. 2.1)=
∑
j
bn,j ξ
(
1
k
Tr
(
Pn,jG(D)
1+ 1
k Pn,j
))
= ξ
(
1
k
Tr
(
TfnG(D)
1+ 1
k
))
. (4.13)
If limk→∞ k−1 Tr(PG(D)1+k
−1
P) exists for all projections P ∈ U∗L∞(F,μ)U , then, by The-
orem 2.1, L(ξ) may be replaced in the preceding display by any ω ∈ DL2 and ξ by lim. The
results of the theorem follow from (4.11), (4.12) and (4.13). 
Example 4.12. Let Tn be the flat n-torus with L∞(Tn), L2(Tn), and Hodge Laplacian , as
in Examples 3.1 and 4.6. Set T = (1 + )−n/2. From Example 4.6, Mf T ∈ L1,∞(L2(Tn))
iff f ∈ L2(Tn)(= L20(Tn,μ1,∞) = L2(Tn,μ1,∞)) and μs is a multiple of Lebesgue measure,
μs = Tr(T s)μ for each s > 1. From Theorem 4.11, for all f ∈ L2(Tn) and ω ∈ DL2,
Trω(Mf T) = lim
k→∞
1
k
∫
Tn
f (x)Tr
(
T 1+k
−1

)
dnx
=
∫
Tn
f (x) dnx lim
k→∞
1
k
Tr
(
T 1+k
−1

)
= c
∫
Tn
f (x) dnx
where c = limk→∞ k−1 Tr(T 1+k−1 ) = lims→1+(s − 1)Tr(T s) = Trω(T) < ∞, see [12, p. 236].
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Let 0 <G(D) ∈ L1,∞. Define νG,ω : Borel(F ) → [0,∞) for ω ∈ DL2 by
νG,ω(J ) := Trω
(
TχJ G(D)TχJ
)
, ∀J ∈ Borel(F ),
where Borel(F ) denotes the Borel sets of F and χJ is the characteristic function of J . We list
sufficient criteria for νG,ω to be a measure for all ω ∈ DL2.
Proposition 4.13. We have the following sequence of implications, (i) ⇒ (ii) ⇒ (iii) ⇒ (iv):
(i) the sequence {|Uhm|2}∞m=1 ⊂ L1(F,μ) is dominated by l ∈ L1(F,μ);
(ii) for all collections of disjoint Borel sets Fj ⊂ F ,
lim
N→∞ lim supk
(
1
k
∑
m
G(λm)
1+ 1
k
∫
⋃∞
j=N Fj
∣∣Uhm(x)∣∣2 dμ(x)
)
= 0; (4.14)
(iii) for any sequence Qj of mutually orthogonal projections belonging to U∗L∞(F,μ)U ,
‖PNG(D)PN‖0 → 0 as N → ∞ where PN =∑∞j=N Qj ;
(iv) νG,ω  μ is a finite Borel measure on F for all ω ∈ DL2.
Proof. (i) ⇒ (ii) By hypothesis ∫
J
|(Uhm)(x)|2 dμ(x) 
∫
J
l(x) dμ(x) =: μl(J ), where μl is
the finite Borel measure on F associated to l and J is a Borel set. By countable additivity of μl ,
limN→∞ μl(
⋃∞
j=N Fj ) = 0. Hence
lim sup
k
k−1
∑
m
G(λm)
1+k−1
∫
⋃∞
j=N Fj
∣∣Uhm(x)∣∣2 dμ(x)
 μl
( ∞⋃
j=N
Fj
)
lim sup
k
k−1
∑
m
G(λm)
1+k−1
 μl
( ∞⋃
j=N
Fj
)∥∥G(D)∥∥1,∞ → 0
as N → ∞.
(ii) ⇒ (iii) From the first display in the proof of [6, Prop. 3.6, p. 88], it follows that
lim supk k−1 Tr((PG(D)P )1+k
−1
) = lim supk k−1 Tr(PG(D)1+k−1P) for all projections P ∈
B(H). By [8, Thm. 4.5]
∥∥PNG(D)PN∥∥0  e lim sup
k
1
k
Tr
((
PNG(D)PN
)1+ 1
k
)
= e lim sup 1 Tr(PNG(D)1+ 1k PN )
k k
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k
1
k
∑
m
G(λm)
1+ 1
k
∫
⋃∞
j=N Fj
∣∣Uhm(x)∣∣2 dμ(x)
where Qj = TχFj . (iii) now follows from (ii).
(iii) ⇒ (iv) Set PN :=∑∞j=N Qj with Qj = TχFj . Then Trω(PNG(D)PN) = νG,ω(⋃∞i=N Fj ).
Note that supω∈DL2 Trω(PNG(D)PN) = ‖PNG(D)PN‖0 from [20, Thm. 6.4, p. 105]. Hence,
if ‖PNG(D)PN‖0 → 0 as N → ∞, then νG,ω(⋃∞i=N Fj ) → 0 as N → ∞ for any ω ∈ DL2.
Thus νG,ω is countably additive. It is clear that, if μ(J ) = 0, TχJ = 0 and hence νG,ω(J ) =
Trω(TχJ G(D)TχJ ) = 0. This shows νG,ω  μ. 
We recall again from [11, p. 308], [20], the notion of measurability. We say 0 < G(D) ∈
L1,∞ is measurable if Trω(G(D)) is the same value for all ω ∈ DL2. The first and third named
authors with colleague A. Sedaev showed that measurability was equivalent to Trω(G(D)) =
limN→∞ log(1 + N)−1∑Nn=1 μn(G(D)). We say G(D) is spectrally measurable (for the set
A1, . . . ,An with joint spectral representation U : H → L2(F,μ)) if TχJ G(D)TχJ is measurable
for all projections χJ on F , see Definition 2.11. If G(D) is spectrally measurable, G(D) is
measurable. The converse is not true.
Proposition 4.14. Let G(D) be spectrally measurable with respect to the set A1, . . . ,An and the
joint spectral representation U : H → L2(F,μ). Then the statements (ii), (iii), (iv) in Proposi-
tion 4.13 are equivalent.
Proof. We are required to show (iv) ⇒ (ii). By spectral measurability there is a single measure,
νG,ω(J ) = Trω
(
TχJ G(D)TχJ
)
(Thm. 2.1)= lim
k→∞ k
−1 Tr
(
TχJ G(D)
1+k−1TχJ
)
= lim sup
k
(
1
k
∑
m
G(λm)
1+ 1
k
∫
J
∣∣Uhm(x)∣∣2 dμ(x)
)
for a Borel set J ⊂ F . Eq. (4.14) is obtained by setting J =⋃∞j=N Fj for disjoint Borel sets Fj
and taking N → ∞. 
We now list some failure criteria using the eigenvectors of D.
Proposition 4.15. Using the notation of Proposition 4.13, if
lim inf
N→∞ lim infm→∞ 〈hm,PNhm〉 = lim infN→∞ lim infm
∫
⋃∞
j=N Fj
∣∣(Uhm)(x)∣∣2 dμ(x) > 0
for some sequence of disjoint Borel sets Fj ( projections PN =∑∞j=N TχFj ), then νG,L(ξ) is not
a measure for any ξ ∈ BL ∩ DL.
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J ⊂ F ,
lim inf
m
∫
J
∣∣Uhm(x)∣∣2 dμ(x)ξ
(
1
k
Tr
(
G(D)1+
1
k
))
 νG,L(ξ)(J )
 lim sup
m
∫
J
∣∣Uhm(x)∣∣2 dμ(x)ξ
(
1
k
Tr
(
G(D)1+
1
k
))
.
By this estimate and the hypothesis, νG,L(ξ) is not countably additive. 
4.4. Weak convergence and spectral measurability
We recall from, Remark 4.4, the Radon–Nikodym derivatives vs = FD(Gs) = dμs/dμ, s > 1.
Lemma 4.16. Let 0 < G(D) ∈ L1,∞. If v := limk→∞ k−1v1+k−1 exists, where the limit is taken
in the weak (Banach) topology σ(L1(F,μ),L∞(F,μ)), then TfG(D) is measurable and
Trω
(
TfG(D)
)= ∫
F
f (x)v(x) dμ(x)
for all f ∈ L20(F,μ1,∞) and ω ∈ DL2.
Proof. The assumption is that Vk := k−1v1+k−1 is a σ(L1(F,μ),L∞(F,μ))-convergent se-
quence in L1(F,μ) with limit v. By the definition of weak convergence,
lim
k→∞
∫
F
f (x)Vk(x) dμ(x) =
∫
F
f (x)v(x) dμ(x)
for all f ∈ L∞(F,μ). Then
lim
k→∞
(
1
k
Tr
(
TfG(D)
1+ 1
k
))= lim
k→∞
∫
F
f (x)Vk(x) dμ(x) =
∫
F
f (x)v(x) dμ(x)
for all f ∈ L∞(F,μ). It follows
Trω
(
TfG(D)
)= lim
k→∞
∫
F
f (x)Vk(x) dμ(x) =
∫
F
f (x)v(x) dμ(x)
for all f ∈ L20(F,μ1,∞). The first equality is from the second part of Theorem 4.11. 
There is a partial converse.
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measurable (see Definition 2.11). Then v := limk→∞ k−1v1+k−1 exists, where the limit is taken
in the weak (Banach) topology σ(L1(F,μ),L∞(F,μ)).
Proof. Set Vk := k−1v1+k−1 . By the proof of Proposition 4.14 there exists a unique measure
(independent of ω ∈ DL2)
νG,ω(J ) = Trω
(
TχJ G(D)TχJ
)
= lim
k→∞ k
−1 Tr
(
TχJ G(D)
1+k−1TχJ
)
= lim
k→∞
∫
J
Vk(x) dμ(x),
for a Borel set J of F . Let v be the Radon–Nikodym derivative of νG,ω . Then,
lim
k→∞
∫
J
(
v(x)− Vk(x)
)
dμ(x) = 0. (4.15)
Eq. (4.15) implies σ(L1(F,μ),L∞(F,μ))-convergence. 
4.5. Proof of Theorem 2.12
With the technical results of the previous sections, we are in a position to prove Theorem 2.12
(and Theorem 2.5 in the next section).
(i) By the hypothesis that D is (A1, . . . ,An,U)-dominated, it follows from Proposition 4.13
that νG,ω  μ is a finite Borel measure. Let vG,ω be the Radon–Nikodym derivative of νG,ω .
Let f ∈ L∞(F,μ). Take a sequence of step functions fn :=∑Nni=1 an,iχFn,i → f in norm. Then
Tfn → Tf in the uniform norm and∫
F
f (x)vG,ω dμ(x) = lim
n→∞
∫
F
fn(x)vG,ω dμ(x)
= lim
n→∞
Nn∑
i=1
an,iνG,ω(χFn,i )
= lim
n→∞
Nn∑
i=1
an,i Trω
(
TχFn,i
G(D)
)
= lim
n→∞ Trω
(
Nn∑
i=1
an,iTχFn,i
G(D)
)
= lim
n→∞φω(Tfn)
= φω(Tf )
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the identification of φω with the measure νG,ω  μ that φω ∈ M∗.
(ii) The if and only if statement is contained in Lemmas 4.16 and 4.17. The equality
in Lemma 4.16 holds for any f ∈ L∞(F,μ). Finally, if f ∈ L∞(E,μη), by Condition 1,
f ◦ e ∈ L∞(F,μ).
5. Proofs for compact Riemannian manifolds
Let Tn be the flat n-torus and  be the Hodge Laplacian on Tn. In this situation hm(x) =
eim·x ∈ L2(Tn), where m = (m1, . . . ,mn) ∈ Zn and x ∈ Tn, form a complete orthonormal sys-
tem of eigenvectors of . Let Mf denote the operator of left multiplication of f ∈ Lp(Tn)
on L2(Tn), 1  p ∞, i.e. (Mf h)(x) = f (x)h(x) for all h ∈ Dom(Mf ) (dense in L2(Tn)).
Stronger results than Theorem 2.5 are possible for the torus.
Corollary 5.1. Let g() ∈ L1(L2(Tn)). Then Mf g() ∈ L1(L2(Tn)) if and only if f ∈ L2(Tn)
and
Tr
(
Mf g()
)= Tr(g()) ∫
Tn
f (x) dnx, ∀f ∈ L2(Tn).
Proof. The corollary follows if Corollary 4.3 is applied to Example 4.6. 
Corollary 5.2. Let 0 < G() ∈ L1,∞(L2(Tn)) be measurable. Then MfG() ∈ L1,∞(L2(Tn))
if and only if f ∈ L2(Tn) and
φω(Mf ) := Trω
(
MfG()
)
= c
∫
Tn
f (x) dnx, ∀f ∈ L2(Tn),
where 0 c = Trω(G()) is a constant for all ω ∈ DL2.
Proof. The if and only if result is immediate from Example 4.6 and Corollary 4.5. The equality
was shown in Example 4.12 where T is replaced, without loss, by G(). 
Proof of Theorem 2.5. The statement Mf T ∈ L1,∞ if and only if f ∈ L2(M) is contained in
Example 4.7.
Also from Example 4.7 is the inequality (4.10),
∣∣Trω(Mf T)∣∣ ‖MfT‖Z1  C1/2‖f ‖2‖MfT‖1/2Z1 .
If C∞(M)  fn → f ∈ L2(M) in the L2-norm (also in the L1-norm as M is compact), then,
using the above inequality and Connes’ Trace Theorem,
1942 S. Lord et al. / Journal of Functional Analysis 259 (2010) 1915–1949Trω(Mf T) = lim
n→∞ Trω(MfnT)
= lim
n→∞ c
∫
M
fn(x)|vol(x)|
= c
∫
M
f (x)|vol(x)|. 
Corollary 2.4 is an immediate corollary of Theorem 2.5.
5.1. Extending to L1
The sharp result MfG() ∈ L1,∞(L2(Tn)) ⇔ f ∈ L2(Tn) in Corollary 5.2 is the extent of
the identification between φω(Mf ) and the Lebesgue integral of f . We investigate extensions of
the formula φω using the symmetrised expression G()1/2MfG()1/2 in place of MfG().
Let us first demonstrate some properties of the symmetrised expression. For a compact linear
operator A> 0, set 〈B〉A :=
√
AB
√
A for all linear operators B such that 〈B〉A is densely defined
on H and has bounded closure.
Lemma 5.3. Suppose B > 0 and p  1. Then
√
AB
√
A ∈ Lp (resp. L1,∞) if and only
if √BA√B ∈ Lp (resp. L1,∞). Moreover, if either condition holds, Tr((√AB√A)p) =
Tr((
√
BA
√
B)p) (resp. Trω(
√
AB
√
A) = Trω(
√
BA
√
B) for ω ∈ DL2).
Proof. Note
√
BA
√
B = |√A√B|2 and √AB√A = |√B√A|2. Now |√A√B|2 compact ⇔√
A
√
B compact ⇔ √B√A = (√A√B)∗ compact ⇔ |√B√A|2 compact. All results follow
since
√
A
√
B and
√
B
√
A = (√A√B)∗ have the same singular values [26, p. 3]. See also [3]
and the references therein. 
Proposition 5.4. Let 0 < g(D) ∈ L1 and use the notation of Section 4. Then 〈T|f |〉g(D) ∈ L1 if
and only if f ∈ L1(F,μg). In both cases
Tr
(〈Tf 〉g(D)) := Tr(g(D)1/2Tf g(D)1/2)=
∫
F
f (x) dμg(x)
and ‖f ‖1,μg = ‖〈T|f |〉g(D)‖1.
Proof. Note that √g(D) ∈ L2 since g(D) ∈ L1. Let f > 0. Then √g(D)Tf √g(D) ∈ L1 ⇔
T√f
√
g(D) ∈ L2 ⇔ √f ∈ L2(F,μ1). The first equivalence is from the workings of the last
lemma. The second equivalence follows from Proposition 4.2. Note, when applying the proposi-
tion, that μ2 associated to
√
g is equivalent to μ1 = μg associated to g. If f ∈ L1(F,μg) is not
positive, |f | ∈ L1(F,μg), hence 〈T|f |〉g(D) ∈ L1. If f is not positive but 〈T|f |〉g(D) ∈ L1, then
|f | ∈ L1(F,μg). Hence f ∈ L1(F,μg). Note, if f ∈ L1(F,μg), then f is a linear combination
of four positive integrable functions. By linearity 〈Tf 〉g(D) ∈ L1. The trace formula is evident
from
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(〈Tf 〉g(D))=∑
m
〈√
g(D)hm,Tf
√
g(D)hm
〉
=
∑
m
g(λm)
∫
F
(Uhm)(x)f (x)(Uhm)(x) dμ(x)
=
∫
F
f (x)
∑
m
g(λm)
∣∣(Uhm)(x)∣∣2 dμ(x). 
It is now easy to extend Corollaries 5.1 and 5.2 in the case of the flat n-torus Tn and Hodge
Laplacian .
Corollary 5.5. Let 0 < g() ∈ L1(L2(Tn)). Then 〈M|f |〉g() ∈ L1(L2(Tn)) if and only if f ∈
L1(Tn) and
Tr
(〈Mf 〉g()) := Tr(g())
∫
Tn
f (x) dnx, ∀f ∈ L1(Tn).
Corollary 5.6. Let 0 < G() ∈ L1,∞(L2(Tn)) be measurable. Then we have 〈M|f |〉G()s =
G()s/2M|f |G()s/2 ∈ L1(L2(Tn)) for all s > 1 if and only if f ∈ L1(Tn). Moreover, setting
ψξ (Mf ) := ξ
(
1
k
Tr
(〈Mf 〉
G()
1+ 1
k
))
, ∀f ∈ L1(Tn),
for any ξ ∈ BL,
ψξ (Mf ) := lim
k→∞
1
k
Tr
(〈Mf 〉
G()
1+ 1
k
)= c ∫
Tn
f (x) dnx, ∀f ∈ L1(Tn),
for a constant c 0 independent of ξ ∈ BL.
Proof. From Corollary 5.5 it follows
lim
k→∞ k
−1 Tr
(〈Mf 〉G()1+k−1 )= limk→∞k−1 Tr(G()1+k−1)
∫
Tn
f (x) dnx.
As in Corollary 5.2, set c = limk→∞ k−1 Tr(G()1+k−1). 
Proof of Theorem 2.6. From Example 4.7 we have the bound
cs‖f ‖1  ‖f ‖1,μs  C‖f ‖1.
Since μs = μg for g = (1 + x2)−ns/2, it follows from Proposition 5.4 that T s/2 Mf T s/2 ∈
L1(L2(M)) for all s > 1 if and only if f ∈ L1(M).
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Tr
(
T
s/2
 M|f−fn|T
s/2

)
 C‖f − fn‖1.
Therefore
lim
n→∞ lim sup
s→1+
Tr
(
T
s/2
 M|f−fn|T
s/2

)= 0.
Hence
lim
s→1+
Tr
(
T
s/2
 Mf T
s/2

)= lim
n→∞ lims→1+
Tr
(
T
s/2
 MfnT
s/2

)
= lim
n→∞ lims→1+
Tr
(
MfnT
s

)
= lim
n→∞
∫
M
fn(x)|vol|(x)
=
∫
M
f (x)|vol|(x). 
Corollary 5.6 and Theorem 2.6 show that the residue of the zeta function Tr(〈Mf 〉T s) at
s = 1 is an algebraic expression that can be identified with the Lebesgue integral of any inte-
grable function. The claim of [17, Cor. 7.22], which must use the symmetrised expression for any
f ∈ Lp(M), 1 p < 2, would be that Trω(〈Mf 〉T) = Trω(T 1/2 Mf T 1/2 ) is also the Lebesgue
integral of any integrable function.
The next result shows the claim is false.
Lemma 5.7. Let  be the Hodge Laplacian on the flat 1-torus T and T := (1 + )−1/2 ∈
L1,∞(L2(T)). There is a positive function f ∈ L1(T) such that the operator T 1/2 Mf T 1/2 is not
Hilbert–Schmidt.
Proof. Fix  > 0. We use T ∼= [− 12 , 12 ]′ = [− 12 , 12 ]/∼ where the endpoints are identified. Con-
sider the function
f (t) = 1|t || log |t ||1+ .
The function f is clearly in L1([− 12 , 12 ]′). We also consider the orthonormal system {hn}∞n=1
given by
hn(t) = 2n/2χn(t),
where χn is the characteristic function for 2−n−1  |t | 2−n. Let us show that
∞∑∣∣〈T (hn),hn〉∣∣2 = +∞, (5.1)
n=1
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Thm. 4.3]. The operator T admits the following representation3
T =
+∞∑
k=−∞
λk
√
f ek ⊗
√
f ek, (5.2)
where λk = (1 + 4π2k2)−1/2 and ek(t) = e2πikt .
We employ (5.2) to show (5.1). For the one-dimensional projection x ⊗ x, x ∈ L2([− 12 , 12 ]′),
we have x ⊗ x(y) = 〈y, x〉x for every y ∈ L2([− 12 , 12 ]′). Therefore
〈
x ⊗ x(y), y〉= ∣∣〈x, y〉∣∣2 =
∣∣∣∣∣
1
2∫
− 12
x(t)y(t) dt
∣∣∣∣∣
2
.
Consequently,
〈
T (hn),hn
〉= +∞∑
k=−∞
λk
∣∣∣∣∣
1
2∫
− 12
√
f (t)ek(t)hn(t) dt
∣∣∣∣∣
2
. (5.3)
In order to estimate the latter integral terms, let us observe that, for every |k| 2n−3,
cos(2πkt) 1
2
, 2−n−1  |t | 2−n.
Consequently,
∣∣∣∣
∫
2−n−1|t |2−n
2n/2
|t |1/2| log |t || 1+2
e2πikt dt
∣∣∣∣
2

[ ∫
2−n−1|t |2−n
2n/2
|t |1/2| log |t || 1+2
cos(2πkt) dt
]2
 2−n−2 inf
2−n−1|t |2−n
1
|t || log |t ||1+ 
c0
n1+
,
for some numerical constant c0 > 0. Returning to (5.3), we see that, for another numerical con-
stant c1 > 0,
〈
T (hn),hn
〉
 c0
n1+
∑
|k|2n−3
λk = c0
n1+
∑
|k|2n−3
1
(1 + 4π2k2) 12
 c1
n
.
3 The symbol x ⊗ y stands for the one-dimensional operator defined by the functions x, y ∈ L2([− 1 , 1 ]′).2 2
1946 S. Lord et al. / Journal of Functional Analysis 259 (2010) 1915–1949From the latter, it clearly follows that the series in (5.1) diverges for   12 . It follows (1 +
)−1/4Mf (1 +)−1/4 is not Hilbert–Schmidt by Lemma 5.3. 
Remark 5.8. It was shown in [8, Thm. 4.5, p. 266] that
lim sup
s→1+
(s − 1)Tr(T s)< ∞ ⇒ 0 < T ∈ L1,∞.
From the first display in the proof of [6, Prop. 3.6, p. 88]
lim sup
s→1+
(s − 1)Tr(√AT s√A )= lim sup
s→1+
(s − 1)Tr((√AT√A)s)< ∞
⇒ 0 < √AT√A ∈ L1,∞
for all bounded positive operators 0 <A ∈ B(H). Lemma 5.7, in combination with Corollary 5.6,
provides an example where this implication fails for T ∈ L1,∞ and √A an unbounded positive
linear operator. In particular, from Lemma 5.7, we have an example where
√
AT
√
A /∈ L1,∞ and
hence
lim sup
s→1+
(s − 1)Tr((√AT√A)s)= ∞,
yet, from Corollary 5.6,
lim sup
s→1+
(s − 1)Tr(√AT s√A )< ∞.
Our final result is that the failure of the symmetrised Dixmier trace formula on the torus is
pointed at L1(T).
Theorem 5.9. Let 0 < G() ∈ L1,∞(L2(Tn)) be measurable and f ∈ L1+(Tn) for  > 0.
Then 〈Mf 〉G() = G()1/2MfG()1/2 ∈ L1,∞(L2(Tn)) and
Trω
(〈Mf 〉G())= Trω(G()1/2MfG()1/2)= c
∫
Tn
f (x) dnx, ∀f ∈ L1+(Tn),
for a constant 0 c = Trω(G()) independent of ω ∈ DL2.
Proof. Let R be the von Neumann algebra generated by the spectral projections of . Note that
the subspace R ∩ E is complemented in E, for every symmetric ideal E of compact operators.
Note also that the subspace R ∩E is isomorphic to the sequence space E .
Let us now consider the bilinear operator
T (f,G) = MfG, f ∈ L2
(
T
n
)
, G ∈ R ∩L∞.
Here L∞ denotes the bounded operators. The following relations establish the boundedness of
the operator T with different combinations of spaces
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→ L∞, ∥∥T (f,G)∥∥∞  ‖f ‖∞‖G‖∞, (5.4)
T : L2(Tn)× L2 
→ L2, ∥∥T (f,G)∥∥2  ‖f ‖2‖G‖2. (5.5)
Relation (5.4) is evident and (5.5) follows from Proposition 4.2. Applying bilinear complex in-
terpolation, see [2, Thm. 4.4.1], to the pair of relations (5.4) and (5.5) yields
‖MfG‖p  ‖f ‖p‖G‖p, f ∈ Lp
(
T
n
)
, G ∈ R ∩Lp, 2 p ∞. (5.6)
Furthermore, it follows from the proof of Corollary 4.5 that
‖MfG‖p  ‖f ‖2‖G‖p, f ∈ L2
(
T
n
)
, G ∈ R ∩Lp, 1 <p  2. (5.7)
Let us fix positive f ∈ L1+(Tn). We also fix 0 <G() ∈ L1,∞ and a factorisation f = f1f2
such that
‖f ‖1+ = ‖f1‖2+1‖f2‖2,
for some 1 > 0.
Let us fix numbers s, s1, s2 > 1 such that s−1 = s−11 + s−12 and 2s < s1 < 2 + 1, s2 < 2. Such
numbers can always be found if s is sufficiently close to 1. Finally, set
G1 = G()s/s1 and G2 = G()s/s2 .
Now we can estimate
‖G1MfG2‖s  ‖G1Mf1‖s1‖Mf2G2‖s2  ‖f1‖s1‖G1‖s1‖f2‖2‖G2‖s2,
where the last estimate is due to (5.6) and (5.7). Furthermore, since ‖f1‖s1  ‖f1‖2+1 , we obtain
‖G1MfG2‖s  ‖f ‖1+
∥∥G()s∥∥1/s11 ∥∥G()s∥∥1/s21 = ‖f ‖1+∥∥G()∥∥s .
Set fN(x) := f (x)χ{y|f (y)N}(x), N ∈ N. Then ‖G()1/2MfNG()1/2‖s  ‖G1MfNG2‖s by
an application of Lemma 5.10 using θ = 1 − 2s/s1. Using the noncommutative Fatou Lemma,
[26, Thm. 2.7(d)],
∥∥G()1/2MfG()1/2∥∥s  sup
N
∥∥G()1/2MfNG()1/2∥∥s
 sup
N
‖fN‖1+
∥∥G()∥∥
s
= ‖f ‖1+
∥∥G()∥∥
s
.
Finally, recalling from (4.3) that
∥∥G()∥∥
Z1
= lim sup
+
(s − 1)∥∥G()∥∥
s
,s→1
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∥∥G()1/2MfG()1/2∥∥Z1  ‖f ‖1+∥∥G()∥∥Z1 . (5.8)
It follows that G()1/2MfG()1/2 ∈ L1,∞ from [8, Thm. 4.5].
The trace identity follows from (5.8) and Corollary 5.2. In particular, take L∞(Tn)  fN ↗
f ∈ L1+(Tn) as above with ‖f − fN‖1+ → 0 as N → ∞ by the Monotone Convergence
Theorem. Then |Trω(G()1/2Mf−fNG()1/2)| e‖f −fN‖1+‖G()‖Z1 → 0 as N → ∞ by
(5.8) and the fact ‖ · ‖0  e‖ · ‖Z1 [8, Thm. 4.5]. Employing Corollary 5.2 for MfN ∈ B(L2(M)),
Trω
(
G()1/2MfG()
1/2) = lim
N→∞ Trω
(
G()1/2MfNG()
1/2)
(Lemma 5.3)= lim
N→∞ Trω
(
M
1/2
fN
G()M
1/2
fN
)
= lim
N→∞ Trω
(
MfNG()
)
(Cor. 5.2)= c lim
N→∞
∫
Tn
fN(x) d
nx
= c
∫
Tn
f (x) dnx.
Recall that f was positive. By linearity, the result follows for all f ∈ L1+(Tn). 
Lemma 5.10. If 0 <B ∈ B(H) and A = A∗ ∈ B(H), then
∥∥B1/2AB1/2∥∥
E

∥∥B1/2−θ/2AB1/2+θ/2∥∥
E
, 0 < θ < 1.
Here E is a symmetric ideal of compact operators with symmetric norm ‖ · ‖E .
Proof. It was proven in [7, Lemma 25] that, for positive bounded operators B0,B1 and a bounded
operator C, the following estimate is valid
∥∥B1/20 CB1/21 ∥∥E  ‖B0C‖1/2E ‖CB1‖1/2E .
Now, the lemma follows if we apply the estimate above to the operators
C = B1/2−θ/2AB1/2−θ/2 and B0 = B1 = Bθ ,
and observe that A is self-adjoint. 
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