Abstract. This paper introduces a near-linear time sequential algorithm for constructing a sparse neighborhood cover. This implies analogous improvements (from quadratic to near-linear time) for any problem whose solution relies on network decompositions, including small edge cuts in planar graphs, approximate shortest paths, and weight-and distance-preserving graph spanners. In particular, an O(log n) approximation to the k-shortest paths problem on an n-vertex, E-edge graph is obtained that runs inÕ (n + E + k) time.
1. Introduction.
1.1.
Background. An r-neighborhood of a vertex in an undirected weighted graph is the set of vertices within distance r away from it in the graph. An rneighborhood cover is a set of overlapping sets of vertices in the graph (called clusters) with the property that every vertex has its entire r-neighborhood contained in one of these clusters. An r-neighborhood cover efficiently represents the local neighborhoods in a graph when all clusters in the cover have low diameter and the overlap among clusters (measured by the maximum number of clusters that intersect at a vertex) is minimized.
There is an inherent tradeoff between achieving low diameter and low overlap. If the clusters are chosen to be all r-neighborhoods (namely, the balls of radius r around every vertex), then all clusters have diameter r, but each vertex can be in as many as n clusters, where n is the number of vertices in the network. On the other hand, the entire network can be considered a single cluster, in which case each vertex is in just one cluster, but the diameter of this cluster can be as large as n.
Sparse neighborhood covers were first introduced in [9] in the context of distributed computing. A general r-neighborhood cover construction with O(r log n) cluster diameter and O(log n) cluster overlap is presented in [9] . It is also shown paths problem, the time bounds become O(n 2 log n + nE) and O(nE log n), respectively [13, 14] .
There have been other improvements on the running time for the all-pairs shortest paths problem for some special case graphs [2, 10, 15, 16, 17, 18, 19, 22, 26] , but they all have worst-case time O(nE). Karger, Koller, and Phillips [19] show that Ω(nE) is a lower bound for directed graphs on the running time of any algorithm which is "pathcomparison based," which is evidence that it is hard to improve exact algorithms with this approach.
The second approach is based on computing (exact) all-pairs shortest paths relying on matrix multiplication. Alon, Galil, and Margalit [3] describe an O((nW ) 2.688 ) time algorithm for the case of integer edge weights whose absolute value is less than W . This result has been improved to give an algorithm for the unweighted case which runs in time O(M (n) log n), where M (n) is the time for matrix multiplication (currently known to be o(n 2.376 )) [25] . Subsequently, this result has been further improved in [4] , solving exact all-pairs shortest paths in the case of integer edge weights between 0 and W in O(W 2 M (n) log n) time. Notice that the algorithm presented in this paper runs faster than these recent algorithms in both the unweighted and weighted cases.
Hence the bottlenecks in the running time of the exact algorithms stem either from repeated application of Dijkstra's single-source shortest paths algorithm or from matrix multiplication. We bypass these bottlenecks at the cost of producing an approximate solution.
There has also been recent work on approximation algorithms for shortest paths in the domain of parallel computation. Klein [20] extended the work of Ullman and Yannakakis [27] to the weighted case, obtaining a randomized PRAM algorithm that can (1 + )-approximate shortest paths between k pairs of vertices in O( √ n −2 log n · log * n) time using (kE log n) 2 processors (where is constant). When this algorithm is run sequentially, the time is not as good as known sequential algorithms for the exact problem. Hence, Klein's approximation algorithm is strictly of interest for parallel computation.
As a corollary of our near-linear cost construction of sparse neighborhood covers, we obtain an O(log n)-approximation algorithm for this problem that runs iñ O (E + k) time. Our improvement in running time is achieved through our ability to construct a data structure of δ = log Diam(G) sparse neighborhood covers (where Diam(G) is the diameter of the graph) in time O((E log n + n log 2 n)δ), thereby allowing us to then quickly retrieve short paths. (The previous construction of [9] has been insufficient to produce any improvement over existing algorithms for the shortest paths application.) Once the data structure is in place, we show how to query it for the approximate distance between two vertices in O(log n log δ) time. (For ESP, the explicit version of the problem, the cost increases (inherently) by the length of the path.) Thus we approximate k-pairs shortest paths in time O((E log n + n log 2 n)δ + k(log n log δ)) (plus the total length of the k paths, for the ESP version).
More generally, a tradeoff can be achieved between the quality of the approximation and the running time; for example, a 32β approximation takes O((Eβ + nβ 2 )n 2/β δ + kβn 1/β log δ) time, for any β ≥ 1. Note that we can achieve a better running time than known exact algorithms even for paths that are only a constant factor times the length of the shortest path. Further work in this direction is reported by Cohen [12] .
We remark that there are no algorithms known for the single-pair shortest path problem that run asymptotically faster than the best single-source algorithms in the worst case [13] . Consequently, classical algorithms for k-pairs shortest paths have done just as well using single-source shortest paths algorithms repeatedly.
Structure of this paper.
The remainder of the paper is organized as follows. In section 2, we provide the graph-theoretic definition of neighborhood covers [9] . Section 3 presents an overview of the sparse neighborhood covers construction algorithm, followed by a formal presentation of the algorithm. The analysis of the algorithm is given in section 4. Finally, section 5 presents the application of the new algorithm to near-shortest path computation. 
The r-neighborhood of a vertex v is defined as
A sparse neighborhood cover is defined as follows. A (β, r)-neighborhood cover is a collection of sets (also called clusters) of vertices S 1 , . . . , S l , with the following properties.
1. For every vertex v there exists some
The overlap of the cover is the maximum number of clusters a vertex belongs to. A (β, r)-neighborhood cover is said to be sparse if its overlap is at most βn 1/β . For the applications, β can be used to control the tradeoffs between complexity and the quality of the approximation, and we typically set β = log n. Then a sparse (log n, r)-neighborhood cover is a collection of sets that contain all r-neighborhoods such that the diameter of the sets is bounded by O(r log n), and each vertex is contained in at most O(log n) sets.
We remark that the diameter/sparsity tradeoff in this definition is tight to within a constant factor. In particular, for β = log n, there exist graphs for which any (log n, r)-neighborhood cover places some vertex in at least Ω(log n) sets [21] .
A sparse neighborhood covers data structure is a family of sparse neighborhood covers for a fixed β and different values of r. Applications typically require the construction of sparse r-neighborhood covers for O(log Diam(G)) successively doubled values of r (namely, r = 1, 2, 4, 8, . . .).
The cover construction algorithm.
3.1. Overview. Let us start with an overview of the algorithm. The algorithm builds the cover X in phases. Each phase produces a new subcollection Y of sets to be added to the cover. All sets added to the cover have low diameter, and each vertex will appear in at most one set per phase. In addition, an Ω(n −1/β ) fraction of the vertices whose r-neighborhoods have so far remained uncovered by any set already in the cover, will have their r-neighborhoods placed in some set constructed in the current phase. Hence, in βn 1/β phases the algorithm finishes covering the r-neighborhood of all vertices in the graph. Since each vertex appears in at most one set per phase, each vertex will appear in at most βn 1/β sets in the output cover. Fix a phase of the algorithm, and let U be the collection of vertices whose rneighborhood remains uncovered. Let Y denote the subcollection of sets we will place in the cover in the current phase.
We now sketch how to construct the sets Y, in near-linear time. Low diameter sets Y are constructed one at a time, in a breadth-first manner, and added to Y. The key element is a new "guarded" BFS technique, which carefully controls how new sets are grown around existing sets in Y. In particular, a two-layer "shield" is grown around each set Y . The shield serves a dual purpose: it keeps different sets in Y from overlapping, and it also insures that several sets do not duplicate work by performing BFS forays again and again into the same area of the graph. The stopping condition of Procedure Cluster is actually the conjunction of three separate conditions. The first stopping condition says that the number of still uncovered vertices in Y must be an appropriately large (specifically, Ω(n −1/β )) fraction of those in Z. The second condition says that the number of still uncovered vertices in Ψ(Y ), i.e., the interior of the set Y , must be a sufficiently large fraction of those in Ψ(Z). These two conditions help guarantee that the cover is sparse, as will be argued below. A third stopping condition makes sure that the BFS exploration of the outer Z layer does not involve too much computation. Define λ(v) to be the degree of vertex v in the graph G. For a set of vertices W , let λ(W ) = v∈W λ(v). The final stopping condition says that λ(Y ) is a sufficiently large fraction times λ(Z). We argue below that all three stopping conditions are guaranteed to be met simultaneously within O(β) iterations of Procedure Cluster. Thus, the diameter of a Y will be at most O(rβ).
A subcollection of sets.
In this section, we show how a set Y and its cluster grow around previously built nonoverlapping sets Y from the same subcollection Y in the cover X . A new cluster is always grown starting from a vertex v which lies outside the shielding ball Ψ(Z) of any previous Y . Notice that this insures that the entire r-neighborhood of v lies outside any previous Y .
When a new cluster then grows into territory already occupied by a previous cluster, its BFS growth is curtailed by the previous cluster's layers. Each of the successive shields around an existing cluster permit a different degree of penetration.
• Finally, Figure 4 illustrates how a third cluster begins to grow. As before, the kernels Ψ(Y ) are shaded, the sets Y are marked with a bold line, the Ψ(Z) is striped, and Z is within the outside ring. Excepting the participation of vertices in the outer Z ring, every vertex participates in the BFSs at most twice: a vertex can lie in at most one set Y , and prior to being placed in Y , it could lie in at most one Ψ(Z). The BFS performed in the Z layer can be charged to the Y cluster for which it was grown. When subcollection Y is complete, every vertex appears in a Ψ(Z), for some cluster Z, and the stopping conditions ensure that a sufficiently large fraction of the vertices appear in Ψ(Y ) for some Y . Thus every vertex appears in at most one Y , and the same fraction of the vertices have their r-neighborhoods contained in Y as well.
We stop growing clusters in the subcollection Y when every vertex is in Ψ(Z) for some cluster Z.
Details of the algorithm.
This subsection introduces Algorithm All Cover that, given β and r, constructs a sparse (β, r)-neighborhood cover. The algorithm is built from two intermediate subprocedures: Procedure Cluster (see Figure 5 ), which grows a single set to be placed in the cover, and Procedure Cover, which calls Cluster to produce a subcollection Y of the sets in the cover X (see Figure 6 ). Procedure Cover produces what was earlier called a single phase, in the overview section.
The input to the algorithm is a graph G = (V, E) (where |V | = n and |E| = E) and integers r, β ≥ 1. The output collection of cover clusters, X , is initially empty. The algorithm maintains the set of "remaining" vertices R. These are the vertices whose neighborhoods are not yet subsumed by the constructed cover. Initially, R = V , and the algorithm terminates once R = ∅. The code for Algorithm All Cover appears in Figure 7 .
The algorithm operates in (at most βn 1/β ) phases. Each phase consists of the activation of Procedure Cover(R), which adds a subcollection of output clusters Y to X and removes the set of vertices Ψ(R) whose r-neighborhood appears in some Y ∈ Y from R.
The collection of clusters Y returned by Procedure Cover are placed in the sparse neighborhood cover built by Algorithm All Cover. The collection of clusters Z returned by Procedure Cover themselves form an average degree cover (see section 6). 
Analysis.
In this section, we first analyze the properties of the procedures in section 3.4 and prove that Algorithm All Cover constructs a sparse neighborhood cover. The complexity analysis then follows in section 4.2.
Correctness of the algorithm. Lemma A set Y produced by Procedure Cluster has diameter at most O(βr).
Proof. Recall the three stopping conditions on the growth of a cluster. If the first stopping condition fails to be met, this means that |Z| ≥ n 1/β · |Y |. Since each time the stopping condition fails we increase Y by a factor of n 1/β , this stopping condition can fail at most β times.
If the second stopping condition fails to be met, this means that |Ψ(Z)| ≥ |R| 1/β · |Ψ(Y )|. Note that whenever Procedure Cluster is invoked within Procedure Cover, we have U ⊆ R. Since each time the second stopping condition fails we increase Ψ(Y ) by a factor of |R| 1/β , and Ψ(Y ) is restricted to U , this stopping condition can again fail at most β times.
The third stopping condition says that λ(Z) is less than or equal to n 1/β times λ(Y ), and since the sum of the degrees of the entire graph is at most E ≤ n 2 , the third stopping condition can successively fail at most 2β times.
Therefore, the number of iterations of the growth process for which any of the stopping conditions fail is at worst 4β, and so, for one of the first 4β + 1 iterations, all three stopping conditions will hold, and the cluster will stop growing. Since each time we grow Y , we add an additional distance r to the radius, the diameter of the sets is bounded by O(βr).
Lemma 4.2. The r-neighborhood of any vertex in a cluster's set Y is contained in Ψ(Z) for that cluster or some previous cluster's set Ψ(Z).
Proof. Let v be a vertex in the r-neighborhood of Y . Then v is certainly in the 2r-neighborhood of Y , so Procedure Cluster places v ∈ Z for that cluster. Procedure
, it means v is not in U . Now we examine the set U as it is modified over each invocation of Procedure Cover. The set U initially contains the entire graph G, and Procedure Cover only deletes those vertices from U which lie in some previous cluster's set Ψ(Z). We can now complete the correctness proof. 
Complexity analysis.
We compute the cost of checking the stopping conditions and then performing the appropriate BFS explorations to construct Y. The stopping conditions need to be checked at most O(β) times for each cluster, since the conditions will be met within O(β) iterations. To check the stopping conditions, we count vertices in Z, for all Z ∈ Z. Recall that one of the stopping conditions insures that for all Z the number of vertices in Z is less than O(n 1/β ) times the number of
, since the sets Y are disjoint. Thus, the cost of checking the stopping conditions to construct Y is O(βn 1+1/β ). Now we turn to estimating the cost of performing the BFSs. Ignore for the moment the cost of the BFS exploration of the final layer Z \ Ψ(Z) for each cluster. Then for the construction of Y, each vertex participates at most twice in BFSs: each edge is placed in at most one set Y , and prior to being placed in Y , it could lie in at most one Ψ(Z). Thus, without the Z layer, each edge has been examined at most twice in the construction of Y. Now consider the complexity of examining edges in Z. Notice that when r = 1, this is trivial, since every edge in Z \ Ψ(Z) has an endpoint in Ψ(Z), and every vertex is in a unique Ψ(Z). For r > 1, bounding the amount of work done in Z is controlled by means of the third stopping condition on the growth of individual clusters. In particular, if we have done too much work on exploring the layer Z \ Y , we are then obligated to grow Y to contain Z.
Recall that the final stopping condition on clusters ensures λ(Z) is less than or equal to O(n 1/β ) times λ(Y ). Let Z Y denote the set Z associated with cluster Y . Then this gives
Constructing βn 1/β subcollections Y to complete the cover X , we thus obtain the following theorem.
Theorem 4.6. Algorithm All Cover produces a sparse (β, r)-neighborhood cover in time O((Eβ + nβ 2 )n 2/β ). Setting β = log n, we obtain the following corollary. Corollary 4.7. Algorithm All Cover produces a sparse (log n, r)-neighborhood cover in time O(E log n + n log 2 n).
Application:
Approximating k-pairs shortest paths. In this section we present an approximation algorithm for the k-pairs shortest paths problem on undirected graphs with nonnegative edge weights. We exhibit a tradeoff between the quality of the approximation and running time. Specifically, we obtain a 32β approximation to the k-pairs shortest paths problem in time O((Eβ + nβ 2 )n 2/β δ + kβn 1/β log log n), for integer β ≥ 1. This means that we can achieve a better running time than known exact algorithms even for paths that are only a constant factor times the length of the shortest path. Further work in this direction is reported in [12] .
For β = log n we get an O(log n) times optimal approximation algorithm for the problem that runs inÕ (E + k) time. Finding approximate shortest paths for all pairs will takeÕ E + n 2 =Õ n 2 time.
Sparse tree covers.
The explanation of the algorithm is made simpler through the notion of sparse tree covers. We give these definitions here for unit edge weights; the extension to nonnegative edge weights is straightforward, as explained later.
Definition 5.1. For an undirected graph G(V, E) and integers β, r ≥ 1, a (β, r)-tree cover is a collection F β,r of trees in G, that satisfies the following properties.
1. Every tree F ∈ F β,r has depth 8βr or less. 2. For every two vertices u, v ∈ V whose distance in G is r or less, there exists a common tree F ∈ F β,r , containing both. A (β, r)-tree cover is said to be sparse, if each vertex is in at most βn 1/β sets. Note that it is easy to modify Algorithm All Cover so that it produces a sparse tree cover, not just a sparse neighborhood cover. In fact, Procedure Cluster actually constructs a BFS spanning tree for each cluster it builds, so the main change necessary is to include these trees in the output. The resulting (β, r)-tree cover will have the property that each tree in it is a BFS spanning tree of a set in the corresponding (β, r)-neighborhood cover. The time complexity remains O((Eβ + nβ 2 )n 2/β ), which is O(E log n + n log 2 n) when we set β = log n.
The algorithm.
We first give our algorithm for approximating k-pairs shortest paths with unit edge weights, and later explain how to extend this to the case when the edge weights are nonnegative.
Preprocessing. Let δ = log Diam(G) . For every level 1 ≤ i ≤ δ, construct a sparse tree cover F β,2 i for G, and number the trees in the cover. For every vertex v, and for every level i, store (in order of increasing tree ID) a list of all trees F ∈ F β,2 i that contain v.
Query response. For any given pair of vertices u, v, for which a shortest path is sought, do the following.
Perform a binary search over the levels 1 ≤ i ≤ δ: for a given level i, if there exists a tree F ∈ F β,2 i that contains both u and v, then restrict the search to lower values of i; otherwise, restrict the search to higher values of i.
The binary search will produce a level J such that 2
, and a tree F ∈ F β,2 J that contains both u and v.
Return the value 16β2 J as the approximate distance between u and v. (For the ESP version of the problem, also return the unique path connecting a pair u, v in the common tree F as the approximate shortest path between u and v.)
The weighted case. The algorithms for sparse neighborhood covers presented in section 3 can easily be modified to produce a weighted tree cover by forming shortest path trees rather than BFS trees. The algorithm presented in this section can in turn be trivially modified to handle weights. As we will see below, the running time of our algorithms remains asymptotically unchanged. Proof. We will argue this for a given pair u, v. Note that by Definition 5.1, if dist(u, v) ≤ 2 i , then the tree cover of level i has a tree containing both u and v. Since J is the minimum level i for which this is so, it must be that 2 J−1 < dist(u, v) ≤ 2 J . Also by Definition 5.1, the common tree has depth at most 8β · 2 J < 16β· dist(u, v). That is, our algorithm returns the maximum length of the unique path connecting u and v in the common tree: 16β · 2 J < 32β· dist(u, v). Now we address the running time of our algorithm. Lemma 5.3. Our algorithm for approximating k-pairs shortest paths takes
Analysis. First we wish to prove that our algorithm is an O(β)-approximation
time. For the ESP version, the complexity increases (inherently) by the total length of the paths. Proof. We have already noted that the algorithm for sparse neighborhood covers in this paper can produce the tree cover as it goes along at no additional payment in time. As we actually set up a data structure consisting of δ different tree covers, one for each level, the time bound for setting up the data structure is O((Eβ + nβ 2 )n 2/β δ) by Theorem 4.6.
As for the bound on a single query, the binary search for finding the right level requires checking O(log δ) levels, and for a given level i, a common tree F can be found in βn 1/β time by searching the ordered lists of tree IDs to which the two vertices belong. (Recall that by the sparsity property, every vertex belongs to at most βn 1/β different trees in the ith-level tree cover F β,2 i .) For the ESP version, retrieving the unique path connecting a pair u, v in the common tree F takes time proportional to the length of that path.
Lemmas 5.2 and 5.3 yield the following theorem. Setting β = log n, we get the following corollary. Corollary 5.5. Our algorithm provides an O(log n) approximation to the kpairs shortest paths problem in O((E log n + n log 2 n)δ + k(log n · log δ)) time. For the all-pairs shortest paths problem we get the following corollary. Corollary 5.6. Our algorithm for approximating all-pairs shortest paths takes O((Eβ + nβ 2 )n 2/β δ + n 2 (βn 1/β · log δ)) time, and returns a solution that is within O(β) of the exact one.
And again, setting β = log n, we have the following corollary. Corollary 5.7. Our algorithm provides an O(log n) approximation to the allpairs shortest paths problem in O((E log n + n log 2 n)δ + n 2 (log n · log δ)) time.
6. Discussion. We close the paper by discussing two final points. First, the construction algorithm described in this paper can be adapted to work in a (synchronous or asynchronous) distributed network. The asynchronous implementation requires additional techniques in order to guarantee maintaining a bound ofÕ (1) messages per edge on the message complexity. Roughly speaking, a synchronous distributed variant of the cover construction algorithm needs to be bootstrapped concurrently with the synchronizer protocol of [8] in a mutually recursive fashion. This distributed implementation will be described in full elsewhere; concise description of the essential details can be found in [8, 7, 6] . Let us comment that this distributed algorithm implies similar improvements in message complexity to a variety of distributed applications that make use of sparse covers, including adaptive routing schemes and a distributed from-scratch BFS and network synchronizer construction.
Second, it is worth mentioning that there exists a somewhat weaker notion of neighborhood covers: a small average degree cover [23, 9] , where the average cluster overlaps over all vertices is small. In contrast, our neighborhood cover algorithm produces a cover with small maximum cluster that overlaps over all vertices. The average degree cover problem is known to be significantly easier [23, 9] ; in fact, the maximum degree cover algorithm in this paper can be thought of as constructed through a logarithmic number of iterations, each producing an average degree cover in the "remaining graph."
Average degree covers are not sufficient for an efficient solution to the k-pairs shortest paths problem, because the "imbalance" (of high and low overlaps) cannot be amortized over many queries. (Unlike the algorithms in this paper, other constructions of average degree covers [23, 12] cannot be run for multiple iterations to produce a small maximum degree cover.)
However, as pointed out in [1, 12] , in the special case of the all-pairs shortest paths application, an average degree cover suffices and leads to a better tradeoff between running time and approximation; namely, the constant of approximation can be improved. Specifically, the approximation constant of 32β derived earlier can be improved in this case to 4β by running our sparse neighborhood cover algorithm and taking the 2r-neighborhoods of the sets constructed in one iteration, thereby producing a sparse average degree cover, and by eliminating two of the stopping conditions of the algorithm. Cohen [12] observed that the extra stopping condition can be removed in this case, and she also introduced a randomized parallel algorithm for approximate all-pairs shortest paths. The randomized algorithm constructs pairwise covers along the lines of [21] . Pairwise covers satisfy the weaker condition that any pair of points at distance ≤ r lie together in the same cluster (but 3 points in the same r-neighborhood may not all appear together in any one cluster).
