Abstract. In 2015, Raum and Weber gave a definition of group-theoretical quantum groups, a class of compact matrix quantum groups with a certain presentation as semi-direct product quantum groups, and studied the case of easy quantum groups. In this article we determine the intertwiner spaces of non-easy grouptheoretical quantum groups. We generalise group-theoretical categories of partitions and use a fiber functor to map partitions to linear maps which is slightly different from the one for easy quantum groups. We show that this construction provides the intertwiner spaces of group-theoretical quantum groups in general.
Introduction
In 1987, Woronowicz [Wo87] introduced compact matrix quantum groups generalising the theory of compact Lie groups G ⊆ C n×n to a non-commutative setting. Examples are provided by the quantum analogues S + n and O + n of the symmetric group S n ⊆ C n×n and the orthogonal group O n ⊆ C n×n defined by Wang in 1995 and 1998 [Wa95, Wa98] . A compact matrix quantum group consists of a C*-algebra A generated by the entries of a matrix u = (u i,j ), called fundamental corepresentation, and a *-homomorphism ∆ ∶ A → A ⊗ A, called comultiplication, and it satisfies certain dualised group properties (see Def.4.1). By a Tannaka-Krein type result of Woronowicz [Wo88] , compact matrix quantum groups can be fully recovered from their intertwiner spaces, and hence any tensor category with duals (see Def.3.3) gives rise to a compact matrix quantum group.
Based on this, in 2009 Banica and Speicher [BS09] defined a class of compact matrix quantum groups S n ⊆ G ⊆ O + n , called orthogonal easy quantum groups, through a combinatorial structure of their intertwiner spaces. Their construction works as follows. They consider categories of partitions, which are sets of set partitions closed under certain operations, and a fiber functor p ↦ T (n) p mapping partitions to linear maps. The linear span of the image of a category of partitions under this functor forms a tensor category with duals and hence gives rise to a compact matrix quantum group.
Related to the classification of all orthogonal easy quantum groups, in 2015 Raum and Weber [RW15] introduced group-theoretical quantum groups as compact matrix quantum groups whose squared entries of the fundamental corepresentation u n ) = C * (Z * n 2 ) ⋈ C(S n ) and H + n is the free hyperoctahedral quantum group (see [BBC07] ). Raum and Weber showed that any group-theoretical quantum group is isomorphic to a semi-direct product quantum group C * (Z * n 2 N) ⋈ C(S n ), where N ⊴ Z * n 2 is an S ninvariant normal subgroup of Z * n 2 . Moreover, they showed that a group-theoretical quantum group is easy if and only if N is strongly S n -invariant and determined the corresponding categories of partitions. Hence the structure of the intertwiner spaces of group-theoretical easy quantum groups is known.
The aim of this article is to describe the intertwiner spaces of group-theoretical quantum groups in general, in particular those of non-easy group-theoretical quantum groups. For this purpose we define a generalisation of group-theoretical categories of partitions, called skew categories of partitions, which are still based on set partitions but closed under slightly different operations than categories of partitions. We define a fiber functor, denoted by p ↦T (n) p , to associate skew categories of partitions to tensor categories with duals. This functor is different from p ↦ T (n) p . Then we can show that skew categories carry the "group-theoretical" structure we are looking for and can be characterised via their corresponding tensor categories.
Theorem 1 (Theorem 2.2, Theorem 3.5). Let R ⊆ P be closed under rotation. Then the following are equivalent:
(1) R is a skew category of partitions.
(2) F ∞ (R) ∶= S ∞ ({a ind(p) k ∈ N 0 , p ∈ R(k, 0)}) ⊴ Z * ∞ 2
is an (S ∞ -invariant) normal subgroup of Z * ∞ 2 . Here a ind(p) ∈ Z * ∞ 2 = ⟨a 1 , a 2 , . . .⟩ is obtained by labelling the blocks of p with the letters a 1 , a 2 . . . in ascending order. (3) span{T (n) p p ∈ R(k, l)}, k, l ∈ N 0 is a tensor category with duals for all n ∈ N.
Applying the previous results and using the semi-direct product structure of group-theoretical quantum groups, allows us to prove that skew categories are the right analogues of categories of partitions for group-theoretical quantum groups. 
gives rise to a series G n of group-theoretical quantum groups with C(G n ) = C * (Z compact matrix quantum groups S n ⊆ G ⊆ H + n , stated for example by Banica in [Ba18] , is solved.
In Section 1 we will recall some basic definitions for partitions and introduce skew categories of partitions. Section 2 provides some technical background and the proof of the first equivalence of Theorem 1. In Section 3 we introduce the functor p ↦T (n) p and prove the other part of Theorem 1. We start Section 4 by recalling some basic definitions for compact matrix quantum groups and easy quantum groups and we summarise the results of Raum and Weber. Then we can finally prove Theorem 2 and have a look at some corollaries. Section 5 provides an example of a non-easy group-theoretical quantum group.
Skew categories of partitions
We recall the definition of categories of partitions and we introduce the new concept of skew categories of partitions.
1.1. Partitions and operations. At first we recall some basic definitions (see [BS09, RW15] ). Definition 1.1. Let k, l ∈ N 0 . A partition p ∈ P (k, l) is a partition into disjoint, non-empty subsets of the set {1, . . . , k, 1 ′ , . . . , l ′ }. These subsets are called the blocks of p and we denote their number by bl(p). Moreover, we put P ∶= ⋃ k,l∈N 0 P (k, l) and for a subset D ⊆ P and n ∈ N we define D n ∶= {p ∈ D p has at most n blocks}.
We can picture every partition p ∈ P (k, l) as k upper and l lower points, where all points in the same block of p are connected by a string.
As easy examples consider the following partitions:
For easier calculation with partitions we will associate pairs of multi-indices to partitions.
. . , j l ) ∈ N l we define ker(i, j) ∈ P (k, l) as the partition obtained by the fibers of the map φ ∶ {1, . . . , k, 1 ′ . . . , l ′ } → N with φ(x) = i x for all x ∈ k and φ(y ′ ) = j y for all y ∈ l. For l = 0 and i ∈ N k we denote ker(i) ∶= ker(i, ∅).
For example we have ind(p) = ((1, 1, 2), (2, 1, 1)) ∈ N 3 × N 3 and p = ker((3, 3, 7), (7, 3, 3)) for p = ⊓ − ⊓ ∈ P (3, 3).
Definition 1.3 (Symmetric group). Let n ∈ N. We view the symmetric group S n as the group {σ ∶ n → n σ bijective}. We define the symmetric group (on countably, but infinitely many points) S ∞ as
Note that S ∞ acts componentwise on the multi-indices N k+l and we have p = ker(i, j) if and only if (i, j) ∈ S ∞ (ind(p)). Now, we recall the operations on partitions Banica and Speicher introduced to construct easy quantum groups. Definition 1.4 (Operations on partitions [BS09, Def.1.8.]). Let p ∈ P (k, l) and q ∈ P (k ′ , l ′ ).
• The involution p * ∈ P (l, k) is obtained by turning p upside-down.
• The tensor product p ⊗ q ∈ P (k + k ′ , l + l ′ ) is the horizontal concatenation of the partitions p and q.
• Let l = k ′ . Then we can consider the vertical concatenation of the partitions p and q. We may obtain middle points which are neither connected to upper nor to lower points. Connected components of such points are called loops and we denote their number by l(q, p). The composition qp ∈ P (k, l ′ ) of p and q is the vertical concatenation, where we remove all loops.
• One basic rotation of p is obtained by turning the uttermost left leg of the upper row and putting it in front of the first leg of the lower row or just in the lower row if p has no lower points. Similarly, the other basic rotations are obtained by rotating the uttermost left lower leg to the upper row, the uttermost right upper leg to the lower row or the uttermost right lower leg to the upper row. Multiple basic rotations of p are called rotations of p.
See [We17] for examples of these operations. To construct skew categories of partitions we introduce the following slightly modified operations. Definition 1.5 (Modified operations). Let p ∈ P (k, l) and q ∈ P (k ′ , l ′ ).
• For all (i, j) ∈ S ∞ (ind(p)) and (f, g) ∈ S ∞ (ind(q)) we define the connected tensor product p ⊗ (if,jg) q ∶= ker(if, jg) ∈ P (k + k ′ , l + l ′ ).
• Let l = k ′ . We call p and q compatible if j (p) ∈ S ∞ (i (q) ) where j (p) and i (q) are as in Def. 1.2. If p and q are compatible we define the conditioned composition of p and q as the usual composition qp ∈ P (k, l ′ ).
• Let l = k ′ and let p and q be compatible. For all (i, j) ∈ S ∞ (ind(p)) and (j, g) ∈ S ∞ (ind(q)) we define the connected conditioned composition q
Note that the connected tensor product p ⊗ (if,jg) q is equal to the usual tensor product p⊗q if the multi-indices (i, j) ∈ N k+l and (f, g) ∈ N k ′ +l ′ have pairwise different entries. In general all connected tensor products can be obtained by taking the usual tensor product and applying several joinings of one block of p with one block of q where it is not allowed to connect different blocks of p or different blocks of q. Consider the following example:
Thus the connected tensor product allows more operations then the usual tensor product whereas the conditioned composition restricts the usual composition to compatible partitions, i.e. to those partitions whose upper resp. lower row coincide with respect to the block structure. In the following example the partitions p 1 and p 2 are compatible but the partitions p 1 and p 3 are not compatible.
Moreover, note that the connected conditioned composition q⋅ (i,j,g) p is equal to the conditioned composition qp if the entries of the multi-indices i ∈ N k and g ∈ N l ′ which do not appear in j ∈ N l are pairwise different. In general all connected conditioned compositions can be obtained by taking the conditioned composition and applying afterwards several joinings of one upper block with one lower block. Here it is not allowed to connect different upper blocks or different lower blocks. We will later see that the connected conditioned composition can be obtained by several conditioned compositions and connected tensor products.
1.2. (Skew) categories of partitions. Based on the operations in Def. 1.4 Banica and Speicher defined categories of partitions. Moreover, Raum and Weber [RW15] defined group-theoretical categories of partitions which correspond to grouptheoretical easy quantum groups as we shall see later.
Definition 1.6 (Category of partitions [BS09, Def.6.3.]). A category of partitions is a subset C ⊆ P containing the partitions ⊔ and which is closed under involution, taking tensor products and composition. By ⟨E⟩ we denote the closure of E ∪ {⊓, } under involution, taking tensor products and composition for any set E ⊆ P . A category of partitions is called group-theoretical if it contains the partition ⊓ − ⊓ .
Note that any category of partitions is closed under rotation as for example the basic rotation from the left of the upper to the lower line can be obtained by taking the tensor product with the identity partition and then compose with ⊓⊗ ⊗⋯⊗ , see [BS09] . Now, we consider the modified operations on partitions to give a definition of a skew category of partitions.
Definition 1.7 (Skew category of partitions).
A skew category of partitions is a subset C ⊆ P containing the partitions ⊔ and which is closed under involution, taking connected tensor products and conditioned composition. By ⟨E⟩ skew we denote the closure of E ∪{⊓, } under involution, taking connected tensor products and conditioned composition for any set E ⊆ P .
The following lemma shows that skew categories of partitions generalise grouptheoretical categories of partitions. Recall Definition 1.2.
Lemma 1.8. (i) Skew categories of partitions are closed under rotation. (ii) Skew categories of partitions are closed under connected conditioned composition. (iii) Any skew category of partition contains the partition ⊓ − ⊓ . (iv) Any group-theoretical category of partitions is a skew category of partitions.
Proof. (i) We mimic the proof of [TW18, Lemma 1.1]. However, we need to take the special conditions of the conditioned composition into account. Let R be a skew category of partitions and p ∈ R(k, l). We define (f, g) ∶=
is the connected tensor product connecting the partition to the uttermost left upper point of p as i (p) 1 = 1 by Def. 1.2. We consider also the partition s ∶= ker((i
which can be obtained by several connected tensor products of ⊓ and . By construction, s and q are compatible and qs ∈ R(k − 1, l + 1) is the basic rotation of p where we rotate the uttermost left upper point to the lower row. The other basic rotations can be constructed analogously.
(ii) Let R be a skew category of partitions and let p ∈ R(k, l) and q ∈ R(l, l ′ ) be compatible partitions. Moreover, let (i, j) ∈ S ∞ (ind(p)) and (j, g) ∈ S ∞ (ind(q)). We put j ′ ∶= (j l , . . . , j 1 ) ∈ N l and g ′ ∶= (g l ′ , . . . , g 1 ) ∈ N l ′ . We consider the rotation p ′ ∶= ker(ij ′ ) ∈ R(k + l, 0) of p to the upper line and the rotation q ′ ∶= ker(jg ′ ) ∈ R(l + l ′ , 0) of q to the upper line and put
By several conditioned compositions of connected tensor products of and ⊓ with r we obtain ker(ig ′ ) ∈ R(k + l ′ ) and hence the connected conditioned composition
It is easy to see that group-theoretical categories of partitions are closed under joining blocks and hence under taking connected tensor products.
The group-theoretical structure of skew categories of partitions
In this section, we will analyse the "group-theoretical" structure of skew categories of partitions. Following the idea of Raum and Weber, we associate words in the free group product Z * ∞ 2 to partitions.
= ⟨a i i ∈ N⟩ be the infinite free product of the cyclic group Z 2 . For any multi-index i = (i 1 , . . . , i k ) ∈ N k we denote by
the corresponding word in Z * ∞ 2 and we view any σ ∈ S ∞ as an endomorphism σ ∈ End(Z * ∞ 2 ) via σ(a i ) = a σ(i) . For any subset D ⊆ P which is closed under rotation we define
Recall Definition 1.2 and note that D = {p p is a rotation of ker(i) for some a i ∈ F ∞ (D)} for any D ⊆ P which is closed under rotation.
Theorem 2.2. Let R ⊆ P be closed under rotation. Then R is a skew category of partitions if and only if
the set {p p is a rotation of ker(i) for some a i ∈ N} is a skew category of partitions.
Proof.
(1) At first we assume that R is a skew category of partitions and show that
is an S ∞ -invariant normal subgroup of Z * ∞ 2 . Recall that for any partition p ∈ R(k, 0) an element of S ∞ (ind(p)) is a labelling of p with a maximal amount of numbers such that the labelling is constant on blocks. Now, let p ∈ R(k, 0),
• F ∞ (R) is closed under inverting elements since
where r ∈ R is the rotation of p * to the upper line.
• Let j ∈ N and let r ∈ R(k+2, 0) be the partition obtained by rotating the uttermost left point of ⊔ ⊗ ((j,j,i 1 ,...,i k ),0) p to the right. It follows that
• At last we show that F ∞ (R) is closed under reducing words by the relations a
. . , i k )) ∈ R which can be obtained by several connected tensor products of and ⊓. By construction q and p are compatible and thus we have
(2) Now, let R ⊆ P just be a rotation invariant subset such that N ∶= F ∞ (R) ⊴ Z * ∞ 2
is an S ∞ -invariant normal subgroup of Z * ∞ 2 . We show that R is a skew category of partitions. In the following we denote i
• At first we show that R can be expressed as
• We have ⊔ = ker((1, 1), 0) ∈ R since a 2 1 = 1 ∈ N and = ker((1), (1)) ∈ R as a 1 a
• For all p = ker(i, j) ∈ R we have p * = ker(j, i) and a j a
and hence R is closed under involution.
• Let p = ker(i, j) ∈ R and q = ker(f, g) ∈ R and we consider the connected tensor product p ⊗ (if,jg) q = ker(if, jg). Since
R is closed under taking connected tensor products.
• Let p = ker(i, j) ∈ R and q = ker(f, g) ∈ R be compatible partitions. Then we can assume that j = f and thus we have qp = ker(i, g). Since
and define R ∶= {p p is a rotation of ker(i) for some a i ∈ N}.
Then we have N = F ∞ (R) and the claim follows by step (2).
For all n ∈ N we can naturally embed the n-fold free product groups Z * n 2 = ⟨a 1 , . . . , a n ⟩ ↪ ⟨a 1 , a 2 , . . .⟩ = Z * ∞ 2 . Theorem 2.2 implies directly that for any skew category of partitions words in F ∞ (R) ∩ Z * n 2 correspond to partitions with n or less blocks in R n (recall Def. 1.1).
Corollary 2.3. Let R be a skew category of partitions and n
2 is an S n -invariant normal subgroup of Z * n 2 and we have R n = {p p is a rotation of ker(i) for some a i ∈ F n (R)}.
Tensor categories of linear maps
In the previous section we analysed the structure of skew categories of partition. Our goal is to link skew categories of partitions to the intertwiner spaces of grouptheoretical quantum groups. For this purpose we associate linear maps to partitions and show that the linear maps corresponding to a skew category of partitions form a tensor category. In the following we denote n ∶= {1, . . . , n} for all n ∈ N.
Definition 3.1. Let n ∈ N. For all p ∈ P (k, l) we define a linear mapT
Note that we haveT (n) p = 0 if p has more than n blocks since in this caseδ p (i, j) = 0 for all (i, j) ∈ n k ×n l . The mapsT (n) p differ from the maps T (n) p introduced by Banica and Speicher [BS09, Def. 1.6,1.7] (see also Def. 4.8) in the sense thatδ p is defined via S ∞ (ind(p)) and δ p is defined via sS ∞ (ind(p)) with sS ∞ ∶= {φ ∶ N → N {n ∈ N σ(n) ≠ n} < ∞}.
The following lemma shows that the operations of a skew category of a partition and p ↦T (n) p behave nicely. 
where we put ∏
Proof. An easy calculation of the coefficients of (T
shows that it suffices to prove the following for all
. By the definition of involution this is equivalent to (j, i) ∈ S ∞ (ind(p * )) which holds if and only if δ p * (j, i) = 1. This proves (i).
As for (ii), we haveδ p (i, j) ⋅δ q (f, g) = 1 if and only if (i, j) ∈ S ∞ (ind(p)) and (f, g) ∈ S ∞ (ind(q)). By the definition of the connected tensor product this is equivalent to (if, jg) ∈ S ∞ (ind(p ⊗ (if,jg) q)). This holds if and only if
For proving (iii), let l = k ′ and recall Definition 1.2. If n < b we have h ∉ S ∞ (j (p) ) and henceδ p (i, h) = 0 for all h ∈ n l . Thus it follows that ∑ h∈n lδ p (i, h) ⋅δ q (h, g) = 0 in this case. So let n ≥ b. At first we consider the case that p and q are not compatible. Let h ∈ n l and δp(i, h) = 1. This implies h ∈ S ∞ (j (p) ). By the definition of compatibility we have S ∞ (j (p) ) ∩ S ∞ (i (q) ) = ∅ and hence h ∉ S ∞ (i (q) ). It follows that δq(h, g) = 0. Similarly, one can show that δq(h, g) = 1 implies δp(i, h) = 0. Thus we have ∑ h∈n lδ p (i, h) ⋅δ q (h, g) = 0. So let p and q be compatible. By definition of M there exists a partition r ∈ M witĥ δ r (i, g) = 1 if and only if the set {h ∈ n l (i, h) ∈ S ∞ (ind(p)), (h, g) ∈ S ∞ (ind(q))} = {h ∈ n l δ p (i, h) =δ q (h, g) = 1} is not empty. So we assume that this set is not empty and determine its cardinality. We consider the connected conditioned composition of p and q where we obtain r and a multi-index h ∈ n l withδ p (i, h) =δ q (h, g) = 1. Then there are a middle blocks which are connected to upper or lower points and hence the corresponding entries of h are determined by i and g. So there are n − a numbers left to label the loops of the composition and hence we have (∏ b−1 c=a n − c) different choices to do so. Thus the claim follows. Now, we can prove that p ↦T (n) p maps skew categories to tensor categories with duals.
Definition 3.3 (Tensor category with duals [BS09, Def.1.2,3.5]). Let n ∈ N. We call a collection of vector spaces H(k, l) ⊆ Hom((C n ) ⊗k , (C n ) ⊗l ) for all k, l ∈ N 0 a tensor category with duals, if the following holds.
(i) H is closed under taking tensor products, i.e. T ∈ H(k, l),
. . , e n be the standard basis of
Recall, that for a subset D ⊆ P we denote the set of all partition in D with at most n blocks by D n (see Def. 1.1).
Lemma 3.4. For all k, l ∈ N 0 the elements {T (n) p p ∈ P n (k, l)} are linearly independent.
Proof. Let m ∈ N, a x ∈ C and p x ∈ P n for all x ∈ m such that ∑ m x=1 a xT
Let y ∈ m and we apply ind(p y ) ∈ n k × n l to this equation. Note that for all x ∈ m we haveδ px (ind(p y )) = 1 if and only if ind(p y ) ∈ S ∞ (ind(p x )). As p x has at most n blocks for all x ∈ m we can encode p x uniquely by ind(p x ) and hence ind(p y ) ∈ S ∞ (ind(p x )) if and only x = y. This implies
a xδpx (ind(p y )) = a y and it follows that the elements {T (n) p p ∈ P n (k, l)} are linearly independent.
Theorem 3.5. Let R ⊆ P . Then R is a skew category of partitions if and only if span{T
(n) p p ∈ R(k, l)}, k, l ∈ N 0 is a tensor category with duals for all n ∈ N.
Proof. If R is a skew category of partitions, Lemma 3.2 and Lemma 1.8 imply that span{T (n) p p ∈ R(k, l)}, k, l ∈ N 0 is a tensor category with duals for all n ∈ N. To prove the converse note that span{T
p ∈ R n (k, l)} for all k, l ∈ N 0 and the elements {T (n) p p ∈ R n (k, l)} are lineraly independent by Lemma 3.4. Thus if span{T (n) p p ∈ R(k, l)} is a tensor category with duals for all n ∈ N it follows from Lemma 3.2 that R is a skew category of partitions.
Classification of group-theoretical quantum groups
In this section we will prove that the tensor categories with duals induced by skew categories of partitions are exactly the intertwiner spaces of all group-theoretical quantum groups. Therefore, we have to recall some basics on compact matrix quantum groups, easy quantum groups and group-theoretical quantum groups.
4.1.
Compact matrix quantum groups and easy quantum groups. For any compact group G the function space C(G) is a commutative C*-algebra with a comultiplication which fulfils some dualised group properties. Woronowicz generalised this concept in a non-commutative setting by defining compact quantum groups as C*-algebras with comultiplication fulfilling the dualised group properties. In fact a compact quantum group arises from a compact group if and only if its C*-algebra is commutative. In 1987, Woronowicz defined compact matrix quantum groups, a subclass of compact quantum groups, as follows.
Definition 4.1 (Compact matrix quantum group [Wo87]). A compact matrix quantum group (CMQG)
consists of a C*-algebra A, a matrix u = (u ij ) ∈ A n×n , called fundamental corepresentation, and a *-homomorphism ∆ ∶ A → A ⊗ A, called comultiplication, such that the following holds.
1.) The elements {u ij 1 ≤ i, j ≤ n} generate A in the sense that the generated *-algebra is dense in A. 2.) The matrix u = (u ij ) is unitary and its transpose u t = (u ji ) is invertible. 3.) We have ∆(u ij ) = ∑ n k=1 u ik ⊗ u kj for all i, j ∈ n. We write (A, u, n) for a compact matrix quantum group A with fundamental corepresentation u = (u ij ) ∈ A n×n . (The common notation is (A, u) as the size n is usually implicit but this is not always the case in this article.)
In the following we will only consider CMQGs with orthogonal fundamental representation in their maximal versions (see [RW15, § 2.2] for more details).
Example 4.2. Let n ∈ N. Wang defined the free symmetric quantum group S + n (cf. [Wa98] ) and the free orthogonal quantum group O + n (cf. [Wa95] ) via
We refer for instance to [RW15] for the next two definitions. 
where we think of u ⊗k and u ⊗l as endomorphism of (C n ) ⊗k ⊗ A and (C n ) ⊗l ⊗ A, respectively, and where we view T as a morphism from
Theorem 4.5 (Tannaka-Krein [Wo88]). The following construction induces an inclusion-inverting one-to-one correspondence between homogeneous orthogonal CMQGs and tensor categories with duals: (1) To a homogeneous orthogonal CMQG (A, u, n) we associate its intertwiner spaces
Hom A (k, l), k, l ∈ N 0
which from a tensor category with duals. (2) To a tensor category with duals
Remark 4.6. By an easy calculation we see that
for any tensor category with duals
Based on this result, Banica and Speicher defined (orthogonal) easy quantum groups in 2009 as follows.
Definition 4.7 (Strongly symmetric semigroup). The strongly symmetric semigroup sS n is the semigroup of all maps {φ ∶ n → n} and we define the strongly symmetric semigroup (on countably, but infinitely many points) sS ∞ as
Note that similarly to the symmetric group the strongly symmetric semigroup sS ∞ , respectively sS n , acts componentwise on multi-indices in N k × N l , respectively n k × n l , for all k, l ∈ N 0 . Definition 4.8. [BS09, Def. 1.6,1.7] For all n ∈ N and p ∈ P (k, l) we define a linear map
Banica and Speicher showed that span{T (n) p p ∈ C(k, l)}, k, l ∈ N 0 is a tensor category with duals for all categories of partitions C which leads to the following definition.
Definition 4.9 ((Orthogonal) easy quantum group [BS09, Def. 3.5]). A homogeneous orthogonal compact matrix quantum group (A, u, n) is called (orthogonal) easy quantum group if there exists a category of partitions C ⊆ P such that for all
4.2. Group-theoretical quantum groups. In 2015, Raum and Weber introduced group-theoretical quantum groups. We roughly summarise their results. 1, 1, 1), (1, 1, 1) ). We have T (n) Hom A (3, 3) . Moreover, it is easy to check thatT -indices (i 1 , . . . , i k ), (j 1 , . . . , j k ) ∈ n k with i x = i y and j x ≠ j y for some x, y ∈ k we have
Proof. Since q ij ∶= u 2 ij are projections with ∑ n j=1 q ij = 1 we have q ij q ik = 0 and q ji q ki = 0 for j ≠ k. Hence for j ≠ k it follows that (u ij u ik )(u ij u ik ) * = q ij q ik = 0. Thus u ij u ik 2 = 0 and we have u ij u ik = 0 for j ≠ k. Analogously, we obtain u ji u ki = 0. This implies
Using the results above the second claim is easy to check.
Raum and Weber showed that group-theoretical quantum groups have a presentation as a semi-direct product quantum group (for more details see [RW15, § 2.5]).
Theorem 4.13. [RW15, Thm. 3.1] Let n ∈ N and let N ⊴ Z * n 2 be an S n -invariant normal subgroup. Then the semi-direct product quantum group given by C * (Z * n 2 N)⋈ C(S n ) is a group-theoretical quantum group. Vice versa, let (A, u, n) be a group-theoretical quantum group. Then there exists an
Remark 4.14. The proof of this theorem by Raum and Weber also shows the following. Let n ∈ N and let N ⊴ Z * n 2 be an S n -invariant normal subgroup. We define
Raum and Weber also classified the easy case. Note that similarly to the symmetric group the strongly symmetric semigroup sS ∞ , respectively sS n , acts on words in Z Remark 4.16. The statement of Theorem 4.4 in [RW15] is correct but the proof contains a slight error. The category of partitions C they constructed is not closed under taking tensor products. But this can be easily fixed (see the appendix of our article) and the set they constructed was still a generating set for the category of partitions we are looking for.
4.3.
The intertwiner spaces of group-theoretical quantum groups. We will now determine the intertwiner spaces of group-theoretical quantum groups in general. We begin with a lemma.
Lemma 4.17. Let (A, u, n) be a group-theoretical quantum group and p ∈ P (k, 0). ThenT (n) p ∈ Hom A (k, 0) if and only if p has more than n blocks or
Proof. If p has more than n blocks it follows thatT
. So assume that p has n or less blocks. It is easy to check thatT 
Proof. Let (A, u, n) be a group-theoretical quantum group. Then there exists an S n -invariant normal subgroup N ⊴ Z * n 2 with A ≅ C * (Z * n 2 N) ⋈ C(S n ) by Theorem 4.13 and we define R = ⟨ker(i) a i 1 ⋅ . . . ⋅ a i k ∈ N⟩ skew . Then we have F n (R) = N by Definition 1.2 and 2.1. Moreover, span{T (n) p p ∈ R(k, l)} is a tensor category with duals containingT (n) p for p = ⊓ − ⊓ by Theorem 3.5. Thus by the Tannaka-Krein duality Theorem 4.5, there exists a group-theoretical quantum group (B, v, n) such that Hom B (k, l) = span{T (n) p p ∈ R(k, l)} for all k, l ∈ N 0 and by Remark 4.6 we have
It follows from Lemma 4.17 that
and by the definition of R we have
By Remark 4.14 we have A ≅ B. Now, let (A, u, n) just be a compact matrix quantum group such that there exists a skew category of partitions R with Hom A (k, l) = span{T (n) p p ∈ R(k, l)} for all k, l ∈ N 0 . By Lemma 1.8 any skew category of partitions contains the partition p = ⊓ − ⊓ and hence (A, u, n) is group-theoretical.
From now on, let N ⊴ Z * n 2 be an S n -invariant normal subgroup, A ∶= C * (Z * n 2 N) ⋈ C(S n ) and R = ⟨ker(i) a i 1 ⋅ . . . ⋅ a i k ∈ N⟩ skew as in the previous theorem. The next corollary describes the skew category R explicitly. For this purpose we have to lift our normal subgroup N ⊴ Z * n 2 to a normal subgroup in Z Proof. Since N ∞ is an S ∞ -invariant normal subgroup of Z * ∞ 2 the set R ′ = {p p is a rotation of ker(i) for some a i ∈ N ∞ } is a skew category of partitions by Theorem 2.2 with
and thus N ∞ ⊆ F ∞ (R). This implies N ∞ = F ∞ (R ′ ) ⊆ F ∞ (R) and hence we have R ′ ⊆ R.
Although we have to lift the normal subgroup N ⊴ Z * n 2 to Z ∞ 2 to describe the whole skew category of partitions R, the following corollary shows that N still suffices to describe the whole intertwiner space.
Corollary 4.20. We have
p ∈ R n } and R n = {p p is a rotation of ker(i) for some a i ∈ N}.
In conclusion we have seen that group-theoretical quantum groups correspond to S n -invariant normal subgroups of Z * n 2 whose structure can be pictured in a skew category of partitions. Raum and Weber showed that group-theoretical easy quantum groups correspond to sS n -invariant normal subgroups of Z * n 2 whose structure can be pictured in a group-theoretical category of partitions.
Finally, we show that we can embed any non-easy group-theoretical quantum group in two group-theoretical easy quantum groups.
Lemma 4.24. We define N 1 ∶= {x ∈ N sS n ({x}) ⊆ N} and N 2 ∶= ⟨⟨sS n (N)⟩⟩ ⊴ Z * n 2 . Then N 1 and N 2 are sS n -invariant normal subgroups with N 1 ≤ N ≤ N 2 . Hence A 1 ∶= C * (Z * n 2 N 1 )⋈C(S n ) and A 2 ∶= C * (Z * n 2 N 2 )⋈C(S n ) give rise to group-theoretical easy quantum groups with A 2
Proof. Obviously, N 2 is a sS n -invariant normal subgroup with N ≤ N 2 . It is also easy to check that N 1 ⊴ Z * n 2 is a normal subgroup with N 1 ≤ N. Hence we have to show that N 1 is sS n -invariant. Let x ∈ N 1 . Then we have sS n (sS n ({x})) = sS n ({x}) ⊆ N and hence sS n ({x}) ⊆ N 1 .
A concrete example of a non-easy group-theoretical quantum group
We consider the group presented by S ∶= ⟨s 1 , . . . , s n s which is isomorphic to S n+1 via ϕ ∶ S → S n+1 , s i ↦ (i n + 1) (see [So94] ). Obviously
is an S n -invariant normal subgroup. Since φ ((a 1 a 2 a 1 a 3 ) 2 ) = (a 1 a 2 ) 4 ∉ N S for φ ∶ n → n with φ({2, 3}) = {2} and φ(x) = x for all x ∈ n {2, 3} it follows that N S is not sS n -invariant. Thus A S ∶= C * (Z * n 2 N S ) ⋈ C(S n ) is a non-easy group-theoretical quantum group. By Remark 4.14 we have
By Lemma 4.17 a relation
∈ Hom A (k, 0) and by the proof of Theorem 4.18 it is equivalent to ker(i) ∈ R for the corresponding skew category of partitions R. Hence by the proof of Theorem 2.2 we see that it suffices to take the generating relations
By some easy calculations and Lemma 4.12 we obtain
ij central projections, u ij u kl u ij = u kl u ij u kl , e,f,h (u be u cf u be u dh ) 2 = 1 for {b, c, d} = 3).
We define the partitions e 3,3 ∶= ker((1, 1, 1), (1, 1, 1)) ∈ P (3, 3), e 6,0 ∶= ker((1, 1, 1, 1, 1, 1)) ∈ P (6, 0), e 8,0 ∶= ker((1, 1, 1, 1, 1, 1, 1, 1)) ∈ P (8, 0), h 3 ∶= ker((1, 2, 1, 2, 1, 2)) ∈ P (6, 0), r ∶= ker((1, 2, 1, 3, 1, 2, 1, 3)) ∈ P (8, 0), r 1 ∶= ker((1, 2, 1, 2, 1, 2, 1, 2)) ∈ P (8, 0), r 2 ∶= ker((1, 1, 1, 3, 1, 1, 1, 3)) ∈ P (8, 0), r 3 ∶= ker((1, 2, 1, 1, 1, 2, 1, 1)) ∈ P (8, 0), * n n , N 2 = ⟨⟨a 2 i , a i a j i, j, ∈ n⟩⟩ ⊴ Z * n n .
Thus we obtain C(Z 2 ⋊ S n ) ≅ C * (Z * n
, where ∼ ↠ should be understood as a surjective *-homomorphism preserving the fundamental corepresentation as in Definition 4.3.
Appendix
We correct the error in Theorem 4.4 of [RW15] . Note that for any n ∈ N ∪ {∞} and category of partitions C the definition of Raum and Weber of F ∞ (C) ∶= {a i k ∈ N 0 , p ∈ C(k, 0), δ p (i, 0)} = sS n ({a ind(p) k ∈ N 0 , p ∈ C(k, 0)}) slightly differs from our definition F ∞ (C) = S n ({a ind(p) k ∈ N 0 , p ∈ C(k, 0)}).
But in the following we will consider group-theoretical categories of partitions for which these definitions coincides as group-theoretical categories of partitions are closed under connecting blocks.
Theorem 6.1. [RW15, Thm. 4.4] For all group-theoretical categories of partitions C and all n ∈ N∪ {∞}, the subgroup F n (C) ⊴ Z * n 2 is an sS n -invariant, normal subgroup. Vice versa, for every n ∈ N∪{∞} and every sS n -invariant, normal subgroup N ⊴ Z * n 2 there is a group-theoretical category of partitions C such that F n (C) = N.
Proof. The proof of the first statement is correct in [RW15] so we have to show that all sS n -invariant, normal subgroups N ⊴ Z * n 2 arise as N = F n (C) for some grouptheoretical category of partitions C. Raum and Weber put C ∶= {p ∈ P p is a rotation of ker(i) for some k ∈ N, a i ∈ N} which is not a category of partitions as it is not closed under taking tensor products. Consider ker(i), ker(i') ∈ C(k, 0). Raum and Weber assumed that {i 1 , . . . , i k } ∩ {i ′ 1 , . . . , i ′ k ′ } = ∅ to conclude ker(i) ⊗ ker(i') = ker(ii') which is not always possible as n ∈ N ∪ {∞} is fixed. Thus the partition ker(i) ⊗ ker(i') could have more than n blocks and hence it would not be in C.
We can fix the proof as follows. Consider N as a subgroup of Z * ∞ 2 and define the set sS ∞ (N) ∶= {σ(x) x ∈ N, σ ∈ sS ∞ }. We denote the closure as normal subgroup in Z * ∞ 2 of this set by
z r σ r (n r )z −1 r s ∈ N, σ r ∈ sS ∞ , z r ∈ Z * ∞ 2 , n r ∈ N} ⊴ Z * ∞ 2 .
Then the category of partitions we are looking for is C = {p ∈ P p is a rotation of ker(i) for some k ∈ N, a i ∈ N ∞ }.
The proof that C is a group-theoretical category of partitions works exactly as in the proof of Theorem 4.4. in [RW15] . Moreover, the proof of Raum and Weber also shows that F ∞ (C) = N ∞ and hence we have F n (C) = F ∞ (C)∩Z * n 2 = N ∞ ∩Z * n 2 = N. Remark 6.2. The set Raum and Weber used was still a generating set for the category of partitions we are looking for. Let n ∈ N ∪ {∞} and let N ⊴ Z * n 2 be an sS n -invariant, normal subgroup. We put C ∶= {p ∈ P p is a rotation of ker(i) for some k ∈ N, a i ∈ N ∞ } and
Then we have C = C ′ .
Proof. By the previous theorem C is a category of partitions with {ker(i) a i ∈ N} ⊆ C and thus we have C ′ ⊆ C. By definition of C ′ we have N ⊆ F n (C ′ ) ⊆ F ∞ (C ′ ). It also follows from the previous theorem that F ∞ (C ′ ) is an sS ∞ -invariant, normal subgroup and hence we have N ∞ ⊆ F ∞ (C ′ ) by the definition of N ∞ . It follows that F ∞ (C) = N ∞ ⊆ F ∞ (C ′ ) and hence C ⊆ C ′ .
