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 1 
Abstract 2 
 3 
Assuming eddy kinetic energy is equally partitioned between the barotropic mode 4 
and the first baroclinic mode and using the weekly TOPEX/ERS merged data for 5 
the period of 1993~2007, the mean eddy kinetic energy and eddy available 6 
gravitational potential energy in the world oceans are estimated at 0.157 EJ and 7 
0.224 EJ; the annual mean generation/dissipation rate of eddy kinetic energy and 8 
available gravitational potential energy in the world oceans is estimated at 0.203 9 
TW. Scaling and data analysis indicate that eddy available gravitational potential 10 
energy and its generation/dissipation rate are larger than those of eddy kinetic 11 
energy. 12 
High rate of eddy energy generation/dissipation is primarily concentrated in eddy-13 
rich regions, such as the Antarctic Circumpolar Current and the western boundary 14 
current extensions. Outside of these regimes of intense current, the energy 15 
generation/dissipation rate is 2 to 4 orders of magnitude lower than the peak 16 
values; however, along the eastern boundaries and in the region where 17 
complicated topography and current interact the eddy energy 18 
generation/dissipation rate is several times larger than those in background. 19 
 20 
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1 Introduction 3 
Eddies are the most important component of the oceanic circulation. Scale 4 
analysis indicates that eddy kinetic energy (EKE) is two orders of magnitude 5 
larger than the mean flow kinetic energy, and eddy available potential energy is 6 
one order of magnitude larger than eddy kinetic energy (Gill et al. 1974; Huang 7 
2010). Satellite altimetry data analysis indicates that at least on the sea surface of 8 
the subtropical gyres, EKE is indeed about 100 times larger than the mean flow 9 
kinetic energy; however, this ratio is reduced to approximately 10 in most part of 10 
the Antarctic Circumpolar Current (ACC) (Wunsch 2007 Plate 6). EKE is most 11 
contained in the form of geostrophic (or mesoscale) eddies on scales of 50 to 100 12 
km and time scale of 10~100 days; these eddies dominate the oceanic kinetic 13 
energy at sub-inertial frequencies at mid- and high-latitudes (Ferrari and Wunsch 14 
2009).However, it is clear that at this time we have no reliable theory and data for 15 
eddy energy generation/dissipation rate in the world oceans. Since this is a 16 
critically important component of the global energy budget, a clear dynamical 17 
picture and a detailed balance are most desirable. Hence, we postulate a method to 18 
combine altimetry data with a hydrographic climatology; this method can provide 19 
useful information about the size of eddy-related energy reservoirs, including 20 
potential and kinetic energy, in the world ocean, and the associated conversion 21 
rates. 22 
It has been long recognized that mesoscale eddies play important roles in the 23 
energetics of the global oceans. In the 1970s, the first international field program 24 
POLYMODE aimed at observing mesoscale eddies in the oceans was organized 25 
(Gould et al. 1974). Despite grand technique challenges associated with observing 26 
4 
eddies in the oceans, much progress was made. In particular, regimes of high 1 
values of EKE in the Gulf Stream Extension, the Kuroshio Extension and the 2 
ACC were identified (Wyrtki et al. 1976; Richardson 1983). With the advance of 3 
satellite altimetry in 1990s, nearly synoptical global pictures of the EKE 4 
distribution (Cheney et al. 1983; Zlotnicki et al. 1989; Shum et al. 1990; Stammer 5 
1997; Ducet et al. 2000) are provided. With the improvement in remote sensing 6 
technique and accumulation of data, more precise pictures of the spatial structure 7 
and temporal evolution of the eddy field are immerging. 8 
Most previous studies have been primarily focused on EKE, often calculated 9 
as half of the squared geostrophic velocity. In a stratified fluid, both the kinetic 10 
energy and available gravitational potential energy (AGPE) are important. Scaling 11 
indicates that most of the eddy energy may be stored in the form of eddy available 12 
gravitational potential energy (EAGPE), which is defined as the difference in 13 
gravitational potential energy between a reference state and the physical state 14 
associated with an eddy. However, this aspect of eddy energetics has not received 15 
much due attention.  16 
As discussed in Feng et al. (2006), the AGPE is very sensitive to the choice 17 
of the reference state. For a person walking on a flat land, his AGPE seems rather 18 
small. However, when he sees a deep well by the road side, he realizes that his 19 
AGPE can be huge in comparing with the bottom of the well. Early studies of 20 
basin-scale AGPE by Oort et al. (1994) was based on a reference state obtained by 21 
horizontally averaging the global stratification. Such a formulation is, however, 22 
not suitable for the study of basin-scale circulation. A more suitable definition 23 
derived from the original definition of available potential energy should be used, 24 
and a computational algorithm including the compressibility of seawater and 25 
realistic topography was developed by Huang (2005, 2010). On the other hand, 26 
5 
for the study of mesoscale eddies in the oceans, the locally averaged stratification 1 
can be used as the reference state. Accordingly, the EAGPE in the world oceans 2 
was estimated at (1 8)− EJ (1 EJ=1018 J, Feng et al. 2006). Furthermore, the global 3 
distribution of EAGPE is closely linked to the strong density fronts and currents 4 
in the oceans, implying that baroclinic instability could be the major mechanism 5 
and energy source supporting these regimes of high EAGPE. In the present study, 6 
we use a two-layer model to study the structure of an eddy; the reference state is 7 
defined as the state with no free surface elevation caused by eddy. The appropriate 8 
EAGPE algorithm can be derived from such a simple layer model. 9 
Mesoscale eddies in the ocean evolve with time through the following 10 
processes: eddy generation through baroclinic/barotropic instability or directly 11 
forced by wind perturbations; energy transfer through eddy-eddy interaction and 12 
eddy-mean flow interaction; and finally through many dynamic processes eddies 13 
lose their energy and eventually die.  14 
The generation of eddies in the oceans may be linked to both the atmospheric 15 
forcing and the instability in the oceans. Frankignoul and Muller (1979) 16 
postulated that mesoscale eddies were mainly forced by the fluctuating winds; 17 
they put the energy source due to atmospheric forcing at 0.05 TW. Comparing this 18 
level of energy source with other sources, wind fluctuations do not seem to play a 19 
dominant role (Wyrtki et al. 1976; Stammer et al. 2001).  20 
The other source of eddy has been identified as the instability in the oceans, 21 
including both baroclinic and barotropic instability. These dynamical processes 22 
have been studied extensively and summarized in textbooks, Pedlosky (1987). 23 
Observations confirmed the claim of instability theory. For example, Stammer 24 
(1997) found eddy variability was positively correlated with the mean horizontal 25 
density gradients; thus, the internal instability is a primary source of eddy because 26 
6 
large horizontal density gradient means strong baroclinic instability. Hydrographic 1 
data analysis indicated that the ocean is baroclinically unstable everywhere (Smith 2 
2007; Killworth and Blundell 2007), suggesting the source of eddy energy is 3 
available in the oceans. Hence, the release of potential energy through baroclinic 4 
instability can be a major mechanism sustaining the generation of mesoscale 5 
eddies.  6 
How much eddy energy is actually generated through baroclinic instability? 7 
Using the commonly accepted Gent-McWilliams scheme, Huang and Wang (2003) 8 
made an attempt of estimate the conversion rate from the mean-state gravitational 9 
potential energy to eddy energy. Since eddy parameterization remains a crude 10 
numerical technique, the conversion rate is rather sensitive to the choice of 11 
parameter. A close examination was taken by Wunsch and Ferrari (2004), and they 12 
put the estimate at 0.2~0.8 TW. In a more recent review, Ferrari and Wunsch 13 
(2009) put this conservation rate at 0.3 TW.  14 
Obviously, the conversion rate is limited by the rate of wind energy input to 15 
the surface current; the estimate of this rate is 0.85～1 TW according to the 16 
studies by Wunsch (1998), Huang et al. (2006) and the most recent study by Scott 17 
and Xu (2009). Thus, the eddy energy generation rate should be a fraction of 1 18 
TW. However, due to the limitation of in-situ observations and computer power, 19 
no reliable estimate of this rate has been published so far. 20 
Another question is how eddies lose their energy. Due to the limitation of in-21 
situ observations and computer power, we have no clear dynamic picture for this 22 
critically important component of the world ocean energetics. 23 
Eddies may lose their energy through the following processes: bottom drag, 24 
loss of balance (or called surface frontogenesis which results from eddy stirring 25 
and implies an energy cascade from the first baroclinic mode to scales smaller 26 
7 
than the first deformation radius), interactions with the internal wave field, 1 
continental margin scattering/absorption and suppression by wind work. Some of 2 
these processes were briefly discussed by Ferrari and Wunsch (2009); however, 3 
most of these items remain unexplored. 4 
Some observation data suggested that eddy dissipation is closely linked to 5 
rough topography, e.g., current meter record study by Fu et al. (1982), altimeter 6 
data analysis by Gille at al. (2000) and model study by Arbic and Flierl (2004). 7 
Wunsch and Ferrari (2004) estimated this rate of energy loss at 0.4 TW. Using 8 
moored current meter records and altimetry data, Sen et al. (2008) reexamined the 9 
bottom drag and suggested that the global dissipation rate of low-frequency flow 10 
by quadratic bottom boundary layer drag falls within the range of 0.2 to 0.8 TW. 11 
Based on high-resolution global simulations, Arbic et al. (2009) put the global 12 
dissipation rates by quadratic bottom boundary layer drag at 0.14 to 0.65 TW. 13 
Although these studies seem to give a rather high upper limit for the rate of eddy 14 
energy dissipation through bottom friction, it is questionable whether bottom 15 
friction can take up such a large portion of the total eddy energy. 16 
Although the eddy-related energy and conversion rates are critically 17 
important, progress in diagnosis based on observation data has been rather slow.  18 
Satellite altimetry data is the most powerful tool currently available in collecting 19 
synoptic data of eddy-related sea surface height anomaly on global scale. In order 20 
to incorporate the vertical structure of eddies, the simplest approach is to use a 21 
two-layer model to infer the baroclinic structure of eddies. Thus, our study is 22 
focused on the diagnosis of eddy energy generation/dissipation rates based on 23 
reliable merged satellite altimetry data and an equivalent two-layer model. 24 
In Section 2, we discuss eddy energy in the form of EKE and EAGPE. A 25 
common approach is using the main pycnocline (thermocline) as the interface of a 26 
8 
two-layer model. Following the analysis by Flierl (1978), an equivalent two-layer 1 
model (EQ-model) is defined, based on the optimal parameter choice calculated 2 
from the first mode of the continuously stratified model. In this way, eddy energy 3 
is linked to the free surface elevation anomaly observed from satellite data. In 4 
Section 3, the data processing and calculation algorithms are presented. The 5 
results of our analysis are presented in Section 4, and we conclude in the last 6 
Section 5. 7 
 8 
2 Two-layer model and calculation algorithms 9 
Mesoscale eddy energy consists of two parts: EKE and EAGPE. Eddies can 10 
be classified as barotropic eddy, baroclinic eddy of mode 1, mode 2 and so on. In 11 
theory, eddy energy calculation should include contribution from all possible 12 
modes. However, such a calculation requires information about the vertical 13 
structure of eddies, which is not available from satellite altimetry data only. 14 
Wunsch (1997) went through a detailed analysis for all current meter data 15 
available at that time, and his results indicated that most part of eddy kinetic 16 
energy is contained in the first baroclinic mode. Forget and Wunsch (2007) 17 
analyzed all hydrographic data in the global oceans and came to a similar 18 
conclusion: “Over the global ocean, the interpretation of the SSH variability as the 19 
vertical displacement signature of the first baroclinic mode is a reasonable 20 
approximation.” Ferrari and Wunsch (2010) noted that at periods beyond one day, 21 
kinetic energy of a water column is roughly equally partitioned between the 22 
barotropic mode and the first baroclinic mode. Thus, we will use this as a working 23 
assumption. 24 
9 
2.1. Model formulation 1 
Before calculating eddy generation/dissipation rates, we present the 2 
formulations based on a two-layer model and an equivalent model inferred from a 3 
continuously stratified model. The details of model formulations are presented as 4 
follows:  a two-layer model is presented in Appendix A. An equivalent two-two 5 
layer model inferred from a continuously stratified model, following Flierl (1978), 6 
is presented in Appendix B, where the reason why this model is better than the 7 
traditional two-layer model is presented.  8 
2.2. The calculation of the EKE and the EAGPE 9 
Using the central difference scheme, the geostrophic velocities in the upper 10 
layer were computed from the SSHA as 1 /yu g fη= − and 1 /xv g fη= . Assume 11 
there are n grid points within the closed sea surface height anomaly contour of an 12 
eddy, the mean geostrophic velocity 1V in the upper layer of the eddy is 13 
( )2 21 1, 1,
1
/
n
i i
i
V u v n
=
< >= +∑ .           (1) 14 
The total geostrophic kinetic energy of each eddy is 15 
2
1, 2,
1
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n
i i i i i
i
EKE f A H H Hη ρ
=
= ∇∑ ,         (2) 16 
where 31030 /kg mρ ≃ is the reference density 1, 2,,i iH H are the upper, lower 17 
layer thickness and 1, 2,i i iH H H= + is the total thickness at grid i . 18 
From Eqs. (A4, A15), the corresponding formula for the EAGPE is  19 
( )22 2,
1
/ / 2
n
i i i i i
i
EAGPE g H H Aρ η ε
=
=∑
.
        
 (3) 20 
Our discussion above is focused on the first baroclinic mode. In general, eddy 21 
energy can exist in quite different forms. As discussed by Ferrari and Wunsch 22 
(2010), eddy motions in the ocean can be described in terms of the Quasi-23 
10 
Geostrophic modes in the oceanic interior, plus the so-called Surface Quasi-1 
Geostrophic solutions (Lapeyre 2009). Since the traditional QG modes are defined 2 
for the ocean at rest, it is may not be the best way to represent motions observed 3 
in the ocean. On the other hand, the traditional QG modes are defined from the 4 
unforced solutions of the homogeneous Sturm-Liouville system, and these modes 5 
form an orthogonal and complete base; thus, any function has a unique (and 6 
convergent) expression in this base. Hence, we can use these modes as the base 7 
and assume that the eddy energy is partitioned as follows 8 
0 1 ,1 2 ,2 ...bt bc bcE c E c E c E= + + + .          (4) 9 
In this study our focus is on the first two terms only; accordingly, the SSHA 10 
signals are separated into two parts 11 
( ), , 1bt bc bt bcη η η η αη η α η= + = = − ,         (5) 12 
where btη  and bcη  are the barotropic and baroclinic components, and [0,1]α ∈  13 
is the fraction. To choose this fraction we assume that the total kinetic energy 14 
partition can be written as 15 
( ), , 1bt bc bt bcke ke ke ke c ke ke c ke= + = ⋅ = −
.
         (6) 16 
For each grid, the vertically integrated kinetic energy is 17 
( )2 1, ,20.5 / /bc i bc i i ike A f H H Hρ η= ∇ ,         (7) 18 
( )20.5 /bt i bt ike A f Hρ η= ∇ .           (8)  19 
From Eqs. (5, 6, 7, 8), we obtain 20 
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11 
The available gravitational potential energy associated with the barotropic mode is 
1 
much smaller than the corresponding kinetic energy, thus can be omitted; the 
2 
available gravitational potential energy for an eddy is 
 3 
( ) ( )22 2 2,
1
1 / / 2i i i i i
n
i
EAGPE g H H Aα ρ η ε
=
= −∑
.        (11) 4 
On the sea surface, the percentage of the kinetic energy associated with the 5 
first baroclinic mode and the barotropic mode is 6 
( ) ( )2 221 / 1bcR α α α = − + −  .          (12) 7 
It is clear that c may be a function of space and time; however, as a first step in 8 
reveal the eddy energetics, we will assume c=0.5 is a global constant, i.e., the 9 
water-column integrated kinetic energy is equally-partitioned between the 10 
barotropic mode and the first baroclinic mode; thus, we have 11 
2 /bcR H H=
.             
(13) 12 
Thus, the surface kinetic energy is mostly associated with the first baroclinic 13 
mode, as discussed by Wunsch (1997). In the following discussion, we will 14 
present results based on the case with c=0.5, unless stated otherwise. 15 
3 Data analysis 16 
3.1. The data 17 
The weekly TOPEX/ERS merged data over period 1993 ~ 2007 were used in 18 
our analysis. We used the data covers the latitude band from 60°S to 60°N with a 19 
horizontal average resolution of 0.333° × 0.265°. Since errors of altimeter data are 20 
larger near the boundary, the sea surface height anomaly (SSHA) data over 21 
regimes with depth shallower than 200 meters are abandoned. Many issues related 22 
to the quality and utility of this data set have been discussed in previous studies, 23 
12 
e.g. Chelton et al. (2007).  1 
The stratification data is obtained from the WOA01 annual mean climatology 2 
of temperature and salinity. The vertical structure of T and S profiles at each 1° × 3 
1° grid point is linearly interpolated to vertically uniform grid of 50 meter interval. 4 
The squared buoyancy frequency N2(z) at each grid is calculated by the standard 5 
Matlab subroutine: Seawater (provided by CSIRO MatLAB Seawater Library, 6 
Phil Morgan, CMR). 7 
3.2. Identifying and tracking mesoscale eddies 8 
Eddy-like character of variability (time scales of 100 day and space scales of 9 
100 km) can be identified from SSHA as follows. First, the SSHA fields were 10 
zonally high-pass filtered to remove large-scale heating and cooling effects 11 
(Chelton and Schlax, 1996). The resulting anomaly fields were high-pass filtered 12 
with filter cutoffs of 6° × 6° to reduce mapping errors. The reasons of choosing 13 
high-pass filter are two folds. In general, the size of an eddy is smaller than 6°× 6°, 14 
especially at high latitudes. In addition, at lower latitudes perturbations are 15 
primarily in the form of linear Rossby waves with relatively large spatial scale; 16 
thus, with high-pass filtering applied to remove the large-scale SSHA, not much 17 
eddy signals are retained (Chelton et al. 2006). 18 
Two criteria applied to identify eddies. 1) A closed contour of SSHA = ±5 cm; 19 
2) the zonal and longitudinal spread of the area enclosed by SSHA contour are 20 
both at least 0.5°. The central location of the eddy is defined as the centroid of 21 
area within the closed SSHA contour. Since f approaches zero near the equator, 22 
the eddy calculation is limited to 5° off the equator. 23 
Eddies are tracked from SSHA fields at consequent time steps as follows. If 24 
an eddy center at next step is located within a circle centralized at the center of an 25 
eddy at the previous time step, these two eddies are considered as the same eddy 26 
13 
at these two time steps. To avoid jumping from one track to another, the radius of 1 
the circle is restricted to 1° of latitude. 2 
Comparing eddy characteristics in our analysis with results from Chelton et al. 3 
(2007) showed a good agreement in almost all important aspects, including the 4 
global distribution of eddies, and eddy propagation velocities and direction. The 5 
number of eddies in our results are slightly larger due to the high-pass filtering 6 
enhances the eddy variability at higher spatial resolutions. 7 
Analyzing the merged altimetry product over the 15 year data, approximately 8 
275,000 eddies were identified and the number of long-lived cyclonic 9 
(anticyclonic) eddies with lifetime ≥ 4 weeks were 51719 (51557); thus, 37.55 % 10 
of the observed eddies were long-lived. The trajectories, the number per 1° square 11 
of long-lived eddies and their mean EKE (per unit mass) derived from the 12 
geostrophic velocities are shown in Fig. 1. 13 
Eddies are mainly concentrated in the vicinity of the major current systems. 14 
At low latitudes (especially the equatorial band), at high latitudes, and in the 15 
eastern basins eddy activity is much lower. Lack of eddies in these regimes may 16 
be due to the fact that large-scale ocean waves there may dominate the observed 17 
SSHA (Chelton et al. 2006). Eddies in the tropics propagate mostly westward; 18 
while eddies in the western boundary current extensions have eastward velocity 19 
components, which may be induced by the mean flow. Eddies in the ACC band 20 
primarily propagate eastward due to the intense eastward current and the Westerly 21 
wind. The mean EKE (per unit mass) shown in low panels of Fig. 1 is directly 22 
calculated from the SSHA data. The pattern and strength of the EKE are in 23 
excellent agreement with Stammer (1997, his Fig. 2) and Ducet et al. (2000, their 24 
Plate 8). In conclusion, thus, the distribution and directly-derived energetics of 25 
mesoscale eddies are very similar with results in previous publications. 26 
14 
3.3. Calculation of the annual mean generation/dissipation rate of mesoscale 1 
eddies 2 
Through eddy identification and tracking, the time series of position and 3 
energy for an eddy were obtained and the total energy of an eddy at each moment 4 
in its lifetime was calculated as summation of EKE and EAGPE. 5 
Assume that we have a time series of an eddy, including its position and the 6 
SSHA at uniform time step of one week. In order to analyze the life cycle of the 7 
eddy, we extrapolate this life of eddy to define the beginning and end of the eddy. 8 
Eddy energy was first calculated in non-uniform grid points, and it was converted 9 
into a 1° × 1° grid data set. The 15-year mean of sources/sinks at those grid points 10 
is thus computed (see detail in Appendix C). 11 
4 Results 12 
4.1. The interfacial depth 13 
The interfacial depth for the EQ-model can be determined by solving the 14 
eigen value problem and inferred from Eq. (B3) in Appendix B, Fig. 2a. In 15 
addition, this depth field is subjected to a constraint of 1 / 2H H≤  and a 16 
smoothing.  17 
Alternatively, the corresponding interfacial depth of the TH-model can be 18 
diagnosed from climatological data. After the approximate range is set, the level 19 
of maximum vertical temperature gradient in each station is diagnosed. For 20 
stations with no subsurface temperature gradient maximum, the corresponding 21 
depth is determined by interpolation from adjacent stations. The map after 22 
smoothing is shown in Fig. 2b.  23 
At middle and low latitudes, these two maps share similar features. For 24 
example, the equivalent interface depth in the Atlantic is slightly larger than that 25 
in the Pacific Ocean and Indian Ocean. However, they are quite different at high 26 
15 
latitudes. The upper layer thickness of the EQ-model is mostly deeper than 500 1 
meters poleward of 40°. Within the central latitude band of ACC, especially south 2 
of 45°S, the equivalent interface depth is on the order of 1000 m. In comparison, 3 
the thermocline depth of the TH-model is quite shallow at high latitudes, on the 4 
order of 100-200 m only. In fact, the main thermocline outcrops along the 5 
poleward edge of the subtropical gyre. Thus, at latitudes higher than the poleward 6 
boundary of the subtropical gyres, there is no main thermocline or pycnocline. As 7 
a result, it is rather difficult to define such an interface, and a dynamical meaning 8 
of the TH-model seems unclear.  9 
A close examination also reveals some difference exists at lower latitudes 10 
between these two models. For example, within 20° of the equator in the Pacific 11 
Ocean, the equivalent interfacial depth of the EQ-model is approximately 200 m, 12 
but it rises to 400 meters in the east. On the other hand, the corresponding 13 
interfacial depth in the TH-model is deep in the western equatorial Pacific Ocean 14 
(150 m), but it is shallow in the eastern equatorial Pacific Ocean (less than 100m). 15 
However, the difference in the equatorial band does not really affect our 16 
calculation in this study because the equatorial band turns out to be a zone of low 17 
eddy activity within our approach, as discussed above. 18 
The density step ε for the EQ-model is calculated from Eq. (B4), upper panel 19 
of Fig. 3. In compassion, the corresponding value for the TH-model is defined 20 
as:
, ,
' ( ) /lower upperθ θε ρ ρ ρ= − , where ,lowerθρ  and ,upperθρ  are the mean potential 21 
density for the layers above and below the main thermocline at each station. The 22 
high density step near the Warm Water Pool in the equatorial Pacific reflects the 23 
fact that stratification is very strong due to the warm and relatively fresh water 24 
there. In comparison with the TH-model, density step obtained from the EQ-25 
model is relatively large in the core of ACC. According to Eq. (A18), this 26 
16 
difference should give rise to a relatively low level of EAGPE. On the other hand, 1 
the equivalent interfacial depth of the EQ-model is much deeper in this area. 2 
According to Eq. (A17), this should give rise to a much higher EKE there. The 3 
difference in these two models will be discussed further shortly. However, in the 4 
following analysis, we will use the equivalent interfacial depth and the density 5 
step inferred from the EQ-model, unless specifically stated otherwise. 6 
4.2. The total EKE and EAGPE 7 
We begin with the diagnosing AGPE and EKE from satellite data. The 8 
meridional distributions of zonally integrated EKE/EAGPE are shown in Fig. 4. 9 
Eddy activity in the equatorial band is a low, as shown in previous studies. In the 10 
Northern Hemisphere, high density of EKE and EAGPE appears around the 11 
latitude band of 40°N, which is closely related to the Gulf Stream and Kuroshio 12 
recirculation. In the Southern Hemisphere, there are two peaks. The northern peak 13 
around 40°S is related to the strong recirculation of the subtropical gyres, 14 
especially the Agulhas Return Current in the South Indian Ocean, and the 15 
confluence regimes of the subtropical gyre and the ACC. The second peak appears 16 
around 50°S, which is closely related to the strong eddy activity in connection 17 
with the core of the ACC.  18 
In addition, the distribution of zonally mean eddy lifetime of eddies is shown 19 
in Fig. 4c. There are two peaks of eddy lifetime in each hemisphere, and the 20 
global mean lifetime is about 4 weeks. Eddy lifetime gradually declines toward 21 
the equator. The reason of the eddy lifetime distribution remains unclear.  22 
Both the ratio of EAGPE over EKE and the ratio of eddy scale over the 23 
radius of deformation vary greatly with latitude, Fig. 4d. At lower latitudes, 24 
deformation radius is much larger than the mean eddy scale, and the energy ratio 25 
is smaller than one near the equator. At high latitudes, deformation radius is much 26 
17 
smaller than the mean eddy scale, while the energy ratio is increased to 2 or even 1 
3. This is consistent with the explanation and Eq. (A19) in the Appendix A, which 2 
implies the ratio of baroclinic EAGPE over baroclinic EKE is equal to the squared 3 
ratio of the eddy scale to the radius of deformation. Since according to Eq. (6), we 4 
have 0.5bcke ke=  and we omit the barotropic EAGPE in our calculation as 5 
mentioned in Section 2.2, the ratio of baroclinic EAGPE over baroclinic EKE, 6 
indicated by the thin dashed line, is theoretically twice the ratio of EAGPE over 7 
EKE, depicted by the thin solid line. However, in Fig. 4d, on one hand, the 8 
squared ratio of the eddy scale to the radius of deformation (not shown) is lower 9 
than double the ratio of EAGPE over EKE, suggesting that the eddy scale 10 
resolved from the SSHA fields may be underestimated. On the other hand, at mid-11 
latitudes around 25° the energy ratio is larger than one while the radius ratio is 12 
smaller than one; we have not yet found any plausible explanation, and thus this is 13 
left for further study.  14 
As shown in Fig. 5, regions of low ratio (no more than 2) are located within 15 
the subtropical gyre, including their western boundary and extensions where 16 
intense currents and eddy activity are quite strong. However, at high latitudes, 17 
especially in the east part of the North and South Pacific Ocean, the ratio is quite 18 
large where eddy generation is less active. The maximum of ratio is larger than 10. 19 
At 45°S band, although the Rossby deformation radius is nearly the same, this 20 
ration is quite large in the eastern part of the South Pacific and its conjunction 21 
with ACC, indicating that the spatial scale of eddies there is much larger than the 22 
deformation radius. 23 
The total EKE/EAGPE diagnosed from the EQ-model is summarized and 24 
compared with previous estimates, Tables 1 and 2. The total EKE in cyclones 25 
(0.081 EJ) is slightly larger than that in anticyclones (0.076 EJ); similarly, the 26 
18 
total EAGPE in cyclone (0.113 EJ) is slightly larger than that of anticyclones 1 
(0.111 EJ).  2 
The total EKE and EAGPE is 0.157 EJ and 0.224 EJ, respectively, Table 1. 3 
These values are much smaller than those reported in previous studies, Table 2. 4 
For example, using data for the monthly mean velocity for the period from 1958 5 
to 2001 taken from Simple Ocean Data Assimilation (SODA) data (Carton and 6 
Giese, 2008), the mean kinetic energy of the world ocean is estimated at 1.46 EJ 7 
(Huang 2010). Since most kinetic energy is in forms of eddy, this number can be 8 
used as an estimate of EKE. Ferrari and Wunsch (2009) put the estimate as 2.6 EJ, 9 
without giving the detail of their estimate. The large difference between EKE 10 
diagnosed in the present study is about 10 times smaller than the values diagnosed 11 
from numerical model of data assimilation in the SODA data.  12 
The total EAGPE in the world oceans remains unclear. Early estimate, such 13 
as Oort et al. (1994), of AGPE in the world oceans was based on dynamical 14 
framework of mesoscale dynamics. As discussed by Huang (2010), using such a 15 
formulation is, however, not suitable for the study of basin-scale circulation. A 16 
more accurate formulation gave the estimate of AGPE at 1880 EJ (Huang 2005). 17 
However, the contribution due to the available internal energy is negative, and the 18 
algebraic sum of these two terms is 810 EJ. As discussed above, a suitable choice 19 
of referenced state is of critical importance in calculating the AGPE. For the study 20 
of eddy energetics, a reference state obtained by averaging the stratification within 21 
a horizontal domain on the order of the first deformation radius is a good choice,. 22 
The total amount of EAGPE in the world oceans sensitively depends on the 23 
choice of the reference state. Using either a 1° × 1° or 2° × 2° gird, the total 24 
amount of EAGPE in the world ocean was estimated at 1-8 EJ (Feng et al. 2006). 25 
These numbers are larger than the value of 0.224 EJ obtained in this study.  26 
19 
Thus, it is clear both the EKE and EAGPE estimates obtained in this study is 1 
much smaller than estimates obtained from theory and numerical models. In 2 
particular, EKE is one order of magnitude smaller than that obtained from 3 
numerical simulations. The large difference between our estimates and those from 4 
theory and numerical models may be due to the rather low spatial and horizontal 5 
resolutions used in collecting satellite data and the smoothing used in merging and 6 
analyzing the satellite data. 7 
4.3. The mean generation/dissipation rate of mesoscale eddies 8 
The generation/dissipation of mesoscale eddies is a key component of the 9 
general circulation because eddies take energy from the large-scale mean state 10 
through barotropic and baroclinic instability. Eventually, eddies dissipate their 11 
energy through many dynamical processes. However, most of these processes 12 
remain unclear at present time, and these processes are simply treated as either a 13 
net growth or a net dissipation of an eddy between two stations which the eddy 14 
occupied during the consequent time at two consequent time steps. 15 
For eddies with lifetime ≥ 2 weeks, the annual mean generation/dissipation 16 
rate of eddy energy was calculated based on the Eqs. (10, 11), Fig. 6. At the 17 
resolution available from satellite data, the spatial distribution of the generation 18 
and dissipation rate is practically the same. In addition, the maps for cyclonic 19 
eddies and anticyclonic eddies are quite similar, and the minor difference can be 20 
seen only in the zonal integrated distribution shown in Fig. 7. Thus, only maps of 21 
cyclonic eddy energy generation rate are presented here. 22 
Comparing Fig. 6 with Fig. 1 indicates that eddies are abundant in the 23 
Kuroshio Extension, the Gulf Stream Extension and the ACC. In the Northern 24 
Hemisphere high eddy activity appears in the West Boundary Current (WBC) 25 
extensions, which seems directly linked to the instability of mean flow, with a 26 
20 
energy generation rate on the order of 15 mW/m2. The high energy generation rate 1 
regime in the North Pacific Ocean appears as a zonal band, 30°N ～ 42°N, but it 2 
extends further northeastward in the North Atlantic Ocean. In fact, one of the 3 
highest rate areas is located as far as 50oN. This northeastward extension of high 4 
energy generation rate seems directly linked to the strong eddy activity associated 5 
with the North Atlantic Current.  6 
In the Southern Hemisphere, the high energy generation rate appears in the 7 
Brazil current, the Brazil-Malvinas Confluence (the recirculation in the Argentine 8 
basin), and the Agulhas Current and its retroflection. The corresponding currents 9 
and associated recirculation systems in the South Pacific Ocean does not appear as 10 
a regime of strong eddy generation. The equatorial band and a vast regime in the 11 
east part of the North and South Pacific Ocean turn out to be a zone of very low 12 
eddy generation. Some of these low eddy generation locations, such as the 13 
equatorial band, may be partially due to the data processing standards used in our 14 
analysis. There is another band of high energy generation rate in the South 15 
Hemisphere, closely associated with the core of ACC, Fig. 6. 16 
In addition, eddy energy generation rate along the eastern boundary of the 17 
Pacific and off the western coast of Australia is one order of magnitude higher 18 
than the corresponding value in the adjacent interior ocean, suggesting local 19 
wave-induced generation mechanism of eddy (Zamudio et al. 2007) and eddy may 20 
generate or dissipate their energy at continental margin via relatively weak 21 
baroclinic instability, eddy-eddy interaction or eddy-wave interaction. 22 
The characters of the zonally/meridionally integrated mean generation rates 23 
of eddies are shown in Fig. 7. In the meridional direction, there are three 24 
latitudinal bands of strong eddy energy generation. The first band is located 25 
around 35-40°N, apparently linked to the recirculation of Gulf Stream and 26 
21 
Kuroshio. The additional secondary peak around 50°N reflects the contribution 1 
due to the North Atlantic Current. The local maximum energy generation rate of 2 
3.1 GW/degree for cyclonic eddies locates at 38°N, and the maximum rate of 3.0 3 
GW/degree for anticyclonic eddies locates at 40°N. This slight difference in 4 
latitude band is because of the polarity of meanders of the Gulf Stream and 5 
Kuroshio Extension, which are cyclonic on the south side of the flow and 6 
anticyclonic on the north side of the flow. 7 
The generation rate in the equatorial band is extremely low. South of 20°S, 8 
eddy energy generation rate gradually increases and reaches a large amplitude 9 
around two bands of peak value, one close to 38°S and another one between 48°S 10 
and 55°S.  11 
From Fig. 7, it is clear that more than half of eddy energy is generated in the 12 
Southern Hemisphere, especially near ACC. The energy generation rate at the core 13 
of ACC reaches a value of 3.30 GW/degree for cyclonic eddies and 3.16 14 
GW/degree for anticyclonic eddies at 48°S~56°S. At 156°E, contributions from 15 
the Kuroshio Extension and the confluence east of Australia give rise to a high 16 
peak of 1.18 GW/degree for cyclonic eddies and 1.11 GW/degree for anticyclonic 17 
eddies, lower panels of Fig. 7. The largest peak at 48°W the highest peak (1.46 18 
GW/degree for cyclonic eddies and 1.38 GW/degree for anticyclonic eddies) is 19 
due to the contributions from the Gulf Stream Extensions and the Brazil-Malvinas 20 
Confluence in the Argentine Basin. The smaller peaks at longitudes of 0° ~ 100°E 21 
result from the enhanced variability of eddy energy in the Agulhas Return Current 22 
and the ACC band. 23 
It is clear that we must pay close attention to the link between local energy 24 
generation/dissipation and flow field and its interaction with topography. For 25 
example, the Luzon Strait is a narrow gap between the South China Sea and the 26 
22 
Northwest Pacific. Wang et al. (2003) found that west of the Luzon Strait eddies 1 
are abundant. Our analysis indicates that this is a regime of relatively high eddy 2 
energy generation/dissipation rate. East of the Luzon Strait, Kuroshio brings in 3 
fast current and strong shear. Strong eddy activity may be induced by the invasion 4 
of Kuroshio (Yuan et al. 2006). Moreover, the rough topography in the strait and 5 
the intense internal tide from the Pacific may also play a role in enhancing the 6 
eddy activity. 7 
Likewise, the intense currents and the rough bottom topography interact in 8 
the Yucatán Channel through which the Gulf Stream flows from the Caribbean 9 
Sea to the Gulf of Mexico, in the area that the ACC flows between the Falkland 10 
Islands and South Georgia and the South Sandwich Islands, and in the eastside of 11 
Australia where the East Australia Current exists, etc. The instability of mean flow 12 
results from the flow-topography interaction may enhance the local eddy 13 
generation rate. The annual mean energy conversion rates in these regions are 2 ~ 14 
6 times larger than those in the background (Figures not shown). 15 
The total energy generation rate for mesoscale eddies with lifetime ≥ 2 weeks 16 
are listed in Table 3. The total generation/dissipation rate of mesoscale eddies is 17 
0.203 TW, and the rate for cyclonic eddies is lower than those of anticyclonic 18 
eddies. It is important to notice that nearly half of eddy energy is generated in 19 
ACC. The eddy energy generated in the Northern Hemisphere is much lower than 20 
in the Southern Hemisphere.  21 
As discussed above, eddy energy consists of two parts, EKE and EAGPE; 22 
both components take part in the energy transfer and conversion. According to the 23 
theory of baroclinic instability, at the horizontal scale of deformation radius, eddy 24 
energy is approximately equally partitioned between these two components. 25 
However, mesoscale eddies in the oceans gradually transfer their energy toward 26 
23 
larger scale through eddy-eddy interaction. As scaling Eq. (A19) revealed, at scale 1 
larger than the deformation radius, EAGPE is larger than EKE. 2 
In many earlier studies the squared geostrophic velocity multiplied by a 3 
factor of 0.5 is treated as the EKE, without including the contribution of layer 4 
thickness. Furthermore, the EAGPE was seldom discussed. In view of the 5 
importance of eddy energy partition, we went through the calculation and 6 
separated these two components. In addition, the EKE component now contains 7 
the contribution due to the mass of each eddy. Hence, the generation rates of EKE 8 
and EAGPE for global cyclonic and anticyclonic eddies with lifetime ≥ 2 weeks 9 
are calculated (Fig. 8 top panel) and the global sums of these items are obtained 10 
(Table 4). Accordingly, for the EQ-model the EKE generation rate of cyclonic 11 
eddies is slightly lower than that of anticyclonic eddies. However, the EAGPE 12 
generation rate of cyclonic eddies is slightly higher than that of anticyclonic 13 
eddies. Further, like the ratio of EAGPE/EKE in Fig. 5, the ratio of cyclonic 14 
EAGPE generation rates over EKE generation rates is shown in Fig. 8 lower panel. 15 
For the global sums, in the EQ-model the EAGPE generation rate is about 1.3 16 
times larger than that of EKE (Table 4). 17 
As a comparison, we also include the results diagnosed from the TH-model 18 
(See it in Appendix D). We believe that the results obtained from the EQ-model 19 
are more reliable, and thus our discussion in this paper is based on this model. 20 
5 Summary and conclusion 21 
By assuming the barotropic and first baroclinic modes have equal kinetic 22 
energy, the mean EKE and EAGPE are estimated at 0.157 EJ and 0.224 EJ, and 23 
the mean generation/dissipation rate of mesoscale eddies is estimated at 0.2 TW. 24 
Previous estimates of the eddy generation and dissipation rate, such as Huang and 25 
24 
Wang (2003) were based on rather crude eddy parameterization scheme. Due to 1 
the highly uncertainty of the parameters used in their estimation, the accurate 2 
value of this conversion remains unclear. In the latest review by Ferrari and 3 
Wunsch (2009), a value of 0.3 TW was assigned, but no details were available. To 4 
the best of our knowledge, no reliable estimate of eddy energy conversion rate 5 
obtained from numerical model has been reported. Thus, the value of 0.2 TW may 6 
be used as a target value. 7 
The estimates of EKE and EAGPE reported in this study are much smaller 8 
than those obtained from theory and numerical simulations. In particular, EKE is 9 
at least 10 times smaller than the values based on theory and numerical simulation. 10 
Such major gaps are primarily due to the rather low spatial and temporal 11 
resolution of the altimetry data used in this study. Although the satellite altimetry 12 
data we used has a horizontal grid resolution of 0.333 deg by 0.265 deg, features 13 
can be resolved by this altimeter dataset are much coarser than this nominal 14 
resolution. As a reviewer pointed out that the large difference between our 15 
estimates and estimates based on theory and numerical simulations indicate that 16 
there are a lot of mesoscale and submesoscale eddies which were not resolved by 17 
this altimeter dataset. These smaller eddies may be responsible for a significant 18 
amount of eddy kinetic and available potential energy, which are not included in 19 
our estimates. Therefore, the EKE and EAGPE estimates in this study, as well as 20 
their generation/dissipation rates, should be interpreted as the lower bounds for 21 
the corresponding values. More accurate estimates for these important quantifies 22 
are clearly needed for further study. It is clear that revealing the important role of 23 
eddies in the ocean remains a grand challenge for observation technology, theory 24 
and numerical simulation.  25 
Despite the large gaps between the estimates from this study and those based 26 
25 
on theory and numerical simulations, many aspects of our results may be useful 1 
for understanding the role of eddies in the oceanic general circulation, such as the 2 
spatial patterns of the EKE and EAGPE distribution, the patterns of the 3 
generation/dissipation rate. 4 
Although, a few estimates of eddy-related energy and conversion rates were 5 
reported in the literature, but they were poorly constrained, and not always 6 
consistent between each others. In particular, there were no estimates of EAGPE 7 
based on satellite observations. We postulated a theoretical framework of the 8 
calculation of EAGPE based on satellite SSHA observations. Thus, we believe 9 
that our estimates set a set of consistent lower bounds for the eddy energetics in 10 
the world oceans based on satellite observations. 11 
One of the major uncertainties in our analysis is the working assumption that 12 
EKE is equally participated between the barotropic mode and the first baroclinic 13 
mode. (If we assumed that all kinetic energy is in the form of the first baroclinic 14 
mode, the corresponding total eddy energy and its generation rate is estimated at 15 
0.646 EJ and 0.345 TW respectively, details of this analysis is not included). 16 
Although Wunsch (1997) and Forget and Wunsch (2007) suggested that most 17 
eddy energy on the sea surface is contained in the first baroclinic mode is a 18 
reasonable approximation, recent studies raised some questions about this 19 
assumption. For example, Lapeyre (2009) suggested that the SSHA signals may 20 
be dominated by the surface geostrophic solutions. However, the surface 21 
geostrophic solutions are surface trapped, and the corresponding interfacial 22 
displacement in the deep part of the ocean is quite small; thus, such surface 23 
trapped motions cannot be associated with a large amount of available potential 24 
energy. Accordingly, the rate of eddy energy generation and dissipation would be 25 
greatly reduced, and this may give rise to a completely different global energy 26 
26 
balance. To resolve this critically important issue, further studies involving 1 
analyzing in-situ observations or eddy-resolving numerical model output are 2 
necessary. 3 
There is a great uncertainty associated with the choice of filtering scale 4 
because results obtained from processing satellite data are sensitive to the choice 5 
of filtering scale. Different filtering scales may give quite different results. We 6 
have carried out similar calculation using filtering scales from 5° × 5° to 7° × 7°, 7 
and the obtained eddy energy varies within the range of 0.196 ~ 0.577 EJ and 8 
energy generation rate varies within the range of 0.11 ~ 0.29 TW (Table 1, Table 3 9 
and Table 4). 10 
Our results suggest that most of eddy energy dissipation takes place in the 11 
middle of the wind-driven circulation, especially the recirculation regimes and the 12 
ACC. The regimes of strong dissipation in the Northern Hemisphere do not seem 13 
to be directly linked to the bottom topography. Thus, energy dissipation through 14 
interaction with bottom topography may not be the only way to dissipate eddy 15 
energy. Other mechanisms, such as dissipation through loss of balance and 16 
interacting with the atmosphere may play some kind of role. 17 
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Appendix A: Formulation based on a two-layer model 1 
A first-baroclinic-mode eddy can be examined in terms of a two-layer model, 2 
Fig. A1, where η is the sea level anomaly, h1 is the depth of the interface, d is the 3 
interfacial disturbance, (H1, H2), (u1, u2), (ρ1, ρ2) are the mean thickness, 4 
horizontal velocity and density of the upper and lower layers. The corresponding 5 
pressure gradient in each layer is 6 
1 1 2 1 1 1,p g p g g h g g dρ η ρ η ρ ρ η ρ∇ = ∇ ∇ = ∇ − ∆ ∇ = ∇ − ∆ ∇
,       (A1) 7 
where g is the gravitational acceleration, 2 1ρ ρ ρ∆ = −  is the density difference 8 
between the upper and lower layers. These relations can be rewritten as 9 
1 2
1 2
,
p pg g g dη η
ρ ρ
∇ ∇
′= ∇ ∇ − ∇≃
,           (A2) 10 
where 2/g g ρ ρ′ = ∆  is the reduced gravity. Geostrophic velocity in each layer is 11 
proportional to the pressure gradient, the right panel of Fig. A1. By definition, 12 
volumetric transport in each layer satisfy the following constraint 13 
1 1 2 2 0u H u H+ =
.             (A3) 14 
From these equations we obtain 15 
1
2
1g Hd
g H
η = + 
′   .             (A4) 16 
Thus, the horizontal pressure term in the lower layer is reduced to 17 
2 1 1 1
2 2 2 1
p H H pg
H H
η
ρ ρ
∇ ∇
− ∇ = −≃ .         (A2’) 18 
When the lower layer is much thicker than the upper layer, velocity in the lower 19 
layer is much smaller than that of the upper layer; however, the volumetric 20 
transport in the lower layer is not negligible because it is exactly the same as that 21 
30 
in the upper layer (with an opposite sign).  1 
In the present two-layer model, if the lower layer is much thicker than the 2 
upper layer, the layer ratio term in Eq. (4) can be omitted, and the corresponding 3 
expression is reduced to 4 
gd
g
η≈
′
.            (A4’) 5 
However, in our calculation, the exact expression (4) for our 2-layer 6 
approximation of the stratification is used. 7 
The AGPE for a two-layer model can be calculated as follows. Assume the 8 
undisturbed upper layer thickness is H1, the free surface elevation is η and the 9 
interface depression is d, Fig. A2. The reference state is defined as the state with 10 
minimal gravitational potential energy, which corresponds to a state with both the 11 
free surface and the interfacial surface leveled off, as shown by the dashed 12 
horizontal lines in Fig. A2. Since the vertical movement involved is very small, 13 
we assume that water density does not change with pressure. As a result, the only 14 
changes are as follows. First, the free surface elevation anomaly is flatted out, as 15 
shown by the arrow in the upper part of Fig. A2. Second, the interface is flatted 16 
out, indicated by the solid arrow in the lower part of Fig. A2. However, other parts 17 
of upper and lower layer remain unchanged. 18 
The calculation of AGPE is separated into two parts. For the upper part of the 19 
water column, we use the upper surface of the undisturbed upper layer as the 20 
reference state. The total gravitational potential energy of the water parcel before 21 
and after adjustment is 22 
0 21
2Top
g bρχ η= ,            (A5) 23 
2
1 2 21 1( )
2 2Top
g g bB b a
B b
ρ ρχ η= + =
+
.         (A6) 24 
31 
Thus, the corresponding available gravitational potential energy is 1 
0 1 21
2Top Top Top
g Bb
B b
ρχ χ χ η∆ = − =
+
.          (A7) 2 
For the lower part of the water column near the interface, there are two water 3 
parcels exchanging their positions. For simplicity, we use the non-disturbed 4 
interface as the reference level. Before the adjustment, the total gravitational 5 
potential energy for the upper layer parcel (on the lower-left corner) and the lower 6 
layer (on the lower-right corner) is  7 
0 21
,1 ( )2Bot
g b d eρχ = − − ,           (A8) 8 
0 22
,2 2Bot
g Beρχ = .            (A9) 9 
The corresponding terms after adjustment have similar expressions, 10 
1 21
,1 2Bot
g Beρχ = ,           (A10) 11 
1 22
,2 ( )2Bot
g b d eρχ = − − .          (A11) 12 
Thus, the available gravitational potential energy associated with the adjustment 13 
of these two water parcels are 14 
0 0 1 1 2
,1 ,2 ,1 ,2 2 ( )Bot Bot Bot Bot Bot
g bB d
B b
ρχ χ χ χ χ ∆∆ = + − − =
+
.      (A12) 15 
For an individual eddy, the width of the background stratification field is 16 
much larger than the width of the eddy, so that B b≫ , and the corresponding total 17 
available gravitational potential energy for the unit length, obtained by dividing 18 
the width of b, is 19 
2 21
2 2Top Bot
gg d ρρχ χ χ η∆= ∆ + ∆ ≈ + .        (A13) 20 
Using Eq. (4), this is reduced to 21 
32 
2
22
1 2
1
2
g g H d
g H H
ρχ
  ′∆
+  +   
≃ .         (A14) 1 
Since the reduced gravity is much smaller than gravity, the second term in Eq. 2 
(A14) is negligible and the total available gravitational potential energy per unit 3 
length is 4 
2
2
g dρχ ∆≃ .            (A15) 5 
Our discussion above can be extended to the case of an eddy in a cylindrical 6 
coordinates. Assuming eddy dimension is much smaller than the dimension of the 7 
ocean, the results are the same. 8 
The ratio of EAGPE and EKE for an eddy is estimated as follows. The 9 
geostrophic velocity of an eddy in the upper layer is estimated as 10 
1 max/ /u g f g frη η= ∇ ≃ ,           (A16) 11 
where f=2Ωsinθ is the Coriolis parameter, Ω is the earth rotation rate, θ is the 12 
latitude, maxη  is the maximal free surface elevation at the center of the eddy and 13 
r is the radius of the eddy. Therefore, the total amount of kinetic energy of an 14 
eddy integrated over the total area of the eddy, A, is estimated as 15 
2
2 max1 1
1 1 1 1
2 2
1 11 1
2 2k A
gH HE H u dA H A
H H fr
ηρ ρ    = + +        ∫∫ ≃ .     (A17) 16 
The corresponding total available gravitational potential energy of an eddy is 17 
estimated as 18 
2
1
max
2
1 1
2 'agpe
g HE g A
g H
ρ η  ∆ +    
≃ .        (A18) 19 
Thus, the ratio of these two types of energy for an eddy is 20 
2
agpe
k d
E rR
E r
 
=   
≃ ,           (A19) 21 
33 
where 1 2 1 2/ ( ) /dr g H H H H f′= +  is the first radius of deformation. Thus, for 1 
eddy with radius close to the first deformation radius, the total energy is roughly 2 
equally partitioned between the EAGPE and EKE. However, most eddies 3 
identifiable from the oceanic datasets, especially from the altimetry, the horizontal 4 
length scale is much larger than the first radius of deformation (Chelton et al. 5 
2007; Stammer, 1997; Roemmich and Gilson, 2001). As a result, the eddy energy 6 
is mostly in the form of EAGPE. 7 
 8 
Appendix B: 2.2. Inferring the two-layer model from a continuously stratified 9 
model 10 
A vitally important step in formulating the two-layer model is to specify the 11 
equivalent depth of the mean interface and the density difference between the two 12 
layers. A simple approach is to use the depth of the main pycnocline and the 13 
associated density jump. In the following discussion this model will be called the 14 
thermocline model (TH-model). Such a model is, however, not suitable for the 15 
subpolar basin and the Southern Ocean where the main thermocline is poorly 16 
defined.   17 
A better approach in parameterization of a two-layer model was described by 18 
Flierl (1978). Mesoscale eddy can be described in terms of the normal modes, and 19 
the standard formulation has been described in many previous literatures, e.g., 20 
Pedlosky (1987), Chelton et al. (1998), and Huang and Pedlosky (2002). Our 21 
notation here follows Flierl (1978). The normal modes can be defined as the 22 
following eigen value/function problem: 23 
2
2 0n n n
d f dF F
dz N dz
λ  + =   ,         (B1a) 24 
34 
0, 0,ndF z H
dz
= = − ,          (B1b) 1 
where Fn(z) is the n-th eigen mode, nλ  is the corresponding eigen value, N2 is the 2 
squared buoyancy frequency, and H is the depth of the sea floor. A normalization 3 
constraint is also applied to the eigen functions 4 
0
i j ijH
F F dz Hδ
−
=∫ .           (B2) 5 
Our study is focused on the first baroclinic mode. The choice of parameter 6 
for a two-layer model depends on the physical aspects of the problem as discussed 7 
by Flierl (1978). Unfortunately, no suitable formulation specifically designed for 8 
the study of the available potential energy is available at present time; thus, we 9 
will adapt the standard formulation for normal mode presented by Flierl (1978). 10 
Accordingly, the equivalent interface depth and the equivalent density step are 11 
( )1 211 0
HH
F
=
+
,           (B3) 12 
( )
2
0
1 1 1
f H
gH H H
ε λ= − .           (B4) 13 
The equivalent reduced gravity is defined as 14 
'g gε= .             (B5) 15 
This model will be called the equivalent two-layer model (EQ-model). 16 
 17 
Appendix C: Calculation of the annual mean generation/dissipation rate of 18 
mesoscale eddies 19 
Through eddy identification and tracking, the time series of position and 20 
energy for an eddy were obtained and the total energy of an eddy at each moment 21 
during its lifetime were calculated as summation of EKE and EAGPE. The 22 
detailed algorithm of annual mean generation and dissipation rate of the 23 
35 
mesoscale eddy is as follows. 1 
Assume that we have a time series of an eddy, including its position and the 2 
SSHA at time 1 2, 1, ..., nt t t t −=  with uniform time step of one week. In order to 3 
analyze the life cycle of an eddy, we need to define the beginning and end of the 4 
eddy. The beginning of an eddy is with zero energy, so that 0 0e = , and its time is 5 
defined as 0 1 22t t t= − + ; its position is defined by a linear extrapolation from 6 
point 1 and 2: ( )0 0 1 2 1 2( , ) 2 , 2x y x x y y= − + − + . Similarly, the end of the eddy can 7 
be defined. 8 
The energy source or sink within each pair of points 
, 1i ide + is calculated as 9 
01 1 0 1de e e e= − = ,                                (C1) 10 
, 1 1i i i ide e e+ += − ,                                    (C2)              11 
The location of 
, 1i ide +  is in the middle of these two positions.  12 
    Gridded energy variation data set was required, so the 1° × 1° grid was 13 
chosen here. Suppose we have four grid points: (i,j), (i+1,j),(i,j+1),(i+1,j+1), the 14 
contributions to four grid points were calculated by the method of weighting. We 15 
assume there is a point source de locates (m,n) with a non-dimensional position 16 
(X,Y) within this grid net, X=m-i, Y=n-j. Thus, contribution of this source to the 17 
grid points at the four comers is: 18 
( ) ( )( ), 1 1e i j de X Y= − − ,                        (C3) 19 
( ) ( )1, 1e i j de X Y+ = − ,                           (C4) 20 
( ) ( ), 1 1e i j de X Y+ = − ,                           (C5) 21 
( )1, 1e i j de XY+ + = .                             (C6) 22 
As a result, in 15-year accumulation the total contribution of these sources or 23 
sinks at those grid points is: 24 
36 
,
1, 0n
N
source
i j n
n for e
E e
= >
= ∑ ,                           (C7) 1 
sink
,
1, 0n
N
i j n
n for e
E e
= <
= ∑ .                            (C8) 2 
The total contribution of these sources or sinks at each grid point divided by the 3 
15-year time is the annual mean generation and dissipation rate of mesoscale 4 
eddies: 5 
, ,
/source sourcei j i jw E T= ,                             (C9) 6 
sink sink
, ,
/i j i jw E T= .                                (C10) 7 
 8 
Appendix D: Results in TH-model 9 
Results from the TH-model are much smaller than the corresponding values 10 
obtained from the EQ-model, and the global sum of eddy energy generation rate is 11 
estimated at 0.113 TW (Table 3). In particular, the contribution from the ACC in 12 
the EQ-model is also much higher than that obtained from the TH-model. Such 13 
difference is due to the fact that the TH-model underestimates both the depth of 14 
the equivalent interface and the density jump across the interface, as shown in 15 
Figs. 2 and 3.  16 
Accordingly, for the TH-model the EKE generation rate of cyclonic eddies is 17 
slightly lower than that of anticyclonic eddies. However, the EAGPE generation 18 
rate of cyclonic eddies is slightly higher than that of anticyclonic eddies. For the 19 
global sums, in the TH-model the EAGPE generation rate is 1.15 times larger than 20 
that of EKE (Table 4). 21 
Since the interface depth in the TH-model is not suitable for the eddy in the 22 
37 
subpolar basin and the Southern Ocean where the main thermocline is poorly 1 
defined, we present the results from the TH-model as a comparison and a 2 
sensitivity test.3 
38 
Table 1. Global sum of EKE and EAGPE diagnosed from satellite data and based on the equivalent 1 
two-layer model, in EJ (1018J). 2 
Resolution 
used in 
smoothing 
 Cyclonic eddies Anticyclonic 
eddies 
Sum 
EKE 0.081 0.076 0.157 
EAGPE 0.113 0.111 0.224 
 
6° × 6° 
Sum 0.194 0.187 0.381 
EKE 0.044 0.041 0.085 
EAGPE 0.056 0.055 0.111 
 
5° × 5° 
Sum 0.100 0.096 0.196 
EKE 0.119 0.113 0.232 
EAGPE 0.174 0.171 0.345 
 
7° × 7° 
Sum 0.293 0.284 0.577 
 3 
Table 2. Global sum of EKE and AGPE, in EJ (1018J) 4 
  Feng et al. (2006)  Equivalent 
2-layer 
model 
1° × 1° grid 2° × 2° grid 
 Huang     
(2005) 
 
Huang 
(2010) 
Ferrari & 
Wunsch 
(2009) 
AGPE 0.224 1 8 1880 (810)   
 EKE 0.157      1.46 2.6 
 5 
Table 3. Total generation/dissipation rate for eddies with lifetime ≥ 2 weeks, in GW. 6 
Resolution 
used in 
smoothing 
 Eddy types NH SH ACC Global 
Cyclonic 32 71 49.7(48.3%) 103 
Anticyclonic 32 68 47.4(47.4%) 100 
 
6° × 6° 
Equivalent 
two-layer   
model Sum 64 139 97.1(47.8%) 203 
Cyclonic 29 29 12.0(20.7%) 58 
Anticyclonic 28 27 11.0(20.0%) 55 
 
6° × 6° 
Thermocline 
 model 
Sum 57 56 23.0 (20.3%) 113 
Cyclonic 18 39 27.2(47.7%) 57 
Anticyclonic 18 37 25.7(46.7%) 55 
 
5° × 5° 
Equivalent 
two-layer   
model Sum 36 76 52.9(47.2%) 112 
Cyclonic 46 104 72.1(48.7%) 150 
Anticyclonic 45 99 68.5(47.6%) 144 
 
7° × 7° 
Equivalent 
two-layer   
model Sum 91 203 52.9(47.2%) 294 
NH means the Northern Hemisphere, SH means the Southern Hemisphere (including the ACC 7 
band) and ACC means the zonal band from 40°S to 60°S. The percentages indicate the proportions 8 
of the part energy conversion rates by the total. 9 
 10 
Table 4. Global generation/dissipation rate for eddies with lifetimes ≥ 2 weeks, in GW. 11 
model Equivalent 2-layer model Thermocline 
model 
39 
Resolution used in 
smoothing 
6° × 6° 5° × 5° 7° × 7° 6° × 6° 
Cyclonic 45 26 64 27 
Anticyclonic 43 25 60 25 
 
EKE 
Total 88 51 124 52 
Cyclonic 58 31 86 30 
Anticyclonic 57 30 84 31 
 
EAGPE 
Total 115 61 170 60 
Total  203 112 294 113 
 1 
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Figure Captions 1 
 2 
Fig. 1 (top) The trajectories of (a) cyclonic and (b) anticyclonic eddies with lifetimes ≥ 4 weeks in 3 
North Atlantic in 1993.  4 
(middle) The number per 1° square of long-lived eddies in 15 years, (c) is for cyclonic eddies and 5 
(d) is for anticyclonic eddies. The interval between contours is 5.  6 
(bottom) The global mean EKE (per unit mass) calculates as 0.5×(u2+v2) in unit of cm2s-2, where u, 7 
v are zonal and meridional geostrophic velocities. (e) is plotted in log10 form while (f) is not. 8 
 9 
Fig. 2 The global map of a) the equivalent interface depth H1 of the equivalent 2-layer model and b) 10 
the depth of main thermocline, in m. The black heavy solid line indicates the 200m-isobath, which 11 
marks the boundary of data domain. 12 
 13 
Fig. 3 The global map of a) the density step ε = g’/g derived from the Eq. (B4) and b) the density 14 
step ε derived from the depth of main thermocline. It is dimensionless. The black solid line 15 
indicates the 200m-isobath. 16 
 17 
Fig. 4 Meridional distribution of eddy properties, based on the equivalent two-layer model. a) 18 
Zonally integrated energy of cyclonic eddies. The solid line indicates the zonally integrated EKE 19 
while the dashed line indicates the zonally integrated EAGPE. b) Zonal mean deformation radius. 20 
c) Zonal mean lifetime of cyclonic eddies. d) The thick solid line indicates the zonal mean ratio of 21 
eddy radius over the deformation radius. The thin solid line indicates the zonal mean ratio of 22 
EAGPE/EKE while the thin dashed line indicates double the ratio of EAGPE/EKE. The dotted line 23 
indicates the ratios equal to 1. 24 
 25 
Fig. 5 The ratio of EAGPE/EKE whose resolution is 1° × 1°. The ratio larger than 5 is set to 5. The 26 
black solid line indicates the 200m-isobath. 27 
 28 
Fig. 6 The mean energy generation rate of cyclonic eddies with lifetimes ≥ 2 weeks, in mW/m2. 29 
The black solid line indicates the 200m-isobath. 30 
 31 
Fig. 7 The zonal (meridional) integration of global annual mean generation rate is shown in top 32 
(bottom), in GW/degree. Solid line indicates the annual mean generation rate of cyclonic eddies, 33 
dashed line indicates the annual mean generation rate of anticyclonic eddies. 34 
 35 
Fig. 8 Top panel: Mean generation rate for cyclonic eddies with lifetime≥ 2 weeks, in mW/m2. 36 
Lower panel: The ratio of EAGPE generation rates for cyclonic eddies over its EKE generation 37 
rates. The white thin line indicates the contour that ratio equals 1.5 and the black solid line 38 
indicates the 200m-isobath. 39 
 40 
Fig. A1 Sketch of the free surface and the layer interface in a two-layer model: Left panel: Free 41 
surface and interface of a two-layer model. Right Panel: Velocity pattern of the first baroclinic 42 
mode. The symbols are explained in the main text. 43 
 44 
Fig. A2 Water parcel movement during the adjustment to a state of minimal gravitational potential 45 
energy. 46 










