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Abstract. The mean-field Gross-Pitaevskii equation with repulsive interactions exhibits frictionless flow
when stirred by an obstacle below a critical velocity. Here we go beyond the mean-field approximation to
examine the influence of quantum fluctuations on this threshold behaviour in a one-dimensional Bose gas
in a ring. Using the truncated Wigner approximation, we perform simulations of ensembles of trajectories
where the Bose gas is stirred with a repulsive obstacle below the mean-field critical velocity. We observe the
probabilistic formation of grey solitons which subsequently decay, leading to an increase in the momentum
of the fluid. The formation of the first soliton leads to a soliton cascade, such that the fluid rapidly
accelerates to minimise the speed difference with the obstacle. We measure the initial rate of momentum
transfer, and relate it to macroscopic tunnelling between quantised flow states in the ring.
1 Introduction
The experimental control and manipulation of dilute gas
Bose-Einstein condensates (BECs) has advanced rapidly
over the last decade. A number of potential applications of
BECs such as atomtronic circuits [1,2] and superconduct-
ing quantum interference devices (SQUIDs) [3,4,5,6] rely
on their superfluid properties. Going beyond proof of con-
cept experiments, however, will require a precise under-
standing of how the superfluid properties of a BEC are af-
fected by external perturbations and other influences such
as quantum fluctuations. Examples include understanding
when the weak link in an atomic SQUID will lead to the
decay of the superfluid current [2,1,7,8]; how superfluid-
ity is affected by the manipulation of barriers and con-
fining potentials [9,10,11,12,13,14,15,16,17,18,19]; and
when the imperfections of an atomic waveguide will im-
pede superfluid flow [20]. There is also a interest in the
controlled generation of quantum phase slips — excita-
tions in dissipationless superfluids — to create topolog-
ically protected qubits and standardised quantum cur-
rents [21].
One of the defining characteristics of a superfluid is the
critical velocity vc: the speed above which any perturba-
tion moving within the superfluid will experience a drag
force and lead to excitations. When the critical velocity
is exceeded when stirring a superfluid with a repulsive
obstacle, dark solitons (in 1D) and vortices (in 2D and
3D) are the dominant form of excitations, generally also
Correspondence to: mdavis@physics.uq.edu.au
accompanied by dispersive waves [12,14,22,23,24,10,18,
19].
Within mean-field theory, the critical velocity can be esti-
mated using the Landau criterion. For weakly-interacting
dilute gas BECs with repulsive interactions the critical
velocity is predicted to be equal to the local speed of
sound [11,10]. Experiments have demonstrated the exis-
tence of a critical velocity in BECs [25,26,13,27,17] and
a large body of theoretical work has examined this phe-
nomenon based on the mean-field Gross-Pitaevskii equa-
tion (GPE) — see, for example, Refs. [12,28,11,29,22,23,
16,30,14,24,10]. These have found that while the critical
velocity observed in experiments is often smaller than the
bulk speed of sound in the BEC, this can sometimes be
reconciled with the Landau criterion if one carefully takes
into account the local conditions around the obstacle [10,
11]. This involves estimating a local speed of sound and
a local flow velocity which depend upon the local density,
the depth and shape of the perturbing potential, and the
speed of the obstacle. Other authors have made use of clas-
sical field simulations for BECs [31], and found that the
effects of finite temperature, inhomogeneous density, and
circular stirring all contribute to the reduction of critical
velocity from the speed of sound [9,18,19].
The existence of a critical velocity for superfluid flow leads
to the concept of persistent currents in multiply-connected
geometries such as a ring trap. A superflow moving at a
subcritical speed can persist indefinitely, as no excitations
can form to reduce the momentum of the fluid [16,14,
12]. The superflow is in fact a metastable state — it is
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Fig. 1. Schematic energy diagram of asymmetric double well
potential that illustrates the metastability of excited super-
flows in a multiply-connected geometry . The energy minima
correspond to flow states characterised by q and q′.
not the thermodynamic ground state of the system, but is
classically prevented from reaching the ground state due
to the existence of an energy barrier [32,33,34,8].
Beyond mean-field theory, at zero temperature quantum
tunnelling can lead to the decay of the superflow towards
the thermodynamic ground state [32,35]. The energy states
of this system are a series of progressively lower energy
minima separated by barriers. The transition between two
consecutive minima is pedagogically similar to the text-
book calculation of the transition between the minima of
an asymmetric double well [32,35,36]. The minima of the
well (illustrated in Fig. 1) correspond to quantised flow
states, labeled by integer quantum numbers q and q′, sep-
arated by energy ∆E = Eq′ − Eq. At finite temperatures
the decay of the superfluid can also be caused by thermal
activation.
A number of theoretical studies have calculated the rate of
decay of a superfluid disturbed by a moving obstacle [33,
37,38,34]. A common approach has been to calculate the
transition rate from an initial metastable flow state q to
another flow state q′. The most widely cited approaches
are the instanton method [34,36,32,35,29] and effective
Hamiltonian methods [33,39,40], although results have
also been obtained by applying the Bethe Ansatz approach
to the Lieb-Liniger model [37].
In the instanton method, the two flow states are approxi-
mated as the minima of an asymmetric double-well system
such as illustrated in Fig. 1, and the tunnelling rate from
one well to the other can be calculated using well estab-
lished path integral methods [34]. This technique has been
used to calculate the transition probability from higher to
lower superfluid flow states for a subcritical toroidal flow
in the presence of a delta-like obstacle [34] and for an ar-
ray of such obstacles [29]. A characteristic finding of these
analytical studies is the prediction of a decay rate that is
a power-law function of the velocity.
These previous theoretical works in one-dimension focused
on the initial rate of decay of the superflow, with limited
discussion of the microscopic dynamics of the density, or
the long time behaviour of the system. In this paper we
address this gap in the literature. We consider a homoge-
neous one-dimensional Bose gas at zero temperature with
periodic boundary conditions as could be realised experi-
mentally in a ring trap with tight transverse confinement.
A number of experiments in similar configurations have
provided evidence for dissipative effects that are not read-
ily described by mean-field simulations [8,2,1,7]. Some
have suggested that probabilistic vortex formation could
play a role [8,1].
Here we use the truncated Wigner approximation to ex-
amine the influence of quantum fluctuations on the dy-
namics of a stationary Bose gas when it is stirred by a
moving obstacle at a speed v. We initially focus on the
situation when the obstacle moves at speeds below the
mean-field critical velocity vc as determined by simulation
of the Gross-Pitaevskii equation for the same system pa-
rameters. In particular, we examine how quantum fluctu-
ations result in the probabilistic occurrence of phase slips,
and the formation of gray solitons in the TWA simulation
trajectories for obstacle speeds below the mean-field criti-
cal velocity. We quantify the excitations of the system by
computing the increase in momentum over a fixed time
interval, and find that there is no sharp transition at the
mean-field critical velocity.
For the long time dynamics we find that the initial cre-
ation of a soliton leads to a rapid cascade of further soli-
tons so that the eventual difference in speed between the
stirrer and the fluid is minimised. We calculate the rate of
increase of the fluid momentum as a function of the obsta-
cle velocity and interaction strength, and compare these
to earlier analytical approximations of superfluid decay in
one-dimension [33,34,37,38,29].
2 Model
The system of interest is a stationary homogeneous one-
dimensional Bose gas with periodic boundary conditions
(i.e. a ring-like geometry). It is subjected to stirring by a
penetrable obstacle moving with a velocity v that is be-
low the mean-field critical velocity. We perform a Galilean
transformation to perform simulations in the frame of ref-
erence in which the obstacle is stationary at x = 0.
We work in dimensionless units x′ = x/x0, where x0 =√
~/mω0, t′ = ω0t, and ω0 is the trapping frequency of
an assumed harmonic potential in the transverse dimen-
sions that allows the one-dimensional reduction. The di-
mensionless interaction parameter is g′ = 4pias/x0 where
as is the s-wave scattering length. From this point forward,
dashes on these dimensionless quantities in our notation
are dropped for clarity.
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Fig. 2. Exemplar trajectories showing probabilistic soliton formation in TWA simulations below the critical velocity. (a–c)
shows |ψ(x, t)|2 as a function of time for trajectories in which zero, one, and two solitons form, respectively. (d–f) The change
in momentum, and (g–i) the system phase winding as a function of time for the same trajectories. Simulation parameters are
g = 0.025, N = 16384, L = 512, 512 grid points, V0 = 0.3µ and v = 0.98646vc.
The time-dependent GPE in the frame moving with the
obstacle is
i
∂ψ(x)
∂t
=
(
−1
2
∂2
∂x2
− iv ∂
∂x
+ V (x) + g|ψ(x)|2
)
ψ(x),
(1)
where ψ(x) is the classical Bose field normalised to the
number of particles N =
∫
dx|ψ(x)|2. The potential has
the form
V (x) = V0 exp(−2x2/σ2). (2)
We consider the situation where the spatial extent of the
obstacle σ = 8ξ, where the healing length ξ = (2µ)−1/2,
and µ = gn is the chemical potential with n the back-
ground density, such that the system is in the hydrody-
namic regime. The potential height is chosen to be V0 =
0.3µ, a moderate fraction of the system chemical potential
such that the obstacle is penetrable.
To explore the beyond-mean-field effects due to quantum
fluctuations, we numerically simulate this system using
the TWA [31]. Briefly, in this approach the time evolution
of the full quantum field is approximated by a stochastic
ensemble of initial classical fields ψ(x) evolved according
to the Gross-Pitaevskii equation (1). The method is valid
in the weakly-interacting regime where the number of sim-
ulation modes M is significantly less than the number of
particles N , and for simulation times such that the neglect
of the higher-order terms in the equation of motion for the
Wigner function is reasonable.
In this paper we only consider stationary zero-temperature
initial states, which are constructed according to
ψ(x) = ψ0(x) +
M∑
i
[ηiui(x) + η
∗
i v
∗
i (x)] (3)
where ψ0(x) is the time-independent ground state of the
Gross-Pitaevskii equation (1) and ui(x) and vi(x) are the
solutions for the Bogoliubov excitations of the system. ηi
are complex Gaussian random numbers with 〈|ηi|2〉 = 1/2,
such that each Bogoliubov mode has an ensemble aver-
age occupation of half a particle. Further details of this
methodology are described in Refs. [31,41].
Stationary solutions to Eq. (1) are only possible for ob-
stacle speeds lower than the critical velocity v < vc. Other
typical parameters for the simulations are interaction strength
g = 0.1, number of atoms N = 2048, system length L =
128 and number of modes M = 128.
Ensemble averages are based on between 96 to 3000 tra-
jectories, as needed to attain a suitably small statistical
uncertainty 1. An analysis of statistical uncertainty was
performed for our simulations and the 95% confidence in-
terval for the uncertainty in the mean is indicated on rel-
evant figures.
1 Where comparisons are made across different simulation
parameters, the same number of trajectories were used to en-
sure statistical consistency.
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For the purposes of this paper it is important that the
mean field critical velocity vc is determined to high nu-
merical accuracy. Previous studies [11,12,14,16,10] have
shown that the critical velocity depends sensitively on the
local density and is modified by local flow conditions. It
is also affected by the width and height of the obstacle,
and its velocity relative to the local flow speed [11,14].
Watanabe et al. Watanabe showed for a homogeneous
system in the hydrodynamic regime, the critical velocity
can be determined by solving the Bernoulli equation at
the threshold indicated by the Landau criterion. In our
units, the results in Ref. [11] can be cast as(
v√
2c
)2
−
(
3
2
) 2
3
(
v√
2c
) 2
3
+ 1− V0
µ
= 0, (4)
where V0 is the maximum amplitude of the impurity po-
tential and µ = c2 is the chemical potential. Physically,
the smaller of two solutions to Eq. (4), v−, corresponds
to the critical velocity, while the larger solution v+ is the
speed above which no energy is transferred to the sys-
tem. In general, vc ≡ v− is lower than the speed of sound
calculated as c =
√
gn — in our case a typical value is
vc ≈ 0.44c.
The estimate Eq. (4) is exact in the hydrodynamic limit
of σ/ξ → ∞. In our case σ/ξ = 8 and Eq. (4) is only
accurate to one or two significant figures. We therefore
numerically determine vc to 8 or 9 significant figures using
an iterative algorithm to test whether stationary solutions
are possible, and check by propagating in real time using
Eq. (1).
3 Results
3.1 Behaviour of individual trajectories
It is instructive to first examine individual trajectories of
an ensemble of simulations in the truncated Wigner ap-
proximation. Consider a system that is stirred at a speed
of v = 0.98646vc, where the critical velocity was numeri-
cally determined to be vc = 0.39442, and other parameters
as specified in the caption of Fig. 2.
Grey soliton formation is a well-known phenomenon in
GPE simulations above vc [12,11,14,10], but here we find
solitons form in some trajectories below vc. While indi-
vidual trajectories do not have a well-defined physical
interpretation, it has previously been argued that they
can loosely be interpreted as single realisations of exper-
iments [42,31,43,44]. In the simulations each trajectory
has a different realisation of noise in the initial state, and
we find that this leads to macroscopically different out-
comes after some simulation time.
This behaviour is illustrated in three exemplar trajecto-
ries in Figs. 2(a–c), which show the evolution of |ψ(x, t)|2,
roughly corresponding to density. The stationary dark de-
pression at x = 0 in each of Figs. 2(a–c) is caused by the
stirrer, which is stationary in the simulation frame of refer-
ence. The key distinguishing feature between the different
trajectories is the emergence, in some trajectories, of per-
sistent and dark density depressions which are identified
as grey solitons.
Figure 2(a) shows a trajectory in which no solitons form
during the simulation time. Figure 2(d) shows the cor-
responding change in total system momentum, which ex-
hibits only small fluctuations about zero. Figures 2(b) and
(c), on the other hand, show the formation of one and two
solitons respectively, with corresponding step-like changes
in the system momentum (shown in Figs. 2(e) and (f)).
The momentum changes occurs in initial discrete jumps of
approximately piN/L and then rapidly increases to around
2piN/L, corresponding to the difference in momentum be-
tween quantised superflow states q and q − 1, where q is
an integer.
To highlight the direct connection between soliton forma-
tion and change in momentum, we calculated the phase
winding of individual trajectories usingΘ =
∫ L
0
(dθ(x)/dx)dx,
where θ(x) is the unwrapped phase of the classical field
ψ(x), as a function of time [see Figs. 2 (g–i)]. Every grey
soliton formation event and corresponding change in sys-
tem momentum results in a 2pi phase slip.
3.2 Soliton formation and ensemble momentum
While the soliton formation in individual trajectories oc-
curs stochastically, the expectation value of the momen-
tum P (t) for the ensemble increases smoothly, and is plot-
ted in Fig. 3. This is similar to results of Refs. [9,29] for
the decay of an initial superfluid flow from the probabilis-
tic nucleation of phase slips due to quantum and thermal
fluctuations.
To highlight that soliton formation is responsible for the
change in momentum ∆P = P (tf ) − P (0), we divided
the trajectories into two ensembles containing (i) those in
which solitons formed, and (ii) those in which solitons have
not formed within the simulation time. As can be seen in
Fig. 3, the average momentum of the non-soliton forming
ensemble does not show any appreciable increase 2. By
contrast, the average momentum change for the soliton-
forming ensemble is significant.
As the stirring velocity v increases toward vc, the frac-
tion of trajectories exhibiting soliton formation at a given
time increases significantly, as does the rate of momentum
change. This is consistent with the theoretical understand-
ing that the rate of tunnelling of the fluid between quan-
tised flow states will increase as v → vc. We quantitatively
address this aspect in Section 3.5.
Figures 4(a–c) show histograms of the change in momen-
tum as a function of time over the ensemble of trajec-
tories for three different stirring velocities v/vc = 0.88,
2 We note there is a small change due to the initial equili-
bration of the truncated Wigner initial state.
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Fig. 3. Momentum change averaged over three ensembles:
1821 trajectories where no soliton formation was observed
(blue); 1179 trajectories where at least one soliton has formed
(red), and all 3000 trajectories (black). The shaded regions
represent the 95% confidence interval, which are similar to the
line width (see inset). All simulation parameters are the same
as in Fig. 2.
0.92 and 0.97. In Figs. 4(a,b), where v/vc = 0.88 and 0.92
respectively, only a fraction of the trajectories exhibit soli-
ton formation in the simulation time frame, and of those
that do, not all have reached the final momentum state of
∆P0 = Nv. At long times, a significant fraction remain in
the ∆P = 0 state.
In Fig. 4(c) where v/vc = 0.97, it can be seen that all tra-
jectories exhibit soliton formation, and the total momen-
tum change over the interval is close to ∆P0 = Nv, that is,
the final momentum of the fluid is such that the relative
velocity between the stirrer and the fluid is minimised.
Correspondingly, the ensemble momentum (dashed line)
as averaged over 248 trajectories approaches ∆P ≈ ∆P0.
Figures 4(d–f) plot the momentum change for a random
sample of thirty trajectories from the ensemble for the
same three different stirring velocities to give an indication
of the behaviour of individual trajectories.
Note in our simulations, the system does not always reach
exactly ∆P0 as the initial stirrer speeds are not generally
integer multiples of the momentum quantum 2piN/L.
3.3 Comparison with mean-field theory
In this section we make a direct comparison between the
TWA simulations and mean-field theory. We calculate the
total momentum change ∆P as a function of initial stir-
rer speed for a total simulation time of tf = 40L/v, cor-
responding to 40 periods of stirring. We vary the stirring
speed across the critical velocity v ∈ [0.8− 1.2]vc
For stirrer velocities with v > vc it is not possible to ini-
tialise the system with the stirrer already immersed in the
fluid as no mean-field solution exists. For this reason, in
this section we begin the simulations without the obstacle
present, and increase the amplitude of the potential V0
smoothly as a function of time from zero to 0.3µ as
V0(t) = 0.3µ sin
2 (pit/2τr). (5)
The ramping period τr is of order 10
−3 to 10−2 times the
simulation interval. It results in transient and small am-
plitude dispersive waves which lead to a small change in
the momentum of the fluid, but do not otherwise affect
simulation outcomes 3. The regime v  vc is outside the
scope of this work, but we note previous work that indi-
cates that at sufficiently large velocities the obstacle no
longer creates solitons [45,14]. .
The momentum increase for these simulations is plotted
in Fig. 5. In the mean-field simulations, where the initial
fluid speed is below the critical velocity (v < vc), there
is no increase in the momentum of the fluid beyond the
initial transients [12,14,10]. At v = vc there is a step-
like increase in ∆P corresponding to the onset of soliton
formation.
In contrast, in the TWA simulations ∆P increases con-
tinuously across v = vc. Within the discretisation of the
simulated stirrer speeds, ∆P varies smoothly with no sug-
gestion of a threshold. Below vc, ∆P falls toward zero as
v/vc → 0. We can understand this qualitatively as fol-
lows: for v < vc, transitions between the two quantised
flow states of the fluid are classically forbidden and are
only possible through quantum tunnelling. As v → vc,
even the smallest fluctuations can cause an irreversible
transition to a superflow state with a lower energy in the
rotating frame.
Above vc, soliton formation is energetically allowed in
mean-field theory and occurs with certainty in both TWA
and GPE simulations at an average rate that increases
with v, consistent with previous work [12,14,28]. The TWA
result has a slightly larger momentum change compared to
GPE simulations for the same stirrer velocity. This is most
noticeable for v & vc. For v  vc the momentum change
appears to be dominated by mean-field physics and effects
due to quantum fluctuations are small in comparison (see
inset to Fig. 5).
These simulations were performed in a parameter regime
where interactions are relatively strong (g = 0.1) such
that excitations below vc occur more readily. We have also
performed simulations for smaller values of g with quali-
tatively similar results, although ∆P falls off more rapidly
below vc.
3 The transient momentum change described here has no sig-
nificant effect on the results presented, and could be further
minimised a longer ramp period. We have independently ver-
ified using a time-dependent Hartree-Fock-Bogoliubov simula-
tions that such a process does not seed dynamic instabilities
in the Bogoliubov modes.
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Fig. 4. (a–c) Density plots showing histograms of the change in momentum as a function of time over the ensemble of
trajectories for three different stirring velocities (a) v/vc = 0.88, (b) v/vc = 0.92, and (c) v/vc = 0.97, sorted into 40 bins
over ∆P/(2piN/L) ∈ [0, 8]. The blue dashed line show the ensemble average momentum change for all 248 trajectories. (d–f)
Momentum change for a random sample of thirty trajectories from the ensemble for the same set of velocities as in (a–c). In
(d) and (e) several trajectories have no change in momentum during the simulation time of 106ω−10 . Simulation parameters are
g = 0.025, N = 4096, L = 128 using 128 grid points and V0 = 0.3µ.
3.4 Long time behaviour
We observe distinct differences in the long-time behaviour
of the GPE and TWA simulations. An illustration of this
is shown in Fig. 6. Figure 6(a) shows the density as a func-
tion of time for a GPE simulation for v > vc. Figure 6(b)
shows a typical trajectory for a TWA simulation for the
same parameters — we see that only a single soliton forms
in the GPE simulation, while a second soliton forms in the
TWA simulation.
For GPE simulations with a stirring speed above vc, we
find that after a sufficient number of solitons form the rela-
tive speed between the fluid and the stirrer drops below vc.
At this stage further soliton formation appears to be sup-
pressed. Quantitatively, the rate of change of momentum
peaks and falls off after characteristic time τs ≈ L/(c−v),
which corresponds to the time it takes for the obstacle to
catch up with forward propagating waves from when it
was first introduced.
In contrast, this suppression of excitations does not oc-
cur in the TWA simulations, as illustrated in the sample
trajectory shown in Fig. 6(b). Instead, the formation of
the first soliton appears to trigger a cascade of additional
solitons until the relative speed between the stirrer and
the fluid is close to zero. The time intervals between sub-
sequent soliton formation events are stochastic, but are
typically significantly shorter than the average time to for-
mation of the first soliton — see e.g. Fig. 4.
Figure 7 compares the increase in the total momentum
for the GPE and the TWA simulations for the same con-
ditions as for Fig. 6. It is clear that the momentum reaches
a plateau for the GPE corresponding to a single soliton,
but the TWA simulation continues to form solitons and
the momentum continues to increase. The physical mech-
anism for this difference in behaviour is unclear. We note
that the solitons in the TWA simulations decay over time
(become less dark), which does not seem to occur in GPE
simulations. We leave this observation as a topic for future
study.
3.5 Tunnelling rate between quantised flow states
Calculating the decay rate of a persistent current has been
a focus of previous work, and it is a key observable in ex-
periments. A characteristic result of such calculations [34,
33,37,38,29] is that for the highest order transition, from
a winding number of q to q − 1, the transition rate (and
superfluid decay rate) Γ has a characteristic power-law
dependency on the obstacle velocity v of
Γ ∝ (v/vc)αK−β , (6)
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Fig. 5. Comparison of the momentum change for GPE (blue
open circles) and TWA (black line) simulations as a function of
stirrer velocity for a simulation time of tf = 40L/v. Other sim-
ulation parameters are g = 0.1, N = 1024, L = 128 using 128
grid points and V0 = 0.3µ. The inset shows the same results
for a wider range of stirrer velocities v ∈ [0.6 − 1.8]vc, where
in these simulations vc = 0.38555. The red shaded region in-
dicates the 95% confidence interval uncertainty for the TWA
result for an ensemble of 96 trajectories. The fluctuations in
the GPE result as a function of v, and in the TWA simulations
beyond the statistical uncertainty, is due to finite simulation
time effects, such as when solitons and sound waves determin-
istically collide with the obstacle or each other, resulting in
small, transient momentum changes. They do not qualitatively
affect the main observation of a sharp step at v/vc = 1 in the
mean-field results but no such step change occurs for the TWA
simulations.
Fig. 6. Example comparison of GPE and TWA densities
|ψ(x)|2 for stirring with v > vc. (a) GPE simulation for which
soliton formation ceases after the first soliton, which itself per-
sists for some time. (b) TWA simulation, where the first soliton
decays over time (becomes less dark) and a second soliton forms
toward the end of the simulation interval. Simulation parame-
ters are g = 0.1, N = 1024, L = 128 using 128 grid points and
V0 = 0.3µ. Here, v = 1.0155vc, τs = 235.
Fig. 7. Comparison of the change in momentum for a GPE
simulation (blue line) and the TWA ensemble (black line) av-
eraged over 96 trajectories, the red shaded regions represent
the 95% confidence interval. Simulation parameters are as in
Fig. 6. The fluctuations of the momentum as a function of time
for the GPE result is due to the interaction of excitations with
the obstacle. The background greyscale density plot shows a
histogram of the fraction of TWA trajectories with each mo-
mentum (35 bins over ∆P/(2piN/L) ∈ [0, 5]).
where
K =
pi√
4pias~L/N
, (7)
is the Tomonaga-Luttinger parameter which characterises
the strength of interactions in the one-dimensional sys-
tem [34,38]. It is commonly expressed in terms of the
Lieb-Liniger gas parameter γ = 4pias~L/N (as, L and N
are defined as before) such that K = pi/
√
γ.
The calculations agree that α = 2, and β is an integer
of order unity that varies depending on the system ge-
ometry and approximation regime used [34,33,37,29]. For
ring systems at T = 0 perturbed by a delta-like impurity,
the effective Hamiltonian method results in α = 2 and
β = 1 [33,38]. For infinite systems at T = 0 perturbed by
a delta-like impurity, the instanton method gives similar
results [34]. For lattice potentials, an approach using the
Bose-Hubbard model at T = 0 indicates α = 2, β = 2 [29].
A summary of these results is provided in Table 1.
We note that Eq. (6) is a calculation of the transition rate
for the first decay from q to q − 1 only. In the K  1
regime, this is the dominant transition as higher quanta
decays (e.g. q → q − n for n > 1) are suppressed [33,38].
We have tested these analytically derived scalings numer-
ically through simulations for a broad range of K ∼ 112–
5100 (γ ∼ 10−5–10−7) where the validity conditions for
the truncated Wigner approach are satisfied, and which
correspond to parameters that are potentially experimen-
tally accessible. We adjust K in the numerics by systemat-
ically decreasing the interaction strength g and increasing
the atom number N while keeping gN/L constant. This
keeps the mean-field dynamics unchanged, while reducing
8 Chao Feng, Matthew J. Davis: Influence of quantum fluctuations on the superfluid critical velocity
Study Approach Temperature Geometry Result
Kagan 2000 [33] Effective Hamiltonian T = 0 Ring with delta impurity Γ ∝ v2K−1
Cherny 2011 [37] Effective Hamiltonian T = 0 Ring with delta impurity, v  vc Γ ∝ v2K−1
Bu¨chler 2001 [34] Instanton Finite T Infinite system with delta impurity Γ ∝ vT 2K−1
T = 0 Infinite system with delta impurity Γ ∝ v2K−1
Danshita 2012 [29] Bose-Hubbard model T = 0 Lattice potential Γ/L ∝ v2K−2
Finite T Lattice potential Γ/L ∝ vT 2K−3
Table 1. Calculations of the superfluid flow decay rate Γ by various methods.
the relative amplitude of the quantum fluctuations in the
TWA simulations. For each value of K, we perform sim-
ulations for an appropriate range of sub-critical obstacle
velocities, typically v = 0.8− 0.9999vc and determine the
decay rate for each set of parameters using an ensemble
of 3000 trajectories. Simulation parameters were L = 512,
σ = 3ξ, V0 = 0.3µ and M = 256, with gN/L = 0.8 and
vc = 0.44098c = 0.39442. We restrict our attention to
short times when the decay should be dominated by the
first transition q → q − 1. As K  1 in our simulations
and β is of order unity, we compare our results to the
approximate scaling relation Γ ∝ (v/vc)αK ,
Two different methods are used to estimate the decay rate
Γ . In the first, we track the rate of soliton formation per
unit time in individual trajectories and use these to cal-
culate the ensemble average soliton formation rate Rs for
a range of velocities v < vc. Given the correlation be-
tween soliton formation and the momentum change, Rs is
a suitable proxy for the transition rate Γ . We fit this to the
power-law relationship Rs ∝ (v/vc)αK . Sample data and
fits are shown in Fig. 8 for different parameter regimes. We
find that the numerical results are well-fit by this function.
The exponent αK is estimated during the fitting pro-
cess using a standard weighted regression algorithm in the
MATLAB software suite, and is plotted as red circles in
Fig. 9. We find that α ≈ 1.5 ± 0.1 in the weakly inter-
acting regime (K = 5109) and drops to α ≈ 0.8 ± 0.1
for stronger interactions (K = 112). These results for α
are statistically smaller than the theoretical predictions of
α = 2 as reported in Refs. [34] which is valid for K > 1
and in Refs. [33,38,29], valid in the weakly interacting
regime K  1.
The expression Γ ∝ (v/vc)αK−β assumes the overall de-
cay of the system is dominated by the single quanta decay
of its highest occupied state. This assumption is satisfied
for our simulations with K > 103 where fewer than 1%
of trajectories are observed to have formed more than a
single soliton within the simulation interval. However, for
smaller K this assumption is less reliable as decay is in-
fluenced by higher rates of subsequent soliton formation,
including the cascade effect described earlier. For simula-
tions at K = 374 and K = 112, up to 10% and 77% of
trajectories recorded the formation of more than a single
soliton during the simulation interval, and it seems likely
that the smaller values of α we find at lower values of K
are due to this effect.
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Fig. 8. Soliton formation rate Rs as function of velocity for
(a) K = 112 (b) K = 375, (c) K = 1332 and (d) K = 4683.
Simulation data is shown as blue markers, a fit to a power
law function is shown as dashed red lines. System parameters
ranged from g ∈ [2.5×10−2, 6×10−4] and N ∈ [16384, 682667],
with L = 512 using 512 grid points and V0 = 0.3µ. Each data
point was obtained from sampling 3000 trajectories. Error bars
representing 95% confidence intervals are shown in all figures:
for (a–c) they are small and of similar size to the plot markers.
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Fig. 9. Scaling exponent α as a function of the Tomonaga-
Luttinger parameter K found by measuring the rate of soliton
formation (red circles) and the rate of momentum decay (black
diamonds). The range of parameter values used in the TWA
simulations are as described in the caption to Fig. 8. Error bars
represent 95% confidence intervals.
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We have also performed a second estimate of the scal-
ing of the transition rate with v by calculating the rate
of change of the ensemble momentum over a fixed inter-
val, excluding a short initial period of small and transient
momentum changes. For the relatively short simulation
intervals used in these sets of simulations, the behaviour
is approximately linear, of form ∆P (t) ∝ Γt. We estimate
Γ from the gradient for a range of velocities v < vc and
fit to the expected power relationship as before to esti-
mate α. The linear fits have coefficient of determination
(R-squared) values between 0.97 (at lower velocities) and
0.99 (at higher velocities), indicative of a good fit.
Again, the exponent αK is estimated from the fits and
the results are shown as black diamonds in Fig. 9. We
find α ≈ 0.7± 0.1 for small K and α ≈ 1.3± 0.1 at large
K, similar to the soliton-based measure.
The difference between the predicted scaling law and our
findings is currently unexplained. Our estimate of α is
based on measurements over a range where Γ varied by a
factor of 45. A more reliable practice for fitting data to
power law expressions would be to consider a wider range.
However, going further is beyond the available computa-
tional resources as it requires a factor of ten increase in the
number of simulations, or a commensurate increase in the
integration time of each simulation. Another potential fac-
tor in the difference is the type of obstacle used for stirring.
In the theoretical predictions this was a microscopic delta-
function potential, or a lattice potential, whereas here we
have used a macroscopic Gaussian potential several times
larger than the healing length. Notwithstanding the limi-
tations of our simulations, the observed scaling is similar
to the theoretically predicted power law form. Our sim-
ulations have demonstrated that in the TWA approach,
the macroscopic tunnelling of quantised flow states is di-
rectly linked to the stochastic formation of solitons in the
microscopic dynamics.
3.6 Discussion
Our results suggest that observing the decay of a quan-
tised current due to quantum fluctuations will be chal-
lenging in experiments in the weakly interacting regime
(K  1), as the rate decreases rapidly for v < vc and
may only be experimentally observable very close to vc.
For experiments in the more strongly interacting regimes
(K & 1), our results show that soliton excitations may
be observable even at velocities significantly below the
mean-field critical velocity. To observe the spontaneous
formation of dark solitons below the critical velocity, ex-
periments would need to be able to differentiate momen-
tum changes of individual quanta, and control the initial
stirring obstacle velocity at a level of precision of order
10−2 to 10−3 times vc. While challenging, this may be
achievable in modern experiments [21].
Previous work using the TWA suggested quantum and
thermal fluctuations could lead to a lower critical veloc-
ity compared to mean-field predictions [9]. Our findings
provide further insight — while solitons may form at ar-
bitrarily low velocities, the rapid fall off in the rate of
excitations as v → 0, could manifest in experiments and
numerical simulations with limited spatial resolution as an
apparent reduction in the effective critical velocity. This
would be especially pronounced in experiments operating
in regimes of weak interactions.
The change in quantised flow in 1D systems occurs due
to the formation of solitons. Therefore, the statistics of
soliton formation could provide an alternative method to
track and measure the change of quantised flow. Solitons,
and their higher dimensional analogues, are well-defined
excitations that can be visible with high-resolution exper-
imental imaging [13].
4 Conclusions
We have simulated the stirring of a zero temperature one-
dimensional Bose gas with periodic boundary conditions
by an obstacle above and below the mean-field critical
velocity using the beyond-mean-field Truncated Wigner
approximation. We have shown that the quantum fluctu-
ations in the TWA result in probabilistic formation of grey
solitons in the fluid below the critical velocity.
We have quantified changes in the superfluid flow both
by tracking soliton formation, as well as calculating the
change in the system momentum, and have observed a
non-zero probability for soliton formation, and hence su-
perfluid decay, at all obstacle speeds. We find that this
probability decreases smoothly as the stirrer speed falls
below vc. These results are distinguished from the mean-
field case, where no decay is observed for v < vc.
The average time to the formation of the first soliton de-
pends strongly on the stirrer speed and the strength of
interactions g. Within the TWA, the formation of the first
soliton triggers a soliton cascade which continues until the
relative speed between the stirrer and the fluid is min-
imised. Such a soliton cascade is not observed in GPE
simulations.
Finally, for v < vc we found the rate of formation of soli-
tons, and the rate of change of momentum of the system,
to scale as a power law of the fractional velocity v/vc, con-
sistent with the theoretically prediction Γ ∝ (v/vc)αK ,
where in our simulations we find α ≈ (0.8 − 1.5) ± 0.1.
In the weakly interacting regime, we find α = 1.5 ± 0.1
which does not agree with the results of α = 2 [33,38].
A potential reason for this difference is the nature of the
obstacle used in the stirring simulations.
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