The data samples that fall on the origin side of the hyperplane parameterized by (w, ρ) are identified as anomalous. The optimization problem can be easily converted into a quadratic programming problem and efficiently solved even in large-scale case. A technique related to OCSVM, intensively used in anomaly detection, is the Support Vector Data Description (SVDD) [42] , where a hypersphere is used to separate the data instead of a hyperplane. The objective of SVDD is to find the smallest hypersphere with center x c and radius R > 0 that encloses the majority of the data in the feature space. The SVDD primal problem is given by min R,xc,ξ
The data vectors that fall outside the hypersphere parameterized by (x c , R) are identified as anomalies. In [42] have been shown equivalence between SVDD and OCSVM with a radial basis kernel. Furthermore, in [10] new one-class classification is developed aiming to compute hyperellipsoids with minimum effective radii around a majority of the image vectors in the feature space. On short, after clustering the mapped image vectors {φ(x i )} m i=1 , then each cluster is enclosed with a hyperellipsoid that encapsulates the majority of vectors in that cluster. Those samples lying outside of any of the hyperellipsoids are identified as anomalies. This problem is formulated as a second order cone programming optimization problem, imposing a greater computational requirement than quadratic programming. Multiple other extensions of SVDD have been analyzed on the literature [12, 21, 37] which consider make various assumptions on the center of hypershere. Note that many of these extensions support formulations as linear programming problems. The actual evidence on the performance of SVM classification techniques on practical anomaly detection task provides us the motivation to adapt one-class classification algorithms to the attributed graph learning problems related to the money laudering. However, in order to overcome representational and generalization difficulties encountered for high dimensional complex datasets, we aim to combine the advantages of these primary strategies with the representational power of deep learning techniques.
Dictionary Learning for AD. Given signal y ∈ R m and fixed dictionary D ∈ R m×n , the sparse representation problem seeks the vector x, that uses at most s columns from D, in order to approximate y min
where . 0 is the ℓ 0 pseudo-norm counting the non-zero entries of x. The parsimony of the representation facilitates the application to many tasks such as compression, denoising, classification, fault detection and isolation. Representation quality is dictated by the dictionary choice. Dictionary learning is the specialization of matrix D to a specific class of signals Y . Given a set of Y ∈ R m×N training signals, the dictionary learning (DL) problem is
where D ∈ R m×n is the dictionary, whose columns are also called atoms, and X ∈ R n×N are the resulting s-sparse representations. The normalization constraint is desired such that atoms become mere directions towards which the corresponding coefficients in the representations pull. The classification task instills class discriminative properties to the dictionary atoms. Label Consistent K-SVD (LC-KSVD) [17] is an extensively used DL-based classification method that trains a linear classifier W together with the dictionary.
Let the Y training signals belong to any of c known classes, LC-KSVD extends the general DL problem (2) by assigning atom subsets for each class and forcing the representations to follow the class label rather than approximation quality. The new objective becomes
where H ∈ R c×N represents the label matrix and Q ∈ R n×N represents the label consistent matrix allocating each atom to a specific class. DL classification has been successfully applied to the task of anomaly detection in water distribution networks [15] .
When the set Y is made of signals living on a weighted graph G, the dictionary is also required to capture the underlying graph structure. One approach is to include the graph Laplacian, which incorporates graph patterns, into the learning problem. We denote L = ∆ − W the Laplacian, where ∆ represents the diagonal degree matrix and W is the graph adjacency matrix; L ∈ R N ×N .
Often, signals are similar when the nodes they rest on are connected, contributing to the smoothness property of the graph. Integrating smoothness in (2) ensures that the structure of D captures the graph topology and is generally obtained via a regularization term that controls the similarity between dictionary atoms with respect to local patterns,
An additional way to address smoothness is by requiring the sparse representations to follow a similar rule. This task can be achieved by taking another Laplacian, L c , which considers the feature space defined by Y . With these regularization terms in place, the new learning problem now reads [49] 
Deep Learning for AD. Autoencoders are deep neural networks which represent data within multiple hidden layers by reconstructing the input, effectively learning an identity function [26, 36] . The autoencoders, when trained solely on normal data instances ( which are the majority in anomaly detection tasks), fail to reconstruct the anomalous data samples, therefore, producing a large reconstruction error. The data samples which produce high residual errors are considered anomalies [36] . A recent deep autoencoder approach for detection of anomalies in accounting data is presented in [26] , where the trained network's reconstruction error obtainable for a journal entry and regularized by the entry's individual attribute probabilities has been used for anomaly assessment. Less false positives and higher precision have been reported comparing to the state-of-the-art non-deep learning methods. Similarly, the authors of [31] employ a convolutional neural network (CNN) as a forecasting tool time series anomaly detection, which predicts the next time stamp on the defined horizon. The Euclidean distance is computed between the value predicted by the CNN module and the actual value and an abnormality score proportional to this distance is established. Similar time series problem class is approached in [51] , where a multi-scale convolutional autoencoder is developed to construct multi-scale (resolution) signature matrices for characterizing multiple levels of the system statuses in different time steps. Subsequently, given the signature matrices, the convolutional encoder is employed to encode the inter-sensor (time series) correlations and an attention based Convolutional Long-Short Term Memory network is developed to capture the temporal patterns. Numerical simulations suggests it surpasses the previous well-known one class-classification, density estimation and long-short term memory prediction models.
Another perspective on deep learning models is given by viewing them as feature extractors which learn robust features [16, 36, 46] . In deep hybrid models, the representative features learned within deep models are input to traditional algorithms such as one-class SVM classifiers. The hybrid model employed by [12] consist of a deep belief (encoder) network which extracts generic underlying features and then, these features are introduced in a linear OC-SVM classifier. It is noticeable that the linear classification kernel allows significant reductions in the entire learning process. Inspired by kernel-based one-class classification, one class neural network (OC-NN) [5] methods combines the ability of deep networks to extract a progressively rich representation of data with the oneclass objective of creating a tight envelope around normal data. The OC-NN approach breaks new ground for the following crucial reason: data representation in the hidden layer is driven by the OC-NN objective and is thus customized for anomaly detection. This is a relative departure from other approaches based on learning deep features with an autoencoder and feeding the features into a separate anomaly detection method like OC-SVM [36] . Another variant of one class neural network architecture Deep Support Vector Data Description (Deep SVDD) [18] trains deep neural network to extract common factors of variation by closely mapping the normal data instances to the center of sphere, is shown to produce performance improvements on MNIST and CIFAR-10 datasets [36] .
The previous literature on the deep learning for anomaly detection subject is immense and several survey have briefly captured the essential contributions. For this purpose, we refer to a recent much more profound and structured survey such as [36] .
Anomaly detection in networks
In this section we provide a preliminary brief survey on general methods for AD in networks.
Although most of literature focus on graphs without attributes, we give a special attention to references approaching edge/node-attributed networks.
Network analysis for AD in networks. Several social network statistical metrics and clustering techniques are used in [7] to detect fraud in a factoring company. In [20] a hybrid anomaly detection approach is considered that employs clustering (Euclidean Adaptive Resonance Theory) to establish customers normal behaviors and then uses statistical anomaly index to determine deviation of a particular transaction from the corresponding group behavior. A supervised learning AML system is developed in [38] , which after extracting the communities from a transactions network, identifies a feature set involving information on network dynamics, party demographics and community structure. Then applies a simple supervised learning method to detect anomalies.
Evolutionary networks are considered in [6] , where a community detection strategy is used to highlight anomalies based on the temporal quantitative evolution of network communities. In [13] is presented a comparison of the spectral embedding of individuals in different data sources in a cross data source embedding, declaring an anomaly if the embeddings deviate substantially.
Regarding the more relevant graphs with attributes, there are several references worth to be mentioned. In [9] certain types of anomalies are detected based on scoring each node (or an entire community) using statistical neighborhood information, such as the distance between the attributes of the node and its neighbors. Also a combination of this scoring procedure with a deep autoencoder is provided. In [44] , normative graph substructures are identified by taking into account some coverage rules and their quantitative occurence is established. Anomalous substructures are selected from those with least occurences in the graph. The model from [22] defines a normal instance as the one that have a sparse representation on the set of instances and the representation residual is minimized. The network structure has been included in the model through an usual Laplacian type quadratic penalty. Furthermore, the model developed in [33] selects a subset of representative instances on the space of representative attributes that are closely hinged with the network topology based on CUR decomposition, and then measures the normality of each instance via residual analysis.
In [39] edge-attributed networks are considered from an information-theoretic perspective based on Minimum Description Length. The algorithm consists of a combination between an aggregation step of neighborhood attributes information and a clustering step used to provide an abnormality score on each node using the aggregated data. The authors of [23] adopts a finite mixture model to interpret the underlying attribute distributions in a vertex-attributed graph. In order to accommodate graph structure, network entropy regularizers are proposed to control the mixture proportions for each vertex, which facilitates assigning vertices into different mixture components. A deterministic annealing expectation maximization is considered to estimate model parameters.
In [34] a normality measure is used to quantify the topological quality of communities as well as the focus attributes of communities in attributed graphs. The normality quantifies the extent to which a neighborhood is internally consistent and externally separated from its boundary. The proposed method discovers a given neighborhood's latent focus through the unsupervised maximization of its normality. The respective communities for which a proper focus cannot be identified receive low score, and are deemed as anomalous.
Clustering for AD in networks. As stated in [1] , spectral localisation is the phenomenon in which a large amount of the mass of an eigenvector is placed on a small number of its entries. Related to Laplacian matrices, the dominant components of their eigenvectors corresponds to nodes in the network with special properties, and thus constitute good candidates for the anomaly detection task (see [8, 32] ). A modularized anomaly detection hierarhical framework has been developed in [1] , where various community detection strategies, network comparison tests (such as NetEMD) and spectral localisation tests have been combined to detect anomalies defined by a certain connected subgraphs with high average weights. In the series of papers [27] [28] [29] [30] a set of schemes are developed in order to uncover anomalies using spectral features of the modularity matrix. Furthermore, the authors of [29] extend these methods to use the ℓ 1 norm for eigenvectors of sparse PCA, which performs well at the cost of being more computationally intensive. A different spectral approach, proposed in [43] , is based on matrix factorization in bipartite networks and leverages the intuition that the nodes and edges which are badly represented by the factorization should be considered as anomalies.
Further we continue with references for anomaly detection on attributed networks. An integrated anomaly detection framework for attributed networks is proposed in [24] . A preliminary clustering strategy is presented, which provides the degrees to which attributes are associated to each cluster. Then, a subsequent unsupervised learning procedure is applied based on the representation of the links and attributes data on the set of outcome vectors from the clustering stage. Finally, the abnormal attributes and their degrees of abnormality are computed on the basis of the computed representations.
Following a different approach, other attributed graph clustering methods seek to jointly optimize the potential of a cluster to incorporate both topological information and node/edge attributes. Such an approach is proposed in [14] and uses nonnegative matrix factorization to cluster the graph based on topology and on features at the same time. The objective function is composed of a term that models structure and a term that captures information on attributes. Another work, [3] , clusters nodes that have "similar connectivity" and exhibit "feature coherence", based on the intuition that clusters are a way to compress the graph. As such, the Minimum Description Length principle is used to derive a cost function that encodes both the connectivity matrix and the feature matrix. Yet another approach [47] uses a Bayesian interpretation and seek the maximum a posteriori estimate of the joint probability distribution over all possible clusters and all attributed graphs.
Deep Learning for AD in networks . The literature on pure deep learning for network AD is relatively reduced comparing with the previous approaches. However, we provide a few references with seemingly noticeable contributions. In [50] , the authors learn the latent attributed network representation by using a number of network walks. The representation is obtained through maintaining the pairwise vertex-distance in the local walks and by hybridizing it with the hidden layer of deep auto-encoder, such that the resultant embedding is guaranteed to faithfully reconstruct the original network. Then, a dynamic clustering model is used to flag anomalous vertices or edges based on the learned vertex or edge representations. Moreover, leveraging a reservoir sampling strategy, any dynamic network change induce only easy updates on the learned representations.
In [11] , AD problem in interactive attributed networks is approached by allowing the system to proactively communicate with the human expert in making a limited number of queries about ground truth anomalies. The problem is formulated in the multi-armed bandit framework and after applying some basic clustering methods, it aims to maximize the true anomalous nodes presented to the human expert in the given number of queries. The results show certain improvements comparing with similar approaches. In [35] is shown that unsupervised anomaly detection is an undecidable problem, requiring priors to be assumed on the anomaly distribution. In the expert feedback context, a new layer extension is analyzed, that can be applied on top of any unsupervised anomaly detection system based on deep learning to transform it in an active anomaly detection system. This means that, on short, the strategy iteratively select a number of the most probable samples to be audited, wait for the expert to select their label, and continue training the system using the new information. Various improvements have been shown over the state-of-the-art deep approaches. For further research, it is worth to mention that [2] provide an extensive categorized survey on AD in networks.
Research Directions
Given, firstly, the current rich literature on generic anomaly detection tasks and, secondly, the relatively reduced applications on money laundering and fraud detection of the generic methods, we intend in a preliminary stage to combine and adapt several existing algorithmic approaches to financial networks context. The subsequent evaluation of these approaches will claim itself improvements in various directions. Thus, we intend to follow the directions exposed below.
(i) The actual evidence on the performance of one-class classification techniques on practical anomaly detection task, see [4, 5, 12, 19, 25, 41, 48] , provides the motivation to adapt these algorithms to the financial attributed networks learning. In order to overcome representational and generalization difficulties encountered for high dimensional complex datasets, we aim to combine the advantages of these primary strategies with the representational power of deep learning techniques [5, 12] .
(ii) The networked anomaly detection can be converted in a usual anomaly detection using appropriate data aggregators [45] . Once the graph structure is encoded, then several deep autoencoders can be designed for the new problem [26] .
(iii) After splitting the graph into communities (via community detection algorithms), classification with dictionary learning can be performed on the community laplacians. We then plan to substitute DL on laplacians with the output of data aggregators as described in (ii). Existing challenges are instilling graph, shift invariance, and scaling properties to the learned dictionary.
(iv) We intend to create an algorithmic platform to test the performance of various existing and inovated algorithms. The platform would take a network and a number of algorithms as input and produce a voting system based on risk output of the algorithms, to accurately identify anomalies.
