New classes of spectral sensors are emerging that have significant overlap in the band spectral response functions. While conventional sensors such as the Multispectral Thermal Images (MTI) or Landsat may have responses with a few percent overlap between adjacent bands, some of the emerging sensors can have more than 50% correlation among all spectral bands. The traditional geometrical models used to describe spectral data fail when such high levels of correlation exist. In this paper we present a generalized geometrical model that relies on functional analysis. We define a sensor space and a scene space that can be used to characterize the suitability of a sensor for a particular spectral sensing task. We demonstrate that classifiers based on firstorder distance and angle metrics fail for sensors with highly correlated bands unless appropriate preprocessing is carried out. We further show that second-order statistical classifiers are largely immune to many of the problems introduced by the correlated band responses.
INTRODUCTION
Data obtained by multispectral and hyperspectral imaging (MSI and HSI) sensors are often analyzed using geometrical reasoning that stems from the multidimensional nature of these types of data. Both classes of sensors are designed to make a collection of spectral measurements at each spatial location in an image. The measurements in these collections are typically spectral radiances integrated over some range of wavelengths in the optical spectrum, often referred to as a spectral band. For virtually all spectral sensors, the bands are designed to have as little spectral overlap as possible. The overlap that does exist is usually the result of technological limitations in the hardware systems that provide the spectral diversity. A list of several well-known MSI and HSI sensors along with their maximum band-to-band overlap is presented in Table 1 .
Geometrical descriptions of multidimensional sensors have long been used in many fields of remote sensing [1] . It is usually assumed in such models that the sensor makes a collection of observations at each pixel that can be conceptualized as a random vector. For spectral sensors, the fact that the data in each band are physically similar to the data in the other bands makes a multidimensional geometrical description of the data a particularly good one. Early MSI/HSI data processing techniques arose out of this geometrical description, including clustering tools based on Euclidean distance metrics and the spectral angle mapper (SAM), a classification algorithm based on vector-angle metrics [2] . Later, other distance metrics such as the Manhattan distance and the ϱ-norm were used because of robustness for particular applications or computational advantages [3] . These distanceand angle-based classification tools are called first-order classifiers, since they operate with only knowledge of the first-order statistics of the spectral data, i.e., the mean spectral vectors of the classes. More advanced processing tools have since been developed based on metrics that employ second-order statistics such as the Mahalanobis distance. Even though second-order tools provide more robust results [4] , first-order methods are still widely used for three principle reasons. First, they are easily understood by users because they are based on concepts that are familiar in the context of three-dimensional Euclidean space. Second, they are usually much less computationally expensive, since first-order methods scale as N while second order methods scale as N 2 , where N is the number of bands. Third, the estimation of the second-order statistics is difficult because the number of samples is always limited.
An important assumption underlying the use of firstorder, geomety-based models is the validity of distanceand angle-based metrics in the multidimensional space. It is essential that a proper orthogonal or biorthogonal description of the space be used that can accurately place data within the space, thereby allowing the geometrical metrics to have consistent meaning. A geometrical model based on the individual band responses is adequate for the vast majority of MSI and HSI devices. This is because, as indicated in Table 1 , the correlation between spectral bands is minimized by design or in the initial preprocessing steps.
New sensors are emerging that violate the basic assumption of minimal band overlap. Single-pixel devices based on quantum-dot infrared photodetectors (QDIPs) have been reported recently that have broadband spectral responses that can be altered by changing the electronic bias applied across the detector [5] . Example responses from these detectors are shown in Fig. 1 . Even though the responses corresponding to different biases have significant spectral overlap, it has been shown that these sensors have promise for use as spectral sensors. QDIP-based detectors can be made to mimic traditional spectral sensors in both high and low signal-to-noise ratio (SNR) applications by using linear combinations of the outputs of several bias bands [6, 7] .
An important feature of sensors like ones that might be based on the QDIP responses in Fig. 1 is that they have significant band-to-band correlation. This correlation violates the basic assumption of orthogonality that underlies the traditional geometrical models used for spectral sensing. In this paper, we demonstrate the failure of firstorder processing for sensors with highly correlated bands and propose a geometrical model based on functional analysis [8] to rectify the situation. We show that this generalized model allows first-order classifiers to function with greatly improved accuracy for sensors with correlated bands but collapses to the conventional geometrical interpretation for sensors with bands that are orthogonal (or nearly so).
In Section 2, we demonstrate that distance-and anglebased processing tools fail for this class of sensor. In Section 3 we review the concept of biorthogonality and use it to generalize the geometrical description of spectral sensors. We use simulation to show that the new model improves first-order classification performance in Section 4. Section 5 presents a discussion of the new model, including the implications of noise and the relationship of this model to common processing tools. Conclusions are presented in Section 6.
FAILURE OF TRADITIONAL MODEL
MSI and HSI systems are often analyzed in a geometrical context [1] . Under the conventional model, the band outputs at each pixel are considered as a p-dimensional vector, where p is the number of bands available for the particular sensor in question. This view can be leveraged to define spectral data as a convex or a conical set [9, 10] , to describe the linear unmixing problem in terms of simplexes [11] , to use subspace projection methods for spectral image processing [12] , and to define target subspaces for classification [13] , among other applications.
In geometrical models, the data are often visualized on a scatterplot, where each observation of the random vector is plotted as a point in the N-dimensional space that has the band photoresponses as the Cartesian coordinate axes. Even though the band responses of typical spectral sensors do not overlap spectrally, the outputs of the bands are usually correlated due to the spectral signatures of the objects in the scene. Put another way, most sensors (even MSI systems) oversample certain spectral properties of the data, even if there is fine detail that is undersampled (such as narrow absorption features). Figure 2 shows a simple MSI example that illustrates this concept. Data from Landsat Enhanced Thematic Mapper ͑ETM+ ͒ are plotted as a scatterplot in Fig. 2 (c) with bands 1 and 2 as orthogonal axes. We see that even though the bands are indeed orthogonal, the data exhibit significant correlation due to the underlying spectral features that are common to both bands. It is important to note that this observed correlation is an inherent feature of the data that the MSI sensor is accurately capturing.
We can simulate a sensor with spectral correlation through linear superposition of the outputs of the Landsat bands. In Fig. 2 (e) we see simulated band responses given by r 1 = r TM1 + 2r TM2 ,
where r TM1 and r TM2 are the spectral responses of the Landsat bands in Fig. 2(b) . The resulting scatterplot in a Range of spectral bandwidths for the sensor.
b Maximum band-to-band correlation as defined in Eq. ͑3͒.
c Maximum spectral overlap in terms of the FWHM of the band. The problem is magnified in a sensor with more than two bands, especially when the correlation among the bands varies. The use of biorthogonality, which is disscussed in Section 3, will correct this problem. In order to demonstrate the failure of commonly used distance-and angle-based classifiers for spectral sensors with highly correlated bands, we present the following simulation with QDIP model spectral responses. QDIPs have spectral responses that vary from 3 -14 m. We simulate a QDIP-based sensor whose seven spectral responses are shown in Fig. 3 . The scene chosen for this test is distributed with the ENVI 4.0 complementary data CD #2 and is from the 1995 Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) reflectance data of Cuprite, Nevada. The image contains 50 bands of AVIRIS data from 1.9-2.4 m, which must be extended to the IR range to match the QDIP responses. Eleven scene regions-ofinterest (ROIs) are also distributed with the data that are identified with ground truth as being pure pixels (cup95គem.asc). We use these ROIs to compute mean spectra that serve as deterministic in-scene endmembers, and in turn use these endmember spectra to linearly unmix the AVIRIS image.
The full infrared signatures of the endmembers can be found in the Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) spectral library [14] . A group of synthetic images in the 3 -12 m range can be generated by linearly remixing the data over this extended wavelength range with the linear unmixing abundance images from the AVIRIS data and these full IR signatures. Only the wavelength range of 3-5 and 8 -12 m are used for processing because these ranges correspond to atmospheric transmission windows. A flow chart of the steps taken in creating the simulated imagery is shown in Fig. 4 . The resulting images are projected onto the responses of the QDIP sensor with the seven bands depicted in Fig. 3 to simulate the output of a spectral sensor with these seven-band responses.
Minimum Euclidean distance classification is applied to the original 50-band AVIRIS images and the simulated 7-band QDIP output images using the known endmember spectra. Classification results are shown in Fig. 5 . We see that there are significant differences between the classification results of the AVIRIS and simulated QDIP data. If we use the classification result of the AVIRIS images as ground truth, the accuracy with the simulated QDIP sensor is only 40.5%. The accuracy is 26.9% when the SAM classifier is used.
GENERALIZED GEOMETRICAL MODEL
Consider a p-band sensor where the i th spectral band response is given by
The units of R i are response per watt of power incident on the detector. For the purposes of this paper, the constant R 0 , which can be thought of as the peak responsivity, carries the units while the dimensionless function r i ͑͒ is a continuous-valued square-integrable function of wavelength. We will call the space of potential spectral response functions spectral space and label it as ⌽. For the function r i ͑͒ to represent a physically realizable response, we must also have r i ͑͒ ജ 0 for all values of . The collection of spectral response functions for the sensor span a p-dimensional function space that is a subspace of ⌽. We term this space sensor space and denote that space as R. It is important to note that R represents a function space, not a Euclidean vector space.
We can discuss the correlation of the band spectral response functions in terms of their inner products:
We know that 0 ഛ ij ഛ 1 from the Schwarz inequality, and defining ij as the cosine of an angle is therefore justified. A spectral signature of interest coming from the scene is We start with AVIRIS images in the 1.9-2.4 m range, then unmix the scene using in-scene endmembers. These endmembers are identified, and the spectra are extrapolated to the midwave IR and long-wave IR by using signatures in the ASTER database. The extrapolated spectra are used to remix the hyperspectral images.
͑4͒
T 0 is a constant that carries the units (say ͓W/cm 2 /sr/m͔) and t͑͒ is a dimensionless, real-valued, square-integrable function of wavelength that also resides in ⌽. We further define the inner product between functions f͑͒ and g͑͒ that are both elements of ⌽ as ͗f͑͒,g͑͒͘ = ͵
f͑͒g͑͒d. ͑5͒
If there is a collection of scene spectra ͕T i ͖͑͒ that represents the endmembers of the scene, then the linear function space T spanned by this set is a second finitedimensional subspace of ⌽ that we term scene space. The spectral imaging process is then simply described as a projection of scene space T onto sensor space R. This is seen by considering the outputs of the individual bands in response to T͑͒
where
The constant A in Eq. (7) is a factor that reconciles the units of the inner product (for example, A might contain the A⍀ product of the system). We have adopted matrixvector notation in Eq. (7) for convenience. We can rewrite Eq. (6) in matrix notation as
where the spectral response matrix is defined as
The constants AT 0 R 0 relate to the magnitude of the band responses and will be dropped for compactness. Their absolute magnitudes are important when noise is considered, but they can be folded into the band SNR discussion at the appropriate time.
The reason for the poor classification performance discussed in Section 2 can be seen by considering Eq. (8) . The vectors in R span sensor space R. However, there is no guarantee that they form an orthogonal basis of sensor space. Examining Fig. 2(d) , we see that in the case of Landsat, bands 1 and 2 are nearly orthogonal ͑ = 0.006͒. These features therefore represent orthogonal directions in R (and hence ⌽). In contrast, the simulation bands defined by Eq. (1) are not orthognal features ͑ = 0.89͒.
In order to properly reconstruct the minimum-norm least-squared-error estimate of t in R, we use
We recognize the matrix Z as the Moore-Penrose pseudoinverse of the transpose of spectral response matrix ͑R T ͒ [16] . It is important to note that this is limited to Euclidean spaces or finite-dimensional function spaces. Another interpretation of Z is
where the vectors z i are the dual basis vectors of the original basis r i . Together the basis sets given by R and Z form a bi-orthogonal system [8, 17] . The term biorthogonal arises from the fact that neither set of basis vectors forms an orthogonal basis, but the relationship
holds, where ␦ ij is the Kroneker delta.
We can cast Eq. (10) in function space R as
In the notation of Eq. (13), we can think of the basis vectors r i as the analysis basis that is used to compute the outputs of the bands and the biorthogonal set of vectors z i as the synthesis basis that is used to reconstruct the least-squares estimate from these outputs [17] . Referring back to Figs. 2(d) and 2(f), we see that the proper use of the biorthogonal system can yield the same scatterplot results as considering the orthogonal system of Landsat.
APPLICATION OF NEW MODEL
First-order processing schemes that use distance or angle metrics for classification fail when processing the elements of x as if they represent reconstruction coefficients for an orthogonal basis. In order to properly use firstorder schemes, preprocessing of the outputs x is essential. There are many possible equivalent preprocessors, but we present one that is particularly simple to understand. We begin by performing a singular-value decomposition (SVD) of the pseudoinverse Z = US −1 V T [16] . U is a unitary matrix that gives an orthogonal basis for sensor space R. V is a p ϫ p unitary matrix that gives an orthogonal basis for the discrete vector space where x resides. S is a diagonal matrix of singular values of the matrix R. Plugging the SVD representation into Eq. (10) yields
Because U is a unitary matrix, it preserves angles and Euclidean distances when mapping from xЈ to tЈ. We see then that the output of the spectral bands x must be preprocessed by the matrix P = S −1 V T before first-order classifiers can be employed. Figure 6 shows the improvement in the classification performance for the experiment shown earlier in Fig. 5 . Once again we take the AVIRIS classification results in Fig. 5(a) as ground truth. The correct classification for the Euclidean-distance classifier increases from 40.5% without preprocessing to 74.0% after preprocessing. If the SAM classifier is used, the performance increases from 26.9% to 85.3%.
While first-order classifiers have poor performance without processing, second-order classifiers can compensate for the additional correlation. When we apply the Mahalanobis-distance classifier and maximum-likelihood classifier to the images, the classification results agree with the nonprocessed data more than 99.9% of the time [15] . This improvement in performance comes at the cost of estimating and inverting the covariance matrix.
DISCUSSION
When a spectral sensor samples a scene in a number of spectral bands, there is invariably correlation in the outputs of these bands. There are two different sources of this correlation. The first is due to oversampling of the spectral power distribution. This correlation is a feature of the scene that is correctly recorded by the sensor and cannot be removed from the data. The second source of correlation is due to redundancy in the spectral response functions of the sensor. This redundancy can be well characterized and can be completely removed from the data through preprocessing. The matrix P may be a large matrix in some applications. However, it is necessary to compute it only once at the time of calibration, making its use as a preprocessor computationally efficient. When the spectral bands are orthogonal, Z = R and P is the identity matrix. In this case, which is true or almost true for most conventional sensors as shown in Table 1 , no preprocessing is necessary.
While the matrix P can remove correlation introduced by the sensor, its use has an unintended consequence when the measured data are corrupted by detector noise. The noisy output of the measurement process is constructed using an additive noise model:
where n is a p ϫ 1 vector of noise values for each band. For many, if not most, sensors, the elements of n will be independent.
It is important to note that the preprocessing matrix P is nonunitary and hence does not preserve lengths or angles. This means that the SNR in the processed vector
will be more complicated than when R represents an orthogonal basis. In addition to depending on the lengths of x and n, it will also depend on their directions in sensor space. In short, the SNR of the measurement will be a function of the direction of tЈ in sensor space. The detailed analysis of SNR for this class of sensors is left for future work.
We have demonstrated that first-order classifiers fail when the bands are highly correlated. However, the results in Section 4 show that second-order classifiers work well without difficulty. Consider the Mahalanobis distance:
where i and ⌺ i are the mean vector and covariance matrix of the i th class. Multiplying by ⌺ i −1 in Eq. (17) is an attempt to whiten the data with respect to both types of correlation discussed above, and inherently removes the correlation introduced by the sensor (to the extent that it is accurately captured in the estimate of the covariance matrix).
Other classifiers such as orthogonal subspace projection [12] and linear unmixing [18] also perform well with sensors that have correlated bands. This can be understood by considering what the matched filter does. The matched filter is a vector that provides maximum response when the desired spectral response is present and minimum response when an interfering signal is present [12] . Neglecting noise, the optimum matched filter vector is the one that is orthogonal to all scene constituents except for the desired signal. In essence, both OSP and linear unmixing are searching for a biorthogonal representation for the projection of scene space T into sensor space R. This biorthogonal representation has been termed the use of filter vectors in N-dimensional space [9, 11] . These methods differ from what is presented in this paper in that the current method is developed without any knowledge of the scene constituents.
CONCLUSIONS
In this paper we have generalized the traditional geometrical model of MSI/HSI systems for use with spectral sensors that have highly correlated band responses. When the band responses have significant spectral overlap, it is necessary to use a biorthogonal representation to properly consider the geometrical aspects of the problem.
Furthermore, by operating in a function space instead of a discrete vector space we see that the spectral sensing process in the absence of noise is nothing more than a projection of the space spanned by the scene endmembers (scene space T) onto the space spanned by the sensor response functions (sensor space R). Both R and T are subspaces of ⌽, the space of square-integrable functions. Examination of the relative positions of these two subspaces provides a robust prediction of the performance of a specific spectral sensor for a specific sensing task.
Our generalized model can be used to develop a preprocessing method that significantly improves the performance of classifiers based on first-order statistics. The effect of the preprocessor is to remove the correlation introduced by the sensor, allowing distances and angles to have physical meanings that are useful for classification. The computation of this preprocessor might be a significant task, but needs to be computed only once at calibration. This model can also provide a framework for discussing the suitability of a sensor for tasks in both low and high SNR applications. Although we only touch briefly on SNR issues in this paper, it is an important subject that merits further consideration.
