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ABSTRACT 
Despite recent advances in the development of spatially distributed hydrological 
modelling there remain significant challenges to obtaining data about the spatial 
distribution of soil properties at scales appropriate for these data to be used in 
landscape-scale hydrological studies. It is suggested that soil-landscape modelling may 
contribute to efficient spatial derivation of soil properties at the landscape-scale and thus 
to promoting a large scale perspective in which it is possible to more fully understand 
the impact of soil variability upon the hydrological response of catchments. 
This thesis (1) examines different pattern recognition methodologies of landscape 
modelling for deriving spatially distributed soils data from routinely available sources, 
(2) assesses which technique(s) best predict(s) soil depth, texture, rock fragment content 
and bulk density and, (3) presents the results of a modelling exercise to understand 
better the importance of the spatially structured variability of these soil properties in 
mediating hydrological response at the catchment scale. This is achieved using a 
combination of fieldwork in the Marina Baixa (SE Spain), soil laboratory analysis and 
hydrological modelling. 
It was found that structural pattern recognition techniques are better at producing 
landscape functional units to predict soil properties than are clustering techniques. 
Nevertheless, issues such as data normalisation in clustering are shown to be less 
important than the choice of algorithm, especially when choosing between discrete and 
continuous algorithms. Also, the finer landscape variability produced by the application 
of methods that produce continuous boundaries can only be fully exploited if soil 
sampling is concomitant with the level of landscape variation. 
The resulting soil property patterns are used as distributed data input in the PATTERN LUE 
hydrological model and comparisons with lumped and random data inputs illustrate how 
the spatial variation of soil properties, the structure of soil patches, topography and type 
of rainfall event strongly influence runoff. The relative importance of each of these 
factors depends on a complex interaction between rainfall intensity/magnitude, in situ 
soil characteristics and the soil spatial structure. Thus, for accurate estimation of runoff 
for mitigation of further degradation of soils in semi-arid areas it is essential that not 
only soils be adequately represented but also the flow routing algorithm and rainfall 
data be realistic. Thus, efforts should also concentrate on developing tools for better 
describing the land surface and the partitioning of flow. 
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CHAPTER ONE: INTRODUCTION 
Land degradation in the Mediterranean region has increased for a variety of reasons and 
the United Nations Environment Programme (UNEP, 1991) estimates that over 60% of 
the land in Southern Europe is threatened. Governments, NGOs, research institutes and 
the European Union have, in recent years, devoted much effort to understanding the 
processes of desertification in the Mediterranean, in part through the development of 
simulation and prediction tools for spatial modelling of desertification risk, and the 
analysis of techniques for mitigation of the causes and consequences of desertification. 
However, despite the advances in the development of spatially distributed hydrological 
modelling to identify hydrologically sensitive areas within catchments, there remains 
significant challenges to obtain data about the spatial distribution of soil properties at 
scales appropriate for these data to be used in landscape scale hydrological studies. 
Until this situation is resolved distributed hydrological models will not reach their full 
potential. 
The following section outlines the background of the research problem (section 1.1), 
which includes understanding of the main factors responsible for land degradation in the 
Mediterranean, and the need to identify the state and extent of land degradation in the 
landscape in order to best mitigate its consequences (section 1.1.1). Water is critical to 
degradation processes in semi-arid and and environments. In the subsequent section it is 
concluded that the spatial extent of land degradation processes, and especially of soil 
erosion by runoff, can be best assessed by distributed hydrological modelling (section 
1.1.2). In section 1.1.3 the role of soil-landscape (variation of the soil cover 
characteristics with soil forming factors) in mediating the hydrological response of 
catchments is outlined, and it is emphasised that a few basic soil physical properties can 
be used as the minimum data parameters required for performing hydrological 
simulations. Section 1.1.4 highlights the causes of the spatial variability of soils and the 
magnitude of variation of some soil properties. Even though the spatial variability of 
soil properties is critical in watershed modelling, due to the nature of soil properties and 
its collection and analysis (section 1.1.5), there are still no consistent ways of 
monitoring these at the catchment scale. Unlike surface properties, which can be 
monitored using remote sensing, most hydrologically significant soil properties are 
subsurface properties and thus not amenable to monitoring by space borne remote 
sensors (e. g. radiometers and spectro-radiometers) while ground based techniques can 
be intrusive, very time consuming and require complex processing and analysis (e. g. 
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electrical conductivity, electro-magnetic induction and active microwave systems). In 
this section it is also shown that traditional sources of soil data have yet not been able to 
provide the level of detail and resolution required to properly parameterise distributed 
hydrological 
, 
models. Furthermore, it is suggested that soil-landscape modelling may 
significantly contribute to efficiently spatially derive soil properties at the landscape 
scale and in promoting a large scale perspective it is more likely to successfully 
understand the full impact of soil variability upon the hydrological response, which is 
discussed in greater detail in Chapter 2. Thus, the main aims of this project are (1) to 
develop techniques and methodologies for deriving from routinely available sources the 
spatially distributed soils data required by hydrological models at the landscape scale, 
and (2) to apply these data in a modelling exercise to understand better the importance 
of the spatially structured variability of soil properties in mediating hydrological 
response at the catchment scale in a semi-arid area. 
The second part (section 1.2) describes the location of the study area and discusses its 
significance in the context of the research. Research objectives are stated in section 1.3, 
which is followed by an outline of the thesis structure. 
1.1 BACKGROUND TO THE RESEARCH PROBLEM 
1.1.1 LAND DEGRADATION IN THE MEDITERRANEAN REGION 
Land degradation comprises processes like soil erosion and sedimentation, deterioration 
of the physical, chemical and biological properties of soil, or reduction of the quantity 
and diversity of natural vegetation (Lacaze et al., 1996), which implies loss of 
biological or economic, productivity of soil (Rubio, 1995). In some areas degradation 
can also mean a loss of soil water and soil water storage capacity, which has important 
implications for agriculture and river flow. 
Desertification is defined by UNEP (1994) as "land degradation in arid, semi-arid and 
dry sub-humid areas resulting from various factors, including climatic variations and 
human activities". More specifically, a desertified land can be defined in terms relative 
to the habitat requirements of certain living species only and principally with respect to 
the availability of soil water (Yassoglou, 1995). 
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In 1994 the United Nations indicated that as much as 30 million hectares of land may be 
subject to desertification in the Mediterranean region (Kosmas and Dalanatos, 1994). In 
the Western Mediterranean zone, desertification is triggered by the synergetic operation 
of climatic and socio-economic driving forces that affect water budgets and land 
degradation through associated changes in the patterns of land use (Puigdefäbregas and 
Mendizabal, 1998). Lal and Stewart (1990) summarise the factors of soil degradation 
(Figure 1.1), and assert that the extent of the problem in the landscape is influenced by 
factors such as climate, land use, socio-economic and political controls, as well as land 
characteristics (which includes terrain, vegetation, lithology, hydrology and soils 
features). 
and Stewart, 1990). 
1.1.1.1 Physical Factors 
Kosmas and Dalanatos (1994) identify and link the main physical factors affecting land 
desertification in the Mediterranean region (see summary in Figure 1.2). Adverse 
climatic conditions (long dry summer and irregular rainfall during the winter), long 
periods of land misuse, irregular steep slopes, and lithological constraints on soil 
development' are claimed to be the main factors responsible for desertification in the 
Mediterranean zone (Kosmas and Dalanatos, 1994). 
1 Limestone areas produce shallow soils with dry moisture regimes, marls often allow the development of 
deep soils but are unable to support vegetation in dry years, and sand and conglomerate parent materials 
often produce soils with a restricted effective rooting depth. 
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In these already unstable conditions the buffering capability of soil is small and any 
disturbance caused either by a consecutive number of dry years or poor agricultural 
water management can trigger the processes that lead to further loss of soil volume 
which in turn can reduce the potential for plant growth, until a critical point where soil 
is unable to regenerate and support a protective vegetative cover and at which point the 
soil is itself exposed to the atmosphere, unprotected by a vegetation cover. Thus, it is 
not surprising that soil is considered the basis of the terrestrial ecosystem and that its 
specific properties determine the state of desertification although the conditions and 
processes that lead a certain land unit to a desertified state may develop in one or more 
components of the ecosystem (Yassoglou, 1995). According to Thornes (2004) semi- 
arid environments should be recognised as complex systems that are at or near the 
thresholds and are therefore especially susceptible to small perturbations that can go a 
long way principally because of positive feedbacks, as illustrated in Figure 1.2. 
CLIMATE 
Long dry summer TERRAIN 
Highly variable 
winter rainfall 
® Steep slopes 
SOIL 
Soil moisture 
Q1(/ VEGETATION Q 
Organic content 
Plant growth Aggregation and stability 
0 Effective rooting depth 
GEOLOGY 
Shallow soils 
Dry moisture regimes 1 
®v 
/" -- -ý Bare soil 
DESERTIFICATION ® Runoff 
Erosion 
Figure 1.2 Physical factors responsible for desertification in the Mediterranean region. 
Consequently, any soil related process that reduces available water storage capacity is 
contributing towards land degradation. The most important processes, as identified by 
Yassoglou (1995), are surface runoff, reduction of soil depth caused by soil erosion, 
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reduction of infiltration rate and increase in percolation rate, of which erosion is the 
most influential because it also enhances the effects of all the others and it is therefore, 
considered the main degradation process in many desertification studies (Poesen, 1995; 
Albadalejo, 1995; Rojo Serrano, 1995; Fisher and Beven, 1995; Lacaze et a!., 1996). 
1.1.1.2 Human Factors 
There is little doubt that human activity on top of an already natural susceptibility to 
land degradation further aggravates the problem (Thornes, 1995). The most common 
human factors pointed out as responsible for further exacerbating the land degradation 
problem are linked to tourism, expansion of urban areas, and agriculture, which can 
apply pressure to local water and soil resources. Renewed pressures on land resources 
through water requirements by a growing population, the changes in agriculture both in 
terms of what is produced (cash-crops) and the mode of production (intensive 
agriculture), the increased demands of water through the development of irrigation 
schemes has, in many cases, been responsible for over-exploitation of the aquifer 
system, causing gradual intrusion of sea-water into aquifers which results in soil 
salinisation through irrigation and consequently, land desertification (CEC, 1994). 
1.1.2 SPATIAL MODELLING FOR MITIGATION OF LAND DEGRADATION PROCESSES 
1.1.2.1 The Importance of Hydrology in Land Degradation 
Water in landscapes can be assessed both in the time and in the spatial domain, with 
different soil moisture regimes occurring simultaneously in many landscapes (Arnold, 
1994). Thus, regions that are considered as being threatened by processes of land 
degradation, and especially erosion, as a whole, may show significant differences 
between different parts of the landscape. It has actually been reported that in semi-arid 
regions, humid soils occur in depression areas and drainage pathways, while drier soils 
tend to appear in. the hillslopes and summits (Arnold, 1994), which means that soil 
degradation may start from points and then proceed in patches (Bolle, 1995) that cover 
increasing portions of the land. Additionally, the processes of runoff generation 
(saturation- and infiltration-excess) are also responsible for different patterns of runoff 
(Grayson and Blöschl, 2000a) and are usually associated with the type of rainfall events 
(small vs. large events). 
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Thus, in order to understand the state and extent of land degradation, it is necessary to 
understand the spatial patterns of soil moisture that can either accelerate or inhibit 
runoff and erosion, by soaring or sinking water fluxes, respectively. The detection of 
patches with "sinking" characteristics and the identification of their characteristics may 
provide useful information for better management of the soil resources at the landscape 
scale. Kirkby et al. (1996) claim that any attempts to assess the amount of erosion and 
to optimise land management practices on the hillslope scale have to include the spatial 
variability of erosion processes, as different parts of the landscape experience different 
intensities (Brunner et al., 2004). 
Since in most Mediterranean degraded areas, accelerated erosion is the parameter that 
most closely reflects the long-term behaviour of the ecosystem (Lacaze et al., 1996) the 
understanding of the spatial variation of hydrological parameters responsible for 
erosion, and thus, susceptibility to degradation, form the main thrust of this research. 
1.1.2.2 Spatial Variability and Patchiness of Hydrological Processes 
The spatial distribution of physical and hydraulic properties of soils in catchments 
exerts a notable influence on the hydrological response over a wide range of scales 
(Brath and Montanan, 2000; Houser et al., 2000; Vertessy et al., 2000; Western and 
Grayson, 2000) and is an important factor contributing to the partitioning of runoff 
between overland flow and subsurface flow pathways (O'Loughlin et al., 1986). 
Consequently, to understand the processes and controls of water availability in the soil, 
runoff and erosion, it is necessary to understand how these soil properties are distributed 
across the landscape. Additionally, the location and spatial relationship between soil 
patches (areas with similar soil-hydraulic characteristics) and the topography of 
catchments also plays a role in the explanation of moisture variability, for example by 
controlling the mechanisms for the transfer of water in the soil, topography introduces 
relational considerations, such as distance, direction, gradient and configuration, 
between patches and topographic features. 
In a patchy landscape with different soil types with differing runoff productions, the 
thresholds that may trigger land degradation depend both on the spatial structure of the 
patches and their characteristics. In fact, the spatial structure seems to play as an 
important role as the types of patches because water redistribution determines the 
resource status (Aguiar and Sala, 1999) with increasing heterogeneity found to render 
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soil resources vulnerable to redistribution processes within the context of a semiarid 
environment (Huenneke et al., 2002). 
Cammeraat (2004), in the context of desertification research, carried out soil erosion 
measurements in SE Spain and discusses the importance of spatial heterogeneity of soil 
properties and vegetation (the pattern, density and cover of the latter being dependent on 
the former and closely reflecting soil variation, which in turn is also determined by 
vegetation). Moreover, it was found that the amount of runoff and erosion is largely 
dependent on the location on the hillslope with respect to soil properties/vegetation 
structures and that runoff-generating areas have thresholds of different nature at 
different spatio-temporal scales, i. e. the runoff and erosion generation are highly 
spatially variable processes and are triggered by a combination of spatial thresholds of 
soil properties and temporal thresholds related to rainfall, which are reflected and 
remarkably important along flowlines. 
Analogous to the hypothetical relationship between mean annual precipitation and 
vegetation productivity for homo- and heterogeneous and and semi-arid ecosystems in 
Aguiar and Sala (1999), the difference in overall runoff production between 
homogeneous and patchy systems depends on the proportion of incoming water that 
runs off, and on the relative proportion of patches with sinking characteristics. Thus, 
above an absolute minimum amount of precipitation (the zero yield threshold) 
productivity increases linearly with precipitation (Sullivan and Rohde, 2002) with the 
amount of ineffective precipitation depending on the degree of heterogeneity of the 
landscape. Therefore, it is logical to conclude that the concentration of water resources 
into patches in heterogeneous systems might result in an overall increase in production 
of runoff and in an increased vulnerability to erosion, as some patches will be prone to 
be drier (source patches) and others wetter (sink patches), as compared with that in a 
homogeneous system (Aguiar and Sala, 1999). 
Thus, to attempt an understanding of the susceptibility of the land to soil erosion it is 
necessary to recognise the spatial context in which the process is triggered and how 
some soil properties and hydrological processes spatially interact to produce a certain 
rate of soil erosion. Consequently, a spatial modelling approach is required to assess the 
relationships between the environmental factors (soil characteristics) controlling the 
hydrological processes and rates (infiltration and runoff). Moreover, a landscape scale 
seems to be suitably appropriate because it allows the observation of a relatively large 
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geographic area, the quantification of landscape patterns and the ascertainment of trends 
in large-scale patterns (Kepner et al., 2000). 
1.1.2.3 The Importance of Spatially Distributed Hydrological Models 
Soil erosion has long been described and modelled using spatially averaged values of 
rainfall, relief, vegetation and soil properties (Lacaze et al., 1996). Although the lumped 
approach to modelling erosion is often used due to the fact that is easily applied when 
not much data are available, it also ignores the spatial variability of the parameters 
responsible for the hydrological processes that control erosion, i. e. it averages the 
effects of variability of processes in space (Grayson and Blöschl, 2000b). If these 
processes scaled linearly then this simple averaging would not be a problem, but 
because many of them scale nonlinearly (mainly due to non-linear accumulation of 
surface flow along drainage networks), simple averaging is inappropriate to capture the 
effects of spatial heterogeneity. 
As exemplified in Figure 1.3 in a simple schematic hillslope, although the total drainage 
area remains constant (35 m2) whether considering a lumped or a distributed approach, 
the aggregation pattern of sub-catchments produces higher average drainage area if 
spatial heterogeneity is taken into account: 1 m2 average drainage area using a lumped 
approach against 4.7m2 and 5.1 m2 using distributed approaches A and B. Moreover, 
differences between lumped and distributed approaches increase as pattern complexity 
increases (in the example below, from `Distributed A' to `Distributed B'). 
The differences in drainage area are simply a function of the length of the flow path and 
the area that accumulates into each pixel. Obviously, as the catchment area is split into a 
number of cells, accumulation over drainage lines rapidly increases the drainage area. 
Moreover, the increment in drainage area effect is more pronounced as the complexity 
of the flowlines increases and also increases with catchment area. 
Thus, neglecting the effects of spatial variation may lead to significant imprecision in 
the simulation of the hydrologic response (Brath and Montanani, 2000) and 
consequently, the predictive capability of these models is lost in the spectrum of spatial 
variability (Wilding and Drees, 1983). Moreover where phenomena are (a) threshold 
and (b) patchy a lumped approach is most in error. 
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Figure 1.3 Effect of lumped and distributed models on average and accumulated drainage area 
In contrast, spatially distributed hydrological models can help recognise the magnitude 
of impact of spatial variability of soils on the hydrological response of catchments and 
the impact of different moisture regimes on runoff and erosion. The possibility of 
estimating some of the model parameters to account for spatial heterogeneity of the 
landscape is one of the advantages of distributed models. Moreover, since the 
interventions that drive desertification in the landscape are spatially variable 
(agriculture, terracing) it is apt that their simulation is also spatially variable. 
The incorporation of complex spatial variability of soil input parameters in a model 
structure is known to be critical (Brunner et al., 2004) and many researchers have 
focused their efforts on overcoming this, one of the greatest constraints for optimal 
performance of many hydrological models. Grayson and Blöschl (2000a) highlighted 
the importance of properly defining the spatial organisation of the variables involved in 
the runoff generation process by showing that organised (as opposed to random) 
patterns of soil properties produce higher runoff peaks for small rainfall events, while 
the reverse is true for larger rainfall events. Likewise, Merz and Bdrdossy (1998) 
obtained higher runoff rates when simulations incorporated the structured variability of 
soil parameters in catchments with low runoff coefficients. Similarly, Zhu and Mackay 
(2001,2003) and Dunn and Lilly (2001) examined the effect of using a lumped 
modelling approach against a distributed one and concluded that by spatially 
characterising the watershed the simulated flows were more realistic. Equally, Vertessy 
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et al. (2000) concluded that inferior hydrograph predictions are obtained when soil 
hydraulic properties are assumed to be constant in space. Lamb et al. (2000) showed 
that the estimation of local soil parameters improved the simulation of spatial patterns 
of water table depths over a range of conditions. Brath and Montanani (2000,2003) 
emphasised the need for spatially distributed data in semi-arid areas, where averaging 
soil properties values is unlikely to give acceptable approximations because the impact 
of soil spatial variability is larger when the main mechanism of runoff generation is of 
`saturation-excess'. 
Thus, the source of spatial variability of hydrological processes is not only related to the 
amount of variability and the pattern of variation shown by different variables that 
intervene in the processes, but also on how this variability is spatially arranged (Blöschl 
and Grayson, 2000) relative to surface and subsurface paths of lateral flow. 
1.1.2.4 The Importance of Physically-Based Hydrological Models 
Usually, distributed models tend to be physically-based, i. e. incorporate process 
understanding by conceptualising the basic processes, based as much as possible on the 
fundamental physics and governing equations of water flow over and through soil 
(Grayson and Blöschl, 2000b). Thus, the explanatory power of these models is high but 
their predictive power is often small, especially if compared to empirical models. 
Furthermore, the quality of the simulations and the spatial representation of the 
processes in a spatially distributed model are difficult to assess due to lack of 
appropriate field data (Grayson and B16schl, 2000a). In fact, the practical application of 
physically-based distributed runoff and erosion models is often limited by their need for 
a spatial characterisation of the soil infiltration processes. What seemed to be an 
advantage is paradoxically turned into a hindrance. 
Thus, it is not surprising that advanced hydrological models that require spatially 
distributed inputs but which lack high-resolution soils data, frequently run at coarse 
scales, where these data are available, or indeed on a lumped basis, which of course 
defeats the purpose of having them distributed in the first place. 
To conclude, the success of physically-based distributed hydrological models would 
likely be enhanced if there were more cost effective, less time consuming, methods for 
spatially deriving soil properties over large areas. 
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1.1.3 THE ROLE OF SOIL-LANDSCAPE IN MEDIATING HYDROLOGICAL RESPONSE 
The soil system, or pedosphere, exists at a junction and is the product of the interaction 
with the atmosphere, biosphere, lithosphere and hydrosphere, and simultaneously 
integrates the interaction and functioning of these geospheres (Levine and Knox, 1994). 
Accordingly, the pedosphere responds to, and influences environmental processes and 
conditions (Ellis and Mellor, 1995) by regulating the exchange of matter and energy 
between the other spheres (Figure 1.4). 
Figure 1.4 shows the interaction between the different geospheres. For example, the 
lithosphere determines the parent material from which a soil develops which, in turn 
controls the weathering and the transport of weathered material, and therefore the nature 
of surface relief (Ellis and Mellor, 1995). Similarly, the hydrosphere determines the 
presence of water crucial to many pedogenetic processes, while the atmosphere 
determines the climatic settings, which influence the rate of the pedogenetic processes. 
In turn, the pedosphere controls the movement, storage and composition of water in the 
hydrosphere and the composition of the atmosphere below and immediately above the 
ground surface (Ellis and Mellor, 1995). The biosphere determines which fauna and 
flora are available to participate in the process of soil formation while the soil controls, 
to a certain extent, the distribution of biota by influencing the nutrient type and 
availability and water supply (Ellis and Mellor, 1995). 
ATMOSPHERE 
Precipitation Trace gas flux 
_ 
Insolation Radiation 






Uptake of Deposition 
nutrients and water Weathering rate tation Sedimentation Litter deposition Profile Bioturbation Runoff development 
LITHOSPHERE 
Figure 1.4 The role of the pedosphere as an integrator of other geospheres (adapted 
from Levine and Knox, 1994) 
Thus, although in this research the focus is on the soil system and the impact of spatial 
variability of soil properties on the hydrosphere-pedosphere section of the land, the 
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other environmental systems are closely inter-related, especially because soil moisture 
is one of the main variables to soil-environmental influences and is therefore relevant to 
many aspects of the other systems (Ellis and Mellor, 1995). 
1.1.3.1 Controls on Soil Hydrological Processes 
Hydrologically, the infiltration process (the entry of water into the soil through its 
surface) is pivotal within the hydrological cycle because it separates rainfall into two 
parts: one part which is stored within the soil and the other part, which does not 
penetrate the soil surface and is responsible for surface runoff (Kutilek and Nielsen, 
1994). 
The infiltration process is characterised by a certain rate, which changes with time as a 
function of the water input and state of the soil system. Hence, the infiltration rate (rate 
at which water enters the soil from the surface) depends on the water-input rate or depth 
of ponding (precipitation characteristics) and the infiltration capacity. The latter 
depends, in turn, on the hydraulic conductivity at the surface, surface soil moisture 
conditions at the start of a water-input event, inclination and roughness of the soil 
surface, chemical characteristics of the soil surface (e. g. pH) physical and chemical 
properties of water (Dingman, 1994) as well as other site specific factors such as 
presence of macropores, surface stone content, soil horizonation and vegetation type 
and density. In other words, the infiltration rate depends on the hillslope characteristics 
that determine the amount of water available at the soil surface, the nature of this 
surface and, the capability of the soil to conduct water away from the surface (Selby, 
1993). 
The water that infiltrates and remains in the soil system (and does not move down 
vertically to recharge aquifers) constitutes an important component that influences soil 
development (through weathering and soil profile physical and chemical reactions and 
material translocations) and vegetation growth. The water that cannot infiltrate or which 
re-appears at the surface will contribute to overland flow and surface runoff, which in 
turn determines erosion, together with other soil and landscape parameters. Soil 
subsurface and usually, to a lesser extent, surface characteristics are, thus, responsible 
for partitioning the water into surface and subsurface flows and, therefore, condition the 
amount of water that will be available in different parts of the system. 
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1.1.3.2 Surface Characteristics 
The location of a soil on a slope imparts potential energy due to its position in the 
gravity force field (Ross, 1987). This energy is translated into kinetic energy of 
movement, with water acting as the transporting agent to distribute soil material down- 
slope and down-profile. Simultaneously, solar radiation, through insolation, affects the 
distribution of vegetation, rates of chemical decomposition and soil formation. 
In this way, slope angle, length, shape, and azimuth together with the position occupied 
on a slope will reflect differences in energy input and therefore, contrasting rates of soil 
formation. These are also the physiographic parameters that produce marked differences 
in the infiltration process and transport of material on hillslopes. Hence, magnitude, 
speed and direction of lateral flows as well as amount and rate of vertical flows in the 
soil are partially controlled by topography and, as a result, so is soil moisture variation 
across a catchment (Ward and Robinson, 1989). Thus, the levels of accumulation of 
moisture at a location will reflect not only the local conditions and neighbourhood 
conditions but will also be affected by the overall configuration of wider-system 
attributes such as the size, shape and topography of the catchment (Haining, 2003). 
To summarise, topography influences soil formation and its subsurface material 
properties and plays an important role on the infiltration process and redistribution of 
water. The structure of soil patches and the direction and magnitude of flows can create 
very complex patterns of soil moisture which, in extreme cases can be induced by either 
acceleration of flow or creation of hydrologic reservoirs (soil moisture sinks). Thus, to 
understand the variation of soil moisture over the landscape it is necessary to make a 
distinction between the influence of soil properties and the impact of topography. 
1.1.3.3 Subsurface Properties 
In the subsurface the most important characteristics exerting control over infiltration are 
the amount of water that can be held in a given volume of soil (the field capacity) and 
the rate at which water moves through the soil matrix at a particular water content (the 
hydraulic conductivity). The maximum amount of water that can be stored in a certain 
soil volume at a given time depends mainly on the depth of the soil profile and the 
proportion of the soil volume, within that depth, that is pore space. The proportion of 
pore space in a volume of soil is called the soil porosity (Dingman, 1994) and depends 
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largely on soil texture and bulk density, which affect the three dimensional tessellation 
and packing of soil particles. Porosity tends to decrease with depth due to compaction 
and because of the development of macropores near the surface through biological 
activity (Dingman, 1994). 
It is obvious that, if the soil profile depth is small or is reduced, than the risk of soil 
degradation tends to increase because of a shortage in water storage volume (Yassoglou, 
1995) providing less of a buffer against saturation, runoff and erosion during wet 
periods and soil drying, sealing, erosion and vegetation loss during dry periods. 
As for texture, its influence is more complex but generally, finer textured soils tend to 
have smaller pores, higher water-holding capacity and lower saturated hydraulic 
conductivities than coarser textured soils (Butterworth et al., 2000). 
The role of rock-fragment content in the profile has also been identified as being 
involved in runoff production (Thornes, 2004) and, although the effects on the 
infiltration process may be varied, rock fragments reduce the potential volume for soil 
water storage in the profile (van Wesemael et al., 2000) and therefore, the probability of 
yielding higher runoff values is increased. 
The rate and direction of flow of water depends on the amount of water already in the 
profile that creates a potential energy or a hydraulic gradient (Ward and Robinson, 
1989), on the soil profile features such as horizonation (thickness, type and inclination 
of horizons) and on the general characteristics of the land-surface (gradient and 
curvature of the surface). 
Both hydraulic conductivity and porosity are basic soil parameters that are required in 
models that deal with water movement but they are also difficult to measure in the field 
at any scale greater than the point. Analytical approximations or pedo-transfer functions 
are often used to link soil material properties (which are more easily measured and less 
variable in the field) and hydraulic properties (which are highly variable and difficult to 
measure) (Blöschl and Grayson, 2000; Refsgaard, 2000; Herbst and DiekkrOger, 2002). 
Thus, in turn, the need to characterise accurately the spatial variation of soil depth, 
texture, rock fragment content and bulk density increases because these are parameters 
used both in infiltration-runoff models and parameters used in the pedo-transfer 
functions mentioned above. 
14 
Chapter One: Introduction 
To summarise, the amount and rate of water that infiltrates into the soil is mainly 
dependent on (1) the particle-size distribution of the soil material, (2) the depth in which 
the water can be redistributed and (3) the structure of the soil profile in terms of the rock 
fragment content and the variation of bulk density down the soil profile. Their influence 
on water storage and movement is quite complex and sometimes in opposing directions, 
so their net effect needs to be carefully evaluated. 
There is no universally agreed definition of soil and soil depth in soil science, but in the 
context of this thesis, the adopted definitions of soil depth, texture, bulk density and 
rock fragment content are as follows: 
Soil depth is perhaps the most difficult concept to define but soil "includes the horizons 
near the surface that differ from the underlying rock as a result of the interaction of the 
soil-forming factors. In the few places where it contains thin, cemented horizons that are 
impermeable to roots, soil is as deep as the deepest horizon. More commonly soil 
grades at its lowest horizon to hard rock or to earth materials devoid of roots, animals or 
marks of other biological activity. The lower limit of soil, therefore, is normally the 
lower limit of biological activity, which commonly coincides with the common rooting 
depth of native perennial plants" (Soil Survey Staff, 1975). Thus, soil depth (Sdp) is the 
distance from the surface of the soil down to consolidated bedrock (bedrock depth - 
Bdp) or to unconsolidated material that shows no colour or morphological 
differentiation from the underlying parent material and no vestige of biological activity 
(rooting depth - Rdp). In this way: Sdp=Rdp if Rdp<Bdp, otherwise Sdp=Bdp. 
Soil texture is the relative proportion of sand, silt, and clay particle sizes, based on the 
inorganic soil fraction that is less than 2 mm in diameter (Birkeland, 1999). 
Soil bulk density (pb) is "the mass of dry soil per unit bulk volume (the volume 
including the solids and the pores)", expressed as Mg per cubic meter (Mg m 3) (Soil 
Science Society of America, 1996). 
Rock fragment content is the relative proportion of "unattached pieces of rock 2 mm 
in diameter or larger that are strongly cemented or resistant to rupture" (Soil Science 
Society of America, 1996) in the soil or, at or near the soil surface. In this research, 
rock-fragment content resting on the surface is a class of soil cover and hereinafter, 
rock-fragment content refers only to rocks embedded or in the soil profile. 
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1.1.4 SPATIAL VARIABILITY OF SOILS 
1.1.4.1 Causes of Soil Spatial Variability 
The variability of soil properties belongs to two broad categories - systematic and 
random. Systematic variability is a gradual or marked change in soil properties as a 
function of physiography, geomorphology and the interactions of soil-forming factors 
(Wilding et al., 1994) and/or soil management by people (Jenny, 1941). Random 
variation is unstructured and corresponds to those cases where systematic variability 
becomes highly complex, difficult to discern, or where changes in soil properties lack 
an evident correspondence to the genetic factors of soil development (Wilding and 
Drees, 1983). It is this systematic variability that permits the partitioning of the spatial 
variability of soils by subsets of properties corresponding to geomorphic landscape 
elements (Wilding, 2000) and thus, defines whether or not differences and similarities 
can be delineated in map form (Arnold, 1994). 
The spatial variability of soil properties is governed by the processes of soil formation, 
which are in turn interactively conditioned by lithology, climate, biology, and relief 
through geologic time (Wilding et al., 1994). These factors are the paradigm of soil 
survey. The paradigm originates in the soil-factor equation of Dokuchaev and Hilgard 
(from early 20th century), and later formulated by Jenny (1941), that considers soil as a 
result of parent material, climate, organisms, relief and time (Sinowski and Auerswald, 
1999). Consequently, the relevance of geomorphology in soil studies has long been 
recognised since the variables aforementioned also govern, and are governed by 
geomorphic processes (McFadden and Knuepfer, 1990). Hence landscape morphology 
and evolution are intimately related to soil development (Simon et al., 2000). 
Although Jenny's (1941) assertion that there are `active' and `passive' factors of soil 
formation (energy vs. mass sources) leading to interpretations of soil formation and 
variation to be dominated by climate and vegetation relationships (the `active' factors), 
at the landscape scale soil parent- material lithology and topography (the `passive 
factors) seem to exert at least as much influence on soil variation as the so-called active 
factors (Thwaites and Slater, 2000; Wilding and Drees, 1983). Moreover, relief is 
recognised by several authors as being the predominant factor behind water movement 
and the transport of elements responsible for several pedogenetic processes (Florinsky, 
1998a) which in turn, are major agents for the variability of soils (Hall and Olson, 
1991). 
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To summarise, the variability of soil properties is a function of (1) landforms, (2) 
geomorphic elements, (3) soil-forming factors (including climate) and, (4) interactions 
of the previous factors (Wilding and Drees, 1983). 
1.1.4.2 Magnitudes of Soil Spatial Variability 
The magnitude of variability depends not only on the above factors, but also on the soil 
property in question and the scale. Generally, the magnitude of variability tends to 
increase with areal extent, from the pedon to the whole survey area. Figure 1.5 shows 
that increments in variability can be linear or non-linear, and in the latter case, 
maximum variability may occur over the area of a pedon (short-range variability 
represented by upper curve) or may take place at large intervals over the whole survey 
area (long-range variability indicated by lower curve) (Wilding and Drees, 1983). 
a 
Pedon Series Mapping Survey 
Polypedon Unit of Area as 
Soil Series Whole 
Taxonomic Units Cartographic Units 
3111 
Increasing Scale Factor 
Figure 1.5 Schematic spatial variability reflecting increasing scale factor 
(adapted from Wilding and Drees, 1983). 
Usually, variability tends to be less in the more permanent physical properties than in 
the more transient chemical and hydraulic properties (Wilding and Drees, 1983; 
Wilding et al., 1994; Amador et al., 2000), as shown in Table 1.1 and Figure 1.6. Note 
that for most soil properties the typical ranges of coefficient of variation reported in 
Wilding and Drees (1983) and Mulla and McBratney (2000) are similar, except for the 
soil property pertaining to water (or solute) transport (i. e., hydraulic conductivity), for 
which the range of variation is often the highest. 
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Table 1.1 Relative variability of selected soil properties sampled within mapping units of a 
given soil series (adapted from Wilding et al. (1994) and Mulla and McBratney 
(2000)) 
Coefficient of Variation % Relative Order of 
Soil Property Mean Range Range Soil Variability 
Bulk Density 7 5-13 3-26 Least variable 
Total Sand Content 
(% sande ) 
25 8-46 3-37 
Moderately 
Total Clay Content 
(% clay 2) 
25 10 - 61 16 - 53 variable 
Depth to carbonates 30 20 - 49 ------ 
Organic Matter Content 39 20 - 61 21 - 41 
Soil thickness 43 25 - 58 ------ Most variable 
Hydraulic Conductivity 75 13 - 150 48 - 352 
Range' - Wilding and Drees (1983) 
Range2 - Mulla and McBratney (2000) 
Consequently, less variability is expected at the pedon level and with soil properties 
such as texture, soil thickness and bulk density (Wilding et al., 1994; Ward and 
Robinson, 1989) as these depend largely on the topography and lithology, which are 
defining characteristics for mapping soil units and obviously tend to separate units that 
present different ranges of variation. Larger variability is expected to be found within 
the entire survey area and properties such as redox state, organic matter, hydraulic 
conductivity and water content are more likely to present marked short-range variability 
(Wilding et al., 1994) because they depend on the former soil properties (mainly texture 
and bulk density) and on the distribution of vegetation, macro- and micropores, and 
stones which introduces a much larger degree of variability and complexity. However, 
as Figure 1.6 shows, the rate of variability over an area can either increase very slightly 
from a single pedon to an area with the same soil series (e. g. total clay) or show the 
least marked variability from a single soil series to the entire mapping unit (e. g., total 
sand). 
Thus, although soil variability is a consequence of real spatial changes within the 
landscape, the choices relating to sampling site or pedon, added to systematic or random 
field sampling and laboratory errors will determine, to some extent, the measured 
variability (Wilding and Drees, 1983). Additionally, as illustrated in Table 1.1 and 
Figure 1.6, the degree of variability will also depend upon the soil property of interest 
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and the interaction between the soil factors responsible for the spatial change 
(topography, lithology, vegetation and climate). Amongst the soil forming factors, 
vegetation is perhaps the factor that produces the highest measured variability in soil 
properties such as organic matter, hydraulic conductivity and soil moisture within 
mapping units because small variations in the distribution of vegetation as well as 
individual plant features can have great impact in the physical and chemical 
environment of the soil (e. g. some species may provide larger amounts of litter that will 
contribute to higher organic matter content and certain types of roots are more likely to 
produce large macropores that will create preferential water flow paths). 
1.1.4.3 Hydrological Impact of Soil Spatial Variability 
A full understanding of watershed hydrology (including the transport of sediments 
through the watershed) is, according the Singer and Warkentin (1996), not possible 
without understanding the distribution and properties of the soils that blanket the 
landscape. Indeed, soils and landscapes behave in a way that suggests that their whole is 
more than their sum of the parts (Addiscott and Mirza, 1998) with spatial variability 
thereby controlling the functional behaviour of the landscape in terms of its runoff 
response (Güntner and Bronstert, 2004). 
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Figure 1.6 Observed variability among selected soil properties as a function of pedons, 
mapping unit delineations and respective series concepts (adapted from Wilding and 
Drees, 1983). 
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Beyond the local scale, the runoff response at the hillslope or catchment scale has 
frequently been shown to be influenced by the variability of landscape characteristics 
(Güntner and Bronstert, 2004; Western and Grayson, 2000). And it has been reported 
that, in semi-arid areas, patch-scale variability causes the redistribution of runoff and 
associated sediments (Puigdefäbregas and Sanchez, 1996; Bromley et al., 1997; 
Cammeraat, 2002) with runoff coefficients decreasing with increasing variability of soil 
characteristics (Puigdefäbregas et al., 1998). In fact, Güntner and Bronstert (2004) 
enumerate a number of examples in the literature that show that runoff at the hillslope 
or small catchment scale in semi-arid areas is, in general, markedly less than what can 
be expected by simply summing up the contributions of the individual landscape 
patches, and also point out that redistribution processes between the patches with re- 
infiltration of surface runoff can be of high importance. 
Therefore, understanding the spatial variation of key driving variables, such as soil 
properties, is crucial to calibrate and validate models at the landscape and regional 
scales (Lathrop et al., 1995) due to the importance of spatial organisation in soil 
variation. 
1.1.5 SOILS DATA 
As a consequence of the United Nations General Assembly directing attention to the 
need to devise strategies to halt and reverse the effects of environmental degradation 
and the European Environment Agency identifying land degradation as one of the key 
environmental problems in Europe (EEA, 1998), the demand for information about soil 
resources in Europe has suddenly increased (Bullock, 1999a, b). Thus, while 
traditionally agriculture had been the major stakeholder and driving force behind soil 
survey, today the need for soil information has changed and new and more detailed 
information for the whole of Europe is required to implement more effective soil 
protection policies at the European Union level and to address problems, such as soil 
degradation (e. g. erosion risk), land suitability and management (e. g. water 
requirements at catchment level), pollutant transfer and waste disposal (Montanarella 
and Jones, 1999). 
In as much as soils are sinks, sources, and filtering membranes, as well as being `blocks 
of memory' (Arnold and Wilding, 1991), knowledge of their variation can be an 
important contributor to land degradation research. Nevertheless, it has been more 
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common to employ an effect-oriented approach to control soil problems rather than a 
source-oriented approach to eliminate the problems, which partially reflects that soil 
and/or environmental monitoring is conducted on an ad hoc basis by research institutes 
or universities and that there is lack of uniformity in methodology and coverage of 
official frameworks for comprehensive soil monitoring and data collection in Europe 
(Van Lynden, 1995). 
1.1.5.1 Measurement of Soil Properties 
The physical and structural properties of soil that represent the minimum requirement to 
model hydrological processes, at most scales, are soil texture, thickness, stoniness and 
profile bulk density because these properties determine the storage capacity for water, 
and the rate of flow through the porous medium (in relation to hydraulic and 
gravitational gradients). As with any other soil property, their measurement is usually 
time consuming, involving time in the field to collect the samples as well as laboratory 
analysis (except for soil thickness). Thus, if large number of samples is required (which 
is usually the case for adequate representation at the watershed scale), not only much 
time but also large sums of money will have to be involved. Furthermore, these 
measurements are invasive, destroying the medium from which the samples are 
collected. In addition, in remote places (due to steep relief or dense vegetation) the 
collection of samples is difficult, sometimes indeed impossible. Hence, it is obvious that 
accurate, preferably non-invasive means of deriving those properties from ancillary 
sources are essential. 
1.1.5.2 Traditional Sources of Soils Data 
Soil survey is a predictable study of soils as geographic bodies and it determines the 
unique relationships of sets of soil properties that are observed in nature (Soil Survey 
Staff, 1975). The sets of soil properties are used to determine the soil map units, which 
are derived from systematic, well defined, highly structured sets of taxonomic criteria 
that reduce heterogeneity between soil units (Markewich and Cooper, 1991). Thus, 
although the map unit model attempts to reconcile various cultural, photogrammetric, 
and taxonomic properties of soils, the taxonomic system has the most influence on map 
unit design and control (Hartung et al., 1991). 
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A soil map unit, as defined by the Soil Survey Staff (1997), is a collection of soil areas 
delineated in mapping, with each soil area being made of one or more contiguous 
pedons. Thus, each map unit contains a limited number of principal soils and has a 
limited range of proportions and patterns of these soils (Brubaker and Hallmark, 1991). 
However, while much effort has been spent on taxonomic classification of soils in the 
1980's, the importance of proper representation of landscape relations within and 
between soil mapping units has been ignored (Hall and Olson, 1991). Consequently, the 
same mapping unit is often delineated on slopes with different shapes, which results in 
inclusion of areas of moisture accumulation, moisture depletion and uniform moisture 
flow within a mapping unit (Hall and Olson, 1991). 
In addition to this source of variability within a mapping unit, the taxonomic purity of a 
single mapping unit found in many studies has been reported as being 50% or less 
(Wilding and Drees, 1983; Wilding et al., 1994; Brubaker and Hallmark, 1991; Nordt et 
al., 1991; Mulla and McBratney, 2000), which results in a high degree of intra-unit 
variability of basic soil properties (Lammers and Johnson, 1991) that is not consistent 
across soil units, making the characterisation of spatial variability extremely difficult to 
assess (Nordt et al., 1991; Schellentrager and Doolittle, 1991; Young et al., 1991) and 
apply in a modelling exercise. 
Thus, it is not surprising that Brown and Huddleston (1991) claim that one of the most 
important facts regarding soil maps, soil units, and associated text/tables is that they are 
imprecise. While soil survey maps tend to meet the general types of soil information 
needs (e. g., where which type of soil is in the landscape), they do not meet the specific 
needs of the modeller (i. e., detailed high resolution site-specific soil information) (Zhu 
and Mackay, 2003). Lammers and Johnson (1991) find that unless the map unit concept 
is redirected from a focus on taxonomic or use criteria to the use of soil properties 
where map units represent actual differences in soil properties, the understanding of 
relationships between soils and effects of the environment is precluded. 
However, soil maps produced from conventional soil surveys are still the main source 
of soil spatial data for the hydrological modelling of watersheds (Zhu and Mackay, 
2003) with variables being extracted for modelling erosion in a lumped way and 
covering relatively large areas (Lacaze et al. 1996). The problems associated with soil 
surveys and the extraction of attribute values explains why using soil types to estimate 
soil physical properties usually does not improve simulations. Clearly the variability of 
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soil physical properties within soil types can be as large, or larger, than the variability 
between soil types (Grayson and Blöschl, 2000c). In fact, Western and Grayson (2000) 
found that there is limited correlation between soil type and relevant soil hydrologic 
parameters and concluded that treating the soils as distinct types can be of limited value 
because when spatially variable soil depth and profile differentiation were estimated 
from soil types, the simulation of soil moisture by a distributed model was worsened 
compared to using uniform soil properties. Thus, there was no advantage in distributing 
soil property values using soil types because the delineation of soil types had either 
enhanced the topographic effect on variation of soil depth or presented anomalies in the 
gradation of profile horizons causing problems for the simulation of lateral 
redistribution of water. Therefore, there is clearly the need to capture data about soils 
and their distribution in a landscape at a scale appropriate for linking these data to 
process models (Lammers and Johnson, 1991). 
Currently, in the European context, mapping efforts have been provided for by the 
CORINE programme, which produced the Soil Map of Europe and the Soil Erosion Risk 
in the Mediterranean maps at scales of 1: 1000 000 (Lacaze et al., 1996). However, it is 
obvious that this scale is not adequate for regional hydrological modelling. 
Thus, although knowledge of soil spatial distribution at the watershed level is critical 
for hydrological modelling (Grayson and Blöschl, 2000c), due to the nature of soils and 
soil mapping, i. e. the prohibitive costs associated with soil sample collection and 
laboratory analysis, because of deficient mapping quality in difficult or inaccessible 
terrain and because of insufficient standardisation and repeatability of soil surveys, there 
are still no detailed regional soil surveys (Lacaze et al., 1996). 
Technological advances, especially in the remote sensing area, have allowed rapid 
development of techniques to derive soil and vegetation conditions over relatively large 
areas by retrieving primary parameters in the reflective and in the thermal domain to 
estimate for example leaf area index and photosynthetic efficiency (Boegh et al., 2002), 
phytomass and vegetation fractional cover (Lacaze et al., 1996), the normalised 
difference vegetation index (NDVI), and soil reflectance which is a good indicator of 
soil moisture, organic matter content and surface roughness (Lacaze et al., 1996; 
Weidong et al., 2002). Thus, it is not surprising that remote sensing has been described 
as having a promising potential to supply data to distributed hydrological model 
(Refsgaard, 2000). However, remote sensing generally just captures the soil variability 
23 
Chapter One: Introduction 
associated with the surface and the top few centimetres of the soil profile (Troch et al., 
2000) and therefore it is not appropriate for hydrological modelling, which usually 
requires information on variation of properties with depth. Furthermore, remote sensing 
data is a surrogate measure, so the accuracy of derived measures of soil properties is a 
function of the quality of the surrogate relationships and, so far, success has been 
limited (Refsgaard, 2000). Accordingly, Grayson and Blöschl (2000c) suggest that, at 
least in the immediate future, remotely sensed data might be best used to provide 
patterns, rather than absolute values, of some important soil parameters in distributed 
hydrological modelling, which is, in any case, an improvement on using lumped data. 
1.1.6 SUMMARY 
Knowledge of the factors controlling water storage and movement in the soil is essential 
to understand, better adapt to and mitigate the hydrological consequences of erosion and 
desertification. The amount and rate of movement of water in a certain volume of soil 
depends mainly upon a few soil properties (soil thickness, texture, profile bulk density, 
and soil profile rock-fragment content), which can be used as the minimum soils data 
required in physically-based spatially-distributed hydrological models. Furthermore, the 
incorporation of soil properties data in the land-surface component of climate models 
can substantially improve estimates of exchange of water and energy with the 
atmosphere and lead to more realistic climate simulations (Asrar and Dozier, 1994), 
which in turn may predict aridification trends and thus, help to better manage both soils 
and water resources at the regional scale. 
However, traditional sources of soil spatial data, when available, do not have the 
necessary degree of detail required for hydrological modelling and the costs of 
measuring soil properties over large areas are prohibitive. A way of tackling this 
problem is by means of modelling the spatial variability of environmental surrogates 
that reflect the spatial distribution of the properties of interest and thereby gleaning the 
greatest value from data collected in the field. In view of this situation and in 
concomitance with the new requirements in soil surveys identified by IbMez et al. 
(1999) it is clear that soil-landscape modelling has a significant contribution to make. 
Ibanez et al. (1999) outlined, among others, the following aspects reflecting some of the 
most important challenges in the conceptual, methodological and technological tools 
that need to be developed and evaluated: 
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" Better understanding of the spatial variability of soil properties and pedo- 
diversity of soil taxa within and between soil units; 
" Improvements in cartographic representation of the pedosphere including types 
of boundaries between map units (discrete versus continuous boundaries); 
" Mapping of soil-landscape functional units rather than conceptual soil 
associations, i. e. segmentation of soil-landscape into areas where soils, 
hydrology and landform attributes are products of common processes of 
formation and function in an internal manner. 
Thus, the factors controlling the distribution of aforementioned soil properties in the 
landscape, as well as their spatial distribution and impact on subsurface hydrological 
response are the foci of this research since they determine the conditions of the soil and 
the processes that accentuate the effects of droughts, and therefore, the availability of 
water. 
1.2 STUDY AREA 
1.2.1 LOCATION 
The Marina Baixa region is situated in the South-east of Spain, in the autonomous 
community of Valencia, province of Alicante (Figure 1.7), with latitude ranging from 
approximately 38°45'N to 38°30'N and longitude from 0°25'W to 0°00'. The study 
region has an area of 574.37 km2 and comprises a number of small catchments and four 
major catchments: the Guadalest and Amadorio with roughly 210 km2 each and, the 
Torres and Arcos with about 36 km2 each (Figure 1.8). 
1.2.2 OVERVIEW AND SIGNIFICANCE 
In recent years, the European Union has funded a number of research projects 
concerned with the understanding of the processes of land degradation and 
desertification, the assessment of the desertification risk and the identification of 
techniques for mitigation of the causes and consequences of desertification in the 
Mediterranean. Examples of EU-funded projects with research efforts in the domain of 
land degradation and desertification include MEDALUS, EFEDA, ERMES, 
ARCHAEOMEDES and ModMed, which generated large amounts of data, 
methodologies and models (Engelen, 2000). With a view to integrate and assimilate the 
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models and scientific material developed in those projects into a spatial modelling tool, 
the MODULUS project developed a generic Decision Support System (DSS) intended 
for integrated environmental decision-making at the regional level (Engelen, 2000). 
To demonstrate its general applicability, MODULUS DSS was applied to two pilot 
regions, one of them being the Marina Baixa region. MODULUS indicated that, whilst 
the science and models for desertification were sufficiently well developed for policy 
support, the datasets (required inputs) - at least at the regional scale - were not. In fact, 
a lack of basic soils data is common to much of Europe and in particular for Spain, 
where in the last two decades the scientific policies adopted give emphasis to solving 
environmental problems and to the development of GIS outputs of existing information, 
rather than ensuring that more adequate data about soil resources is assembled (IbMez 
et al., 1999). Thus, whilst basic spatial data (topography, geology, climate, land use) are 
available at high spatial resolution, good soils data are not. 
The focus of Governments and funding organisations on environmental degradation and 
the unsustainability of some current practices has led, somewhat paradoxically, to the 
understanding and treating of these problems to the detriment of funding for research 
into the nature, properties and distribution of soils and ensuring a basic knowledge of 
soils data, structure and dynamics for adequately addressing those environmental 
problems (Ibanez et al., 1999). In this way, baseline collection has suffered as funding 
has moved into problem solving priorities. On this matter, Tone Garcia and Alias Perez 
(1996) underlined that there have not been many soil studies in the Province of 
Alicante, with only two out of the ten counties of the province having some basic soil 
cartography (Alto and Baixo Vinalop6). Thus, in spite of the fact that quite a number of 
independent studies have been carried out in South-eastern Spain (from Valencia to 
Almeria), their focus has been on understanding the process of erosion and the variables 
that seem to control it, rather than producing a consistent database of soil properties and 
their distribution. Examples of these studies can be found in Albaladejo (1995); Berael 
et al. (1995); Boix Fayos et al. (1995); Cerdä (1995a, b); Gimeno-Garcia et al. (1995); 
Obando (1995); Rubio et al. (1995); Soriano-Soto et al. (1995); Sole-Benet et al. 
(1997); Poesen et al. (1998); Bochet et al. (1999) and Cerdä (1999). Only two 
exceptions were found in Boer et al. (1996) and Wright (1996), where attempts to 
identify and map the variation of soil properties are made. Within this context and 
according to Montanarella (2001) `there is an urgent need for harmonised and updated 
information about the status of the Mediterranean environment, particularly of soil'. 
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Figure 1.7 Location map for the Marina Baixa study area in the Province of Alicante, 










Figure 1.8 Identification of the major catchments in the Marina Baixa 
It is notable that only recently (the end of 20`h century) there has been a surge of 
requests to the European Soil Bureau for data on European soils and among some of the 
reasons pointed out by Montanarella (2001) are the internationally binding agreements, 
like the UN Convention to Combat Desertification (UNCCD) that calls for detailed soil 
information at a regional scale. 
Southeast Spain is a particularly vulnerable area since it is one of the driest regions of 
the Mediterranean (Thornes, 1998) where the adverse effects of land degradation are 
already taking place. It is in SE Spain, in the Marina Baixa region (Province of 
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Alicante), that this project has been carried out. It is not only climatically marginal, but 
has also been undergoing rapid change and development, with increasing pressure on its 
soil and water resources, mainly from tourism and agricultural change (Rico Amorös, 
1998). 
With the exception of the coastal plains, most of the area has steep relief and 
lithological formations that encourage erosion, which limits the development of 
vegetation (Garcia Bartual et al., 1987). Furthermore, the abandonment of agricultural 
terraces leads to the acceleration of erosion in the steep mountain areas where rain-fed 
agriculture has decreased due its low profits and the growth of alternative economic 
activities (such as tourism) with higher returns. Adding to the adverse natural conditions 
a shambolic urban expansion (mainly due to tourism) with its ensuing water demands, 
and increasing urban and industrial expansion into arable land, which intensifies the 
pressure to keep up the production in a smaller area, creates soil and water conservation 
problems, such as erosion and the salinisation of aquifers due to their overexploitation 
(Garcia Bartual et al., 1987). 
Statistics for the Marina Baixa clearly show that in the period of 1994-1999 there was 
already a strong deficit of water, mainly for urban and agricultural consumption, with 
approximately half the water demand in the region being met with non-local resources 
(Rico Amorös, 1998). And, although agricultural demands are likely to decrease in the 
near future (first decade of the 21St century), it is predicted that urban consumption, 
strongly motivated by increasing tourism demands, is likely to increase by 20% to 30% 
in the area (Rico Amorös, 1998), which emphasises the water resources problem in an 
area where water is already scarce. 
The Marina Baixa region was chosen as a case study for this research because (1) it 
exhibits significant topographic, geologic, climatic and ecologic diversity and therefore, 
presents a varied set of pedo-formative environments that should entail a diverse set of 
catchment hydrological responses to soil properties, and (2) it is a subject of immediate 
social concern due to increasing water demand from different sectors of activity, 
especially tourism and agriculture. Additionally, the area has no consistent soils data, 
and this lack undermines any attempt to develop solutions for environmental problems, 
such as the threat of environmental degradation through the incorrect management of 
water. 
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1.3 RESEARCH OBJECTIVES 
The objectives of the research are to: 
1- Develop soil-landscape models (SLM) to provide explicit and quantitative spatial 
predictions of soil attributes from readily available physiographic attributes. This 
involves: 
" assembling and analysis of the pertinent GIS data to characterise the 
physiographic domain, i. e., the integration of available spatial data sets (such as 
topography, geology, climate, and vegetation data) to consolidate a priori 
knowledge of the area; 
" derivation of terrain attributes from a digital elevation model (DEM) and 
classification of lithological areas to geomorphologically characterise the area; 
supervised and unsupervised classification of landforms on the basis of these 
data, exploring both crisp and continuous algorithms, to create landscape models 
(LMs); 
" the geo-referenced sampling of soil units in a range of geomorphological units to 
develop a model (SLM) for each soil property on the basis of control of soil 
properties by landscape variables; 
" spatial prediction of soil properties (SM) at unsampled areas using the SLMs 
that provide the value of a soil property by first querying the LMs for landscape 
information at a location (x y), such that: [SM(x ) =SLM(LM(x,,, ))]; 
9 validation of the SM by using subsets of the soil samples through application of 
a jack-knife procedure. 
2- To parameterise the soil subsurface component of an existing spatially distributed 
hydrological model (a simplification of the PATTERN model developed between 1991 
and 1995 as part of the EFEDA project by Mulligan) through the: 
" completion of field investigations to monitor and measure the modelled key 
hydrological variables in order to parameterise and validate components of the 
model before its use for the application discussed. 
3- Apply the extended hydrological model to understanding the effect of soil 
variability on catchments' hydrological responses focusing upon situations that occur at 
the end of the summer and beginning of Autumn when soil particles are more 
susceptible of being detached and transported, i. e. when soils are very dry, vegetation is 
low and rainfall events are short and intense. This entails the analysis and interpretation 
of both input and output variables resulting from a range of simulations by: 
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" application of the data collected in the field and the soil properties predicted by 
the SM (input) to the hydrological model; 
" comparative analysis of results produced using a lumped (average soil property 
values by catchment), a distributed (spatial inputs resulting from the SLM) and a 
random approach to quantify the effect of soil parameterisation for watershed 
modelling; 
" application of textural feature analysis to examine and test the relationships 
between the spatial variation of individual soil properties, the soil saturated 
hydraulic conductivity (combination of several soil properties) and the model 
output to visualize and compare the variation in spatial structure from the input 
to the output phase and better understand the role of the landscape in partitioning 
runoff. 
Thus, this study addresses the following questions: 
9 Which landscape property should be used to predict soil properties at the 
mesoscale in this environment? 
" Are there significant differences between landscape units derived from various 
classification methods, including the number, size and position of units? 
" Can landscape classifications accurately represent the ways in which energy and 
matter vary in the landscape so that soil properties can be predicted? 
" Are continuous classifications better descriptors of the landscape than discrete 
classifications? 
" Can our subjective knowledge of landscape and soil development be sufficiently 
integrated with these techniques to produce a classification yielding better 
predictions than through objective numerical classifications without this 
knowledge? 
" Do the different landscape models produce significantly, different soil properties 
distributions with notably different runoff responses over the Marina Baixa? 
" Are catchments' hydrological responses affected by the spatial variation of soil 
properties within them, i. e. do lumped and distributed soil property input 
produce significantly different runoff amounts? 
" Is the spatial structure of the catchments' hydrological response different from 
that of the underlying soil system, i. e. does runoff spatial variation reflect the 
spatial variation of soil properties or are there other factors playing a more 
important role in the distribution of runoff over the landscape? 
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1.4 SUMMARY AND THESIS STRUCTURE 
This chapter presents an overview of the study. The justification for the research is 
briefly outlined showing how the variation of soil properties across the landscape is 
linked to surface characteristics and stressing the importance of the knowledge of spatial 
distribution for hydrological modelling. Furthermore, it is pointed out that due to the 
extreme difficulty of measuring a number of soil properties at many locations across the 
landscape, a more practical way of mapping soil properties is required. Moreover, the 
importance of soil spatial data is emphasised in areas where land degradation and 
desertification need to be mitigated (which partially justifies the reasons for choosing 
the Marina Baixa as the case study). Finally, the main aims and objectives of this 
project are summarised. 
Chapter two portrays an overview of existing spatial modelling techniques for soil 
mapping and outlines some of the advantages and limitations inherent to different 
techniques, based on the geographical qualities of the landscape. Section 2.4 illustrates 
how the concept of soil-landscape model changes through time and presents examples 
of selected soil-landscape models. Section 2.5 introduces some scale issues that need to 
be considered in soil-landscape modelling. 
In chapter three, some of the recent advances in computerised geomorphometry that 
have allowed the derivation of an array of terrain indices are highlighted, and their use 
to better explore the potential of pattern recognition in landscape modelling is 
exemplified. The second part of this chapter describes the theory behind pattern 
recognition for landscape modelling. Commencing with background information on 
pattern recognition, this chapter describes the technical specifications required to apply 
two different techniques: data clustering (unsupervised methods) and semantic or 
structural modelling (supervised methods). For each section both discrete and 
continuous classification algorithms are outlined and the differences are highlighted. 
The third part describes the application of textural features for pattern analysis. 
In chapter four, the overall methodological strategy is depicted. Four different sections 
present the methods used to derive different landscape models (4.2), the field and 
laboratory work necessary (4.3), how soil properties are regionalised and the soil- 
landscape models validated (4.4) and finally, the last section explains how the resulting 
soil property patterns are used, in a modelling exercise, to understand the impact of the 
spatial structure and variability of soil on the hydrological response of catchments (4.5). 
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Chapter five presents the landscape models results that are then used to regionalise soil 
properties. For the unsupervised classifications special concern is given to the issue of 
data normalisation and comparative analysis of classifications using untransformed or 
transformed data is performed. For the supervised classifications emphasis is given to 1) 
the development of the semantic rules to define landform prototypes; 2) the 
identification of topographic thresholds and definition of the primitives; and 3) their 
conversion to a continuous models by choosing different connectors and weights for 
each primitive in order to closely reflect the discrete model concepts. 
In chapter six, the sampled soils data is linked to the landscape units and all the 
resulting soil-landscape models are validated using a modified jack-knifing method. The 
two models that best predict soil properties are then chosen to produce the soil data 
inputs necessary to run a spatially distributed hydrological model. The resulting spatial 
variability of the hydrological output with lumped, distributed and random data is 
compared to (1) highlight the differences in terms of runoff production that occurs when 
using spatially variable soil data instead of lumped catchment-averaged soil data, (2) 
determine the impact of different soil regionalisations on the hydrological output, and to 
(3) assess the dependence of the spatial structure of catchments' hydrological response 
to the spatial distribution of soil properties, under extreme conditions (high rainfall 
intensity and dry soils). 
Chapter seven summarises the conclusions from the previous chapters and the overall 
results of the research. Starts with a re-evaluation of research objectives, addressing 
separately each question set out in the previous section and identifying weaknesses and 
strengths of the approaches. Then makes some recommendations for building on this 
work and for the provision and use of soils data in distributed modelling of hydrology 
and desertification. 
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2.1 INTRODUCTION 
This chapter outlines the different types of pedological models that have been used to 
predict soil properties. This requires an understanding of the ways in which soil varies 
across the landscape and the geographical properties of the landscape that are associated 
with different types of spatial modelling. 
2.2 CONCEPTS OF SOIL VARIATION 
Soil variation can be perceived either as continuous or discontinuous and at the 
landscape scale, both coexist. Conventional soil maps implicitly employ a model in 
which soil bodies form discrete units, supposedly internally uniform, with abrupt 
discontinuities at their edges (Hole and Campbell, 1985). Although allowing a practical 
way of mapping soils, this is clearly unrealistic because it does not represent variability 
within the mapping units. On the other hand, continuous variation is dependent on the 
scale of observation and on the property under study, with very fine levels of detail 
presenting place-to-place variation and coarser scales more likely to show discontinuous 
soil distributions (Hole and Campbell, 1985). Therefore, a mixed variation model might 
possibly represent the soil property variation at the landscape scale in a more realistic, 
and accurate way. This model recognises the existence of discrete units with 
discontinuities at their edges but displaying continuous variation within boundaries 
(Hole and Campbell, 1985). 
2.3 SPATIAL MODELLING TECHNIQUES 
Models can be characterised according to their relative degree of computation, degree of 
complexity, and level of organization (Hoosbeek and Bryant, 1992). The first 
characteristic distinguishes qualitative from quantitative models. Examples of 
qualitative models include mental, verbal and descriptive models as opposed to the 
quantitative mathematical (deterministic or stochastic) models (Hoosbeek and Bryant, 
1992; Hoosbeek et al., 2000). The complexity of the structure used in the models refers 
to the fundamental difference between the functional models that use a simplified 
empirical relation between observed and simulated data that make no claim regarding 
the processes involved; and the mechanistic models that use the available knowledge to 
incorporate the processes involved and thus, describe the behaviour of a system 
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(Hoosbeek and Bryant, 1992; Hoosbeek et al., 2000). The third characteristic is related 
to the organizational hierarchy and indicates the level at which the model simulates, i. e., 
the extent of the model. Hoosbeek and Bryant (1992) place the pedon at the central i 
level of the hierarchy (Figure 2.1) and thus, the behaviour at the watershed scale (i+3) is 
described in terms of attributes at a lower scale, such as the catena which corresponds to 
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Figure 2.1 Scale hierarchy and knowledge type diagram (adapted from Hoosbeek and Bryant, 
1992). 
Pedological models can present any of the above characteristics but three different 
modelling approaches are usually considered to predict soil properties: a) deterministic, 
b) statistical and c) landscape-classification modelling. 
a) Deterministic modelling approaches employ mathematical equations to represent 
explicitly the physical relationships, behaviour, and properties of the soil system. 
Consequently, it requires a high degree of site-specific knowledge and 
observation. Usually it is only implemented on site-specific scales where a high 
level of control is feasible for assumptions, parameterisation and calibration 
because model assumptions are likely to be violated for regional mapping due to 
the spatial variability of soil and hydraulic parameters (Matson and Fels, 1996). 
b) Statistical modelling approaches to predict and map soil properties aim to 
interpolate soil variation based on observed values of either the soil property 
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itself, or the soil property and other auxiliary variables that partially explain the 
variability of the soil property of interest. Additionally, some techniques aim to 
find which variables constitute the best estimators of the response dependent 
variable, i. e., establishes which are the best explanatory variables and which are 
the best combinations of independent variables to be included in the models. 
Statistical methods are simple to use and to couple in a GIS environment and 
tend to be more useful to map more permanent soil properties, in opposition to 
deterministic modelling (Matson and Fels, 1996). Geostatistical techniques are 
also included in this type of modelling. 
c) Landscape-classification modelling involves the segmentation of the landscape 
into more or less homogeneous units, and thus, attempts to minimize the 
variability of a soil property within the unit. The classification accuracy is 
measured by cross-tabulating the soil properties measured with the landscape 
units and statistically analysing the amount of agreement and reduced variance 
of soil properties in the landscape units (Matson and Fels, 1996). The main 
advantage of landscape-classification modelling in relation to the previous 
modelling techniques is being less intensive in soil data by maximizing the a 
priori knowledge of the area through easier to obtain/measure environmental 
attributes. Thus, as long as the environmental attributes chosen are related to the 
factors of soil formation, this technique is more likely to yield the best 
predictions (compared with other techniques) if the available soil data are sparse 
(Burrough and McDonnell, 1998). 
Of these three approaches, only the statistical and landscape-classification approaches 
will be presented and explored here because they are more feasibly implemented at the 
regional scale. 
2.3.1 GEOGRAPHIC QUALITIES OF THE LANDSCAPE 
There are four geographic qualities of the landscape that are important for examining 
soil-landscape relationships: auto-correlation, co-variation, inter-correlation and 
association. With the exception of the latter (used mainly in classification modelling), 
the first three qualities are often explored in classical and geo-statistical modelling 
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Note that classification modelling is in essence a statistical procedure. However, it is 
considered separately in this research due to the fact that it embraces a very large body 
of scientific procedures that are specific to pattern recognition and also, because it is 
closely related to only one geographical quality of the landscape, i. e., association. 
Spatial auto-correlation is a generic property that takes advantage of the fact that 
observations in geographic space are dependent to create a continuous surface from 
point data using local interpolation tools (section 2.3.1.1). The presence of spatial 
dependence means that values of an attribute measured at locations that are close to one 
another tend to be similar, and tend to be more similar than values measured further 
apart (Haining, 2003). 
The techniques that exploit the spatial inter-correlation property of the landscape 
(section 2.3.1.2) are based upon the existence of an association between individual 
properties, i. e., the inter-relationships between different soil properties observed over 
distance can be used to predict the spatial variation of one of the soil properties. In this 
way, it is expected that selected soil properties do not vary independently, but vary 
together, such that the value of one can be used as an indication of the value of another 
(Hole and Campbell, 1985). Examples of this phenomenon are the association between 
subsurface properties such as electrical conductivity and salinity or electrical 
conductivity and water content. 
Spatial co-variation (section 2.3.1.3), in turn, uses surface properties more easily 
observed/measured as proxies (surrogates) for those more difficult to obtain, which in 
this case are the sub-surface soil properties. Thus, it differs from the spatial inter- 
correlation by using environmental attributes (higher scale level) to explain the variation 
of soil sub-surface properties (lower scale level) rather then relying on other soil sub- 
surface properties that are in the same i level of the hierarchy (section 2.3). Both 
geostatistical and classical statistical techniques can be used to explore the relationship 
between sub-surface and surface properties (Figure 2.2). Depending on the number of 
dependent and independent variables and populations involved, investigations can make 
use-of different classical statistical procedures that also aim to address different basic 
research questions concerning: the degree of relationship among variables; and the 
structure underlying a set of variables. 
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Spatial association (section 2.3.1.4) is a property of the landscape that represents forms 
of geographical ordering of variation within landscape units, i. e., individual landscape 
units tend to occur with characteristic sizes, shapes, slopes, and topographic positions, 
and to consistently border the same kinds of landscape units as neighbours (Hole and 
Campbell, 1985). This consistent geographic structure is also responsible for recurring 
patterns of ecological settings, and thus soil patterns. 
2.3.1.1 Auto-Correlation 
In the past twenty years-there have been many attempts to characterise the spatial 
distribution of soil properties. Kriging is the most commonly used technique to map the 
spatial variation of soil properties based only upon the variability of the property of 
interest. 
Kriging is a geostatistical technique developed for optimum local interpolation of soil 
properties from sample grids, but with a minimum sample size for their implementation 
that is usually prohibitive (Lark, 1999). Although very effective in capturing the 
horizontal variation of a property in space, kriging is not process based, i. e., it 
concentrates on the characterisation of patterns rather then linking of pattern to 
processes (Moore et al., 1993a). According to the knowledge type diagram (Figure 2.1), 
this type of pedological modelling is classified as a quantitative empirical model since it 
is characterised by the use of a statistical modelling technique without the use of 
mechanistic process knowledge. Although predictions can be made, they are on a 
limited scale and the empirical relationships that may be established do not elucidate 
cause and effect relationships (Dijkerman, 1974). 
Examples of the application of this geostatistical tool can be found in Burgess and 
Webster (1980) and Burgess et al. (1981) who tried to achieve an optimal interpolation 
of sodium and stone content, and thickness of cover loam by application of block 
kriging. Oliver et al. (1989) illustrate different applications of the regionalized variable 
theory, including the kriging interpolation technique to map thickness of cover loam and 
stone content, and to design rational sampling schemes for sampling. In the examples 
given above, no validation results are presented and consequently, it is not possible to 
assess the accuracy of kriging. Laslett et al. (1987) compared several spatial prediction 
methods for pH and concluded that kriging is one of the best methods for spatial 
prediction. Similarly, Voltz and Webster (1990) compared methods for predicting clay 
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content of the topsoil but concluded that simple kriging although appearing to be an 
efficient predictor, performs poorly where there are sharp soil boundaries while soil 
classification (from a soil survey map) gives poorer results where soil variation is 
gradual. Likewise, Utset et al. (2000) used a combined procedure of kriging with soil 
map information to spatially predict bulk density and field capacity and this 
outperformed the two individual methods used alone. 
In addition to some of the disadvantages mentioned, generalization over larger areas is 
very difficult because interpolations are entirely controlled by the data sets in question 
(Burrough et al., 1997). Also, in situations of complex terrain the univariate usage of 
kriging is limited (McBratney et al., 2000) because the fitted function might not be able 
to capture very complex soil variability. However, it has advantages over traditional soil 
survey methods by allowing estimation of an attribute at any location within the field 
and which will be unbiased and with a known and minimum variance (Burgess and 
Webster, 1980) and, with a gradual spatial change which is more in accordance with the 
way soil varies in the landscape (Burrough and McDonnell, 1998). Furthermore, the 
predictive power can be improved if a region is partitioned when exhibiting 
topographic, pedological or geomorphological variation (McBratney et al., 1991) 
creating a crisp-continuous model, i. e., a model with sharp boundaries between 
partitions but with gradual change within the partition area. Thus, the greatest 
constraints of the kriging technique are (1) the large number of sample points required 
and, (2) the fact that it does not attempt to capture the sources of spatial variability and 
thus, it does not have predictive power outside the area where samples are collected. 
2.3.1.2 Inter-Correlation 
Ancillary information is any other data used to assist in the process of understanding 
how soil properties vary in geographical space and thus subsequently used in mapping. 
In the case of inter-correlation, ancillary data are other soil properties at the same (or 
lower) level of the hierarchy as the soil property to be predicted. 
The principle of optimal estimation using regionalized variable theory was extended 
from the interpolation of an "independent" soil property to situations considering the 
spatial variation of two or more spatially inter-dependent ones (McBratney, 1996). 
Examples of studies exploiting inter-correlation among soil properties by co-kriging can 
be found in McBratney and Webster (1983) who used two properties (subsoil silt and 
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sand) exhibiting strong co-regionalisation with topsoil silt to better estimate the latter; 
Knotters et al. (1995) and Lesch et al. (1995) used soil electrical conductivity to aid the 
interpolation of layer depth and salinity conditions, respectively; and Yates and Warrick 
(1987) estimated soil water content using the bare soil surface temperature and sand 
content as auxiliary variables. 
In spite of the fact that predictions improve using other correlated properties, it does not 
reduce the sampling effort since the auxiliary properties required to improve the 
prediction accuracy also need to be measured with at least the same density. 
From the above it is clear that the predictive power of models exploiting the spatial 
auto-correlation or the spatial inter-correlation qualities of geographical space is still 
very limited. The techniques presented permit reasonably good, more or less elaborate 
interpolations of point data within the sampled areas but extrapolation to larger areas is 
still not possible. It is thus, necessary to find auxiliary variables that allow 
generalization to unsampled areas. This is possible by finding appropriate surface 
auxiliary variables since these are more easily measured, which is the scope of soil- 
landscape modelling. 
2.3.1.3 Co-Variation 
The application of the principle of co-variation can improve predictions of the soil 
property of interest by using terrain attributes known to vary dependently. This effect is 
a consequence of the soil forming factors on the landscape (Hole and Campbell, 1985). 
Since topography controls water movement and this is the major driving force 
responsible for soil variability (Hall and Olson, 1991), it is logical to exploit the 
knowledge of co-variation of easily observed properties (terrain attributes) as proxies 
(surrogates) for those properties that are more difficult to measure (e. g. soil moisture, 
soil depth, soil texture, etc. ) 
Modem methods allow digital elevation models (DEMs) of terrain to be generated 
rapidly with very fine spatial resolutions (Lark, 1999). DEMs are thus, an essential 
quantitative tool that can be used in predictive models of a soil-landscape system with 
consideration for both process and form because they make it possible to take into 
account one of the most important physical drivers for water flow through a catchment 
(gravity). Furthermore, if efficiently used, a DEM allows differentiation between the 
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vertical and lateral components of water movement, which should be recognised by 
most hydrological models (Hall and Olson, 1991). 
The increasingly wide availability of DEMs and their decreasing costs allowed 
quantitative digital terrain analysis methods to be developed and this is reflected by the 
number of recent experimental and theoretical studies taking advantage of those 
methods to model empirically the spatial distribution of soil properties as a function of 
hydrologically important terrain attributes (Thompson et al., 1997). 
In addition to topography, any other data related to the other four soil forming factors 
helps understanding the structure and the spatial dependency of soil properties. 
McBratney et al. (2000) refer to these environmental factors as CLORPT factors (from 
Jenny's (1941) factors of soil formation: CLimate, Organisms, Relief, Parent material, 
through geologic Time). 
The ancillary information can be incorporated in the prediction process through kriging 
with external drift, co-kriging or combinations of multiple linear regression and 
generalised linear models (regression-kriging), or by generating a new set of factors that 
summarize the structure of the variables involved by using principal component analysis 
or factor analysis. Examples of studies using landscape surrogates for the prediction of 
soil properties are presented below and grouped by type of modelling techniques: 
geostatistical and classical statistics. 
Geostatistical Techniques 
The most common geostatistical technique making use of only one auxiliary variable is 
known as universal kriging with external drift. Bourennane et al. (1996,2000) used 
slope gradient derived, from a DEM as external drift to map the thickness of superficial 
deposits and horizon thickness. Their results show that using supplementary data 
produces more accurate predictions than using simple regression models or any other 
simple kriging technique. Bdrdossy and Lehmann (1998) obtained similar results by 
using a topographic . index to improve the interpolation quality of soil moisture 
in a 
small catchment. 
Co-kriging is another geostatistical technique that allows two or more auxiliary 
variables to be used. However, its implementation has more restrictions than the 
previous technique: it is more demanding in terms of number of sampled points and is 
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not applicable to very heterogeneous data, as it is often difficult to model co- 
regionalisation (Bourennane et al., 1996). 
Odeh et al. (1995) derived slope angle, aspect, plan and profile curvatures from the 
elevation data and used co-kriging and regression-kriging techniques to spatially predict 
depth to bedrock, topsoil gravel and subsoil clay. The performance of both techniques is 
dependent on the property in question and on the force of its relationship with landform 
attributes; however, they generally outperformed simple kriging and multiple linear 
regression. 
Classical Statistical Techniques 
So far the geostatistical techniques mentioned have only been used to interpolate soil 
properties between sampled points. Despite the fact that some of them attempt to use 
knowledge of the processes relating to the spatial distribution of the soil property in 
question, the main objective is to accurately map and not to be able to predict outside 
the studied area. Other techniques are used to capture the variation and structure of soil 
properties, measure the degree of association of the properties variation with other 
variables and extrapolate to larger (unsampled) areas. 
Measuring the degree of relationship among variables 
Investigations involving no a priori classification of either dependent or independent 
variables on a discrete level attempt to verify if there are significant relationships 
between phenomena in various locations, and commonly use bivariate and multivariate 
regression analysis, hierarchical or canonical correlation. In this case, the direction of 
the relationship between dependent and independent variables is specified. 
Examples of these quantitative, empirical soil-landscape models can be found in Moore 
et al. (1993b), McKenzie and Austin (1993), Odeh et al. (1994), Gessler et at. (1995, 
1996), Thompson et al. (1997), McKenzie and Ryan (1999), King et al. (1999), and 
Chaplot et al. (2000), among others. They are all based on the hypothesis that catenary 
soil development occurs in many landscapes in response to the way water moves 
through and over the landscape. They also share the same objective: measuring the 
degree of association of environmental attributes and soil-cover properties and using the 
42 
Chapter Two: Spatial Modelling of Soil Properties -A Review 
empirical statistical models (transfer functions) to predict the distribution of these 
properties across the landscape. 
The variability explained by the models is diverse depending on the soil properties and 
on the attributes used to explain the variability. For instance, soil depth was modelled 
by Odeh et al. (1994) and McKenzie and Ryan (1999) and the models only accounted 
for 0.45 and 0.42 of the variance, with the first model using slope gradient, plan and 
profile curvature and upslope distance and the second, using slope gradient, relative 
elevation and a compound topographic index, respectively. Using only plan curvature 
and a compound topographic attribute, Gessler et al. (1995) produced a model that 
explains 68% of the response variability. Other soil properties, such as profile darkness 
index (PDD, pH, sand and silt percentages, topsoil gravel and presence of a non- 
calcareous clay-loam horizon are examples of properties for which the above 
investigations focused upon with. the variance explained by the models varying from 
0.41 for pH, 0.65 for percentage of silt and PDI, to 0.80 for the hydromorphy index. 
Although not so commonly applied, canonical correlation can also be used to assess the 
relationship between two sets of variables. Its main advantage is the possibility of 
analysing a group of dependent variables simultaneously, instead of just one as allowed 
by bivariate, multivariate and hierarchical correlation. However, the most critical 
limitation involves interpretability (Tabachnick and Fidell, 1983). Although not so 
useful for modelling purposes, it is a remarkable tool to examine intricate relationships. 
Vincent and Clarke (1980) applied this tool to infer the relationship between the 
morphology of a terracette and its underlying soil properties. 
Despite using point terrain attribute data it is claimed that the nature of some of the 
terrain attributes give a continuous character to the relationships. One very important 
index to which this continuous quality is attributed is the compound topographic 
attribute, also known as wetness index, which in certain environments relates to the 
spatial distribution and size of zones of saturation (Moore et al., 1994). Notwithstanding 
this pseudo-continuous character given by this secondary (compound) attribute (see 
section 3.2.1 on geomorphological attributes), the regression modelling technique is 
nevertheless discrete in essence. However, if inputs present a gradual variation, 
transitions will be also progressive and not abrupt. In this research, "continuous" is 
applied in respect to pixels that belong simultaneously to different classes (see section 
2.3.1.4.2 on quantitative classification). 
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Determining the structure 
Regression analysis is an analytical tool that is widely used for soil-landform correlation 
studies but it may not always be suitable when a very large number of variables are 
involved (Odeh et al., 1991). Other multivariate methods are available in this case and 
although answering the same basic question, the statistical procedure creates new 
variables (factors) and tests more complicated hypotheses. It is assumed that a more 
complex and intricate relationship exists between the independent variables 
(topographic or environmental attributes), which is seldom accounted for when using 
regression modelling. Examples of such tools include Principal Component Analysis 
(PCA) and Factor Analysis (FA), which are concerned with the latent structure 
underlying a set of variables. This group of techniques are sometimes considered as 
classificational tools since they separate (or group) variables but they are considered 
here as an ordination technique since their main purpose is to reduce the number of 
variables to a small number of factors (usually not more than two or three) accounting 
for a large amount of the variation in the initial data set. 
PCA and FA are interdependence models, i. e., it is not possible to specify which 
variables are the predictors (Cooley and Lohnes, 1971). Thus, in a sense, every variable 
is both an independent and a dependent one at the same time (Johnston, 1978). 
Consequently, for soil-landscape modelling this might be a disadvantage since it does 
not relate patterns in one set of variables (factors or predictors) to those in another set of 
variables (soil properties), which would possibly improve the predictive power and thus, 
soil pattern recognition (Odeh et al., 1991). 
In addition, the search for the structure of variables is not an end in itself. Usually the 
results extracted from the ordination process, i. e., the summarizing of variables at the 
sample points will replace the sample data and an interpolation technique is required to 
map the target properties; or the results can be used in a classification scheme, since its 
uncorrelated factors tend to improve the separation between groups and therefore, 
achieve better, more easily interpretable classifications. However, the assumption of 
linear relationships between soil variables is not often met and thus, classification rather 
than ordination is preferred for data reduction (Odeh et al., 1990) because the linear 
transformation of the original features may not appropriately reflect non-linearities in 
the data. Also, extracted features with negligible contribution to the overall variance 
may provide a crucial contribution to pattern discrimination (Marques de Sä, 2001). 
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Thus, and according to de Gruijter et al. (1997), it is expected that data structures are 
more efficiently summarized by classification only (if some assumptions are met), 
which withdraws the possible advantages of using ordination techniques for pattern 
recognition. However, ordination techniques are important to reduce the dimensionality 
of large datasets and can provide estimates of the intrinsic data dimensionality, with 
success depending largely on the type of data distributions (Cheriyadat and Bruce, 
2003). The resulting principal components can be used as reference for more 
sophisticated feature selection methods (Marques de S', 2001). 
Odeh et al. (1991) investigated the robustness of various ordination techniques and 
pointed out that techniques such as PCA can be very attractive because inter-relations 
between soil variables and/or between soil and landform attributes tend to be more 
linear than unimodal. 
2.3.1.4 Association 
An approach that has seen great development in recent years organises the land surface 
according to a formal geomorphological model of landforms. According to Moore et al. 
(1993c), instead of dealing with pixels, there are advantages to using integrated systems 
of hillslopes that can more appropriately explore the spatial association property of the 
landscape. 
The rationale of classification is that individual pixels that belong to the same class have 
a homogeneous hydrological response due to a similar pedological development. Ideally 
the landform segments have distinct ranges and rates of soil processes, and thus are 
functionally different units that can be used for comparisons across landscapes 
(Pennock and Cone, 2001). 
The aim of classification is to group observations into classes comprising similar 
individuals and thereby to separate dissimilar individuals into different categories 
(Johnston, 1978). It implies data reduction and consequently, a complex system can be 
made more explicit (McBratney at al., 2000). In soil science, classifications of 
landscape can be based on tacit knowledge (the qualitative approach) or make use of a 
number of numerical classification techniques (the quantitative approach). 
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2.3.1.4.1 Qualitative Classification 
The qualitative approach has been traditionally used in soil survey with landform 
elements being manually delineated using on-site descriptions and aerial photographs. 
On-site descriptions provide a vast amount of information but are usually difficult to 
integrate in the classification process and are often not practical to obtain if studying a 
large area (Irvin, 1996). Aerial photo interpretation for delineation of mapping units for 
prediction of soil types, using stereo-pairs, is highly dependent on the interpreter's 
experience, knowledge, abilities, and the complexity of the mapping area (Hartung et 
al., 1991), and in spite of being able to produce very useful results, it is very subjective 
(Irvin, 1996). Traditional soil mapping only uses delineations of major landforms and 
other visually distinguishable features of the landscape (contrasting vegetation patterns, 
till plains, terraces, flood plains, etc) and identifiable components of the delineated 
landforms (sideslope, toeslope, footslope, etc. ) to identify, describe, and classify the 
kinds of soils that are associated with the landform components (Soil Survey Staff, 
1997). Once the relationship between the landforms and soil is understood, the soil 
scientist is able to predict the type of soil on a number of landforms. However, the same 
mapping unit is often delineated on convex, concave, and linear slopes or sometimes, 
even on different geomorphic surfaces (Hall and Olson, 1991) thus, ignoring the 
patterns of water movement, increasing the variability within a mapping unit and 
wrongly grouping types of soils. 
The qualitative classification of landscape segments based on tacit knowledge, without 
fully characterising the features of each class and explicitly defining for each class the 
ranges in which the environmental (or just topographical) attributes used can vary, is a 
very incipient form of classification. It is a conceptual mechanistic approach that can be 
used to attest and evaluate the existence of catenary related variation in soil properties 
and, although allowing interpolation of point data to the spatial areas, i. e., from the 
sampled points to the areas assumed to have the same position at the hillslope scale, this 
technique does not have predictive power outside the area covered by the observations, 
which is usually a hillslope. 
The statistical technique analysis of variance (ANOVA) in which the variance of two 
populations is compared (Tabachnick and Fidell, 1983) is usually employed to test the 
hypothesis of significant relationships between soil properties and the landscape 
segments. ANOVA exploits the spatial association landscape property to relate soil 
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properties to qualitative measures of landscape position, as an attempt to encapsulate the 
relationships between soil conditions and topography and thus, account for process. 
Several researchers, such as Stone et al. (1985), Daniels et al. (1985), Kreznor et al. 
(1989) and Brubaker et al. (1993) have examined the association of soil-erosion classes 
with a certain landscape position. Stolt et al. (1993), Agbenin and Tiessen (1995), and 
Osher and Buol (1998) tried to determine which part of the total variation of soil 
particle size and elemental composition can be attributed to the landscape position. 
Nizeyimana and Bicki (1992) studied the influence of hillslope shape upon physical and 
chemical properties, such as bulk density, clay and sand content, pH, organic matter and 
cationic exchange capacity. The results can be highly varied because although landscape 
position of a site strongly influences soil and other important properties (Moore et al., 
1993b), it is only one of the factors that potentially contribute to soil variation. Other 
factors, such as parent material, can sometimes play a major role in pedological 
evolution, "erasing" or accentuating the landscape position effect. 
More recently, Butterworth et al. (2000) used a mixed-model `analysis of variance' to 
determine whether differences existed between defined landforms, soil material and 
depth classes and concluded that there is a strong statistical separation of soil physical 
and hydraulic properties by landform and that this knowledge can be used to understand 
the distribution of soil properties and their influence on catchment hydrology. 
Nevertheless, the landform delineation is not explicit, there is no indication on how this 
was performed and which topographic variables were chosen to individualise those 
landforms. 
Thus, knowledge derived from studies that employ qualitative classification of 
landforms is not transferable because they lack a consistent quantitative framework 
(Moore et al., 1993 a), which would be necessary if the methodology is to be repeated in 
other areas. 
The development of new tools such as GIS and advances in automated geomorphometry 
allow the rapid derivation of environmental attributes that can be used to automatically 
delineate landforms (numerical classification) and therefore, objectively interpret and 
predict the relationships between soils and landscape. Furthermore, these tools allow a 
more detailed and accurate segmentation of the landscape and can possibly identify 
land-surface features that may be unnoticed in aerial photography interpretation with a- 
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stereoscope (Hammer et al. 1991). The quantitative approach is expected to provide 
more consistent and repeatable results and is therefore, more suitable for soil-landscape 
analysis and the prediction of soil properties. 
2.3.1.4.2 Quantitative Classification 
Numerical classification procedures can be either based on supervised (statistical 
classification/semantic analysis) or unsupervised training (data clustering). Supervised 
procedures require a priori definition of the clusters and are based on expert heuristics 
while for unsupervised classification, cluster identification and formation is part of the 
statistical/mathematical classification process. 
Concept-driven techniques 
The supervised, knowledge-based, quantitative approach relying upon interactive 
interpretation and visualisation to define mappable landscape/landform units has 
recently seen great progress. Increasing computer capabilities have allowed the 
development of sophisticated software platforms that can be used to recognise different 
landform classes. Starting from the same basic ideas used for qualitative landform 
delineation, discrimination techniques evolved to a more mathematical identification of 
patterns, which can build segments of discrete or continuous types. 
Data-driven techniques 
A more locally optimised approach has been made possible by the implementation of 
new statistical tools, of high-speed computers and GIS, and the wider availability of 
digital terrain models. There is a large number of techniques producing either discrete of 
continuous segments in the attribute space, however, they all tend to be based on the 
principle of maximisation of differences between classes and minimisation of the within 
class variance. 
Below are examples of different landform classification techniques, advantages and 
disadvantages of different supervised and unsupervised techniques. Firstly, the 
techniques that produce discrete segments are presented, followed by the methods used 
to produce continuous segments. 
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Discrete segments 
Supervised techniques 
Examples of supervised techniques used to produce discrete landforms can be found in 
Fels and Matson (1996) who used a cognitively based method i. e., a statistical 
classification, for hydrogeomorphic land classification by means of a decision-tree 
classification, which is specific to physiographic provinces that present similar 
topographic and geologic characteristics. Martz and de Jong (1987) defined landforms 
in terms of topographic variables (structural pattern recognition) to improve the degree 
of association with net erosion. But likewise, landform classification is subjective and 
locally adapted: classes were selected to include landforms which were considered to be 
significant components of the landscape, to accommodate the properties of the data set, 
and to give a simple and meaningful pattern when mapped (Martz and de Jong, 1987). 
However, when the classification was applied to a different basin but with the same 
climatic and physiographic settings, a highly significant relationship was found between 
mean net erosion and the landform classes (Martz and de Jong, 1991). Nevertheless, the 
nature of the relationship changed indicating that the classification was not able to deal 
with differences in the topographic properties in the two basins. Pennock and Cone 
(2001) used a pre-defined range of slope morphological and positional attributes to 
characterize each landform element class and noted that the segmentation criteria used 
in a given region are unlikely to have universal application. 
Unsupervised techniques 
Clustering Analysis (CA) and Discriminant Analysis (DA) are often used to group 
variables, allocate new samples and assess the goodness of the classifications after using 
one of the previously mentioned ordination techniques. These statistical techniques, in 
opposition to the supervised procedures, classify the data into natural groups, allowing 
simultaneously a maximization of the separation (differences) between classes and the 
identification of classes that do not correspond to preconceived notions of the 
landscape. 
Irvin (1996) and Irvin et al. (1997) used an Iterative Self-Organizing Data Analysis 
Technique (ISODATA) unsupervised classification procedure which is a statistical 
clustering method creating a well-defined classification of data points in which each 
data point is assigned to one, and only one, class. They used six topographic attributes 
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(elevation, slope, profile, plan and tangential curvature, incident solar radiation and a 
compound topographic index) that are expected to differentiate areas where soil 
development varied and ascertain relationships between the landforms and soil 
properties, and thus extrapolated the results to under- or unsampled areas. Results show 
that this automated method produced more details than manual delineations, i. e., the 
resulting landscape is much more fragmented because while in manual delineations the 
texture of the image is important, in this automated method, the surrounding pixel 
values are not important and each pixel is allocated to the class which it resembles the 
most. 
Bell et al. (1992) derived a statistical soil-landscape model using multivariate DA to 
predict soil drainage class. The DA identified the landscape variables (slope, aspect, 
vegetative cover, parent material and landscape position) that could optimally separate 
soil drainage classes. By application of the discriminant functions, the prediction of 
drainage class can be extended to other geographical areas. Thomas et al. (1999) used 
DA to analyse the relationships between soil classes and morphometric parameters. The 
results showed that 70% of soil variability in small catchments could be explained by 
attributes derived from the DEM (especially slope, aspect,. profile curvature and 
distance to the thalweg) and the nature of parent material. Similarly, Sinowski and 
Auerswald (1999) used DA but to determine the soil depth at which geological strata 
change, i. e., they used soil profile relationships with relief parameters (elevation, slope, 
aspect and upslope area) to separate and map lithological changes. 
A more complex approach was adopted by Schmidt et al. (2000) by using PCA and 
cluster analysis to produce regional units with similarities in their hydrological 
behaviour (by means of hydrological indices) and then used DA to combine these 
hydrological units with geomorphometric parameters. They claim that landform 
classification is very useful for applying process based modelling approaches on a 
number of scales. 
A disadvantage of crisp classification is that the same prediction is then made for all 
points allocated to the same class, regardless of the variation within the class (de 
Gruijter et al., 1997). The natural variation of soil-landscape processes, the complexity 
of variation at different scales combined with our inability to sample and precisely 
measure all the parameters and the intrinsic uncertainties in soil mapping and analysis 
hampers the application of crisp classes to soil (Bell et al., 1994). There are two basic 
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approaches to tackle this problem: 1) by using a probability approach or, 2) by 
implementing a continuous classification. 
The probability approach attempts to incorporate the uncertainty of short distance 
variation in soil properties not usually accounted for when correlating point soil 
properties measurements with terrain attributes calculated for pixels of 5m to 100 m or 
larger (Boer et al., 1996). Moreover, in many situations correlations between soil 
properties and topographic attributes or landforms is non-linear. To overcome these 
problems Bell et al. (1994) applied the soil-landscape model from their previous work 
(Bell et al., 1992) and estimated the drainage class probability from the unique 
combination of the landscape variables based on the minimum distance to a multivariate 
class mean. Boer et al. (1996) calculated the probability of occurrence of shallow and 
deep soils, with the thresholds corresponding to the first and fourth quartile of the 
frequency distribution of the soil profiles for each parent material, and combined these 
classes with the first four principal components (PCA) of environmental attributes to 
calculate the topographic probability space of each soil depth class. The training 
signatures supervised a maximum likelihood classification of the most probable soil 
depth class to extend the classification to the remaining unsampled area. 
Continuous segments 
The applications of numerical soil classification to soil investigations are based, to some 
extent, on continuous representation of soil in the geographical space but their results 
are still interpreted in a discontinuous manner (McBratney at al., 2000). Processes 
involved in soil development do not usually operate on a discrete level but produce a 
continuum of change (Odeh et al., 1992a). This calls for an alternative approach to soil 
classification and mapping, enabling transitional soil types/properties. Additionally, 
imprecision and uncertainty are an inherent part of natural systems and although it is 
considered by some that uncertainty is a removable artefact that would disappear if our 
knowledge of the soil system were complete, in reality probability theory cannot solve 
this problem (McBratney and Odeh, 1997). 
The next logical step is to extend the concept of continuous variation from the 
geographical space to the attribute space by accepting the principle that an observation 
can belong to one or more classes (Burrough et al., 1997). Recent advances are based on 
fuzzy sets, which recognises the continuous nature of soil (McBratney and Odeh, 1997), 
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for optimised prediction quality of the resulting classes. The fuzziness stems from 
imprecision and uncertainty. By allowing the grouping of individuals into classes 
without sharp boundaries, the fuzzy sets theory becomes a very useful tool to deal with 
ambiguity in mathematical models of empirical phenomena (McBratney and Odeh, 
1997). 
Supervised techniques 
There are two different approaches to group individuals into fuzzy sets or classes. The 
first, commonly used in clustering, is based on fuzzy c-means where the number of 
classes is not known a priori (McBratney and Odeh, 1997). The secönd approach, in the 
supervised classification domain is based on what is termed a Semantic Import model 
(SI) where a fuzzy membership function (FMF) is defined without reference to the data 
and thus, class limits are specified based on experience or conventionally imposed 
definitions (McBratney and Odeh, 1997), such as the class limits of certain soil 
properties for classification into soil series in conventional soil mapping. The class 
limits are not specific to an area and usually belong to a classification with a broader 
scope as in a country- wide soil classification. 
Zhu (1997) and Zhu et al. (1997) applied this second approach (which is termed 
similarity modelling since individuals are allocated on the basis of their similarity to the 
requirements of the classes) to represent soil spatial information so that the soil- 
landscape is perceived as a continuum, not only in the attribute space but also in the 
geographic space. The approach begins by assigning a vector of membership value to a 
soil at a given point, which describes the degrees of similarity of that soil to a prescribed 
set of soil taxonomic units. Then the knowledge on the relationships between the soil 
taxonomic units (soil series) and six environmental variables (the soil formative 
environment) were used to define the degree to which the conditions of each 
environmental variable favours the development of a given soil series. The result is a 
fuzzy inference engine that takes the set of environmental conditions for a specific 
location and computes the similarity value of the soil to the local soil series. This allows 
prediction of the value of a certain soil property prescribed to a soil series to which there 
is a similarity vector. In addition to overcoming the class assignment generalization 
problem, Zhu (1997) argues that this technique provides soil scientists with a more 
flexible method for representing their knowledge of soil-landscape than the model that 
underlies conventional soil maps. However, its application seems to work well only 
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when there is a strong environmental gradient and a good understanding of soil- 
environment relationships, and where the environmental factors chosen to be included 
in the similarity vector are able to properly characterize the soil formative environment 
(Zhu et al., 1997). 
More recently, MacMillan et al. (2000) applied this technique (the Semantic Import 
model) to automatically segment landforms using ten topographic absolute and 
contextual attributes (see section 3.2.1 on geomorphological attributes) derived from a 
DEM and a pre-defined range of variation of these derivatives to define fuzzy classes of 
conceptual landforms that were statistically evaluated' by their ability to account for the 
variation of soil properties. A'one-way ANOVA was performed for soil depth of the A 
horizon, depth to carbonates and crop production and the results were encouraging with 
the model explaining up to 60% of the variation. 
Thwaites and Slater (2000) also defend the fact that fuzzy rule-set techniques seem to be 
more suitable to reflect the reality of regolith-terrain variation and thus, to predict the 
ranges in variation of soil-geomorphic units that are relevant to forest plantation 
management. 
Unsupervised techniques 
The most common approach to grouping individuals into fuzzy sets or classes utilises a 
technique termed fuzzy c-means (FCM), which is a multivariate form of data analysis, 
partitioning the observations in the multivariate space into relatively stable naturally 
occurring classes (McBratney et al., 2000), resulting in the continuous classification of 
a set of individuals (de Gruijter et al., 1997). 
In soil science, fuzzy sets theory has been mainly applied with a purpose of soils- 
classification, whether of soil properties or terrain attributes. In fact, a number of recent 
researchers explored the application of fuzzy c-means to delineate clusters referring to 
landforms or to landscape units. The difference between landform and landscape units is 
that the latter incorporates other information, such as vegetation cover and parent 
material, besides topographic variables. 
Similarly to the results obtained with the ISODATA classification, Irvin (1996) and Irvin 
et al. (1997) obtained more detailed landform classification with the fuzzy c-means 
clusters than with manual delineations, the latter proving to be useful in those areas 
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where class memberships are not clear-cut and thus, providing more information about 
finer-scale variability of the landforms than the crisp classification. However, validation 
of the fuzzy landform classes by application of a regression-based approach resulted in 
a poor relationship between the selected soil property and the characteristics of the 
classes and, the lack of a good field data set increased the difficulty of the analysis. The 
work of Burrough et al. (2000) confirmed the results of Irvin et al. (1997) in that the 
application of the fuzzy c-means classification of landscapes is both possible and 
sensible by using terrain descriptors derived from DEMs. The major shortcoming of this 
study is the lack of validation of the landform segmentation by, for instance, testing the 
significance of the classes in explaining the variation in soil properties. However, 
generally, this quantitative landform delineation can provide a good insight on the 
sampling intensity required for different areas. 
The fuzzy c-means algorithm was also applied by de Bruin and Stein (1998) and Lark 
(1999) who assessed the goodness of the classification by investigating the possible 
pedological significance of the classes defined by terrain variables extracted from 
DEMs. De Bruin and Stein (1998) regressed topsoil clay content data with membership 
grades of the landform classes to evaluate and decide upon the optimum fuzzy c- 
partition and obtained a classification that accounted for 70% of the variation in clay 
content. Lark (1999) used linear regression to investigate the relationship between the 
soil physical, chemical and biological properties and the membership value of the 
terrain variables in the continuous classes. Results demonstrate that the physical soil 
properties studied (particle size distribution and gravimetric water content) appear to 
show a significant linear relationship to membership in continuous classes, while 
chemical and biological properties do not show such a relationship. Such results are 
expected because parent material and water movement are the dominant influences on 
the physical properties and the landform classification is based upon topographic 
variables that reflect variation of parent material and water movement. Furthermore, 
Lark (1999) illustrated that the prediction of soil properties had better results using the 
membership values derived from the terrain variables rather then the terrain variables 
themselves suggesting that the classification allows non-linear relationships between the 
terrain variables and soil properties to be incorporated in the classification process. 
Some of the disadvantages of this method compared to a crisp classification are the fact 
that it is more time-consuming and the results are not always easily visualized. 
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However, it is possibly better suited for prediction of soil properties outside the sampled 
area (Irvin et al., 1997). 
Besides the mentioned applications, fuzzy set theory has also been found to be a 
particularly useful tool for dealing with uncertainty in the interpretation of quantitative 
information on soil properties (Lark and Bolam, 1997). This problem arises because 
often, spatial predictions are generated from sparse observations creating statistical 
uncertainty in the prediction and interpretation process (Lark and Bolam, 1997). 
2.3.2 CONCLUSIONS 
There is a large number of techniques that can be utilized for better understanding, 
measuring and generalization of the relationships between soil properties and surface 
and subsurface attributes. All of these techniques presented have positive and negative 
impacts on the final results and it is, therefore, difficult to choose one for soil-landscape 
modelling. However, there are a few clear distinctions between the techniques 
mentioned, which address some important issues: 
1) the utilisation (or otherwise) of subsurface and surface auxiliary attributes 
(ancillary data); 
2) the geographical quality of the landscape that should be used; 
3) the dependency of boundary location on the type of classification used 
(clustering vs. discrimination techniques); 
4) the importance of the nature of boundaries and how different methods can be 
used to reflect different types of boundaries; and 
5) the dependency of the nature of boundaries on the scale of analysis. 
0 
1) Ancillary Data 
The hypothesis is that the spatial pattern of soil attributes can be predicted from the 
spatial pattern of terrain attributes derived from a DEM because if the latter characterise 
the water flow paths, they should also capture the systematic spatial variation of soil 
properties at the mesoscale. Hence, one of the objectives in this study is to select a 
number of auxiliary variables that are able to reflect the landscape variation and thus, 
the soil formative environment. The selected or created attributes have to be applicable 
in different environments and therefore, the concern is to find appropriate absolute and 
relative (contextual) landscape indices that are meaningful, that describe the shape of 
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the landforms and that establish the landscape context and thus, account for the type and 
magnitude of material transfers at different scales of spatial variation. 
2) Geographical Quality of the Landscape 
Secondly, an important question that needs to be addressed in the development of a soil- 
landscape model (a partial one in this case, since the objective is to predict individual 
soil properties) is if the landscape should be partitioned into homogeneous units, and 
what kind of classification should be applied. From some of the advantages mentioned 
in the previous sections it is clear that classification procedures are extremely useful 
when the data sets available for the dependent variables (soil properties) are not large, 
mainly due to the costs of intensive sampling schemes. The problem is how to produce 
a generic landform classification in accordance with the nature of variation of soil- 
landscape which is, (preferably) automatic and that can be applied to a variety of 
landscapes. Thus, the first issue is to determine where to draw the boundaries between 
landscape units, whereas the second issue is related to the nature of the boundary itself. 
3) Boundary Location 
The first consideration involves the utilization of supervised vs. unsupervised 
techniques. The use of data clustering techniques accepts that little is known about the 
pedogenetic pathways, i. e. interactions between topography, water flow and soil 
properties. Although the classification procedure is transferable to other areas, the 
classified entities will differ from site to site because classes are solely dependent on the 
terrain attribute data sets. Consequently, a more deductive approach is required. The use 
of expert knowledge, rather than unsupervised classification techniques to define 
landforms is claimed to allow the definition of a standard set of conceptual spatial units 
which is expected to show similar properties and behaviour regarding water availability 
at all sites where the classification is applied (MacMillan et al., 2000). In fact, there are 
terrain attributes with significant benchmark values (e. g. positive profile curvature 
corresponds to convex segments and vice-versa) that are likely to not correspond to 
class limits if a clustering technique is applied and are certainly of extreme importance 
to determine the way water flows in the landform segments. However, a comparison 
between these two numerical approaches of segmenting the landscape has, so far, not 
been addressed in the literature and therefore, the application of these two approaches as 
a means of evaluating if a technique that requires little input (unsupervised training) is 
as able to accurately predict the distribution of soil properties is explored here and 
compared with techniques that require a much larger input from the operator. 
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4) Boundary Nature 
The second consideration concerns the nature of the variation of soil and thus, the 
choice of a discrete or a continuous classification. On one hand, using crisp boundaries 
to differentiate between landscape units to predict the variation of soil properties will 
produce crisp soil property boundaries. Because soils are complex media, crisp units 
will inevitably mean that the soil within a mapping unit is not totally homogeneous 
(Ellis and Mellor, 1995). The conventional approach to this problem, adopted by 
traditional soil surveys, has been to recognise different levels of purity of mapping units 
(Ellis and Mellor, 1995). Here, fuzzy sets theory is used to produce soft boundaries. 
However, if a continuous classification provides more detailed landscape units than its 
crisp counterparts, ' to fully benefit from the increase in information, the soil sampling 
intensity should also be higher or else, the gain in considering some uncertainty is 
partially lost. Further to this problem, the continuous gradation of one landform into 
another assumes that the transition is linearly reflected in terms of soil formation, which 
is possibly contradictory with the ways soil develops in the landscape. For example, 
considering the transition between a flat summit and the hillslope, a small increase in 
the slope degree might make the soil develop in a much closer way to soil on a steep 
slope than on a flat summit, and thus, there is not a linear correspondence between 
landform and soil properties in the transitional pixels. However, the possible lack of 
linearity in the units of transition only becomes a problem if there is no control over the 
fuzzification process, which is not the case if a semantic import technique is applied as 
this is a supervised technique that allows one to specify the parameters of the fuzzy 
membership functions that control the variation of the soil property over the range of 
variation of the topographic attributes (for further details see section 3.3.2.2). 
5) Scale Dependency 
As mentioned in section 1.1.4.2, the nature of soil variation is dependent on the scale of 
the observation and on the specific nature of the soil properties and consequently, the 
choice of crisp or continuous classification should not be independent of the scale of 
analysis. So far, this question does not seem to have been addressed in any of the 
studies mentioned. In fact, only Irvin (1996) and Irvin et al. (1997) have investigated 
the application of both techniques but are not clear about the most appropriate 
technique, since they only used landforms derived from the fuzzy classification to 
predict soil properties. As a consequence, it is important to ascertain which 
classification approach best suits the landscape scale of analysis, which therefore 
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requires that the results produced by supervised and unsupervised techniques, in both its 
operative levels (continuous and discrete), are compared. Furthermore, the application 
of different techniques can help in determining the importance of establishing functional 
landscape units for the prediction of soil properties, i. e., while unsupervised techniques 
produce independent landscape units disregarding their future utilisation, supervised 
techniques can provide different levels of specification by increasing the control over 
the position and nature of the boundaries between landscape units. 
2.4 SOIL-LANDSCAPE 
The soil mantles the land forming a continuum across the Earth's land surface (except 
where bodies of water and rock outcrops are present) and is the buffer zone in the 
interface of the climate, biological and geological spheres. Soils, landscapes, and 
surficial materials or rocks together comprise three-dimensional systems that co-evolve 
through the interaction of physical and chemical weathering, erosion and deposition 
(Wysocki et al., 2000). Hence, to understand fully the distribution of soil properties and 
soil behaviour and successfully predict their variation, one must comprehend the 
relationships among soils, landscapes, and surficial sediments (Wysocki et al., 2000). 
2.4.1 LANDSCAPE AND PROCESSES OF SOIL FORMATION 
Simonson's generalised theory of soil genesis ascribes the development of soil profiles 
to four main types of pedogenic processes: (1) additions to the soil; (2) losses from the 
soil; (3) transfers within the soil; and, (4) transformations within the soil (Fanning and 
Fanning, 1989). These soil-forming processes are determined by environmental 
conditions (Ellis and Mellor, 1995) that can be defined by the five factors of soil 
förmation (regarded as sets of exogeneous variables - see section 1.1.4.1). Hence 
Birkeland (1999) claims that landscape and soil develop concurrently and can and do 
influence each other. 
The relative importance of the soil-forming factors varies from soil to soil (Birkeland, 
1999) and with the environmental setting. Locally, both parent material and relief play a 
major role in determining soil formation (Ellis and Mellor, 1995) and are potent factors 
in the Mediterranean area (Bunting, 1967). While the influence of parent material 
increases with decreasing availability of water, its control being greatest in drier regions 
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and in the initial stages of soil development (Fanning and Fanning, 1989), the influence 
of relief on the variation of soil on the landscape is due to its direct and indirect effects 
on microclimate, pedogenesis and geological surficial processes (Birkeland, 1999). 
Nevertheless, both parent material and relief determine the four abovementioned soil 
forming processes by conditioning (a) the amount and type of material available to be 
carried from a source area (soil losses) to a sink area (soil additions); (b) the mode of 
transport (water or wind); (c) whether material is transported at the surface, in the 
subsurface or a mixture of both; (d) the type and rate of weathering mechanism for the 
transformation and/or neo-formation of minerals; (e) whether material is translocated in 
the soil in suspension or in solution; and (f) where transported material is redeposited. 
The influence of parent material on soil formation is expressed mainly in terms of 
weathering (amount of material available to a soil profile and type and rate of 
weathering) which in turn controls the thickness of the soil profile and soil texture (Ellis 
and Mellor, 1995; Murphy, 2000; Fanning and Fanning, 1989). The soil texture relates 
not only to the resistance of the parent material to weathering but also to the texture of 
the parent material itself as soil texture can only have similar or finer texture to that of 
the parent material (Birkeland, 1999) if the soil profile is composed only of 
autochthonous material. Additionally, differential erosion caused by different 
susceptibility of parent rock to weathering influences the shape of the land-surface and 
thus, parent material has also an indirect effect on pedogenesis. 
Relief can on the one hand enhance the formation of soil on slopes which allow the 
optimum amount of additions and transfers, with minimum losses; and, on the other 
hand inhibit pedogenesis, particularly in cases where the rate of removals (soil loss) 
exceeds the rate of additions which can occur, for example, in high-angle slopes that 
tend to produce relatively thin soil profiles with restricted horizon development (Ellis 
and Mellor, 1995). Apart from the obvious influence of relief on the transfer of 
materials on slopes, it also strongly influences drainage, which can affect soil 
transformation, transfers and losses (Murphy, 2000). Thus, relief also determines to a 
large extent the thickness of soil profiles, the texture and the bulk density (as the latter is 
partially a function of the former) and the presence or absence of rock fragments. 
Fanning and Fanning (1989) summarise the main effects of relief upon soils as: (1) the 
local association and the landscape distribution of soils; (2) the landscape distribution of 
moisture; (3) the erosion, alluviation and colluviation patterns; (4) the temperature 
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differences caused by aspect; and (5) the combined temperature and rainfall effects as a 
result of elevation differences, giving rise to vertical zonation patterns of soil and 
vegetation, especially in mountainous regions. 
The relative importance of relief and parent material depends largely on local 
environmental conditions, as each one of these factors can be the most limiting for soil 
profile development under different climate and vegetation characteristics. Generally, 
the net accumulation of water and soil material (especially bases and clay) depends on 
the amounts moving into and out of the profile which, according to Murphy (2000), is 
largely determined by the characteristics of the catchment affecting the profile site 
(landscape position), the permeability of the subsoil and underlying layers (controlled 
by parent material), and the slope of the land at the site of the profile (controlled by 
relief). 
Additionally, it has been argued that relief through aspect has its greatest influence in 
mid-latitude areas (Hunckler and Schaetzl, 1997), and in relatively dry areas, such as the 
semi-arid areas of the Mediterranean region, both parent material and topography seem 
to exert an important control over the soil forming processes, but topography strongly 
influencing the development of incipient, thin soils. 
Several studies have also shown the importance of aeolian materials in interpreting soils 
developed over limestone in the Mediterranean. According to Birkeland (1999), it has 
been calculated that 130 in of limestone would be required to have been dissolved to 
form less than a half metre soil profile and this would also require landscape stability 
for several million years, unlikely in the Mediterranean, characterised by Quaternary 
tectonics and climate change. Thus, an aeolian origin is more likely as it is known that 
sirocco winds transport reddish dust from the Sahara (Birkeland, 1999). 
Local and regional effects of relief may be measured and analysed with some precision 
by the techniques of quantitative geomorphological analysis (Bunting, 1967). Although 
only recently have quantitative landform-classification techniques been developed and 
applied in soil survey and mapping, the link between processes of soil formation and 
landforms has been long recognised and it seems not only to be intuitively correct but 
also backed by an increasing body of scientific literature, as illustrated by a proliferation 
of soil-landscape models and studies relating soil physical and hydraulic properties to 
topographic attributes presented in the remaining of this chapter. 
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2.4.2 OVERVIEW OF SELECTED SOIL-LANDSCAPE MODELS 
Quantitative soil-landscape modelling is the development of mathematical models that 
describe the spatial distribution of soil properties or patterns in the landscape. This 
generally involves the development of models that quantify the relationships between 
soil properties and environmental variables. Soil-landscape models provide descriptions 
of the gradually varying continuity of soil properties in the landscape. The challenge is 
to establish a relationship between soil and landforms and relate landscape units to 
processes of pedo-geomorphic evolution. The following soil-landscape models are a 
selection of the representative ways in which researchers have divided the landscape 
into segments correlated with soil formation, morphology and properties. Note that the 
models presented here are intrinsically related to soil development. Other landscape 
classification schemes have been developed, based for instance on the hierarchical 
structure of landscape features in analogy with plant and animal taxonomic structures. 
An instructive example of this type of classification was formalised by Krcho (1986; 
cited in Scheidegger, 1991). 
Pedologists have developed qualitative landscape models based on the state-factor 
analysis approach introduced by Jenny (1941). These soil-landscape models formalize 
the relationship between soil properties, landform, and processes of the landscape 
resulting from soil genesis. The roots of the state-factor analysis can be traced back to 
Hilgard (in America) and Dokuchaev (in Russia) in the beginning of the 20th century 
(Jenny, 1941), introducing the concepts of soils as integrated components of 
ecosystems. State-factor analysis provides a useful conceptual model of soil systems 
and the philosophical approach to soil geomorphic research conducted by many 
scientists strongly reflects the intellectual impact of Jenny's work on the science of 
pedology (McFadden and Knuepfer, 1990), which was a precursor to the concept of 
soil-landscape system. Although the conceptual factorial model has contributed to our 
understanding of soil formation, it is extremely difficult to test and validate such a 
model (Smeck et a!., 1983). 
The five factors of soil formation define the operating environmental conditions of the 
system and, therefore, determine the characteristics of any suite of processes and the 
equilibrium state attained by the soil (White et al., 1984). The development and 
maintenance of a steady state soil depend on the long term stability of the land surface 
on which it occurs and therefore, this balance is controlled by the overall effect of the 
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geomorphologic factor which is closely related to the soil's position in a landscape - 
notably its relationship to slope and the processes operating on slopes (White et al., 
1984). This control exercised by slope has been long recognised in the literature in the 
catena concept of Milne (1935) and the toposequences and hydrological sequences of 
workers such as Bunting (1967) and Furley (1968). These models are closely related to 
those of slope form such as the four, five and nine land-surface units of King (1957), 
Ruhe and Walker (1968) and Dalrymple et al. (1968), respectively. More recently, with 
the advances in computer technology and the development of GIS, it has been possible 
for other scientists to develop the concepts introduced by these researchers, and 
quantitatively classify the landscape, which evolved from a two-dimensional approach 
to a three-dimensional one. 
2.4,2.1 Two-Dimensional Soil-Landscape Systems 
Milne's pioneering work spawned the catena concept, which emphasised integrated 
relationships among slope/landform and hydrology/morphology, though with a strong 
geological bias. Milne proposed that an association of slope variation and soil-profile 
development should be regarded as a catena (also known as a toposequence) (McFadden 
and Knuepfer, 1990), which is an adjacent sequence of soils on hillslopes. Milne 
noticed that the soil profile changes from point to point in accordance with conditions of 
drainage and past history of the land surface, and the differences are a result of erosion, 
differential transport of eroded material and deposition of surficial materials as well as 
leaching, translocation and redeposition of mobile chemical constituents (Gerrard, 1992; 
Hall, 1983). Thus, the catena concept involves processes causing differentiation along 
hillslopes as well as processes causing vertical differentiation of soil horizons (Hall, 
1983). 
One of the simplest ways of analysing soils in the landscape is to assume that they are 
two-dimensional bodies on a topographic transect (Gerrard, 1992). This 2-D approach is 
embodied in the concept of the catena and numerous studies depicting this approach 
have been conducted in an attempt to predict the occurrence of soil on specific 
landscape positions during the past decades. The landscape position is usually a 
combination of the distance to the divide (slope length) and the gradient of the hillslope 
at a point and examples of studies relating landscape position to soil patterns, soil 
development and soil properties and morphology can be found in Mulcahy, 1961; 
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Beckett, 1968; Furley, 1968; Carter and Ciolkosz, 1991; Brubaker et al., 1993; Stolt et 
al., 1993; Agbenin and Tiessen, 1995; Cerdä, 1996; Osher and Buol, 1998; and Huang 
et al., 2001; among others. The hillslope units, in these studies, are divided according to 
the profile gradient and slope length, i. e., the boundaries of the units are located where 
clear breaks in slope gradient occur but generally, lack a clear and consistent framework 
that inhibits the classification of the landscape over large regions. 
As illustrated in Gerrard (1992), the hillslope system is basically subdivided into 
discrete units on the basis of slope position and form, e. g. crest, mainslope and 
footslope, and the rainfall input, throughput (transfer between hillslope elements) and 
output, flows across the discrete units until it reaches the slope base (Figure 2.3). The 
flow of water allows percolation to lower soil horizons as well as throughflow, deep 
percolation and groundwater flow. The conceptualisation of the hillslope system into 
those units is concomitant with the "catena principle" as presented by Scheidegger 
(1991) in which all landscapes can be considered as a collection of catenas consisting of 





O ---- O ---- 
L ------------------------ I 
-------------------------------------- 
I- rainfall input 
O- water output 
H- hillslope overland flow 
I- slope-soil system 
No - water pathways 
Figure 2.3 The movement of water through the upper soil horizons on individual slopes 
(Chorley and Kennedy, 1971 (adapted from Gerrard, 1992)) 
Models that have been described in some detail include the two-section model of upper 
convex and lower concave slopes (Gilbert, 1909; cited in Dalrymple et al., 1968); the 
three section or unit model of crest-slope, backslope (mid-slope) and footslope of 
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Savigear (1960) and Leopold et al. (1964) cited in Dalrymple et al. (1968); the four unit 
model of waxing slope, free face, constant slope and waning slope of Wood (1942; cited 
in Dalrymple et al., 1968; King, 1957 and Ruhe, 1975) which was adapted by King 
(1957) with different terminology (waxing slope, free face, debris slope and pediment) 
which was extended to a five unit model by Ruhe and Walker (1968). 
2.4.2.2 Three-Dimensional Soil-Landscape Systems 
However, concatenation of soils in the landscape is the result of not only horizontal and 
vertical movement of water and materials, but also of lateral surface and subsurface 
movement and therefore, to adequately test the interaction of pedogenic and geomorphic 
processes, it is necessary to consider the landscape in its three dimensions, i. e., to divide 
the landscape into geomorphic surfaces according to gradient, slope length and shape 
defined by profile and plan curvatures. According to Hall and Olson (1991), the two- 
dimensional approach overlooks, the full impact of many processes related to the 
evolution of the landscape, and it is only applicable where flow lines run straight and 
parallel from watershed to stream channel or valley thalweg (Huggett, 1975). 
2.4.2.2.1 Ruhe and Walker's Model 
Ruhe (1975) describes hillslopes geometrically using gradient, slope length (profile 
curvature) and slope width (plan curvature) and distinguishes between rectilinear and 
curvilinear slopes depending on whether the gradient is constant per unit of length or 
changes with length, respectively. Curvilinear slopes can be either convex or concave 
downslope. These three possible shapes - linear, convex and concave - along slope 
length and width yield nine basic slope geometries with three groups of complexity 
(Figure 2.4), which are related to different dominant processes of erosion, transport and 
deposition. 
Uniform linear slope length should provide uniform runoff velocity (Ruhe, 1975). 
Planar flow dominates on slopes with linear width (LL, VL and CL) but velocity varies 
according to the profile slope, yielding different erosion and deposition zones. Thus, in 
convex slope lengths (VL), water flow velocity increases downslope with gradient 
producing greater erosion while in concave slope lengths (CL), flow velocity is greater 
upslope promoting greater erosion, but decreases downslope promoting deposition of 
the material transported from upslope. 
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Slopes with linear length but curvilinear width (LV and LC) tend to have uniform flow 
velocity but in forms with convex lengths flow paths are divergent and water tends to 
disperse while in forms with concave lengths, flow paths converge promoting the 
appearance of runoff channels (Ruhe, 1975). 
Slope length is down the form; slope width is across the form. L, means linear; V, 
convex; C, concave. The simplest form (I) is colinear (LL). Group III forms, the most 
complex, are doubly curved. Group II forms are linear in one dimension and curved 
in the other. 
The third group of hillslope forms identified by Ruhe (1975) - VV, VC, CV and CC, 
exhibit curvatures along the slope length and slope width that form very complex runoff 
systems in terms of pattern and velocity. 
These slope forms are related to geomorphic landscape components distinguished by 
Ruhe and Walker (1968), which they used to correlate to soil properties (Nizeyimana 
and Bicki, 1992): divide, interfluve, sideslope, headslope, noseslope (Figure 2.5). The 
individualization of different valley slopes is related to diverse types of overland flow 
that operate on the slope: convergent flow on the headslope, parallel flow on sideslope, 
and divergent flow on the noseslope. Ruhe and Walker (1968) further subdivided the 
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valley slopes into slope profile components: summit, shoulder, backslope, footslope and 
toeslope (Figure 2.5 and Table 2.1). 
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Figure 2.5 The geomorphic components of a slope bounding an open-system watershed 
and along hillslope profile (Ruhe, 1975, from Ruhe and Walker, 1968) 
Table 2.1 The five-unit land-surface model of soil profile components (Ruhe and Walker, 1968) 
Slope component I Description 
Summit An upland surface in the highland of the divide or interfluve, 
which differs distinctively from the hillslope that ascends to it. 
Shoulder A convexly rounded component between the summit and the 
backslope. 
Backslope, The typically linear, inclined part of the hillslope, more 
susceptible to erosion than the lower adjacent units. 
Footslope The concave part of the hillslope that welds the linear segments 
to lower terrain and is in part erosional and in part depositional. 
Toeslope The region that extends away from the base of the hillslope and 
is composed of depositional debris. 
Despite this three-dimensional landform segmentation conceptualisation, Ruhe and 
Walker (1968) and Walker and Ruhe (1968) still correlate soil properties with 
characteristics of the two-dimensional hillslope profile. The third dimension is only 
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introduced by recognition of two different shape forms (summit and shoulder vs. 
backslope) and consequently, analysis of the hillslope profile and soil properties is done 
separately for these two geomorphic surfaces. Thus, it is still in essence a two- 
dimensional approach. 
The work of Ruhe had some impact on the studies of other researchers and many 
followed the same method to classify the landscape into geomorphic units that portray 
geomorphic and pedologic significance. Examples can be found in Stone et al. (1985), 
Daniels et al. (1985), Kreznor et al. (1989) and Nizeyimana and Bicki (1992). They all 
investigated if there are strong relationships between soil properties and landscape 
position, which is defined three-dimensionally. However, in none of the 
abovementioned studies are the range of the topographic attribute values that are used to 
delineate each landform element clearly stated and therefore, the delineation of the 
elements is subjective and the resulting relationships cannot be extrapolated to other 
areas. 
The study of soil distribution by Pennock et al. (1987) is an exception in that their 
classification of the three-dimensional landform elements is based on defined ranges of 
three topographic attributes (slope gradient, plan and profile curvatures), which can be 
applied in similar landscapes. Although based on Ruhe's land-surface model, Pennock 
et al. (1987) recognise seven landform elements that differ from Ruhe's in that they 
realise that shoulders, backslopes and footslopes can be either convergent or divergent 
and to which they add a seventh landform element: the level element (Figure 2.6). Thus, 
they used four profile and gradient groups, and sloping elements were further split on 
the basis of plan curvature. They found that the thickness of A horizon and depths to 
calcium carbonate of the soils were consistently greater in convergent versus divergent 
elements and showed an overall increase downslope. 
Later, Pennock and De Jong (1990) used the same landform segmentation terminology 
but increased the number of topographic variables to increase the degree of 
differentiation between landform elements based on variables that most influence 
erosion. Thus, in addition to the three topographical variables already mentioned, 
catchment area, slope length and the LS factor of the Universal Soil Loss Equation were 
used to classify the landscape into landform elements, which improved the 
understanding of the spatial pattern of soil loss or gain. More recently, Pennock and 
Cone (2001) reviewed the development of a landform segmentation procedure more 
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generally applicable and added to the initial three topographic variables (Pennock et al., 
1987) the catchment area and aspect variables which subsequently allowed a better 
discrimination of the level elements, which were split into low and high catchment level 
elements, resulting in a eight unit land-surface model. The application of this landform 
segmentation procedure revealed the existence of clear differences of soil organic 
carbon storage and soil redistribution between the landform elements. 
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Figure 2.6 Landform elements and diagram of possible water movement and concentration 
associated with the landform elements in a hillslope system (Pennock et al., 1987). 
2.4.2.2.2 Dalrymple's Model 
Similar to Ruhe and Walker's (1968) five-unit model, Dalrymple et al. (1968) proposed 
a hypothetical nine-unit land-surface model as an appropriate framework for pedo- 
geomorphic research (Huggett, 1982). Their approach was to use the catena concept and 
define the hillslope as a three-dimensional unit, extending from the summit to the valley 
floor, and then to identify landscape units according to the interaction of soil materials, 
water and gravity in soil formation (Hall, 1983). Despite the fact that it is essentially a 
two-dimensional approach, it can be extended to encompass entire drainage basins 
(Gerrard, 1992) and should be applicable to all land-surfaces occurring in humid 
temperate environments, even if not all nine units occur within all landscape catenas 
(Dalrymple et al., 1968). 
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The nine-unit land-surface model is best defined in terms of its component units (Figure 
2.7), where the various units are separate process-response systems with different 
predominant operating geomorphic processes (Table 2.2). 
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Figure 2.7 Diagrammatic representation of the hypothetical nine-unit land-surface model 
(Dalrymple et al., 1968). 
Table 2.2 Summary of definitions and diagnostic criteria used in the identification of the land- 
surface units of Dalrymple's model (Dalrymple et al., 1968) 
Land-surface Unit I Predominant and/or distinguishing pedo-geomorphic 
Interfluve Vertical pedogenetic processes. 
Seepage slope Mechanical and chemical eluviation by lateral subsurface 
soil water movement. 
Convex creep slope Soil creep; terracete formation; processes resulting form 
subsurface soil water movement. 
Fall face Fall, slide, chemical and physical weathering. 
Transportational Transportation of material by rapid mass movement and/or 
midslope surface water action; processes resulting from subsurface 
water movement; terracete formation. 
Colluvial slope Colluvial redeposition by mass movement and surface 
water action; transportation; processes resulting from 
subsurface soil water movement. 
Alluvial toeslope Alluvial redeposition; processes resulting from subsurface 
soil and groundwater movement. 
Channel wall Corrasion, slumping, fall. 
Channel bed Transportation of material down-valley by stream action; 
periodic aggradation and corrasion. 
69 
Chapter Two: Spatial Modelling of Soil Properties -A Review 
In spite of the fact that the land-surface model of Dalrymple et al. (1968) is more 
comprehensive than the model introduced by Ruhe and Walker (1968), its complexity 
hinders its implementation making the model less appealing. Additionally, the 
terminology used by Ruhe and Walker is more easily adaptable to further sub-division 
of the land-surface units, which is exemplified in Pennock's work. Furthermore, the 
geomorphic units of Ruhe and Walker's model can be easily classified using four slope 
characteristics for which algorithms are readily available in most GIS packages whereas 
the identification of Dalrymple's et al. units entails the development of specific 
algorithms. 
2.4.2.2.3 Huggett's Model 
Nevertheless, Huggett (1975) based his attempt to model the soil system on an 
extension of the nine-unit land-surface model of Dalrymple et al. (1968). Huggett 
(1975) defined the boundaries on his soil-landscape model as the drainage divide, the 
surface of the land and the base of the soil profile. He argues that definable flow lines of 
material, both at the surface and subsurface, can be organised into soil-landscape system 
units in a valley system. These flow lines run straight only where the material is 
uniform and the contour lines parallel which is a seldom occurrence in natural 
landscapes. Thus, divergence and convergence of flow lines arises from the existence of 
curvature in contours and slope and therefore, considering the landscape in its three 
dimensions enables the theoretical direction taken by infiltrating water over an area to 
be accounted for in both vertical flux downward through the soil profile and laterally 
flux downslope. 
Huggett (1975) illustrates the various flow patterns (Figure 2.8) by adding flow lines to 
Troeh's (1964) combinations of vertical and horizontal curvatures. Thus, if the lateral 
and vertical flux patterns are considered together, in general, divergent lateral flow on 
noses is enhanced by divergent vertical flow (c), and convergent flows in hollows is 
accentuated by convergent vertical flow (b). However, convergent lateral flow and 
divergent vertical flow (a) and vice versa (d) tend to cancel one another out (Huggett, 
1975). In all cases, the lateral flow pattern will obscure the vertical one where soil is 
thin, the lower layers of soil are impermeable or during periods of heavy or prolonged 
rain (Huggett, 1975). 
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Based on the three-dimensional soil-landscape units, Huggett (1975) simulated the 
pattern of change in the concentration of mobile soil material within an idealised valley 
basin where the peak concentration value travels as a wave down the valley sides 
towards the thalweg at different rates according to the shape of the hillslope. He claims 
that this process pattern is similar in the drainage basin to the passage of water through 
the soil on the valley sides and into the stream during a single storm. 
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Figure 2.8 The basic patterns of flow lines arising from various combinations of 
slope curvature and contour curvature (Huggett, 1975). 
More recently, Florinsky (2000) reviewed the different patterns of flow lines that result 
from the combination of the three possible shapes conferred by profile and plan 
curvature and classified the nine landform elements into accumulation, dissipation and 
transit zones (Figure 2.9). Thus, deceleration or acceleration of flow is determined by 
vertical (or profile) curvature (k,, ) which can assume both negative (deceleration) and 
positive values (acceleration); and divergence or convergence of flow is controlled by 
horizontal (or plan) curvature (kh) with convergence occurring in elements with 
negative plan curvature and divergence in positive plan curvature. 
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Thus, if elements are free of a concurrent action of flow convergence and deceleration 
as well as flow divergence and acceleration, i. e., values of plan and profile curvatures 
have different signs or are zero, then these elements are topographically expressed 
zones of flow transit. However, if elements are characterized by simultaneous 
positive/negative values of profile and plan curvature (integrated in the third group of 
hillslope forms in Ruhe's (1975) classification), then they are topographically expressed 
zones of flow accumulation (decelerating converging flow) and flow dissipation 
(accelerating diverging flow), respectively. Florinsky (2000) asserted that the intensity 
of overland and intrasoil transport and the spatial distribution of accumulated substances 
can depend on the spatial distribution of these three different zones. 
Figure 2.9 Classification of landfonm elements by signs of kh and k (Florinsky, 2000) 
Note, that the sign of profile and plan curvatures and their relation to the 
acceleration / deceleration and convergence / divergence of flow are opposite in the 
works of Hugget (1975) and Florinsky (2000) in Figures 2.8 and 2.9. Mathematically, 
the second derivative of a polynomial function returns a positive sign when the shape is 
concave and a negative sign when the shape is convex (Waltham, 2000). However, both 
Gallant and Wilson (2000) and Wood (1996) claim that, by convention, surface 
concavity is given a negative sign. Nevertheless, the literature does not seem to 
corroborate this claim and in fact, the sign notation seems to depend somewhat on the 
type of research undertaken. Thus, when it involves the numerical classification of 
landform segments (see for example Martz and de Jong, 1987 and 1991; Pennock and 
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de Jong, 1987; Pennock et al., 1987; Irvin, 1996; Wood, 1996; Florinsky, 2000) positive 
curvatures are associated with convex shapes because the land-surface is more 
prominent (spurs) and negative curvatures are associated with concave shapes because 
the land-surface is in a lower topographic position relative to its surroundings (cove). 
Conversely, when the research adopts a more hydrological perspective or there is not a 
numerical classification of landforms (see for example Troeh, 1964; Walker et al., 
1968; Huggett, 1975; Sinai et al., 1981; Gessler et al., 1996) the mathematical notation 
is usually followed, i. e. positive curvatures are associated with concave shapes because 
water is concentrated (positive water influx) and negative curvatures are associated with 
convex shapes because water is dissipated (negative water influx). Lark (1999) is an 
exception in producing. a formal numerical classification of landforms using the 
mathematical notation of curvatures. 
Nevertheless, it is common to find that different software packages present different 
sign notations depending on the purpose for which they were designed, e. g. in PcRaster 
and Surfer negative plan curvature identifies convex contours (hydrological 
significance) whilst in DiGeM negative plan curvature identifies concave contours 
because it is a morphometric oriented package. Furthermore, the same package may 
even present different conventions for profile and plan curvatures, which is the case of 
PcRaster (despite its manual stating the opposite). 
2.4.2.3 Examples of Applications 
In most studies where there is a formal supervised approach to landform segmentation, 
whether the algorithms produce discrete or continuous classes, the a priori definition of 
landform characteristics are based on the work of Ruhe and Walker (1968), Dalrymple 
et al. (1968) and Pennock et al. (1987). MacMillan et al. (2000) developed a generic 
procedure using fuzzy logic for automatically segmenting landforms based on Pennock 
et al. (1987,1994) landform elements and obtained significantly different soil 
characteristics and crop yields in the delineated landform units. Park el al. (2001) 
proposed a discrete segmentation model that is an extension of Dalrymple et al. (1968) 
nine-unit land-surface model and the classification model successfully identified the 
different soil forming environments and consequent spatial variability of soil 
morphologies (loess and A horizon thickness). 
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2.5 SCALE ISSUES IN SOIL-LANDSCAPE MODELLING 
In the quest for a quantitative landscape description, the first step is usually to provide a 
mathematical representation of the surface (Scheidegger, 1991), which often is simply a 
digital elevation grid. The choice of the DEM data source, grid resolution, and flow 
routing algorithms must be made carefully since they can have an important impact 
upon both the magnitude and spatial pattern of digital terrain models (Wilson et al., 
2000). Moreover, as many landscape features show a hierarchical structure 
(Scheidegger, 1991), the issue of resolution becomes more important. 
Local geometry terrain parameters are used to identify the shape of landform segments, 
such as the three-dimensional soil-landscape models presented in section 2.4.2.2 that 
use gradient and slope length and width to define surface curvatures, and thus the shape 
of the segments. However, many studies clearly show that not only the absolute values 
but also the range of distribution (affecting the pattern) of terrain attributes depend on 
the scale of analysis (see sections 4.2.2.1 and 5.2.1 for further details and analysis on 
the effect of DEM resolution on selected topographic attributes, respectively). Thus, 
elements that at a fine scale are convex in shape may, at a larger scale, be identified as 
concave elements due to generalisation of neighbourhood characteristics. Moreover, as 
with the DEM used to derive the terrain attributes, the primary and secondary attributes 
are also prone to inaccuracies (Huggett and Cheesman, 2002), which according to Wise 
(1998) are often caused by (1) errors in the original elevation measurements; (2) errors 
during the interpolation of elevation values onto a grid; (3) errors caused by spatial 
sampling effects (resolution); and (4) inadequacies of the algorithms used to create the 
DTMs, such as slope and flow routing methods. Furthermore, errors increase in 
magnitude as first- and second-order terrain attributes are computed (Huggett and 
Cheesman, 2002). 
Further parameters go beyond local geometry, placing the different form elements into 
context, in a wider landscape setting. Inaccuracies in placing the land facets in the 
correct landform units can produce the wrong set of relationships between form and 
processes or even incur in the risk of not finding any meaningful relationships. 
Additionally, as landform units, in various combinations, create spatial structures 
(Huggett and Cheesman, 2002), wrong pixel/unit labelling may alter the spatial 
hierarchy and nesting of landforms. 
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Thus, not only geometric form but also landform units are scale dependent (Wielemaker 
et al., 2001) and it is not surprising that MacMillan et al. (2004) claim that it is not the 
absolute accuracy of the DEM that most influences the classification of pixels into 
landform units. Rather, it is the degree to which point-to-point relationships in the 
elevation matrix describe a smooth abstraction of the landscape at the scale of interest to 
the classification. 
With a slightly different slant from the previous quantitative landscape classifications 
and the soil-landscape models presented in the two previous sections, Wood (1996) and 
Zimmermann (2004) use the scale dependency of landforms to, in a multi-scale 
approach, identify different landforms. But, whilst Zimmermann (2004) uses a circular 
moving-window with increasing radii on a DEM to calculate the relative topographic 
exposure of each pixel at different scales, which are subsequently hierarchically 
integrated into a single map, Wood (1996) identifies a complete and unique set of 
conditions for several terrain parameters (instead of just altitude) to define 
morphometric features, such as peaks, ridges and channels. The set of scale independent 
rules are then applied at different sized windows to produce a feature membership map 
and a classification uncertainty map given by classification (in)consistency, i. e. based 
on a pixel changing landform class with window size. Thus, not only identifies the form 
of the landscape, it also establishes the degree of scale dependency of each location on 
the basis of their classification. 
The importance of the spatial structure of landforms is further emphasised because 
relational considerations (distance, gradient and configuration) between landform units 
strongly influences the distribution of water in the landscape, and hence runoff and 
erosion. Nevertheless, analysis of the impact of DEM resolution upon landform 
classification is not in the scope of this thesis, for which only one DEM resolution is 
available (see section 4.2.2.1). However, comparisons between the available DEM and 
re-sampled data used here to simulate coarser resolutions helps us to gain some insight 
into the impact of using high or low resolution data. 
2.6 SUMMARY 
Efficient and accurate methods for the spatial prediction of soil properties form the main 
thrust of this research. Given the essential but expensive and time-consuming nature of 
field sampling and laboratory analysis, it is crucial to choose a modelling technique that 
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maximises a priori knowledge of the soil-landscape relationships in order to minimise 
unnecessary data collection (or maximise the useful information content of data 
collection), but still maintain the ability to accurately predict the soil properties at any 
site. The use of DEMs and their derivatives allows for the objective, quantitative 
consolidation of the a priori knowledge of the soil-landscape relationship and probably 
are currently not only commonly used data in measuring, analysing and modelling 
spatial processes in catchment hydrology (Blöschl and Grayson, 2000) but are also 
increasingly used for routine soil survey (Chapman and Atkinson, 2000). 
In section 2.3 a number of spatial modelling techniques are outlined and the techniques 
that take advantage of auxiliary data to encapsulate the structure of spatial variation of 
easy to measure indices in order to more accurately estimate soil properties are 
indicated. Among the spatial modelling techniques that explicitly use ancillary data of a 
higher level in the hierarchy (i+l, i+2, i+3... ) than the soil properties to be predicted 
(level i), quantitative classification is identified in section 2.3.2 as the one with most 
potential for accurate estimation of soil properties. Amidst some of the reasons pointed 
out for the selection of this technique is the fact that quantitative classification does not 
seem to be as "data-hungry" as other spatial modelling techniques, i. e. as long as a 
certain number of indices are able to capture the key features of a pattern related to the 
distribution of soil properties in the landscape, the amount of soil sampling needed is 
greatly reduced (Blöschl and Grayson, 2000). 
The basic argument is that the knowledge of the spatial distribution of key variables is 
sufficient to capture important physical responses at the catchment scale. Since 
topography and parent material seem to be the main factors (or covariates) responsible 
for soil spatial variation, it is reasonable to assume that deriving quantitative measures 
and indices of those two factors will allow one to spatially predict soil properties. 
Basically, the co-variation and association patterns of soil properties and landscape 
attributes have to be fully understood. The close link between landscape-forming 
geomorphic processes and soil-forming processes (section 2.4.1) gives the soil- 
landscape approach to soil mapping its strength as a mapping technique (Chapman and 
Atkinson, 2000). Section 2.4.2 highlights how landform models have evolved from two 
to three dimensions and have become more complex with the increased sophistication 
of computer tools, such as GIS and digital terrain modelling. To conclude this chapter, 
section 2.5 highlights the importance of scale, as geometrical form, landform position 
and spatial structure of landforms are scale dependent. 
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FOR LANDSCAPE MODELLING 
3.1 INTRODUCTION 
Pattern recognition involves mathematical models of objects described by their 
attributes and operations on abstract representations of what is meant by our common 
sense idea of similarity or proximity among objects (Marques de Sä, 2001). Thus, in 
most cases, a pattern recognition problem is a problem of discriminating between 
different populations (Friedman and Kandel, 1999), which in the landscape context 
means that the main aim is to classify each unit area (pixel) into one landform category. 
The recognition problem thus turns into classification. 
The purpose of landscape classification is to reduce a complex system of varying soil- 
forming factors into explicitly defined classes which present more homogeneous soil- 
forming characteristics so that soil properties can be predicted more precisely 
(Wielemalcer et al., 2001). To determine the class that each pattern belongs to, it is 
necessary to find which features are going to determine the classification and thus, a 
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Figure 3.1 Pattern recognition spaces for landform classification using terrain 
attributes derived from a DEM (adapted from Marques de Sä, 2001) 
According to Marques de Sä (2001) classes are categories of objects associated with 
concepts or prototypes. The set of classes in a given classification is known as the 
interpretation space (concept-driven). Patterns are "physical" representations of the 
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objects, which in this case is in the form of a digital elevation surface and, features are 
attributes derived from patterns that may be useful for their characterisation. The feature 
space is also called the representation space (data-driven). Thus, the objective of a 
pattern recognition system is to perform a mapping between the representation space 
and the interpretation space (Marques de Sä, 2001). 
Geomorphology has progressed from an erstwhile descriptive science to a quantitative 
one (Scheidegger, 1991). The recent advances in geomorphometry and wider 
availability of DEMs is reflected on the number of landform classification schemes that 
start to proliferate in the literature, which are based on more complex terrain attributes 
than the ones mentioned in the previous chapter. These morphometric variables are used 
to discriminate areas with similar/dissimilar geometrical form (characterised by means 
of slope gradient, slope length, plan and profile curvature, etc. ) and vector field action 
(e. g., gravitational and solar irradiation fields), which control flows, land surface 
formation and soil formation processes (Shary et al., 2001). Thus, geomorphometry can 
provide the data input (patterns) required by different recognition techniques. 
Although there are a number of different pattern recognition techniques, the 
classification process usually involves a few steps common to most techniques 
(Marques de Sä, 2001). The first step is concerned with the pattern acquisition (e. g. 
digital elevation model). To determine the class to which each pattern belongs, it is then 
necessary to find which features are going to determine the classification (Friedman and 
Kandel, 1999), which is the feature extraction step (e. g. the derivation of primary and 
secondary attributes). Quite often data requires some degree of pre-processing, which 
can include normalisation and standardisation. The data is then passed to a classifier 
that performs the actual classification and the output may or may not require some post- 
processing, such as decoding. 
This chapter presents an overview of both tools and techniques herein employed 
subsequently for the development of landscape models necessary for the spatial 
prediction of soil properties and analysis of their spatial structure. In the first part, the 
role of GIS and digital terrain modelling in the provision of a variety of patterns that 
have hydrological significance are shown along with examples of application of DTMs 
in hydrological modelling. In the second part, both clustering and structural techniques 
are explained and compared in terms of their data inputs and outputs. And, in the third 
part, textural analysis for the analysis of spatial structure of patterns is briefly outlined. 
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3.2 DIGITAL TERRAIN MODELLING 
Digital terrain analysis allows the generation of a suite of variables that reflect 
geomorphic, climatic and hydrologic processes (McKenzie and Ryan, 1999) and 
contrary to what Scheidegger (1991) claims, it is generally useful and meaningful to 
have a numerical representation of various landscape attributes. The digital terrain 
models (DTMs) can portray terrain attributes that can be classified into two basic 
categories (Figure 3.2): primary attributes that are directly calculated from elevation 
data, and secondary (or compound) attributes that are produced by combining primary 
attributes (Moore et al., 1994). Primary attributes can be further subdivided into 
compositional and contextual features. In order to explain spatial variation, both 
compositional and contextual features are necessary to `disentangle' the influences of 
local characteristics (altitude derivatives) versus surrounding conditions (relative terrain 
position attributes). 
3.2.1 TERRAIN ATTRIBUTES WITH HYDROLOGICAL SIGNIFICANCE 
Altitude derivatives describe the surface geometry and are basic parameters of general 
geomorphometry. Slope gradient (ß) is the first vertical derivative of altitude (z), and 
downslope convexity (profile curvature - 4)) is the second vertical derivative (Evans, 
1972). Analogous, slope aspect (yr) is the first horizontal derivative of the altitude 
surface, and cross-slope convexity (plan curvature - (o) is the second horizontal 
derivative (Evans, 1972). A third curvature, tangential curvature (a), which corresponds 
to plan curvature multiplied by the sine of the slope angle, has been suggested by Shary 
et al. (2001) and by Mitasova and Hofierka (1993), cited in Gallant and Wilson (1996, 
2000), as a more appropriate curvature for studying flow convergence and divergence 
because it does not tend to infinity when the slope angle is very small. For the 
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mathematical derivation of these basic topographic attributes refer to Zevenbergen and 
Thorne (1987), Gallant and Wilson (2000) and Shary et al. (2001). 
The properties of a point in a landscape can also be given by its position within the 
landscape and its relations to other points. These contextual attributes are usually related 
to the water flow process and require the calculation of the flow direction. Once flow 
direction (Fd) has been calculated, flow path length (y), upslope area (contributing area 
or flow path area - Au), dispersal length (Dl) and dispersive area (Ad) can be calculated. 
These primary terrain attributes within the contributing and dispersal area can be 
summarised (usually averaged) for each DEM cell. Upslope and downslope mean slope, 
upslope and downslope mean profile and plan curvature constitute examples of these 
contextual attributes that are dependent on their general land-surface context rather than 
their immediate local neighbourhood. 
Table 3.1 presents a number of morphometric variables that were adapted from Moore 
et al. (1993a, 1994), but can also be found in McSweeney et al. (1994), Wilson and 
Gallant (1998), Burrough and McDonnell (1998) and Ryan et al. (2000), among others. 
Additionally, other relevant variables proposed by other researchers were introduced in 
the table and identified with different symbols related to different authors. 
Another contextual attribute that does not involve the calculation of flow direction has 
been proposed by Fels (1995) cited in Fels and Matson (1996), and by Blaszczynski 
(1997), where the former designates the attribute as landscape position and the latter as 
surface curvature (Cs). This attribute reflects the magnitude of slope gradient and the 
curvature of three-dimensional surface forms within a certain search radius (window) 
and it is calculated as follows: 
n 
(z 
i-z n)/d in 
Cs = i°ý 
(3.1) 
n 
where zl is the elevation of the current ith cell, z, is the elevation of a surrounding 
model point, d is the horizontal distance between the two model points and n is the total 
number of surrounding points employed in the evaluation (Park et al., 2001). Fels and 
Matson (1996) stress the importance of the search radius that should be one-half of the 
fractal dimension of the landscape, that is, one-half of the ridge-to-stream distance in 
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Thus, greater positive values of surface curvature indicate higher topographic positions 
and greater negative values indicate lower positions, while values approaching zero 
indicate mid-slope positions and/or minimal relief within the search radius or concave 
and convex curvatures cancelling each other out (Blaszczynski, 1997). 
Additionally, attributes that are related not only to the relative position of each cell on 
the hillslope but also to the local watershed or even the entire study area have been 
proposed by MacMillan et al. (2000) as a means of measuring relative landform 
position to help establish the context of each grid cell in the larger landscape and deal 
with multiple scales of spatial variation in landscape position. Thus, not only local 
characteristics but also location and spatial relationships can be accounted for and enter 
explicitly into explaining variability. 
This set of primary morphometric variables, according to Shary et al. (2001), describe 
not only the land-surface itself (geometrical form), but rather the system "land-surface + 
vector field" (where vector fields are the gravitational field and solar irradiation) and 
have some environmental significance (Table 3.2). Thus, morphometric variables can be 
used directly in processes of modelling as surrogates of complex hydrological, 
geomorphological, and biological processes (Moore et al., 1994). 
As previously mentioned, in addition to primary attributes, a number of secondary 
attributes that relate two or more primary attributes have been developed by different 
authors and are widely referenced in the literature. Table 3.3 is a summary of some of 
the secondary attributes that can be found in the same referenced material indicated for 
the primary attributes. 
The morphometric variables listed below are measures of landscape characteristics that 
influence the distribution of moisture, energy and matter in the landscape and therefore 
account for the component of the spatial variability of processes that is due to 
topography. However, other factors, such as surficial geology and vegetation, 
themselves linked to topography, are also of substantial importance and their spatial 
variation can be incorporated to improve the predictive accuracy of morphometric 
variables. 
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Table 3.2 Environmental significance of some of the primary terrain attributes 
Terrain Attribute Significance 
Indirect means of accounting for spatial variations in 
Altitude temperature, pressure and/or precipitation; climate and 
vegetation indicator; potential energy. 
Relief Describes the vertical extent of landscape features. 
Measure of gradient magnitude (steepness of terrain) and 
Slope influences overland and subsurface flow velocity, runoff rate, 
erosion and potential solar radiation. Controls the gravitational 
force available for geomorphic work (*ý 
Gradient Factor Runoff rate. 
Aspect Solar radiation and direction of flow. 
Profile Curvature 
Indicates areas of accelerated flow (convex) and areas with 
decreasing flow velocity (concave); erosion/deposition rates. 
Plan and Tangential Represents areas of convergent (concave) and divergent 
Curvatures (convex) flow; soil water content. 
Difference Relative dominance of one of the accumulation mechanisms 
Curvature (divergence/convergence or acceleration/deceleration). 
Mean and Total Related to flow convergence and relative deceleration with 
Accumulation equal weights; distribution and intensity of flow dissipation, 
Curvatures transit and accumulation. 
Allows computing attributes of a catchment as a function of 
Flow Direction stream topology; assessing lateral transport of materials over 
locally defined network. 
Catchment Length Overland flow attenuation. 
Erosion rates, sediment yield, time of concentration; flow 
Flow Path Length acceleration; infiltration loss, impedance of soil drainage; 
runoff volume and velocity. 
U slo e Area Runoff volume; steady state runoff rate. 
Runoff volume; steady state runoff rate; measure of surface or 
Specific Catchment shallow subsurface runoff at a given point on the landscape, 
Area integrates the effects of upslope contributing area and 
catchment convergence and divergence runoff. 
Dispersal Length Impedance of soil drainage. 
Dispersal Area Soil drainage rate. 
Upslope Mean Runoff velocity. Slope 
Upslope and 
Hillslope integration of predominance of convex or concave 
Downslope Mean elements indicating relative acceleration/deceleration and 
Profile Curvature erosion/deposition rates in sectors of the hillslope and in 
different hillslo es. 
Upslope and 
Hillslope integration of predominance of convex or concave 
Downslope Mean elements indicating relative flow divergence/convergence and 
Plan Curvature low/high soil moisture in sectors of the hillslope and in 
different hillslopes. 
Downslope Mean 
Slope Rate of soil drainage. 
U slo e Height Relief energy, potential energy. 
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Table 3.3 Secondary attributes that can be computed by terrain analysis from DEM data 
Attribute Definition Significance 
Wetness Index W= In [As / tan ((3)] Index of moisture retention, soil water 
(aggradation index) content, surface saturation zones. 
Stream Power SPI = As tan (ß) Related to erosion, sediment 
Index transport, erosive power of overland 
flow; potential energy available to 
entrain sediment. 
Sediment LS=(As/22.13)m(sin0/0.0896)" Corresponds to the LS factor in the 
Transport Index m=0.6 and n=1.3 USLE; characterizes erosion and 
deposition processes; effect of 
topography on soil loss. 
Sediment DR = ]OR /Y Related to the value of sediments 
Delivery Ratio reaching streams. 
(*) 
Dispersive Index DI = In [Ad x tan(g)] Indicative of potential for sediment 
(degradation index) removal. 
(**) 
Terrain TCI = Cs log10 (As) Estimates the transportation capacity. 
Characterization 
Index (***) 
Potential Solar Amount of solar energy received per 
Radiation (****) unit area; potential solar radiation that 
combines the dual effect of slope and 
aspect on incoming solar radiation. 
Florinsky (1998a) 
(**) csmo (1997) 
(***) Park et al. (2001) 
(****) Solar Model written by Mulligan (1996), based on Igbal (1983) 
3.2.2 EXAMPLES OF APPLICATIONS OF DTMS 
Studies that relate soil physical and hydraulic properties to topography, even when there 
is not an explicit segmentation of the landscape into units, are based on the early 
concepts of water flow movement described in the models of Ruhe and Walker (1968), 
Dalrymple et al. (1968) and Huggett (1975) (see section 2.4.2.2). Examples where there 
is not a formal classification of the landforms but topographic attributes are derived and 
correlated to hydrological processes can be found in Anderson and Burt (1978) who 
examined the role of topography upon throughflow generation and emphasize the 
importance of contour curvature on the downslope movement of soil moisture; while 
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Speight (1980), in a discussion of the previously mentioned paper states that the 
distribution of specific catchment area and specific dispersal area values related much 
more to the downslope movement of soil moisture than the occurrence of contour 
concavity. Nevertheless, the importance of contour curvature (the attribute that allows 
the introduction of the third dimension) upon the spatial distribution and temporal 
variation of soil-moisture, runoff generation and landscape stability, has been 
highlighted by Sinai et al. (1981), O'Loughlin (1981), Heerdegen and Beran (1982), 
Lanyon and Hall (1983), Burt and Butcher (1985) and Qiu et al. (2001). Only Burt and 
Butcher (1985) concluded that the relationship between soil moisture distribution on a 
hillslope and plan curvature was inconsistent due to hysteresis effects but this 
morphological variable was, nonetheless, significantly correlated with soil depth. 
Instead of plan curvature, Gomez-Plaza et al. (2001) found that topographic variables 
such as upslope contributing area, aspect and profile curvature significantly contribute 
to the explanation of the spatial variability of soil moisture content in vegetated areas in 
a semiarid catchment. 
3.3 PATTERN RECOGNITION TECHNIQUES 
Numerical classification procedures can be supervised or unsupervised, with supervised 
techniques requiring the operator to define the cluster characteristics while unsupervised 
procedures rely on the classification process itself to define the clusters. 
The unsupervised techniques rely on statistics to produce landform segments that are 
unique and site specific (data-driven or deductive models) and although the results can 
be transferred to other areas, the classes of landform characteristics are likely to differ 
for each new classified site (making it a `local' technique). Following the terminology 
of Marques de Sä (2001), unsupervised classifications attempt to find a structure in the 
interpretation space that corresponds to the structure in the representation space. 
Conversely, supervised techniques attempt to find in the representation space a 
hypothesis that corresponds to the structure of the interpretation space. Thus, these 
inductive techniques rely on a body of knowledge to define the rules by which the 
landform elements are classified and thus benefit from an understanding of the ways 
that energy and matter flow across the landscape (concept-driven models), providing 
better, or easier to understand, explanations of the spatial variation of soil properties 
(and representing a `global' technique). 
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The implemented algorithms for each of these two procedures can produce either 
discrete or continuous classes, in accordance to the application of either Boolean or 
fuzzy logic, respectively, and thus four different classification techniques are described 
below. The chosen classification techniques are the ones most commonly used to 
predict soil properties as illustrated in section 2.3.1.4.2. 
The development of both discrete and fuzzy landform boundaries allows the assessment 
of whether a compromise is really necessary in delimiting boundaries for the prediction 
of soil properties. As it is considered that the complexity of natural terrain variations, 
the lack of geographically coterminous terrain attributes and uncertainties of 
cartographic delimitation make it difficult or unsatisfactory to regard regions as crisp 
sets (Mitchell, 1991), fuzzy logic will be used to discriminate between the nodes 
(central core) and the transitional surroundings of each landform formation. 
In what follows, the letter k indicates the number of classes in a given classification and 
p indicates the total number of available patterns. 
3.3.1 DATA CLUSTERING TECHNIQUES 
According to Mitchell (1991) the application of parametric classifications have the 
following advantages: 1) they allow one to make objective linkages between sites which 
eliminates the danger of assuming hierarchical relationships; and 2) they emphasise 
computation, thus providing a more statistically reliable means of measuring variance 
and expressing the probability limits of findings. Therefore, they are an important tool 
in the analysis of landscape processes. In this thesis, both discrete and continuous 
methods used are multivariate parametric approaches of classification because pixels are 
considered to be polythetic individuals possessing a number of properties (Mitchell, 
1991), i. e. each property is ap feature and is viewed as a dimension, and each pixel is 
placed in a multi-dimensional space according to the grading of each of its properties. 
3.3.1.1 Unsupervised Discrete Classification 
The performance of a discrete classification with unsupervised training is the simplest 
procedure of the four because the unsupervised training is more computer-automated, 
producing natural groupings of data in the attribute space. The algorithms uncover the 
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statistical patterns inherent in the data, which can be used to gain insight into the 
structure of the data (Irvin, 1996) and may assemble observations into groups that prior 
misconceptions and ignorance would otherwise preclude (Anderberg, 1973). Thus, 
these patterns do not necessarily correspond to meaningful characteristics in the 
geographical space, such as contiguous specific landform elements, requiring the user to 
interpret the computed classes. However, an initial unsupervised classification can be 
used for delineation of homogeneous areas, as a preliminary step in understanding the 
landform classes, so that a subsequent supervised classification can be carried out more 
efficiently (Mather, 1999; Schowengerdt, 1983). Clustering is frequently used in remote 
sensing to classify multi-spectral satellite images where the different spectral bands 
correspond here to morphometric variables. 
There are a large number of clustering methods but the one to be applied in this project 
is the Is0DATA (Iterative Self-Organizing Data Analysis Technique): "iterative" in that 
it repeatedly' performs an entire classification and recalculates statistics; "self- 
organizing" refers to the way in which it locates clusters with minimum user input. 
ISODATA is the most elaborate of the nearest centroid clustering methods developed at 
Stanford Research Institute, which is a variant of the c-means method (for a complete 
step-by-step description of the original method refer to Ball and Hall, 1965). 
This non-hierarchical clustering method employs heuristic devices for adjusting the 
number of clusters to conform the apparent "natural structure" of the data set 
(Anderberg, 1973), i. e., the ISODATA method uses minimum distance (Euclidean 
distance) to assign a cluster for each candidate pixel with the process beginning with a 
specified number of cluster means, and then it iterates until those means approach the 
means of the clusters in the data. Thus, in the first step of the algorithm, an initial mean 
vector is arbitrarily specified for each of k classes and each pixel is then assigned to the 
class whose mean vector is closest to the pixel vector using the minimum distance 
classifier (see section 3.2.3); subsequently, a new set of class mean vectors is then 
calculated from the results of the previous classification and the pixels are reassigned to 
the classes (Schowengerdt, 1983). The procedure continues until a certain number of 
pixels do not change class from one iteration to the next. 
The central idea of the algorithm is to minimise an overall within-class distance from 
the patterns to the centroids. The minimisation of the ISODATA objective function 3.2 
(Odeh et al., 1992b) provides the solution that minimises the variability within the 
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cluster and simultaneously, maximises the "distances" between clusters, i. e. attempts to 
produce cohesive clusters (low within-class variance) as distant from each other as 
possible (high between-class variance). 
nk 
J(M, C) = ZZm;, d2(x,, c, ) 
i -I c=1 
(3.2) 
where M=(m;, ) is a nxk matrix of memberships, where m; C=l if individual i belongs to 
class c and m=0 otherwise, 
C=(cc,, ) is a kxp matrix of class centres, p is the number of attributes, cc,, 
denoting the value of the centre class c for variable v, 
n the number of data and k the number of classes 
xI =(XII"o ., x p)T is the vector representing individual i, 
cc=(ccl,..., C p)T is the vector representing the centre of class c, 
d2(xi, c,, ) is the square distance between x; and c, according to a chosen definition 
of distance, further denoted as d2;, for simplicity. 
J(M, C) is the sum of square errors (expressed as distances) due to the 
representation of each individual by the centre of its class. 
The result of the training (whether supervised or unsupervised) is a set of signatures that 
defines a number of classes. After the signatures are defined, pixels are sorted into 
classes by use of a classification decision rule (section 3.3.1.3), which is a mathematical 
algorithm that, using the data in the signature, performs the actual sorting of pixels into 
distinct classes. The resulting classification can then be converted into a one-band 
image where each class represents one type of landform and each pixel is assigned to 
one, and only one, landform type. 
Once the appropriate classification decision rule has been chosen and certain parameters 
required by ISODATA are specified, pixels are assigned into distinct classes. 
Specification of the following parameters is required to initiate the classification 
process: 
  maximum number of clusters to be considered (k) which is the maximum 
number of classes to be formed (some clusters with too few pixels can be 
eliminated, leaving less than k clusters); 
  convergence threshold (T), which is a maximum percentage of pixels whose 
class values are allowed to remain unchanged between iterations; 
  maximum number of iterations to be performed (M). 
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The process of reallocation of pixels terminates when T or M are reached. The values 
for these two parameters are often found on a trial-and-error basis, with the M value 
being increased so the algorithm converges to a solution (reaching T). 
3.3.1.2 Unsupervised Continuous Classification 
The fuzzy set theory, introduced by L. A. Zadeh in 1965 is a generalisation of the crisp 
set theory (Friedman and Kandel, 1999) and provides an extension of conventional 
Boolean logic. A fuzzy set consists of objects and their respective grades of 
memberships given by a defined membership function (Friedman and Kandel, 1999). 
The binary approach to the treatment of physical phenomena is often inadequate to 
describe systems in the real world and the soil system is no exception. Thus, it is not 
surprising that the application of fuzzy sets have a wide range of application in soil 
science, such as land evaluation, fuzzy measures of imprecisely defined soil 
phenomena, modelling and simulation of soil physical processes, but is mainly used for 
numerical classification (McBratney and Odeh, 1997). 
Fuzzy cluster analysis is a form of multivariate data analysis, resulting in a continuous 
classification of a set of individuals on the basis of their data (de Gruitjer et al., 1997). 
Thus, as with the previous cluster analysis approach, fuzzy cluster analysis attempts to 
find a classification that is optimally adapted to the available data, without reference to 
an existing classification system. 
One of the most common ways of partitioning observations in multivariate space into 
stable naturally occurring groups, in which pixels are assigned continuous class 
membership values, makes use of the fuzzy c-means algorithm (FCM, also known as 
fuzzy k-means), and it is the one that will be used in this project. The FCM algorithm is 
the equivalent continuous approach of the ISODATA method (variant of the c-means 
method) with the membership values depending both on the shape of the clusters and on 
the degree of fuzziness determined by the analyst. 
The FCM algorithm (3.3) minimises the within-class sum of square errors and is a direct 
generalization of the hard c-means objective function 3.2. The fuzzy generalization of 
J(M, C) is obtained by inclusion of the memberships with an exponent cp, and 
minimising the following function (McBratney and de Gruitjer, 1992): 
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nk 
JB(M, C) =m (3.3) 
i=1 c=1 
where the exponent cp determines the degree of fuzziness of the solution (degree of 
overlap between groups) and is chosen in advance from (1, cc). If cp=1 than the solution 
is a hard partition, not fuzzy at all. 
In this way, the process initiates after defining: the number of clusters (1<k<n), the 
parametric decision rule (metric distance) to be used in the variable-space, the 
maximum number of iterations (M), a convergence threshold termed stopping criterion 
(c) in FCM, and the degree of fuzziness (9>1), which is the only specific parameter of 
the FCM not applicable in the ISODATA clustering method. 
A weakness of fuzzy c-means is that any individual with equal distances to all class 
centres in character space will receive about equal memberships to all classes, 
regardless of whether it is located in the centre (between already identified clusters) or 
in the outer regions of the character space (de Gruitjer et al., 1997). The lack of 
differentiation in individual location can cause large estimation errors if predictions of, 
in this case, soil properties are to be made from the membership values of the landscape 
attributes used in the classification. 
De Gruitjer and McBratney (1988) proposed the solution to this problem in which, an 
objective function enables the creation of an additional fuzzy class not related to any 
particular centre that accommodates the individuals in the outer regions, called outliers 
or extragrades (see Figure 3.3 for exemplification in two-dimensions). 
Thus, in addition to the representation of data points that fall between classes 
(intergrades), fuzzy c-means with extragrades (JMG(M, C)) also accounts for the points 
that fall far away from the centroids of the classes, and is a modification of the objective 
function 3.3: 
nknk 
JMG (M, C) = a> Zm 8C i* 
dC+ (1- a)Z mjd rý2 (3.4) 
1=1 e=1 i=1 c-I 
with the convention that if both mi. and dc are zero, the corresponding contribution to 
the second term in equation 3.4 is zero, and a determines the number of extragrades to 
intragrades. Setting a=1 results in a classification without extragrades, while a=0 will 
result in classifying all the data into extragrades. 
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Figure 3.3 Exemplification of the position of the extragrade class in relation to the main clusters 
The memberships to the extragrade class, mi., are not concentrated in a fuzzy hyper- 
ellipsoid around a given class centre, as with regular classes (McBratney and de 
Gruitjer, 1992). Instead, they will spread over regions at larger distances from each of 
the class centres, with the largest distances corresponding to larger membership m; =. In 
this way, the extragrade class contains the outliers in the dataset and by separating them 
from the main clusters, the distorting influence of these individuals is reduced, resulting 
in an increasing compactness of the main classes and a greater stability of the 
classification (Lagacherie et al., 1997). 
Thus, the algorithm to be applied here is this variant of the FCM clustering technique. 
The resulting classification consists of several layers (as many as the number of classes) 
where each pixel has a membership value associated to each cluster, instead of a unique 
layer where each pixel belongs exclusively to one class as produced by the ISODATA 
clustering technique. 
Methods for minimising the aforementioned FCM functions can be found in de Gruitjer 
and McBratney (1988) and McBratney and de Gruitjer (1992). 
3.3.1.3 Feature Space Metrics 
The parametric decision rules (defined by the mean vector and covariance matrix for the 
values of the pixels in the signatures) can use different statistical classifiers to assign 
pixels that fall into the overlap region. Parametric decision rules require that the data 
input for each class is roughly Gaussian (Irvin et al., 1997). 
There are four basic parametric decision rules: 
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" Minimum Distance (or Euclidean Distance); 
" Diagonal Distance; 
" Mahalanobis Distance; 
" Maximum Likelihood (or Bayes optimal). 
The geometrical shape of a cloud of points representing a set of image pixels can be 
described by an ellipsoid with location, size and shape depending on the means, 
variances and covariances of the features (Mather, 1999). The minimum, diagonal and 
Mahalanobis distances are special cases of the Maximum Likelihood approach. 
The minimum distance algorithm classifies each pixel by assigning it to the class whose 
mean vector is closest to the pixel feature vector, disregarding the possible effect of the 
classes variance and covariance on class assignments (see example in Figure 3.4). It 
gives equal weight to all variables and is insensitive to statistically dependent variables 
and therefore only suitable when classes have the general shape of spherical clouds 
(Odeh et al., 1992b; McBratney and de Gruitjer, 1992). 
However, it is often the case that the set of p-features used in the classification have 
dissimilar variances. The way to suppress this effect is by prior standardisation of the 
features to unit variance by application of the diagonal decision rule that compensates 
for distortions in the spherical shape (de Bruin and Stein, 1998). 
The Mahalanobis distance decision rule accounts not only for the differences in variance 
but also correlations between variables by using the mean vector and covariance 







a) Circular cluster shapes using the Euclidean 
distance - assignment of pixel to cluster a or 
b is ambiguous because distance between 
pixel and cluster centres are the same. 





b) Ellipsoidal cluster shapes using the 
Mahalanobis distance - pixel is assigned to 
cluster a because distance is shorter if 
considering the variance-covariance measure 
from Tso and Mather (2001 
Figure 3.4 Example of pixel assignments that change with the parametric decision rule used 
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However, if some classes are more dispersed than others, there will be a tendency for 
individuals to be assigned preferentially to those classes with the larger spreads 
(Webster, 1977). This effect can be countered by introducing probabilities of 
occurrence, which is allowed when using the Maximum Likelihood parametric rule. 
The Maximum Likelihood decision rule is based on the probability that a pixel belongs 
to a particular class. The contours of probability of membership class are defined on a 
hyper-ellipsoid (multidimensional space) where the coordinates of the centre point of 
each class are the mean values on each of the p-features (morphometric variables), 
while the shape of the frequency distribution of class membership is defined by the 
covariances among the p-features for that particular class with the shape of the contours 
depending on the relative dimensions of the axes of the hyper-ellipsoid as well as on its 
orientation, which reflects the variances and covariances (Schowengerdt, 1983). 
Thus, the probability of membership declines away from the mean centre of the hyper- 
ellipsoid defined by the mean vector and influenced by the covariance matrix of the 
class signature. If equi-probability contours are defined for all k classes, then the 
probability that a pixel belongs to a certain class can be measured and the pixel assigned 
to the class for which the probability of membership is highest. Thus, the basic equation 
assumes that the probabilities are equal to all classes, and that the input p-features have 
normal distribution. In this way, the probability that a pixel vector of p elements is a 
member of class k is the multivariate-normal density where the Mahalanobis distance is 
used to measure the distance of an observation from the class mean, corrected for the 
variance and covariance of the class (Mather, 1999). 
The Maximum Likelihood classifier is likely to produce more accurate classifications 
than those produced by the minimum distance classifier because the algorithm estimates 
the shape of the distribution of the membership of each class in the p-dimensional space 
as well as the location of the centre point of each class. Furthermore, the maximum 
likelihood classifier minimises the average probability of error over the entire classified 
data set if all the classes present normal (Gaussian) probability density functions, while 
the minimum distance classifier only minimises the error in the special case of diagonal 
class covariance matrices with equal variances in all the p-features (Schowengerdt, 
1983). 
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3.3.2 STRUCTURAL TECHNIQUES 
The main difference between supervised and unsupervised classification is that the 
supervised class boundaries do not depend on the data itself (in this case, on the 
morphometric variables) but are specified based on experience or conventionally 
imposed definitions, i. e., are based on external knowledge of the area (Mather, 1999) 
rather than numerical taxonomy. Thus, supervised techniques offer the advantage of 
reproducibility and exactness of boundaries (Mitchell, 1991), as it is possible to exactly 
delimit the boundaries in any area as long as the topographic features vary within a 
range encompassed by the rules, while unsupervised techniques produce boundaries that 
are likely to change from area to area because the topographic thresholds that maximise 
differences between classes in one area are likely to not be the same in another area, 
even if topographic settings are similar. 
According to Armstrong (1991) three kinds of stored knowledge are required for 
effectively implementing structural techniques based on rule-based systems designed to 
perform a (landform) classification: 1) geometrical knowledge which encompasses the 
feature descriptions (DTMs); 2) structural knowledge which brings the expertise into 
the automated process (derived from previous landscape models presented in section 
2.4.2.2 and other geomorphological/hydrological/pedological studies); and 3) 
procedural knowledge which is used to select appropriate operators for performing 
classification tasks (Boolean and fuzzy logic). These three knowledge types are clearly 
reflected in the sequence of operations for classification suggested by Weibel (1991) 
and adopted here for both discrete and continuous landform classifications (Table 3.4). 
Hence, it is not surprising that Mitchell (1991) considers that the physiographic 
approach to landscape segmentation (natural classification of terrain) have the following 
advantages over the parametric approach: 1) they form a useful framework for the 
survey and representation of environmental features (such as soil and water) because 
landscape units govern their distribution; 2) they allow for physiographic analogy 
between different areas because landforms are recurrent between them; 3) they accept 
the grading of relative importance of different terrain attributes which is not possible in 
simple parametric systems where the mathematical process assigns equal weight to all 
attributes even if they are of unequal importance; and 4) they lend the landform units 
readily to a variety of scales because they are usually simultaneously composite and 
clearly divisible. 
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Table 3.4 Sequence of operations for landform classification 
USER DESIGN DECISIONS SYSTEMS OPERATIONS (AUTOMATIC) 
Display statistical surface properties 
(DTMs) 
Decide on thresholds for given scale and 
purpose 
Possibly modify and edit some 
classification errors 
Classify DTMs into landform types 
Simplify (landform combination) 
In the following sections some of the concepts used for rule-based modelling, which is a 
special case of logic programming (Pullar, 1997), are explained and applied to the 
development of both discrete and continuous models of the landscape. 
3.3.2.1, Supervised Discrete Classification 
Commonly, , in remote sensing, the supervised statistical classification of images 
involves the selection of training areas from which the class signatures are extracted and 
these are subsequently used to classify the remaining areas of the image(s). However, 
contrary to most classification problems in remote sensing, there are no sample patterns 
with known classification, i. e. the training sets which provide relevant information on 
how to associate data and decision-making have themselves to be generated from our 
knowledge of landforms and their association with soil processes. Other commonly 
applied supervised procedures are classification and regression trees. However, in these 
techniques the variation of the target properties (i. e., soil properties) is incorporated in 
the segmentation process, generating classes not easily transposed to other 
environments. 
Thus, the type of discrete classification chosen for this project falls in a different 
category of unsupervised classification: it is a structural pattern recognition approach 
termed Expert Knowledge Classification (EKC), which involves the definition of a set 
of hypotheses, rules, and conditions that will separate areas with similar/dissimilar 
characteristics according to the conditions imposed. The EKC is usually not found 
explicitly in pattern recognition literature but it is under a variant of syntactic analysis 
or syntactic pattern recognition. 
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Structural pattern recognition owes greatly to the development of psycholinguistics and 
computational linguistics for speech understanding, and therefore, it is not surprising 
that the terminology associated with syntactic analysis is derived from the theory of 
formal languages (see for example Fromkin and Rodman, 1998). 
The main concern in structural classification is the structure of a pattern (Marques de 
Sä, 2001), which in the case of landform pattern recognition involves finding how a 
landform can be described and interpreted as an organisation of simple sub-patterns 
(pattern primitives). Thus, the objective is to verify whether a set of pattern primitives 
obeys a certain set of rules (known as syntactic rules or grammar). 
In order to develop this type of classification, first the landform prototypes (target 
concepts) need to be identified and decomposed into primitives, which in this case are 
derived from a pool of terrain attributes. This set of primitives required to define each 
landform are called attributed strings. Attributed because there is the need to deal with 
information that is not necessarily sequential but obligatorily quantitative. Simple 
strings were devised for qualitative ordered information only, such as different 
categories of words, where changing their sequence in a sentence may alter its meaning. 
Thus, EKC in this context uses strictly not just syntactic but semantic rules where each 
pixel feature vector values are compared to pre-specified thresholds in order to arrive to 
a final decision. 
A rule is a conditional statement (or a list of conditional statements) about the variable's 
data values (landscape attributes) that determine an informational component or 
hypotheses (landform class) (ERDAS, 1999). The set of rules that determine the process 
of composing primitives into patterns correspond to the language grammar (Friedman 
and Kandel, 1999). The application of a language grammar (chain of rules) for the 
generation of a certain landform is called parsing (Marques de Sä, 2001). 
In this project bottom-up parsing is the preferred choice because it is easier to perform a 
number of queries to the feature vector and assign it to a certain class than verifying to 
which class each feature vector belongs. In essence, rules are matched against facts to 
establish new facts and are therefore antecedent-driven (Shea, 1991). Bottom-up or 
forward chaining reasoning is a more appropriate choice for landform recognition 
because it is more data-driven and therefore more efficient, given that operations can 
involve tens of thousands of pixels multiplied by the number ofp features. 
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According to Shea (1991) the use of production rules offers several advantages in 
knowledge representation: firstly, knowledge in the form of rules is extremely readable 
and easy to understand; secondly, rules behave like independent pieces of knowledge 
and, as such, rules in the knowledge base can be independently added, deleted, or 
modified with little direct effect on other rules; thirdly, an ordered list of rules generated 
in the decision-making process helps to explain the line of the reasoning (especially if 
using bottom-up parsing) or to justify the conclusions reached. Nonetheless, 
disadvantages include inefficiencies of program execution due to strong modularity of 
production rules and rule-base maintenance can be unwieldy as the number of rules 
increase (Shea, 1991). 
To illustrate the application of this technique to landform pattern recognition, consider 
that the topographic variables slope steepness and upslope area are converted into one, 
two or more attributes, such that a pixel is labelled as levelled when its slope steepness 
value does not cross a certain threshold and is considered to have a small drainage area 
when the upslope area is below a critical limit. If a pixel is in agreement with these two 
rules (a geometrical and a topological), it will be classified as belonging to the 
"summit" class. 
The landform prototypes are selected using the landscape models reviewed in section 
2.4.2.2, and pixel inclusion depends upon fitting the best example, which according to 
Nyerges (1991) corresponds to a simple prototype, i. e. a deterministic classification. 
Thus, given a set of rules encompassing the topographic features range, each pixel is 
assigned to the class that presents a range of characteristics that include those of the 
pixel. Additionally, unsupervised classification results may contribute to identify or 
further refine selected landform classes. 
The terrain descriptors that are related to soil spatial variation in the landscape and are 
used in the unsupervised classification are not all necessarily used in the supervised 
classification to build a set of primitives. Following the selection of the landscape 
attributes to be used, the next stage is the definition of the landform units limits, i. e., the 
specification of the ranges of values of the landscape attributes for each unit. This step 
is equivalent to uncovering the class signatures in data clustering classification. The 
last stage is the placement or assignment of each pixel into a discrete landform unit. 
Consequently, there is no minimisation of the within-class variance because landform 
classes are constructed based on the "central concepts" of the classes defined a priori. 
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Although on the one hand the segmentation criteria (ranges of values of the landscape 
attributes) used in a certain area are not always likely to differentiate landform elements 
in other areas, on the other hand, the segmentation based on rules that a number of 
researchers have developed to divide the landscape into units correlated with soil 
formation, morphology and physical and chemical properties, is likely to be of more 
general application than the local optimised classes produced by clustering. 
3.3.2.2 Supervised Continuous Classification 
The decision rules that can be developed to partition the patterns into meaningful soil- 
landform units result in decision boundaries. Generally, it is in the regions closest to the 
decision boundaries that the highest proportion of misclassification occurs (Friedman 
and Kandel, 1999). In the particular case of soil properties, it is not just the problem of 
relating the shape/topology of the land to a certain pedogenetic pathway, but also the. 
uncertainty in areas where a mixture of processes of soil formation occur. Obviously, it 
is expected that concomitance of different pedogenetic processes will tend to occur in 
the areas where the morphometric attributes values are further from the centre of the 
landform class vector. 
Fuzzy logic allows the expression of uncertainty or a mixture of processes, especially in 
boundary regions, by creating IF-THEN rules that can account for both imprecision and 
for non-linear relationships and although opposite to formal logic languages, it is 
closely analogous to human thinking (Shea, 1991). This type of classification technique 
is termed fuzzy pattern recognition (as opposed to fuzzy clustering) and involves the 
construction of a fuzzy Semantic Import model (SI) to translate the hypotheses, rules 
and conditions that are developed during the Expert Knowledge Classification (EKC) 
into fuzzy landform units. Thus, pixel inclusion depends upon the statistical 
commonalty of characteristics (the probabilistic prototype) rather than fitting the best 
example (simple prototype) (Nyerges, 1991). 
As before, the SI model is a variant of the syntactic pattern recognition approach, 
differing from the EKC by using a grammar language that associates a set of 
probabilities with each grammar rule. Thus, instead of a simple attributed grammar 
language, the SI model uses a stochastic attributed grammar. Strictly, this approach is a 
combination of structural and statistical classification (Marques de Sä, 2001) and is the 
most complex of the four techniques described above. 
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The Semantic Import model requires a priori selection of membership functions (MFs) 
with which individuals are assigned membership values for each single primitive. This 
process entails not only an expert knowledge of the data (as in the discrete 
classification) but also, the structure therein to select the MFs that are most appropriate 
to represent the rule that defines a particular hypothesis. 
Just as there are various types of probability distribution (normal, log-normal, 
hyperbolic, Poisson), so there can be different kinds of fuzzy membership functions 
(Figure 3.5), which are used to determine the membership value of the edges of the data 
set (Burrough and McDonnell, 1998). Besides the Boolean function (a), where by 
means of a rule that imposes that, for the hypothesis of A being "true", the attributes can 
only vary between b, and b2, Figure 3.5 also shows the most common fuzzy 
membership functions: triangular (b), Gaussian (c), trapezoidal' (d) and two special 
cases derived from d) that allows the definition of the end member subsets. 
MF a) MF b) MF c) 
Boolean c 
not A not A not A not A not A not A 
0.5 0.5 A 
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Figure 3.5 Boolean and fuzzy membership functions for the SI model (Burrough and 
McDonnell, 1998), where the different function shapes depicted are a) boolean, 
b) triangular, c) gaussian, d) trapezoidal, e) and f) subsets of the trapezoidal. 
In these fuzzy membership functions, the sloping lines peak at MF=1 for the central 
concept of the set (MFs b) and c)), and have MF values = 0.5 at the boundaries. The 
slope of the line gives the width of the fuzzy transition zone, which corresponds to areas 
of partial truth (Burrough and McDonnell, 1998). Often, instead of a single peak value, 
' Example d) in Figure 3.5 is strictly not a trapezoid but this term is chosen because the example falls into 
that general shape and it is that shape that provides its differentiating characteristic: maximum 
membership within a range of values. 
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it might be necessary to include a range of values that fulfil the rule where MF=1, which 
can be achieved by application of a trapezoidal function. 
From the set of MFs presented in Figure 3.5, it is clear that the transition zone depends 
on the definition of parameters a if using a sinusoidal MF and b and d in a trapezoidal 
MF. To simplify the "fuzzification" of the terrain attributes only the trapezoidal 
function will be applied to obtain the membership value of each pixel in a p-feature. 
Note, however, that the trapezoidal function allows simultaneously i) the integration of 
non-linearities between landform and soil properties in the transition pixels (section 
2.3.2) and ii) the assignment of full membership across a range of values (as opposed to 
the triangular and Gaussian MFs, respectively). 
The membership function for the trapezoidal model using the example d) in Figure 3.5 
is defined by three equations (Burrough and McDonnell, 1998): 
MF (z) =12 if z< bl + dj (3.5) 
1+ z-bl -dl 
dl 
MF(z) =1 if bi + dl S z.: 5 b2 - d2 (3.6) 
MF(z) =12 ifz > b2 - d2 (3.7) 
1+ z-b2 +d2 
d2 
where MF(z) is the value of the continuous membership function corresponding to the 
attribute value z; the range of the central concept varies between bl+dl and b2-d2; where 
dl and d2 correspond to the width of the upper and lower transition zones and, bl and b2 
are the boundaries where MF(z)=0.5 (Burrough and McDonnell, 1998). 
There are no hard and fast rules to decide upon the central value and the width of the 
transition zones (Burrough and McDonnell, 1998). However, the set of signatures 
extracted in the previous technique, can be used to help identify these parameters for 
each attribute. 
In the first stage of the classification, a number of topographic variables are converted 
into one, two or three fuzzy attributes (or fuzzy sets), e. g. the slope gradient attribute 
can be converted into two different fuzzy attributes by application of the membership 
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function to obtain relatively likeliness of a pixel being 1) relatively steep (MF type "e" 
and equation 3.5), or 2) relatively level (MF type "f 'and equation 3.7). 
In a second stage, the landform units, as identified in the previous classification 
signatures, are codified in terms of the fuzzy attributes that are required to identify each 
unit (stochastic attributed strings). For example, using the terminology of Pennock et al. 
(1987) and Florinsky (2000), a divergent shoulder is a dissipation zone that has 
typically relatively steep gradient, relatively convex profile curvature and relatively 
convex horizontal curvature. These three attributes are used to define the joint 
membership function (JMF) of divergent shoulders. 
Thus, in a third stage, a JMF is computed for each landform unit previously codified, 
which expresses the overall likelihood of a given cell belonging to each specific unit. 
Similarly to the parametric decision rules (metric distance) necessary to classify each 
pixel into a class in clustering techniques, the JMF can be calculated using different 
logical operations (Burrough and McDonell, 1998): union (maximize - Boolean "OR"), 
intersection (minimize - Boolean "AND"), negation (complement) or convex 
combination (weighted sum), among others. The latter is particularly appealing because 
the results are easier to interpret and has the advantage of allowing a particular attribute 
being emphasized by assigning a larger weight. 
Although the critical values of each topographic attribute for each class membership can 
be drawn from the previous discrete classification, significant challenges remain to 
quantify 1) the relative importance of each topographic attribute and 2) the numerical 
penalty to be assigned to deviation from a critical value, both of which are controlled by 
assigning different weights and using different logic operations. 
3.4 PATTERN ANALYSIS 
Often, in remote sensing, image analysis techniques are implemented to modify images 
for use as input in image analysis programs, for better viewing by humans or simply to 
describe objects (or patterns) and their relation to other objects (Gose et al., 1996). In 
addition to descriptive statistical parameters, features based on spatial structure can be 
useful to automatically distinguish patterns and find boundaries between regions. 
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Here textural analysis is used to assess the spatial structure of the patterns produced: a) 
the landscape classifications, b) the soil properties maps and c) the hydrological outputs 
of PAI-MR 1L"ß (the hydrological model used to assess the impact of using different soil 
properties patterns). 
Texture is an innate property of objects that refers to the description of the spatial 
variability of tones within an image and visually is expressed as the impression of 
roughness or smoothness created by the variation of tone or repetition of patterns across 
a surface (Tso and Mather, 2001). Therefore, texture contains important information 
about the structural arrangement of surfaces (Tso and Mather, 2001) or the form of 
clustering (Wood, 1996). 
It is considered that texture can be defined by adjacency relationships that the grey tones 
in an image have to one another (Tso and Mather, 2001). Textural features are thus 
computed from a set of angular nearest-neighbour grey-tone spatial-dependence 
matrices, which is a method based on second-order statistical features (Pal and Mitra, 
1996). The grey level co-occurrence matrix (GLCM) shows how often each grey level 
(or class) occurs at a pixel located at a fixed geometric position relative to each other 
pixel, as a function of its grey level (Gose et al., 1996) and, as Haralick et al. (1973) 
pointed out, offer a more refined description of spatial relationship than single spatial 
auto-correlation measures. Thus, to estimate the image texture, a kernel is moved 
through the data, and at each point the textural measure is evaluated and the result 
stored (Kavdir and Guyer, 2004). 
The co-occurrence matrix M consists of kxk cells where M( "'Y) is the probability of a cell 
on the original raster having a class Mx and a lagged (h) cell on the same raster having a 
class My (Wood, 1996). Values of M(X,, ) can be calculated for any feasible direction and 
lag (h). However, traditionally lags are set to first order adjacency (Wood, 1996) and 
generally only four directions corresponding to angles of 0°, 45°, 90° and 135° are used 
(Tso and Mather, 2001). The average of the four directional values provide a non- 
directional (or rotation-invariant) texture representation (Pal and Mitra, 1996). 
Conventionally, the co-occurrence matrix is used for calculating a number of texture 
measures (Wood, 1996). Although many can be found in the literature, only four are 
described and used here. In what follows, p(ij) denotes the (ij)th entry in a normalised 
GLCM and is determined by counting the number of times that the chosen pixel values 
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are associated with each other, then normalising this result by dividing through by the 
total number of co-occurring pairs (Cooper, 2004), and k denotes the number of grey 
levels (or classes) in the image. 
Homogeneity, sum of squares variance' (SSV) and dissimilarity are all measures of 
contrast. Homogeneity and dissimilarity are strongly negatively correlated, and 
dissimilarity and SSV formulae are identical except that the SSV index gives more 
weight to variations within the kernel. Thus, SSV (also called contrast) is a better 
indicator than dissimilarity for comparison purposes because, if there are differences, 
these will be given more emphasis. Therefore, only homogeneity (3.8) and the sum of 
squares variance (3.9) are used to measure contrast: 
" Homogeneity (Inverse Distance Moment) = P0,2 (3.8) 
1j 1+(i_j) 
" Sum of Squares Variance (Contrast) Y(i- j)2 p(i, j) (3.9) 
ij 
Homogeneity is opposite to SSV and tends to be high for texture patterns formed by 
several homogeneous patches (coarse texture) (Tso and Mather, 2001), while SSV 
increases with increasing difference between neighbouring pairs and therefore, 
measures the amount of local variation in an image (Kavdir and Guyer, 2004). 
Other group of texture features is related to orderliness, i. e. how regular or orderly pixel 
values are within the window (Hall-Beyer, 2004). Entropy is a concept from 
thermodynamics2 and the equation used to calculate physical entropy is very similar to 
the one used for the texture measure (3.10). The less common the occurrence of a pixel 
combination is the larger its entropy. Thus, the entropy measure outputs a lower value 
for a homogeneous distribution of p(i, j), and higher otherwise (Tso and Mather, 2001). 
" Entropy = -Z1] , p(i, 
j)1og p(i, j) 
ij 
(3.10) 
Angular second moment (ASM) is another texture measure (3.11) that comes from 
physics and has a similar form to physics equations used to calculate the angular second 
moment, a measure of rotational acceleration (Hall-Beyer, 2004). 
1 Sum of squares variance (SSV) is commonly known as contrast but to avoid confusion, in this chapter 
only, SSV is used in the text to differentiate between the index (SSV) and the image property `contrast'. 
2 The second law of thermodynamics is sometimes stated in terms of entropy (Murphy and Smoot, 1972). 
Entropy refers to the energy that is permanently lost to heat every time a reaction or physical 
transformation occurs and in non-technical speech means irremediable chaos or disorder (Hall-Beyer, 
2004). 
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" Angular Second Moment [p(i, j)]2 (3.11) 
ij 
ASM is low for images with fine texture where p(ij) are close in value in the GLCM, 
i. e. ASM is low for highly speckled images that present constant class variations. Thus 
it is a measure of the homogeneity in an image (Kavdir and Guyer, 2004; Pal and Mitra, 
1996) because it measures the number of transitions from one grey level to another 
(Mather, 1999). 
3.5 SUMMARY 
When parametric or physiographic classifications are used for landform classification 
certain inherent problems arise, and the most significant of these are the choice of 
attributes to be mapped and their subdivision into classes (Mitchell, 1991), which are 
the focus of section 3.2 and 3.3, respectively. 
The application of the landscape classification techniques described in section 3.3 
provides a good number of landscape models from which to regionalize soil properties, 
and to identify which techniques provide better descriptions of the land-surface. The 
four techniques increase in complexity and number of decisions that have to be made by 
the analyst, from the ISODATA clustering technique to the Semantic Import model, 
which is reflected in the data input that are required as well as in the type of output class 
boundaries, which can be grouped into three different categories (Table 3.5). 
Table 3.5 Classification of pattern recognition techniques according to the type of 
input data and output boundaries 
Hard Boundaries Soft Boundaries 
" ISODATA (UD) 
Crisp Data " Fuzzy c-means (UC) 
" Expert Knowledge Classification (SD) 
Fuzzy Data " Semantic Import model (SC) 
The comparison of the four resulting landscape classifications coupled to the variation 
of soil properties will allow us to identify which technique(s) is(are) more appropriate at 
the landscape scale and if increasing complexity of the classification technique 
implemented also returns increasingly accurate soil predictions over the landscape. 
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Additionally, measurements of the spatial structure using textural analysis as described 
in section 3.4 can help 1) understanding the. influence of types of landscape 
classifications on the predicted spatial variation of soil properties and 2) separating the 
effect of soil properties variation from that of topography on runoff in the Marina Baixa. 
It should be noted though, that landscape classification for soil property prediction is 
only valid if the quantitative descriptors of the landscape (terrain attributes) adequately 
describe the characteristics of each of the landform units and these units are (a) the 
product of the different processes that operate on the landscape that also affect soil 
development, and (b) present different topographic shapes. Applying these techniques 
in an area with strong environmental gradients, such as the Marina Baixa, increases the 
chances of creating successful landscape classifications. 
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4.1 OVERALL METHODOLOGICAL STRATEGY 
In section 2.3.2 it was concluded that spatial association is the property of the landscape 
that should be used to predict the spatial variation of soil properties at the landscape 
scale. Spatial association requires that the landscape be segmented into a number of 
units where, ideally, different soil genetic processes intervene, which should be 
reflected in marked differences of soil property values. In section 2.4.2 a selection of 
soil-landscape models were examined and, in sections 3.3.1 and 3.3.2, a number of 
landscape classification techniques to be explored in this research were discussed, and 
the basic inputs and parameters required by each technique were described. 
The following section discusses the methodology developed to satisfy the primary 
objective of this research: to create different soil-landscape models for the better spatial 
estimation of soil properties for hydrological parameterisation. The soil properties to be 
spatially modelled are soil texture, soil depth, rock fragment content and bulk density, 
as these are identified in chapter one as being the soil properties that seem to exert the 
greatest control on the hydrological response of catchments and that are required as 
inputs to run spatially distributed hydrology models, such as the PATTExx"TE model (for 
detailed outline of the processes and parameters simulated in the hydrology model see 
Appendix B). 
The general structure of the methodology and analysis is depicted schematically in 
Figure 4.1, and is organised into four different stages, to be addressed in different 
sections. Thus, after the literature review, the first stage of the research involves 
developing landscape models using different techniques. This is followed by the 
development of a provisional landscape model that constitutes the framework for field 
sampling of soil properties, which are used in the third stage to develop and test the soil 
landscape models. Additionally, fieldwork also entails the monitoring of hydrological 
variables, which are required in the fourth stage of this project in which chosen soil- 
landscape models will be applied to spatially predict soil properties for input in a 
hydrological model. The detailed methods and techniques to be applied and/or 
developed for each of the four stages will be discussed in the following four main 
sections. 
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4.2 DEVELOPMENT OF LANDSCAPE MODELS 
The structure of the methodology followed for the development of landscape models is 
depicted in Figure 4.2, and the methodological details are in the following sub-sections. 
Feature Extraction from 
Digital Elevation Model 










Discrete Continuous L Discrete Continuous 
ISODATA Fuzzy C-Means Expert Knowledge Semantic 
[with 
extragrades Classifier Import Model 
Cross tabulation with other environmental variables 
Landscape Models (LM(X, y)) 
Figure 4.2 Structure of the methodology for the development of landscape models 
4.2.1 LANDSCAPE FEATURE EXTRACTION 
The first step towards the development of any landscape model involves the derivation 
of topographical attributes. Thus, it is necessary to find a minimum number of 
parameters that can define individual landforms closely enough to ensure that they have 
internal homogeneity (Mitchell, 1991). In this way, from the list of existing 
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morphometric variables, the following 14 were chosen for an initial assessment: 
altitude, slope steepness, gradient factor, profile curvature, plan curvature, tangential 
curvature, difference curvature, total accumulation curvature, upslope area, dispersal 
area, surface curvature, wetness index, dispersive index, terrain characterization index 
and potential solar radiation. The calculation of these variables is performed using 
PcRaster and sometimes involves manual corrections for edge effects. 
Some of these variables, such as elevation, slope steepness, plan, tangential and 
profile curvatures, upslope area and wetness index, are examples of variables that 
have been frequently used as surrogates of soil properties and have been identified in 
the review of soil-landscape models as good indicators of the way energy and matter is 
partitioned at the land-surface. As mentioned in section 2.4.1.2.3, the sign notation for 
the second derivatives of slope gradient and aspect produced by PcRaster is not the 
same. Thus, hereinafter positive values of profile curvature indicate convex shapes 
while positive values of plan and tangential curvatures indicate concave shapes. 
In addition to profile, plan and tangential curvatures that reflect accumulation 
mechanisms, difference and total accumulation curvatures are also calculated. The 
former indicates the relative dominance of the accumulation mechanisms 
(divergence/convergence versus acceleration/deceleration) and the latter differentiates 
between transit areas and areas where both accumulation mechanisms act 
simultaneously or not at all, defining accumulation or dissipation zones (following the 
terminology of Florinsky, 2000). Thus, adapting the terminology of Florinsky (2000) to 
the sign notation of PcRaster, when the sign of down- and across slope curvatures are 
both positive or negative, it indicates a transition zone (total accumulation curvature 
values are positive) and when the sign of the curvatures is not the same, it indicates an 
accumulation or dissipation zone (total accumulation curvature values are negative). 
Although aspect is usually considered a very important factor for soil differentiation, the 
potential solar radiation is used as a replacement of aspect. The reasons are threefold: 
1) aspect is a variable with a circular scale (ranging from 0° to 360°) and therefore, 
subsequent statistical calculations using this variable require its transformation into two 
derivatives, increasing the complexity of the analysis; 2) the effects of aspect are more 
pronounced in high relief terrain than in low relief areas (Wysocki et al., 2000) and, 3) 
the influence of aspect in soil development is mainly due to solar radiation. Thus, it 
seems more appropriate to use just the potential solar radiation, which is a non-linear 
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function of both aspect and slope and consequently, emphasises where the effects of 
aspect are more prominent. A model developed by Mulligan (1996) was used to 
calculate an average daily potential solar radiation, which was integrated over a year. 
The calculation of dispersal area requires that the DEM is inverted, and summit areas 
become the valley bottoms and vice-versa. Mathematically, this corresponds to the 
creation of a symmetric DEM. Then, the process of calculation of the dispersal area 
follows the same steps as the calculation of upslope area where, after the calculation of 
the flow direction the number of cells (or in this case, the area of the cells) that drain 
into a certain cell is added. These two variables (upslope and dispersal areas) are then 
used to calculate the wetness and dispersive indices (respectively). 
Surface curvature is automatically extracted on a 3x3 window basis, but requires 
corrections on the edges of the DEM. Then the terrain characterization index can be 
derived, using surface curvature and the specific catchment area. 
Hereinafter, topographic attributes names in tables and figures are abbreviated as shown 
in this list: ALT - altitude; SLPS - slope steepness; PROF - profile curvature; PLAN - 
plan curvature; TANG - tangential curvature; DIFF - difference curvature; TOTAL - 
total curvature; UPSA - upslope area; DPSA - dispersal area; SURF - surface 
curvature; WI - wetness index; DI - dispersive index; TCI - terrain characterisation 
index; PSR - potential solar radiation. 
4.2.2 LANDSCAPE FEATURE ASSESSMENT 
Any abstraction of reality contains discrepancies from the reality itself (Theobald, 
1994), and a DEM is no exception, with subsequent derivatives being dependent not 
only on the resolution, accuracy and manner of production of the elevation data matrix 
but also on the choice of flow routing algorithms required for the calculation of some 
terrain indices (see contextual features in section 3.2.1). 
Although representational choices (scale, extent and flow routing) are often made on 
pragmatic grounds, it is important to realise that the -choice of a particular 
resolution/ technique for developing a spatial pattern implies making some assumptions 
about the spatial structure of both the terrain and the soil properties of interest and that 
these assumptions carry through all subsequent simulations (Blösch and Grayson, 
2000). 
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4.2.2.1 DEM Resolution 
Generating landscape patterns is only useful if they reflect the reality of the landscape, 
which in this case means the extent to which these landscape patterns are able to 
represent soil variability. However, in this study (as in many others) it is not possible to 
ascertain which spatial resolution is more appropriate for this work as limited resources 
prohibit the comparison of results at different scales. Only one resolution is available 
for the study area -a 100m DEM supplied by MODULUS, derived from a Spanish 
national cartography contour map at 1: 100000 and with unknown height and positional 
accuracy. Pixel values represent the average pixel height within these 100m cells. 
Nevertheless, there are a few theoretical and practical issues related to DEM resolution 
that need to be addressed. These include 1) soil formation and landform scales, 2) data 
storage and manipulation, 3) landform classification, and 4) the spatial resolution of 
other physiographic data. 
The first issue is the incompatibility in the temporal dimension of soil formation and the 
measurement of the present terrain attributes to be correlated with it. Gregory and 
Walling (1973) claim that the most apparent difficulty is the dichotomy between 
process and form because in many areas the processes operating at present are not the 
ones which were responsible for shaping the landforms of that area, or at least the 
present rate of geomorphological processes is not the same as the rates in the past. 
However, the problem seems to be much more related to the diachronic nature of soil 
formation (rather than dichotomy between form and processes). Thus, the development 
of soil through time results in an apparent anachronism. Therefore, in order to deal with 
the lack of synchronicity between the present shape of the land and the soil properties, it 
is necessary to unearth the landforms that correspond more closely to the average 
conditions for the development of the existing soil properties. 
The terrain descriptors derived from the DEMs mentioned in most of the previous 
studies in sections 2.3.1.3 and 2.3.1.4 presented a horizontal resolution that varied 
between 5 and 30 m. The only exceptions are the works of Chaplot et al. (2000) who 
introduced a coarser resolution DEM (50 m) to assess the accuracy of deriving terrain 
attributes and predicting soil hydromorphy from DEMs with different resolutions; of 
Thomas et al. (1999) who used a 50 m DEM possibly because of the availability of 
other attributes (such as the geology, only available at 1: 50000); of Fels and Matson 
(1996) who used a 300 feet resolution DEM (91 m approximately) possibly due to the 
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large area to be mapped (the state of North Carolina); and, of Burrough et al. (2000) 
who used a 75 m DEM from the Alps region (where there are strong topographic 
gradients) to compare to a higher resolution DEM (5 m) from another area, and assess 
the efficacy of the proposed method for landform classification. It is significant that 
from a set of approximately thirty different studies, some of them using more than one 
DEM, only four used a grid size higher than 30 m. 
Furthermore, Thompson et al. (2001) found that although the values of terrain attributes 
differ with resolution, similar functional relationships, in terms of correlation 
coefficients and terrain attributes used to model the depth of the soil A horizon are still 
predicted by different resolution DEM data, with coarser resolution DEM data (30m 
DEM) statistically outperforming predictions using higher resolution DEM data (IOM 
DEM). This suggests that higher resolution DEM data may not be necessary for 
generating soil-landscape models (Thompson et al., 2001). 
The second issue is of a more pragmatic nature and is related to storage and 
manipulation of data and simulation time (especially important when applying fuzzy 
algorithms). These data issues are strongly related to both the resolution adopted and the 
extent of the study area. The Marina Baixa, as mentioned in section 1.2.1, is 
approximately 575 km2 and the number of pixels increases exponentially with 
increasing resolution according to equation 4.1: 
NP=Ax106 xPR-2 (4.1) 
where NP is the resulting number of pixels, depending on the extent of the area A in 
km2, and on PR, the pixel resolution in metres. Thus, for example, a high-resolution 
DEM of the Marina Baixa with a5m pixel would produce an elevation matrix with 
approximately 23 million pixels, while a lower resolution DEM with a pixel size of 
200 m would produce only 14 375 pixels. Obviously, the implications of choosing a 
very high resolution DEM are the generation of an unmanageable data matrix not easily 
handled by common software packages, an exponential increase in computing time and 
most likely an higher cost of acquiring such data. Also, Schoorl et al. (2000) found that 
as the spatial extent increases, the effect of resolution upon soil loss decreases. The 
same is likely to hold for other processes, and therefore, as the landscape scale usually 
implies investigations over very large areas, the importance of resolution is possibly 
somewhat less than if investigating single hillslopes. 
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The third issue is related to the landform classification itself. Too high a resolution may 
create very spatially discontinuous classes, especially in very heterogeneous areas. 
Huiping et al. (2003) claim that due to the fact that clusters are built upon 
homogeneities, high spatial resolution can decrease the classification accuracy of 
traditional pixel based classification methods because of increased within-field 
variability. Similarly, Laporterie-Dejean et al. (2003) state that classification procedures 
are more efficient at coarser resolutions because of the large heterogeneity that appears 
if the resolution is increased. So, high spatial resolution can make the whole process of 
classification more difficult and the discernment of meaningful landform classes more 
complicated. 
In addition, the landscape scale of research is a broad scale, covering different 
geological units and several catchments with different regolith-terrain units, with 
mapping scales ranging between 1: 25 000 to 1: 100 000 (Thwaites and Slater, 2000), 
which roughly correspond to a DEM with an horizontal resolution from 25 to 100 m. 
Furthermore, routinely available data (lithology, vegetation, etc. ) has rarely better 
resolution than that indicated for landscape scale topography, and if all these data were 
to be collected at high resolution the resources required would be large indeed. 
Nevertheless, only a full study that compares how well soil properties are predicted 
across the landscape using different DEM resolutions can clearly identify the best 
resolution, which may vary with soil properties and the type of topography. However, 
using the available DEM at a resolution of 100 m to depict the major patterns of the soil 
formation environment seems to be appropriate. Moreover, from a practical point of 
view, in terms of computation, this resolution is advantageous as the total number of 
pixels for the Marina Baixa (c. 57 500) is easily stored and manipulated. And also, from 
a technical point of view, the classification of terrain indices into homogeneous 
landforms might be more efficient than if a much higher resolution was to be used. 
In spite of not having higher resolution data, it is important to ascertain the impact that 
an altitude matrix with coarser resolution might have on derived terrain indices and how 
resolution can affect the overall landform classes. Especially because tests of sensitivity 
have revealed that the effects of resolution change is greater in grid-based methods than 
in contour-based methods (Band et al., 1995) and as Florinsky (1998b) pointed out, the 
accuracy of altitude derivatives depends on (i) the matrix step (cell size) and (ii) the 
precision of the calculation techniques used to derive the topographic attributes. 
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Thompson et al. (2001) and Wise (1998) point out that accuracy also depends on the 
source of elevation data (including the techniques for measuring elevation); the methods 
used to create the elevation data; the data model (which in this case is a grid-based 
model); the topographic complexity of the landscape; and also the vertical precision at 
which the elevation data is represented. 
Note, however, that accuracy is usually defined as the difference between a measured 
value and an actual value of a variable (Florinsky, 1998b) but at no point does the 
surface become smooth enough for mathematical derivatives to be unambiguously 
defined (Wise, 1998), i. e. the terrain complexity often hampers the exact estimation of 
the actual values of terrain variables. Thus, the accuracy of topographic attributes 
cannot be determined by a comparison of calculated and "reference" values (Florinsky, 
1998b), which implies that reducing the resolution should not be interpreted as 
decreasing accuracy but as increasing generalisation. 
In order to understand the effect of pixel resolution upon terrain indices, the 100 m 
pixels are re-sampled to 250 in and to 500 in pixels. Box plots and cumulative frequency 
histograms are used to summarise the changes in the distribution of each terrain index 
compared to the 100m DEM source (section 5.2.1). Additionally, as the relationship 
between variables is of great importance in classification, the Pearson's coefficient of 
correlation is calculated between all variables for each DEM resolution to determine if 
there are changes in the strength and direction of the relationship between the 
topographic variables as generalisation increases (section 5.2.2). 
4.2.2.2 Slope and Flow Routing Algorithms 
As mentioned in the previous section, the "accuracy" of terrain derivatives depends on 
the precision of the techniques used to derive the variables. For many years the method 
of steepest descent, also known as D8 (deterministic eight-node), has been widely used 
in standard hydrological and geomorphological models and GIS packages (Schoorl et 
al., 2000), primarily because of its simplicity (Gallant and Wilson, 2000) and although 
problems with this single-flow direction algorithm are well known, more sophisticated 
algorithms are usually not available in standard packages (Wise, 1998). 
The D8 algorithm, chosen to be applied in this research, is often used not just for flow 
routing but also to calculate slope, where the gradient of one cell is simply the steepest 
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of the gradients between a point and its 8 neighbouring ' cells. However, other more 
sophisticated methods have been developed, such as the ones that involve the 
construction of a mathematical polynomial function that is fitted to the DEM surface, 
usually in a 3x3 sub-matrix with the point of interest in the centre (Moore et al., 1994; 
Conrad, 1998). The gradient results from the solving of the first derivative of the 
function and subsequent land-surface curvatures are given by the second derivative in 
its different directions (Conrad, 1998). Variations of 5 and 9-term quadratic 
polynomials can be found in the literature (see Moore et al., 1994, Conrad, 1998 and 
Florinsky, 1998b) such as the Zevenbergen and Thorne method, the Bauer, Rohdenburg 
and Bork method also associated to the Braunschweiger Digitales Reliefmodel flow 
routing algorithm, and the Heerdegen and Beran method. Although there are a number 
of other methods from which to derive slope gradient (see Conrad, 1998), here only the 
methods that explicitly have the calculation of other surface curvatures associated to 
them are compared to the D8 method results to assess the potential impact of using 
different algorithms on the mean value and frequency distribution of slope gradient and 
land-surface curvatures and the implications for landform classification (section 5.2.4). 
In terms of flow routing, the D8 simply adds the accumulated water of every cell to the 
neighbouring cell with the steepest gradient (Conrad, 1998) and thus, the method can 
model flow convergence but not flow divergence, which tends to produce flow in 
parallel lines along preferred directions (Gallant and Wilson, 2000). To break up 
parallel flow paths and, produce a mean flow direction equal to the aspect, Rho8 (a 
stochastic version of D8) can be used, in which a degree of randomness is introduced 
into the flow direction computations (Gallant and Wilson, 2000) that is dependent on 
the difference between aspect and the direction of the two adjacent neighbour cells, so 
that the aspect may be better represented than with its deterministic counterpart. While 
this method in the statistically mathematical sense seems to deliver appropriate 
drainage-paths, its stochastic component offers no reproducible results (Conrad, 1998) 
and since we are discussing cascading systems, the downstream implications can be 
significant. 
Furthermore, neither of these two single-flow direction algorithms can model flow 
dispersion. To allow flow divergence to be represented it is necessary to use multiple- 
flow or flow tracing algorithms. Among the most common multiple-flow direction 
algorithms is the FD8, a fractional routing method, which is an adaptation of the D8 
algorithm and partitions all upslope drainage area to all adjacent, downslope cells as 
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weighted by surface gradient (Band et al., 1995). Variants of this method include the 
Braunschweiger Digitales Reliefmodel (BDR) that looks for the neighbour cell nearest 
to the aspect and allows flow to be partitioned between this and its two adjacent cells, 
which can produce flow in preferred directions. The Deterministc Infinity (DI) is 
another example, which constrains divergence to a minimum (Conrad, 1998). Although 
producing more realistic-looking flow networks, multiple-flow direction algorithms 
(with the exception of DI) can produce too much divergence and cause considerable 
dispersion of flow in valleys, which is considered undesirable because streamlines are 
usually well defined in nature (Gallant and Wilson, 2000). 
Another class of algorithms (flow tracing) seem to be successful, in that they are able to 
deal with convergence and divergence, allow the specification of flow direction 
continuously and without dispersion (Tarboton, 1997) but are unfortunately quite time 
consuming and computer intensive (Conrad, 1998). Flow tracing methods can be one- 
or two-dimensional. The Kinematic Routing Algorithm (KRA) uses the aspect 
associated with each pixel to specify flow directions. Flow is routed as though it were a 
ball rolling on a plane released from the centre of each grid cell (Tarboton, 1997). This 
plane is fit to the elevations of pixel corners that are the average of the elevations of the 
adjoining pixel centre elevations. The algorithm traces the route of flow for each pixel, 
and accumulates the differences for the aspect direction, so that eventually the flow to 
one neighbour cell will be corrected towards another one, according to the rolling ball 
principle, which results in a one-dimensional representation of the flow path (Conrad, 
1998). Similarly, DEMON (Digital Elevation Model Network) traces the water flow, but 
instead of linear flow paths, it simulates two-dimensional flow tubes, i. e., the flow is 
generated at each pixel and is routed down a stream tube until the edge of the DEM (or 
a pit) is encountered. Flow is two-dimensional originating uniformly over the pixel area, 
rather than tracking flow paths from the centre point of each pixel as in the case of the 
KRA (Tarboton, 1997). The stream tubes are constructed from the points of intersection 
of a line drawn in the aspect direction and a grid cell edge, which results in a preference 
for flow in the cardinal (north, south, east and west) directions (Gallant and Wilson, 
2000). 
The choice of method to route flow has implications not only on the preferential paths 
but also on the magnitude of flow, as can be seen in Figure 4.3, where theoretically the 
drainage area must increase uniformly to the cone tip, and dark colours indicate high 
flow and light colours low flow. 
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Note that the non-dispersive single-flow algorithms (D8 and Rho8) produce a much 
higher proportion of low contributing areas than the other multiple-flow and flow 
tracing algorithms because there are many more cells that do not have any inflow. Also, 
the D8 algorithm can produce much higher flows as the contributing area can only be an 
integer multiple of the grid cell area and all flow is routed to only one adjacent cell, 
which forces a very rapid convergence and thus creates a much greater concentration of 
drainage area down the computed drainage lines (Band et al., 1995). 
Single Flow Multiple Flow Direction Flow Tracing 
Direction Algorithm Al orithms 
D8 Rho8 FD8 BDR DI KRA Demon 
Figure 4.3 Representation of the flow routing methods applied to a cone (adapted from 
Conrad, 1998). 
Although it is commonly accepted that flow routing which accounts for dispersion tends 
to better represent the way water flows in the landscape (Schoorl et al., 2000), the 
improvement conferred by multiple-flow routing is closely associated with resolution. 
Band et al. (1995) show that, as resolution decreases (from 30 to 81 m), the difference 
in the mean wetness index calculated using the D8 and the FD8 algorithms tends to 
decrease (although not always in a consistent manner) which is concomitant with the 
results obtained by Schoorl et al. (2000) in that they found smaller differences of 
predicted soil loss, by those two algorithms, as resolution decreases (from 1 to 81 m). 
Furthermore, Band et al. (1995) showed both the mean value and the cumulative 
frequency distribution of wetness index for a catchment to be identical for a higher 
resolution (30m) coupled with a multiple flow algorithm (FD8) and a lower resolution 
(85m) coupled to a single flow algorithm (D8). 
Thus, although the D8 algorithm has been chosen to be used in this research because of 
its wider availability, simplicity and higher likelihood of enhancing differences between 
the different parts of the landscape, which is likely to contribute to better discrimination 
of landform classes, it is important to assess the impact that using other flow algorithms 
can have on the mean values and frequency distribution of selected terrain attributes. In 
spite of the fact that spatial resolution is a significant factor that contributes to the effect 
that each flow routing algorithm can produce, the comparison of different flow routing 
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methods is only performed for the resolution adopted in this research (100 m), although 
analogies between the results obtained with different resolutions and the different flow 
routing methods is done (section 5.2.4). 
Although all the indices used in the classification process are derived using the PcRaster 
GIS package, for the estimation of the terrain indices using slope and flow routing 
algorithms other then the D8, the DiGem software for digital terrain analysis (Conrad, 
2002) was used since PcRaster does not support other types of routing algorithm. Thus, 
as mentioned in section 2.4.2.2.3 the sign notation of plan curvature (and consequently 
of tangential and total accumulation curvatures) differ. For ease of comparison, the sign 
of these curvatures produced by DiGem are reversed so they represent the same surface 
shape. 
4.2.2.3 Tests for Multicollinearity and Normality 
Most multivariate statistical applications require that the assumptions of normality and 
multicollinearity be met. Multicollinearity refers to high correlations between the 
morphometric variables. If present, one variable is a near-linear combination of other 
variables; that is, one variable has information that is redundant to the information 
available in one or more of the other variables. It is both statistically and logically 
suspect, therefore, to include all the variables in the analysis (Tabachnick and Fidell, 
1983). Thus, if variables show high correlations, an exclusion rule is applied and the 
offending variable is left out of posterior analysis and classification. 
Clustering methods that use parametric decision rules (defined by the mean vector and 
covariance matrix for the values of the pixels in the signatures) require that the data 
input for each class is roughly Gaussian (Irvin, 1996) in order to minimise the average 
probability of error over the entire classified data set (Schowengerdt, 1983). In practice, 
however, it is generally accepted that the assumption of normality holds reasonably well 
and as long as the frequency distribution of each class is unimodal, results should not be 
too sensitive to small departures from the assumption (Mather, 1999). Therefore it is not 
surprising that the issue of normality is often ignored and among a number of recent 
studies using clustering algorithms (see for example, de Gruitjer et al., 1997; Irvin, 
1996; Odeh et al., 1992b; Lagacherie et al., 1997; Burrough et al., 1997; de Bruin and 
Stein, 1998; Lark, 1999; Burrough et al., 2000), only a few (Irvin, 1996; and Lagacherie 
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et al., 1997) performed visual analysis of the frequency distribution of the input 
variables and transformed some of the variables to obtain a normal distribution. 
There are two basic and complementary ways of verifying if a variable has a normal 
distribution: one involves the calculation of statistical parameters; the other is done by 
visualization of the frequency distribution histograms. Statistically, a variable is 
normally distributed when its mean value equals the median, or the degree of skewness 
and the degree of kurtosis is null (symmetrical and mesokurtic distribution, 
respectively). More sophisticated tests exist, such as the Kolmogorov-Smirnov test, 
where the resulting d has to be below a certain critical value. If d is larger than the 
critical value, then the hypothesis of normal distribution has to be rejected. 
In addition to the visual analysis of the frequency distribution histograms that help in 
deciding if a variable should be transformed and the type of transformation, the values 
of the Kolmogorov-Smirnov d test and the values of skewness and kurtosis are also 
assessed. 
4.2.3 LANDSCAPE FEATURE PRE-PROCESSING 
4.2.3.1 Data Transformation for Normalisation 
There are a number of different types of transformations that can be used to normalise 
the distribution of a variable. In most cases, when a variable presents a positively 
skewed distribution, a simple logarithmic transformation is all it needs to change the 
frequency distribution to normal (Irvin, 1996). However, to identify the best 
transformation, each non-normal variable is subjected to different types of 
transformation and the transformation that produces the most normal distribution, as 
indicated by the statistical parameters d, Pearson's skewness and kurtosis, is chosen to 
integrate the transformed dataset. Thus, for all non-normal variables, data are 
transformed by replacing it with the values obtained by calculating: 
1) logarithm In (xi) V x; >0 
2) inverse 1/ xr V xr #0 
3) square root 4 xi V xi 
4) exponential exp (x; ) V Xi 
5) angle sin t xrtn V 05x; 51 
For further details on each type of transformation see Webster (1977). 
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If, on one hand, data normality is one of the assumptions for the application of 
classification and it is believed that classifications can be adversely affected by non- 
normality, on the other hand, data transformation can curtail the effectiveness of 
clustering by producing more homogeneous data distributions that are likely to create 
less separable and stable clusters. To assess potential changes in data variability, the 
coefficient of variation (CV) of the source data (untransformed) is compared to the CV 
of the transformed data. 
4.2.3.2 Data Standardisation 
In the clustering process, variables with high values are given emphasis and clusters that 
use variables that have high variance tend to function as an attraction pole. Thus, the 
raw data is not directly suitable for use in the classification, since the values of the 
variables are in different measurement scales (for example, metres and degrees). 
Although some parametric decision rules possess the capacity to internally standardise 
the variables, the minimum distance classifier does not. And this is the classifier that is 
used to produce the class signatures in both discrete and continuous c-means clustering, 
and thus in the ISODATA and the FCM performances. In order to avoid giving to any 
variable more relative weight than to another variable, the variables can be standardised 
to have a mean of zero and a standard deviation of 1, which is done specifically to the 
variables involved in the clustering process (locally optimised techniques). 
This step does not apply to discrimination techniques as the clusters do not depend on 
the data itself (the value of each variable and its relative position in the hyper-ellipsoid) 
but on defined rules based on knowledge of landforms and their relationship to soil 
variation. 
4.2.4 LANDFORM CLASSIFICATION 
Four different classification techniques were identified in chapter three. Application of 
the techniques is in order of increasing input and degree of complexity. Starting with the 
techniques with unsupervised training that are locally optimised (Is0DATA and FCM), 
and followed by the techniques that assume a good understanding of the landscape to 
develop a supervised training with generally applicable rules (EKC and SI) and which 
are thus not locally optimised. 
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4.2.4.1 Parameters for Data-Driven Models 
The ISODATA classification is performed using the ENVI 3.5 software (Research 
Systems, 2001) and the FCM classification with extragrades is performed using the 
FuzME 3.0 software (Minasny and McBratney, 2002). The procedures for both 
techniques are similar in many respects and require the a priori definition of 
"a maximum number of classes (k); 
"a convergence threshold (T in ISODATA) and stopping criterion (c in FCM); 
"a maximum number of iterations (M); and 
"a parametric decision rule. 
Additionally, the FCM with extragrades technique requires the definition of degree of 
fuzziness ((p), the proportion of extragradeslintragrades (a) and number of iterations a. 
4.2.4.1.1 Optimal Maximum Number of Classes 
The choice of number of classes in automatic classification is dependent on the intuitive 
knowledge of the area by the developer or on the intended use (e. g. comparison of 
results obtained from a supervised approach). However, in this case, there is no a priori 
indication of the number of landform classes that are present in the area and, since the 
resulting clusters should be optimal for the area, the number of classes should not be 
imposed by external factors, but be based on statistical parameters. Thus, the 
classification procedure is repeated a number of times with a range of classes, starting 
with 5 classes and increasing one class in each further classification, up to 15 classes 
(which for the FCM with extragrades means 14 main classes plus the extragrade class). 
The resulting clusters are, for the crisp and for the continuous approaches, analysed 
differently but both use internal criterion measures (de Bruin and Stein, 1998), i. e., 
optimisation does not depend on other data (e. g. soils data) but only on the position and 
distance of points in the clusters. 
ISODATA 
To make the clustering strategy most effective it is necessary to create sets of blocks 
that are as homogeneous as possible within each block, but as heterogeneous as possible 
between the blocks, i. e. the within-cluster variability is as small as possible and the 
between-cluster variability is as large as possible. A clustering criterion based on this 
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principle determines the within- and between-group scatter, which corresponds to a 
standard between-groups analysis of variance. However, in this particular case, instead 
of a standard analysis of variance, the analysis of variance design has to be factorial 
(two way analysis) because both the number of clusters formed and the number of 
topographic attributes are larger than one. In this instance, each pixel allocated to one 
cluster corresponds to a replication. 
According to Hays (1988) the factorial between subjects analysis of variance identifies 
three sources of variation that are attributable to: 
Frown - the clusters (landform segments); 
Fcw - the values and range of variation of each topographic variable; 
F;,, t - the interaction between cluster groups and topographic variables showing 
whether topographic attribute values vary with the groups, i. e., identifies 
whether clusters are closely associated with a certain range of variation of a 
specific topographic attribute or most attributes are being used to differentiate 
between clusters. 
Rejection of the null hypothesis for Fmws supports an interpretation of significant 
differences between clusters. Rejection of the null hypothesis for F, o, s supports an 
interpretation of differential variation (range and variability) between the 12 
topographic attributes. Rejection of the null hypothesis for F;,, t supports an interpretation 
that different topographic attributes are being used to maximise the differences between 
clusters. Thus, it follows that the best classification should obtain high values of Frowg 
and low values of pools and F;,, t. 
Nevertheless, due to the high number of pixels (57437) which correspond to the degrees 
of freedom that influence the variance within groups (single Anova) or the error term 
(two way Anova), the F values become somewhat distorted and therefore, not reflective 
of the true within- and between-variance. According to Haining (2003), the usefulness 
of undertaking classical hypothesis testing, particularly when data volumes are large so 
that any simple null hypothesis is certainly rejected in favour of an alternative 
hypothesis, continues to provoke debate that ranges from adjusting significance levels 
to reflect the volume of data to abandonment of classical hypothesis altogether. 
Thus, in an attempt to adjust to the large volume of data, the correlation ratio (rt2), 
which is another clustering criterion also based on the within- and between groups sum 
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of squares (equation 4.2), is used to help understand which proportion of variance is due 
to group effects, i. e. it reflects the contribution of classification, as well as chance, to 




The flaw with this measure is that rl2 is additive and therefore produces lower values in 
a two way design than in a single Anova. To tackle this problem Tabachnick and Fidell 
(1983) suggest adding the SS effect and SS error terms and replacing the SS total with 
this sum (equation 4.3): 
2 SSeffect IlA1t = SSeffect+SSerror 
(4.3) 
Although the 92Alt (alternative rl2) prevents the high distortion caused by the extremely 
high number of cases (pixels), it does not account for the number of clusters. Since the 
71 2Alt depends on the number of clusters that are produced in each classification, for 
comparison purposes, the l2Alt value is scaled as follows (equation 4.4): 
DPI =1-2Alt -1 (4.4) k-1 
where DPI stands for Discrete Performance Index (after the Fuzzy Performance Index 
suggested by Odeh et al., 1992b), k is the number of clusters and Il2Alt is the correlation 
ratio. 
Although FPI uses the Partition Coefficient F value (similar to the F test of Anova), in 
this case, DPI uses the r)2 value because this one is bounded ([0,1]). Similarly to the 
FPI, when i2 is maximised, DPI is minimised, indicating an optimal number of clusters. 
In this way, DPI depends on the number of clusters in which the dataset is split but in 
contrast with the F test, it no longer depends on the number of cases used. 
Additionally, the resulting cluster signatures can be analysed for their separability, i. e., 
to compute the statistical distance between signatures, which determines how distinct 
signatures are from one another using the Jeffries-Matusita index (equation 4.5): 
JM = 21- e-a (4.5) 
where a or B-distance (see Tso and Mather, 2001) is calculated as follows (equation 
4.6): 
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1( )T(Ci+Cj)( )1 (4.6) 
22 µi µj 
where i and j are the two classes being compared; pi the mean vector of class i; T the 
transposition function; C; the covariance matrix of class i; and In the natural logarithm 
function. The Jeffries-Matusita separability values range from 0 to 2 and indicate how 
well the selected class pairs are statistically separate. Generally, values greater than 1.9 
indicate that the class pairs have good separability (Research Systems, 2001). 
Both evaluations, DPI and signature separability, are performed to verify if results are 
coincident or if the combination of both is likely to provide a more confident choice of 
the optimal number of classes. The classification that presents the best results in terms 
of number of classes will be used to predict soil properties over the Marina Baixa area. 
FCM with Extragrades 
Several cluster validity functions have been proposed to help identify whether the 
algorithmically suggested clusters provide a meaningful partition of the data set (de 
Bruin and Stein, 1998). Some of the most common functions are the Fuzziness 
Performance Index (FPI) that estimates the degree of fuzziness generated by a specified 
number of classes; and the Modified Partition Entropy (MPE) that estimates the degree 
of disorganization created by a specified number of classes. The optimum number of 
classes is established by minimising these two measures (FPI and MPE), which are 
calculated as follows (Minasny and McBratney, 2002): 
FPI -1-kF-1 k-1 
where F is the Partition Coefficient 
NK 
F=N 1: Z(mic)2 
i=1c=1 
MPE =H log k 





and m;, is the membership m of the ith object to the cth cluster, N the number of pixels 
and k the number of classes. 
125 
Chapter Four: Methodology 
The partition coefficient is comparable to the F-ratio of ANovA and is closest to 1 for 
the most significant clustering (1/K <F< 1); and H mathematically resembles the 
thermodynamic entropy and approaches zero for the most significant clustering 
(Burrough et al., 2000). Thus, an optimal classification has a combination of relatively 
large values of F and small values of H. 
In this way, when F is maximized, fuzzy classes are relatively hard and are suggestive 
of distinct substructures and minimize FPI indicating an optimal number of fuzzy 
' classes that best reflect the substructure inherent to the variables included in the 
classification (Odeh et al., 1992b). Similarly, minimizing H minimises the MPE, which 
consequently implies a maximisation of the amount of information about the 
substructures contained in the matrix produced by the set of morphometric variables 
because there is maximum certainty in hard partitions where little or no fuzzy 
information is retained (Odeh et al., 1992b). The main problem with using the 
minimization of FPI and MPE is that they have tendency for monotonicity, lacking 
appropriate benchmarks against which their values can be considered as significantly 
good (Odeh et al., 1992b). 
In addition to these two indices, the confusion index (CI), which is a measure of class 
overlap in the attribute space (Minasny and McBratney, 2002), is also used to help 
choose the best classification performance. Thus, for each pixel, the degree of class 
overlap is calculated as follows (Burrough and McDonnell, 1998): 
CI =1- (mmax -m,,, x2) (4.11) 
where CI is the confusion index, mm is the membership value of the class with the 
maximum membership m, at pixel i, and M. 2 is the second largest membership value at 
the same pixel. Thus, if CI is close to zero one class clearly dominates, and there is little 
confusion; if CI is close to 1, then both memberships (mm", and miiix2) are near equal and 
there is confusion about the class to which the site most closely belongs. 
Similar to the ISODATA, the Jeffries-Matusita index (equations 4.5 and 4.6) is also used 
to verify if there is an agreement between the indices and to corroborate the choice of 
number of classes that produces the best performance. 
The classification that presents the best results in terms of number of classes is 
subsequently used to predict soil properties over the Marina Baixa area. 
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4.2.4.1.2 Convergence Threshold and Maximum Number of Iterations 
The convergence threshold and/or the maximum number of iterations are the 
parameters required to stop the classification process from running indefinitely. For the 
ISODATA classification the convergence threshold is set to 0.99, i. e., as soon as 1% or 
fewer pixels change class between iterations, the classification is stopped. For the FCM 
classification, the stopping criterion value chosen is the value that is usually used by 
other researchers and is set to 0.001 (Odeh et al., 1992b). 
The maximum number of iterations has to be chosen carefully because if it is too low, 
the clustering utility stops reclustering before the convergence threshold has been met. 
Thus, as the number of iterations may also depend on the number of classes being 
produced, a few trial runs have to be performed to find the minimum number of 
iterations that are required for the classification to reach the convergence threshold or 
classifications need to be repeated with a higher number of iterations when the 
classification process does not converge. 
4.2.4.1.3 Parametric Decision Rule 
In section 3.3.1.3 the four possible metrics were introduced and the advantages and 
disadvantages discussed. Thus, after testing the variables for multicollinearity, and 
having standardized them to present the same order of magnitude, if the data set 
presents normal distributions and low correlations between the variables, the choice of 
metrics becomes of less importance. However, it is likely that the data set, even if 
highly correlated variables were excluded, is still likely to produce clusters with some 
degree of correlation. Thus, only the Mahalanobis or the maximum likelihood metrics 
should be used. 
Consequently, in order to obtain comparable classifications, equivalent metrics should 
be chosen for both ISODATA and FCM with extragrades. Thus, the maximum likelihood 
decision rule with equi-probability is applied for allocation of pixels in the ISODATA 
clustering and the Mahalanobis distance in the FCM with extragrades clustering. 
Note, however, that although the maximum likelihood decision rule is used to sort the 
pixels into the different classes in the ISODATA classification, the algorithm uses the 
minimum distance to produce the class signatures and therefore, data should be 
standardised prior to the classification process. 
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The reason for not applying the maximum likelihood decision rule to the FCM with 
extragrades is that this clustering algorithm already accounts for the different variances 
that can occur in the clusters and minimises the occurrence by producing the extragrade 
class, and thus minimises the variance of each cluster, creating a more compact 
classification. Furthermore, the resultant classification output is the probability (or 
membership value) of a pixel belonging to a certain class, which is in effect the same as 
using the maximum likelihood distance classifier. 
4.2.4.1.4 Additional Parameters Specific to the FCM with Extragrades 
Degree of Fuzziness 
The degree of fuzziness (cp) is related to the substructures within the data set (p- 
variables) and hence the optimal number of classes. This parameter defines to what 
extent the clusters are compact or separated. However, similarly to the optimal number 
of classes (k), there is not a rule to choose the degree of fuzziness in the data set and the 
latter (q) also depends on the former (k). The literature presents values between 1.1 and 
2.6: Odeh et al. (1992a) tried three values of cp (1.12,1.3 and 1.5) with different 
combinations of number of classes; de Gruitjer et al. (1997) set cp to 1.5; Lark (1999) 
sets cp to 1.25; and de Bruin and Stein (1998) used an external criterion (regression with 
soil properties) to assess the prediction power of the classification with varying degrees 
of fuzziness ((p ranged between 1.1 and 2.6), with the optimum fuzzy partition obtained 
with cp=2.1. 
Thus, to find the best cp, at each repetition using a certain number of classes, the degree 
of fuzziness will also change between 1.1 and 2.0 (with increments of 0.1 at each 
repetition), producing in this way, 10 classifications for each run with the same number 
of classes. Again, the minimisation of FPI and MPE is used to indicate which pair (k 
and y) presents the best combination in terms of optimal number of classes and degree 
of fuzziness. 
Extragrade Class 
The parameters that are specific to FCM in the variant that produces an extragrade class 
are the coefficient a and the number of a iterations. The coefficient a governs the mean 
membership to the extragrade class and if the a value is known, it can be fixed; 
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otherwise, the FuzME utility performs a number of iterations to search for an optimal 
value, i. e. that a produces an extragrade class with an average membership identical to 
the other classes. The FCM with extragrade algorithm requires that the mean 
membership of the extragrade class (mean m; ") be the same as the average membership 
of the other classes and since the relationship between a and the mean m; " is not known 
a priori, the algorithm arrives at the correct value of a using an iterative procedure. The 
number of a iterations is the maximum number of iterative alterations to a that the 
algorithm will attempt. Thus, similarly to the maximum number of iterations M, a few 
trial runs might be necessary to verify whether the algorithm is converging to a solution, 
or whether a larger number of iterations is required. 
4.2.4.1.5 Hardening the Fuzzy Partition and Comparing Classifications 
To ease the comparison between fuzzy classifications or to make it comparable to the 
discrete classification, the fuzzy partition needs to be further processed to obtain a crisp 
partition. Frequently two equivalent approaches for hardening (defuzzification) are 
used: 1) the maximum membership classifier and 2) the nearest center classifier 
(Friedman and Kandel, 1999). Usually, the assignment of a pixel to a class is only done 
if the confusion index (see CI description in section 4.2.4.1.1) shows that the pixel 
clearly has a strong affinity with a dominant class (Burrough et al., 2000), i. e. exceeds a 
certain threshold value. However, this can result in pixels not being assigned to any 
class. As the FuzMe software output provides the class with the maximum membership 
m, at pixel i, the maximum membership classifier approach is used without exclusion 
rules so that all pixels are classified into one class. 
After the defuzzification process, classifications are compared by building akxk 
confusion matrix to measure the degree of overlap. The confusion matrix is one of the 
most commonly used methods to measure the degree of accuracy of a classification 
(Mather, 1999) and it is adapted here by using the percentage of pixels of one 
classification that belong to each class in the other classification and thus replacing the 
ground reference data with one of the classifications. Accordingly, the measurement of 
degree of accuracy is replaced with degree of overlap, which is the average of the 
maximum agreement of each category (or highest overlap in each class) in one of the 
classifications (also known as the diagonal elements of the confusion matrix). 
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It follows that the most commonly used statistic associated with the confusion matrix, 
the kappa coefficient (Mather, 1999), should not be used as it is strictly related to 
accuracy. Moreover, although it is acceptable to use the kappa coefficient to compare 
classifications that refer to different procedures as long as it uses the same dataset, it is 
not clear whether a logical comparison is valid when the classifications have a different 
number of categories (Mather, 1999). Thus, only the overall degree of overlap (referred 
to as overall accuracy in remote sensing literature) is used to determine the average 
similitude between clusters. 
4.2.4.2 Parameters for Concept-Driven Models 
Landforms here are defined by their internal properties (geometrical shape) and 
contextual characteristics (topological landscape position). Although similar to 
Mitchell's (1991) land facets in that they represent fairly homogeneous tracts of land 
differing from surrounding areas in terms of water regime and topography, landform 
elements differ for not being segmented on the basis of geological characteristics. 
Despite the -geological characteristics having implications on the water regime and 
controlling the topography, they are not used to further refine landforms at this stage. 
The procedures for the two types of supervised classification developed (EKC and SI 
model) require the: 
" definition of the landform prototypes; 
" selection of primitives to produce the attributed strings; 
9 identification of meaningful topographic attributes thresholds; and 
" parsing of each feature vector 
Additionally, the semantic import (SI) model requires that, for each primitive in the 
attributed strings, a certain probability is associated with the decomposed topographic 
variable. 
4.2.4.2.1 Definition of Landform Prototypes 
The system of landform segmentation that is used as the basis for the definition of 
landform prototypes is the Ruhe and Walker (1968) five-unit land-surface system 
(section 2.4.1.2.1). This system seems suitably neutral in that it is comprehensive and its 
elements are simultaneously both self-contained and not over-specified. Thus the 
terminology is easily adapted to include further elements that are deemed relevant if it 
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becomes necessary after the analysis of the unsupervised classifications results. In 
addition to the five slope components in Ruhe and Walker's system (Table 2.1), the 
slope geometrical shape, as defined by length and contour curvatures, is used to further 
split the landform elements into linear, concave and convex forms and potential solar 
radiation is used to separate areas with different thermal regimes. 
4.2.4.2.2 Selection of Primitives 
According to Huggett and Cheesman (2002), landform elements are simply-curved 
geometric surfaces lacking inflections and are considered in relation to upslope, 
downslope and lateral elements. Thus, it follows that landform elements cannot be 
defined by their internal properties alone (Dehn et al., 1999). Therefore, it is necessary 
to use not only local geometry variables but also contextual attributes in the delineation 
of landform elements. 
The topographic variables used here to characterise the shape of landform elements are 
profile and plan curvatures, used to separate convex from linear and concave shapes in 
both length and contour directions. Thus, the first step to build the attributed string (as 
defined in section 3.3.2.1) is to develop a rule to separate the three different shapes 
using profile and plan curvatures. 
The second step involves selecting primitives that help place the "geometrical surfaces" 
in the wider landscape setting, i. e. primitives that provide the information necessary to 
establish linkages, interactions and flows between the "geometrical surfaces". This 
involves using attributes that can be contextual (Figure 3.2) or just compositional. Slope 
steepness is an example of such a compositional attribute that has different ranges of 
variation associated with different parts of the landscape, e. g. high values are associated 
with backslope elements and low values are associated with summits and foot/toeslopes. 
Nevertheless, the most commonly used contextual attribute required to partition the 
landscape into hydrological/pedological elements is upslope area per unit contour width. 
Thus, upslope area thresholds need to be identified in order to separate different 
landform positions on the landscape. 
The identification of thresholds using upslope area values can be done simply by 
plotting the cumulative distribution of upslope area or by coupling and plotting the 
variation of upslope area with other topographic variables, such as the ones previously 
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identified and used in the unsupervised classification process. Thus, it is necessary to 
verify if different thresholds appear associated with different variables and if these have 
some geomorphological significance. 
The third step is to separate areas with different thermal regimes, i. e. to use the potential 
solar radiation variation to classify landform units in terms of maximum number of 
hours of sun incidence. 
4.2.4.2.3 Identification of Thresholds 
For slope steepness and land-surface curvatures, threshold values that separate different 
slope types are commonly found in the literature. However, the arbitrariness of the 
choice of thresholds and the variety that can be found leads to a certain ambiguity in the 
definition of "flat", "linear" or "curved". To illustrate this point, consider the definition 
of a flat surface in terms of variation of slope, Park et al. (2001) and Martz and De Jong 
(1991) define it as varying between 0° and 1°, Pennock et al. (1987) consider that an 
element is level if slope values are smaller than 3° and Fels and Matson (1996) increase 
this boundary to approximately 5° (; ti 2%) in order to separate "flats" from "sideslopes". 
Additionally, as definitions are influenced by different disciplines, so are the slope 
thresholds. In the case of the definition of a flat area that determines a very low 
production of runoff and significant catchment storage, Aveyard (1987) places the 
boundary at 6° (-- 5%), whilst Dalrymple et al. (1968) consider that two different 
landscape segments that are essentially flat, the interfluve and the alluvial toeslope, can 
present a slope smaller than 1° and 4°, respectively. Thus, it is clear, that even the 
threshold definition of possibly one of the simplest concepts (that of a flat surface) does 
not have a standard value and variations in the choice of the boundary value can have 
significant repercussions for the areal extension of different landforms. 
Figure 4.4 exemplifies how the change of the boundary value of slope steepness in the 
definition of flat areas can produce significantly different landform areal extents in the 
Marina Baixa, i. e. for instance changing the boundary from 3° to 6° increases the areal 
extent of flat areas from approximately 24% to 41% of the Marina Baixa region. 
Although slope steepness is scale dependent, the impact of DEM resolution is least in 
areas with low slope values, especially if below 3.2° (see section 5.2.1). 
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If no other gradient threshold value is found through the analysis of topographic 
attribute variation on hillslopes, for the definition of a flat area the limit of 3° will be 
used, as this threshold is based on several published studies (Pennock et al., 1987) and 
has also been found to separate areas with insufficient gradient to cause rills to form 
(Govern, 1985). Apart from the gradient values indicated by Dalrymple et al. (1968), no 
other threshold values necessary to separate different parts of the hillslope are 









Figure 4.4 The impact of the slope threshold on the areal extent of flat areas 
In the case of land-surface curvatures, threshold values presented in the literature are not 
as different as they are in the case of slope steepness. Basically, the difference in sign 
indicates the shape of an element. However, it is common for linear elements to be 
classified as such not only when length and contour curvatures are null, but within a 
certain interval around zero. 
For profile curvature the [-0.1 °m ', 0.1 °m '] interval band is the criteria taken from 
Youngs (1972) and used by Pennock et al. (1987) and Martz and de Jong (1991). For 
plan curvature, ±0.116°m' is the threshold indicated by Youngs (1972) but not used in 
the landform classifications referenced above because other topographic attributes were 
sufficient to delineate the elements sought. 
The interval band [-0.1°m', 0.1°m"'] is very broad, resulting in 96% and 98% of the 
area presenting linear profile and plan curvatures, respectively. The interval adopted 
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here to define linear elements is [-0.0001m-1,0.0001m'] for both length and contour 
curvatures. Negative values of length curvature indicate concave shapes while negative 
values of contour curvature indicate convex shapes and vice-versa. The adoption of an 
interval band to characterise linear slopes means that, as long as the gradient (in both 
vertical and horizontal directions) does not deviate from that of its eight neighbouring 
points within certain bounds, a slope segment is considered to be linear (Gao, 1993). 
After this first step, which was directed at classification of the shape of each pixel, it is 
necessary to analyse variables having ranges of variation that are concomitant with 
different landscape positions. The most common method to separate segments is based 
on the extraction of the channel network using a constant support value of contributing 
area (Ijjasz-Vasquez and Bras, 1995). However, by using a single value of contributing 
area, the different levels of aggregation in complex areas are ignored and this disregards 
the fact that different sized catchments certainly have different threshold values for the 
definition of which pixels are part of the channel network. 
Ideally, threshold values for the identification of landform segments should be 
universally applicable, the resulting segments should not be too sensitive to small 
departures from the defining thresholds and the criteria used to define the thresholds 
should be related to formative processes in the landscape (Howard, 1994). However, as 
there are no rigorous, quantitative definitions for qualitative geomorphic concepts, 
empirical threshold values tend to be used (Florinsky et al., 2002). Since one of the 
purposes of identifying the channel network in DEM data is to separate pixels according 
to their hydrological response (Ijjasz-Vasquez and Bras, 1995), it seems not only 
sensible, but also logical to adapt the concepts of aggregation-pattern for drainage 
basins and of scaling regimes in order to define generally applicable rules for the 
identification of thresholds. This also recognises that, as MacMillan et al. (2004) state, 
there are no single `magic numbers' or measurements that can express topographic 
character completely enough to provide unambiguous geomorphic interpretation. 
Thus, the second step entails the analysis of topographic-thresholds in the drainage 
direction to detect boundaries that help further split and specify the hillslope into the 
five units devised by Ruhe and Walker (1968). 
According to Ijjasz-Vasquez and Bras (1995) the theoretical argument for using an area- 
threshold criteria is based on the hypothesis that the channel network extends to where 
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the topography changes from a convex to a concave shape indicating the point at which 
the dominance of sediment transport processes changes from unstable fluvial sediment 
transport to stable diffusive processes. The detection of this boundary is essential to 
separate the backslope elements from the footslope/toeslope elements. 
The slope length analysis for separation of the actual hillslope from the summit and 
channel is performed by examination of a plot of the probability of cumulative area 
distribution that quantifies the aggregation structure of the hillslope elements as 
suggested by Moglen and Bras (1995). Thus, within each catchment, pixels will have a 
cumulative upslope area Au greater then a (a prescribed value) computed as: 
P(Au>_a)=n/N (4.12) 
where N equals the total number of pixels in the basin, n is the number of pixels whose 
cumulative area is greater than or equal to a given value, a and Au represent the number 
of pixels that drain into a certain pixel (Moglen and Bras, 1995). 
The cumulative area distribution tends to show similar qualitative shapes for areas with 
similar topographic settings but with distinct breaks in the scaling being indicative of 
the length of the hillslopes. According to Moglen and Bras (1995), the pronounced 
breaks in the cumulative upslope area distribution reflect the relative strength of fluvial 
and diffusive transport forces as well as the degree of heterogeneity in the material 
being eroded from the hillslopes. As different magnitudes of diffusive and incisive 
erosion processes produce different topography, breaks in the scaling are a good 
indicator of the flow aggregation structure and of the dominant topographic features. 
Since the four main catchments of the Marina Baixa area show dissimilar topographic 
characteristics (see for example Figures 1.8 and 5.1 a), an individual plot of cumulative 
upslope area distribution is calculated for each of the catchments. 
In addition to the cumulative area distribution, many researchers have observed slope- 
area relationships (Moglen and Bras, 1995) and use them to model channel initiation as 
a change in the sediment transport process (Ijjasz-Vasquez and Bras, 1995). Thomas et 
al. (1999) also found a significant relationship between contributing area and plan 
curvature, which is explained by the fact that when the contributing area to a pixel is 
sufficiently large to create concentrated flow and form a thalweg, the relief around the 
pixel must also allow for flow convergence. This boundary separates convex from 
concave hillslope profile segments. Thus, it is proposed that this type of analysis is 
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performed for the other topographic variables described in section 4.2.1 to verify if 
breaks in scaling concur and to better understand if there are other important thresholds. 
There are various ways of performing slope-area threshold analysis. The version 
adopted here is similar to the one presented by Ijjasz-Vasquez and Bras (1995) in that 
for the' topographic variable-area diagram the data points are binned according to the 
values of upslope area, with at least 300 points in each bin. This approach differs from 
their method because the diagram is semi-log (and not log-log) because the variables 
include curvatures, which can present negative values. 
The combination of shape and position classes produces a landform map that is 
designed to replicate the landscape moisture pattern. Now it is necessary to add 
information of a radiation pattern, which is achieved by classifying the potential solar 
radiation attribute into classes that reflect variation from sunny/hot to shady/cool places. 
However, the attribute-area relationship cannot be used, as there is not an obvious 
relationship between potential solar radiation and upslope catchment area. 
In extra-tropical areas extreme topoclimatic differences occur between north-facing 
(distal) and south-facing (proximal) slopes (Huggett and Cheesman, 2002). Thus, it is 
sensible to first find the potential solar radiation threshold value that separates 
essentially distal from proximal slopes. Additionally, if neglecting seasonal and daily 
variations in cloud cover, maximum insolation occurs on proximal surfaces normal to 
the sun's rays (Mitchell, 1991). Thus, the second potential solar radiation threshold 
should separate levelled from inclined surfaces as the latter receive the sun's rays most 
nearly vertically for the maximum time throughout the year. 
4.2.4.2.4 Bottom-up Parsing 
The production rules can now be implemented by 1) using the data filter function, 2) 
writing a model with the conditional rules, or 3) using rule classifiers or segmentation 
functions in image analysis software such as Envi, Erdas or ArcView, among others. 
Once the shape,. position and thermal regime classes are obtained, the combination of 
the classes of strings can be collated to produce landform units, which may require 
some degree of generalisation, depending on the number of classes that are actually 
produced out of all the possible arrangements. 
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4.2.4.2.5 Fuzzification of Primitives 
In order to build the Semantic Import model, all the rules developed for the Expert 
Knowledge Classification (EKC or supervised discrete `SD') need to have an associated 
probability, which requires the definition of parameters b and d in a trapezoidal 
membership function (for details on membership functions see section 3.3.2.2). Thus, 
the topographic attribute data used in the discrete supervised classification have to be 
"softened" prior to building the joint membership function that defines each landform. 
As mentioned in section 3.3.2.2 there are no rules to define the parameters for the 
membership functions and in the absence of other information on the variation of soil 
with landforms, parameters are preferably chosen to produce symmetrical functions, i. e. 
d1=dl which means that the membership variation changes at the same rate on both 
sides of an interval of occurrence of full membership (MF=1) and b, and b2 are 
equidistant from a boundary value identified in the EKC. Also, in the case that several 
primitives are derived from the same topographic attribute, such as the quantification of 
different shapes derived from profile curvature, parameters of the membership functions 
are also chosen to produce symmetrical primitives. 
Note also that data fuzzification is performed only on the topographic attributes used in 
the EKC and the number of primitives from each attribute depends on the landform 
classes obtained from the EKC after generalization. The objective is to produce a 
continuous classification of the landform units that were previously produced using 
Boolean logic. 
4.2.4.2.6 Definition of Joint Membership Functions 
+ After fuzzification, primitives need to be combined using the triplet "flow pattern 
landscape position + radiation regime" so a map with the degree of membership to each 
landform unit can be produced. 
However, with the exception of radiation regime (which only uses primitives derived 
from one topographic attribute), both flow pattern (given by landform shape) and 
landscape position require that primitives are first combined, as the rules for the 
recognition of flow pattern and landscape position involve several primitives extracted 
from different topographic attributes. 
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Consequently, each primitive is assigned a certain weight related to the shape/landscape 
unit that is being identified and using logical operators such as convex combination 
(weighted sum), negation and intersection an overall likelihood of a cell belonging to 
each landform can be calculated. 
Firstly the primitives related to shape are combined to assign the degree of membership 
to the three different types of flow pattern zones (dissipation, transition and 
accumulation). Secondly the primitives related to landscape position are combined to 
assign the likelihood of-being located in the summit, shoulder, backslope, footslope or 
toeslope positions. And thirdly, the results from the previous two are combined with the 
radiation regime primitives to specify the overall likelihood of resemblance to each of 
the landform units identified using the supervised discrete (SD) method. 
While the joint membership functions (JMFs) of flow pattern and landscape position are 
produced mainly by convex combination, union and negation operations (see section 
3.3.2.2 for more details on type of operations), the JMFs of landforms are produced 
using intersection operations to emphasize the need to have all characteristics present. 
Although it is possible to use convex combinations (weighted sum) to calculate the joint 
memberships, the advantage of using intersection is twofold: 1) it avoids having to 
specify a weight to be given to each membership and assigning thresholds to apply 
those weights, and 2) although all memberships have equal weights (by not specifying 
any) it produces a lower JMF value than an equal weight convex combination would if 
one (or more) of the memberships used to define the landform is very low, thus easily 
emphasizing the lack of some characteristic. Moreover, joint membership values can be 
different even if the sum of the memberships is equal, which is not the case for JMFs 
produced with equal weight convex combination. 
In order to normalize the intersection results to make them comparable to the range of 




JMF(LpNDSCAPE POSITION) X 
JFM(mERMAL REGIME)P/p) 
4.13) 
where p is the number of JMFs used in the calculation of the JMF. Thus, the joint 
membership of landforms is calculated using a geometric mean, which produces 
identical membership values to the ones produced by the arithmetic mean if the MFs of 
flow pattern, landscape position and thermal regime have the same values. 
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4.2.5 ADDING PETROVARIANCE TO LANDFORM CLASSIFICATION 
Despite the fact that lithology is of primary importance for soil development it is not 
included in the classification process simultaneously with the topographic attribute 
variables. The reason to keep them separated is due to the fact that lithology is a 
nominal variable and its inclusion in a numerical classification process is strictly not 
advisable, violating some of the inherent assumptions of both discrete and continuous 
unsupervised classifications. 
Although attempts were made to find, in the literature, values of physical properties 
associated with each lithologic group present in the Marina Baixa, the generalisation of 
values such as permeability, porosity or hardness over large areas for lithologic groups 
containing different types of rocks, renders this technique unrealistic. Furthermore, the 
range of values of rock physical properties found in Gregory and Walling (1973) and in 
Gerrard (1988) for single rock types show a great variation and therefore, it seems more 
appropriate to deal with petrovariance in a nominal scale. 
The sources for lithological data are maps published by the Geologic Institute of Spain 
(IGME). Usually the largest scale available for geological maps is 1: 50000. However, 
the Marina Baixa spreads over four different maps (821,822,847 and 848), of which 
only two have been published (821 and 847). As a result, a 1: 100000 lithologic map is 
used instead. 
Nevertheless, even at that small scale, thirteen lithologic formations are identified and 
this is a relatively high number of lithologies to be integrated in a soil-landscape model. 
Scrutiny of the composition of the different formations revealed that most of them are in 
fact composite and most likely loss of detail is minimum if lithologies are combined in a 
smaller number of classes. 
Thus, after assessment of the best possible combinations, the main lithological groups 
of Marina Baixa are classified into four classes: (1) limestone and dolomite; (2) 
materials with predominance of marls; (3) slope deposits; and, (4) alluvial deposits. The 
latter, due to their poor representation in the Marina Baixa area (c. 0.5%), and also to 
the fact that the processes by which its soil is formed are fundamentally different from 
those for soils formed in the other lithological groups, will be excluded from a sampling 
scheme. Thus, no predictions are to be made in the areas of the landscape covered by 
the alluvial deposits (in the vicinity of the Guadalest river). 
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The remaining three lithological groups are likely to present distinct physical 
characteristics with implications for weathering and erosion, and thus, on soil 
formation: limestones and dolomites are harder, more coherent rocks than 
unconsolidated marls and slope deposits, and the latter are more permeable than marls 
due to their significant sand content. 
Limestones and marls are separated from slope deposits because they occur extensively 
throughout the Mediterranean region and the soils and ecosystems found on them are 
particularly threatened by degradation (Imeson et al., 1993). And marls are separated 
from the limestones because the badlands in the Mediterranean and particularly in 
southeastern Spain often occur on marls where sediment and water losses are very high 
(Cammeraat and Imeson, 1998; Bochet et al., 1999; Cerdä, 1999). 
Soil studies in southeastern Spain on different parent materials (limestone, marls, 
sandstone) show that there is a strong relationship between the subsurface conditions 
and soil properties such as bulk density and soil texture (Cerdä, 1999). These 
hydrologically important soil properties determine the soil response to rainfall, which is 
therefore expected to be different on different subsurfaces. This has been confirmed by 
Cerdä (1999) who reports that marls tended to be more dense than the other parent 
materials (limestone and sandstone), producing soils with silty clay texture rather than 
sandy loam and consequently, runoff and erosion rates were consistently higher on 
marls than on limestone and sandstone due to low infiltration on silty clay soils. Thus, it 
seems reasonably to separate the lithological formations into three classes only. 
4.2.5.1 Integration of Petrovariance 
The spatial prediction of soil properties over the Marina Baixa area is done separately 
for each lithological group due to the fact that nominal variables cannot be incorporated 
in the classification together with the variables that define the landforms. Although this 
might seem to contradict the continuous character of the landscape given by the fuzzy 
classifications, in fact, the landscape does not always show continuity and "breaks" are 
expected to occur between different lithological formations, warranting this technique to 
produce landscape classes resembling the natural variation of soil properties over the 
landscape. Thus, even if the landforms present soft boundaries (as a result of application 
of the FCM and SI techniques), in the final landscape models boundaries are hard 
between different lithological classes. 
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Thus, petrovariance is only included after landforms have been classified, in the form of 
a contingency table. In this way, each lithological class will be used to further split the 
landform units that are then related to soil property values, i. e. the landform classes are 
cross-tabulated with petrovariance to create contingency tables (LM(X, y)) to which the 
soil property values will be added to form the soil-landscape model (SLM). 
4.3 FIELD AND LABORATORY WORK 
4.3.1 DESIGN OF THE SOIL SAMPLING STRATEGY 
The soil sampling follows the stages portrayed in Figure 4.5 and further details on the 
development of the sampling scheme are in the following sub-sections. 
Selection of Environmental 
Variables 





Field measurement: Laboratory measurement: 
¢ soil thickness ¢ soil texture 
bulk density 
¢ rock fragment content 
Figure 4.5 Structure of the methodology developed for soil sampling 
4.3.2 PROVISIONAL LANDSCAPE MODEL 
At the outset, a provisional landscape model is created to allow the development of a 
sampling plan so that the field data collection is performed independently of the 
landform classes resulting from the four landscape classification schemes that are 
developed. Independency between sampling classes and landscape classes is required 
because if sampling is performed using one of the landscape classifications, the 
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validation process to choose the soil-landscape model that best predicts the soil 
properties in the field area is invalid (or at least biased). 
The structure of the sampling design is in accordance with the hypothesis that there is a 
systematic variation in soil physical and hydraulic properties with the topography and 
lithology of the catchments. To be able to test this hypothesis, a stratified sampling 
procedure is required. Thus, the sampling design is simultaneously independent of the 
landscape models and reflects landscape variability as different strata encompass 
diverse landscape characteristics. 
To achieve such a sampling design, a stratified sampling framework is drawn based on a 
selection of environmental attributes that one might expect to exert control upon soil 
development in this environment (see section 2.4.1) which are grouped into combined 
classes, within which randomly located samples are collected. The assumption is that 
the stratifying variables are able to capture the range and relative variation of soil 
properties in the landscape, increasing the efficiency in the field data collection, which 
minimises the effort (costs) and maximises the information content. Thus, a coordinate 
parametric classification is used (as opposed to multivariate classification - see section 
3.3.1) for the subdivision of the land on the basis of selected attribute values. 
`Coordinate' because it uses a limited number of environmental attributes to produce a 
closed legend quantifying and grading each attribute and then mapping their 
combinations that occur (Mitchell, 1991). 
The intersected environmental variables are: (1) lithological group, (2) altitude, (3) 
slope steepness, (4) upslope area and (5) potential solar radiation. These variables were 
chosen from the group of 14 that were selected for evaluation (section 4.2.1), and are 
considered to be the most significant to landform differentiation and are sufficient to 
divide the study area into simple units, without creating a landscape that is excessively 
fragmented. 
The first step involves calculating the density functions of the four topographic 
attributes (altitude, slope steepness, upslope area and potential solar radiation), and then 
splitting each data set into quartiles on an equal area basis to ensure sampling evenly in 
the geographical space (rather than in the attribute space) to emphasise the most 
representative characteristics of the Marina Baixa. The aim is to, on one hand avoid 
sampling areas that are poorly represented and, on the other hand, provide a scheme that 
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is independent of the landscape models. However, using quartiles may not provide 
physically meaningful thresholds. Therefore, this approach also requires a verification 
step to ensure that thresholds obtained by quartiles have pedo-geomorphological 
meaning. 
As shown in Table 4.1, quartiles obtained for each of the variables clearly identify 
important boundaries, such as the ones that separate very low-lying (toeslopes) from 
moderately low altitude areas (footslopes) and backslopes; flat from steep areas (=3°) 
and steep from very steep areas (i. e. backslope from shoulders, =8° and X14°, 
respectively); summits from shoulders and backslopes (20000m2 and 40000m2); 
north-facing from south-facing slopes (=10760 WM ) and the steep from the moderately 2 
steep south-facing slopes (=13500 wm-2). 
Table 4.1 Quartile values used for stratification of terrain attributes 
ALT (m) SLPS(°) UPSA (m2) PSR (w m") 
201 3.1 20 000 10 759 
459 8.0 40000 11 107 
769 14.2 100000 11763 
1518 48.5 > 100000 13492 
Although on an individual catchment basis quartiles would possibly not be the best 
approach to finding important `natural' landscape thresholds, considering the Marina 
Baixa on the whole, the approach is deemed suitable because the entire region shows a 
balanced area of dissimilar landscape units. Thus, it is thought that the quartile approach 
suits best large regions, the size of the Marina Baixa (approximately 500km2) or indeed 
larger. 
Since lithology is split into three classes (section 4.2.5) and the remaining four attributes 
selected are split into four classes, the resulting maximum number of response units is 
768 (3x4x4x4x4 classes) of which 85% do actually occur in the landscape (650 
response units). Obviously, some units will have little or no expression in the area and 
exclusion rules are necessary to avoid sites with limited value. In this way, each 
response unit is numbered and the area represented by each of the response units is 
calculated. Then, the sites that represent less then 0.5% of the total area of Marina Baixa 
are excluded from sampling, reducing the number of response units from 650 to 54, 
which still represents 43% of the area. From these 54 units, priority for sampling is 
given to the units that represent larger areas of the landscape. 
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Figure 4.6 summarises the steps and rules involves in the development of the 
provisional landscape model. 
Figure 4.6 Algorithm for the provisional landscape model 
This sampling approach is similar to the gradsect approach originally proposed by 
Helman (1983; cited in Guisan and Zimmermann, 2000) and is a compromise between 
randomised sampling (distribution and replication) of multiple gradients along transects 
(stratification) and minimisation of survey costs. A quantitative comparison between 
sampling methods is given in Wessels et al. (1998) and it shows that this sampling 
approach yields similar results to a stratified method, and both are superior to 
systematic and random approaches. Moreover, it has the advantage of being easily 
designed in a Geographic Information System and therefore easily adapted to the spatial 
resolution of any study area (Guisan and Zimmermann, 2000). 
Thus, this sampling approach differs from a stratified one in that if a stratified approach 
was pursued, all environmental combinations would be equally sampled, which can be 
done but not enforced by the approach adopted here; and concurs with the gradsect in 
that sampling preference is given to those areas that are most representative of the 
Marina Baixa as soil property prediction validation depends on the sampled area, while 
the gradsect approach gives more importance to some of the variables that are 
considered to play a key role in the model. 
4.3.2.1 Location of Sampling Sites 
The result of the provisional landscape model is a set of landscape or response units, 
with each unit representing a specific combination of environmental conditions, from 
which samples are collected. However, many pixels have the same set of environmental 
characteristics from which the samples can be collected, and so the next step is to 
choose the actual sampling location from these pixels. 
There are different ways in which to choose the sampling location. The initial approach 
followed in the reconnaissance survey was based on the selection of potential "pure" 
sites, i. e., sites were preferentially chosen if located in the centre of (large) areas whose 
pixels belonged to the same response unit. Although time consuming, the selected sites 
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were most certain to present the set of topographic attributes that characterise the 
response unit and be free of errors associated with DEM and geo-location uncertainties. 
To find the selected sampling sites in the field, the geographic coordinates and the 
topographic characteristics from each site were extracted from the DTMs and the UTM 
coordinates inserted on a Global Positioning System (GPS). With the GPS and a 
1: 50000 topographic map the sites were identified on the ground. However, in the field, 
this approach was deemed unfeasible because of the constraints imposed by (1) little 
time to find the exact location of the selected site (corresponding to a 100x 100m pixel); 
(2) inaccessibility of the sites, by car or foot; (3) increasing urbanisation expanding to 
the selected sites; and (4) forbiddance of collection of samples by land owners. 
The pilot survey yielded valuable information about the difficulties met in the field by 
this method of site selection and consequently, the approach to site selection was 
revised before the main survey took place and the selected sites were chosen first by 
locating large areas where the response unit occurred and then, the most accessible sites 
(preferably away from urban areas) were located using the GPS and visited for potential 
collection of samples. If sampling could not be performed in the selected cell, the 
closest site was checked, and this was repeated until a site with the characteristics of the 
response unit could be sampled. No other criteria were involved in the location of sites 
other than the identification of large patches presenting the same response unit. 
Therefore, spatial distribution of sites does not depend of geographical location within 
the Marina Baixa and sites are not spread evenly over individual sub-catchments, i. e. 
site location reflects only response unit "purity" and accessibility. 
4.3.2.2 Spatial Heterogeneity and Sample Replication 
Soil properties are known to be spatially heterogeneous and since the scale of analysis 
here is on a1 ha grid, to maximize the chance of getting a representative value in each 
sampling site, replication within the 1 ha grid is performed. Although commonly 
replicates are seen as the measurement or determination of a certain property from the 
same soil sample, it is also possible to perform replication within sites (Davis, 2002). 
The replication of samples increases the degrees of freedom of the data, enables 
estimation of the variance and raises therefore the level of confidence in the results. A 
good approximation of the critical number of samples required at the selected sites is 
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only possible after the reconnaissance field campaign by analysing the mean and 
variance values of soil properties at each site. 
Results based on a limited number of sites (8) with unequal number of soil samples 
showed that (see section 6.1.1 for detailed results): 
1) The provisional landscape model seemed to be able to maximize differences 
between sites for all soil properties except for bulk density (pbf) with F values in a 
single Anova test generally well above a critical F value (except for pbf either 
because of small intra-site variability, small number of samples or sampling error); 
2) The minimum number of replicates should be fifteen, as indicated by simulations 
performed with different number of total replicates. Fifteen samples still ensure that 
confidence intervals of soil properties are reasonably small and intra-site variability 
of saturated hydraulic conductivity (parameter used later in the hydrological 
modelling) is still significantly different. 
Thus, at each site, fifteen samples or measures are taken for a single soil property and 
within the site, sampling is done randomly to minimize spatial dependence and to 
maximize heterogeneity within sites (Butterworth et al., 2000). 
4.3.3 SOIL PROPERTIES AND SAMPLE COLLECTION 
In section 1.1.3.3 the soil physical properties that are most significant to the 
hydrological response of a catchment were identified as being: soil texture, bulk 
density, rock fragment content and soil thickness. 
There are two different approaches for the measurement of these four soil properties 
(Rowell, 1994): 
1) measurement in the field of properties which can be observed after digging a soil pit; 
2) analyses made in the laboratory on soil samples taken from the field. 
Thus, soil thickness is measured as the depth to the bedrock if the parent material is of 
consolidated nature, or as the depth of the profile that shows differentiation from the 
underlying material, after digging a soil pit (approach 1). In those instances that after 
digging to a considerable depth (1.5 to 2.0 m), the soil-bedrock boundary is not distinct, 
the depth of vegetation roots is used to define soil thickness, i. e., subsequent soil pits are 
excavated near vegetation to ensure that the hydrologically effective soil thickness is 
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determined by measuring the maximum rooting depth. Beyond the hydrologically 
effective soil thickness profile water is no longer readily available for evapo- 
transpiration and is thus considered as groundwater recharge and the minimum of either 
the soil depth (to bedrock) or the root depth is thus the lower boundary condition for the 
hydrological modelling (see section 4.5.1 and Appendix B). 
The remaining three properties are measured from the samples collected in the field 
(approach 2). The samples collected from the profile for measurement of soil texture, 
bulk density and rock fragment content are taken at regular depth- intervals because 
most soils in the Marina Baixa area have incipient development with little or no degree 
of textural and/or colour differentiation that would define specific horizons. In this 
particular case, collecting the samples at depth increments of 10 cm, starting at 5 cm 
from the surface, is more likely to capture the variation of the soil properties. 
Soil texture and rock fragment content are measured from a soil sample that weighs 
approximately 150 to 200g and bulk density is determined from a soil core extracted by 
pressing a cylindrical metal sampler into the soil which is then removed carefully to 
preserve a known volume of sample as it existed in situ. 
According to Skopp (2000) the major difficulties associated with the cylindrical metal 
sampler technique are 1) the presence of stones that makes the insertion of the ring into 
the profile very difficult, if not impossible; 2) the compaction of the soil core while 
inserting the ring may bias the volume of the core; and, 3) in case of dry coarse-textured 
soils, the core might not remain in the ring, and therefore, underestimating the mass of 
the soil and the final bulk density value. Alternative techniques exist, such as the 
excavation of a hole where the soil removed from the hole is weighed and the volume 
has to be calculated by filling the hole with objects of known volume. The volume of 
the hole is then calculated by summing the number of objects introduced in the hole. 
However, this technique or variants of this technique seem to be as prone to error as the 
ring technique with its associated problems because of 1) errors associated with loss of 
soil to be weighed; 2) inaccuracies in field-weighing equipment; and 3) errors 
associated with number of objects that are put in the hole which may depend slightly on 
the shape and gradient of the hole. Moreover, the technique that uses the volume of 
known objects to estimate bulk density does not allow one to easily look at bulk density 
change with depth, which is critical for hydrological modelling (see Appendix B). 
Thus, the bulk density is measured using a metal ring whenever this is possible. 
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4.3.3.1 Limitations of the Sampling Design 
As with any other sampling design that is used to predict soil properties on a large scale, 
the differences between the geometric support (i. e. areal or volumetric size) of the soil 
properties measured and the grain of morphometric variables constitute a limitation for 
the prediction of soil properties, i. e. the disparity between the soil samples and the pixel 
sizes. 
Profile depth is measured by digging a pit and has therefore, only one dimension. In 
contrast, soil texture, rock fragment content and bulk density are measured from a 
volume of material collected from the pit (and are thus three-dimensional). The column 
defined from the soil pit, from which samples are collected, has volumes that can easily 
vary between 200 and 800cm3. Additionally, bulk density is measured from a smaller 
volume collected from the column. This disparity between the field measurements 
extents and the 1 ha pixel from which the morphometric variables are derived is a 
limitation to be aware of, especially as scaling between them may not be as simple as at 
first seems. 
4.3.4 SOIL LABORATORY ANALYSIS 
4.3.4.1 Soil Particle Size Analysis 
There is no natural classification of particle size and the particle size classes used in 
pedology can follow different grading systems, such as the International scale 
(International Society of Soil Science) and the USDA scale (U. S. A. Department of 
Agriculture). However, in this research a system based on the phi (0) scale: the Udden- 
Wentworth grain-size scale will be used (Table 4.2). The advantages of using the phi 
scale are threefold: 
1) most sediments have a log-normal size distribution and the logarithmic 
transformation of the size in millimetres (0 = -log2d) converts data which are 
non-normal when measured on a simple arithmetic scale to a normal distribution 
and therefore, makes the data suitable for statistical analysis (Briggs, 1977); 
2) the 0 units themselves are arranged in arithmetic sequence which greatly 
simplifies their subsequent use (Briggs, 1977) by making mathematical 
calculations much easier (Tucker, 1991); 
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3) the phi scale has a major advantage over the apparently simpler metric scale of 
measurement in that it groups together particles with similar hydraulic 
characteristics (Briggs, 1977). As the class limits indicated in Table 4.2 show, 
two of the most important particle size boundaries pointed out by Atterberg are 
used in the Udden-Wentworth grain size scale (Krumbein and Pettijohn, 1938): 
the 2 mm diameter that separates materials that do not hold water against gravity 
(gravel) from materials that can hold water to some extent, depending on 
capillarity (sand); and the 0.002 mm boundary bellow which Brownian 
movement begins, separating silt from clay. 
Table 4.2 The Udden-Wentworth grain size scale 
(adapted from Krumbein and Pettiiohn (1938)) 
Mm 
>2 <-1 Gravels 
2 2000 -1 Very coarse sand 
1 1000 0 
Coarse sand 
0.5 500 1 Sand 
Medium sand 
0.25 250 2 
Fine sand 
0.125 125 3 
Very fine sand 
0.063 63 4 
Very coarse silt 
0.031 31 5 
Coarse silt 
0.016 16 6 Silt 
Medium silt 
0.008 8 7 
Fine silt 
0.004 4 8 
Very fine silt 
0.002 2 9 Clay 
Clay 
The soil particle size analysis procedure applied in this work is the standard analysis for 
particle-size distribution with the difference that the quantification of the silt and clay 
fractions is not done manually by sedimentation (the pipette method) but uses an 
automatic procedure: X-ray sedimentometry (sedigraph). The sedigraph method can 
substantially reduce the amount of laboratory time, generates a granulometric curve of 
particles smaller than 100µ with a level of detail impossible to produce using the pipette 
method and reduces the measurement error caused by the operator (Alexandre et al., 
2000). 
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In this way, after destroying the organic matter and dispersing the mineral particles, the 
latter are separated into the gravel, sand, silt and clay size classes identified in Table 
4.2. Sieves are used to separate the gravel and sand from the finer particles and to 
measure the percentage of the different sand particle sizes. The sedigraph is used to 
quantify the proportion of silt and clay. Thus, the rock fragment content is the mass (or 
percentage) of the particles with gravel size (>2mm) and the texture is given by the 
proportion of the sand, silt and clay size particles fraction, within the limits expressed in 
Table 4.2. 
4.3.4.2 Soil Bulk Density 
Bulk density is calculated from the mass of oven-dry soil (Md) and its field volume (V) 
(Smith and Thomasson, 1982): 
Pb= Md /V (Mg m 3) (4.14) 
Thus, the soil core extracted from the cylinder is weighed after oven-drying at 105°C 
and the result is divided by the volume of the ring. 
However, if the soil contains gravel (rock fragments larger than 2 mm), then the 
calculation of bulk density has to account for the mass and volume of the rock 
fragments and should be calculated as follows: 
pbf= (Md - MS) / (V - VS) (Mg r n-3) (4.15) 
where pbf is the bulk density of the fine earth in Mg m'3; Md and M. are the total mass of 
oven-dry soil and the mass of gravel, respectively; and V and VS are the total volume of 
the extracted core and the volume of the gravel, respectively. Thus, having separated the 
gravel from the sand and weighed it, the volume of the gravel fraction (VS) is calculated 
based on the volume displacement that occurs when the gravel fraction is introduced in 
a beaker with a known volume of water. 
4.3.5 HYDROLOGICAL VARIABLES AND SOIL PARAMETERS 
Local hydrological data is needed for the PAUERNL"E hydrology model input and 
validation, which is obtained by field data collection. For this purpose, monitoring 
equipment has been installed in the area to continuously record rainfall (necessary for 
model input) and soil moisture (for model validation). This approach involves 
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comparison between model output (in this case, soil moisture) and the recorded data 
obtained from the field site. 
The monitoring equipment, comprising a raingauge, air and soil thermometer and two 
Theta probes for soil moisture measurement (at 5 and 15 cm from the surface) 
connected to a Datataker logger powered by solar panel, was installed in October 2000 
and continuously recorded data, averaging it on an hourly basis, as this is the timestep 
used by the hydrological model PA RN` ITT 
The monitoring station has been installed just outside the study area and not inside the 
Marina Baixa area because authorisation to install this sort of equipment is strictly 
necessary and authorisation was only obtained for a field located a few kilometres from 
the study area [UTM coord. 21360,61070] (see Figure 6.1). However, the 
characteristics of the area warrant its appropriateness: lithologically it presents the same 
characteristics as 60% of the Marina Baixa (predominance of marls), with shallow, 
stony soils, at 218 m above the sea level and it is in a very similar climatic situation. 
The collection of subsurface data for the measurement of the soil properties needed as 
input parameters for the soil moisture validation runs is also necessary. The soil samples 
to be collected at the monitoring site are the same and follow the same approach as the 
sampling for the overall area (as indicated in section 4.3.3). 
4.3.6 SUMMARY OF FIELD ACTIVITIES 
In order to accomplish the field tasks required to fulfil the objectives of this research, 
i. e., to collect the minimum number of soil samples required and to continuously 
monitor rainfall, temperature and soil moisture, several field campaigns took place. 
Table 4.3 shows the time it was necessary to spend in the field, the time of the year that 
data collection and maintenance of the monitoring station took place and the periods of 
time when continuous recording of field data occurred. 
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In addition to the reconnaissance soil survey (October 2000) and the main soil survey 
(October/November 2001), the monitoring station was installed in October 2000. This 
required that data were retrieved at regular intervals, and attempts to download the data 
took place in May and November 2001 and June 2002. However, there were some 
technical problems with the Datataker logger and insufficient amount of data was 
recorded. 
Thus, a dataset from a nearby station of similar specification was used instead. 
Although not ideal, it can be used to provide the meteorological forcing (rainfall) 
especially as the monitoring station located c. 20km north of the Marina Baixa. 
4.4 REGIONALISATION OF SOIL PROPERTIES AND MODEL VALIDATION 
In order to regionalise the soil properties collected and measured in the field and in the 
laboratory and assess the performance of each of the four soil-landscape models, the 
steps shown in Figure 4.7 are followed. 
Calculation of average soil property value 
by sampling site 
ssignment of landscape class to each 
Regionalisation by "class-averaging" 
Modified Jack-knifing Procedure 
Set Validation Set 
Repeated n times 
RMSE calculation 
---------------I 
Degree of Uncertainty & 
Classification Instability 
Selection of best performing 
Soil-Landscape Classifications 
Figure 4.7 Structure of the methodology for soil property regionalisation and model validation 
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4.4.1 SPATIAL PREDICTION OF SOIL PROPERTIES OVER THE LANDSCAPE 
The soil-landscape model consists of a contingency table that is created to summarise 
the relationship between soil properties and landform classes. Thus, the following stages 
apply to the four landscape classifications and to each of the soil properties (rock 
fragment content, percentage of sand, silt and clay, bulk density and soil depth): 
1) all soil property values (replicates) are averaged for each sampling site (Figure 
4.8, part 1); 
2) all pixels in the provisional landscape model that belong to one of the sampled 
class sites is assigned the average soil property value for the respective site 
(Figure 4.8, part 2); 
3) for each landscape unit the average value of all the pixels that have been 
sampled is assigned (according to the provisional landscape model) (Figure 4.8, 
part 3); 
4) in the case that some landscape units have no sampled pixels (and therefore no 
value from which to regionalise the soil property), the average value for the 
lithological group to which the landscape unit belongs is assigned; 
This forth step can be performed using the "areaaverage" operator in PcRaster for 







Average soil property per 
sampled site 
Landscape 
SP = weighed average of 
Figure 4.8 Illustration of soil property regionalisation steps 
This is followed by the generation of a contingency table (SLM) where the lithological 
group and landform class (landscape units - LM) are cross-tabulated with each soil 
property. Thus, each location (x, y) has a soil model (SM) such that: 
[SM(x, y)=SLM(LM(x, y))], as set out in the research objectives (section 1.3). In this way, 
the soil-landscape model that is used to predict a soil property at a point (x, y) is 
constituted by the landform model that locates the point (x, y) and assigns it to a 




Chapter Four: Methodology 
landform class, which in turn, depending on the parent material, has associated a soil 
property value referred to in the contingency table. 
This type of regionalisation has the advantage of not being parametric and therefore not 
having to meet some assumptions (distributional and sample dimension) common to 
parametric methods, which in this case are untenable. 
4.4.2 SOIL-LANDSCAPE MODEL ASSESSMENT 
The different maps of soil properties produced using each of the four landscape models 
are compared and changes in degree of overlap between landscape and soil-landscape 
models are assessed to identify the impact of regionalisation on each soil property. 
In addition to this pixel basis analysis, the different texture features derived from the 
grey level co-occurrence matrix (GLCM) described in section 3.4 (homogeneity, 
contrast, entropy and angular second moment) are used to assess the changes in spatial 
structure from the landscape to the soil-landscape phase and to appraise differences 
between soil properties. 
The result of a texture calculation is a single number representing the entire kernel. This 
number is put in the place of the centre pixel of the kernel, then the kernel is moved one 
pixel and the process of calculating a new GLCM and a new texture measure is repeated 
(Hall-Beyer, 2004). In this way an entire image is built up of texture values. The 
average value over the Marina Baixa area is then used to compare the different patterns 
produced by the landscape models and the soil property maps. 
Thus, texture measurements require, in addition to the choice of which textural features 
to calculate, the choice of a) kernel size and b) direction of offset. In order to quickly 
assess if there are major changes in textural values with kernel size, the calculation of 
textural measures is performed for two different sizes: a 3x3 and a 9x9 window. 
However, it is also necessary to confirm that texture indices change regularly with 
window size and there are no irregularities in the trends (if existent), one soil property 
spatial variation produced by only one of the landscape models (supervised continuous 
sand content map) is used to enable the identification of (ir)regularities by calculating 
the four texture features for window sizes varying from 3 to 15 pixels. In order to avoid 
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the angular effect, the feature indices generated for each direction are not used 
separately. Instead, for each texture feature, the sum of the four directions is used. 
Additionally data is normalised prior to calculation of texture features to eliminate the 
disadvantage of using different ranges of grey values with large gaps between them. 
Thus, the landscape classes, the rock fragment content and texture (in percentage), soil 
depth and bulk density are all standardised to present null average and unit standard 
deviation. 
4.4.3 SOIL-LANDSCAPE MODEL VALIDATION 
When the datasets are too small to be split into separate datasets for prediction and 
cross-validation, it is possible to use the entire dataset to spatially predict the soil 
properties of interest and validation/assessment is performed using subsets of the dataset 
(bootstrapping). Herein a modified jack-knifing method is used to calibrate and evaluate 
the model of the spatial distribution of the soil properties, as this is the method 
recommended by Guisan and Zimmermann (2000) and Bishop and McBratney (2001) 
when small samples are involved. 
Although there is a conceptual distinction between the jack-knife and bootstrap, with 
the jack-knife predating the bootstrap (Efron and Tibshirani, 1993), they are in fact 
identical. Bootstrapping is a non-parametric technique that can be used for validation 
and employs large numbers of repetitive computations to estimate the shape of a 
statistic's sampling distribution, rather than relying on strong distributional assumptions 
and analytic formulas (Mooney and Duval, 1993). Commonly data are resampled with 
replacement many, many times in order to generate an empirical estimate of the 
sampling distribution of a statistic. Resampling is done by drawing a large number of 
"resamples" of size n from original sample with random replacement and therefore, 
each of the resamples are likely to be slightly and randomly different from the original 
sample (Mooney and Duval, 1993). In the particular case of jack-knifing, instead of 
sample with replacement, samples are dropped out. Dropping out one sample at a time 
(Efron and Tibshirani, 1993) allows one to assess the variation in the spatial prediction 
of soil properties. 
Thus, jack-knifing is the preferred choice because it allows for the identification of 
influential sampling sites on the soil-landscape models and, although it is not the case 
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here, there is evidence that jack-knife is superior in the area of complex sampling 
(Mooney and Duval, 1993). 
Despite the fact that a stratified sampling design was used and the jack-knife allows one 
to set up sub-sampling parallel to the strata (for instance, the lithological classes), due to 
time constraints and other field difficulties (see section 4.3.2.1) and also because of the 
application of exclusion and hierarchical rules, the sampled data do not have 
proportional strata and therefore, it seems more appropriate not to sub-sample in parallel 
to lithological classes or any other strata. 
Nevertheless, as was mentioned above, a modified jack-knife approach is used because 
each sub-sample drops more than just one sample and often the dropped site data are 
from different lithological classes, thus partially accommodating for the stratified 
sampling design. In this way, the soil property data of 10% of the total number of sites 
are left out, constituting the cross-validation set. 10% is an approximate percentage for 
datasets with a number of samples between 40 and 100, as indicated by Efron and 
Tibshinari (1993). The selection of the sites that belong to the validation sets is assigned 
randomly. 
To assess the quality or uncertainty of the soil-landscape classification for predicting a 
certain soil property, the root mean square error (RMSE) is calculated (Equation 4.16). 
This measure involves the comparison between the soil property values in the validation 
set (z(X, )) (sub-sampled data) and the predicted soil property value (z*txo) (all data), for 
each pixel (n). 
n 
RMSE _ (4.16) 
n ý=1 
Since the number of sites where samples were collected is not very large and the RMSE 
value will depend greatly on the sites introduced in the validation set, the random 
selection of the sites to be included in each set is repeated 100 times, resulting in 100 
RMSE values. The average RMSE indicates the degree of uncertainty of the models and 
the amplitude in the RMSE values indicates the classification instability. 
The number of repetitions used here is in accordance with the number indicated by 
Burrough and McDonnell (1998) as the minimum number to be used in Monte Carlo 
simulations, which is another very computer intensive but parametric approach to 
finding model uncertainty and instability; and is well above the number of bootstrap 
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replications indicated by Efron and Tibshirani (1993) that place it at 50 to provide a 
good estimate of the standard error of a statistic. 
This procedure is repeated for each of the four classifications and the landform 
classifications that show lower RMSE and lower variance in the RMSE values for each 
soil property are used to create the input maps with the distributed values of each soil 
property required by the PATrERNL''E for simulation of the hydrological processes. Thus, 
while the selection criteria for the locally optimised classifications are based on an 
internal criterion, the selection of the best landscape classification to spatialise the soil 
properties over the landscape is assessed based on an external criterion, i. e., is assessed 
based on the degree of accuracy in predicting the soil properties that were measured in 
the field. 
4.5 SOIL-LANDSCAPE MODEL HYDROLOGICAL APPLICATION 
After identifying the best soil-landscape models, the spatial predictions of soil 
properties over the area of Marina Baixa are then used as an input to the PATI. ERNL'TE 
hydrology model. The objectives are to quantify the effect of soil spatial variability on 
the hydrological outputs of the model and to understand the effect of the heterogeneity 
of the landscape on the spatial structure on the catchments' hydrological response. 
Thus, to fulfil these objectives, the stages illustrated in Figure 4.9 are followed. 
Figure 4.9 Structure of the methodology for the application of the soil-landscape models 
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4.5.1 THE PATTERNLITE HYDROLOGICAL MODEL 
The model used here, PATTERN"r`E, is a simplification of the PATTERN model developed 
by Mulligan as part of the EFEDA project (ECHIVAL Field Experiment in a 
Desertification Threatened Environment), between 1991 and 1995. PATFERN is one of 
the models selected by MODULUS research team to be integrated in the Decision 
Support System for integrated policy-making at the regional level in the Marina Baixa 
and was chosen to be used in this research because: it was developed for application in 
semi-arid areas, it incorporates all the major hydrological fluxes and, although it was 
initially designed as a cellular slope model applied at the 100m2 scale with 10m grain 
(Engelen, 2000), it has been adapted to perform at a spatial grain of 100m over regional 
extents, and therefore, in accordance to the spatial resolution of the existing data for the 
Marina Baixa area. 
PATTERN is an integrated hydrology and plant growth model that can be used either as 
1-Dimensional (at a point) or 2-Dimensional (cellular at the regional scale) model 
(Mulligan, 2000) if coupled to a GIS. Only the hydrology sub model will be used here 
and for details on the processes and parameters modelled see Appendix B. 
The hydrology sub-model is a multidimensional model capable of dealing with both 
spatial and temporal dimensions. Following the terminology for model representation of 
Darby and Van de Wiel (2003), the physical space of the Marina Baixa is represented 
by a grid of cell size of 100x 100m; the spatial physical characteristics (such as slope 
gradient, aspect, drainage direction and soil properties) are represented on this grid by a 
set of discrete values; the physical processes are identified and described in 
mathematical form and an algorithm solves the governing equations over the discretised 
grid. Additionally, as the time dimension is also discretised into hourly timesteps, 
temporal changes in the hydrological parameters and processes are represented by 
changes in the values on the grid. 
Thus, PATTERNL"E is a dynamic, deterministic, physically based model that simulates a 
number of hydrological processes with an hourly timestep and at 1 ha resolution, as a 
compromise between data availability, accuracy and simulation time (Mulligan and 
Reaney, 2000). 
The application of PATTERNLrm is appropriate in regions that present the same 
environmental driving factors as the calibration region in central Spain, these being 
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shallow, variable depth soils with high rock fragment content. It has also been validated 
for soil moisture patterns at other sites (see for example Ramos and Mulligan (2004) 
and van Wesemael et al. (2000) for the impact of spatial variability of soil stoniness and 
validation of soil moisture) and applied in flood nowcasting (Al-Sabhan et al., 2002) 
and in assessment of drought vulnerability in southern Spain (van Wesemael et al., 
2003). 
Despite the fact that monitoring equipment failed to continuously measure the variables 
required to properly validate PATTERNLITE, this model will be used here because the key 
requirements for the model that will be applied are that (a) it is well established and well 
known, (b) it is designed specifically for the type of Mediterranean environment in 
which this project takes place, (c) it can be parameterised with the data that are 
available, and (d) it accounts for spatial variability. And all of these premises are true 
for PATTEx1 iTE. Moreover, since it is the assessment of the spatial patterns that emerge 
from the model that is the focus of this exercise, traditional lumped validation is no 
guarantee that the model reproduces spatial patterns correctly. The same lumped 
catchment scale response can be generated by many spatial patterns of pixel scale 
response (the problem of equifinality). 
4.5.2 EXPERIMENTAL DESIGN 
Perhaps the three most important limitations of simulations are related to the way in 
which models deal with a) heterogeneity, b) external forcing, and c) sensitivity to initial 
conditions. Below I explain how these three factors are taken into account in order that 
1) rainfall-runoff simulations reflect the change in soil parameterisation, and 2) the 
effect of soil parameterisation be separated from other effects. 
4.5.2.1 Soil Parameterisation 
As the objective of the simulation exercise is to understand the impact of soil spatial 
variability upon the hydrological response of the Marina Baixa catchments under dry 
soils and intense rainfall, soil parameterisation is performed using three different spatial 
approaches: 1) lumped, 2) distributed and 3) random. 
For the lumped approach the soil properties are averaged by catchment instead of 
landscape class, but following the same procedures used to spatialise the soil properties 
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using the different landscape models (see section 4.4.1). Lumping at the catchment scale 
rather than the regional scale reflects the fact that usually this is the highest aggregation 
pattern found in the hydrological literature, as often studies focus upon single 
catchments only, and is also appropriate since I present some of the runoff results on a 
catchment basis. 
For the distributed approach, two sets of soil parameters derived from the two best 
performing soil-landscape models are used as data input. For the random approach, 
there are also two sets, each preserving the mean and variance of the distributed soil 
property maps. 
The comparison of results produced using these three approaches (and five sets of soil 
maps) allows the assessment of 1) the impact of soil spatial variability by comparing the 
catchment-scale lumped with the distributed and random runoff results, 2) the 
importance of knowledge of soil spatial variability by comparing runoff produced by 
two different distributed sets of data input, and 3) and the significance of spatial 
structure by comparing the distributed results with their random counterparts. 
4.5.2.2 Driving Variables and Initial Condition 
It has been suggested in the literature that organised patterns of soil parameters (such as 
the distributed soils data set) can have different runoff responses depending on the type 
of rainfall event (Grayson and Blöschl, 2000a; Houser et al., 2000). Therefore, for the 
driving variable rainfall, two scenarios are compared. These include a moderate and an 
extreme storm event to ensure that rainfall events are simultaneously intense enough to 
produce runoff and disparate enough to produce different runoff responses between an 
organised and a lumped pattern. 
Despite installation of a monitoring station in the Marina Baixa, technical problems 
with the data logger meant that the small amount of data retrieved was rendered useless. 
However, as mentioned in section 4.3.6, meteorological data from a nearby location was 
obtained. Nevertheless, data for eight years long rainfall series were only recorded 
daily. A timestep of ten minutes was also available but for much shorter series (a few 
weeks to months duration) and 'none of these periods corresponded to moderate or 
extreme storm events. 
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Thus, instead of using a real storm event, synthetic hyetographs are employed. Several 
different single-hour events were tested and the choice fell upon a 50mmh'1 and a 
100mmh71 events. Single hour rainfall events were chosen because it is not in the scope 
of this work to analyse temporal changes, which it would be required if using multi- 
hour events. Moreover, single events should produce simpler runoff patterns, which 
may help better understanding and separating the effect of the spatial variation of soil 
properties. 
Although even the moderate events can be regarded as a very intensive rainfall episode 
such intense precipitations but with shorter duration are not uncommon (see for instance 
Wainwright and Thomes (2004) for example of severe rainstorms in Spain). In fact, a 
50mmh'1 event has a return period of approximately 30 years for a 60 minute 
precipitation storm as indicated by Wainwright and Thornes (2004), based on the 
ICONA (1979) publication of rainfall series for Almeria, a city in SE Spain, c. 250km 
southwest of the Marina Baixa but with similar semi-arid settings. 
Moreover, Simon (1992) states that very high daily amounts of rainfall with strong 
hourly intensity are common occurrences usually caused by high altitude cold cyclonic 
events and in the particular case of the Marina Baixa, this phenomenon is further 
accentuated by relief orientation. This author gives examples of three meteorological 
stations in the Marina Baixa (in the Guadalest. catchment) with a total daily rainfall 
amounting to 211mm (Tdrbena), 247mm (Bolulla) and 253mm (Callosa) during an 
extreme event in October 1971. 
Although knowledge of both temporal and spatial characteristics of rainfall is essential 
for better representing them in rainfall-runoff models (Houser et al., 2000), to keep 
simulations simple and because of obvious limitations in data-collection procedures for 
interpolation of rainfall data, only temporal variation is considered. Moreover, the 
assumption of uniform rainfall is not so problematic'as the objective of the exercise is 
not to test and validate the process-based hydrological model PArrERN E. Also, a 
spatially variable rainfall would make it difficult to understand the effects of soil spatial 
variation. In this way everything except soils is kept constant in the model. In reality the 
spatial pattern of rainfall may interact with the spatial pattern of soil properties to either 
accentuate or diminish the effects observed here, but such simulations are outside the 
scope of this thesis. 
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In addition to the watershed and the rainfall characteristics, the antecedent soil wetness 
or dryness is also an important factor (Singh, 1997), especially in short term 
simulations, and to separate its effect from those of the soil parameterisations, initial 
soil moisture is considered to be spatially invariant, and presents a value of 0.01 m3 m 3, 
as described in the method of model initialisation in Appendix B. Thus, at the start of 
the model runs, all soils in the Marina Baixa are dry, which corresponds to analysing the 
effects of a single storm in September or October, when soil particles are more 
vulnerable to detachment and, therefore, erosion. 
4.5.2.3 Other Landscape Parameterisations 
In addition to the soil properties and rainfall spatial and temporal variation, the 
hydrological model also requires vegetation and topographic data. For the latter, all that 
is required as data input are the spatial variation of slope steepness and aspect and also 
the drainage direction (calculated from the DEM) using the D8 algorithm. 
For simplicity of analysis of the hydrological results, an adaptation of the Cow Land 
Cover map (data collected between 1989 and 1997) is used to provide the vegetation 
data. Although the Cow classification system is not optimal for hydrological studies, 
its data is the best routinely available source for land use information (Mulligan and 
Reaney, 2000). Thus, MODULUS provided a functional reclassification of the CORINE 
data and PATTERNL considers eight functional classes: 1) urban, 2) disturbed ground, 
3) non-irrigated grass, 4) irrigated grass, 5) tree, 6) dwarf shrub, 7) sparsely vegetated, 
and 8) water. 
4.5.2.4 Hydrological Data Analysis 
The hydrological results analysed are the saturated hydraulic conductivity at the wetting 
front and runoff produced straight after the end of the one-hour rainfall events. The 
former because it represents the combination of several soil properties and is therefore, 
used to separate the non-linearities that may occur due to soil characteristics from those 
that are due to spatial variation of soil properties and topography. 
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4.5.3 SPATIAL VARIABILITY ANALYSIS 
In order to quantify the effect that soil property variation has on the hydrological output 
of the model, the differences between the lumped and distributed runoff results are 
calculated. Comparisons are performed not only spatially, by assessing in which areas 
the differences are more pronounced (by simple showing maps of differences between 
different parameterisation results), but also on accumulated values of runoff on a region 
basis (i. e. summed over the Marina Baixa area). Additionally, visual comparison of the 
spatial variation of the saturated hydraulic conductivity at the wetting front (ksat) with 
runoff is used to separate the effect of the combination of the different soil properties 
from the effect of topography, because the former affects both ksat and runoff, but the 
latter only has an effect on runoff. 
Other analyses of the spatial variation of runoff are also performed, such as by 
catchment and by drainage area, to try to better understand the impact of topography, 
size and configuration of catchments upon runoff response. The analysis of runoff 
aggregated at the catchment level and its dependency upon drainage area may help 
understand the impact of topography, size and configuration of catchments, because the 
four main catchments in the Marina Baixa have two different sizes (c. 200km2 and 
35 km2) with dissimilar total drainage areas, with either rolling of steep slopes, and more 
or less oblongated. 
4.5 4 SPATIAL STRUCTURE ANALYSIS 
The' spatial structure analysis involves the separate analysis of the soil properties, the 
saturated hydraulic conductivity values and runoff. The objective is to understand the 
integrated catchment hydrological response and the impact of 1) the level of aggregation 
of input data (catchment scale lumped versus distributed data), 2) the spatial variability 
of soil properties (comparison of two distributed with two random maps), 3) the shape 
and length of the hillslopes, on the hydrological output (comparison of ksat with 
runoff), and 4) intensity of rainfall event on the patterns of 1), 2) and 3). 
Thus, similarly to the soil-landscape model assessment (see section 4.4.2), four textural 
measures derived from the grey level co-occurrence matrix (as described in section 3.4) 
are calculated in order to assess changes in the spatial structure from the input phase 
(soil properties), through to the internal parameter of the hydrology model that 
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combines several soil properties (saturated hydraulic conductivity at the wetting front), 
to the output phase (runoff). 
Textural analysis has been chosen because it allows one to perform comparisons about 
the spatial structure at the different phases of this study, i. e. between the landscape 
models, the soil properties and the hydrological output, and understand the impact of the 
former and of area-average regionalisation upon the latter. Note however that the 
analysis of the spatial structure is not multi-scale. Only adjacency neighbourhood 
relationships are assessed because only one kernel size is used in the calculation of the 
four textural measures: homogeneity, contrast, entropy and angular second moment. 
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This chapter presents the results pertaining to the development of the landscape models 
obtained using four landform classification methods with different data inputs and 
outputs. First the clustering method results and then the results of the structural 
technique, and for each main technique two approaches are used: a discrete and a 
continuous. The landform elements produced by each classification method are 
compared and advantages of some of the methods illustrated. 
Thus, in the first section, after the topographic attributes are extracted, they are 
statistically evaluated and the effect of both resolution and routing algorithms are 
assessed. Additionally, as most topographic variables are not normally distributed, 
before classifying the dataset into landform classes using unsupervised classification 
methods, topographic variables are transformed in order to present a distribution as 
close to Gaussian as possible and the impact of data normalisation on landform classes 
is also assessed. For the supervised classifications, focus is on the development of the 
rules necessary to delineate the different landform elements and extraction of primitives 
from analysis of attribute-area relationships. In the last section, the main lithological 
classes present in the Marina Baixa are added to the landform classification results to 
produce the final four landscape models that are used to regionalise the soil property 
point data in chapter six. 
5.1 LANDSCAPE FEATURE EXTRACTION 
In order to derive the fourteen topographic attributes identified in section 4.2.1.1, a 
digital elevation model of the Marina Baixa (supplied by MODULUS) with horizontal 
resolution of 100 m and vertical precision of 1m (see section 4.2.2.1 for more details) 
was used as input data into a GIS package - PcRaster (Van Deursen and Wesseling, 
1992). Figures 5.1a to 5.11 provide. a 3D visualisation of the selected topographic 
attributes used in the subsequent landform classification models. 
Due to the range and frequency distribution of upslope and dispersal areas, for ease of 
visualisation and discernment of their spatial distribution across the landscape, these 
two figures do not show the absolute values but their natural logarithm. Note also that 
the scale of colour variation is kept the same for all variables and therefore, change in 
colour across the figures reflect the nature of the frequency distribution of each 
topographic attribute. 
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Figure 5.1 Spatial variation of topographic attributes in the Marina Baixa 
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Visual inspection for the detection of anomalies in the terrain models shown in Figure 
5.1, caused by the type and resolution of DEM, indicated that the DEM shows a `padi' 
effect in altitude (Burrough and McDonnel (1998), Hugget and Cheesman (2202)) 
mainly in the lower areas of the Marina Baixa, where contours are sparse. This effect is 
common in DEMs derived from contour maps and it can also be seen in Figure 5.15a 
(frequency distribution of altitude) where a large number of pixels have the height of the 
contour line used for interpolation. This also has repercussions on the derived terrain 
indices and can have a negative impact on landform classification as algorithms which 
can produce classes that portray these artefacts and use them to separate different 
classes. 
However, some existing features in the Marina Baixa can highlight or accentuate 
artefacts. For instance, the vertical lines in Figure 5.1d depict a real dense drainage 
pattern in the more soft, fine-grained marls (see lithological map in Figure 5.64, section 
5.6.1). Also, some ribbing in the lower areas of the Marina Baixa, where Benidorm is 
located (see Figure 6.1 in section 6.1.1.2), can be partially caused by man-made terrain 
transformations. As mentioned in section 1.2.2, the Marina Baixa is an important tourist 
area north of Alicante, and includes Benidorm, a centre that has attracted large 
investments and has seen large tracts of land being levelled for the construction of 
buildings, water parks, shopping centres and the necessary access in these last 40 to 50 
years. It is possible that this terrain shows a more artificial drainage network that, along 
with the sparser contours, creates a more ribbed drainage network. 
5.2 LANDSCAPE FEATURE ASSESSMENT 
All variables were tested for multicollinearity to remove redundant variables if 
necessary (Table 5.1). Thus, a correlation matrix for the 14 topographical attributes was 
produced and the variables that presented very high correlation values (r >_ 0.90 or r <_ 
0.90 R2>_0.81) were excluded from further analysis (for abbreviation list see section 
4.2.1). Two variables met the above conditions and were, therefore, removed from 
further analysis (see bold values in table 5.1). These two variables, difference curvature 
and surface curvature, were highly correlated between themselves (r= 0.93), and the 
former was also highly correlated with profile curvature (r=0.98) and terrain 
characterisation index (r = 0.90), which in turn was also highly correlated with surface 
curvature (r = 0.97). 
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Table 5.1 Correlation matrix for the 14 selected topographic attributes 
SI PC PROF PI AN TANG; rNFF TOTAL I IPSA DPSA SURF WI DI 
SLPS 0.48 1.00 
PROF 0.15 -0.02 1.00 
PLAN -0.10 -0.13 -0.31 1.00 
TANG -0.09 -0.18 -0.28 0.89 1.00 
DIFF 0.16 0.02 0.98 -0.47 -0.46 1.00 
TOTAL -0.10 -0.18 -0.20 0.18 0.23 -0.23 
UPSA -0.09 -0.10 -0.02 0.06 0.02 -0.03 
DPSA 0.10 -0.02 0.06 -0.15 -0.08 0.08 
SURF 0.17 0.06 0.87 -0.72 -0.64 0.93 
WI -0.37 -0.60 -0.13 0.34 0.25 -0.17 
DI 0.34 0.53 0.15 -0.38 -0.29 0.20 
TC] 0.14 0.04 0.84 -0.72 -0.62 0.90 
PSR 0.01 0.17 0.00 0.00 0.01 0.00 
1.00 
0.01 1.00 
-0.03 -0.01 1.00 
-0.24 -0.05 0.12 1.00 
0.11 0.38 -0.05 -0.27 1.00 
-0.11 -0.14 0.26 0.31 -0.71 
-0.15 -0.10 0.10 0.97 -0.29 
-0.01 -0.01 -0.02 0.00 -0.07 
All correlation values are significant at I% level (p<0.01) 
1.00 
0.29 1.00 
0.10 0.00 1.00 
5.2.1 EFFECT OF DEM RESOLUTION ON SELECTED TOPOGRAPHIC ATTRIBUTES 
To verify if the topographic attributes are scale-dependent and to measure the impact 
that resolution may have on mean values and frequency distribution of the 12 selected 
topographic attributes, the 100 m DEM source (Figure 5.1 a) was resampled to produce a 
250 m and 500 m DEM by aggregating and calculating an area weighted average of the 
100 m resolution pixels (Figures 5.2a and 5.2b, respectively). 
The following sections provide a thorough analysis of the changes that occur in the 
frequency distribution of each topographic variable by examining the alterations in the 
cumulative frequency distribution and in the statistical parameters of central tendency 
and dispersion (median, quartiles and amplitude of variation) when resolution changes 




Figure 5.2 a) Resampled maps of the Marina Baixa DEM - resampled from 100 m to 250 m 
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Figure 5.2 b) Resampled maps of the Marina Baixa - DEM resampled from 100m to 500 m 
Altitude 
It is manifest that with increasing generalisation, there is a great loss of detail, especially 
from a 250 m to a 500 m resolution DEM. In fact, while the 250 m resolution DEM still 
shows features that are clear in the 100 m DEM, the 500 m DEM not only has smoother 
relief but some features (ridges and valleys) are smoothed away. However, while 
differences are obvious by comparing the digital elevation models (Figures 5.1a, 5.2a 
and 5.2b), alterations in the descriptive statistical parameters are only subtle. Neither the 
parameters of central tendency and dispersion (median, maximum, minimum and first 
and third quartiles) nor the cumulative frequency curves of altitude produced using the 
three different resolutions show marked differences (Figures 5.3a. and 5.3b). Indeed, the 
most striking difference is a small drop of approximately 30 m in the maximum altitude 
from the cell size of 100 m to 500 m. 
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Figure 5.3a Variation in parameters of 
central tendency and dispersion of altitude 
distribution with resolution 
100% 
75% 
- 500 A 
5 250 m 
-100 
25 
0 400 800 1200 1600 (aql 
Figure 5.3b Variation of altitude 
cumulative frequency distribution with 
resolution 
Although the impact of cell size increment upon altitude distribution is small, lowering 
the resolution of the source data has a major impact on the variation of terrain 
derivatives, as discussed in the subsequent sections. 
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Sly 
The maximum value of slope decreases with increasing cell size, which is caused by a 
smoother topography, and produces a drop of approximately 37% in the maximum 
slope value in the lowest resolution matrix, compared to the source data (Figure 5.4a 
and 5.4b). However, this drift does not occur in the low values of slope gradient. In fact, 
the curves crossover at around 3.2° (approximately 25% of the cumulative frequency 
distribution), implying that increasing the cell size tends to produce steeper slopes in 
flat areas. Hence, increasing cell size produces lower slope gradients in steeper areas, 
steeper slopes in flat areas, and narrows the range of variation, which is in agreement 
with the findings of Wilson et al. (2000) and Thompson et al. (2001). 
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Figure 5.4a Variation in parameters of 
central tendency and dispersion of slope 
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Figure 5.4b Variation of slope cumulative 
frequency distribution with resolution 
The effect of increasing cell size upon land-surface curvatures produces similar results 
for profile, plan, tangential and total curvatures. Therefore, only the graphical 
representation of the changes in profile curvature is shown, although findings are 
applicable to the set of curvatures that were examined. 
Figures 5.5a and 5.5b show a reduction in the range of values of profile curvature with 
increasing cell size, which is caused by a smoother topography. Not only the maximum 
values of profile curvature drop substantially but also the minimum values increase 
considerably, which suggests that higher resolution elevation matrices produce more 
pixels with very pronounced curvatures than a lower resolution matrix. Additionally, 
there is a small shift in the proportion of convex and concave elements as the latter 
increase by 6% from the highest to the lowest resolution. Lowering the resolution also 
changes the occurrence of linear elements (profile curvature=O) that are absent from the 
250 in and 500 in resolution DEMs. 
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Figure 5.5a Variation in parameters of 
central tendency and dispersion of profile 
curvature distribution with resolution 
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Figure 5.5b Variation of profile curvature 
cumulative frequency distribution with 
resolution 
The impact of resolution change upon upslope and dispersal area is similar, and 
therefore only the graphical representation of upslope area is shown. For ease of 
visualisation, instead of the raw upslope area values, the box plot with the median, 
quartiles and minimum and maximum values are in a logarithmic scale and the natural 
logarithm is also used to compute the cumulative frequency distribution (see Figures 
5.6a and 5.6b). 
The impact of resolution upon the distribution of upslope area values (and dispersal 
area) is, among the topographic attributes examined, the most accentuated, mainly due 
to the range of variation in this variable and because small changes in the representation 
of topography can have a large effect on the calculation of flow direction and 
accumulation. As flow direction is extremely sensitive to changes in aspect, curvature 
and slope, slight changes in topography can route all the flow from adjacent hillslopes 
through different cells, causing a radical change of possible values of upslope area, 
especially in the valley bottoms (Holmes et al., 2000). 
Undoubtedly, the most prominent change in upslope area values with decreasing 
resolution is that all central and dispersion parameter values increase, which does not 
occur for any other attribute examined (except for dispersal area, which has similar 
resolution impact because it also depends on the way flow is accumulated on the 
landscape). Thus, as the cell size increases, so does the upslope area and particularly 
noticeably is the increase in the minimum area unit from 10000 m2 to 250000 m2 (and 
thereby the natural logarithm value increases from 9.21 to 12.43 m2) from a cell size of 
100 m to 500 m, respectively. 
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Figure 5.6a Variation in parameters of 
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Figure 5.6b Variation of ln(upslope area) 
cumulative frequency distribution with 
resolution 
Additionally, the maximum value of upslope area also increases in lower resolution 
matrices. However, the increments in the extreme values of upslope area are not 
proportional and thereby, lower resolution matrices produce a larger range of variation 
of upslope area, and given the range of variation of this attribute, the difference from the 
highest to the lowest resolution is in the order of tens of millions of square metres. 
Noteworthy is also the fact that differences between the cumulative frequency 
distributions are not constant throughout the range of variation of upslope area, i. e., 
differences are larger within the low range of upslope area values (up to 40% of the 
cumulative distribution), decrease and remain fairly constant in the middle range of 
upslope area values (between 40 and 80% of the cumulative distribution) and then 
increase again for higher upslope area values (between 80 and 95% of the cumulative 
distribution) and after that, the differences start to decrease. The lack of regularity of the 
differences between resolutions is most likely related to 1) the size of the pixel which 
seems to contribute largely to differences in the first 50% of the cumulative series; and 
to 2) changes in flow routing direction with resolution, especially as it gets closer to the 
valley bottoms and convergence or flow concentration is faster in lower resolution 
matrices (Figure 5.6b). 
Although it is identified that at 50% of the cumulative frequency distribution the 
differences in upslope area values between the highest and lowest resolutions is 
relatively low, 50% of the Marina Baixa area has upslope area values lower than 
40000 m2 at 100m pixel resolution, which substantially increases to 500000 m2 at 
500 m pixel resolution, and therefore, differences are still extremely large. 
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Wetness and dispersive indices 
The impact of resolution change on slope gradient and upslope and dispersal areas has 
repercussions on the distribution of the wetness and dispersive indices. As before, these 
two indices show similar effects and therefore only the results for the wetness index are 
presented (Figures 5.7a and 5.7b), although the dispersive index seems to be slightly 
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Figure 5.7a Variation in parameters of 
central tendency and dispersion of wetness 
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Figure 5.7b Variation of wetness index 
cumulative frequency distribution with 
resolution 
Generally, as cell size increases, the value of wetness index tends to rise, which is 
expected because slope gradient tends to decrease and upslope area tends to increase 
with decreasing resolution, thereby boosting the values of wetness index. However, 
observation of the sequence of cumulative frequency curves of slope gradient (Figure 
5.4b) and upslope area (Figure 5.6b) seems to suggest that it is the area drained and not 
the slope gradient that influence this rise. 
The shape of the distribution also changes such that some portions of the cumulative 
curves tend to converge and crossover as the very highest wetness index values are 
approached. Although the effect of upslope area seems to contribute decisively to the 
shape, shift and sequence of the curves, the effect of slope gradient changes with 
resolution is clearly reflected in the crossover of the curves. In contrast to what Band et 
al. (1995) claim, this crossover occurs because near the valley bottoms the slope gets 
steeper with decreasing resolution thereby creating slightly lower wetness index values, 
rather than a decrease in upslope area with decreasing resolution, which not only does 
not occur but would also not account for the differences in wetness index. Due to the 
fact that wetness index increases exponentially with decreasing slope and 
logarithmically with increasing upslope area, the rate of increase of wetness index in 
lower areas of the landscape depends largely on slope changes. This concurs with the 
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extremely large values of wetness index produced using the smaller cell sizes. Hence, as 
it is shown in Figure 5.7a, the wetness index maximum values drop quite substantially 
(nearly 30%) with decreasing resolution from a pixel size of 100 m to 500 m, which, in 
turn, reduces its range of variation as cell size increases. 
Terrain characterisation index 
The terrain characterisation index (TCI) depends upon altitude (used to calculate the 
surface curvature on a 3x3 window) and upslope area. Variations caused by its 
estimation at different resolutions reflect the changes in those two terrain attributes. 
Contrary to effects on the previous set of land-surface curvatures, estimation of TCI 
using lower resolution pixels creates simultaneously larger areas with very high and 
very low TCI values (compare the sequence of curves in Figures 5.5b and 5.8b). 
Therefore, TCI, as well as upslope and dispersal areas, are the only topographic 
attributes where the range and variability of the distribution series increases with 
decreasing resolution and, in the case of TCI, this is caused solely by the tendency of 
upslope area to increase, since the surface curvature distribution actually shows less 
variability and a reduced range of variation as resolution decreases (figure not shown). 
In terms of surface representation the implications of using lower resolution are the 
generation of a larger number of more prominent concave and convex features, which 
supposedly have very low and very high transport capacity, respectively (see Table 3.3 
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Figure 5.8b Variation of TCI cumulative 
frequency distribution with resolution 
Although the general pattern of the frequency distribution curves of TCI resembles that 
of surface curvature (figure not shown), these are much more separated which is the 
contribution of resolution change on upslope area. This means that although the shape 
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of the frequency distribution of TO is more sensitive to changes in the surface 
curvature, the impact of resolution change is more related to changes in upslope area. 
Potential solar radiation 
Figures 5.9a and 5.9b show that the impact of resolution upon potential solar radiation 
(PSR) increases with increasing pixel size. While the differences between results 
obtained at the two higher resolutions (100 m and 250 m) are only marginal, the 
differences that occur between the highest and lowest resolution PSR maps (100 m and 
500 m) are quite considerable. The lack of linearity between resolution change and 
impact on PSR values reflects the interaction between slope steepness and aspect. 
As resolution decreases so does the range of variation of PSR, which is caused by an 
increase in the minimum PSR values, indicating that there is either a loss of pixels 
facing northwards, loss of flat pixels or a combination of both. A more thorough 
analysis of the data shows that as resolution decreases there is both a reduction of the 
number of pixels facing northwards (by about 5%) and of the number of flat pixels (by 
about 2%), which explains the relatively higher minimum PSR values using a lower 
resolution grid. Additionally, the PSR maximum values also drop with decreasing 
resolution and this is mainly caused by the fact that the steepest pixels get flatter as 
resolution decreases which for the latitude of Marina Baixa (approximately 38° N) 
means loosing pixels in the optimal range of slope for maximum direct solar radiation 
(26° to 50°) and consequently, a smoother landscape presents a smaller number of 
pixels with high values of direct solar radiation. Thus, decreasing pixel resolution 
results in changes mainly in the tails of the distribution, with direct solar radiation 
increasing in the flatter areas and decreasing in the steeper areas of the landscape, 
producing a more homogeneous distribution of PSR. 
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5.2.2 IMPACT OF DEM RESOLUTION ON THE INTERACTION BETWEEN TOPOGRAPHIC 
ATrRmuTEs 
In unsupervised classification, the relative position of each point in the hyper-ellipsoid 
is more important than the absolute position because classes are formed on the basis of 
the distance between points. Hence, it is important to verify whether the signal and 
strength of the relationship between these variables changes with resolution. Thus, in 
addition to the correlation matrix presented in Table 5.1, two other matrices were 
produced using the 250 m and 500 m resolution topographic attributes. 
Results showed that all associations are significant at the I% level and that the direction 
of the relationship between variables remains unchanged with changing resolution. 
However, the strength of the relationships changed, especially if using the lowest 
resolution (500 m). Table 5.2 shows the relative difference between the coefficients of 
correlation calculated using the topographic attributes at 100 m and 250 m resolution 
(bottom half of the table) and at 100 m and 500 m resolution (top half of the table). The 
differences are relative because they account for the fact that lower negative values 
stands for stronger relationships, i. e. negative values in the table mean that at lower 
resolution the coefficient of correlation is stronger than the coefficient of correlation 
using the source data (100 m). Values in bold highlight differences larger than 10%. 
Table 5.2 Relative differences between coefficients of correlation of topographic attributes 
calculated using lower resolution DEMs 
ALT SLPS PROF PLAN TANG TOTAL UPSA DPSA WI DI TCI PSR 
ALT 0.00 -0.11 -0.07 -0.07 -0.08 -0.11 -0.12 -0.11 -0.11 -0.15 -0.02 
SLPS 0.00 -0.04 -0.02 -0.06 -0.01 -0.09 0.01 -0.01 0.04 -0.01 -0.13 
PROF -0.05 -0.01 -0.16 -0.12 -0.15 -0.06 -0.19 -0.09 -0.20 0.01 -0.02 
PLAN -0.03 -0.01 -0.09 0.04 -0.10 -0.08 -0.08 -0.09 -0.16 -0.07 -0.02 
TANG -0.03 -0.03 -0.07 0.02 -0.13 -0.05 -0.07 -0.07 -0.15 -0.02 -0.05 
TOTAL -0.05 -0.02 -0.10 -0.07 -0.08 -0.02 -0.07 -0.03 -0.10 -0.15 -0.02 
UPSA -0.06 -0.06 -0.04 -0.04 -0.02 -0.01 -0.03 -0.25 -0.14 -0.10 -0.02 
DPSA -0.06 0.00 -0.08 -0.07 -0.03 -0.04 -0.02 0.06 0.23 -0.16 -0.07 
WI -0.08 -0.03 -0.05 -0.05 -0.04 -0.03 -0.17 -0.03 0.08 -0.15 -0.06 
DI -0.06 0.03 -0.12 -0.11 -0.09 -0.07 -0.09 -0.14 0.06 -0.21 -0.01 
TCI -0.07 -0.01 0.01 -0.05 -0.01 -0.09 -0.06 -0.09 -0.09 -0.14 0.00 
PSR -0.01 -0.05 0.00 0.00 -0.01 0.00 -0.01 -0.02 -0.02 -0.01 0.00 
Bottom - difference between 100 m and 250 m Pearson's r; Top - difference between 100 m and 500 m Pearson's r 
The most striking difference between the coefficients of correlation is that most 
relationships are stronger if data are at a lower resolution. In fact, approximately 91% 
and 88% of the correlations are stronger at the lower resolutions of 250 m and 500 m, 
respectively. Furthermore, as resolution decreases the correlations become stronger 
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which is indicated by a much larger number of bold values in the top half of the table 
(relative differences between coefficients of correlation at 100 in and 500 m). 
The variables that show the major shifts in both resolutions are the ones related to flow 
accumulation, i. e., upslope and dispersal areas and wetness and dispersive index, which 
is in accordance with the results of the previous analysis on each separate attribute. Not 
only do they become more collinear but they also show a higher degree of correlation 
with the other variables. 
The increased strength of the relationships between topographic attributes as resolution 
decreases can have a negative impact on the delineation of landforms when using 
clustering algorithms. As mentioned in the methodology, multicollinearity is a problem 
in most multivariate statistical analysis and it is obvious that there is no point in 
including redundant data. However, despite the general increase in most coefficients of 
correlation, the correlations that were already strong at high resolution did not change 
considerably. 
In conclusion, an inverse dependence of correlation strength on resolution is the most 
conspicuous association, which is especially accentuated in attributes that are related to 
flow accumulation. Although it is not desirable for classification purposes that attributes 
present high correlations, in this particular case, the multicollinearity problem did not 
become more prominent because changes in the coefficient of correlation between 
variables that presented the highest coefficients were relatively small. 
5.2.3 SUMMARY AND IMPLICATIONS OF RESOLUTION ON LANDFORM CLASSIFICATION 
Topographic attributes derived using lower resolution DEMs display significantly 
different frequency distribution curves that tend to shift along the x-axis and change 
shape, particularly in the tails of the distribution. Generally, lower resolution DEMs 
produce a smoother topographic surface, with lower slope angles in steeper areas and 
higher slope angles in flatter areas (producing a smaller range of number of hours with 
direct solar radiation), a limited range of land-surface curvatures, higher upslope and 
dispersal areas and consequently, higher wetness and dispersive indices, and also a less 
homogeneous index of terrain characterisation. 
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Attributes tend to show a more homogeneous distribution, which affects all the 
variables examined except upslope and dispersal areas and TCI. However, there is not 
much to gain from increasing the range of variation in those three attributes. The rate of 
increase in upslope and dispersal areas is much larger across the landscape, which 
results in a faster convergence of flow and means that if a single value of upslope area is 
used to separate mountain from valley bottom areas, a lower resolution map would 
produce a much smaller mountainous area than a higher resolution map. The increased 
range of TCI using a lower resolution DEM may actually be useful as complementary 
information because it works as if it is a completely different attribute. At the 500 m 
resolution, TCI possibly reflects much more the landscape position rather than local 
topographic shape. 
Consequently, although the multicollinearity problem did not become aggravated by 
reducing the DEM resolution, the impact of using lower resolution DEMs to derive 
topographic attributes to be used for landform delineation is generally negative because 
terrain derivatives tend to be more homogeneous (smaller range of variation and lower 
variability) which will provide poorer differentiation of landform features. In the 
particular case of clustering, using lower resolution topographic attributes would result 
in increased difficulty in achieving a classification that best maximises the differences 
between classes due to reduced class separability. Adding to this problem, in 
discrimination, using lower resolution would also result in an increased difficulty of 
establishing significant boundaries between classes. 
5.2.4 EFFECT OF SLOPE AND FLOW ROUTING ALGORITHMS ON SELECTED TOPOGRAPHIC 
ArrRmu rEs 
In order to understand the differences that may be imposed by different ways of 
calculating slope and land-surface curvatures, four different algorithms were tested and 
the results presented below. Similar to the way in which results were presented in the 
previous section relating to the impact of resolution, boxplots and cumulative frequency 
histograms help reveal the effects that each algorithm has on the terrain indices. Four 
algorithms were tested because these have the calculation of land-surface curvatures 
associated with them (see section 4.2.2.2): the deterministic 8 (D8), the Zevenbergen 
and Thorne method (ZT), the Bauer, Rohdenburg and Bork (BRB) and the Heerdegen 
and Beran methods (HB). 
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The effect of single (D8 and Rho8), multiple (FD8, BDR and DI) and flow tracing 
algorithms (KRA and Demon) upon the distribution of upslope and dispersal areas, 
wetness and dispersive indices, and terrain characterisation index (TCI) is assessed 
using boxplots and cumulative frequency histograms to summarise the differences. 
However, the graphical representation of only a few of these terrain indices is displayed 
as these are deemed to be representative of the set of variations that occur due to the 
application of different routing algorithms. 
Sly 
Slope is the variable that shows the least differences when calculated using the four 
different methods aforementioned. Neither the mean values and range of variation nor 
the frequency distribution present major alterations (Figures 5.10a and 5.10b). 
Furthermore, no differences were found between the BRB and the HB methods, which 
have the same values of central tendency and dispersion and are perfectly correlated. 
The only difference between the methods, which is almost imperceptible, is that the ZT 
method produces slightly lower slope gradient values than D8 in the first half of the 
distribution (less than 0.01' difference) and slightly higher slope gradient values in the 
second half of the distribution, with the difference increasing as the maximum slope 
values are approached (0.9°). The BRB and HB produce exactly the opposite effect but 
differences between these and the D8 method are even smaller than the differences 
presented with ZT. Thus, it is not surprising that the results produced using the four 
methods are perfectly positively correlated (R2=0.999). Consequently, the impact of 
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Figure 5.10a Variation in parameters of 
central tendency and dispersion of slope 










0 10 20 30 40 50C) 
Figure 5.10b Variation of slope gradient 
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Land-surface curvatures 
Although the aforementioned methods do not affect the distribution of slope values, 
there are significant differences in terms of the land-surface curvatures. Both Figures 
5.1 la and 5.1 lb show that the BRB method creates a wider range of profile curvature 
than any other method, the ZT and HB produce similar distributions and ranges of 
variation, which are the smallest, and the D8 produces profile curvature in between 
these two extremes. Thus, similarly to the effect of lowering resolution, ZT and HB 
create much smoother curvatures than D8 and BRB, and especially the latter, which 
produces curvatures concomitant with a much higher resolution surface. 
Differences between D8 and the remaining methods are not constant throughout the 
range of variation. Differences between methods are minimal within the inter-quartile 
range (Q3 - Q1) and increase towards the extreme values. Nevertheless, the ZT and HB 
generate a distribution and range of curvatures similar to the curvatures produced using 
the D8 algorithm with a lower resolution (250 m) and, by analogy, the BRB produces 
curvature values that should correspond to using the D8 algorithm with a pixel size 
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Figure 5.1 1b Variation of profile curvature 
cumulative frequency distribution with 
different algorithms 
While decreasing the resolution caused a shift in the proportion of concave and convex 
elements, the application of different methods for the calculation of curvatures show a 
relatively small difference between the proportion of elements produced by D8 and all 
other methods. However, while both HB and ZT methods showed an increase in the 
number of concave and convex elements at the detriment of linear ones, in the BRB 
profile curvature maps there is a loss of both concave and linear elements, which were 
converted into convex elements. Thus, again, ZT and HB produced similar results to the 
ones generated with a pixel size of 250 m and the D8 algorithm; and the BRB results 
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would possibly be concomitant with profile curvatures generated using the D8 on a 
much finer matrix than 100 m. 
Upslope and dispersal areas 
The three major types of flow routing algorithms (single flow, multiple flow and flow 
tracing) produce three distinct types of distribution of upslope and dispersal areas, as 
can be seen in the boxplots and frequency distribution histograms of upslope area 
(Figures 5.12a and 5.12b). 
Single flow methods (D8 and Rho8) produce a stepped distribution, which is caused by 
the fact that all flow is routed to one, and only one, adjacent cell and creates a relatively 
fast convergence of flow and high contributing area values. Both D8 and Rho8 have 
similar distributions, especially of low contributing area values. However, as flow 
reaches the valley bottom and the river channel, the D8 algorithm creates much higher 
upslope area values than Rho8, which may be caused by the degree of randomness in 
flow direction introduced in Rho8 which produces less concentrated flow and therefore, 
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Figure 5.12a Variation in parameters of 
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Figure 5.12b Variation of In(upslope area) 
cumulative frequency distribution with 
routing algorithms 
Multiple flow methods (FD8, BDR and DI) tend to produce higher contributing areas 
than any other method. However, this tendency changes with increasing upslope area. 
This set of flow routing techniques produce much larger areas with high contributing 
areas on the hillslopes but the lowest maximum upslope area values because it allows 
for dispersion of flow which becomes more noticeable as the streams are approached. 
Note also that the BDR and the DI algorithms produce very similar results and closer to 
the single flow methods results because divergence is somewhat constrained, while in 
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the FD8 the divergence is maximum (flow is partitioned between all downslope cells). 
By comparison with the other techniques, multiple flow routing tends to produce more 
homogeneous distribution of upslope area values. 
The third group of flow routing algorithms, flow tracing (KRA and Demon, in green 
lines in Figure 5.12b) generate simultaneously the highest number of pixels with low 
values of upslope area and the highest values of contributing area. Although the former 
effect is not surprising, the latter is somewhat not expected. Reasons for these two 
algorithms presenting the highest upslope area values among all techniques may be 
related to flow accumulation in preferred directions, which boost the contributing area 
as the stream network is reached. 
By analogy with resolution and, based only on the relative position of the cumulative 
frequency curves, multiple flow algorithms frequently produce areas with high upslope 
area values as does the D8 algorithm with a lower resolution grid. Flow tracing 
algorithms frequently produce areas with low upslope area values as would be expected 
if the D8 algorithm was applied to a grid with higher resolution than the current DEM 
source of 100 m. 
Wetness and dispersive indices 
The calculation of both wetness and dispersive indices entails the prior estimation of 
slope gradient and, as the different methods for the calculation of slope did not show 
significant differences, for ease of comparison with the results relating to DEM 
resolution, the D8 algorithm is used henceforth. Thus, the impact of using various 
algorithms to estimate wetness and dispersal indices is only related to the effects of flow 
routing algorithms on upslope and dispersal areas. 
Analysis of Figures 5.13a and 5.13b clearly show the direct dependence of wetness 
index upon upslope area, as differences are clearly associated with the type of flow 
routing. However, the impact of application of different flow routing algorithms is 
smaller on the wetness index than on upslope area, which is demonstrated by closer 
proximity of the cumulative frequency distribution curves, to the extent that Rho8 (a 
single flow algorithm) produces results similar to the ones produced using multiple flow 
algorithms. Nevertheless, the analogy with resolution can still be drawn, with the curves 
standing on the right hand side (multiple flow routing) of the D8 curve in Figure 5.13b 
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being equivalent to lowering the DEM resolution and the curves on the left hand side 
(flow tracing algorithms) comparable to raising the DEM resolution. Similar to Figure 
5.7b, the wetness index curves generated by multiple flow routing intersect the D8 
curve. However, in this particular case, the crossover is related solely to changes in 
contributing area (which is much higher if the D8 algorithm is used) and in particular to 
flow dispersion in the valley bottoms, and not to slope gradient changes which occurred 
with resolution changes. 
All the examined methods produce more homogeneous (less variable and smaller range 
of variation) frequency distributions of wetness index than the D8 algorithm, in 
particular methods that partition flow into several downslope cells (multiple flow 
routing and flow tracing). However, it was not expected that the range of variation of 
wetness index would decrease so drastically for the flow tracing methods compared to 
D8, given the high maximum upslope area values that both Demon and KRA produced. 
A more thorough analysis revealed that it is not the flow tracing algorithms that produce 
lower values than expected, but the D8 that generates a number of pixels with very high 
wetness index values which is due to a unique combination of extremely high upslope 
area values with slope gradient approaching zero. Furthermore, this combination of very 
high upslope contributing area/ very low slope gradient is much less frequent in all the 
other methods of flow routing, because with these methods upslope area is relatively 
small on those pixels where slope gradient is nearly zero. Thus, this may indicate that 
D8 may, under the above conditions, overestimate the values of wetness index. 
Although not within the scope of this research, this issue could be more thoroughly 
investigated (on a hillslope basis) to provide further insights into the impact of flow 
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Terrain characterisation index 
Terrain characterisation index depends upon the local variation of altitude and upslope 
area and therefore, differences between methods reflect only the impact of the various 
flow routing methods upon upslope area. Figures 5.14a and 5.14b indicate that there are 
hardly any differences both in terms of the range of variation and cumulative frequency 
distribution caused by different routing algorithms. Although the similarity between 
methods is obvious, the D8 algorithm stands out for presenting slightly higher range of 
TCI, while flow tracing algorithms produce the smallest range of variation and smaller 
areas of prominent curvature. Again, this latter effect produced by flow tracing 
algorithms is similar to the effect of using a higher resolution matrix. 
The lack of variation suggests that TCI is dependent mainly on surface curvature (a 
derivative of altitude) and the choice of flow routing method does not greatly influence 
the TCI values because differences in upslope area between the various methods tend to 
increase as contributing area increases and the TCI formula minimises these differences 
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Figure 5.14b Variation of TCI cumulative 
frequency distribution with routing 
algorithms 
Locally, the maximum direct radiation depends both on slope steepness and aspect. 
However, as these two variables show little or no variation with the four examined 
methods of calculation, there are hardly any differences between PSR values calculated 
using either the D8 or the ZT, BRB or HB algorithms. 
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5.2.5 IMPACT OF SLOPE AND FLOW ALGORITHM ON THE INTERACTION BETWEEN 
TOPOGRAPHIC ATTRIBUTES 
To complete the analysis of the impact of routing algorithms upon the variation of 
terrain indices, the direction and strength of association between indices is assessed. 
However, the number of possible combinations of slope / land-surface curvature 
estimation methods and routing methods would make this task impracticable. Hence, 
two algorithms for the estimation of slope / land-surface curvature and two algorithms 
for the estimation of flow direction were chosen as representatives of the maximum 
impact that these methods may have on the variation of terrain indices (within the 
context of the methods examined). Consequently, two datasets were produce using 1) 
the HB method to calculate slope and curvatures and the FD8 to calculate flow direction 
and subsequent terrain indices; and 2) the BRB method to estimate slope and curvatures 
and KRA to calculate all indices associated with flow direction. Visual analysis of 
figures in section 5.2.4 clearly show that these two groups of methods generate not only 
opposed terrain distributions but also results are substantially different from the ones 
using the D8 algorithm and should therefore provide a good insight on the effect that 
these methods may have on the interaction of terrain attributes. 
As all associations were significant at 1% level, Table 5.3 is used to summarise the 
relative differences between the coefficients of correlation using D8 and HB/FD8 (top 
half) and D8 and BRB/KRA (bottom half). As indicated in the analysis of Table 5.2 
(section 5.2.2), negative values denote that Pearson's r between variables produced 
using the D8 algorithm are lower than in the other datasets, i. e. the degree of association 
is smaller. 
Table 5.3 Relative differences between coefficients of correlation of topographic attributes 
calculated using two datasets generated using different routing algorithms 
ALT HB SLPS HB PROF HB PLAN HB TANG HB TOTAL 11)8 UPSA 11)8 DPSA FD8 W[ FD8 DI FDS TQ 
ALT -0.001 -0.001 0.000 -0.001 -0.002 -0.039 -0.032 4133 -0.015 -0.001 
BRB SLPS -0.001 -0.001 -0.003 -0.008 0.017 -0.065 0.008 -0.134 -0.064 0.001 
BRB PROF -0.003 0.005 0.061 0.048 -0.029 -0.048 -0.089 -0.029 0.011 0.002 
BRB PLAN -0.029 0.032 . 0.161 0.002 -0.005 -41155 -0.143 -0.051 0.062 0.016 
BRB TANG -0.014 0.048 -0.147 0.002 -0.001 -0.085 -0.108 -0.054 0.030 0.007 
BRB TOT -0.023 -0.072 -0.043 -0.024 -0.021 -0.005 -0.060 -0.024 0.002 -0.037 
KRA UPSA 0.079 0.080 0.022 0.061 0.024 0.008 -0.056 -0.104 -0.033 -0.128 
KRA DPSA 0.102 0.005 0.062 0.148 0.079 0.028 0.009 -0.096 -0.072 -0.133 
KRA WI -0.071 -0.219 0.109 0.233 0.151 -0.065 0.224 0.030 0.034 -0.025 
KRA q -0.040 -0.180 0.124 0.282 0.191 -0.046 0.118 0.200 . 0.207 0.030 KRA 1© -0.030 -0.013 -0.047 -0.080 -0.081 -0.111 0.086 0.100 0.222 0.223 
Bottom - difference between D8 and BRB/KRA Pearson's r; Top - difference between D8 and HB/FD8 Pearson's r 
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In terms of strength of association between variables, generally HB/FD8 produces 
stronger correlations than D8, which is not surprising, as it had been mentioned that 
those algorithms seem to be equivalent to using the D8 on a lower resolution matrix. 
However, while in HB/FD8 73% of the relationships become stronger, in the BRB/KRA 
only 56% become weaker (as indicated by the number of negative values on the top half 
of the table and positive values on the bottom half, respectively). Nevertheless, 
approximately half the number of associations between topographic variables using the 
BRB/KRA are significantly weaker than using the D8 algorithm (as indicated by the 
positive bold values in the bottom half of the table) and occur mainly in the 
relationships involving the wetness and dispersive indices. 
Overall, 1) the smaller degree of association found for BRB/KRA is a more tenuous 
trend than the increase in strength found in HB/FD8 but differences can be substantially 
higher; 2) the method of flow routing is particularly important if wetness and dispersive 
indices are used, as these two variables presented stronger variations in the degree of 
association with some of the other variables. 
While changing resolution did not alter the direction of association (section 5.2.2), 
changing the method of calculation of terrain attributes changed the way in which 
variables are associated. Nevertheless, changes are relatively small and occur only 
between a small number of variables (data not shown). The following correlations 
become positive with the employment of BRB/KRA: slope vs. profile curvature, 
dispersal area vs. wetness index, tangent and total curvatures. Table 5.3 shows that 
change in degree of association between those variables are small and therefore, the 
direction of association changed mainly because the degree of association was already 
weak using the D8 algorithm. Similarly, the only association that changed the direction 
when using the HB/FD8 is between slope gradient and dispersal area and Table 5.3 also 
shows that the difference between the coefficient of correlation using the D8 and 
HB/FD8 is small. In fact, with D8 the coefficient of correlation is -2% and with 
HB/FD8 is 1%. 
Similar to the conclusions in section 5.2.2, changing the methods of calculation of 
terrain indices does not tend to aggravate the multicollinearity problem, except between 
wetness index and dispersal area when using BRB/KRA, where the correlation strength 
increased from 71% to 92%. Additionally, neither multiple flow algorithms nor the HB 
and ZT methods of curvature calculation seem to produce better results than D8. 
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5.2.6 SUMMARY AND IMPLICATIONS OF ROUTING ALGORr MS ON LANDFORM 
CLASSIFICATION 
Despite the application of quadratic polynomials (instead of simply using the direction 
of the steepest gradient) does not greatly affect the calculation of slope gradient, it has a 
significant impact on the derivation of curvatures. The impact of using different 
methods is particularly emphasised by the fact the both BRB and HB methods produced 
exactly the same slope distribution but totally different profile curvature variation. 
It was also found that it is possible to make analogies between slope / land-surface 
curvature estimation methods and grid resolution because the type of changes in range 
and shift in proportion of concave/convex elements are similar to the changes presented 
in the section related to resolution changes. Thus, HB and ZT results concur with the 
application of the D8 algorithm on a lower resolution matrix (250 m) and BRB concurs 
with results produced using a higher resolution matrix. 
Single flow methods produce results in between multiple flow and flow tracing 
algorithms. Thus, allowing for flow dispersion seems to be equivalent to reducing the 
resolution of the DEM, and by visual comparison of the shift in the curves, upslope area 
and wetness index produced using either the FD8, BRB or DI seem to be similar to 
using the D8 algorithm on a elevation matrix with a pixel size of 250 m. Additionally, 
analysis of the interaction between variables supports this assertion, as the degree of 
association between variables using the combination HB/FD8 generally increased. 
Thus, the results obtained in this research relating to flow routing and resolution concur 
with the results shown in Band et al. (1995). Note, however, that these authors do not 
make the link between the FD8 algorithm and lower resolution source data (see section 
4.2.2.2). 
Although the multicollinearity problem did not get aggravated, using multiple flow 
methods and using either the HB or ZT methods to estimate land curvatures can have a 
negative impact on classification results which was similar to lowering the resolution of 
the DEM source (see section 5.2.3). Thus, their application should be avoided for this 
work despite the fact that traditionally, multiple flow algorithms are considered to give 
significantly improved results over the D8 (Moore et al., 1993a; Hornberger and Boyer, 
1995). Conversely, flow tracing algorithms and the BRB method for the calculation of 
land curvatures seem to simulate results returned by higher resolution matrices and 
therefore appear to maximise the information contained on an elevation matrix. 
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5.2.7 STATISTICAL AND GRAPHICAL ASSESSMENT OF NORMALITY 
Assessment of the degree of normality was performed for the twelve selected terrain 
attributes by calculating the Kolmogorov-Smirnov d test (K-S d), and Pearson's third 
and fourth moments about the mean to determine the degree of skewness and kurtosis. 
Table 5.4 summarises these results and shows that, with the exception of altitude and 
dispersive index that are moderately normal, none of the remaining variables have a 
normal distribution, with all Kolmogorov-Smirnov d test values being well above the 
critical d value (0.0068). The three tests pinpoint which variables are further from a 
normal distribution, these being total accumulation curvature (negatively skewed and 
leptokurtic) and upslope and dispersal areas (both positively skewed and leptokurtic). 
As the hypothesis of normality is rejected for all variables, to aid the next step, which 
involves the transformation of data in order to obtain a normal distribution, the 
histogram for each variable was produced to analyse the shape of the frequency 
distribution (Figures 5.15a to 5.151). The histograms show that the variables have 
fundamentally different types of distributions and overall, the largest deviations from 
normality show positive skewness. Thus, contrary to what is claimed by Irvin (1996) a 
simple logarithmic transformation is not likely to normalise the distributions that show 
positive asymmetry and therefore different types of transformation should be tested. 
Table 5.4 Summary of indices of normality by terrain attribute 
K-S d Skewness Kurtosis 
ALT 0.07 0.42 -0.71 
SLPS 0.11 1.04 0.83 
PROF 0.11 0.58 4.84 
PLAN 0.14 -0.98 9.23 
TANG 0.22 -2.33 31.87 
TOTAL 0.32 -13.99 441.28 
UPSA 0.46 15.64 278.86 
DPSA 0.47 20.07 433.02 
WI 0.11 1.77 4.58 
DI 0.06 -0.72 4.34 
TCI 0.10 -0.32 5.40 
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5.3 LANDSCAPE FEATURE PRE-PROCESSING 
5.3.1 DATA TRANSFORMATION FOR NORMALISATION 
In order to choose the transformations that best normalise each variable, the five 
different types of transformations presented in section 4.2.3.1 (square root `SQRT', 
angle `ANG', exponential `EXP', inverse 'INV', and logarithm `LN') were applied and 
distributions were tested for normality using the same indices applied in the previous 
section (5.2.7). Table 5.5 summarises the performance of each variable in terms of the 
Kolmogorv-Smimov d test, skewness and kurtosis. Total accumulation curvature, 
dispersive index, terrain characterisation index and potential solar radiation distributions 
did not improve in normality by using any of the types of transformations and were, 
therefore, left untransformed. 
Table 5.5 Summary of indices of normality by terrain attribute after transformations 
K-S d Skewness Kurtosis 
SQRT ALT 0.06 -0.23 -0.83 
SQRT SIPS 0.04 0.12 -0.60 
ANG PROF 0.10 -0.05 6.54 
EXP PLAN 0.14 -0.97 9.19 
EXPTANG 0.22 -2.32 31.80 
TOTAL - - - 
INV UPSA 0.21 1.01 -0.36 
INV DPSA 0.21 1.00 -0.38 
INV WI 0.01 -0.14 -0.12 
DI - - - 
TCI - - - 
PSR - - - 
Critical d=0.0068 
for p=0.95 
After being transformed, none of the variables present a Gaussian distribution (d values 
above critical value), but there are some improvements, especially in the variables that 
were positively skewed (Figures 5.16a to 5.16h). Thus, all the variables that were 
positively skewed were successfully transformed using the square root (SQRT), the 
angular transformation (ANG) and the inverse (INV). However, of the negatively 
skewed variables, only plan and tangential curvatures distributions improve in degree of 
normality (very slightly) by applying the exponential transformation (EXP), as shown in 
Table 5.5. 
Data transformations can fundamentally change the range and variability of the 
distributions. In order to assess the impact that the transformations can have, the 
coefficients of variation before (NT) and after data was transformed (BT) are compared. 
Table 5.6 shows that all variables that were transformed show a much smaller 
variability, which is especially notable on the land-surface curvatures and upslope and 
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dispersal areas, which presented simultaneously the highest degree of asymmetry and 
peakedness (see Table 5.4). 
Table 5.6 Variation of the coefficient of variation with data transformation 
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Figure 5.16 Frequency distribution of topographic attributes after data transformatio 
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Although it is not commonly found in the literature, it is possible to obtain a higher 
degree of normality if a variable is transformed successively (e. g. Gobin et al., 2001). 
Experiments showed that only plan and tangential curvatures and upslope and dispersal 
areas obtained slightly better normality test results if data were transformed several 
times. However, because differences were marginal and the coefficient of variation was 
reduced fivefold for upslope and dispersal areas relative to the untransformed data, it 
seems preferable to use the data that has only been transformed once. Moreover, the 
physical meaning of the variable is diluted with every transformation. 
Again, it is necessary to assess if the multicollinearity problem in the transformed 
dataset involves the same variables previously identified in the untransformed dataset or 
if other variables need to be excluded from the classification process. Table 5.7 shows 
the coefficient of correlation between all variables (significant at 1% level) and values 
in bold indicate that high correlations exist between the same variables identified before 
in Table 5.1. Therefore, difference and surface curvatures are also excluded from the 
transformed dataset. 
Table 5.7 Correlation matrix for the 14 selected topographic attributes after data transformation 
ALT SLPS PROF PLAN TANG DIFF TUTAL UPSA DPSA SURF WI II TO PSR 
SQRT ALT 1.00 
SQRT SLPS 0.53 1.00 
ANG PROF 0.12 -0.04 1.00 
EV PLAN -0.09 -0.12 -0.31 1.00 
EXPTANG -0.08 -0.15 -0.27 0.89 1.00 
SQRT DIFF 0.12 -0.01 0.98 -0.47 -0.45 1.00 
TOTAL -0.09 -0.16 -0.17 0.18 0.23 -0.19 1.00 
[NV UPSA 0.10 -0.04 0.31 -0.47 -0.33 0.36 -0.09 1.00 
WV DPSA -0.13 -0.23 -0.25 0.45 0.31 -0.29 0.02 -0.37 1.00 
SQRTSURF 0.14 0.03 0.87 -0.72 -0.64 0.93 -0.18 0.46 -0.41 1.00 
INV WI 0.43 0.73 0.17 -0.44 -0.37 0.23 -0.16 0.56 -0.45 0.35 1.00 
DI 0.36 0.62 0.14 -0.38 -0.29 0.19 -0.11 0.24 -0.67 0.29 0.68 1.00 
7o 0.12 0.03 0.84 -0.72 462 0.90 -0.15 0.45 -0.44 0.98 0.37 0.29 1.00 
PSR 0.01 0.15 0.00 0.00 0.01 0.00 -0.01 -0.03 -0.04 0.00 0.08 0.10 0.00 1.00 
Although the coefficients of correlation that were already high using the untransformed 
dataset hardly changed, around 40% of the relationships became stronger after data was 
transformed, 30% became weaker and the remaining 30% did not change, largely 
because four of the variables were left untransformed (total accumulation curvature, 
dispersive index, terrain characterisation index and potential solar radiation). 
Additionally, the major change in the coefficients of correlation with untransformed and 
transformed data is a shift in the direction of association in the relationships involving 
upslope area, dispersal area and the wetness index, as these variables were transformed 
using the inverse of their values. 
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As all variables presented a more homogeneous distribution after being transformed, it 
is necessary to investigate whether changes in data frequency distribution (towards 
normality) substantially alter the results of the unsupervised classification (both discrete 
and fuzzy) by comparing the clusters produced by a transformed dataset with those from 
a non-transformed dataset. 
5.3.2 DATA STANDARDISATION 
The last step of data preparation for clustering is standardisation. Thus, the fourteen 
terrain attributes in both untransformed and transformed datasets were individually 
standardised to have a mean of zero and a standard deviation of one. 
5.4 UNSUPERVISED LANDFORM CLASSIFICATIONS 
5.4.1 UNSUPERVISED DISCRETE CLASSIFICATION 
The automatic discrete classification of landforms was performed using the ISODATA 
algorithm to produce class signatures, and pixels were allocated to each class using the 
maximum likelihood metric. A series of classifications were performed with differing 
numbers of classes to assess the optimal number of classes that simultaneously best 
maximises the differences between classes and minimises the distances within each 
class to produce the best classification performance, as explained in section 4.2.4.1.1. 
Since data transformations seem to have a substantial impact on the frequency 
distribution of the topographic variables (see section 5.3.1), classifications are 
performed not only on the transformed data set (BT - best transformed data) but also to 
the original data set (NT - not transformed data). 
To determine the impact of data normalisation on the classification results, first is 
assessed whether the best classification performance of the original dataset (NT) occurs 
for the same number of classes as the transformed dataset (BT); second, after 
identifying the number of classes which gives the best classification performance, 
results are compared on the basis of each topographic attribute; third, a confusion matrix 
is produced to determine the degree of agreement between the classifications using the 
two types of datasets. Additionally, a thorough analysis of the characteristics of each 
landform class is made for the classification that presents the best performance. 
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5.4.1.1 Optimal Number of Classes 
The factorial two-way analysis of variance results show that, independently of the 
number of classes in which the datasets are split and of data transformations, there is 
always a significant difference between the classes (high Frows values) and a not- 
significant difference between topographic attributes (low Fc015). However, there is also 
an even more significant interaction between classes and topographic attributes (high 
F11 ,, values), which indicates that some of the classes are differentiated on the basis of 
only a few (not all 12) attributes. 
Figures 5.17a and 5.17b show the variation of the Fos and F;,, t values, respectively, for 
both not transformed (NT) and transformed (BT) data classifications. Although the F 
values are not used to choose the best classification performance, it is clear that the 
transformed data set produced consistently better classifications in terms of larger 
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Figure 5.17b Comparison of the 
variation of F;,,, with number of 
classes using the NT and BT datasets 
Generally, the larger the number of classes in which the datasets are split the lower the 
F values. However, these values disguise the true source of variance attributable to the 
classes. As previously mentioned (section 4.2.4.1.1), the large number of pixels distort 
the variance within and between the classes and a closer analysis shows that possibly 
the best classification performance does not occur for classifications with a small 
number of classes, as indicated by the discrete performance index (DPI - equation 4.4 in 
section 4.2.4.1.1) in Figures 5.18a and 5.18b. 
DPI shows that, as the number of classes increases, the classification improves, as intra- 
class topographic attribute values become more homogeneous and inter-class 
topographic attributes values are more differentiated, which is indicated by a lower DPI 
value. As previously mentioned for the F test, the transformed data set obtains lower 
DPI values, which indicates slightly better classification performance. 
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The correlation ratio (112), which is used to derive DPI, can be calculated for the 
variance attributable to the classes only (DPkiasses) and the interaction between classes 
and topographic attributes (DPI, ), and therefore, their comparison (Figures 5.18a and 
5.18b) helps to understand the sources of variance. Additionally, to put the results into 
context, the line that corresponds to the correlation ratio that would be obtained if at 
least half the variance could be explained by the inter-class differences (thick black line) 
is added in Figures 5.18a and 5.18b. 
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Figure 5.18a Comparison of the 
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Figure 5.18b Comparison of the 
variation of DPI;, with number of 
classes using the NT and BT datasets 
and with the DPI obtained for 712 = 0.5 
It can be argued that none of the classifications is particularly good as the values of 
DPlciasses is always above the DPI value that would be obtained if at least half the 
variance could be explained by the inter-classes differences (Figure 5.18a). This means 
that classes are not very homogeneous in terms of the topographic attributes that were 
used to perform the classification. However, this problem seems to be created by only a 
few attributes since considering the interaction between clusters and topographic 
attributes DPI;, t values show that 1) there is a strong association between some classes 
and some of the topographic variables, 2) for both NT and BT datasets this interaction is 
the main source of variance (12 > 0.5) when 11 or more clusters are produced. 
In the light of these results, the classification with best performance splits the datasets 
into 15 classes. However, it seems that if the classifications had been performed with an 
even larger number of classes, the variance between the classes would have been larger 
than the variance within, and therefore presented even better performances. As 15 
classes is already a very high a number of landform elements to be meaningfully 
differentiated, and the difference between DPI values is relatively small, other decision 
parameters are required. 
In view of the fact that, if data is transformed, for 11 or more classes the main source of 
variance is due to the interaction between clusters and topographic attributes, single 
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analysis of variance is carried out to attain a more thorough analysis of the variance of 
each topographic variable. 
DPI results from single analysis of variance using the untransformed (NT) and the 
transformed dataset (BT) are summarised in Figure 5.19a and 5.19b that portray 2 
groups of topographic attributes: 
" topographic attributes for whatever number of classes in which the dataset is 
split never show very distinct group values (for example altitude, profile 
curvature, total accumulation curvature and solar radiation) as DPI values are 
above the average DPI for all attributes (broken line in Figures 5.19a and 5.19b); 
" topographic attributes that show significant differences between classes, 
especially as the number of classes increases, for example slope steepness, plan 
curvature, tangential curvature, dispersal area, wetness index, dispersive index, 
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attribute using the transformed dataset (BT) 
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Upslope and dispersal areas are perhaps the variables that show the most radical change 
with transformation in terms of contribution to differentiating the classes, i. e., before 
transformation these two attributes have very little or no contribution (high DPI values 
across a range of number of classes) and after being transformed, they are among the 
attributes that most contribute towards the differentiation of the classes (low DPI 
values). 
On an individual basis, the classification performance increases with number of classes 
and 15 classes is yet again the best classification (lowest DPI). However, using either 
dataset, from a minimum number of 11 classes, the average variance due to group 
effects is more than half of the total variance (DPI below ii2 = 0.5), which is shown in 
Figures 5.19a and 5.19b where the broken line (average classification DPI) is below the 
continuous line (DPI obtained when half the total variance is explained by the 
segmentation). Accordingly, it seems acceptable to use a classification with a minimum 
of 11 classes. Thus, finding the highest gradient of improvement between 11 and 15 
classes indicates the minimum number of classes that should be used. 
For each MV, the difference between the DPI values produced for two consecutive 
number of classes is calculated as follows: 
DPld; ff = DPIk_ I -DPIk (5.1) 
where DPIJ; ff represents the rate of change of DPI between two consecutive classes and 
k is the number of classes. Positive values indicate that the classification improved and 
vice-versa. 
The average DPId; ff of the 12 topographic attributes is shown in Table 5.8 and illustrates 
that the highest average increment in performance occurs from 10 to 11 clusters, and 
therefore, it seems reasonable to choose a classification with smaller number of clusters 
than the one with 15, which should simplify the identification of landforms and provide 
more meaningful segments. 
Table 5.8 Average DPId; ff for classifications with number of classes varying from 11 to 15 
k NT BT 
11 0.032 0.024 
12 0.022 0.021 
13 0.018 0.018 
14 0.003 0.018 
15 0.025 0.011 
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To validate the choice of a smaller number of clusters (k<15), the average cluster 
separability using the Jeffries-Matusita index (equation 4.5 in section 4.2.4.1.1) was 
also calculated and the results for both not transformed (NT) and transformed (BT) 
datasets are presented in Figure 5.20. Although the range of variation is very small for 
both datasets, for the transformed dataset, 12 classes have the highest average class 
separability while the not transformed dataset does not show noticeably different 
average class separability in the range of 11 to 15 classes. Thus, the difference between 
clustering performance for a range of number of classes is still not sharp and not 
coincident between the different indices used. The choice of an optimal number of 
classes remains, therefore, difficult. However, since the Jeffries-Matusita index 
indicates an optimal value at 12 classes and the previous DPI results do not differ 
substantially in the range of 11 to 15, the classification with 12 classes is chosen 
because it is the classification with the minimum number of classes that seems to best 
maximise the differences between clusters while simultaneously keeping low levels of 
intra- cluster variance. 
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Figure 5.20 Average class separability variation 
with number of classes using the Jeffries-Matusita 
index for both datasets 
Note also, that contrary to the results from the analysis of variance (both in single and 
two-way), the transformed dataset does not produce better classification performance in 
terms of class separability (see section 5.4.2.1 for further discussion on the Jeffries- 
Matusita index). In fact, in the range of number of classes used in this experiment (5 to 
15), the Jeffries-Matusita index indicates that if data is not transformed, the classes are 
better separated. Thus, a more thorough analysis of intra-class variance using the 12 
class output for both NT and BT datasets is necessary to better understand the effect of 
data normalisation on unsupervised discrete classification (section 5.4.1.2). 
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5.4.1.2 Class Validity 
Data normalisation reduces the range of variation of topographic variables and produces 
more homogeneous distributions. The reduced variability is reflected not only in the 
overall range of data distribution (smaller hyper-ellipsoid size) but also in each class, 
with average variance of topographic attributes decreasing after data normalisation for 
all but one of the attributes (Figures 5.21a, b and 5.22). In fact, for potential solar 
radiation (PSR), variance increases slightly but this increment is almost negligible when 
compared with the changes that occur in some of the other attributes, such as upslope 
and dispersal areas. Overall, clusters become more compact after normalisation. 
Although it had been anticipated that data normalisation could adversely affect 
classification by creating less separable and stable clusters, results show that despite 
clusters being slightly less separable (Figure 5.20), this is accompanied by a severe 
reduction in the within-cluster variance, which in turn boosts the clustering 
performance. Thus, using the transformed dataset for unsupervised discrete clustering 
achieves better classification performances because the balance between variance and 
cluster proximity works out in favour of establishing lower within-cluster variance and 
therefore, higher F and lower DPI values. 
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data transformation for a classification with 
12 classes output 
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Generally, when considering the entire dataset, transformed data have better 
classification performance than untransformed data (12 topographic attributes - Figures 
5.21a, b and 5.22). Noteworthy however, is the fact that for the chosen classification 
with 12 classes, the combination of untransformed topographic attributes produced an 
hyper-ellipsoid where altitude, profile curvature, wetness index, terrain characterisation 
index and potential solar radiation variables showed better cluster individualisation than 
their transformed counterparts, as indicated by higher F values produced on an 
individual topographic attribute basis (Figure 5.23). Yet again, the balance between the 
12 topographic attributes produces an overall increment in classification performance if 
variables are transformed a priori, mainly due to slope, upslope and dispersal areas 
much greater performance after transformation. 
Furthermore, even though solar radiation is one of the variables that were left 
untransformed (due to lack of improvement in degree of normality after submitted to a 
series of transformations - see section 5.3.1), when this variable is combined with other 
transformed variables in the BT dataset, classification did not reduce variance as well as 








Figure 5.23 Comparison of topographic 
attributes F test values changes with data 
transformation for a classification with 12 
classes output 
In conclusion, data transformations affect not only the whole combination of 
topographic attributes performance but also how each variable performs due to changes 
in the relative position of each topographic attribute pixel value in the hyper-ellipsoid as 
illustrated in the schematic summary of the impact of data transformations on each 
topographic attribute (Figure 5.24). 
The figure shows that the hypothesis of adverse impact of normalisation cannot be 
rejected on an individual topographic attribute basis as for more than one third of the 
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dataset (altitude, profile curvature, wetness index, terrain characterisation index and 
potential solar radiation) the partition after normalisation showed lower levels of 
performance than before normalisation. Nevertheless, the improvements in some of the 
variables that showed the highest levels of skewness (slope steepness, upslope and 
dispersal areas) countered the negative effect of normalisation. 
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Figure 5.24 Summary of normalisation effects on individual topographic 
attributes in an Is0DATA classification with 12 classes output 
5.4.1.3 Comparison of Classes Before and After Data Transformation 
The chosen classification with 12 classes seems to be the classification with best 
performance for both not transformed and transformed data. Nevertheless, as expected, 
there is not a very high level of agreement between the two classifications (Figures 5.25 
and 5.26a, b). Figure 5.25 is a graphical representation of a confusion matrix and if 
classification output was similar before and after data transformation, each column 
would correspond to only one class and thus, one colour. Although a majority of the 
classes have an overlap above 50% and the classifications have an average agreement of 
66%, three of the classes produced using the transformed dataset show little overlap 
with the other classes (classes 2,3 and 6) and one of the classes has medium overlap 
simultaneously with two classes (class 4 BT overlaps with classes 6 and 7 NT). 
Although class numbers were not changed and are the exact same as the output 
produced by the ENVI software, it is clear that some of the landforms are equivalent 
and to ease comparison, the colour of a class in the first classification is set here to 
match the colour of the class with which presents highest correspondence in the other 
classification. 
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Figure 5.26b Landform classification of the Marina Baixa using transformed data 
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Since the classification output using the transformed dataset was found to produce the 
best performance in terms of maximising the differences between clusters, it will 
therefore, be used to produce a soil-landscape model. 
5.4.1.4 Class Characteristics and Landform Significance 
In order to facilitate the analysis of the characteristics of each class, the mean 
topographic attribute value for each cluster was classified into five percentiles (20% 
each) to ease the perception of high, medium and low values in each topographic 
attribute distribution (Table 5.9). Thus, a figure of one means that the average value is 
in the range of the first percentile (very low values) and a figure of five means that the 
average is in the range of the fifth percentile and has, therefore, very high values. In 
addition to this information, values in bold stand for a coefficient of variation above 
100% (highly variable values of a topographic attribute in a class). Note also that the 
data used to build this table is the raw data and therefore there is no need to convert the 
variables that were normalised by calculating the inverse of its values (upslope area, 
dispersal area and wetness index) so that the first and fifth percentile have the same 
meaning for all topographic attributes. 
Table 5.9 Assignment of topographic attribute class mean values into a percentile class 
Land Class 1 2 3 4 5 6 7 8 9 10 11 12 
ALT 4 2 2 2 3 2 4 4 4 4 4 4 
SLPS 5 1 1 2 3 2 4 4 5 5 4 5 
PROF 5 3 2 3 1 4 2 5 2 5 2 1 
PLAN 1 3 4 3 5 2 3 1 1 1 4 5 
TANG 1 3 4 3 5 2 2 1 1 1 4 5 
TOTAL 1 3 3 4 2 4 4 1 5 1 4 1 
UPSA 1 1 4 3 4 1 3 1 1 1 3 4 
DPSA 4 1 1 3 1 3 3 4 4 4 3 2 
WI 1 5 5 4 4 3 2 1 1 1 2 3 
DI 5 1 1 3 2 3 4 5 5 5 4 3 
TCI 5 3 2 3 1 4 3 5 4 5 2 1 
PSR 2 2 3 3 3 3 1 3 5 2 5 4 
Detailed analysis of the spatial distribution of the classes (Figure 5.26b) and the 
summarising table of cluster characteristics (Table 5.9) using the transformed data set 
shows that: 
" Class 1 has the smallest areal extent (around 0.5%) and seems to group pixels 
with extreme values: high slope, profile curvature, dispersive index, and terrain 
characterisation index; and low plan, tangential and total accumulation curvature 
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values, upslope area and wetness index. It seems to correspond to very steep 
convex shape in both vertical and horizontal directions, and corresponds to a 
divergent shoulder, i. e. a water dissipation zone with accelerated divergent flux 
and high transport capacity. 
" Class 2 is differentiated on the basis of very low slope values, relatively linear 
surface segments with potential for high moisture index. It is therefore, a 
transitional/depositional linear foot-toeslope with relative poor representation in 
the Marina Baixa landscape (c. 3%). 
" Class 3 is very similar to class 2 but has slightly concave slopes and concave 
contours which seems to correspond to a convergent footslope, and occupies 
around 10% of the Marina Baixa area. 
" Class 4 has medium values in every topographic variable used in the 
classification and corresponds to a transitional linear footslope. The degree of 
scatter is very high in a large number of the topographic attributes and this might 
have led to pixels being preferentially assigned to this class, which resulted in a 
very large area extent represented by this class (c. 25% of the Marina Baixa 
area). 
" Class 5 appears in higher topographic positions than class 4, has steeper concave 
slopes and concave contours, which possibly corresponds to a water 
accumulation zone in convergent mid-backslopes with approximately the same 
areal representation as class 3 (convergent footslope). 
" Class 6 has nearly the same areal extent as classes 3 and 5 but lacks spatial 
continuity. Pixels belonging to this class appear spatially scattered and close to 
pixels in classes 2,3 and 4. Differs from class 3 for having exactly the opposite 
type of geomorphic surface: convex slopes and convex contours. It can be 
considered as a divergent footslope although most of the topographic attributes 
have very high coefficients of variation. 
" Class 7 occurs distinctively in areas facing northwards, in steeper more 
prominent topographic positions than the previous classes 2 to 6, with relatively 
linear surface segments. It is similar to class 4, including the high degree of 
scatter, but with much lower areal representation (just 9%). Despite the fact that 
most topographic attributes are highly varied within this class, due to its position 
in the landscape, it seems to correspond to a linear backslope (or sideslope). 
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" Class 8 shares the same characteristics as class 1 (divergent shoulders), but 
represents nearly 7% of the area (as opposed to only 0.5% of class 1). The 
differences between class 8 and class 1 are that the former seems to be less steep 
and has more watts of potential sunlight and the class is not as topographically 
homogeneous. 
Class 9 (6.5% of the area) appears scattered in the landscape just like class 11 
but differs from this class for having convex contour and slightly steeper slopes, 
which can be regarded as a noseslope (divergent backslope) due to the 
divergent flow that is more likely to operate on those slope segments. Although 
variable, segments tend to face southwards because this is the aspect presented 
by steeper hillslopes 
" Class 10 is close to the summits, just like classes 1 and 8. Its defining 
characteristics are somewhat in between the two classes of divergent shoulders. 
However, it differs from class 1 by presenting smoother relief: slopes are less 
steep and convex shapes less prominent than the average of class 1; it differs 
from class 8 for having steeper slopes and more convex contours. This class only 
represents around 3% of the Marina Baixa area. 
" Class 11 (13.5% of the area) appears scattered on the hillslopes and together 
with classes 9 and 12 forms contiguous hillslope surfaces. It has a configuration 
that resembles the ones of gullies dissecting the hillslopes (landscape feature 
mentioned in section 5.1). They tend to appear in mid and upper-hillslope 
positions and are steep, water accumulation zones, with concave slopes and 
contours. The most consistent feature is that surface segments generally face 
southwards (high potential solar radiation) while its shape and position on the 
landscape can be somewhat varied (high coefficients of variation). They seem to 
correspond to what Ruhe and Walker (1968) describe as the headslope 
(convergent backslope) in section 2.4.2.2.1. 
" Class 12 (3.5% of the area) makes part of the hillslope and pixels in this class 
tend to have steeper, more pronounced concave profile and contour than pixels 
in class 11. Additionally, it differs from class 11 for having generally different 
aspect, as the segments tend to have lower number of wm 2 of potential solar 
radiation. Class 12 also corresponds to a headslope. 
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In summary, due to the fact that interfluves are relatively narrow in the mountain ranges 
in the Marina Baixa, none of the segments clearly correspond to flat summits but only 
to steep convex divergent shoulders (classes 1,8 and 10). Upper hillslope segments 
appear quite well differentiated, as there are 4 upper backslope classes present: one class 
of sideslope (class 7), one noseslope (class 9) and two headslopes (classes 11 and 12). 
One class represents mid-backslopes, of the headslope type (class 5). Footslopes are 
represented by classes 3,4 and 6 (convergent, linear and divergent, respectively) and 
class 2 stands for the linear toeslopes. Although some of the classes have quite high 
variability in a large number of the morphometric variables used to define them (classes 
4,6,7,11 and 12), it seems that this unsupervised discrete classification with 12 classes 
was able to differentiate classes that resemble types of landforms as defined in different 
three-dimensional soil landscape systems presented in section 2.4.2.2. 
Comparison of Figures 5.26a and 5.26b show that there is a relatively high degree of 
agreement between the classification outputs. However, in the set of classes produced 
with untransformed data there is no equivalent of class 6 (divergent footslope); the 
equivalent of class 5 (mid-slope headslope) is less extensive because some pixels are 
allocated to the equivalent of upper headslope; the linear footslope occupies smaller 
areas because part of the pixels were considered as convergent footslope and thus 
producing a much larger area classified in this class (untransformed data produced more 
than double the number of pixels in this class than the transformed counterpart); and, 
the toeslope areas increased in the untransformed data set classification because it 
included some convergent and linear footslope pixels. Also, class 12 in Figure5.26a (not 
transformed data) is not differentiated in the other classification (Figure 5.26b) and 
accommodates simultaneously summit and bottom pixels. It is a class with very small 
extent and groups pixels with extreme values of altitude and upslope areas (very low 
and very high) which, in terms of landform segmentation, is not a very good class due 
to the fact that the processes operating in those two areas are very different, especially 
in terms of dissipation and accumulation of water and sediments. 
5.4.1.5 Summary 
In conclusion, data normalisation affects both the clustering performance (section 
5.4.1.1 and 5.4.1.2) and type of landform segments that are produced (section 5.4.1.3 
and 5.4.1.4). Data transformation significantly reduced the variability of topographic 
attribute values both in the entire range of the distribution and in each cluster, and thus 
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achieving better classification performances (section 5.4.1.2). However, improvement is 
not the same for all topographic attributes and detailed analysis showed that the relative 
position of each pixel in the hyper-ellipsoid is of high importance in the classification 
process. 
Overall, classes produced using the two different datasets have high levels of 
resemblance but there are some significant changes that have contributed to a better 
classification when data is transformed. Furthermore, the classes produced have high 
levels of concomitance with suggested systems of landform segmentation devised by 
Ruhe and Walker (1968) and Pennock et al. (1987) (section 2.4.2.2.1) because they are 
generally broad classes. Nevertheless, class variability can often be very high and 
analysis of the mean characteristics of each class conceals the fact that regularly there 
are pixels with different shapes in the same class, which is possibly the major 
disadvantage of clustering in relation to discrimination techniques as the latter allows 
for control of which pixels go into each landform class (as presented in section 5.5 
related to the supervised classification results). 
5.4.2 UNSUPERVISED CONTINUOUS CLASSIFICATION 
The automatic continuous classification of landforms was performed using the fuzzy c- 
means with extragrades algorithm to produce the class signatures (see section 3.3.1.2 
for details about the algorithm), and pixels were assigned to each class using the 
Mahalanobis distance (see section 3.3.1.3 for more details on parametric decision rules). 
A series of classifications were performed with a varying number of classes (from 5 to 
15 clusters including the extragrade class) and degrees of fuzziness (from 1.1 to 2.0) to 
assess the optimal combination that maximises the differences between classes while 
maintaining low variance within each class, as discussed in section 4.2.4.1. 
Comparison of classification results produced using the original dataset with a 
normalised dataset allows for the impact of data normalisation to be assessed. First, in 
section 5.4.2.1 it is verified whether the best classification performance occurs for the 
same combination of number of. classes /degree of fuzziness (k /c); second, after 
identifying the best combination of k/cp and defuzzifying the best classifications, 
classes are compared on the basis of each topographic attribute (section 5.4.2.2); third, a 
confusion matrix is used to evaluate the degree of agreement between the classifications 
using the two types of datasets (section 5.4.2.3). 
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In addition to the assessment of the impact of data normalisation on classification 
results, after the best classification is identified, each landform class is described in 
terms of average shape and position in the landscape (section 5.4.2.4). Furthermore, 
comparison of landform classes obtained using a continuous and discrete classification 
algorithms is also carried out. 
5.4.2.1 Optimal Number of Classes and Degree of Fuzziness 
The minimisation of the two performance indices, FPI and MPE (equations 4.7 and 4.9 
in section 4.2.4.1.1), indicate the optimal classification solution in terms of balance 
between continuity and structure, in the range of classes (k) and degree of fuzziness ((p) 
used to perform the classifications. Figures 5.27a and 5.27c show the variation of FPI 
with k/cp using either the original data (NT) or the transformed data (BT), respectively; 
similarly, Figures 5.27b and 5.27d show the variation of MPE. These figures thus show 
that, independently of the dataset used, minimisation of those two indices occurs at the 
low end of the spectrum of degree of fuzziness. 
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Figure S. 27a Variation of FPI with 
number of classes and degree of 
fuzziness using untransformed data 
Figure 5.27b Variation of MFh with 
number of classes and degree of fuzziness 
using untransformed data 
Figure 5.27c Variation of FPI with 
number of classes and degree of 
fuzziness using transformed data 
Figure 5.27d Variation of MPE with 
number of classes and degree of fuzziness 
using transformed data 
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A closer inspection of the variation of FPI and MPE for a degree of fuzziness of 1.1 is 
required to identify at which number of classes the minimisation of both indices occurs. 
To ease the visualisation of the occurrence of the minima for these two indices, Figure 
5.28 also shows the sum of these two indices. Thus, the lowest sum indicates in which 
number of classes indices are simultaneously minimised, these being 13 classes when 
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Figure 5.28 Variation of FPI and MPE with number of 
classes for cp=l .l using 
both datasets 
Data normalisation changes the number of classes for which the classification is optimal 
(from 13 to 14 classes) and produces more distinct and less disorganised substructures 
(BT shows consistently lower FPI and MPE values), which concurs with the slightly 
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Figure 5.29 Cumulative frequency distribution of the 
confusion index using the best classification produced by 
each dataset 
Additionally, the Jeffries-Matusita index (equation 4.5 in section 4.2.4.1.1) also shows a 
small increment (better class separability) from 13 classes using untransformed data to 
14 classes using the transformed dataset. Thus, the unsupervised continuous 
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classification output that will be used in the second soil-landscape model splits the 
dataset into 14 classes (13 plus the extragrade class) and similarly to the ISODATA, also 
uses the transformed dataset. 
Despite the Jeffries Matusita index results corroborating the number of classes that best 
partitions the dataset indicated by the minimisation of FPI and MPE, there is not a linear 
relationship between those results. In fact, the Jeffries-Matusita index value is higher 
when using the untransformed dataset split into 14 classes (which indicates better 
separation than in the previous results) while the FPI and MPE are simultaneously 
higher than the previous results (which indicates that the classification is not optimised). 
This problem was previously illustrated in the discrete classification (see comments 
associated with Figure 5.20, section 5.4.1.1) and it seems to be caused by the fact that 
the Jeffries-Matusita index gives more emphasis to the distance between the classes 
than the balance between infra-class variance and between-class distance, which can 
occasionally produce inconsistent results. 
5.4.2.2 Class Validity 
In order to better understand the impact of data normalisation on the unsupervised 
continuous classification, the class variance for each topographic attribute before and 
after data transformation is analysed. However, to produce results similar to the 
ISODATA (section 5.4.1.3) and, for ease of analysis, instead of 14 maps with the 
membership grade to each class, the continuous classification is defuzzified to produce 
one map where each pixel is assigned to the class with the highest membership grade. 
Moreover, although the best performing classification using the untransformed data 
splits the dataset into 13 classes, to make results comparable with the classes produced 
using the transformed dataset, only the results that split the dataset into 14 classes will 
be analysed here. Note that the difference between the sum of FPI and MPE (as this was 
used to identify the best performing classification in the previous section) when 
producing either 13 or 14 classes using the untransformed dataset is very small (0.01) 
and the smallest difference among all the classes and, therefore, it is reasonable to use 
only the classification that produces 14 classes to perform comparisons between the two 
dataset classification results. 
The average value, the amplitude and the coefficient of variation of each topographic 
attribute in each cluster were calculated and the results indicate that normalisation has 
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different impacts on the performance of each topographic attribute. Four different types 
of effects of normalisation can be identified: 
1) The coefficient of variation becomes higher, in concurrence with the larger 
average range of variation, and the cluster centres get closer (altitude, slope 
steepness, wetness index and potential solar radiation) 
2) The coefficient of variation becomes higher in concurrence with the larger 
average range of variation but cluster centres get further apart (e. g. upslope 
area); 
3) The coefficient of variation. decreases despite the higher range of values, and 
cluster centres do not change or get closer (e. g. profile, plan and tangential 
curvatures and dispersal area and dispersive index); 
4) The coefficient of variation decreases together with the range of variation, and 
the cluster centres get closer (e. g. total accumulation curvature and terrain 
characterisation index). 
In spite of the fact that the clusters become slightly less separable (cluster centres tend 
to get closer), this is accompanied by a severe reduction in the coefficient of variation 
(lower cluster variance) largely caused by some attributes (mainly land-surface 
curvatures and TCI), which in turn boosts the clustering performance. Thus, using the 
transformed dataset for unsupervised continuous clustering achieves better classification 
performances because the balance between variance and cluster proximity works out in 
favour of establishing lower within-cluster variance. This is similar to the effect of data 
normalisation on the discrete classification (section 5.4.1.2). 
5.4.2.3 Comparison of Classes Before and After Data Transformation 
To ease the analysis, the defuzzified results are used to assess the degree of agreement 
between the classifications using the raw and the transformed topographic variables as 
data input, and a graphical representation of a confusion matrix synthesises the overlap 
between the classes (Figure 5.30). 
Although the average classification agreement is 62% and a majority of the classes (11 
out of 14) have an overlap of more than 50%, similarly to the results presented in 
section 5.4.1.3, two of the classes produced using the transformed dataset show little 
overlap with the other classification results (classes 7 and 10). 
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The extragrade class (14) is, together with class 12 (BT), the class that seems to be the 
least affected by normalisation, i. e., by presenting a high degree of overlap (85%) it is 
clear that most of the pixels that were considered to be further from the centres of the 
clusters before data normalisation also remain distant after normalisation. The fact that 
the extragrade class does not change also indicates that the same topographic attributes 
seem to contribute to its definition. Despite data transformation changing the absolute 
and relative position of pixels, both in terms of each individual topographic variable and 
their inter-relationships, it does not affect their relative order. Thus, pixels that occupy 
extreme positions in the hyper-ellipsoid maintain their relative outer-position after data 
transformation. 
The spatial distribution of the landform classes in the Marina Baixa is shown in Figures 
5.31a and 5.31b and, as before, where it is possible, the same colour is used to identify 
similar classes in both maps. Although the landform class overlap is slightly lower than 
using a discrete classifier (Figures 5.26a and 5.26b), it is clear that most classes overlap 
substantially. 
Perhaps the most striking characteristic of both defuzzified landform classes is that they 
seem to show a remarkably high contribution of variables that present linear features 
created by the accumulation of a certain attribute in the landscape, such as upslope area, 
dispersal area, wetness index and dispersive index (see Figures 5. lg to 5.1j, 
respectively). Additionally, the extragrade class includes pixels with extreme values of 
slope steepness, upslope area, or wetness index, producing a class with a variety of 
shapes and landscape positions. Neither the close association with linear features nor the 
extragrade class are expected to produce good results for soil-landscape modelling, as 
will be shown later in this chapter (section 5.4.2.4). 
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Figure 5.31 b Defuzzified landform classification of the Marina Baixa using transformed data 
5.4.2.4 Class Characteristics and Landform Significance 
Since the classification that produces the best results in terms of maximizing the 
differences between classes while simultaneously producing low intra-class variability 
uses the transformed data set, the following is a detailed analysis of the main 
characteristics of each landform class using that data. 
Table 5.10, built in the same manner as Table 5.9 (section 5.4.1.4), puts in evidence the 
topographic characteristics by ranking the average topographic attribute values of each 
landform into five percentiles and highlights the classes with a coefficient of variation 
higher than 100% (values in bold). 
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Table 5.10 Assignment of topographic attribute class mean values into a percentile class 
Land Class 123456789 10 11 12 13 extragrade 
ALT 1 4 3 3 4 4 4 2 4 1 3 4 4 4 
SLPS 2 4 3 3 5 5 2 2 5 2 3 4 3 4 
PROF 3 5 4 2 1 I 4 2 5 4 4 2 2 4 
PLAN 3 1 3 5 I 5 2 4 4 2 1 3 3 2 
TANG 3 1 3 5 1 5 2 4 4 2 2 2 3 1 
TOTAL 3 1 2 2 5 I 4 2 2 4 2 2 2 1 
UPSA 4 1 5 5 3 4 1 5 3 1 3 3 4 5 
DPSA 4 5 5 I 4 3 5 I 4 5 5 4 4 5 
WI 4 1 5 5 2 2 2 5 2 3 3 2 4 4 
DI 2 5 3 1 4 4 4 1 4 3 5 4 3 2 
TCI 3 5 4 1 3 I 4 2 5 4 4 3 2 3 
PSR 3 3 3 3 5 5 3 3 5 3 3 1 3 2 
The analysis of the spatial distribution of the landform classes (Figure 5.31b) and the 
summary table of class characteristics (Table 5.10) of the defuzzified continuous 
classification using the transformed data sets shows that: 
" Class 1 has the largest extent (c. 17%) and corresponds to a linear footslope. 
" Class 2 groups pixels that are scattered near the summits (c. 4%) and 
corresponds to divergent shoulder elements that present steep convex slopes in 
prominent areas of the landscape. 
" Class 3 includes pixels haphazardly scattered in different landscape positions 
and therefore, does not correspond to any landform class type. Although quite 
variable, pixels are on average convex in slope and linear in the contour 
direction and moderately steep. These linear elements represent nearly 6% of 
the Marina Baixa area. 
" Class 4 includes convergent elements that cut across different landscape 
positions and are, consequently, not classified as a landform type. These 
elements occupy hollow areas that seem to correspond largely to river channels 
and represent 4.5% of the Marina Baixa region. 
" Class 5 corresponds to a divergent mid-backslope landform class, with steep 
elements generally facing southwards (very high potential solar radiation). These 
noseslope segments represent around 8% of the study area. 
" Class 6 is similar to class 5 in terms of landscape position but differs from it for 
presenting the opposite type of slope shape (headslope). These convergent mid- 
backslope segments, which correspond to gullies dissecting the hillslope, are 
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intercalated with segments belonging to class 5 but have only half of the areal 
extent of class 5 (about 4%). 
" Class 7 is similar to class 2 (divergent shoulder) but differs from the latter for 
being generally less steep and thus, also with a smoother shape. Nevertheless, 
class 7 is as well represented in Marina Baixa as class 2 (4%). 
" Class 8 appears in low areas of the landscape and can be classified as a 
convergent foot-toeslope with relatively high spatial occurrence (10%). 
" Class 9 convergent elements occupy two main landscape positions: as 
shoulders and as upper backslopes occurring distinctively on south-facing 
hillslopes and representing nearly 7% of the region. 
" Class 10 is similar to class 8 in that it occupies a low landscape position. 
However, pixels tend to present the opposite shape and these divergent foot- 
toeslope elements have a much lower areal representation than its convergent 
counterpart (c. 5%). 
" Class 11 complements classes 3 and 4 by grouping divergent elements that 
appear in different landscape positions without clearly making part of a 
landform type. Class 11 is the least represented in Marina Baixa (nearly 3%) and 
as strikingly similar linear features to the ones presented by the spatial 
distribution of the dispersion index. 
" Class 12 is clearly a hillslope element covering 9% of the region and is a steep 
linear mid-backslope (or sideslope) with most pixels facing northwards. 
" Class 13 is similar to class 12 but tends to appear in lower positions of the 
landscape and it is not restricted in terms of potential solar radiation receipt. 
These linear lower backslope'segments cover around 11% of Marina Baixa. 
" Class 14 is the extragrade class and, as expected, includes pixels with extreme 
values in different variables. However, it is possible to identify that most of the 
pixels belonging to this class occupy either summit and shoulder positions (very 
high altitude and very steep elements) or toeslope and channel positions (very 
low altitude and high moisture potential). 
In summary, the individualisation of landforms using an unsupervised fuzzy technique 
seems to produce classes of inferior quality than the landforms individualised using the 
ISODATA technique as the latter produced classes that can all be related to landforms 
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(section 5.4.1.4) and the former produced three classes with segments that cut across 
several landscape positions (classes 3,4 and 11 which correspond to linear, convergent 
and divergent elements, respectively). Additionally, the processes operating near the 
summits and near the channel are fundamentally different and producing one class that 
joins these two areas may not be too useful for soil-landscape modelling. Thus, the 
extragrade class might have to be manually split into two classes. Nevertheless, the 
remaining ten classes distinctly separate the landscape into shoulders of the divergent 
and convergent types totalling 15% of the area; backslopes markedly separated into 
upper, mid- and lower slopes, with the mid-backslopes further split into the three main 
types identified by Ruhe and Walker (1968) in section 2.4.2.2.1. As expected, hillslope 
elements occupy the largest areal extent of the landscape, with the five backslope 
classes totalling nearly 40% of the Marina Baixa region. In the lower part of the 
landscape, the foot and toeslope elements are also split into linear, convergent and 
divergent segments that cover around 32% of the region. 
5.4.2.5 Summary 
Data normalisation affects both the clustering performance and the type of landform 
segments that are delineated. Although data transformation minimised the differences 
between clusters by bringing cluster centres closer, it also produced more homogeneous 
clusters and thus minimised within-cluster variability, which resulted in a statistically 
better classification (section 5.4.2.2). 
However, not all morphometric attributes show the same effect on the balance between- 
and within-cluster variance, with almost half the variables presenting higher average 
cluster variance (altitude, slope steepness, upslope area, wetness index, potential solar 
radiation) and upslope area having cluster centres more separated. Nevertheless, 
changes in the interaction of morphometric variables due to data transformation reduced 
drastically the variance, which is mainly caused by changes in the land-surface 
curvatures, thus producing an overall better classification (section 5.4.2.2). 
Again, as pointed out in section 5.4.1.2, data transformation has more serious 
repercussions for the clustering of variables that were either not transformed (total 
accumulation curvature and terrain characterisation index) or changed the least 
(remaining curvatures) which can be explained by the fact that the relative position of 
the variables in the hyper-ellipsoid is of high importance in the classification process. 
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Overall, classes produced using the two datasets (NT and BT) present, as indicated in 
section 5.4.2.3, a relatively high level of similarity (average agreement of 62%) and, 
unlike the discrete classification results (section 5.4.1.4), not all classes correspond to 
types of landforms. Moreover, even in the cases where landscape position and average 
morphometric attributes values are suggestive of certain types of landforms, high cluster 
variability indicates that not all pixels in a class present the same shape (i. e. concave, 
convex and linear pixels can belong to the same class), which is, as pointed out before, a 
major disadvantage of clustering techniques. 
5.4.3 CONCLUSION 
Differences in the overall results of discrete and continuous classifications indicate that 
the impact of data normalisation is not independent of the classification method. Results 
pertaining to the discrete classification (Figure 5.25, section 5.4.1.3) show a much larger 
number of classes that do not overlap with several classes compared to the continuous 
classification results (Figure 5.30, section 5.4.2.3). The discrete classification presents 
more than twice the percentage of classes with no overlap (36%) compared with the 
continuous classification (18%) as illustrated by a large number of very small coloured 
segments in each column of Figure 5.30. The difference in the number of classes that 
overlap indicates that data transformations have a larger impact on the continuous than 
on the discrete classification, as pixels before and after data transformation are more 
frequently assigned to different classes when using a continuous algorithm. 
Spatially, the defuzzified and the discrete landform classes produced before and after 
data transformation present an overall average agreement of 56%, which is lower than 
the average agreement when considering the untransformed and transformed data (c. 
64%). The difference in degree of overlap is caused by 1) a different number of classes 
(12 and 14), and 2) inclusion of an extragrade class in the continuous method. Thus, the 
impact of using data transformations is smaller than using either discrete or continuous 
algorithms and/or, as in the latter case, including an extragrade class (Table 5.11). 
Table 5.11 Comparison of maximum overlap between all unsupervised classifications 
maximum % D 12NT D 12BT C 14NT C 14BT 
D 12NT 100 
D12BT 66 100 
C14NT 55 47 100 
C 14BT 47 57 62 100 
D- discrete classification; C- continuous classification; `number' - number of classes; NT - not transformed data set; BT - transformed data set 
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Although both continuous and discrete classifications generate a number of similar 
landforms with an overlap of 57% (Table 5.11), in the continuous case, landforms seem 
to be less spatially compact. The diffuse character of the landforms reflects the nature of 
continuous classifications that, despite using defuzzified results, provides more 
information about finer-scale variability of the landforms than the crisp classification. 
A simplification of the landform maps (by aggregation of landform positions) produced 
using the transformed dataset (Figure 5.32) shows that the defuzzified (`C') 
summits/shoulders have a much smaller extent than the ones produced by the discrete 
classification ('D'), the areas of backslopes and footslopes are similar, but the toeslopes 
tend to disappear as they are replaced by a class that could not be defined as it groups 
both toeslope and summit pixels (the extragrade class). Overall, the Is0DATA discrete 
algorithm reproduced more closely the units described in the systems of landform 







Figure 5.32 Simplification of landform classes produced using the transformed dataset 
Overall, the application of two clustering techniques shows that both of the algorithms 
studied are able to separate well the different parts of the landscape (i. e. identify 
landscape position). However, the occurrence of different landform shapes at different 
landscape positions restricts the application of clustering for landform classification, as 
the algorithms are not able to identify important terrain attribute boundaries to separate 
linear from convex or concave features. It is possible to use a combination of clustering 
and discrimination techniques to achieve better landform segmentation. However, the 
application of clustering should not be dismissed in achieving fast and effective 
segmentations at the hillslope scale or in small, simple catchments. This is because 
single hillslopes are more likely to show a higher degree of association between position 
and shape (as illustrated in some of the three-dimensional soil-landscape systems in 
section 2.4.2.2) and therefore the problem of landform classes having different pixel 
shapes would not arise. 
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5.5 SUPERVISED LANDFORM CLASSIFICATIONS 
5.5.1 SUPERVISED DISCRETE CLASSIFICATION 
To split the landscape into meaningful landform elements for the prediction of soil 
properties it is necessary first to define the landform prototypes, i. e. identify (1) the 
number of landform elements into which the landscape should be segmented, and (2) 
which landform elements should be selected. This is followed by the decomposition of 
the landform elements into characteristic shapes and positions in the landscape that 
allows one to use the terrain attributes derived from the DEM to define thresholds and 
classify each pixel into a landform class. 
5.5.1.1 Definition of Landform Prototypes 
The system of landform segmentation used here is the Ruhe and, Walker (1968) five- 
unit land-surface system (section 2.4.2.2.1). They split the landscape into summit (Su), 
shoulder (Sh), backslope (Bk), footslope (Ft) and toeslope (Ts). The identification of 
these landforms in the landscape requires the cumulative area distribution and attribute- 
area threshold analysis to identify the boundaries between the different landforms. With 
the exception of `shoulders' that cannot be convex in length and contour, the remaining 
landforms can present linear, concave or convex shapes in either length or contour 
curvatures. 
5.5.1.2 Selection of Primitives and Identification of Thresholds 
The shape of landform elements is the first step towards the segmentation of landforms 
and involves (1) the definition of thresholds of profile and plan curvature to separate 
linear (L) from convex (V) and concave (C) elements; and (2) the combination of these 
shapes in the length direction (using profile curvature) and in the contour direction 
(using plan curvature) which can result in nine different shapes (see Figure 2.4). 
Thus, the set of primitives related to shape is: 
11- Linear segment (L) 
Shape Primitives 2 -Concave segment (C) 
3- Convex segment (V) 
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Thus, the `shape' alphabet = L, C, V ý and the combination of these three primitives 
constitute classes of strings of `landform shape' (LS), which has nine possible 
arrangements (3A3 =3(3! /2! )=9) such that LS = LL, LC, LV, CL, CC, CV, VL, VC, VV 
Thus, as an element is only considered linear if the curvature value falls within the 
interval band [-0.0001m-1,0.0001m"1], three conditional statements `IF-THEN' are 
required to map the `shape primitives': 
1- IF curvature <-0.0001m' THEN profile is concave (C) and/or contour is convex (V) 
2- IF -0.0001m1<_ curvature <_ 0.0001m 7l THEN profile and/or contour are linear (L) 
3- IF curvature > 0.0001m 1 THEN profile is convex (V) and/or contour is concave (C) 
We can now define a production rule for each LS element: 
LL H Profile curvature is linear AND Contour curvature is linear 
LC H Profile curvature is linear AND Contour curvature is concave 
LV H Profile curvature is linear AND Contour curvature is convex 
CL H Profile curvature is concave AND Contour curvature is linear 
CC H Profile curvature is concave AND Contour curvature is concave 
CV H Profile curvature is concave AND Contour curvature is convex 
VL H Profile curvature is convex AND Contour curvature is linear 
VC H Profile curvature is convex AND Contour curvature is concave 
VV F4 Profile curvature is convex AND Contour curvature is convex 
The second step entails the separation of levelled from inclined surfaces using the 3° 
gradient threshold. Thus, the gradient primitives are simply 1) Level segment (LD) and 
2) Inclined segment (ID) and only two conditional statements are required to map the 
gradient primitives: 
1- IF slope gradient <_ 3° THEN surface is levelled (LD) 
2- IF slope gradient > 3° THEN surface is inclined (ID) 
The third step involves the identification of position and thus, the quantification of the 
aggregation structure of the hillslope elements by examination of the probability plot of 
cumulative area distribution (Figure 5.33), where the probability of the cumulative 
upslope area (Au) being greater than a certain catchment area (a) is plotted against the 
number of pixels in each catchment in the x-axis (see equation 4.12, section 4.2.4.2.2). 
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The most striking difference between catchments is that the two major catchments 
(Amadorio and Guadalest) clearly have much longer hillslopes and larger maximum 
upslope area than the two smaller catchments (Torres and Arcos). The slightly different 
position of the curves presented by the larger vs. the smaller catchments is similar to 
what Moglen and Bras (1995) identified as landscapes characterised by deep valleys and 
complex drainage paths vs. not very incised and rounded hillslopes, respectively. 
Nevertheless, along the slope length there are not clear breaks in the scaling except 
those related to the channel aggregation pattern (e. g. 8500000m 2 in the Torres 
catchment (850 pixels) and c. 1 20 000 000 m2 for both Guadalest and Amadorio 
catchments which is equivalent to 12 000 pixels). Other small breaks occur at 3,57, 
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Figure 5.33 Identification of breaks in the scaling of the cumulative upslope area distribution 
The lack of clear breaks and differences between catchments is possibly explained by 
the fact that differences in the cumulative area distributions occur mainly for small areas 
(Moglen and Bras, 1995) and even the small catchments in the Marina Baixa have 
around 36km2 each. Other reasons could the type of flow routing algorithm as Moglen 
and Bras (1995) used a multiple flow routing whereas D8 was used here instead. 
Firstly, for consistency, all topographic attributes for landform classification and 
hydrological modelling are derived using the D8 algorithm; secondly, as it was 
concluded in section 5.2.6, D8 is more suitable for identifying changes in the landscape 
than multiple flow methods because the former seems to `stretch' the landscape, 
showing breaks more clearly, while the latter smoothes topography and thus is more 
likely to erase differences between parts of the landscape. 
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Nevertheless, the multiple flow algorithm was also tested to see whether it allowed 
easier identification of breaks in the hillslope length. As expected, although differences 
between smaller and larger catchments were more pronounced, there were no breaks in 
the curves (except for the channel segment), as topography tends to be `smoothed over'. 
It is clear that the analysis of the cumulative area distribution is insufficient to detect 
breaks in the scaling regime and other means of identifying aggregation thresholds are 
required. For this purpose, the different topographic attribute-upslope area relationships, 
by catchment, were plotted for examination. However, as it is required that data points 
are binned in order to highlight some average pattern, the smaller catchments were 
combined to increase the number of data points to at least 300 points per bin, as 
indicated in the methodology (section 4.2.4.2.3). Thus, the Marina Baixa was split into 
the Amadorio catchment (37% of the Marina Baixa area), the Guadalest catchment 
(36% of the Marina Baixa area), and the remaining area was combined into one group 
representing 27% of the Marina Baixa. 
The topographic attribute-upslope area relationships are not presented for all available 
variables because tangent and total curvatures have similar distributions to the one of 
plan curvature and potential solar radiation is not used to find thresholds that can help 
the delineation of landform elements but is, at a later stage, used to separate individual 
landform elements into areas with substantially different amounts of incoming radiation. 
Thus, Figures 5.34 to 5.36 show the variation of single topographic attributes with 
contributing area and some of the breaks in scaling are identified. The most striking 
difference between the three different areas is the average slope length and distance to 
the channel. The Amadorio catchment has the largest average slope length and distance 
to the channel, as it is the largest catchment, and the Marina Baixa area that includes all 
of the small catchments presents the lowest average slope length and distance to the 
channel. 
Analysis of the breaks in the distribution for all areas shows that the values of the 
topographic attributes are seldom concurrent between the different catchments. 
Nevertheless, within the same catchment area, breaks in scaling tend to often occur at 
the same distance from the summit (given by breaks occurring at similar upslope area 
values), which indicates that those breaks are related to real changes in the shape of the 
land. However, the binning procedure somewhat influences the threshold values and 
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these should therefore be read with care as the boundaries are somewhat influenced by 
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Figure 5.34 Diagram of attribute versus contributing area and identification of breaks in 
scaling for the Amadorio catchment 
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Figure 5.35 Diagram of attribute versus contributing area and identification of breaks in 
scaling for the Guadalest catchment 
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Figure 5.36 Diagram of attribute versus contributing area and identification of breaks in 
scaling for the small catchments of the Marina Baixa 
To illustrate the fact that within the same catchment breaks tend to concur, in Figure 
5.34 referring to the Amadorio catchment, it is clear that on average, summits occupy 
the top pixel only (very low average slope steepness value), the shoulder also tends to 
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extend over only one pixel and the shoulder/ backslope break is quite clear in the 
change of several topographical attributes whose values average between 20 000 m2 and 
30 000 m2 (e. g. altitude, profile curvature and wetness index). Other breaks possibly 
related to the backslope / footslope (730 000 m2) and the footslope / toeslope 
(13 420 000 m2) interfaces recur in almost every topographic attribute distribution. 
It follows that the rules to separate the five types of landscape positions are as described 
below and as much as possible, threshold values for different topographic attributes are 
based on the breaks shown in Figures 5.34 to 5.36. 
Summits (Su) are relatively levelled surfaces and as such, the slope gradient value 
cannot be above 3°. However, this rule is clearly insufficient as it would include 
toeslope areas (Ts) and other haphazardly distributed flat pixels likely to appear in 
relatively rugged terrain such as the low areas of the Marina Baixa. Therefore, summit 
pixels are also constrained to upslope values below 10 pixels (100000m). However, 
this upslope area value might be too restrictive and does not allow for the correct 
identification of pixels that are relative crests and thus positioned in much lower areas 
of the landscape. For this reason, pixels that simultaneously present upslope area values 
between 10 and 20 pixels and dispersal areas above 20 pixels (to avoid including 
levelled pixels close to channels) are also classified as summit pixels. Consequently, all 
the remaining pixels with slope values equal or lower than 3° and that were not 
classified as summit pixels are included in the toeslope class. 
As mentioned earlier in this section, the shoulder/backslope (Sh/Bk) interface seems to 
occur two to three pixels from the top as shown in the previous three figures (5.34 to 
5.36) and therefore, the first rule to identify the shoulder pixels is that the upslope area 
is below 30 000 m2. The second rule requires the definition of slope boundaries, as 
there can be very steep pixels that are clearly part of the backslope at low upslope area 
values. Thus, apart from pixels presenting slope gradients larger than 3° (brought about 
by exclusion rules in the definition of summit and toeslope pixels), a maximum slope 
value needs to be specified. From observation of Figures b) 5.34 to 5.36 and trial with 
different threshold values, 14° has been chosen as the upper slope gradient boundary for 
shoulder pixels. This is the average slope gradient value at 30 000 m2 of contributing 
area and it can be applied for the entire of the Marina Baixa. However, these two rules 
are insufficient because they produce shoulder pixels in the lower areas of the Marina 
Baixa that are not close, to summit areas. 
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Thus, further restrictions have to be made. Analysis of the distribution of shoulder 
pixels shows that this problem arises in areas below 600 m of altitude and therefore, if 
falling in this altitudinal category, to be classified as a shoulder pixel the dispersal area 
has to be larger than 1000 000 m2, which allows pixels to be identified as shoulder 
pixels only if they are close to crests. Note that this dispersal area threshold separates 
the summit pixel from the remaining areas (see Figures e) 5.34 to 5.36) and should 
therefore allow for the correct identification of shoulder pixels in low altitude areas. 
The remaining pixels are backslope (Bk) and footslope (Ft) pixels and a slope threshold 
is required to separate those two landforms. Analysis of the breaks in slope scaling 
show divergent slope values for the interface of back-footslope areas in the three 
different catchments of the Marina Baixa. Nevertheless, trials with different values 
show that the 9° slope gradient creates compact landforms and this value is identified as 
one possible threshold for the Guadalest catchment (Figure 5.35b) and in the Amadorio 
catchment there is a small break in the scaling around this gradient value as well (Figure 
5.34b). Thus, pixels are classified as backslopes if slope is equal or steeper than 9°, and 
classified as footslope pixels if slope gradient falls in the range of ]3°, 9°[. For both 
classes pixels cannot have previously been classified as shoulder pixels. 
The algorithm for this classification is shown below. It follows that the `position 
alphabet'={ALT, SLPS, UPSA, DPSA} and the combination of intervals of these 
`position primitives' constitute classes of strings of `landscape positions' (LP) which 
have five possible arrangements, such that LP={Su, Sh, Bk, Ft, Ts}. 
Thus, the production rules for each LP class can be mathematically defined: 
ISuHSLPS530AUPSAS 100000m2; v 
SLPS 5 3° A 100 000 m2 < UPSA < 200 000 m2 A DPSA z 200 000 m2 
Sh " 30< SLPS < 14° A UPSA 5 30 000 m2 A ALT ý 600 m; v 
30< SLPS < 140 A UPSA S 30 000 m2 A ALT < 600 mA DPSA z 1000 000 m2 
Bk t-* SLPS Z 9° A X1 E {Sh} 
Ft H3°<SLPS<9°AXi 0- {Sh} 
Ts HSLPS53°Axi 0 {Su} 
Where x; is each pixel to be parsed. 
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The `position primitives' differ from the simple `shape primitives' by (1) incorporating 
more than one relational more-or-less-than-or-equal-to `IF-THEN' conditional 
statement to define each landform position, (2) requiring not-element-of symbols rather 
than just inequality symbols to exclude pixels from certain landform positions and, (3) 
being hierarchical, as rules have to be applied in the order presented, as exclusion from 
one class makes pixels eligible for inclusion in other remaining classes. 
The final step towards the segmentation of landforms involves the definition of 
thresholds of potential solar radiation to separate surfaces with low (LR) from moderate 
(MR) and high radiation (HR) regimes. 
As set out in the methodology (section 4.2.4.2.3), it is necessary to identify the potential 
solar radiation value that separates south- from north-facing slopes, which is easily 
detected by plotting potential solar radiation versus aspect. Figure 5.37 shows that 
10900W m2 approximately separates distal from proximal slopes as slope aspect 
between c. 90° and 270° presents higher potential solar radiation than the 
abovementioned value which separates low (LR) from moderately radiated (MR) 
surfaces. 
Figure 5.37 Variation of potential solar radiation with aspect in the Marina Baixa 
In order to identify the second potential solar radiation value that separates moderately 
(MR) from highly radiated (HR) surfaces, slope gradient is plotted against potential 
solar radiation and the upper radiation value limit that separates levelled from inclined 
surfaces is identified. Figure 5.38 shows that this boundary occurs at 11400 W M-'- 
Additionally, as both thresholds encompass a small range of variation of radiation, I 
also verified what area of the Marina Baixa these values represent. Surprisingly, those 
231 
Chapter Five: Landscape Modelling Results 











03 10 20 30 40 50' 
Figure 5.38 Variation of potential solar radiation with slope gradient in the Marina Baixa 
Thus, the `radiation alphabet' ={ LR, MR, HR) and three conditional statements 'IF- 
THEN' are required to map the `radiation primitives': 
1- IF PSR <_ 10 900 Wm-2 THEN pixel has low radiation (LR) regime 
12 
- IF 10 900 Wm-2 <_ PSR <_ 11400 Wm-2 THEN pixel is moderately radiated (MR) 
13 
- IF PSR >- 11400 Wm-2 THEN pixel has high radiation (HR) regime 
5.5.1.3 Bottom-Up Parsing 
The production rules can now be implemented by using one of the methods suggested in 
the methodology (section 4.2.4.2.4). In this case it was chosen for the conditional rules 
to be written using the Microsoft Excel filter function because subsequent statistical 
assessment of the landform units is also performed using this software. 
The application of the first set of rules presented in the previous section, the `landform 
shape' rules segment the profile and plan curvature maps for the Marina Baixa as shown 
in Figure 5.39a and 5.39b, respectively. The combination of these two classified terrain 
attributes produces the landform shape map of the Marina Baixa (Figure 5.40). 
Analysis of the area represented by the different shape elements (Table 5.12) shows a 
very strong association between profile and plan curvatures in that, land curvatures tend 
to have the same shape, i. e. if the profile curvature is convex the plan curvature is more 










Figure 5.39 Spatial distribution of linear (L), convex (V) and concave (C) elements in the 










Figure 5.40 Spatial distribution of landform shape in the Marina Baixa 
Table 5.12 Shape element proportion in the Marina Baixa 
Prof Ian L V C Total 
L 0.13 0.05 0.05 0.23 
V 0.08 0.17 0.09 0.34 
C 0.12 0.13 0.18 0.43 
Total 0.33 0.35 0.32 1 
x2=6997 significant at I% p-level (x2crit=13.277) 
The second set of rules (see section 5.5.1.2) is used to separate level from inclined 
surfaces and as shown in Figure 5.41 nearly a quarter of the Marina Baixa is classified 
as levelled (24%). 
The third set of production rules is related to landscape position. The application of the 
algorithm presented in the previous section, to the Marina Baixa dataset, results in the 
classification shown in Figure 5.42 where it is obvious that there is a contiguity problem 
as there are summit pixels next to toeslope pixels. 
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Figure 5.41 Spatial distribution of level and inclined surfaces in the Marina Baixa 
Figure 5.42 Spatial distribution of landscape position in the Marina Baixa - preliminary 
results 
The contiguity problem is caused by restrictions imposed by the upslope and dispersal 
area thresholds in the definition of summit pixels. To correct this problem a low-pass 
mode-adaptive filter was produced and applied in a 9x9 window (see for example 
Mather (1999) for further information on filtering). The choice of a low-pass (or 
smoothing) filter is because of the need to identify the background pattern, by removing 
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the `speckle'. `Mode-filter' because it returns the most frequently occurring landform 
within the specified window and `adaptive' because pixel class modifications are 
selective as they only occur if the initial pixel has been classified in either summit or 
toeslope classes. The window size of nine pixels is deemed large enough to avoid 
having to re-apply the filter until all the pixels that show contiguity problems change 
class and is small enough to find the mode easily even at the interface areas of several 
landscape units. 
Nevertheless, after this filter was applied, some high areas were still classified as 
toeslopes and another rule was produced so that toeslope pixels cannot appear in higher 
positions than surrounding backslope pixels. The application of the filter and this last 
exclusion rule produces the landscape position map shown in Figure 5.43. 
Figure 5.43 Spatial distribution of landscape position in the Marina Baixa - final results 
The final step of parsing entails the application of the radiation production rules to 
separate different radiation regimes which, as mentioned in section 5.5.1.2, creates 
classes with similar areas (31% LR, 34% MR and 35% HR) as shown in Figure 5.44. 
The collation of all the above maps spawns the supervised discrete landform map of the 
Marina Baixa as shown in Figure 5.45. Obviously, the classes have been simplified, as 
the maximum possible number of classes, considering all the combinations of landform 
position, shape and radiation regime, is 114. The first step entailed the generalisation of 
landform shape into only 3 categories as devised by Florinsky (2000): dissipation 
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((VV}), transit ({ CL, CV, LL, LC, LV, VC, VL }) and accumulation ({ CC)) zones, 
which reduced the number of classes to 36. Nevertheless, this number of classes is still 
too high and further generalisations are necessary. 
High Radiation 
Moderate 
Low Radiation ! 
Figure 5.44 Spatial distribution of radiation regimes in the Marina Baixa 
Since over 80% of the summit pixels have a flow pattern of the transit variety, it is 
deemed reasonable to not discriminate the remaining summit pixels on the basis of flow 
pattern (equivalent to 1.5% of the Marina Baixa area). Also, as summit pixels can only 
present two of the radiation regimes and a majority of the pixels present intermediate 
radiation characteristics (70%) and in flat areas the radiation regime is possibly of less 
importance in terms of soil development, it was considered appropriate to produce only 
one summit class. 
Similarly, shoulder pixels were all grouped into one class because differences between 
dissipation and transit shoulders and high or low radiation regimes should be very small 
in terms of soil development because transit and dissipation zones are both of exit of 
water and sediment and the main constraints on soil development in the shoulder units 
are indeed the slope gradient and curvature. 
Backslope is the only position class where all possible combinations of flow pattern and 
radiation regimes were not aggregated because it is the most active part of the landscape 
and is where differences in soil development are most evident. Thus, all six backslope 
classes are discriminated in the final landform map. 
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Footslopes are only differentiated on the basis of the radiation regime, i. e., as 90% of 
the footslope pixels have transit or accumulation flow patterns, and for convenience of 
keeping the number of landforms to a minimum, footslopes are only classified as having 
either a low or a medium to high radiation regime. Thus, footslopes are only split into 
distal (LR) and proximal (HR) slopes. 
All toeslope pixels were grouped into one class because (1) a vast majority of the pixels 
have transit or accumulation flow pattern (c. 93%), (2) by definition can only present 
moderately to low radiation regimes and, (3) only 13% of the pixels have a LR regime 
which tends to be haphazardly distributed and not form a coherent tract of land. 
I- Summit; 2- Shoulder; 3- South-facing Noseslope; 4- North-facing Noseslope; 5- South-facing 
Sideslope; 6- North-facing Sideslope; 7- South-facing Headslope; 8- North-facing Headslope; 9- 
South-facing Footslope; 10 - North-facing Footslope; II- Toeslope. 
Thus, the resulting landform map of the Marina Baixa has eleven classes: one summit, 
one shoulder, six backslopes that separate noseslopes (dissipation areas) from sideslopes 
(transit areas) and headslopes (accumulation areas), which can be either south- or north- 
facing slopes, two footslopes to differentiate south- from north-facing areas and, one 
toeslope class. 
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Figure 5.45 Supervised discrete landform classification of the Marina Baixa 
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5.5.1.4 Class Characteristics 
Similar to the previous analysis of landform class characteristics in sections 5.4.1.4 and 
5.4.2.4, the mean topographic attribute value for each landform class was classified into 
one of five percentiles to ease the perception of high, medium and low values in each 
topographic attribute variation by landform class (Table 5.12). Additionally, high 
variability information is added to the table by highlighting attributes/classes with a 
coefficient of variation higher than 100% (values in bold). 
It is quite noticeable that for all landforms that are not distinguished on the basis of 
concurrent curvatures (nose- and headslopes), curvature values tend to be quite variable 
(bold values in `PROF', `PLAN' and 'TCI' columns) because landforms either 1) group 
pixels with substantially different curvatures (transit zones include 7 different 
combinations of curvature pairs) which is the case on sideslopes or simply because 
shape primitives are not used in the discrimination of the landforms (e. g. summits, 
footslopes, toeslopes). 
Also, despite altitude, upslope and dispersal areas being used to establish some class 
boundaries, due to a) the fact that landscape position is contextual, b) the wide range of 
variation of upslope and dispersal areas and c) the mode filter applied to the 
classification, there is not a strong association between `ALT', `UPSA' or `DPSA' and the 
landforms. In fact, adapting table 5.13 to allow testing for independence, results indicate 
that on average the degree of contingency of landforms on those three topographic 
attributes is smaller than on the remaining attributes, especially compared to the 
dependence on wetness index, contour and length curvatures and potential solar 
radiation. Note however that this is based on average class values and in fact, wetness 
index does not have very clear boundary values associated with the different landforms. 
Table 5.13 Discrete landform class characteristics based on percentile classes 
Summit 4 1 3 3 5 5 5 1 3 2 
Shoulder 5 3 5 1 1 5 2 5 3 3 
Noseslope S 4 5 5 1 3 5 1 5 5 5 
Noseslope N 4 5 5 1 3 5 1 5 5 1 
Sideslope S 4 5 2 2 5 5 2 4 3 5 
Sideslope N 4 5 2 2 4 5 2 4 3 1 
Headslope S 4 5 1 5 5 4 3 3 1 5 
Headslope N 4 5 1 5 5 5 3 3 1 1 
Footslope S 2 2 3 4 5 5 4 3 2 4 
Footslope N 3 3 2 4 5 5 4 2 2 1 
Toeslope I 1 3 3 5 5 5 1 3 3 
Marina Baira 3 3 3 3 5 5 4 3 3 3 
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In addition to the landform characteristics that are clearly a function of the set of rules 
designed to define them, the most striking feature is related to the different landscape 
position occupied by the three different types of backslope. As shown in Table 5.13 and 
illustrated in Figure 5.46, noseslopes tend to occur in higher landscape positions than 
sideslopes and headslopes and the latter occupying the lowest positions, which concurs 
with hypothetical representations of hillslope systems presented in section 2.4.2.2. Also, 
in the case of the Marina Baixa, note that on average, those three landform units tend to 
have slightly lower upslope drainage area on north-facing hillslopes. This happens most 
likely because the north-facing hillslopes also tend to be smoother and only pixels 
further up the hillslope qualify to be included in the backslope position, which 
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Figure 5.46 Variation of statistical parameters of central tendency with landform unit 
Although visually it is not easy to assess the areas covered by the different landforms 
(Figure 5.45), there are significantly larger areas facing southwards (moderate and high 
potential solar radiation) then northwards, with south-facing backslope and footslope 
areas presenting almost double the area of the ones facing northwards, which in the 
context of the Marina Baixa is quite considerable as the area classified as footslope and 
backslope corresponds to almost 70% of the total area. 
5.5.2 SUPERVISED CONTINUOUS CLASSIFICATION 
The Supervised Continuous (SC) classification method entails the prior softening of the 
topographic attributes. This is achieved by converting the derived primitives into fuzzy 
sets using the trapezoidal model defined by equations 3.5,3.6 and 3.7 presented in 
section 3.3.2.2. 
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As the landform prototypes have already been identified (section 5.5.1.1) and the 
primitives and respective thresholds defined for each landform unit for the previous 
supervised classification method (section 5.5.1.2), the first step involves the definition 
of the range of the central concept and the width of the transition zone(s) for each 
primitive in order to calculate the continuous membership value for each pixel (section 
5.5.2.1). 
The second phase involves the definition of the joint membership functions for 
`landform shape', `landscape position' and `radiation regime' which implies the 
quantification of the contribution of each primitive to each landform class (section 
5.5.2.2). The third stage is the collation of the three joint membership function results 
using logical operations, such as intersection, negation and convex combination (section 
5.5.2.3). 
5.5.2.1 Fuzzification of Primitives 
Following the same order set out for the supervised discrete method (section 5.5.1), the 
primitives concerning the shape of landform elements are fuzzified first. Previously, the 
primitives of both profile and plan curvature allowed each pixel to belong to one, and 
only one, category of shape: linear (L), concave (C) or convex (V). Also, the boundary 
between each category was given by a single value. However, fuzzy sets allow the 
definition of a transition zone, which can be abrupt (very small parameter d values) or 
very gradual (very large parameter d values). Thus, instead of considering a pixel to 
have a linear shape only if falls within the range of [-0.0001m 1,0.0001m 1], these two 
boundary values are used to establish the curvature at which the membership function of 
a relatively linear profile pixel MF(PROFrI) =0.8. 
Therefore, to define a curvature as relatively linear in profile (or plan) the parameters b 
and d in equations 3.5,3.6 and 3.7 are: 
b1=-0.000125 rad/m b2=0.000125 rad/m d1=d2=0.00005 rad/m 
This means that full membership (MF=1) is only given in a smaller range of variation of 
curvature than in the Boolean case, but over a range of d (0.00005 rad/m), membership 
decreases only to 50% as shown in Figure 5.47. The same parameter values are used to 
define the relatively linear contour curvature MF(Pr r 1r . 
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Similarly, to characterise a pixel as relatively concave in profile (or convex in plan), 
the parameters b and d in equations 3.5,3.6 and 3.7 are: 
b2=-0.00015 rad/m d2=0.0001 rad/m 
Therefore, relatively concave profile membership MF(PROFIC) is only null when 
curvature is null (which strictly means that a pixel is linear and therefore cannot be 
concave) or when the curvatures present the opposite sign and therefore the likelihood 
of resembling that shape is also null. In opposition, full membership is attained when 
inflexion in curvature is significant, which in this case was chosen to be when profile 
curvature is smaller than -0.00025 rad/m. 
In contrast, parameters b and d (equations 3.5,3.6 and 3.7) in the membership function 
MF(PROFrv) that define a pixel as relatively convex in profile (or concave in plan) are: 
b1=0.00015 rad/m d1=0.0001 rad/m 
In this way, parameters bl, b2, dl and d2 for the three profile shapes produce 
symmetrical memberships to each side of zero curvature and, the degree of membership 
of convexity or concavity is similar if the distance from the boundary of the central 
concept is the same, i. e. if dl -- d2 MF(-x, ) oc MF(x, ), Vx; #0. 
Also, with the exception of profile (or plan) curvature being null, each pixel presents 
simultaneously a degree of membership to linearity and to concavity/convexity, i. e. 
Vx1#O Bx; I MF(PROF. )>O V MF(PROF, )>O A O! 2MF(PROF j)51. 
Figure 5.47 summarises the variation in membership function of the three derived shape 
primitives of profile curvature. As an example, if a pixel has a profile curvature value of 
0.0001 rad/m, the degree of membership to a relatively linear shape is 0.8, to a 
relatively convex shape is 0.3 and is null to a concave shape. Thus, it is not compulsory 
for the sum of memberships of primitives derived from the same attribute to equal 1. 
Note that for the fuzzification of the primitives derived from plan curvature, the 
parameters for the membership functions are exactly the same as the ones chosen for 
profile curvature but for the opposed shapes, i. e. the membership function that defines a 
relatively concave profile curvature is also used to define a relatively convex plan 
curvature and vice-versa. 
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Figure 5.47 Membership function of relatively linear, concave and convex profile curvature 
The second set of rules concern the labelling of pixel position. Instead of fuzzifying 
each conditional statement for each landform separately, for ease of presentation, all the 
rules and boundaries for each topographic attribute that were used in the previous 
landform classification are fuzzified first, and combined in a posterior phase. Thus, the 
graphical representation of the membership functions uses, as much as possible, similar 
colours to the ones used in the map of landform position (Figure 5.43). 
The attribute slope (SLPS) is used in the definition of the five landscape positions: 
summit, shoulder, backslope, footslope and toeslope. In this particular case the range of 
variation of SLPS accepted for summit and toeslope is the same and therefore, only 4 
primitives need to be derived from this attribute: relatively flat slope (rf) for the 
identification of summit and toeslope pixels, moderately smooth slope (msm) for the 
detection of footslope surfaces, moderately steep slope (mst) for the recognition of 
shoulder pixels and steep slope (rs) for the classification of backslope areas. 
Thus, the parameters to define a relatively flat surface are such that the MF=0.5 cross- 
over occurs at the threshold value previously identified to separate flat from non-flat 
areas (SLPS=3°): 
MF(SLPS, f)=1 if SLPS<_2.5° 
MF(sLPS, f)=0 if SLPS>_6.0° 
0<MF(SLPSrf)< 1 if 2.5°<SLPS<6.0° 
b2=3° and d2=0.5° 
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Similarly, the parameters that define a moderately smooth slope membership function 
MF(SLPS.,,, ) have the MF=0.5 cross-over at the boundaries {3°, 9°) which are the slope 
threshold values previously identified that can be used to separate footslope surfaces: 
b1=3° and d1=0.5° if SLPS<3.5° 
MF(sLPs J=1 if 3.5°<_ SLPSS 8.0° 
b2=9° and d2=1.0° if SLPS>8.0° 
In this case, the transition zones on either side of the central concept have different 
widths and therefore, different rates of variation (dl*d2). Thus, if slope steepness is 
relatively low, the rate of membership decrease is more rapid than if slope steepness is 
relatively high. These different rates of variation are intended to reflect the fact that a 
small variation in slope gradient near a flat area is likely to have a larger impact in the 
variation of soil properties than a larger variation in slope gradient in an already 
moderately steep area. 
Also, in the definition of moderately steep areas, the width of the transition zone is 
larger than in any of the previous primitives of slope gradient because at the boundaries 
of the central concept changes in soil properties are expected to not be very abrupt. 
Choosing a larger d value creates a more gradual transition zone. It follows that the 
parameters for the moderately steep membership function MF(SLPS.. ) are: 
MF(sLPs. a=O if SLPS52.5° 
b1=3° and dl=2° if 2.5°<SLPS<5.0° 
MF(sLPS. O=1 if 5.0°SSLPS512.00 
b2=14° and d2=2.0° if SLPS>12.0° 
In addition to the same type of rules used for the definition of moderately smooth areas, 
in the case of moderately steep areas, one extra rule was added to exclude areas with 
full membership to a relatively flat area (MF(SLPSd)=1) to present any membership to a 
steep area. This same rule is used in the definition of steep areas. 
Hence, the parameters chosen to define the steep slope gradient membership function 
MF(sLPs) are: 
MF(sLPS)=0 if SLPS<_2.5° 
b1=9° and d, =3° if 2.5°<SLPS<12.0° 
MF(SLPS)=1 if SLPS>_ 12.00. 
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Which causes the transition between null and full membership to be even more gradual 
than in the case of the moderately steep function. Also, note that full membership is 
attained at the same point where the moderately steep membership decays (12°). 
Figure 5.48 summarises the range and variation of membership value with slope 
gradient for all four slope primitives. 
0° 
Figure 5.48 Membership function of relatively flat (rf), moderately smooth (msm), 
moderately steep (mst) and steep (rs) slope gradient 
The second topographic attribute from which primitives are derived in order to separate 
summit and shoulder positions from the rest of the landscape is upslope catchment area 
(UPSA). Thus, one membership function is required to match the shoulder and two to 
match the summit conditional rules. The first is required to identify shoulder pixels as 
surfaces with relatively low drainage area and the parameters of the membership 
function are as follows: 
MF(UPSAr1)=1 if UPSA<_ 27500m 2 
b2=32500m 2 and d2=5 000 m2 if UPSA> 27 500 m2 
The UPSA membership functions, for the identification of summit pixels, separate areas 
of moderately low drainage area (MF(UPSA w)) from moderately high drainage area 
(MF(UPSA,,,,, )). Rules are as follows: 
MF(UPSAm1)=1 if UPSA: 5 90000m2 
b2=110000m2and d2=20000m2 if UPSA>90000m2 
bl=90000m2and dj=20000m2 if UPSA< 110000m2 
MF(UPSAmh)=1 if 110000m25UPSAS 190000m2 
b2=210000m2and d2=20000m2 if UPSA> 190000m2 
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Figure 5.49 illustrates the variation of degree of membership with UPSA and clearly, 
the transition zone for relatively low drainage areas is much smaller than for moderately 
low/high drainage areas. Again, the reason for choosing different gradients of 
membership variation stem from the fact that more gradual variations in soil properties 
are expected if the upslope area is moderately low rather than relatively low, where the 
latter implies much smaller upslope drainage area. Figure 5.49 does not show the entire 
range of variation of UPSA as the intention is to emphasise the variation of degree of 
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Figure 5.49 Membership function of relatively low (rl), moderately low (ml) 
and moderately high (mh) upslope area 
In order to define summit and shoulder pixels when these are located in areas with 
moderately low upslope drainage area, the definition of degree of membership is 
required to separate moderately high and high dispersal areas (MF(DPSA, nh) and 
MF(DPSAth), respectively for summit and shoulder recognition): 
bi=175000m2and d1=50000 m2 if DPSA<225000m2 
MF(DPSA,,,,, )=1 if DPSA> 225 000 m2 
bl=950000m2and d, =100000m2 if DPSA< 1050000m2 
MF(DPSAth)=1 if DPSA_ 1050 000 m2 
In Figure 5.50 the change in degree of variation of these two dispersal area primitives is 
depicted, which also has transition zones with different widths for the same reasons 
pointed out in the case of the upslope catchment area. Thus, the dispersal area boundary 
of summits in the attribute space is less fuzzy than the boundary of shoulders. 
For both upslope and dispersal areas, the degree of membership of the thresholds 
identified in the supervised discrete (SD) classification (section 5.5.1) were chosen to 
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correspond to 0.8, similar to the cross-over adopted for profile and plan curvatures. The 
reason for not choosing a cross-over of 0.5 but of 0.8 is mainly related to the fact that 
the latter allows one to impose less fuzzy boundaries in the attribute space. In the case 
of upslope area this is required because in the geographical space, the thresholds of 
30000m 2,100000m 2 and 200000m 2 correspond only to 3,10 and 20 pixels and if too 
fuzzy, those thresholds identified using the attribute-area relationships would become 
meaningless. It would also produce far too large an area of summits and shoulders, 
which have repercussions in the entire classification because these two classes are 
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Figure 5.50 Membership function of moderately high (mh) and high (rh) dispersal area 
The last attribute required for the recognition of shoulder positions is altitude, which in 
SD classification was used, together with dispersal area, to restrain shoulder pixels to 
the proximity of summit pixels. Thus, using the 600m threshold as the 0.5 membership 
cross-over, two primitives of altitude are derived, such that a pixel is likely to have a 
relatively low altitude if: 
MF(ALTr, )=1 if ALT5500m 
b2=600 m and d2=100 m if ALT>500 m 
and a high altitude if: 
b1=600m and dj=100m if ALT<700m 
MF(ALTth)=1 if ALT? 700 m 
These parameters produce symmetrical degrees of membership from the boundary of 
altitude value of 600m, as shown in Figure 5.51, which is similar to the approach 
adopted in the parameterisation of relatively concave and convex slopes (see Figure 
5.47). Thus, instead of having a crisp boundary at 600m, in the 500m to 700m range 
pixels have a certain likelihood of being at a relatively low or high altitude. 
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Finally, the third set of rules developed in the SD classification (section 5.5.1) concern 
the separation of low from high radiation surfaces using thresholds of potential solar 
radiation. However, while three primitives were identified, only 2 classes were 
effectively distinguished after the landform simplification process and, therefore, to 
produce similar fuzzified landform classes only two primitives are fuzzified. Thus, the 
intermediate potential radiation class gives place to the transition zone between the 
relatively high and low radiation classes, thus converting 3 classes into 2, as shown by 
the rules below and graphically summarised in Figure 5.52. 
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Figure 5.51 Membership function of relatively low (rl) and relatively high (rh) altitude 
Thus, the degree of likelihood of a pixel having relatively low radiation (MF(PSR,, )) is 
controlled by the following rules: 
MF(PSRr, )=1 if PSR<_ 10 
b2=11 150 WM-2 and d2=250 wm-2 if 10 900 WM-2 <PSR< 11400 WM-2 
MF(PSRr, )=0 if PSR_ 11400wm-2 
And the degree of likelihood of a pixel having relatively high radiation (MF(PSRth)) 
depends on the rules below: 
MF(PSRth)=0 if PSR<_ 10900wm-2 
bl=11150wm-2 and dj=250wm-2 if 10900wm 2<PSR< 11400wm-2 
MF(PSRth)=1 if PSR_ 11400wm"2 
Which is depicted in Figure 5.52 and shows symmetrical degrees of membership around 
the centre value of the range that had previously been labelled as `moderately radiated' 
and ceased to exist as a radiation regime class after landform generalisation (section 
5.5.1.3). The primitives MF(PSRth) and MF(PSRr, ) show full membership (MF=1) only if 
pixels are actually facing southwards (90° - 270°) or northwards (270° - 90°). 
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Figure 5.52 Membership function of relatively low (rl) and relatively high radiation (rh) 
5.5.2.2 Definition of Joint Membership Functions 
As specified in 4.2.4.2.6, firstly the shape primitives are combined to calculate the 
degree of membership to each type of pattern flow (dissipation, transit and 
accumulation). 
Thus, since a dissipation zone is a surface where the curvature is convex in both length 
and contour, the joint membership function (FMF) of dissipation zone (MF(Diss)) rules 
are as follows: 
" IF MF(PROFrv) A MF(PLANrv) >_ 0.5 > JMF(DIss)= 0.5 MF(PROFrv) + 0.5 MF(PLANrv) 
" IF MF(PROFr, ) A MF(PLw1, ) < 0.5 JMF(D[ss)= 0.5 MF(PROFrv) + 0.5 MF(PLANrv) 
" IF MF(PROFrV)<0.5 A MF(PLANrv) > 0.5 => JMF(DIss)=0.75 MF(PROFrv) + 0.25 MF(PLANrv) 
" IF MF(PROFrV)>0.5 A MF(PLANrv) < 0.5 JMF(DIss)=0.25 MF(PROFrv) + 0.75 MF(PLANrv) 
Thus, when the degree of membership to a relatively convex profile or plan curvatures 
are simultaneously above or below 50%, the JMF(Diss) is simply the arithmetic average 
of the MF. However, if one of the curvatures has a relatively low likelihood of being a 
convex surface, then to emphasize the fact that one of the MF does not have one of the 
essential characteristics used to define convexity, the membership function that presents 
low membership to convexity is given a weight of 75%. These different weights are 
required to decrease the overall likelihood of being a dissipation zone, because one of 
the characteristics does not meet its definition and is, in fact, a transit surface. 
Similarly, in the definition of the JMF of an accumulation zone (JMF(ACCU)), the 
characteristic that falters is given more emphasises, thus helping decrease the degree of 
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membership to accumulation zone because it is a transit zone if both curvatures are not 
likely to have the same shape. 
" IF MF(PROF, C) A MF(P1AN) >_ 0.5 JMF(Accu)= 0.5 MF(PROF, c) + 0.5 MF(Pi_& ) 
" IF MF(PROF, c) A MF(Pi r. ) < 0.5 JMF(Accu)= 0.5 MF(PROFrC) + 0.5 MF(PLANn ) 
" IF MF(PROFrc) < 0.5 A MF(PJ. AN c) > 0.5 JMF(ACCU)= 0.75 MF(PRoF, ) + 0.25 MF(PLAN, c) 
" IF MF(PRoFrc) > 0.5 A MF(PzArv, ) <0.5 => JMF(Accu)= 0.25 MF(PRoFJ) + 0.75 MF(PLANrc) 
In opposition, for the definition of the JMF of transit zone (JMF(Tanxs)), the central 
concept (linearity) is emphasised by being assigned a weight of 75%, i. e. the 
membership to PROF(ri) or PLAN(nn) is larger than the one given to the other MFs. Also, 
as a transit zone can be defined by seven different types of combinations of profile and 
plan curvature, it is necessary to calculate the MF for all seven combinations and the 
highest membership attained in one of the possible combinations is assigned to the 
JMF(Tiw. s). Thus the rules for the calculation of the JMF( vs) are described below: 
JMF(ws) = the highest MF attained in one of following production rules: 
" MF(nt Ns)= 0.50 MF(PROFri) + 0.50 MF(PLANrj) 
" MF(TRANs)= 0.75 MF(PROFri) + 0.25 MF(PLAN, ) 
" MF(nw. s)= 0.75 MF(PROFrl) + 0.25 MF(P[. Ai' ) 
" MF(T ANS)= 0.25 MF(PROFrv) + 0.75 MF(PLAN, I) 
" MF(TRANs)= 0.25 MF(PxoFrc ,)+0.75 
MF(PLAvrl) 
" MF( ANs)= 0.25 MF(PROFI) + 0.25 MF(Pt Ar, c) 
" MF(TRANs)= 0.25 MF(PROFVC) + 0.25 MF(PI ANr, ) 
In some cases it is possible that the sum of the overall likelihood of the three flow 
pattern zones is not restricted to the [0,1] interval. Thus, for ease of comparison and 
combination with other membership functions, the three JMFs (dissipation, transit and 
accumulation) are rescaled and bounded by (0,1 }. 
The second stage involves the combination of primitives to identify the joint 
membership function for landscape positions. In the case of summit, slope gradient and 
upslope area are the two topographic attributes from which membership functions are 
combined, such that: 
JMF(suMMrr)= the highest MF(SUMMrr) attained in one of following production rules: 
" MF(SUMMrr)= 0.75 MF(SLPSd) + 0.25 MF(UPSAm1) 
" MF(suMMrr)=(0.75MF(SLPSrf)+0.125MF(UPSAmh)+0.125MF(DPSAmh))XMF(UPSAmh) 
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It is thought that slope gradient is a more important characteristic than upslope area in 
defining a summit position and therefore a higher weight is given to slope gradient 
(0.75). 
Also, the second production rule used to calculate the JMF of summit can only be larger 
than the first rule if UPSA > 100000m2 and its formalisation indicates that it is 
restrained by the values of MF(UPSAmh), i. e. if a pixel does not have full membership of 
MF(uPSAn, h) then the likelihood of being a summit pixel drops proportionally to the 
value of MF(uPSAR, h). Thus, it is the fuzzy equivalent of a Boolean exclusion rule. 
Altitude is used in a similar way in the formalisation of the continuous JMF of shoulder 
where the maximum JMF that a pixel can attain can only occur if the pixel presents full 
membership in either relatively high or relatively low altitude: 
JMF(SHOULDER) = the highest MF(SHOULDER) attained in one of following production 
rules: 
" MF(sHOULDER)= (0.75 MF(SLPSmst) + 0.25 MF(UPSAr1)) XMF(ALT1h) 
" MF(sHOUL.. DER)=(0.60MF(SLPSmst)+0.20MF(UPSArl)+0.20MF(DPSAfi))XMF(ALTrI) 
As in the case of the SD classification (section 5.5.1), the set of rules have to be applied 
in the order presented because the JMFs of backslope, footslope and toeslope use the 
JMF values of shoulder and summit, which are used in negation operations (the 
equivalent of complement in Boolean logic): 
" JMF(BACKS)= MF(sLPs1) if JMF(sHOULnER)50.9; or 
" JMF(BACKS)= MF(SLPs, )-(MF(SLPs, s) x JMF(sHOULDER)) if JMF(sHouu. ER)>09 
" JMF(FooTs)= MF(SLPSmsm) if JMF(sHOULDER) <_0.9; or 
" JMF(FooTs)= MF(SLPSmsm)-(MF(SLPSmgm) x JMF(sxouLDER)) if JMF(SHOULDER) > 09 
" JMF(ToES)= MF(SLPSrf) if JMF(su rr) <_0.9; or 
" JMF(TOES)= MF(sLPS1, f)-(MF(SLPSrf) x JMF(suMMrr)) if JMF(suMMrr)>09 
Thus, for instance, when a pixel presents full membership of UPSAm1, the JMF of 
summit and toeslope add up to one, as toeslope is, according to this set of rules, 
complement of summit. Moreover, to correct for the contiguity problem that had been 
detected in SD classification (section 5.5.1.3), all pixels that were previously classified 
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as summits have to present a JMF(ToEs)<0.5. Consequently, in those cases where this 
statement is false, the JMF(ToEs) is swapped with the JMF(suMMrr). 
Last of all, the definition of the joint membership functions related to the radiation 
regime (JMF(H, GHRAD) and JMF(LOWRAD)) are the same as the membership functions 
presented in the previous section (MF(PSR, h) and MF(PSRd)) because the likelihood of a 
pixel having relatively low or relatively high radiation depends only upon the annual 
potential incoming solar radiation and therefore, there is no need to combine it with 
other fuzzified primitives. 
5.5.2.3 Combination of Joint Membership Functions 
In order to produce 11 landform classes equivalent to the ones produced using the 
discrete algorithm it is now necessary to combine the membership functions related to 
flow pattern, landscape position and radiation regime using the p-root of intersection (or 
geometrical mean) as explained in section 4.2.4.2.6. 
The following production rules show how the different JMFs are combined to calculate 
the JMF of each landform: 
" JMF 
" JMF(SHOULDER)=[JMF(SHOULDER)](I/1) 
" JMF(SOU-FACING NOSES LOPE)=[JMF(DISS) x JMF(BACKS) X JMF(HIGHRAD)1(11) 
" JMF(NORTH-FAC1G NOSESLOPE)=[JMF(DISS) X JMF(BACKS) X JMF(LowRAD)1(113) 
" JMF(SO,,, H-FACING SIDESLOPEF[JMF(ACCU) X JMF(BACKS) X JMF(11IGHRAD)1(1/3) 
" JMF(NORrH-FACING sroESCOPE)=[JMF(ACCU) x JMF(BACKS) X JMF(LowRAD)](113) 
" JMF JMF (1/3) (SOUTH-FACING HEADSL)PE)= J[MF(TRANS) X JMF(BACKS) X (HIGHRAD)] 
" JMF(NORTH-FACING HEADSLOPE)=[JMF(TRA, S) x JMF(BACKS) x JMF(I, GwRAU)](113) 
" JMF(SOUTH-FACING FOOTSLOPE)=[JMF(FOOTS) X JMF(HIGHRAD)](1rz) 
" JMF(NORTH-FACING FOOTSLOPE)=[JMF(FOOTs) X JMF(J wRAO)](In) 
" JMF(mESLOPE)=[JMF(T'OES)](111) 
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5.5.2.4 Bottom-up parsing 
The application of the production rules to the topographic attributes assign, for each 
pixel, the likelihood of it: 
(1) being relatively convex, linear or concave in both profile and plan curvatures; 
(2) having relatively flat, moderately smooth, moderately steep or steep gradient; 
(3) presenting relatively low, moderately low or high upslope area; 
(4) showing moderately high or relatively high dispersal area; 
(5) having relatively high or low altitude; and 
(6) having relatively high or low radiation. 
Below are some examples of the spatial distribution of the degree of membership of 
some of the primitives derived from slope gradient, upslope area and potential solar 
radiation. The areas with full membership in Figures 5.53,5.54,5.57 and 5.58 are very 
similar to the ones shown in Figure 5.41 (related to slope gradient) and in Figure 5.44 
(related to the radiation regime). The combination of several of these memberships 
produces the overall likelihood of a pixel being classified as: 
(1) dissipation, transit or accumulation pixel; 
(2) summit, shoulder, backslope, footslope or toeslope; and, 
(3) relatively high or low radiation. 
The JMF(iandform) is the combination of one, two of three of these types of JMFs. Figure 
5.59a) to k) show the variation of membership degree for each of the eleven landforms 




Figure 5.53 Spatial variation of degree of membership of a relatively flat surface 
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Figure 5.55 Spatial variation of degree of membership of relatively low upslope area 
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Figure 5.56 Spatial variation of degree of membership of moderately high upslope area 
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Figure 5.57 Spatial variation of degree of membership of relatively high radiated area 
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Figure 5.58 Spatial variation of degree of membership of relatively low radiated area 
The most distinct feature in the maps of Figure 5.59 is a clear separation of areas facing 
southwards from those facing northwards because the radiation regime membership 
function, after rescaling, produces complementary classes, i. e. if one pixel has a 
membership degree of n to a high radiation regime, it has (1-n) membership to a low 
radiation regime. Also, none of the pixels have a membership degree above 90% in any 
of the landforms and very few pixels have memberships above 50% to any of the 
backslope landforms, which is an obvious result of the intersection operation used to 
combine shape, position and radiation regime. This relatively low membership degree 
does not affect the classification negatively because ultimately the partition is 
defuzzified using the maximum membership classifier so that all pixels are assigned to 
one landform (as explained in section 4.2.4.1.5), even if its maximum membership 
degree to a certain landform is low. 
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Figure 5.59 Spatial variation of degree of 
membership of each landform 
Figure 5.60 illustrates the spatial variation of landform classes after defuzzifying the 
fuzzy partitions into the eleven landforms also segmented using the discrete method. 
While most landforms position and extent approximately coincide with the results 
obtained in the SD classification (section 5.5.1), this is not the case for toeslope, which 
presents rather fragmented surfaces intercalated with shoulder pixels. Analysis of the 
shape and location of the toeslope pixels that changed into shoulder pixels indicates that 
possibly they should be part of another class as they separate relatively convex from 
relatively concave pixels in both directions, i. e. separating dissipation from 
accumulation zones. 
In the light of these findings, it is deemed appropriate to separate the toeslope class into 
two classes: dissipation and accumulation toeslopes. Figure 5.61 shows the final 
hardened landform classification with 12 classes. 
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Figure 5.60 Defuzzified supervised continuous landform classification of the Marina Baixa - 
preliminary results 
1- Summit; 2- Shoulder; 3- South-facing Noseslope; 4- North-facing Noseslope; 5- South-facing 
Sideslope; 6- North-facing Sideslope; 7- South-facing Headslope; 8- North-facing Headslope; 9- 
South-facing Footslope; 10 - North-facing Footslope; 11 - Toeslope. 
Figure 5.61 Defuzzified supervised continuous landform classification of the Marina Baixa - 
final results 
1- Summit; 2- Shoulder; 3- South-facing Noseslope; 4- North-facing Noseslope; 5- South-facing 
Sideslope; 6- North-facing Sideslope; 7- South-facing Headslope; 8- North-facing Headslope; 9- 
South-facing Footslope; 10 - North-facing Footslope; 11- Accumulation Toeslope; 12 - Dissipation Toeslope. 
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5.5.2.5 Class Characteristics 
Similar to the analysis of the previous three landform classifications (sections 5.4.1.4, 
5.4.2.4 and 5.5.1.4), the mean topographic attribute value for each landform class was 
assigned to one of five percentiles and very high values of the coefficient of variation 
are highlighted in bold in Table 5.13. 
Not surprisingly, all findings reported in section 5.5.1.4 referring to the discrete 
classification are also valid for the defuzzified classification, including the different 
position of backslope units (nose-, side- and headslopes) caused by steeper south-facing 
slopes, which according to Kennedy (1997) are steeper due to more frequent moisture 
fluctuation, thus creating greater erosion and aspect related valley asymmetry. 
In addition, the percentile classes of the two toeslope landforms show that they have 
surfaces with opposite curvatures and the dissipation class is in a spur position (smaller 
upslope area than the one of accumulation surfaces). Thus, the different percentile 
classes corroborate the rationalization for the separation of two toeslope classes. 
Table 5.14 Defnzzified landfnrm via-, c characteristics based on nercentile classes 
ALT SLPS PROF PLAN UPSA DPSA WI DI TCI PSR 
Summit 3 1 3 3 5 5 5 1 3 2 
Shoulder 3 2 4 2 1 5 3 3 4 3 
Noseslope S 4 5 5 I 3 5 1 5 5 5 
Noseslope N 4 5 5 1 3 5 1 5 5 
Sideslope S 4 5 2 2 4 5 2 4 3 5 
Sideslope N 4 4 2 2 4 5 2 4 3 
Headslope S 4 5 1 5 5 4 3 3 1 5 
Headslope N 4 4 1 5 5 5 3 3 1 1 
Footslope S 2 2 3 4 5 5 4 3 2 4 
Footslope N 2 2 3 4 5 5 4 2 2 2 
Ac Toeslope 1 1 3 4 5 4 5 1 2 3 
Ds Toeslope 1 I 5 2 1 5 4 1 3 3 
Marina Baixa 3 3 3 2 5 5 4 3 3 3 
5.5.3 SUMMARY 
Although some of the membership functions for some of the terrain attributes have 
limited transition zones, the combination of JMFs produced very fuzzy partitions with 
low average degrees of membership to the different landforms. This is due to the fact 
that most membership functions have null membership in some range of variation of 
terrain attributes, which is further accentuated by intersection operations on the MFs. 
Thus, it is not unexpected that very large areas in Figures 5.59 a to k present null 
membership to some landforms and that the confusion index is very high (CI>80%). 
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Comparison of discrete with continuous classification (Figures 5.45 and 5.61) and 
measurements of the degree of overlap between them indicates that even hardening (or 
defuzzifying) a fuzzy partition, developed from general rules, which are also applied to 
a discrete classification, can change the landform classes to which pixels belong (Figure 
5.62). Overall c. 20% of the pixels in the Marina Baixa area changed landform class, 
with nearly 5% changing landform class due to change in the radiation regime class, 
which is caused by pixels that in the SD classification (Figure 5.45) had been 
considered to have a moderate radiation regime and been aggregated in the 'south- 
facing' class, while in the SC classification (Figure 5.61) being classified as 'north- 
facing' because they are slightly closer to the north-facing central concept and thus 
presenting slightly higher membership to it. 
hnrhangrkl 
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Figure 5.62 Location of pixels that change landform class from SI) to SC classification 
While summits, shoulders, south-facing nose-, head- and foot-slope, and toeslopcs 
decreased in area from the discrete (SD) to the continuous partition (SC), the remaining 
landforms increased in area. However, exchanges were not balanced and some 
landforms lost more area than others. Most striking are toeslope areas that were reduced 
4% in area (from 15.6% of the total area of the Marina Baixa using the SD to only 
11.6% using the SC classification method) to north-facing footslope mainly (change of 
3.2%). The toeslope class was also split and gave place to a dissipation toeslope (a new 
class representing almost 5.7% of the Marina Baixa). These changes are discernible 
from observation of Figure 5.63 where the toeslope bar (representing the SD 
percentage) has correspondence to not only the two toeslope classes, but also to 
footslope surfaces. 
Also manifest is the fact that the shoulder class loses more pixels to a larger number of' 
classes than any other landform: nearly 2.51/c of its area is lost with fuzzification, with 
pixels changing to hackslope and footslope positions. Also, shoulder, south-facing 
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footslope and toeslopes are the landforms that lose the most area while north-facing 
sideslope is the only landform that does not lose any pixels. 
Although the degree of overlap between both classifications is high, three of the 
landform classes undertook major changes: toeslopes, north-facing footslopes and 
shoulders. Also, in all three cases, despite using defuzzified results, landforms are less 
compact. These results are similar to the ones obtained with unsupervised classification 
(section 5.4.3) which means that, fuzzy partitions are certainly very likely to, when 
defuzzified, present different landform classes from the initial discrete ones and thus 
providing finer-scale variability, which in this case translated in producing another 
landform class. 
Thus, the continuous classification seems to have restricted both the shoulder and the 
toeslope areas, and considering the new classes to which those pixels were assigned, it 
seems that the continuous classification was able to better allocate lowland pixels whose 
definitions are somewhat looser. Geomorphologically, and with obvious implications 
for soil prediction, the continuous classification is able to simultaneously better separate 
some of the landform classes and pick some finer variability than the discrete 
classification. 
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Figure 5.63 Degree of overlap between classes produced using a discrete and a 
continuous classification method 
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5.6 ADDING PETROVARIANCE 
A large area of Marina Baixa is classified as mountainous ranges that structurally 
correspond to the foothills of the Baetic mountain domain (Hernandez-Hernandez, 
1997). The remaining areas are coastal plains and the areas where the main river courses 
are located. The geological structure of Marina Baixa is extremely complex, resulting 
from strong Alpine tectonics affecting rocks of differing competence, to which were 
added the effects of the diapiric intrusions of Triassic rocks (Moseley, 1990). Thus, 
Triassic rocks occur as diapiric intrusions through the younger rocks from the 
Cretaceous, Palaeogene and Miocene, creating a variety of lithological formations. This 
complexity must, of course, be represented in the landscape classification and this 
section describes how that is achieved and with what effect. 
5.6.1 DATA PRE-PROCESSING 
As explained in the methodology (section 4.2.5), only four lithological classes are 
differentiated in the Marina Baixa. Thus, after digitising the 1: 100000 lithological map, 
the different areas were assigned one of the four following lithologies: (1) limestone and 
dolomite, (2) materials that are predominantly constituted by marls, (3) slope deposits 
and (4) alluvial sediments (Figure 5.64). 
Limestone and dolomite are the most competent rocks and usually exhibit massive 
strata that form the high precipices of many of the mountains (Moseley, 1990), such as, 
Aitana and Sella, Helada, Serella, Aixorta, Carrascal, Bernia, Ferrer and other ridges 
south of Aitana mountain. This lithological group covers nearly 25% of the area of 
Marina Baixa, but its representation by catchment can vary from 42% in the Guadalest 
to 3% in the Torres. 
The group with predominance of marls has a large set of rock mixtures ranging from 
simple marls to mixtures of marls and limestone, marls, limestone and sandstone, and, 
marls, limestone, claystone and conglomerates. This manly material represents 60% of 
the Marina Baixa area but has an even larger proportion in the Amadorio and Torres 
catchments (74%). 
Slope deposits are deposits mainly constituted by gravel in a sandy-silt matrix with 
different degrees of cementation and compaction (IGME, no date). These deposits only 
cover 15% of the Marina Baixa and occur less in the Amadorio and Guadalest 
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catchments (4% and 7%, respectively). However, it is the predominant material in the 
Arcos catchment (60%). The deposits can be found largely at altitudes lower than 450m 
and especially, near the coast and on the East side of Puig Campana, further inland. 
Alluvial deposits, although sometimes lithologically similar to the slope deposits, form 
a different group because they are subject to transport agents and processes of erosion 
that are different from the ones that act upon the three previous lithological groups. The 
alluvial deposits that were mapped at 1: 100 000 scale are poorly represented in the area 
of Marina Baixa, covering less than I%. 
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Figure 5.64 The spatial distribution of the main lithological groups in the Marina Baixa' 
5.6.2 CROSS-TABULATION FOR THE GENERATION OF LANDSCAPE MODELS 
Although the maps of the landscape models are not shown because it would be 
impossible to distinguish such a large number of classes, cross tabulation of landform 
class with lithological class produced 46 classes in the unsupervised discrete 
classification (UD), 52 in the unsupervised continuous (UC), 40 in the supervised 
discrete (SD) and 44 in the supervised continuous (SI). 
Figure 5.64 is a simplification of maps n° 3,4,7 and 8 "Litologia. Rocas Y Minerales 
Industriales. Indicios. " at 1: 100000 published by the IGME, Spain. For more detailed geological 
information (lithology and stratigraphy) refer to "Mapa Geologico de Espana, 1: 200000, n° 64 
and 73, published by the IGME, 1970". 
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Note also that the areas in Figure 5.64 that indicate the presence of water correspond to 
lakes caused by dams in the Guadalest and in the Amadorio rivers and are excluded 
from further analysis. 
Comparison of the four landscape models (Table 5.15) show that the degree of overlap 
is larger between the supervised landscape models (81%), as the continuous one is 
basically a fuzzification of the discrete one, than the unsupervised models (57%). Also, 
overlap is greater if both models have the same number of classes (38%) and decreases 
as the difference in number of classes increases (from 33% to 23%). 
Table 5.15 Comparison of maximum degree of 
% overlap UD 12BT UC 141 
UD12BT - 
UC 14BT 57 - 
EK11 33 23 
S112 38 27 
between the four classifications 
81 - 
Correspondence analysis was used to test for the existence of a relationship between 
lithological and landform units and to decompose their overall association. Results for 
each of the four landscape classifications show that in all four cases there is a very 
strong association between the landform units and their lithology (chi-square values 
well above critical value given by I% p-level). 
However, there are differences between the four landscape models as indicated by the 
variation in total inertial, with supervised methods of landform classification producing 
higher degree of association with lithology than unsupervised methods. The same 
cannot be said about changes in total inertia with type of boundary (discrete vs. 
defuzzified) because results are inconclusive: among the unsupervised landscape 
classification a higher degree of association is produced using the defuzzification of 
continuous boundaries (UC14BT), while the association is stronger using the 
classification method that produces discrete boundaries if developed by the supervised 
method of classification (SD 11) (Table 5.16). 
Nevertheless, these very strong associations are promising for the prediction of soil 
properties because better estimations can be made if the landscape is highly structured. 
Yet, not all lithological groups show the same degree of structure, which, as indicated 
1 The term `inertia' in correspondence analysis is used by analogy with the definition in applied 
mathematics of `moment of inertia' [massx(distance to centroid)2] and is defined as the total Pearson chi- 
square for a two-way frequency table divided by the total sum of all observations (Greenacre, 1984). 
Therefore more suitable for comparisons than the chi-square and also when using very large data sets. 
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by drastic differences in relative inertia, is the highest for slope deposits and the lowest 
for marl areas (Table 5.17). 
Table 5.16 Degree of association between landform units and lithology 
UD12BT UC14BT SDI 1 SC12 
x2 10760 12419 14042 12490 
df 22 26 20 22 
critical 1% p-level 40.29 45.64 37.57 40.29 
total inertia 0.19 0.22 0.25 0.22 
U- unsupervised; S- supervised; D- discrete; C- continuous; BT - transformed 
data; numerical value - number of classes; X2 - chi-square; df - degrees of freedom. 
Table 5.17 Variation of relative inertia of the lithological group with landscape classifications 
Relative Inertia UDI2BT UC14BT SDI I SC12 
Limestone 0.47 0.34 0.36 0.40 
Marls 0.04 0.05 0.05 0.05 
Slope Deposits 0.49 0.61 0.59 0.55 
Thus, while limestone and slope deposits are clearly associated with only a few 
landforms, the same does not hold true for marl substrates, which reduces the overall 
inertia. This can be easily visualised in the 2-D plots of correspondence factor loadings 
where `marls' coordinates (red circles) are close to the origin, and landforms (blue 
crosses) in the positive part of the second axis (Dimension 2) are dispersed (see Figure 
5.65a to d)). 
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Figure 5.65 2-D Scatterplot of correspondence factor loadings of landform units and 
lithological groups b) Unsupervised Continuous Classification 
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lithological groups c) Supervised Discrete Classification 
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Figure 5.65 2-D Scatterplot of correspondence factor loadings of landform units and 
lithological groups d) Supervised Continuous Classification 
Interpreting the example that produced the highest degree of association (the supervised 
discrete classification - Figure 5.65c) where plotted numbers stand for the landforms in 
the same order as presented in Figure 5.45), it is clear that toeslopes are mainly 
constituted by slope deposits, limestone is largely the substrate of the south-facing 
backslopes and shoulders (which also contributes to the explanation of higher slope 
steepness on the south-facing slopes - differential erosion of limestones and marls), and 
marls are generally associated with summits, north-facing backslopes and footslopes, 
but the degree of association is smaller. 
It can also be noted that the supervised continuous classification results in Figure 5.65d) 
are very similar to the former example - the only difference is the separation of two 
toeslopes (11-accumulation and 12-dissipation) that are still closely associated with 
slope deposits. 
5.7 CONCLUSIONS 
This chapter presents the development and results of four distinct types of landscape 
classification. The first part is related to the data required for the classifications while 
the second part concerns the classification process and results. 
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In the first part of the chapter, concerning landscape feature extraction, assessment and 
pre-processing (sections 5.1,5.2 and 5.3), particular emphasis is given to the assessment 
of impact of DEM resolution and the choice of slope and flow routing algorithms as 
well as data normalisation issues. 
Results summarised in section 5.2.3 indicate that lower resolution DEMs produce a 
smoother surface (steep areas become flatter and flat areas become steeper), which 
results in a more limited range of land-surface curvatures and a smaller range of 
variation of potential solar radiation, higher upslope and dispersal areas, as well as 
higher wetness and dispersive indices. Although using lower resolution does not deepen 
the multicollinearity problem, the impact is potentially negative for landform 
classification because terrain derivatives tend to be more homogeneous, resulting in 
poorer differentiation of landform classes. 
In section 5.2.6, the summary of impact of slope and flow routing algorithms on the 
derivation of topographic attributes indicates that although slope values do not change 
greatly with different methods of calculation, land-surface curvatures do. Moreover, 
analogy analysis between resolution and flow routing discloses that allowing for flow 
dispersion (e. g. using the FD8 or the DI algorithms) is equivalent to reducing the DEM 
resolution and therefore the negative impacts associated with the latter apply to the 
former. Conversely, flow tracing algorithms (such as the kinematic routing algorithm or 
demon) simulate results returned by higher resolution DEMs and appear, therefore, to 
maximise information contained on the DEM. Thus, when available, flow tracing 
algorithms should be given preference for classification purposes. 
Statistical evaluations of the terrain attributes chosen to be classified (section 5.2.7) 
demonstrate that most attributes do not have a Gaussian distribution and therefore 
require normalisation. However, comparisons of data before and after normalisation 
(section 5.3.1) clearly show that the range and frequency distribution of terrain 
attributes changes dramatically. Thus, it was deemed important to verify what the 
impact of normalisation for the clustering is, since it could actually produce lower 
clustering performance. Results summarised in sections 5.4.1.5 and 5.4.2.5 suggest that 
in this particular case, using transformed data achieves better classification performance 
because despite clusters being less separable, they also become significantly more 
compact, whether using a discrete or a continuous classification algorithm. In section 
5.4.3 it was also concluded that the impact of data normalisation is not independent of 
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the clustering method, with pixels more often being assigned to different classes when 
using the continuous algorithm. Moreover, for the Marina Baixa dataset, the adverse 
effect that normalisation can have on clustering is offset by only a few of the terrain 
attributes. This limits the grounds for total rejection of the hypothesis of adverse impact 
of normalisation upon clustering performance. Nevertheless, it is important to point out 
that the impact of using transformed data is smaller than the impact of using clustering 
methods that produce either discrete or continuous boundaries. 
Comparison between landform classifications produced with discrete and continuous 
algorithms (sections 5.4.3 and 5.5.3) point to the fact that even defuzzifying the 
continuous partitions, the class to which pixels are assigned can and do change. Thus, 
although it may seem that hardened classes lose their continuous character, in fact they 
still seem to reflect some finer scale variability. In the case of the Marina Baixa, 
defuzzifying the supervised partition unveiled another landform class and this seems to 
be in concomitance with the findings of de Gruitjer et al. (1997) who claim that 
hardened classes are based on richer information of continuous memberships and 
therefore, retain the potential of a fuzzy model. 
Comparison between the supervised and the unsupervised landform classes shows that 
the unsupervised are much more fragmented and often different shaped pixels can 
belong to the same class (see for example sections 5.4.1.4 and 5.4.2.4). Thus, supervised 
classifications are a better choice for soil property prediction at the landscape scale as 
landform classes conform to the way water and sediments flow in the landscape. 
Moreover, the thresholds identified for the separation of the landform classes are very. 
likely to perform well in differentiating the same landforms elsewhere because rules 
were derived using regional data from catchments that have quite contrasting 
topographies. Nevertheless, for application to other areas, it is sensible to first examine 
the topographic attributes-upslope area relationships to verify if breaks in the scaling 
occur at similar distances from the summit, especially those of altitude, that has a range 
more likely to change from region to region. 
Nevertheless, as mentioned in section 5.4.3, if the degree of association between land 
shape and land position is very strong, the application of clustering algorithms 
(unsupervised classification) can present a fast and effective solution for automatically 
segmenting the land surface into classes with geomorphological significance. If the 
extension of the area to be classified is small (for instance, individual hillslopes or small 
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catchments) the degree of association is more likely to be high. Therefore, it is logical 
that the first step to decide upon the type of classification to pursue should include not 
only an appraisal of the resources (as discrimination techniques can be time-intensive) 
but also a quick evaluation of the degree of association between shape and position (for 
example, plotting shape against upslope area should give a good indication about the 
existence or otherwise of such an association). 
Comparison of all four landscape-models in section 5.6 (i. e. the landform models with 
associated lithology data) shows that there is higher resemblance between the 
supervised classifications compared with the unsupervised ones. This is not surprising 
because the former are concept-driven and the concepts to develop the discrete and the 
continuous models are the same, whereas the latter are highly dependent on the number 
and type of classes produced and differences in these two options can and does create 
large differences in the classification results. Also, a higher degree of resemblance 
occurs between discrete models compared with continuous, which is most likely 
explained by the more diffuse character of the continuous classes that promote a higher 
likelihood of a pixel being classified to a different class. Additionally, the two 
classifications that are the most different are the supervised discrete (SD) and the 
unsupervised continuous (UC), which is due to their having the largest difference in 
number of classes. 
To conclude this chapter (section 5.6.2), the degree of association between landform 
and lithological class is measured and suggests that there is a strong association and 
showing that the landscape is highly structured, which is reflected especially when 
classes are developed through a supervised method. The implication of a structured 
landscape is that it promotes higher variability between landscape units, and thus, it is 
more likely that different soil types will be associated with different parts of the 
landscape. 
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This chapter presents the results pertaining to (i) the soils data collection, measurement 
and statistical assessment; (ii) the regionalisation of the soil properties by cross- 
tabulation of soils data with the landscape model classes obtained in the previous 
chapter; (iii) the assessment and comparison of how the application of the different 
landscape models affects the spatial variation of soil properties over the landscape, 
including their spatial structure; and (iv) the validation of the soil-landscape models by 
assessing the degree of accuracy and stability of soil property prediction. After linking 
the soils data with the landscape classes and identifying the two best performing soil- 
landscape models, the maps of soil thickness, sand, silt and clay content (texture), and 
bulk density are used as data input in the semi-distributed hydrological model 
PATrERx` . Thus, the last part of this chapter presents (v) the results of the simulated 
runoff by comparing the spatial variability and structure of the model's output using 
input a) lumped data, b) two sets of maps of distributed soil properties derived from two 
different landscape models and c) two sets of randomly distributed soil properties. 
6.1 SOIL-LANDSCAPE MODELLING 
6.1.1 SOILS DATA 
6.1.1.1 Initial Survey Results and Implications for Main Soil Survey 
Despite the small number of sites from which the data were collected during the pilot 
survey (eight in total), in order to verify if the provisional landscape model is able to 
maximize differences between sites, a single factor ANOVA test was performed for 
each soil property. The null hypothesis is that the values of each soil property are not 
signif cantly different at the different sites. Thus, if the statistic F is above a certain 
threshold (critical F) then the null hypothesis is rejected (for a certain level of 
significance a) (Hays, 1988). 
The analysis of the statistic F (Table 6.1) shows that for a=0.05, all soil properties, with 
the exception of bulk density of the fine earth, present significantly different values 
between the sites and therefore the null hypothesis is rejected. A more thorough analysis 
of the bulk density values variation at each site and between sites shows that bulk 
density values are simultaneously more variable within each site and the differences 
between sites is not as large as the difference that exists for the other properties, which 
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explains its low F value and is reflected in the correlation ratio (12). This correlation 
ratio shows that for bulk density only 46% of its variability can be explained by 
differences in the sites while for the other soil properties this value is much higher and 
more than half the variance is due to group effects. 
Table 6.1 Anova test for the initial soil survey data 

















% gravel 2.359 6.551 0.62 
Bulk density 2.847 2.153 0.46 
(in bold the F value for which the null hypothesis is accepted) 
The difference in the critical value of F between the properties is due to the different 
number of observations and consequently different degrees of freedom. While for the 
particle size fractions the number of observations is equivalent to the number of samples 
collected (36), for soil depth the number of observations is equivalent to the number of 
soil pits (23). Although bulk density samples are supposed to be as many as soil 
samples, only 21 were collected due mainly to the presence of stones that impeded the 
metal cylinder from being introduced in the soil profile and, therefore, there is a smaller 
number of samples and consequently, this variable presents the highest critical F value. 
In this way, for the reduced number of samples collected during the pilot survey, the 
conclusion is that there are significant differences between sites, meaning that the 
provisional landscape model seems to be able to select a number of sites for sample 
collection that present large differences in terms of soil properties. The only property for 
which this is not true is bulk density, but this could be due to: (1) real small-scale 
variability in bulk density between the sites, (2) a small number of samples or, (3) 
sampling error. 
The spatial heterogeneity within the sites where samples are collected has implications 
for the number of replications that should be performed for each soil property to obtain 
an average value for each site that is both significant in terms of the property itself and 
in terms of the implications that this variability has on the prediction of hydraulic 
properties. In this way, the smaller the variability within each site, the higher the 
certainty of prediction of the saturated hydraulic conductivity and runoff. 
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In order to assess the impact that heterogeneity has on the prediction of the saturated 
hydraulic conductivity (ksat), the confidence limits for the mean soil property for each 
site were calculated (Table 6.2) and the same equations used to calculate ksat in 
PATFERNL"E were used to estimate its variation (Table 6.3). 
Table 6.2 Confidence intervals and mean soil property values in initial soil survey 
Sites 1 2 3 4 5 6 7 8 
Soil ro rt 
Min 7.93 12.38 3.57 6.46 - -50.94 10 -126.3 
Soil Depth Mean 11.92 19.60 6.75 9.33 - 38 10 32.5 
Max 15.90 26.82 9.93 12.20 - 126.94 10 191.33 
Min 51.76 21.57 -69.09 16.04 -55.55 40.89 32.64 22.16 
% Sand Mean 54.46 27.86 27.16 52.67 26.40 45.17 43.76 28.25 
Max 57.16 34.16 123.41 89.31 108.36 49.45 54.88 34.33 
Min 33.53 55.67 -27.71 11.99 24.80 37.63 47.23 41.62 
% Silt Mean 35.22 64.54 52.03 31.88 32.81 42.10 47.29 47.86 
Max 36.90 73.42 131.76 51.78 40.82 46.57 47.35 54.10 
Min 9.04 3.55 4.30 -2.76 -49.17 11.29 -2.10 13.34 
% Clay Mean 10.32 7.60 20.82 15.45 40.79 12.73 8.95 23.89 
Max 11.61 11.64 37.33 33.66 130.75 14.16 20.01 34.45 
Min 37.84 8.17 6.96 -2.63 -55.39 17.08 40.31 38.55 
RFC Mean 45.54 20.55 7.88 34.63 25.78 28.78 54.95 43.61 
Max 49.24 32.93 8.79 71.90 106.94 40.48 69.59 48.67 
Min 0.524 0.035 - - 0.989 0.604 0.412 0.645 
Bulk D Mean 0.723 1.027 - 0.674 1.219 0.853 0.927 0.907 
Max 0.922 2.020 - - 1.449 1.102 1.442 1.169 
No confidence limits are calculated for soil depth at site number 5 because only two soil 
pits were excavated, and therefore, it is not appropriate to calculate these limits. 
Similarly, these results are not presented for bulk density because bulk density samples 
were not collected from site 3 and only one sample was collected from site 4. 
The analysis of table 6.2 clearly anticipates the need for collection of a larger number of 
samples not only because the intervals for the mean soil property values are relatively 
large but also because confidence limits are often below or above the limits of variation 
of some of the soil properties at sites where the number of samples collected is very 
small (usually between 2 and 3 samples). 
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To evaluate to what extent this variation has repercussions on the calculation of ksat and 
verify if, even with these large confidence intervals of soil properties, ksat still presents 
larger inter-site variation than intra-site variability, a series of simulations covering the 
ranges of variation of sand, silt, clay and bulk density were performed. Where the 
confidence intervals are larger than the possible range of variation of the soil properties, 
the values were restrained to the minimum and maximum possible. 
Thus, for each soil property at each site, six different combinations of the sand, silt and 
clay percentages and bulk density values, varying within the confidence limits, resulted 
in 486 simulated values of saturated hydraulic conductivity, except for site 3 where 
simulations were not performed due to lack of bulk density values. Site 4 only has 162 
simulated values because only one bulk density sample was collected. A summary table 
with the minimum, mean and maximum values for ksat are presented in Table 6.3. 
Table 6.3 Range of variation of saturated hydraulic conductivity (mm h-') according to soil 
property confidence limits 
Sites Min value Mean value Max value 
1 46.2 469.0 1764.8 
2 0.2 122250.0 1576162.5 
4 20.1 56557.2 599371.5 
5 
.0 71515.6 7439377.9 
6 24.6 722.4 4593.2 
7 2.8 55559.2 2192055.0 
8 18.7 8901.0 108199.4 
These results show that although in terms of soil physical properties sites showed 
substantial differences, due to a small number of samples collected in the initial survey, 
the confidence limits are large, contributing to a very large range of variation of ksat. 
Furthermore, the range of variation of this variable is extremely large, producing 
unrealistic values especially if the bulk density is very low. 
To test if these values still show significant differences between sites, the F statistic and 
the correlation ratios were calculated. In spite of the F statistic (F=204.11) being well 
above the critical value (Fcrit=2.1), this is mainly an effect of the very high number of 
degrees of freedom to which the number of simulations contributed. In fact, the 
correlation ratio showed that only 2% of variability could be explained by differences in 
the sites. Thus, it is clear that the number of soil samples to be collected during the main 
soil survey needs to be substantially larger to increase the certainty of hydrological 
simulation. 
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To find out the minimum number of samples that should be collected from each site that 
is both feasible in terms of (1) the time available to do fieldwork and laboratory analysis 
and, (2) that significantly reduces the confidence intervals, a number of random values 
ranging between the limits of each soil property for each site were generated and the 
confidence limits recalculated for different number of samples1. 
Thus, four sample sizes were tested (10,12,15 and 20 observations) and single Anova 
was used to test the hypothesis that there is a significant difference between ksat values 
at each site. When the number of samples is insufficient, although the soil properties are 
statistically different between sites, ksat is not. Results indicated that the null hypothesis 
can only be rejected when the sample has fifteen observations. Thus, the minimum 
number of samples to be collected from each site is of fifteen. 
Note that this simple method to indicate the number of sample replications is very 
dependent on the minimum and maximum values observed from the collected data and 
this is clearly dependent on the number of observations, which in this case, were very 
few for most of the sites. However, the minimum number indicated is also feasible in 
terms of the number of sites from which samples are collected and the time available for 
collection and analysis. 
6.1.1.2 Main Soil Survey Data Collection 
Following the sampling plan outlined in section 4.3.2, fifty four response units were 
identified because each of them cover at least 0.5% of the Marina Baixa area according 
to the provisional landscape model. However, only 37 sites were sampled in the field 
(see Figure 6.1 for site location). The main reasons for not collecting samples at all the 
54 sites are due to 1) time constraints, 2) the fact that some of the units were entirely 
within privately owned properties for which entry authorization was difficult to obtain 
and, 3) the fact that all sites representative of some units were completely paved over. 
Nevertheless, these 37 sites are, according to the provisional landscape model (section 
4.3.2), representative of 31% of the area (Figure 6.2). , 
As the number of samples collected were insufficient to perform the simulations, in order to get an 
approximation of a minimum number of replicates, a number of random values ranging in the interval of 
variation of the measured properties was generated and added to the samples measured. Assuming that 
the initial survey captured the range of variation of the different soil properties in the different sites, this 
approach allows increasing the degrees of freedom and creating larger samples. 
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Figure 6.2 Area represented by the sampled sites for the main soil survey 
The main survey took place in October/November 2001 and with the indication of the 
number of replications necessary at each site given by the analysis of the reconnaissance 
survey of October 2000 (section 6.1.1.1), 15 soil pits were randomly excavated at each 
site, and the coordinates of each pit taken with a handheld GPS. Due to the number of 
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replications, the total number of soil samples collected at the 37 sites amounts to 522 
and the bulk density samples to 127. The difference between the number of soil and 
bulk density samples occurs because at a large number of sites the high rock fragment 
content made the collection of bulk density samples unattainable. Also, at some sites, 
the low moisture content and the low level of soil aggregation, made it difficult (if not 
unworkable) to collect samples without disbanding them. 
6.1.1.3 Data Assessment 
Out of 37 sites, 20 had continuous bedrock exposed at the surface and thus soil samples 
were not collected. Although that may seem to be a high number of sites, it is strictly 
the result of a sampling design that emphasises the most representative characteristics, 
and therefore, reflects that a very large proportion of the Marina Baixa has high 
denudation rates which are not favourable to the development of even thin soils. 
Analysis of variance of the soil property values for the remaining sites (Table 6.4) 
shows that there is a significant difference between sites (F>F,,; t). Mainly percentage of 
sand (% Sand), silt (% Silt) and soil depth (SD) which have a correlation ratio (12) 
above 50%. Although the variance unexplained by site is not large for rock fragment 
content (RFC), percentage of clay (% Clay) and bulk density (BD), these properties still 
show a significant relationship with site (and therefore landscape unit). Additionally, 
testing for association between soil property values and lithology showed that there is 
not a clear relationship, and soil property values are not significantly different between 
lithological classes (values not shown). 
Table 6.4 Single Anova results to test association between soil properties and sampled sites 
Single Anova F F,,;, h 
RFC 13.02 1.66 0.28 
% Sand 43.42 1.66 0.57 
% Silt 50.51 1.66 0.61 
% Clay 10.43 1.66 0.24 
BD 7.68 2.08 0.29 
SD 36.54 1.69 0.71 
The high level of association between soil properties values and the different sites 
indicates that the sampling design is able to capture major variations of soil in the 
landscape which is promising for the regionalisation of soil properties. Also, as the 
number of samples and sites increase, the association between soils and sites detected in 
the initial survey is confirmed (compare Table 6.1 and 6.4). 
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Summary statistics for the six soil properties (Appendix A. 1) also show that mean 
confidence intervals (for a level of probability of 95%) are relatively narrow. Sand, silt 
and clay present average mean confidence interval limits varying between ±2.1% and 
±2.8% from the mean; the width of the interval for rock fragment content is greater 
(±5.4%) as this is a property that is more variable than the proportion of the fine 
components of the soil; soil thickness average confidence limits lie on average ±5.2cm 
from the mean, and the bulk density confidence interval is smaller than 0.1 Mg m- 
3. 
However, for the latter two properties (soil thickness and bulk density), inferences about 
the mean confidence interval are less valid as the number of samples for each site is too 
few to make the central limit theorem apply, which according to Hays (1988) requires at 
least 30 samples. Nevertheless, it is interesting to observe that there is hardly 
concomitance of confidence interval between sites, and only sites "263" and "319" 
show recurrently high levels of variation for several of the soil properties measured. 
6.1.2 REGIONALISATION OF SOIL PROPERTIES 
For each soil property, field and laboratory data values were averaged per site and 
subsequently regionalised using a) the provisional landscape model (see section 4.3.2) 
and b) each of the four landscape models developed in chapter five (maps shown in 
Figures 5.26b (UD), 5.31b (UC), 5.45 (SD) and 5.61 (SC)), as explained in section 4.4. 
Although each soil property-landscape models consists of a contingency table (see 
section 4.4.1), instead of showing results in a table format, the maps of the 
regionalisation of each soil property are presented in the next sections (one for each soil 
property) and then the results produced by each landscape model are compared. 
6.1.2.1 Soil Thickness 
In the case that the sites sampled have bedrock at the surface, soil thickness is null and 
regionalisation of this data results also, in the limestone area, in null soil thickness, 
which is clearly represented by extensive areas in pink in Figures 6.3a to 6.3d. Null 
values were also ascribed to the alluvial areas (which were excluded from this 
regionalisation exercise because, as explained in the methodology, alluvial soils do not 
form and develop as soils on hillslopes) and to water bodies, such as the lakes produced 
by the Guadalest and the Amadorio dams. 
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c) Supervised Discrete (SD) d) Supervised Continuous (SC) 
Figure 6.3 Spatial variation of soil thickness (cm) in the Marina Baixa using four landscape models 
Analysis of the figures above shows that, using the supervised discrete (SD) landscape 
model (c) for regionalisation of soil depth creates a smaller range of variation, with 
maximum soil depth being much less than if using the other landscape models. 
However, while missing the very high soil depth values, it creates more extensive areas 
in the middle of the soil depth range (larger areas in light blue and orange) than its 
continuous (d) and unsupervised (a and b) counterparts. Visually, the supervised models 
produced higher variation of soil depth in the marl area which is somewhat surprising as 
the unsupervised landscape model presented a much more fragmented landscape. 
Generally, the degree of overlap (or percentage of pixels in the Marina Baixa that 
present concurrent values) between the different models is less when they are 
unsupervised and/or discrete (Table 6.5). Moreover, the impact of the type of boundary 
location (supervised versus unsupervised methods) on the regionalisation of soil depth 
is significantly larger than the impact of the nature of boundary (discrete versus 
continuous methods). Meaning that when using supervised methods of landscape 
classification, the choice of using discrete or defuzzified boundaries is less important, 
although this obviously depends on the level of fuzzification implemented in the 
different topographic attributes used in the classification. 
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Table 6.5 Percentage of overlap of soil thickness values between four landscape models 
S Depth UD UC SD SC 
UD 26.6 29.0 27.5 
UC 26.6 31.4 35.4 
SD 29.0 31.4 37.9 
SC 27.5 35.4 37.9 
6.1.2.2 Soil Texture 
The percentage of sand, silt and clay were also regionalised using the four landscape 
models and similarly to soil depth, in the areas where the sites sampled have bedrock 
exposed, pixels were assigned a null value. Water bodies and alluvial areas are also 
assigned a null value. The spatialisation of the results produced by the four models 
linking textural values and landscape classes is shown in Figures 6.4 to 6.6. 
Unsupervised methods tend to produce a higher variation of percentage of sand whilst 
continuous methods tend to create larger areas with coarser soils (higher sand content). 
However, there is not a clear pattern of variation of sand content with method of 
landscape classification, i. e., both unsupervised discrete and supervised continuous 
landscape models produced coarser textured soils in upper parts of the hillslope and/or 
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Figure 6.4 Spatial variation of sand (%) in the Marina Baixa using four landscape models 
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Nevertheless, the degree of overlap of percentage of sand over the Marina Baixa 
between the four models is, on average, slightly higher than for soil thickness but the 
same pattern of degree of overlap and the same impact of choice of methods mentioned 
in the previous section is also observed for sand content (Table 6.6) 
Table 6.6 Percentage of overlap of sand content (%) between four landscape models 
Sand UD UC SD Sc 
UD 30.4 27.5 31.9 
UC 30.4 32.4 32.6 
SD 27.5 32.4 40.9 
SC 31.9 32.6 40.9 
Again unsupervised methods create higher variation of silt content over the landscape 
and this is caused by a more fragmented landscape produced by those methods, which is 
not erased when linked to the soil property model (Figure 6.5). 
Supervised methods of silt prediction produce larger areas with higher silt content than 
their unsupervised counterparts but the pattern of silt variation over the landscape is 
reasonably similar in the four maps: higher silt values occur in lower parts of the 
landscape while lower silt values occur on the hillslopes, with unsupervised methods 
producing generally lower silt values on the hillslopes than supervised methods. 
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Figure 6.5 Spatial variation of silt (%) in the Marina Baixa using four landscape models 
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Although the method of supervision of the landscape models have slightly less impact 
in the spatialisation of silt content than of sand content (higher average degree of 
overlap between results of the four silt models - comparison of Tables 6.6 and 6.7) the 
lowest overlap is similar for both sand and silt content (27.5%). Moreover, silt presents 
the same pattern of impact of type of landscape model observed for the two previous 
properties (soil thickness and sand) with fewer differences being produced by 
supervised methods (which have the highest degree of overlap). 
Table 6.7 Percentage of overlap of silt content (%) between four landscape models 
Silt UD UC SD Sc 
UD 33.0 30.5 27.5 
UC 33.0 33.6 32.1 
SD 30.5 33.6 41.7 
SC 27.5 32.1 41.7 
The variation of clay over the landscape (Figure 6.6) follows the same pattern as silt and 
the opposite of sand and, once again, unsupervised methods produce generally lower 
values of clay than supervised methods. 
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c) Supervised Discrete d) Supervised Continuous 
Figure 6.6 Spatial variation of clay (%) in the Marina Baixa using four landscape models 
In terms of overlap between maps (Table 6.8), the aforementioned trends detected for 
the other properties are also valid for clay, which is also, among the textural classes, the 
281 
Chapter Six: Soil-Landscape Modelling and Hydrological Application Results 
one that is the least sensitive to the method of landscape classification as, on average, 
the degree of overlap between all maps is slightly larger than the ones of sand and silt. 
Table 6.8 Percentage of overlap of clay content (%) between four landscape models 
Clay UD UC SD Sc 
UD 28.8 30.9 28.9 
UC 28.8 30.8 33.7 
SD 30.9 30.8 45.6 
SC 28.9 33.7 45.6 
While in the prediction of sand content major differences (a lower degree of overlap) 
occurs between the two discrete models (UD and SD), for silt the two most different 
maps are the ones produced by opposing methods (SC and UD), whilst for clay the most 
different maps are the two unsupervised ones (UD and UC). Thus, there is not a 
consistent pattern and different methods have different impacts on the mapping of the 
soil properties, which is mainly dependent on the values and spatial distribution of the 
samples. 
6.1.2.3 Rock Fragment Content 
The limestone areas, that for all the previous soil properties had been assigned a null 
value, have a rock fragment content of 100% as soil was either not present or existed in 
very small shallow discontinuous patches. 
In Figure 6.7 it is clear that rock fragment content, in substrates other than limestone 
clearly decreases with distance downslope. Also, as previously pointed out for other soil 
properties, supervised landscape models produce more homogeneous rock fragment 
content variation while unsupervised models produce a much more fragmented image, 
which in the case of the continuous model is also explained by their greater number of 
classes (14). 
In terms of similarities between the spatial variation of rock fragment content produced 
by the different methods, the overlap between methods is the lowest among all 
measured soil properties and this is due to the larger range of variation of rock fragment 
content and higher spatial variability between nearby sites. Also, whilst previously 
discrete methods had produced more dissimilar values, for rock fragment content 
discrete methods produce more similar values, which is shown by a higher overlap 
degree of UD-SD than UC-SC (Table 6.9) 
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a) Unsupervised Discrete (UD) b) Unsupervised Continuous (UC) 
c) Supervised Discrete (SD) d) Supervised Continuous (SC) 
Figure 6.7 Spatial variation of rock content (%) in the Marina Baixa using four landscape models 
Table 6.9 Percentage of overlap of rock fragment content (%) between four landscape models 
Rock FC UD UC SD SC 
UD 26.8 27.5 27.5 
UC 26.8 26.9 26.8 
SD 27.5 26.9 34.2 
Sc 27.5 26.8 34.2 
6.1.2.4 Bulk Density 
Due to problems inherent to the measurement of bulk density (see section 4.3.4.2), 
sampled values are generally low, resulting in maximum densities of 1.14 Mg m3 and 
1.16Mgm-3 for marl substrates, produced respectively by discrete and continuous 
methods. These are very similar and probably within the bounds of measurement error. 
Although there are spatial differences in bulk density variation between landscape 
models, generally higher bulk density values are found in low lying areas and lower 
bulk density values are found on hillslopes (Figure 6.8). 
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Figure 6.8 Spatial variation of bulk density (Mgm"3) in the Marina Baixa using four landscape 
models 
Assessment of the degree of overlap (Table 6.10) indicates that bulk density is the 
property for which differences between landscape models have the least impact and this 
is solely the result of a reduced number of samples from which to calculate area- 
averages and the need to assign bulk density values that are averaged over a lithological 
class where no data was collected. 
Table 6.10 Percentage of overlap of bulk density (Mg m-3) between four landscape models 
Bulk D UD UC SD Sc 
UD 50.7 55.1 49.8 
UC 50.7 51.4 53.3 
SD 55.1 51.4 74.4 
SC 49.8 53.3 74.4 
Just as in the case of rock fragment content, there is smaller overlap between continuous 
methods results than between discrete ones. Nevertheless, the trend of higher degree of 
overlap between predictions made using supervised methods of landscape classification 
is present (Table 6.10). Thus, although bulk density is the property the least affected by 
method of landscape classification, it is also the property that shows the largest 
difference in overlap between unsupervised and supervised methods (c. 24% difference 
against c. 12%, 10.5%, 9%, 17% and 7.5% for the other properties). 
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6.1.3 SOIL-LANDSCAPE MODEL ASSESSMENT 
Analysis of the change of degree of overlap between landscape models and soil- 
landscape models by comparison of Tables 5.15 (LM) and 6.5 to 6.10 (SLMs) reveals 
that dissimilarity tends to be larger between soil property maps than between the 
landscape models that originated them, which is caused by the units of the provisional 
landscape model (see section 4.3.2) not coinciding exactly with the units of the four 
landscape models tested. As a result, areas that previously overlapped because they 
belonged to identical landscape units have different soil property values because they 
coincided with slightly different provisional landscape units. 
However, exceptions exist in that for soil properties derived from the unsupervised 
continuous landscape model (UC), which have a higher degree of overlap with the soil 
properties derived from supervised landscape models (SD and SC) than these same 
landscape models have between themselves (UC-SD and UC-SC). Also, in the case of 
bulk density, regionalisation decreases differences between unsupervised and 
supervised methods, which is due, to a small number of samples from which to 
spatialise bulk density and the limited range of variation of the values measured, i. e. 
often the bulk density value assigned to different landscape classes is the same. 
Table 6.11 summarises the average difference in overlap (%) between the landscape 
models and soil properties, where negative values indicate that soil maps derived from 
different landscape models are more dissimilar than the landscape models, while 
positive values indicate that regionalisation increases similarity between models. Thus 
the implication is that soil property regionalisation per se tends to increase differences 
between the different models, except in the case of bulk density and also between 
unsupervised continuous and supervised models. 
Table 6.11 Difference in the percentage of overlap between landscape model soil properties 
LM-SLM (°7c) S Depth Sand Silt Clay Rock FC Bulk D 
UD - UC -30 -27 -24 -28 -30 -0 
UD - SD -4 -5 -2 -2 -5 22 
UD - SC -10 -6 -10 -9 -10 12 
UC - SD 8 9 11 8 4 28 
UC - SC 8 6 5 7 0 26 
SD - SC -43 -40 -39 -35 -47 -7 
In addition to this pixel-based comparison, the change in spatial structure by analysis of 
textural indices is also examined. Table 6.12 a) to d) summarises the average textural 
feature for each soil property derived from each of the four landscape models (UD, UC, 
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SD and SC) using a 3x3 window (see section 4.4.2). Values in bold represent the 
landscape model phase (LM) while the remaining values represent the soil properties 
phase (SLM). Therefore comparison between bold and non-bold values in the same 
column shows the effect of regionalisation on each soil property. 
As explained in the methodology (section 4.4.2) other window sizes were used for the 
calculation of the four textural indices. Results indicate that variation trends are regular 
with window size: homogeneity remains constant with changing window size from 3 to 
15 pixels, entropy increases with increasing window size and contrast and second 
angular moment decrease with increasing window size. 
Table 6.12 Summary of average textural indices for each soil property 
derived from different landscape models over the Marina Baixa 
a) Homogeneity UD UC SD SC 
LM 0.84 0.76 0.92 0.90 
S Depth 0.89 0.88 0.90 0.89 
Sand 0.91 0.89 0.91 0.89 
Silt 0.91 0.90 0.91 0.90 
Clay 0.91 0.91 0.92 0.92 
Rock FC 0.89 0.86 0.91 0.90 
Bulk D 0.92 0.92 0.93 0.92 
c> Entropy UD UC SD SC 
LM 1.50 1.62 1.22 1.37 
S Depth 1.17 1.29 0.88 0.98 
Sand 1.16 1.29 0.84 0.98 
Silt 1.18 1.29 0.88 0.98 
Clay 1.18 1.27 0.88 0.98 
Rock FC 1.09 1.28 0.92 1.07 
Bulk D 0.88 1.06 0.79 0.84 
h) Contrast UD UC SD SC 
LM 1.16 1.28 0.39 0.46 
S Depth 0.68 0.65 0.37 0.60 
Sand 0.42 0.44 0.42 0.44 
Silt 0.37 0.40 0.36 0.38 
Clay 0.38 0.39 0.37 0.39 
Rock FC 0.38 0.46 0.37 0.40 
Bulk D 0.38 0.38 0.38 0.38 
d) ASM UD UC SD SC 
I. M 0.29 0.25 0.40 0.33 
S Depth 0.42 0.39 0.54 0.50 
Sand 0.43 0.39 0.56 0.50 
Silt 0.42 0.39 0.54 0.50 
Clay 0.42 0.39 0.54 0.50 
Rock FC 0.46 0.39 0.53 0.46 
Bulk D 0.54 0.48 0.59 0.56 
Comparison of overall results for each of the four types of models shows that whilst 
homogeneity and angular second moment tend to be higher for discrete and supervised 
models than defuzzified and unsupervised models, contrast and entropy present the 
opposite trend. This means that discrete and supervised landscape models and derived 
soil properties present a coarser texture with larger homogeneous patches, sharper 
variation between patches and less spatial variability within a kernel than continuous 
and unsupervised models, which is in accordance with previous qualitative findings. 
Comparison of textural values between soil properties and the landscape models (bold 
values in Table 6.12) indicate that 1) soil property variation is more homogeneous 
(large coarse patches) than the unsupervised landscape models from which they are 
derived, with clay content and bulk density presenting the highest homogeneity values 
and soil thickness and rock fragment content the lowest homogeneity values; and 2) soil 
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property variation tends to be less homogeneous than the supervised landscape models 
from which they are derived, except for clay content and bulk density which present the 
highest homogeneity values among the supervised models. 
While it is expected that soil properties present a more homogeneous structure than the 
landscape models because a) limestone areas are assigned one single value thus creating 
very large homogeneous patches and b) when a landscape unit does not have any soils 
data associated with it an average for the lithological group is allocated (again 
increasing the chance of producing larger homogeneous patches), the opposite, as stated 
in 2) above, is not so likely to happen. In fact, it is unexpected that homogeneity 
declines from the landscape model to the soil property phase as the landscape model 
values should be the benchmark value: if all landscape units were sampled, then the soil 
property variation could be as homogeneous as the landscape models and no less. 
However, rock fragment content, sand and silt percentage as well as soil thickness 
predicted using supervised landscape models are less homogeneous than the landscape 
models themselves. 
Nevertheless, since homogeneity values are indeed very similar between the landscape 
models and the soil property maps, that atypical pattern may be due only to those four 
soil property maps presenting a slightly higher number of pixels with low homogeneity, 
which can be caused by the presence of several grey levels (different soil property 
values) within a kernel. This hypothesis is also corroborated by the lower number of 
grey levels presented by supervised bulk density and clay maps (see table 6.13), which 
have higher homogeneity than the landscape models from which they were derived. The 
low number of grey levels of bulk density is caused by a small number of sampled sites 
and the low number of grey levels of clay content is caused, as indicated in Table 6.4, 
by a small difference in clay values between sampled sites (low F value in the single 
ANOVA test). 
Table 6.13 Variation of number of grey levels from the landscape to the soil properties maps 
No Grev Levels UD UC SD SC 
11m 46 52 40 44 
S Depth 18 24 16 17 
Sand 17 23 14 17 
Silt 17 25 15 17 
Clay 17 21 16 15 
Rock FC 19 24 17 19 
Bulk D 9 13 11 11 
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Also, local variation (contrast) is lower for soil properties than for the landscape models 
from which they are derived, except for sand content derived from a supervised discrete 
landscape model and soil thickness derived from a supervised continuous landscape 
model. However, in this case, the previous hypothesis of difference in the number of 
grey levels is not valid and it is thought that the explanation lies in the presence of a 
larger number of patches with very high soil thickness (in the colluvial area) which 
increases the local variation (compare d) with a, b and c) in Figure 6.3) and the sharper 
variation of patches in the spatial distribution of sand derived from the supervised 
discrete landscape model (compare c) with a, b and d) in Figure 6.4). 
Additionally, it should be pointed out that the impact of regionalisation of soil 
properties depends on the choice of discrete or continuous boundaries as silt has the 
least contrasting texture if properties are derived from discrete landscape models while 
bulk density has the least contrasting texture if properties are derived from continuous 
landscape models. Nevertheless, while contrast differences between soil properties are 
reasonably small (Table 6.12b), large contrast occurs by regionalizing soil properties 
using unsupervised landscape models. This indicates that the maximization of 
differences between landscape classes and the creation of a more fragmented landscape 
by unsupervised classification methods is lost in restricted soil sampled data. And, in 
this specific case, the unsupervised discrete model is the one that, on average for all soil 
properties, presents the highest reduction in the number of grey levels (c. 65%). Thus, 
the unsupervised discrete models is the one for which sampling was less effective as a 
larger number of landscape units had no soils data, and regionalisation was performed 
using lithologically aggregated data, producing larger patches with the same soil 
property value. 
In terms of orderliness, results indicate that entropy and angular second moment present 
opposite results, not only in the range of values but also in the way soil properties 
change in relation to one another. Thus, reported findings for one of the textural features 
implies the opposite results for the other and therefore, only the entropy results are 
discussed below because the implications on spatial structure are the same. 
The trend stated above for the change in entropy with type of landscape model remains 
unchanged after regionalisation, with soil properties derived from unsupervised and 
continuous models presenting higher spatial variation than their supervised and discrete 
counterparts. However, there are differences in the impact of regionalisation upon each 
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soil property, which depends mainly on the method of location of boundaries of 
landscape classes. Thus, although bulk density is the soil property that presents the 
lowest spatial variation in all four landscape-models, the highest variation is attained by 
silt derived from unsupervised methods and rock fragment content derived from 
supervised methods of landscape modelling. Nevertheless, differences in levels of 
entropy between soil properties are relatively small, with greater departures shown by 
bulk density and rock fragment content. The former due to having the lowest number of 
grey levels and the latter the highest number of grey levels in the image (see number of 
grey level values in Table 6.13) 
Finally, note that for other kernel sizes (up to 15 pixels) the findings related to the 
contrast and orderliness indices for the different landscape models and soil properties 
are also true. So, despite some of the indices showing increment or decline with window 
size, the change is proportional to all landscape models and soil properties. 
6.1.4 SOIL-LANDSCAPE MODEL VALIDATION 
Validation is performed by jack-knifing the list of sites 100 times and dropping out four 
sites at each time (see section 4.4.3). Assessment of model performance is done by 
analysis of the average and amplitude of the RMSE (equation 4.16) for the 100 
repetitions. The higher these two values the less reliable the prediction is. 
After producing a list of 100 random sub-samples (see Appendix A. 2), soil properties 
were predicted by averaging existing site data over each landscape class. The root- 
mean-square-error (RMSE) between the validation and the prediction map was then 
computed for each soil property pixel and for each landscape classification method. A 
summary table of the average and amplitude of the root-mean-square-error is presented 
below (Tables 6.14 and 6.15). For full list of RMSE values see Appendix A. 3. 
Results indicate that unsupervised methods tend to perform better than supervised 
methods - RMSE values are slightly lower and therefore predictions less uncertain 
(Table 6.14). However, with the exception of rock fragment content and sand 
prediction, the remaining soil properties produced by the supervised discrete landscape 
model are more stable (lower RMSE amplitude values in Table 6.15). This trend is also 
confirmed by the coefficients of variation of the RMSE, which are slightly lower for 
supervised methods than unsupervised (79.6% vs. 83%, respectively). 
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Takle 6 14 Avernae rant-mean-square-error for each soil nronertv 
Average RMSE Rock FC Sand Silt Clay Bulk D S Depth 
UD 2.43 1.73 2.02 0.65 0.02 3.42 
UC 2.86 1.69 2.00 0.66 0.02 3.40 
SD 4.54 2.11 2.56 0.98 0.02 3.79 
SC 3.08 2.21 2.36 0.86 0.02 4.37 
Tahle 6 15 Amplitude of root-mean-square-error for each soil orooerty 
RMSE Amplitude Rock FC Sand Silt Clay Bulk D S Depth 
UD 6.56 4.80 5.65 2.18 0.09 21.33 
UC 7.45 4.58 5.65 2.14 0.09 20.94 
SD 16.79 5.24 4.64 1.73 0.09 20.07 
Sc 7.33 5.24 5.71 2.19 0.09 21.58 
One of the reasons that can possibly explain the slightly higher RMSE values produced 
by the supervised landscape models is the fact that these models have classes that most 
closely resemble those of the provisional landscape model and therefore the probability 
of, when dropping one site, not having any soils data from which to extrapolate to the 
landscape unit increases. Thus, the likelihood of having fewer sites from which to 
extrapolate soil property data for each landscape class is higher, which may result in 
larger differences between the predictions made using the entire dataset and the sub- 
sampled one. Analysis of the variation of RMSE corroborates this hypothesis 
(Appendix A. 3), as some of the sites that most affect the supervised model RMSE 
results do not affect the unsupervised ones. 
However, it is interesting to observe that for both methods, when one or more sites that 
have colluvial parent material are left out of the prediction set (sites 477,480,494 and 
495), results are more unstable (see for example replications 57,76, and 100 for all 
landscape methods of classification in Appendix A. 3). This instability indicates that 
there is a high degree of dependency upon only a few sites, which can only be decreased 
if more samples are collected from the colluvial areas, and/or the number of landscape 
classes for that lithology is reduced. 
Nevertheless, considering the range of variation of the soil properties predicted, 
differences between different landscape classification methods are small, which is also 
reflected in similar average soil property values over the entire of the Marina Baixa area 
(Table 6.16), despite differences in spatial distribution generally increasing from the 
landscape to the soil property phase (see section 6.1.3). 
Table 6.16 Average soil property values for each landscape model 
Average RockFC Sand Silt Clay Bulk D S Depth 
UD 57.1 25.3 35.0 14.4 1.03 17.9 
UC 56. () 25.3 35.1 14.2 1.03 17.5 
SD 61.8 25.4 34.6 14.5 1.01 17.9 
SC 58.0 24.9 35.2 14.6 1.03 18.9 
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Additionally, it was verified if the way in which soils data are regionalised (average of 
provisional landscape model sites) increases degree of similarity between the soil 
property averages produced by the different landscape models. Results indicate that this 
is not the case as the data subset that corresponds to the areas of the provisional soil- 
landscape model shows consistently smaller differences between models, in particular 
for rock fragment content and soil thickness. Thus, it can be concluded that small 
differences between average soil properties derived from different methods is caused by 
a restricted soil sample data set, that does not allow for soil-landscape models to show 
the same level of local variability of the landscape models. 
6.1.5 SuM1AtY 
Comparison of spatial variation and spatial structure, of landscape models with soil 
properties shows that regionalisation tends to create greater differences between the 
spatial distribution of soil properties than the landscape classes from which they were 
derived, except in the case of using the defuzzified unsupervised continuous model 
(fuzzy k-means) where derived soil properties get to be more similar to the ones 
obtained by supervised methods of landscape modelling. 
Also regionalisation produces soil maps that, in terms of spatial structure, tend to: 
" a) be more homogeneous than the corresponding landscape models if these are 
produced using unsupervised classification methods; and, b) be less 
homogenous than the landscape models if these are produced using supervised 
classification methods; 
" have lower local variation (contrast) than the landscape models, whichever 
method of locating boundaries (supervised versus unsupervised methods) and 
type of boundaries between classes (discrete versus continuous methods) are 
used; 
" show lower spatial variability and coarser spatial texture than the landscape 
models, which seems to be largely dependent on the number of grey levels (i. e. 
the number of different soil property values in a soil map), which in turn 
depends on the number of sites sampled and the natural variation of soil 
properties over the landscape. 
Moreover, the largest differences in terms of spatial distribution and structure occur 
between the unsupervised continuous and the supervised discrete soil property maps 
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(which have lower degree of overlap) and because this is soil property independent, the 
cause for this difference lies in the different methods of landscape classification. 
Also, all models have a drastic reduction in the number of grey levels from the 
landscape models to the soil properties maps (c. 60%). This is indicative of the fact that 
unless soil sampling is consistent with the level of fragmentation of the landscape, 
unsupervised and continuous methods of landscape classification may prove to be less 
useful than what could otherwise be expected. This problem is clearly reflected in the 
fact that although unsupervised landscape models are less homogeneous and have 
higher kernel variability than the supervised ones, the soil properties derived from each 
of these types of models present similar levels of homogeneity and contrast. 
Furthermore, despite reasonably large differences on a pixel basis between the soil 
property values produced by the different landscape models, using a regional average, 
differences between the landscape models are very small. Additionally, due to the small 
number of soil samples collected (given the area of the Marina Baixa and the number of 
landscape classes), the method of validation by jack-knifing proved to be inconclusive 
as not only were the uncertainty levels similar between the different soil-landscape 
models but also the least uncertain model is not the most stable one. 
Thus, the choice of two models to use in the hydrological modelling exercise in the next 
section cannot be made only on the basis of the validation. For the purpose of assessing 
the impact of variation in input soil properties on the hydrological output of catchments, 
two diametrically opposing methods of classification are selected. Since the average 
lowest RMSE values are produced when using the unsupervised discrete landscape 
model, the second model selected is the supervised continuous one, which is also the 
one for which the soil properties predicted by the unsupervised discrete model are least 
similar (average lower percentage of overlap), and presents the lowest coefficient of 
variation of RMSE. 
6.2 HYDROLOGICAL APPLICATION OF THE RESULTING SOIL PATTERNS 
The purpose of simulating the hydrological response of the study area is to quantify the 
effect of soil parameterisation on the hydrological output in order 1) to understand the 
spatial variability and structure of which soil properties are hydrologically important 
and have the greatest impact on the simulation output and 2) to understand how the 
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spatial distribution and pattern of these properties (and thus the factors which control 
them) are also important in controlling both the pattern and the aggregate of the 
hydrological fluxes in these catchments. The effect of soil parameterisation is assessed 
by comparing the catchments' hydrological output using lumped soil parameter values 
and spatially distributed inputs - both random and structured. 
Additionally, textural analysis is also used to quantify changes in the spatial structure 
from the landscape model phase (as presented earlier in this chapter - section 6.1.3) to 
the input data (lumped and structured distributed soil properties) to the simulated output 
(runoff). Textural analysis is not performed for the randomly distributed data because 1) 
this data does not exist at the landscape model phase, and 2) visualisation of the 
simulated output shows the same pattern of variation exhibited by the other datasets. 
6.2.1 ASSESSMENT OF SOIL PARAMETERS IN THE HYDROLOGY MODEL 
In a bucket type hydrological model, such as PATTERNL'm, where the wetting front 
moves down through the soil profile according to the saturated hydraulic which varies 
with depth, it is essential to accurately characterise the physical properties of the soil 
that most affect the propagation of the wetting front. Thus, the key soil parameters in 
the model are the change in bulk density with profile depth, the bulk density, sand, silt 
and clay fractions, all of which combine to determine the saturated hydraulic 
conductivity at the location of the wetting front (which controls infiltration) and at the 
bedrock (which controls profile recharge). These same properties determine the 
available moisture storage capacity (porosity) and thus the soil moisture achieved per 
unit of infiltration. Since infiltration, runoff, recharge and evaporation are all dependent 
on soil moisture (and in turn control soil moisture), the soil moisture capacity is a 
critical property. Further details of the model can be found in Appendix B. 
In the model the instantaneous redistribution of water is affected by all soil parameters, 
but especially by texture and bulk density. The particle size distribution affects the 
water storage and fluxes through the different particle size classes that are components 
of the equations used to derive the saturated hydraulic conductivities (both at the 
wetting front and at the bedrock), which are the hydraulic parameters that governs 
infiltration and recharge and thus, influence soil moisture and runoff. Note that this is 
only microporous saturated hydraulic conductivity (ksat) and does not take account of 
macropores, the presence of which should produce higher ksat than the simulated here. 
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Similarly, the bulk density regression parameters that characterize the rate of increasing 
compaction of the soil profile with depth influence bulk density at the wetting front, and 
consequently the saturated hydraulic conductivity and all the aforementioned 
hydrological processes that are also determined by texture. 
Soil thickness is less important than the two previous parameters. However, soil 
thickness determines the rate of drainage to the groundwater level by determining the 
bulk density at the soil-bedrock boundary. It also determines the total soil porosity 
(available pore space) so it is very important in translating mm water to m3 m-3 soil 
moisture, and thus all the other fluxes. 
For the sake of simplicity, the version of the model used does not account for rock 
fragment content (as explained in Appendix B). The effect of rock fragments in the 
profile is not accounted for in the simulations hereafter because it was not in the scope 
of this research to collect data for the sole purpose of further developing the 
hydrological model and, as explained in Appendix B, to incorporate the impact of rock 
fragment content upon saturated hydraulic conductivity and to conjugate the opposed 
effects of compaction and presence of rocks it would be necessary to collect a large 
amount of data specifically for that effect. 
6.2.2 PARAMETEuSAT10N 
As described in Appendix B, the required input parameters for PATTERN` are broad 
hydrological driving variables (rainfall), initial soil moisture condition, sub-surface 
parameters (soil properties) and surface parameters (vegetation and topographic 
characteristics). 
6.2.2.1 Driving Variables and Initial Condition 
In order to understand the effect of rainfall intensity upon runoff, two different single 
hour rainfall events were used in the hydrological simulations: one with 50mmh4 and 
the other with 100mmh71. Hydrological data used in the analysis is the simulated output 
at the end of the rainfall event. 
For the initial soil moisture condition, there is only one single realisation, as for all 
simulations this value is kept constant (0.01 mim73 ) and spatially invariant. Obviously, 
runoff is sensitive to this initial moisture value and tests showed that higher initial soil 
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moisture produces higher average runoff for the Marina Baixa because there are soil 
patches that will not have the capacity to absorb so much rainfall water. and produce 
more runon that is also converted in extra runoff downslope. However, the pattern of 
differences between lumped and distributed data inputs observed for accumulated runoff 
values are sustained. 
6.2.2.2 Sub-Surface Parameters 
Five different sets of soil data are used in the hydrological simulations. Two of them, 
the structured distributed data, correspond to the maps already presented in Figures 6.3 
to 6.8 a) and d), the unsupervised discrete and the supervised continuous soil maps, 
respectively. Two other maps are random realisations of these distributions, maintaining 
the mean and variance for all soil properties. The fifth set, the lumped data averaged by 
catchment, was produced using the same methodology used for the distributed data (see 
section 4.4.1), the difference being that instead of landscape units, soils data were 
averaged over much larger, catchment, areas, as shown in Figure 6.9. 
Thus, as expected, the Marina Baixa maps showing the spatial variation of each soil 
property lumped by catchment shows a much less fragmented image then their 
distributed counterparts (compare Figure 6.10 a) to f) with Figures 6.3 to 6.8 a) and d)). 
Since it is more common to aggregate soil property values for hydrological simulations 
at the catchment scale, it seemed more appropriate to lump data per catchment. It also 
offers the possibility of assessing the impact of catchment size and topography on the 
total runoff produced by each of the four main catchments of the Marina Baixa 
(Amadorio, Guadalest, Arcos and Torres). 
Note that, in the case of bulk density variation, although in the limestone areas and at 
those sites where bedrock is exposed, soil bulk density appears in the maps with a null 
value, for the purpose of data input, in the hydrological modelling, those areas are 
considered to have a bulk density which is equal to the rock particle density (an average 
rock density of 2.6gcm 3), which produces a porosity of zero. 
Also, the shading that helps creating the three-dimensional effect in the maps of Figure 
6.10 produces what could be misinterpreted as spatial variability within catchments. 
This is indeed not the case, and soils data are homogeneous within the catchments (see 
Figure 6.9). 
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Figure 6.9 Delineation of catchments in the Marina Baixa for data regionalisation 
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Figure 6.10 Spatial variation of soil properties using a lumped parameterisation approach 
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As an example of the random sets, Figure 6.11 shows the spatial distribution of silt 
values across the Marina Baixa, a) with the same mean and variance as the unsupervised 
discrete (UD) distribution of silt, and b) with the same mean and variance as the 
supervised continuous (SC) distribution of silt. All other random maps have a similar 
appearance to these of Figure 6.11. 
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Figure 6.11 Spatial random variation of silt in the Marina Baixa 
Differences in hydrological output for the different soil parameterisations are expected 
to be caused by (1) the spatial arrangement and size of patches (spatial structure), (2) the 
variation in soil property values in the soil patches (spatial variability) and (3) the 
values of the soil properties themselves (local characteristics). Table 6.17 shows how 
similar the latter are in the three soil scenarios (one lumped and two types of distributed 
- random and structured) across the Marina Baixa (MB). Thus, it is expected that, 
keeping all other model parameters fixed, the variation in runoff output between model 
simulations, using the same rainfall event, is only due to spatial variations and structure 
in the regionalisation of soil properties. 
Table 6.17 Average soil property values for the three soil parametcrisation sets 
MB Sand Silt Clay BuIkD S Depth 
Lumped 14.2 1.07 17.0 
Distributed - UD 25.3 35.0 14.4 1.03 17.9 
Distributed - SC 24.9 35.2 14.6 1.03 18.9 
6.2.2.3 Surface Parameters 
The topographic parameters required as data input include the spatial variation of slope 
gradient, aspect and drainage direction, where the latter is simply the assignment of a 
flow direction determined on the basis of the elevation cell values on the DEM, in a 3x3 
window using the D8 algorithm (Van Deursen and Wesseling, 1992). 
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The vegetation data, adapted from the CORINE Land Cover map (1997), has been 
recoded into eight classes (see Figure 6.12), as required by PATTERN`'". The functional 
classes, in this version of PATTERNL"E, control only the amount of rainfall intercepted 
and thus, the rainfall that reaches the ground and is available to infiltrate and/or runon. 
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Figure 6.12 Functional vegetation cover units for the Marina Baixa (adapted from CORINE LC) 
Nevertheless, it should be pointed out that the areal extent of these classes is somewhat 
out of date, especially the urban class, which in an area with such high tourism 
potential, such as the Marina Baixa, tends to rapidly expand from year to year. 
Moreover, although there was not a field observation effort of land cover type to allow 
for updating of the map in Figure 6.12, as part of this research, it was clear from 
fieldwork that the areas adjacent to Benidorm have shown remarkable urban growth, 
with more and more areas being concreted and/or experiencing major landscaping to 
level areas for the construction of shopping centres and water parks, especially in the 
low coastal areas southeast of the mountain regions. 
Unlike the driving variables and the subsurface parameters, topography and vegetation 
data inputs remain unchanged throughout the simulations. 
6.2.3 MODEL RESULTS 
Ten scenarios (two types of rainfall events and five different sets of soils data) were 
used to investigate the spatial dependence of runoff in the Marina Baixa, changing from 
random (RAND) soil distributions to structured soil-landscape model distributed 
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datasets (SLM) and a catchment-lumped dataset (LD). Thus, simulation results show the 
catchments' response to increasing patch size (RAND--ºSLM-*LD), spatial structure 
(RAND vs SLM and LD), spatial variability and soil property values (comparison of 
two SLM datasets - UD and SC - with lumped dataset). Comparative analysis of spatial 
variability was performed not only on a pixel basis but also on the average saturated 
hydraulic conductivity and runoff, first for the whole area and after, on a catchment 
basis. Average simulation results for the Marina Baixa are summarised in Table 6.18. 
Analysis of all ten simulation average results (Table 6.18) shows that although soil 
properties presented similar averages across the entire of the Marina Baixa, their 
combination produced significantly different average saturated hydraulic conductivities, 
especially between the lumped and the distributed scenarios. Thus, variation in 
infiltration and runoff between model runs is caused both by the characteristics of the 
soils (i. e. the soil property values) and their spatial variability, the combinations that 
exist in the same catchments (spatial structure), and their areal extent (patch size). 
Table 6.18 Average hydrological input/output per pixel in the Marina Baixa for taw rainfall events 
\IR Rainfall Rain Ground KsatWF Infiltration Runoff 
LD 50 48.5 3t-1.3 
2.9 
UD 50 48.5 56.8 27.0 3.6 
SC 50 48.5 59.3 28.5 3.4 
UD 50 48.5 56.8 36.6 1.6 
cti sc 50 48.5 59.3 37.6 1.4 
LD 100 98.5 34.3 32.1 9.7 
UD 100 98.5 56.8 38.3 9.6 
SC 100 98.5 59.3 39.4 9.4 
UD 100 98.5 56.8 48.0 6.7 
as SC 100 98.5 59.3 49.9 6.2 
All results in nom; Rain Ground represents the net rainfall, i. e. the difference between rainfall 
and interception loss; and KsatWF is the saturated hydraulic conductivity at the wetting front. 
6.2.3.1 Spatial Structure and Patch Size 
The summary in Table 6.18 shows that the two rainfall events have different impacts on 
the catchments' hydrological response depending on the type of soil parameterisation. 
First, the impact of rainfall amount/intensity upon runoff is the greatest if soil data input 
is random. Indeed, while rainfall doubled, runoff trebled if soils data input is structured 
but increased more than four times for non-structured soils data. Thus, spatial structure 
is very important in determining the magnitude of the catchments' response to rainfall. 
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Second, for the largest rainfall event (100mm) runoff response is in concomitance with 
patch size, i. e. as distributions become more homogeneous and have larger patches the 
runoff increases. However, this trend is not so clear if rainfall input is lower (50 mm) as 
the smallest patch size still yields the lowest runoff, but the largest patch (the lumped 
soils dataset) does not yield the highest runoff. Nevertheless, large differences in runoff 
are obvious between the random dataset (smallest patch size) and the spatially 
structured (larger patch size), and differences decrease with increasing rainfall. This 
confirms that patch size plays an important role in determining the magnitude of the 
catchments' response, which depends of rainfall amount/intensity. 
Third, while a 50mm precipitation yields lower average runoff in the Marina Baixa if 
soils data are lumped at the catchment scale (2.9 mm average runoff per pixel produced 
using lumped soils data against 3.4 and 3.6 mm using distributed soils data), a 100 mm 
rainfall yields lower average runoff if soils data are distributed (9.4 and 9.6 mm average 
runoff per pixel produced using distributed soils data against 9.7 mm using lumped soils 
data). Since property values themselves are similar between these scenarios (as 
indicated in Table 6.17) the above runoff variation confirms that patch size is as 
important as the spatial variability of soil properties. Moreover, the importance of patch 
size is complex because it depends on the behaviour of other variables, such as rainfall. 
Assuming that distributed soils data reflect better the hydrological environment, the 
implications of the previous findings are that while using lumped soils data slightly 
overestimates runoff if the rainfall event is "moderately strong" and underestimates 
runoff if rainfall event is "strong", using randomly distributed soil values 
underestimates runoff independently of rainfall amount/intensity. Moreover, using 
random soil distributions is likely to produce inferior estimations compared with using 
lumped data, even if these are at the catchment scale. 
For the 50mmh71-rainfall event, underestimation of runoff caused by lumped soils data 
is likely to be generated by 1) the lack of patches with "source" and "sink" 
characteristics (as often mentioned in the literature and pointed out in section 1.1.2.1) 
and/or 2) the different location of "source" patches along the flow network (since if 
located in the uplands runon has more opportunities to sink). Even if differences in 
average saturated hydraulic conductivity are accounted for, lumped soils data still 
generate, on average, less runoff than the distributed soils data. On the other hand, in the 
case of a stronger rainfall event, a slight overestimation of runoff caused by using 
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lumped soils data seems to be created largely by differences in soil property values 
because in the case of extreme rainfall events, more commonly exceeding infiltration 
capacity, means that "sink" patches are less likely to occur. Therefore, the amount and 
rate of water that can effectively infiltrate is more important than the spatial variability 
of soil patches. This explains why differences between runoff production using the three 
structured soils data sets decrease substantially from the 50mmh71 to the 100mmh-l- 
rainfall event, and become very similar (varying only 0.3 mm between simulations 
instead of 0.7 mm - column `runoff in Table 6.18). 
In conclusion, the spatial structure and patch size of soil properties seems to be more 
important for the hydrological simulation of low to moderate rainfall events while the 
actual values of the soil properties have more impact on the hydrological response to 
extreme rainfall events. This means that simulation of episodes of high magnitude that 
are generally responsible for larger soil losses and degradation may be less affected by 
poor soils data and the requirement for that data to be spatialised is less. Obviously, this 
excludes using random soils data, which, as pointed out above, is more likely to produce 
inferior runoff simulations. 
6.2.3.2 Spatial Variability 
Differences in Spatial Variability 
The spatial difference in saturated hydraulic conductivity and runoff between the results 
of the three structured soil scenarios, i. e. between (i) lumped (LD) and unsupervised 
discrete soil-landscape model (UC), (ii) lumped (LD) and supervised continuous soil- 
landscape model (SC), and (iii) the two soil-landscape models (UD - UC), is calculated 
and mapped in order to better understand the spatial variability dependency of runoff. 
The first set of figures (Figure 6.13a to c) shows that differences in saturated hydraulic 
conductivity for all three parameterisation approaches occur in the area with colluvial 
parent material. Differences between the lumped and the distributed approaches (Figure 
6.13a and b) are caused by lumped data having lower saturated hydraulic conductivities 
(caused by higher bulk density and lower soil thickness). Differences between the two 
distributed approaches (Figure 6.13c) are caused mainly by differences in soil thickness. 
Notably, the larger difference between the lumped and the distributed approaches 
encountered on the average saturated hydraulic conductivities in Table 6.18 is also seen 
in Figure 6.13. 
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Figure 6.13 Effect of soil parameterisation on the spatial variation of saturated hydraulic 
conductivity (mmh") 
While for saturated hydraulic conductivity there are some discernible spatial patterns 
caused by differences in the soil property regionalisation, for runoff this is not the case, 
as illustrated by the lack of spatial variation of runoff differences in Figures 6.14a and 
6.14b. Note that only the difference between the lumped and the supervised continuous 
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However, the lack of a clear pattern of spatial differences is caused by the magnitude of 
the differences rather than the lack of differences, i. e. because there is concentration of 
overland flow into organised flow lines, differences accumulate in drainage lines and 
these dwarfs the soil controlled cell to cell differences. In other words, the drainage 
direction provides a stronger spatial signal for runoff than any landscape variability. 
Also, it is clear from analysis of Table 6.19 that catchment-wide differences between 
runoff model results for different soil parameterisations are quite large. Thus, to better 
understand runoff landscape variability between simulations, the natural logarithm of 
the difference between simulated runoff values is shown. However, in those areas of 
Figure 6.14 where the difference (in mm) is null, Figure 6.15a and b show no data. 
On a pixel basis, for a 50mm rainfall event (Figure 6.15a), there are more pixels with a 
negative than positive difference (36% vs. 34%), while for a 100 mm rainfall event 
(Figure 6.15b) the opposite is true (41% vs. 32%), meaning that for the larger rainfall 
event there are more pixels with higher runoff produced using the supervised 
continuous rather than the lumped model. Thus, the impact of soil property aggregation 
on runoff depends upon the magnitude of the rainfall event, not only for the total 
amount of runoff of the Marina Baixa area, but also on a pixel basis, since this pattern 
of differences also occurs between the lumped and the unsupervised discrete data. 
Also, while saturated hydraulic conductivity patterns seem to be more related to patterns 
of soil properties, runoff seems to reflect a combination of both soil properties and 
topography, as spatial patterns of differences between parameterisation approaches 
clearly reflect drainage direction (higher differences occur in the lowlands where 
upslope area is much higher). However, as pointed out in the previous section (see 
section 6.2.3.1) runoff is also affected by the aggregation of soils data (patch size). 
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Table 6.19 is a summary of the average absolute difference between the hydrological 
outputs generated by the various types of soils data at the Marina Baixa scale. In 
addition to what has already been stated, note that spatial differences are higher between 
lumped and unsupervised discrete input data simulations if rainfall events are moderate, 
while higher spatial differences are encountered between the lumped and the supervised 
continuous input data simulations if the rainfall event is more extreme. Also, while 
aggregated values for the Marina Baixa showed that for stronger rainfall events 
differences between lumped and distributed results were smaller (Table 6.18), this is not 
the case on a pixel basis. Sensitivity to input data is independent of rainfall amount. 
Table 6.19 Average absolute difference (mm) between hydrological outputs using different 
tvnes of soil . lata and rainfall cvcnts 
A\cIr lz- Ah, narr Ln un t_n SC IUD SCI 










Impact of Soil Property Values 
Correlation analysis performed between soil properties, saturated hydraulic conductivity 
and runoff shows that while saturated hydraulic conductivity is closely associated with 
soil thickness, runoff shows little association with soil properties, thus corroborating 
previous findings (Table 6.20). Although statistically not significant, runoff varies more 
closely with soil properties if these are spatially distributed. This results from the fact 
that the landscape units from which soil properties are regionalised reflect the 
topography of the Marina Baixa, and especially slope position, which in turn is closely 
associated with upslope area. 
Table 6.20 Pearson's correlation coefficient between soil properties and hydrological output 
LD I UD I SC 
Correlation Ksat Runoff 50 Runoff 100 Ksat Runoff 50 Runoff 100 Ksat Runoff 50 Runoff 100 
10: c -(). SS 0.01 0.00 -O. 52 -0.07 -0.08 -0.53 -0.07 -0.08 
SAND 0.51 0.05 0.06 0.18 0.03 0.04 0.17 0.03 0.03 
SILT 0.61 0.05 0.05 0.43 0.07 0.07 0.45 0.07 0.07 
CLAY 0.60 0.05 0.05 0.38 0.03 0.04 0.35 0.02 0.03 
BULKD -0.62 -0.05 -0.05 -0.43 -0.04 -0.05 -0.43 -0.04 -0.05 
SDEPTH 0.74 0.02 0.02 0.88 0.00 0.00 0.85 -0.01 -0.01 
Impact of Catchment Size and Topography 
In order to understand the impact of size of catchment and topography on runoff, as it 
seems that these are more important than the spatial variability of soil properties, total 
runoff was calculated separately for the four main catchments in the Marina Baixa 
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(Table 6.21). Pixel runoff was plotted against upslope area (Figure 6.16) and the 
coefficients of correlation calculated both for the Marina Baixa and separately for the 
four main catchments in the area (see summary in Table 6.22). 
Results indicate that total catchment runoff is highly dependent on the amount of 
rainfall because for all four catchments, higher rainfall (100mmh-') produces higher 
total runoff. However, for the two smaller catchments (Arcos and Torres - c. 36 km' 
each) using distributed soils data produced lower total runoff than using lumped data, 
while the opposite is true for the larger catchments - Guadalest and Amadorio (c. 
210km2 each). Analysis of runoff values on a pixel basis shows that this is caused solely 
by the fact that a significantly large proportion of pixels in the smaller catchments have 
very low runoff, which is caused by differences in soil characteristics that allow for the 
appearance of a higher proportion of sink patches in those catchments when using 
distributed data. So, it is not an issue of scale, rather one of combination of soil 
properties that produce sink patches. 
Table 6.21 Total runoff (mm) aggregated by catchment for different rainfall events and soil 
paramrtrrisation-, 
Total Runol i Arcos Torres Guadalest Amadorio 
LD 50 42'41 58(, (, 78072 7551' 
LD 100 18115 26500 242820 258764 
UD 50 1502 5671 105659 95428 
UD 100 6528 20249 252702 261724 
SC 50 1686 5082 104050 83972 
SC 100 6925 19225 253129 250219 
Results in Table 6.22 are used to assess to what extent runoff depends on the upslope 
drainage area. Runoff and upslope area exhibit a very high degree of association, which 
seems to be independent of catchment size as there is not a pattern of variation of 
correlation between runoff and upslope area with catchment size. However, for the 
smaller catchments, the impact of soil spatial variability is also manifest in that the 
degree of association changes substantially from the lumped to the distributed 
parameterisations. 
Table 6.22 Coefficients of correlation between runoff and upslope area for each major 
catchment in the Marina Baivi 
R2 Marina Baixa Arcos Torres Guadalest Amadorio 
LD 50 0.85 0.97 1.00 0.89 0.83 
LD 100 0.87 1.00 1.00 0.89 0.84 
UD 50 0.84 0.27 0.94 0.89 0.83 
UD 100 0.86 0.75 0.99 0.89 0.84 
SC 50 0.83 0.37 0.92 0.89 0.83 
SC 100 0.86 0.77 0.98 0.89 0.84 
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Thus, the impact of hillslope length upon runoff surpasses that of spatial variability, and 
the latter is only detected in the smaller catchments because the magnitude of runoff 
volume does not erase the spatial variability signal. 
Note that runoff was correlated with all topographic attributes used in landscape 
classifications and with the exception of upslope area, all other correlations were weak, 
even the wetness index attribute. 
To detect trends in variation of the impact of hillslope length with rainfall intensity and 
types of soil data, runoff was also plotted against upslope area. As shown in Figure 
6.16, where the Guadalest catchment is used to exemplify the behaviour of large 
catchments, the higher the amount of rainfall the higher the runoff. And, for similar 
upslope area values, higher rainfall produces, as expected, much higher runoff, i. e. the 
rate of increase of runoff with upslope area is much higher for larger amounts of 
rainfall. Note that data points related to either the 50mmh-' (dark colours) or the 
100mmh"'-rainfall events (light colours) are clearly separated in Figure 6.16. This 
indicates that runoff increment is proportional to upslope area, relatively little affected 
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Figure 6.16 Variation of pixel-basis runoff with drainage area in the Guadalest catchment 
Figure 6.17 shows that the Arcos catchment (used to exemplify the behaviour of small 
catchments) exhibits a less distinct pattern of variation of upslope area with the 
magnitude of rainfall event. Nevertheless, higher rainfall still produces higher runoff on 
an upslope area basis. But, contrary to larger catchments, the signal is not as strong and 
the data series for the two rainfall events are much less separated. Lumped soils data 
clearly stand out as producing much higher runoff than any other type of soils data. This 
happens to such an extent that, for similar upslope areas, runoff produced after the 
smaller rainfall event (50mmh-1) using the lumped data is similar to the amount of 
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runoff produced after the larger rainfall event (100mmh-1) using distributed data (see in 
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Figure 6.17 Variation of pixel-basis runoff with drainage area in the Arcos catchment 
In conclusion, (1) average runoff for the Marina Baixa shows dependency upon the soil 
characteristics, their spatial structure and spatial variability in the landscape. However, 
whilst the importance of the latter two decrease with increasing rainfall amount and are 
paramount in determining the magnitude of the catchment response to rainfall, the 
importance of soil local characteristics increases with increasing rainfall. (2) On a pixel 
basis, while saturated hydraulic conductivity depends only on the in situ soil 
characteristics, the runoff signal clearly indicates that it depends on the topography 
(which controls drainage direction and thus, maximum possible amount of runoff that 
can be received from cells in higher landscape positions). Also on a pixel basis, (3) soil 
spatial variability is not as important in determining runoff as spatial structure, but 
depends on the amount of rainfall, producing a complex interaction. Moreover, (4) 
runoff shows little association with soil property values, whatever the amount of rainfall 
used in the simulations. (5) The total amount of runoff depends mainly on rainfall but 
significant differences can occur if catchments are relatively small causing the 
topography signal to be less heightened than the soil spatial variability one. 
6.2.3.3 Textural Analysis 
As set out in the objectives of this thesis, in addition to the quantification of the effect of 
soil parameterisation (see previous section) textural analysis is also used to examine the 
changes in spatial structure from the landscape model phase (LM), through to the soil 
properties phase (data input - SLM), through saturated hydraulic conductivity 
(hydrological model internal parameter) which represents the combined effect of 
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variability in a number of soil properties, and finishing in the hydrological output phase 
(runoff). 
As the objective is to compare changes in spatial structure in the different modelling 
phases, the textural indices analysed are the same as used previously for the spatial 
structure analysis of landscape models (LM) and soil properties (SLM) (see section 
6.1.3): homogeneity, contrast, entropy and angular second moment. As indicated in 
section 3.4, homogeneity and angular second moment are high when images have large 
homogeneous patches (coarse texture) while contrast and entropy are low when there is 
less local spatial variability and sharper variation between the patches. 
Quantification of structural changes of soil properties and hydrological outputs helps to 
separate 1) the effects of soil properties on the catchment's hydrological response from 
those of topography and drainage direction and 2) the effect of spatial structure (by 
comparing different levels of data aggregation - lumped versus distributed data) from 
the effect of spatial variability (comparison of the two distributed approaches). 
In order to synthesise each textural feature for each phase, soil property textural values 
are averaged and labelled SLM in Table 6.23 (for detailed soil properties textural values 
see Table 6.12). Additionally, to understand if spatial structure changes with the 
intensity of rainfall event, textural indices are also presented for the hydrological output 
simulated with a 50 mm and a 100 mm rainfall. 
Table 6.23 Summary of average textural indices variation from the landscape models to the 
hydrological output for different types of soils data parameterisation 
a) Homogeneity LD UD SC 
LM 0.99 0.84 0.90 
SLM 0.94 0.91 0.90 









b) Contrast LD I UD Sc 
LM 0.09 1.16 (1.46 
SLM 0.34 0.45 0.44 









c) Entropy LD UD SC 
LM 0.11 1.; 11 1.37 
SLM 0.27 1.11 0.95 









d) ASM LD UD SC 
LM 0.93 11? 9 0.33 
SLM 0.84 0.45 0.51 









Comparison of overall results in Table 6.23 shows that while homogeneity and angular 
second moment tend to be higher if data are lumped, entropy and contrast present the 
opposite trend, i. e. they are higher if data are distributed, and especially if using 
unsupervised discrete approach (UD). The implication is that, independently of rainfall 
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intensity and modelling phase, lumped input presents a coarser texture with larger 
homogeneous patches and less spatial variability within a kernel than distributed data. 
Comparison of textural values between modelling phases indicates that: 1) changes in 
homogeneity depend on the type of modelling approach, with (i) the lumped approach 
showing a steady decline from the LM to saturated hydraulic conductivity, and a rapid 
increment to almost maximum homogeneity (single patch) reflecting the effect of 
topography on runoff, and (ii) a distributed approach showing that soil property 
variation (SLM) is more homogeneous than the landscape models (LM) but presenting 
the same pattern of homogeneity change for runoff as the lumped approach (i. e. the 
highest homogeneity). Decline in homogeneity from LM to SLM is not expected and 
may be the result of homogeneity being very sensitive to changes in the number of grey 
levels (see section 6.1.3 for more detailed discussion on the impact of grey levels). 
To easily visualise the homogeneity changes in each phase and for each type of rainfall 
event, Figure 6.18a illustrates the summary results of Table 6.23a. Although spatial 
structure is substantially different for lumped and distributed datasets in early phases of 
modelling, differences fade when it comes to runoff, indicating that other factors, such 
as topography and drainage direction, are more important than the spatial variability of 
input data and that lateral transport cancels some of the spatial complexity out. 
Similar findings are obtained by analysis of change in local variation (contrast) from 
Table 6.23b and Figure 6.18b. Again, aggregation of input data and intensity of rainfall 
is shown to be less important than topography in determining the spatial variability of 
runoff in the landscape. Moreover, contrast is the only textural feature that is able to 
detect runoff differences caused by different amounts of rainfall, and as expected, 
higher contrast (sharper variation of runoff) is produced if rainfall amount is higher. 
In terms or orderliness, entropy and angular second moment (Figures 6.18c and d) 
present exactly the opposite results, which means the same for spatial structure. 
Therefore, as in section 6.1.3, only the results of entropy are discussed below. 
Similarly to homogeneity, entropy shows the impact of the level of soil aggregation, 
since lumped results are clearly dissimilar from distributed results. However, very small 
differences are encountered between 1) distributed approaches (although UD shows 
higher level of entropy in all phases except for runoff, which is expected because the 
landscape model is more fragmented) and 2) types of rainfall event. 
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Figure 6.18 Four textural features variation with modelling phases 
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6.2.4 SUMMARY 
The following is an outline of the impacts of using different types of soils data and 
rainfall events: 
1) Impact of spatial structure of soils data (lumped versus random and SLM 
distributed parameterisations): 
(i) determines the magnitude of the catchments' response to rainfall events; 
(ii) random datasets underestimate runoff, independently of rainfall intensity, 
and are likely to produce less accurate runoff predictions than structured 
datasets; 
(iii) if data is structured, impact depends on the intensity of rainfall, i. e. if 
rainfall has low intensity using lumped soils data underestimates runoff 
and if rainfall has high intensity it overestimates runoff; 
(iv) has a greater effect on the simulation of saturated hydraulic conductivity 
and runoff than the impact of different characterisations of soil spatial 
variability; 
(v) on the Marina Baixa basis is more pronounced for less intense rainfall 
events; 
(vi) when considering area-average runoff results, absolute differences are 
larger between simulations that use lumped soils data and soils data 
derived from unsupervised discrete landscape model if rainfall intensity 
is low; and differences are smaller if rainfall intensity is high; 
(vii) when considering runoff spatial differences on a pixel basis, these are 
larger between simulations that use lumped soils data and soils data 
derived from unsupervised discrete models if rainfall intensity is low; 
and are larger between lumped and supervised discrete results if rainfall 
intensity is high, thus showing a complex interaction between rainfall 
amount and local spatial variability in controlling runoff spatial 
variation; 
(viii) lumped soils data and lumped hydrological outputs present coarser 
texture with larger homogeneous patches and less local spatial variability 
than distributed data sets, independent of rainfall intensity; 
(ix) differences in the spatial structure of runoff produced by lumped and 
distributed data sets fades, compared to landscape models and soil 
properties. 
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2) Impact of spatial variability of soils data (effect of different distributed 
parameterisations): 
(i) when considering the Marina Baixa area-average hydrological output, 
differences are larger when rainfall events have low intensity; 
(ii) spatial variability of distributed data " sets increases from the soil 
properties to their combined effect (saturated hydraulic conductivity), but 
decreases rapidly for runoff; 
3) Impact of topography (shape and length of hillslopes) and drainage direction: 
(i) spatial differences in runoff are more pronounced in drainage lines, i. e. 
along the major channels than in the inter-channel areas; 
(ii) the spatial structure of runoff is more dependent on topography than on 
type of soils data. 
4) Impact of intensity of rainfall event: 
(i) when considering area-average runoff results, impact is greater for low 
intensity events; 
(ii) the impact depends upon level of aggregation and the spatial variability 
of soils data; 
(iii) random datasets show the strongest response to rainfall intensity 
changes. 
6.3 CONCLUSIONS 
Regionalisation of soil properties increases differences in spatial variability and spatial 
structure between different landscape model approaches, i. e. differences between soil 
property maps derived from the different landscape models are greater than differences 
between the landscape models themselves. However, the impact of regionalisation on 
spatial structure depends on the type of landscape model boundary (supervised vs. 
unsupervised), the number of sites sampled (and what they represent in terms of the 
total area to be modelled), and the soil properties predicted. 
Nevertheless, regionalisation decreases drastically the number of grey levels in all four 
models, i. e., the number of different classes decreases from the landscape model to the 
soil-landscape model thus indicating that if there was an advantage in using 
unsupervised or continuous landscape models, this faded with a limited amount of soils 
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data collected. Therefore, unless soil sampling is more intensive and number of sites for 
which there are soils data is higher than the number of different landscape classes, the 
higher level of disaggregation of the landscape is ineffective and pointless. Obviously, it 
is possible that the level of landscape fragmentation is too high in relation to the levels 
of soil property variation, and therefore collecting more soils data would not result in 
higher number of grey levels. 
However, in this study, the sampling seems insufficient in relation to the number of 
landscape classes (which strictly should be equivalent to the minimum number of sites 
sampled), to such an extent that even the jack-knifing method of model validation, 
which is particularly suitable for small sample sizes, proved to be inconclusive. 
Specifically, levels of uncertainty are similar and the least uncertain model is not the 
most stable, i. e. results indicate that unsupervised methods tend to be less uncertain but 
the supervised discrete method produced more stable soil predictions. 
Nevertheless, inconclusiveness about which soil-landscape models best predict soil 
properties over the Marina Baixa area, does not prevent us from choosing two of the 
models for data input in hydrological simulation. Thus, for the purpose of assessing the 
impact of level of aggregation and spatial variability of soil properties upon the 
hydrological response of catchments, the two most different soil-landscape models are 
chosen as data inputs: the unsupervised discrete and the supervised continuous models. 
From the analysis of the hydrological simulations, it is clear that area-average, spatial 
variability and spatial structure of runoff depend on whether random, lumped or 
distributed soils data are used for the hydrological simulations and, if distributed soils 
data are used, the spatial variability and patchiness of soil properties also influences 
catchment level simulation results. Moreover, changes in output results caused by 
changes in type of soils data input are non-linear and also depend on the type of rainfall 
event. 
Also, whilst the impact of spatial variability is greater for the modelling of saturated 
hydraulic conductivity and therefore crucial to obtaining accurate spatial predictions, for 
the simulation of runoff, the impact of drainage patterns and level of connectivity 
between different parts of the landscape overrides the impact of spatial variability and 
consequently, for their simulation, accurate topographic data and appropriate now 
routing methods are critical. 
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Additionally, it can be concluded that out of the four textural measures, only contrast 
clearly shows all the impacts that were being analysed (aggregation, spatial variability, 
topography and rainfall), which indicates that the way in which weights are assigned to 
p(ij) away from the main diagonal in the grey level co-occurrence matrix has a strong 
impact on what each measure can reflect. In this particular case, the non-linear 
increasing weight to transitions from low to high grey-scale values was able to capture 
small differences in spatial structure that other indices did not. Therefore, it is suggested 
that for further applications, the analysis of contrast only should be sufficient to capture 
different phenomena, thus reducing the volume of data calculations and statistical 
analysis to be performed. 
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7.1 INTRODUCTION 
It has been the aim of this study to develop soil-landscape models to provide 
quantitative spatial predictions of soil properties at the landscape scale, particularly for 
those properties identified as key attributes in determining the hydrological response of 
catchments: soil texture, soil bulk density, soil thickness and rock fragment content. In 
particular, the thesis argues the need to better understand the spatial variation of soil 
properties, as this is crucial for hydrological modelling. It was suggested that this can be 
accomplished by (i) identifying through literature review the landscape property most 
suitable for soil regionalisation at the landscape scale, and (ii) using readily available 
data (such as data derived from DEMs) to explicitly link soil pedogenetic processes to 
hydrological and geomorphological characteristics. 
This chapter considers (1) the success of the approaches adopted for soil-landscape 
modelling, (2) the role of modelling landscape and soil properties for hydrological 
simulation alongside an assessment of the (3) utility of understanding soil and 
hydrological properties and processes in a spatial context for addressing the issues of 
land degradation in the Mediterranean. This is performed chiefly by appraisal of the 
research objectives stated in the introduction, identification of problems inherent to 
different modelling approaches, examination of weaknesses, strengths and suitability for 
use of landscape scale of analysis, and finally an examination of potential avenues for 
future research in this area. 
7.2 APPRAISAL OF RESEARCH OBJECTIVES AND SYNTHESIS 
Fundamentally, the thesis sought to examine (1) the impact of different pattern 
recognition techniques on the prediction of soil properties and (2) how differences in the 
spatial variation of soil properties impact upon the hydrological outputs of catchments 
in the Marina Baixa, SE Spain. 
7.2.1 PATTERN RECOGNITION FOR PREDICTION OF SOIL PROPERTIES 
Of all the questions addressed by this study and set out in the introduction (section 1.3), 
the one that identifies association between soil and landscape (drawn from the literature 
review) as the most appropriate approach to modelling soil properties at the regional 
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scale and with relatively sparse soils data was the most decisive in steering this study 
towards the approach taken: the application of digital terrain modelling and pattern 
recognition techniques for the regionalisation of soil properties. 
7.2.1.1 Digital Terrain Modelling 
The degree of association between landforms and lithological groups was used to verify 
the suitability of the resolution adopted and the set of landscape attributes chosen to 
numerically describe the landscape. The rationale is that if topographic attributes are not 
sufficient in number and/or diverse in the characteristics of the landscape that they, 
measure and their resolution is not able to reflect real landscape variation, landform 
differences between lithological areas cannot be uncovered. Results show that, 
independently of the landform classification, certain landforms are clearly associated 
with certain types of lithology and therefore, the set of topographic attributes used in the 
different classification process, as well as the 100m pixel resolution, are appropriate to 
describe the Marina Baixa landscape. 
Data Resolution and Routing Algorithms 
Investigations into the effect of DEM (and thus topographic attributes) resolution and 
potential impacts on landform delineation showed that using low resolution digital 
elevation models from which to derive terrain features may produce poor differentiation 
of landforms. In clustering this problem is the direct result of reducing class separability 
and thus, the maximisation of intra-class variability. In discrimination, this problem 
arises from using techniques that rely on manual identification of breaks in the scaling 
regime of slopes, which may become too blurred for the analyst to be able to detect 
significant boundaries. It was also found out that, contrary to common belief (see for 
example Schoorl et al., 2000), using multiple flow algorithms to route flow may, as 
does resolution, also reduce class separability. Conversely, single flow and flow-tracing 
algorithms seem to produce terrain indices that are better suited to landform pattern 
recognition. 
7.2.1.2 Classifiers 
Comparison of four landscape models was used to verify whether landscape units 
produced by different models were different and it was shown that indeed this is the 
case. Therefore, the choice of method of pattern recognition is extremely important as 
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degrees of overlap between landscape units produced by the different models ranged 
between 23% and 81%, with supervised models presenting greater overlap than 
unsupervised ones (i. e., discrete and defuzzified supervised classes are more similar 
than their unsupervised counterparts) and greater differences were encountered between 
landscape units produced using different methods of class supervision (i. e. clustering 
and structural techniques). 
Also, it was questioned whether landscape classifications accurately represent the ways 
in which energy and matter vary in the landscape and whether these can thus be used for 
the prediction of soil properties. With regards to properly reflecting fluxes in the 
landscape it is thought that landscape units can capture landscape variability. Given the 
outstanding degree of association between landform units and lithology, there are strong 
indications that the landforms delineated by the different pattern recognition techniques 
reflect the fluxes that operate in different parts of the landscape, namely those controlled 
by lithology, which are of primary importance in semi-arid areas. Since the landscape is 
highly structured, presents great potential for modelling and suitability for prediction of 
attributes that depend on aspects of this landscape organisation. 
Moreover, even unsupervised methods of landform delineations were able to identify 
areas of the landscape that are commonly used landform classes, especially if these are 
conceptualised mainly on the basis of topographic position. Thus, although in the case 
of the Marina Baixa these automatic classifications produced landform classes with a 
mixture of shapes, their application to simple and/or smaller areas, such as simple 
catchments or individual hillslopes, is very likely to separate-well surfaces with 
different soil taxa. Thus, automatic clustering can be a very fast and effective way of 
partitioning the landscape into meaningful classes for soil property prediction. 
Therefore, clustering can in some cases offer a more convenient and preferable choice 
of classification algorithms. 
However, while the clustering classification results are not transferable anywhere else 
(as the technique is locally adapted), the rules developed for either the expert knowledge 
classifier or the semantic import model can be applied in other areas (their rules are not 
site specific). Nevertheless, a drawback of using indirect parameters of soil 
formation/development to infer soil properties is that the model can only be applied 
within a limited geographical extent without significant errors. In a different region the 
same topographic position often will produce a different combination of temperature 
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and water gradients and therefore different soil property values, since the overlying 
climate (or underlying lithology - if considering the landscape instead of the landform 
segmentations) may be very different from that of the Marina Baixa. 
Therefore, if classification results are not supposed to be extended to other areas, expert 
knowledge classifiers should only be used if 1) the land classes are supposed to separate 
different shapes, and/or 2) the area to be classified is too complex for clustering 
effectively separating different shaped class positions. 
Additionally, in relation to using discrete or continuous algorithms, it was found that 
even defuzzified fuzzy membership values reflected better the diffuse character of the 
landscape and provided more information about fine-scale variability of the landforms 
than did crisp boundaries. 
Classification Assumptions and Data Normality 
It also became obvious that in the literature, more often than not, the assumptions 
related to the application of parametric methods are ignored and that violation of these 
assumptions may render the application of clustering classifications useless. Indeed, 
lack of normality can produce Type I errors, i. e. distort the results of tests that allow us 
to choose the best performing classification, and thus increase the probability of 
rejecting the null hypothesis in error; it can also cause instability in predictions made 
from classes that may actually not best maximize differences between different parts of 
the landscape. 
In fact it is possible that the lack of a landform delineation that shows good performance 
in all tests used to choose the best classification (DPI, DPIj; i and Jeffries-Matusita 
index) reflects some instability in the results, which may well be related to normality 
issues in the data set used. 
Moreover, comparisons made between classification results using non-normal and 
normalised data showed that the impact of data normalisation is not independent of the 
classification method, with greater impact being found in the continuous clustering of 
landforms, rather than the discrete - where pixels before and after normalisation are 
more often assigned to different classes. Nevertheless, to put these results into context, 
it was also shown that impact of normalisation is smaller than impact of the choice of 
the nature of boundaries produced by clustering. 
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Classical Hypothesis Testing 
Although strictly not within the scope of this study, I have pointed out the need to adjust 
significance levels to reflect the volume of data, which in the realm of terrain modelling 
may be large. Thus, it was suggested that for clustering, instead of using simple F 
values to support the choice of number of classes in which datasets are split, the 
correlation ratio is used. This measure was further adapted to reflect the number of 
classes and labelled here as the Discrete Performance Index (DPI). 
Identification of Terrain Thresholds 
Another important finding is related to the identification of thresholds of different 
primitives for rule-based landform modelling. In the case of the Marina Baixa the 
analysis of cumulative area distribution proved unsuccessful in the detection of breaks 
in the scaling regime of hillslopes. 
Although the Marina Baixa area was first separated into its major catchments on the 
grounds that they present dissimilar topographic characteristics, which if analysed 
together could obscure or even shift the position of thresholds and wrongly separate 
landform positions in the different catchments, this level of disaggregation may still be 
insufficient. Thus, it is the case that for regional studies the cumulative-area distribution 
technique is difficult to apply and validate, as the number of thresholds is dependent on 
the number of partitions used and if these need to be sufficiently high to show breaks in 
the scaling, then the analyst can end up with an unfeasibly large number of topographic 
boundaries to be associated with all the landscape partitions (sub-catchments). In other 
words, terrain thresholds occur at a range of spatial scales, and at any scale the 
thresholds observed are an aggregate of all of those at all smaller scales, which at the 
scale of interest were impossible to detect with simple cumulative-area distribution 
analysis. 
Nevertheless, the analysis of attribute-area relationships proved to be very effective in 
detecting topographic thresholds, although they are seldom concurrent between the 
different catchments within the same catchment area, which demonstrates the need for a 
priori separation of the landscape into smaller sub-catchments with similar topographic 
settings. Breaks in scaling tend to occur at the same distances from the summit, which is 
indicative that breaks are most certainly related to real changes in the shape of the land 
or to critical upslope areas for the accumulation of water and associated 
erosive/sedimentational processes. 
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7.2.1.3 Soil Property Regionalisation 
Design of Field Sampling 
In terms of finding out whether different methods of (a) locating boundaries between 
landscape units and (b) the nature of these boundaries produced significantly different 
levels of uncertainty and stability of maps of soil properties, the ambiguity resulting 
from the insufficient number of soil sampling sites prevents an unambiguous simple 
answer. 
Despite 1) sampling evenly in the geographic space (as opposed to the attribute space), 
which is more promising of reducing overall prediction error because it has higher 
probability of being accurate over larger areas, especially when considering limited 
sample sizes, 2) the fact that the sampling design was able to capture well the variations 
of soil in the landscape, as there is a high level of association between soil property 
values and the different sites, and 3) that over 500 soil samples were collected and 
analysed, these collected data proved to be insufficient for soil property regionalisation 
over such a varied landscape because only 37 sites were sampled and these are too few 
compared with the number of landscape units within the various models. 
Obviously trying to accommodate for vertical and horizontal variability within each site 
resulted in too low a number of sites from which to regionalise soil properties using the 
models developed here. Also, whilst a highly variable landscape is perhaps a better 
"outdoors laboratory" more conducive to discovery of large scale patterns and detection 
of wider gradients between different phases of the soil-hydrology system, these 
strengths turned into weaknesses because of the sheer variety of the landscape and the 
difficulty in characterising this variety on the basis of (spatially restricted) field 
sampling. 
Regionalisation 
From observation and analysis of the landscape maps it is possible to state that soil 
property maps derived from supervised methods of classification do reflect, and present 
units that are split in accordance with the way water is routed in the landscape, while 
maps derived from unsupervised methods do not observe this rule. This is caused by the 
fact that the unsupervised classification methods tested here maximize differences 
between classes while simultaneously keeping within class variance to a minimum and 
while this can be an advantage for subsequent application of patterns, it is only useful if 
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detected boundaries have pedo-geomorphological significance. And, in this case, it was 
shown that different land-surface shapes, which possess different hydrological 
behaviour, can be found within the same landform unit and therefore, their value for any 
modelling that is related to the way in which water flows in the landscape can only be 
limited. In other words unsupervised classifications may better statistically separate the 
observed landform data but the boundaries which they draw are less likely to reflect the 
physical properties of the landscape that produce the soil patterns if the area to be 
classified shows a high degree of complexity. 
In contrast, 'the main conclusion about the different nature of boundaries of classes and 
the potential for soil property prediction is that the spectrum of landscape change 
offered by the application of methods that produce continuous boundaries can only be 
fully exploited if soil sampling is concomitant with the level of landscape variation, i. e. 
the number of sites sampled should be at least equivalent to the number of landscape 
units and sampling sites should be distributed in a way that allows each landscape unit 
to be characterised. 
Nevertheless, it is emphasised that the comparison of supervised discrete and 
defuzzified landform classification results allowed for the better separation of units and 
this is due to the defuzzified landforms reflecting finer-scale variability, which is only 
possible to detect in the first place due to the non-linear combination of membership 
functions, and remains even when the results have been defuzzified. 
Area-average regionalisation of soil properties increased the differences in spatial 
variability and structure between the four landscape modelling approaches tested, i. e. 
the differences between modelling approaches increased from the landscape to the soil- 
landscape phases. It was also found that the impact of regionalisation on spatial 
structure depends on how class boundaries are located (whether by supervised or 
unsupervised methods), the number of sites sampled and the measured variation of the 
soil property across the landscape. 
In conclusion, unsupervised methods are more suited to classify small and not too 
complex land-surfaces, and supervised methods are best suited to soil-landscape 
modelling at the regional scale. Also, continuous algorithms are likely to more 
accurately predict soil properties if the soil sampling scheme is well-matched with the 
level of variability of the landscape model. 
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7.2.2 VARIABILITY OF SOIL PROPERTIES AND HYDROLOGICAL RESPONSE 
The second main aim of this study is related to the assessment of the impact of soil 
spatial variability and structure upon runoff and how much the hydrological response 
reflects the structure of the underlying soil system. Application of the different soil 
regionalisations (alongside a catchment-scale lumped approach) confirmed that 
simulated runoff is highly dependent upon the spatial variability of soil properties and 
the structure of soil patches. However, it also showed that predictions are also highly 
influenced by topography and type of rainfall event. Thus, for accurate estimation of 
runoff for mitigation of further degradation of soils in semi-arid areas it is essential that 
not only soils be adequately represented but also the routing algorithm and rainfall data 
be realistic. Thus, efforts should also concentrate on developing tools for better 
describing the land* surface and the partitioning of flow. 
Additionally, it was also verified that the soil phase is non-linearly linked to the 
hydrological phase, as soil static properties show a conspicuously different spatial 
structure from that of dynamic hydrological output. Moreover, this is due to a 
combination of soil properties producing a complex hydrological parameterisation 
(measured here through saturated hydraulic conductivity), and the landscape also 
playing an important role in increasing variability of response, through its own internal 
variability (position and size of sink and source patches). Thus, as commonly found in 
natural environments, the catchment or region scale whole is more complex than the 
sum of the parts, with complexity increasing in the different phases of the system. 
7.2.3 SOIL-LANDSCAPE MODELLING AND ASSESSMENT OF DEGRADATION 
Hydrological simulations clearly showed that water fluxes are dependent not only on 
the characteristics of the soil system but also on the land-surface (topographic) 
characteristics, which determine not only total catchment scale volumes but also the 
magnitude of variation in the Marina Baixa area. 
For land degradation, especially in semi-arid areas where soils are thin acid stony, and 
the amount of water that can be stored is limited, the importance of soil property 
distribution on soil moisture variation is heightened, and the importance of topography 
and flow routing for modelling runoff (and potentially wash-erosion) is accentuated, as 
it was ascertained that different methods of flow routing can substantially alter the 
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direction and volume of water (and consequently, matter) that is routed through each 
individual pixel. More so, as working at the landscape scale with coarse resolution 
pixels, also has the potential to propagate larger errors. 
7.3 RECOMMENDATIONS AND FURTHER WORK 
First of all, the failure in the ability of the validation process to clearly identify which 
landscape classification best predicts soil properties is mainly related to insufficient soil 
sampling. The Marina Baixa soils data set did not contain a representative sample of 
several landscape units, especially the units in colluvial areas. Whilst a large study area 
encompassing entire drainage basis is more likely to provide a stronger basis for 
modelling and statistical analysis, only a substantially larger number of sampled sites 
can improve the power of the statistical models to efficiently detect and map the 
patterns of soils in the landscape. Thus, given that it is usually difficult to increase the 
sample size, a recommendation arising from this research would be to ensure having a 
sampling phase better integrated with the landscape classification phase. In this 
particular case this was difficult to achieve because of the need to have a sampling 
scheme independent of four landscape models in order to not bias the process of 
choosing the best soil-landscape model. However, unless the objective is to compare the 
performance of different soil-landscape models, the landscape segmentation can and 
should be used as the basis for sampling as this would prevent some units of being 
under-sampled and others over-sampled, or indeed some units not being characterised at 
all, while still closely reflecting the variability of the landscape and thus minimising 
survey costs. 
Also, it would be interesting to investigate what the impact of having used five 
landscape attributes (lithology, altitude, slope gradient, upslope area and potential solar 
radiation) to produce the provisional landscape model would be and if significant 
changes in soil model accuracy and stability occur if one of the landscape attributes is 
not used, i. e. to what extent the soil spatial variation modelled depends upon the 
provisional landscape model rather than the observed soil property values. Moreover, if 
significant changes in soil spatial variation occur, it would also be important to establish 
what the repercussions are for the hydrological modelling, i. e. the impact of the 
provisional landscape model upon the simulation of runoff. 
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Additional studies are also necessary to test the efficacy of the structural pattern 
recognition models with data from other areas and other resolutions because despite of 
the method of finding breaks in the scaling being applicable to other areas in theory at 
least, it is important to ascertain 1) if they are actually detected in different landscapes, 
2) if using different resolutions changes substantially the landscape thresholds and, 3) if 
so, what are the implications for the prediction of soil properties. 
In addition to investigations in the breaks in scaling, in fuzzy semantic modelling, 
sensitivity analysis of the parameters of the trapezoidal membership function is essential 
to better understand and control the changes in degree of membership of each primitive 
and therefore, understand the individual contribution of continuous primitives to the 
landform classification. Moreover, it is also important to establish the impact of using 
different logical operators such as convex combination, union, intersection and 
negation, especially as they are often combined in joint membership functions and have 
different levels of interactions (degrees in which operators affect the result of an 
operation). Thus, if better knowledge of soil property variation on the landscape exists, 
this can be more easily and accurately reflected by the parameters of the membership 
function and the operators that connect them to define landforms. 
Also, instead of producing one landscape-model from which to regionalise all soil 
properties, in structural pattern recognition there is the possibility to incorporate other 
rules that are related to the way in which specific soil processes influence single soil 
properties. Thus, instead of only using general rules, models can be refined to include 
rules linked exclusively to individual soil properties, and are likely to produce soil 
property distributions that would better represent natural variation in the landscape, 
without forcing all soil properties to be modelled with the same parameters. Thus, it 
acknowledges that different soil properties are influenced by different processes of soil 
formation and the implications for modelling are that 1) each soil property model 
reflects our knowledge of its specific variation in the landscape, and 2) it may increase 
model efficiency because if some primitives are not important for the prediction of 
some soil properties, these are not included in the pattern recognition process. 
Also of relevance is the way in which the contrast textural feature was able to capture 
the different impacts that were being assessed (aggregation, spatial variability, 
topography and rainfall intensity). This clearly shows that contrast is, among the 
textural indices evaluated, the most sensitive to spatial variability and level of 
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aggregation at the landscape scale. Therefore, it seems logical to further examine its 
potential in identifying scales at which spatial variability and structure change, by 
varying window sizes. Pinpointing changes in contrast levels with window size may 
allow the identification of scales at which different hydrological processes operate on 
the hillslopes, both in time by analysing contrast at several time steps, and in space by 
analysing contrast feature maps. 
In terms of soils data needs in Europe, and especially in semi-arid areas, the application 
of structural classification techniques at the landscape scale is very likely to yield 
reasonable accurate predictions of soil properties for large areas. Moreover, it is likely 
that if restricting the geographic area to Mediterranean lands, the same landform rules 
can be applicable, i. e. if large areas are used in the classification process and the 
climatic gradients are similar, thresholds for the definition of primitives to separate 
landforms should remain constant. However, in terms of soil sampling, it should still be 
necessary to collect data from different geographical locations for all landscape units. 
In terms of assessment of land degradation and desertification, this research showed that 
accurate spatial soils data is perhaps less important than accurate flow routing and 
topography representation if considering extreme situations of rainfall. However, it is 
likely that for aridification (as a more continuous process acting upon the landscape), 
both the representation of soils and the topography are essential for its appraisal. Thus, 
improving soils spatial data without improving the ways water and sediments are routed 
is equivalent to the paradox of attempting to treat the degradation of soil without 
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Appendix A. 2 List of Sites Randomly Selected to be Dropped Out of Prediction Set 
APPENDIX A. 2 LIST OF SITES RANDOMLY SELECTED TO BE DROPPED OUT OF 
PREDICTION SET FOR VALIDATION PURPOSES 
ample Sites dro pped out of prediction set=. vn_- Resam ie .t,, sites aro ea out or preaicuon set -<"- 
1 227 229 226 248 51 339 395 248 415 
2 178 226 351 167 52 245 339 321 494 
3 248 167 168 355 53 415 222 351 416 
4 168 247 359 226 54 226 395 460 351 
5 167 168 247 401 55 229 355 400 416 
6 167 168 417 227 56 477 319 168 417 
7 167 227 226 415 57 355 477 266 319 
8 248 229 245 321 58 455 319 411 247 
9 266 168 245 359 59 351 337 459 319 
10 263 229 322 247 60 417 415 401 166 
11 337 247 339 167 61 415 339 166 494 
12 411 321 168 178 62 222 227 494 477 
13 395 227 166 339 63 168 319 495 416 
14 168 226 339 401 64 417 455 166 400 
15 229 248 319 355 65 226 400 480 359 
16 399 226 359 168 66 337 416 477 227 
17 226 322 395 245 67 461 400 351 247 
18 263 227 480 166 68 415 263 477 319 
19 167 321 229 455 69 266 461 401 322 
20 480 227 229 226 70 226 494 339 416 
21 227 416 263 245 71 401 411 168 477 
22 417 266 319 167 72 229 494 266 460 
23 321 263 415 168 73 355 339 459 359 
24 167 168 351 461 74 460 222 495 322 
25 321 355 319 263 75 460 245 355 417 
26 247 229 227 494 76 480 167 494 337 
27 395 319 245 322 77 415 263 339 494 
28 416 351 248 178 78 495 321 266 417 
29 359 178 247 415 79 263 399 477 401 
30 166 337 351 411 80 460 461 321 351 
31 351 355 399 167 81 245 400 494 455 
32 319 351 263 339 82 495 321 400 401 
33 227 461 229 322 83 460 495 415 222 
34 229 401 266 339 84 480 337 460 339 
35 460 399 229 178 85 460 339 477 337 
36 226 245 417 399 86 266 459 460 415 
37 222 461 401 226 87 339 401 480 415 
38 339 167 351 455 88 459 226 477 480 
39 322 168 416 400 89 322 477 480 355 
40 477 399 222 245 90 359 459 495 337 
41 263 266 337 460 91 416 455 319 480 
42 321 355 395 322 92 401 399 411 477 
43 411 229 459 245 93 460 411 415 395 
44 321 417 399 226 94 495 229 477 455 
45 321 226 359 459 95 477 395 459 400 
46 339 415 395 227 96 415 359 459 460 
47 401 411 355 178 97 461 400 339 495 
48 359 355 178 459 98 401 417 415 495 
49 359 322 245 455 99 401 477 411 480 
50 495 359 168 321 100 417 495 494 480 
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APPENDIX A. 3 RMSE FOR EACH SOIL PROPERTY AND REPLICATION 
UNSUPERVISED DISCRETE LANDSCAPE MODEL 
, Replicate Rock FC Sand Bulk D S depth-, 
1 0.67 0.84 "1.62 0.79 0.00 1.09 
2 0.93 0.03 0.03 0.02 0.00 0.03 
3 2.89 2.26 3.38 1.18 0.00 4.07 
4 0.59 0.73 0.72 0.13 0.01 1.13 
5 1.39 0.64 0.61 0.08 0.01 1.12 
6 1.10 0.03 0.03 0.02 0.00 0.03 
7 0.90 0.03 0.03 0.02 0.00 0.03 
8 2.19 2.09 3.20 1.31 0.04 1.66 
9 1.80 2.06 3.04 1.07 0.03 0.72 
10 3.73 1.12 1.17 0.42 0.01 1.57 
11 3.03 2.26 2.36 0.23 0.02 1.93 
12 0.91 0.72 0.63 0.12 0.01 0.48 
13 2.68 0.90 1.16 0.32 0.02 1.42 
14 1.45 0.85 1.04 0.19 0.00 0.42 
15 3.15 2.50 3.15 0.84 0.00 2.36 
16 0.96 0.47 0.52 0.07 0.01 0.30 
17 4.42 2.41 2.99 0.72 0.05 1.07 
18 1.27 2.01 2.37 0.56 0.00 5.89 
19 1.01 0.72 0.63 0.12 0.01 0.48 
20 1.26 2.00 2.36 0.48 0.00 5.89 
21 2.55 2.77 3.15 0.49 0.04 1.48 
22 1.21 0.81 1.04 0.32 0.00 0.90 
23 1.25 0.69 0.85 0.28 0.01 0.39 
24 1.86 0.03 0.03 0.02 0.00 0.03 
25 3.33 3.12 4.06 0.97 0.01 2.34 
26 1.47 1.68 1.14 0.60 0.08 1.64 
27 5.17 2.12 2.53 0.64 0.05 1.06 
28 2.44 0.84 1.62 0.79 0.00 1.09 
29 0.99 0.73 0.72 0.13 0.01 1.13 
30 2.79 1.29 1.20 0.10 0.02 1.46 
31 2.60 2.09 2.96 0.87 0.00 3.92 
32 1.29 1.14 1.67 0.60 0.00 0.60 
33 2.51 1.37 1.36 0.08 0.01 0.25 
34 1.51 1.03 1.18 0.22 0.00 0.77 
35 1.60 0.03 0.03 0.02 0.00 0.03 
36 2.38 1.92 2.57 0.68 0.04 0.89 
37 2.96 0.03 0.03 0.02 0.00 0.03 
38 1.79 0.85 1.04 0.19 0.00 0.42 
39 3.00 1.37 1.36 0.08 0.01 0.25 
40 3.00 2.94 4.32 1.42 0.04 12.17 
41 2.21 1.62 1.44 0.46 0.02 1.43 
42 7.15 3.87 4.38 0.97 0.03 4.16 
43 2.12 1.92 2.57 0.68 0.04 0.89 
44 1.15 0.72 0.63 0.12 0.01 0.48 
45 1.17 0.91 0.87 0.13 0.02 0.58 
46 2.47 0.90 1.16 0.32 0.02 1.42 
47 3.03 2.09 2.96 0.87 0.00 3.92 
48 2.72 2.15 3.01 0.88 0.01 3.92 
49 3.76 2.28 3.20 1.06 0.03 0.66 
50 1.96 2.56 1.61 1.05 0.02 1.06 
51 2.56 1.23 1.99 0.85 0.02 1.79 
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UNSUPERVISED DISCRETE LANDSCAPE MODEL (CONT. ) 
: Replicate' '. Rock FC . : Sand Silt clay-, .. ' Bulk D S depth 
52 2.80 2.62 2.93 0.94 0.08 1.59 
53 4.00 0.03 0.03 0.02 0.00 0.03 
54 1.08 0.76 0.85 0.16 0.02 0.47 
55 2.90 2.09 2.96 0.87 0.00 3.92 
56 2.48 2.38 3.63 1.27 0.00 12.15 
57 3.88 3.44 4.82 1.46 0.00 12.35 
58 1.16 0.82 0.96 0.26 0.01 1.13 
59 2.43 1.50 1.55 0.28 0.02 1.48 
60 2.64 0.03 0.03 0.02 0.00 0.03 
61 1.83 1.77 1.42 0.63 0.09 1.28 
62 2.18 2.37 3.30 1.71 0.09 11.99 
63 2.06 2.54 1.73 1.07 0.00 0.99 
64 2.11 0.03 0.03 0.02 0.00 0.03 
65 1.59 2.05 2.42 0.48 0.01 5.90 
66 3.29 2.57 3.67 1.25 0.02 12.22 
67 2.82 0.64 0.61 0.08 0.01 1.12 
68 2.38 2.37 3.74 1.38 0.00 12.14 
69 2.68 0.99 1.11 0.20 0.01 1.00 
70 2.19 1.77 1.42 0.63 0.09 1.28 
71 2.79 2.23 3.47 1.25 0.00 12.14 
72 1.68 1.62 1.04 0.61 0.09 1.35 
73 3.43 2.27 3.13 0.88 0.01 3.91 
74 3.64 2.75 1.92 1.04 0.01 0.92 
75 3.57 2.84 3.92 1.10 0.04 4.02 
76 4.20 4.83 4.41 0.64 0.09 9.06 
77 1.82 1.79 1.44 0.69 0.09 1.29 
78 1.94 2.44 1.46 1.05 0.01 1.53 
79 2.98 2.23 3.48 1.28 0.00 12.14 
80 2.15 0.72 0.63 0.12 0.01 0.48 
81 2.55 2.47 2.75 0.90 0.09 1.50 
82 2.79 2.49 1.49 1.05 0.01 1.01 
83 2.09 2.39 1.36 1.04 0.00 0.88 
84 2.88 2.95 3.28 0.52 0.02 6.08 
85 3.42 3.10 4.15 1.26 0.02 12.23 
86 2.37 0.44 0.38 0.11 0.00 0.61 
87 1.92 2.17 2.58 0.51 0.00 5.90 
88 2.67 2.19 2.70 1.26 0.00 11.19 
89 5.31 3.47 4.37 1.53 0.01 11.86 
90 2.85 2.75 1.88 1.05 0.02 1.73 
91 1.80 2.17 2.60 0.53 0.00 5.90 
92 3.31 2.23 3.47 1.25 0.00 12.14 
93 1.28 0.76 0.85 0.16 0.02 0.47 
94 3.45 4.09 4.36 1.43 0.00 12.54 
95 2.40 2.35 3.57 1.26 0.02 12.15 
96 2.27 0.47 0.52 0.07 0.01 0.30 
97 2.70 2.54 1.71 1.06 0.00 0.98 
98 3.11 2.39 1.36 1.04 0.00 0.88 
99 3.07 2.19 2.70 1.26 0.00 11.19 
100 4.24 3.51 5.68 2.20 0.09 21.36 
average 2.43 1.73 2.02 0.65 0.02 3.42 
täte ý litude 6.56 4.80 5.65 2.18 0.09 21.33 
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UNSUPERVISED CONTINUOUS LANDSCAPE MODEL 
Replicate, ; Rock FC __. . Sand Silt Clay Bulk D S de th ,ý 
1 1.00 1.50 2.33 0.87 0.00 1.11 
2 1.44 0.10 0.03 0.03 0.00 0.02 
3 3.40 2.40 3.15 0.90 0.00 2.38 
4 3.42 0.67 0.70 0.18 0.02 1.22 
5 1.08 0.59 0.57 0.10 0.01 1.20 
6 0.80 0.10 0.03 0.03 0.00 0.02 
7 1.24 0.10 0.03 0.03 0.00 0.02 
8 4.81 2.62 3.90 1.52 0.04 1.79 
9 5.28 2.00 2.77 0.92 0.03 0.72 
10 2.65 1.53 1.74 0.48 0.01 1.57 
11 2.66 2.27 2.48 0.27 0.02 1.72 
12 1.36 0.58 0.58 0.35 0.03 0.63 
13 2.48 0.59 0.75 0.26 0.02 0.95 
14 0.91 0.60 0.76 0.17 0.00 0.38 
15 3.71 2.72 3.74 0.91 0.00 2.31 
16 3.18 0.47 0.53 0.12 0.02 0.39 
17 4.28 2.42 3.23 0.94 0.03 0.88 
18 1.56 2.48 2.65 0.92 0.00 6.78 
19 1.12 0.58 0.58 0.35 0.03 0.63 
20 1.54 2.48 2.63 0.87 0.00 6.78 
21 2.98 3.25 3.82 0.65 0.03 1.46 
22 1.34 0.86 1.06 0.38 0.00 0.81 
23 1.34 0.86 1.06 0.38 0.00 0.81 
24 1.71 0.10 0.03 0.03 0.00 0.02 
25 5.04 3.03 3.91 0.93 0.03 2.42 
26 1.62 1.64 1.16 0.53 0.08 1.99 
27 5.35 2.11 2.73 1.11 0.03 0.95 
28 2.55 1.50 2.33 0.87 0.00 1.11 
29 3.32 0.67 0.70 0.18 0.02 1.22 
30 3.67 0.64 0.55 0.12 0.02 1.14 
31 3.32 2.20 2.73 0.53 0.00 2.42 
32 1.40 0.86 1.38 0.56 0.00 0.65 
33 1.97 1.59 1.80 0.25 0.01 0.44 
34 1.33 0.75 0.81 0.27 0.00 0.70 
35 1.68 0.10 0.03 0.03 0.00 0.02 
36 2.42 1.88 2.68 0.86 0.03 0.66 
37 1.75 0.10 0.03 0.03 0.00 0.02 
38 3.29 0.60 0.76 0.17 0.00 0.38 
39 2.52 1.59 1.80 0.25 0.01 0.44 
40 3.42 2.96 4.43 1.52 0.03, 12.44 
41 1.29 0.80 0.73 0.50 0.02 1.21 
42 8.25 3.68 4.17 0.93 0.04 2.43 
43 2.93 1.88 2.68 0.86 0.03 0.66 
44 2.73 0.58 0.58 0.35 0.03 0.63 
45 4.23 0.77 0.87 0.34 0.02 0.86 
46 2.55 0.59 0.75 0.26 0.02 0.95 
47 3.58 2.20 2.73 0.53 0.00 2.42 
48 4.23 2.40 2.98 0.59 0.02 2.38 
49 4.95 2.40 3.23 0.94 0.04 0.73 
50 4.56 1.60 1.22 0.68 0.02 1.23 
51 2.51 1.59 2.43 0.91 0.02 1.48 
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UNSUPERVISED CONTINUOUS LANDSCAPE MODEL (CONT. 
, Replicate Rock FC Sand Silt Clay Bulk D :,: f:;. S depth.: 
52 4.32 2.52 3.01 1.10 0.08 1.86 
53 5.00 0.10 0.03 0.03 0.00 0.02 
54 1.29 0.70 0.75 0.09 0.02 0.32 
55 3.17 2.20 2.73 0.53 0.00 2.42 
56 2.61 2.41 3.67 1.29 0.00 12.43 
57 4.19 3.45 4.82 1.47 0.00 12.62 
58 3.52 0.67 0.87 0.32 0.01 1.18 
59 1.85 0.88 1.05 0.34 0.02 1.13 
60 2.61 0.10 0.03 0.03 0.00 0.02 
61 2.09 1.64 1.27 0.55 0.09 1.63 
62 2.07 2.21 3.24 1.81 0.09 12.22 
63 1.69 1.59 1.32 0.66 0.00 0.96 
64 2.45 0.10 0.03 0.03 0.00 0.02 
65 3.62 2.52 2.69 0.88 0.02 6.79 
66 2.96 2.37 3.57 1.26 0.02 12.48 
67 2.12 0.59 0.52 0.10 0.01 1.20 
68 2.70 2.43 3.78 1.38 0.00 12.43 
69 2.27 1.64 2.26 0.66 0.01 0.63 
70 2.21 1.64 1.27 0.55 0.09 1.63 
71 3.11 2.29 3.53 1.26 0.00 12.43 
72 1.68 1.60 1.05 0.56 0.09 1.69 
73 4.45 2.48 3.09 0.62 0.02 2.40 
74 2.30 2.12 1.99 0.64 0.01 0.98 
75 4.37 2.46 3.39 1.00 0.03 2.86 
76 3.82 4.68 4.44 0.77 0.09 10.26 
77 2.09 1.65 1.32 0.63 0.09 1.64 
78 2.72 1.57 1.09 0.72 0.03 1.39 
79 2.98 2.29 3.55 1.29 0.00 12.43 
80 2.48 0.58 0.58 0.35 0.03 0.63 
81 3.50 2.42 2.86 1.01 0.09 1.72 
82 3.24 1.52 1.03 . 0.69 0.03 1.08 
83 1.78 1.41 0.85 0.59 0.00 0.88 
84 2.76 3.31 3.57 0.90 0.02 6.86 
85 3.26 3.17 4.28 1.28 0.02 12.47 
86 2.91 0.46 0.26 0.21 0.00 0.59 
87 2.15 2.55 2.74 0.89 0.00 6.79 
88 3.10 2.78 2.97 1.40 0.00 11.52 
89 4.87 4.07 4.62 1.52 0.01 11.77 
90 3.20 1.61 1.15 0.62 0.03 1.49 
91 2.57 2.59 2.82 0.92 0.00 6.79 
92 3.71 2.29 2.53 1.26 0.00 12.43 
93 2.75 0.70 0.75 0.09 0.02 0.32 
94 3.69 3.69 4.29 1.16 0.00 12.83 
95 2.57 2.39 3.61 1.26 0.02 12.43 
96 3.75 0.47 0.53 0.12 0.02 0.39 
97 1.12 1.53 1.14 0.61 0.00 0.96 
98 2.72 1.41 0.85 0.59 0.00 0.88 
99 3.59 2.78 2.97 1.40 0.00 11.52 
100 4.16 3.62 5.68 2.16 0.09 20.96 
ü average ` 2.86 1.69 2.00 0.66 0.02 3.40 
['amlitude 7.45 4.58 5.65 2.14 0.09 20.94 
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SUPERVISED DISCRETE LANDSCAPE MODEL 
r Replicate- , Rock FC Sand Silt clay Bulk D ; °ak S depth 
1 1.17 0.44 1.15 0.79 0.00 1.76 
2 15.60 0.02 0.85 0.45 0.00 0.57 
3 4.57 2.34 3.19 0.77 0.00 2.87 
4 2.68 2.37 3.37 1.17 0.04 2.09 
5. 1.46 1.00 1.25 0.46 0.03 1.90 
6 0.97 0.02 0.85 0.45 0.00 0.57 
7 2.09 0.02 0.85 0.45 0.00 0.57 
8- 1.97 1.48 1.67 0.96 0.03 4.08 
9 2.40 3.16 4.10 1.01 0.06 2.06 
10 1.41 1.00 1.28 0.51 0.04 2.14 
11 3.80 2.85 3.15 0.52 0.04 2.37 
12 1.03 0.35 0.85 0.52 0.02 0.62 
13 3.31 1.52 2.27 0.84 0.02 2.01 
14 1.30 0.79 1.29 0.48 0.00 0.70 
15 4.59 2.82 3.81 0.85 0.00 2.74 
16 2.61 2.81 3.56 0.79 0.05 1.73 
17 2.39 1.89 2.64 0.92 0.03 1.48 
18 2.21 2.48 3.79 1.40 0.00 12.37 
19 1.15 0.35 0.85 0.52 0.02 0.62 
20 2.20 2.41 3.78 1.35 0.00 12.36 
21 1.88 0.85 1.19 0.65 0.02 0.95 
22 1.44 0.52 1.01 0.51 0.00 1.04 
23 2.09 0.28 0.86 0.46 0.02 0.69 
24 15.62 0.02 0.85 0.45 0.00 0.57 
25 4.45 3.40 4.85 0.98 0.02 2.52 
26 2.45 3.03 2.10 1.25 0.09 2.22 
27 2.93 2.22 2.54 0.58 0.03 1.10 
28 15.91 0.44 1.15 0.79 0.00 1.76 
29 3.40 2.37 3.37 1.17 0.04 2.09 
30 15.97 0.97 1.20 0.46 0.03 1.66 
31 16.24 2.68 1.61 0.60 0.00 2.70 
32 15.66 0.86 1.61 0.87 0.00 0.85 
33 1.27 0.66 0.96 0.49 0.02 0.62 
34 1.50 1.31 1.72 0.49 0.00 0.84 
35 1.95 0.02 0.85 0.45 0.00 0.57 
36 1.60 0.62 1.16 0.55 0.02 0.79 
37 2.47 0.02 0.85 0.45 0.00 0.57 
3$ 15.89 0.79 1.29 0.48 0.00 0.70 
39 2.14 0.66 0.96 0.49 0.02 0.62 
40 2.25 1.99 3.15 1.18 0.02 10.25 
41 2.47 2.36 2.18 0.57 0.03 1.67 
42 5.08 4.19 5.28 1.14 0.03 2.78 
43 1.65 0.62 1.16 0.55 0.02 0.79 
44 1.42 0.35 0.85 0.52 0.02 0.62 
45 2.62 2.83 3.56 0.83 0.05 1.74 
46 3.91 1.52 2.27 0.84 0.02 2.01 
47 4.65 2.68 3.80 0.60 0.00 2.70 
48 5.13 3.99 5.28 0.90 0.05 3.09 
49 2.73 3.04 3.95 1.03 0.06 2.02 
50 4.05 5.19 4.36 2.02 0.05 2.18 
51 4.08 1.58 2.41 1.06 0.02 2.61 
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Appendix A. 3 RMSE for each Soil Property and Replication 
SUPERVISED DISCRETE LANDSCAPE MODEL (CONT. 
, -Re licate . Rock, FC. Sand - Silt . ý; Clay Bulk D de th =a 
52 2.78 3.05 2.28 1.33 0.07 1.48 
53 17.76 0.02 0.85 0.45 0.00 0.57 
54 15.68 1.67 2.48 0.84 0.02 1.35 
55 4.49 2.68 3.80 0.60 0.00 2.70 
56 2.14 2.02 3.21 1.17 0.00 10.24 
57 4.90 3.53 5.15 1.29 0.00 10.52 
58 3.28 1.23 1.61 0.55 0.03 1.92 
59 15.76 1.19 1.55 0.55 0.03 1.68 
60 3.54 0.02 0.85 0.45 0.00 0.57 
61 3.40 2.97 2.13 1.36 0.09 1.26 
62 2.76 3.35 3.38 1.74 0.09 10.21 
63 3.71 4.41 2.84 1.92 0.00 1.47 
64 1.71 0.02 0.85 0.45 0.00 0.57 
65 3.35 3.70 5.12 1.50 0.05 12.46 
66 3.50 2.12 3.16 1.14 0.03 10.35 
67 14.64 1.00 1.25 0.46 0.03 1.90 
68 2.84 1.92 3.19 1.34 0.00 10.25 
69 2.50 0.55 1.29 0.61 0.02 0.68 
70 3.18 2.97 2.13 1.26 0.09 1.36 
71 2.36 1.89 3.04 1.13 0.00 10.23 
72 2.44 3.04 2.21 1.25 0.09 1.38 
73 5.09 4.06 5.35 0.92 0.05 3.11 
74 3.48 4.40 2.69 1.90 0.02 1.45 
75 4.53 2.19 3.26 0.64 0.02 3.10 
76 4.27 4.31 4.64 1.75 0.09 13.35 
77 3.40 3.02 2.14 1.31 0.09 1.45 
78 3.50 4.44 2.99 1.96 0.02 1.71 
79 2.83 1.97 3.05 1.18 0.00 10.25 
80 15.70 0.35 0.85 0.52 0.02 0.62 
81 2.74 2.92 2.05 1.29 0.08 1.41 
82 4.03 4.36 2.65 1.91 0.02 1.45 
83 3.93 4.35 2.65 1.89 0.00 1.43 
84 4.09 3.59 4.76 1.37 0.03 12.44 
85 3.91 3.27 4.20 1.15 0.03 10.33 
86 2.92 1.04 1.41 0.45 0.00 0.74 
87 3.30 2.54 3.91 1.37 0.00 12.36 
88 2.37 0.68 1.68 1.01 0.00 8.92 
89 5.00 3.19 4.43 1.11 0.02 9.30 
90 4.66 5.27 4.44 2.01 0.06 2.67 
91 2.83 2.52 3.92 1.38 0.00 12.36 
92 3.00 1.89 3.04 1.13 0.00 10.23 
93 2.64 1.67 2.48 0.84 0.02 1.35 
94 4.19 5.08 4.24 2.12 0.00 10.52 
95 2.60 2.52 3.83 1.33 0.02 10.31 
96 3.71 2.81 3.56 0.79 0.05 1.73 
97 3.59 4.42 2.83 1.90 0.00 1.49 
98 4.82 4.35 2.65 1.89 0.00 1.43 
99 2.58 0.68 1.68 1.01 0.00 8.92 
100 4.12 3.31 5.49 2.18 0.09 20.64 
average. 
` 
4.54 2.11 2.56 0.98 0.02 3.79 
. 
ani litude 16.79 5.24 4.64 1.73 0.09 20.07 
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SUPERVISED CONTINUOUS LANDSCAPE MODEL 
. Replicate, _ Rock FC Sand Silt Clay, Bulk D :n s'M S de th `. 
1 1.36 0.68 0.29 0.71 0.00 2.78 
2 1.64 0.02 0.02 0.03 0.00 0.03 
3 4.55 2.55 2.81 0.79 0.00 3.89 
4 3.56 2.76 3.26 0.67 0.04 3.39 
5 3.18 1.81 1.74 0.07 0.02 3.36 
6 0.96 0.02 0.02 0.03 0.00 0.03 
7 1.80 0.02 0.02 0.03 0.00 0.03 
8 1.89 1.50 1.25 0.86 0.03 4.24 
9 2.14 2.77 3.58 0.84 0.05 1.78 
10 3.77 1.61 1.22 0.45 0.02 3.75 
11 4.58 3.06 3.20 0.24 0.03 3.63 
12 1.07 0.35 0.15 0.27 0.02 0.24 
13 3.21 1.04 0.90 0.57 0.04 1.58 
14 1.14 0.70 0.88 0.18 0.00 0.33 
15 4.56 3.07 3.50 0.87 0.00 3.81 
16 2.43 2.41 2.99 0.58 0.04 1.38 
17 2.01 1.59 1.71 0.65 0.05 0.83 
18 2.48 2.75 4.08 1.47 0.00 13.74 
19 0.95 0.35 0.15 0.27 0.02 0.24 
20 2.44 2.63 4.05 1.42 0.00 13.73 
21 1.68 1.04 0.96 0.43 0.02 0.82 
22 1.40 0.67 0.66 0.20 0.00 0.91 
23 1.85 0.72 0.54 0.25 0.02 0.48 
24 1.81 0.02 0.02 0.03 0.00 0.03 
25 4.42 3.64 4.69 1.16 0.02 2.92 
26 3.71 3.34 2.41 1.16 0.08 3.54 
27 2.32 3.00 2.74 0.79 0.05 1.27 
28 3.66 0.68 0.29 0.71 0.00 2.78 
29 3.99 2.76 3.26 0.07 0.04 3.39 
30 3.50 0.80 0.68 0.15 0.03 1.49 
31' 4.67 2.87 3.56 0.70 0.00 3.12 
32 2.29 0.81 1.25 0.79 0.00 0.53 
33 1.22 0.63 0.45 0.21 0.02 0.27 
34 1.35 1.22 1.41 0.21 0.00 0.60 
35 1.92 0.02 0.02 0.03 0.00 0.03 
36 1.54 0.66 0.84 0.22 0.02 0.61 
37 2.38 0.02 0.02 0.03 0.00 0.03 
38 2.65 0.70 0.88 0.18 0.00 0.33 
39 1.95 0.63 0.45 0.21 0.02 0.27 
40 2.67 2.50 3.84 1.35 0.02 13.05 
41 2.34 2.22 1.89 0.40 0.03 1.57 
42 4.85 4.25 4.79 1.12 0.05 2.95 
43 1.60 0.66 0.84 0.22 0.02 0.61 
44 1.42 0.35 0.15 0.27 0.02 0.24 
45 2.43 2.44 3.00 0.64 0.04 1.41 
46 3.68 1.04 0.90 0.57 0.04 1.58 
47 4.58 2.87 3.56 0.70 0.00 3.12 
48 4.97 3.88 4.81 0.94 0.04 3.34 
49 2.42 2.67 3.44 0.86 0.05 1.70 
50 4.01 5.03 3.95 1.94 0.04 2.11 
51 3.93 1.24 0.94 0.91 0.04 3.20 
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SUPERVISED CONTINUOUS LANDSCAPE MODEL (CONT. ) 
. Replicate 'Rock FC-, : %< Sand . Silt 
Clay, Bulk D: S depth-, -, 
52 2.63 2.99 2.06 1.22 0.07 1.35 
53 8.28 0.02 0.02 0.03 0.00 0.03 
54 2.02 1.29 1.42 0.58 0.04 0.45 
55 4.41 2.87 3.56 0.70 0.00 3.12 
56 2.59 2.54 3.88 1.35 0.00 13.04 
57 5.05 4.02 5.53 1.60 0.00 13.35 
58 4.73 1.63 1.58 0.30 0.02 3.29 
59 2.71 1.10 1.20 0.27 0.03 1.53 
60 3.06 0.02 0.02 0.03 0.00 0.03 
61 3.12 2.90 1.88 1.17 0.09 1.16 
62 3.03 3.54 3.97 1.89 0.09 13.00 
63 3.68 4.47 2.76 1.85 0.00 1.61 
64 1.66 0.02 0.02 0.03 0.00 0.03 
65 3.38 3.57 5.03 1.54 0.04 13.80 
66 3.64 2.54 3.81 1.34 0.03 13.12 
67 2.12 1.81 1.74 0.07 0.02 3.36 
68 3.10 2.44 3.85 1.54 0.00 13.04 
69 2.40 0.66 1.06 0.42 0.02 0.48 
70 2.96 2.90 1.88 1.17 0.09 1.16 
71 2.80 2.41 3.75 1.33 0.00 13.04 
72 2.40 2.99 1.99 1.16 0.09 1.22 
73 4.90 3.93 4.88 0.95 0.04 3.35 
74 3.55 4.44 2.60 1.85 0.02 1.59 
75 4.44 2.34 2.99 0.67 0.02 3.55 
76 4.38 4.43 4.92 1.77 0.09 14.94 
77 3.16 3.01 1.94 1.23 0.09 1.28 
78 3.58 4.50 2.93 1.90 0.02 1.83 
79 3.20 2.54 3.78 1.38 0.00 13.05 
80 2.37 0.35 0.15 0.27 0.02 0.24 
81 2.64 2.89 1.86 1.18 0.08 1.27 
82 4.06 4.41 2.57 1.86 0.02 1.58 
83 3.87 4.40 2.57 1.84 0.00 1.56 
84 4.02 3.61 4.85 1.44 0.03 13.80 
85 3.98 3.45 4.61 1.35 0.03 13.11 
86 2.68 1.00 1.10 0.11 0.00 0.50 
87 3.24 2.73 4.14 1.43 0.00 13.74 
88 2.90 1.64 2.75 1.20 0.00 12.06 
89 5.20 3.70 4.84 1.40 0.02 12.44 
90 4.55 5.08 4.00 1.93 0.05 2.57 
91 2.90 2.75 4.17 1.44 0.00 13.74 
92 3.34 2.41 3.75 1.33 0.00 13.04 
93 2.39 1.29 1.42 0.58 0.04 0.45 
94 4.39 5.27 4.81 2.19 0.00 13.31 
95 2.55 2.73 4.01 1.45 0.04 13.04 
96 3.39 2.41 2.99 0.58 0.04 1.38 
97 3.62 4.45 2.71 1.84 0.00 1.60 
98 4.53 4.40 2.57 1.84 0.00 1.56 
99 3.09 1.64 2.75 1.20 0.00 12.06 
100 4.28 3.55 5.73 2.22 0.09 21.61 
: average, 
ß 
3.08 2.21 2.36 0.86 0.02 4.37 
äm litude 7.33 5.24 5.71 2.19 0.09 21.58 
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APPENDIX B. 1 - PATTERNhJTEI HYDROLOGICAL MODEL 
PROCESSES AND PARAMETERS MODELLED 
The PATTERN''' model simulates a number of different surface and soil hydrological 
processes such as, infiltration, transpiration (from within leaves) and evaporation (from 
leaf (intercepted) water surface detention and soil water), rainfall, interception, runoff 
and runon, soil-moisture change, erosion, and aquifer recharge. 
The required model input parameters are broad hydrological driving variables 
distributed over the area: rainfall, soil texture, soil thickness and vegetation types, as 
well as some topographic characteristics (such as slope gradient and slope aspect). 
This version of the model does not simulate throughflow since this process was not 
important at the field sites where the experimental data were collected from during 
model development and calibration because of the laterally disconnected nature of the 
stony, skeletal soil and the process of throughflow has been shown in a number of case 
studies to be rather limited in the spatially discontinuous subsurface in the semi-arid 
zones of the European Mediterranean. 
The detailed description of all the processes modelled is reported elsewhere (Mulligan, 
1996). The following explanation of the subsurface and soil hydrological processes is a 
brief synthesis of the simplified PAuEitNLUE model as reported in Mulligan and Reaney 
(2000), Oxley et al. (2000) and the model script. The relationship between some of 
subsurface characteristics, the way the parameters are bound to the soil hydrological 
process sub-models and how they affect the hydrological output, as well as their 
required spatial variation input are discussed. 
I- HYDROLOGICAL PROCESSES 
1- INFILTRATION 
Infiltration is a key process because it determines how much water from rainfall (or 
irrigation) enters the soil and how much becomes runoff and thus, it is also a key 
process in wash erosion in that erosion can be negligible without the presence of runoff 
Version December 1998 for MODULUS 
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to transport and scour available sediments (Kutilek and Nielsen, 1994; Radcliffe and 
Rasmussen, 2000). 
During infiltration, a wetting front of higher water content moves down through the soil 
over time. Thus, the infiltration process requires the understanding of the propagation of 
the wetting front through a soil profile, which is what controls the entrance of water 
through the soil surface. 
Thus, the model follows a two-step approach. First, the bulk density at the depth of the 
wetting front (pbOF) is computed and then, the value pb°F is used to calculate the 
saturated hydraulic conductivity (ks), based on the pedo-transfer functions of Campbell 
(1985), at this depth. Since the wetting front, is, by definition, saturated, the rate of 
propagation of the wetting front is determined by the kg at the wetting front (and since 
all pore space above the wetting front is also saturated, the rate of propagation of the 
wetting front determines the instantaneous rate of infiltration at the surface). Because 
bulk density tends to 'increase with profile depth, in non-skeletal soils (because of 
compaction by overlying mass), ks tends to decline as the wetting front proceeds to 
deeper layers of the soil. Thus, the wetting front (OF) slows down as it travels through 
the soil profile. 
The following parameters are required by the soil hydrology components of the model 
(initial conditions and soil parameters): 
" the initial soil depth, D (m); 
" the soil texture (fractional content of clay, silt and sand sized particles: m,,, 
mss and mad, respectively); 
" the regression parameters slope (a) and intercept (b) related to the increment 
of soil bulk density (Pb) with depth: 
slope: pbs = change of Pb with depth (gcni 3m 1); 
intercept: pbi = pb at 0m depth (g cm-3); 
" p, = density of rock (gcm 3); 
9b= constant calculated as a function of soil texture: 
b= -2 Wes + ag, where yre, is the air entry water potential (Jkg"1) and ag is the 
geometric standard deviation of the particles diameter weighed by the 
fractional proportion of each textural class; 
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" the initial depth of the wetting front, DOF =10% of the profile depth (DOF 
(mm)=10xD). 
Thus, the bulk density at the wetting front is calculated as: 
(B. 1ý Pb°F - PbS DO F 1000 + Pb' 
With Pb°F, pbs, and Pbi in g cm 3, and DOF in mm. 
However, if the soil bulk density at the wetting front is greater than the density of the 
parent material rock, then PbOF = Pr. 
And then, the dependence of the saturated hydraulic conductivity at the wetting front, 
k5OF (in mmli 1), on the bulk density and properties of the particle size distribution 
function is introduced as follows: 
1.3b 
k, OF = 4x 10-3 
1.3 (PbOF) 
exp(-6.9md-3.7m, d) x 35280 (B. 2) 
where PbOF is in gcm 3, b is a constant calculated as a function of soil texture, and mcd 
and msd are the fractional contents of clay and sand sized particles, respectively. 
The potential infiltration is the maximum (water unlimited) infiltration (MXI in mm) that 
can occur in a certain period of time and is obtained by multiplying the results of 
equation B. 2 (k, OF in mmhi') with the length of the timestep (dt in hours): 
MXI = k, OF x dt (B. 3) 
And thus, the total infiltration (I) that occurs during a period of time is the minimum of 
the available water and potential rate: 
I=R. 0 IF RGG MXI , or (B. 4) 
I= MXI IF RG > MXI (B. 5) 
where I is the total infiltration (mm), RG is the total rainwater that has reached the 
ground in a cell (mm) and MXI is the maximum amount of water that can infiltrate the 
soil (mm). 
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The model for the infiltration process is unreservedly the most important because the 
subsequent processes of soil moisture variation, runoff, recharge and erosion depend 
largely on the amount of water that infiltrates the soil. It is thus important to note that 
the equations of the parameters used to calculate infiltration (saturated hydraulic 
conductivity and bulk density, at the wetting front) are based on the work presented in 
Campbell (1985), which is physically based and has been tested on large data sets. The 
advantage of using flux calculations that are heavily drawn from the work of Campbell 
(1985) is that the equations are simple and easy to parameterise yet physically based, 
and therefore, the soil characteristics that most influence the process of infiltration are 
accounted for. 
Additionally, PAMRN ME is designed to apply the hydrological model at a large scale, 
allowing the simulation of hydrological processes over regions with significant areas 
and consequently, it is appropriate to assess the importance of the spatial variation of 
soil characteristics. 
2- SOIL MOISTURE 
Soil moisture is the fraction of water that infiltrates in the soil and is in excess of the 
soil evaporation, transpiration from plants and percolation downwards to the 
groundwater zone. The amount of water that can be held in a given volume of soil 
depends mainly upon soil texture and bulk density (controlling the rate of leakage from 
the soil) and the porosity (determining the maximum water storage and the rates of all 
fluxes since it determines the volumetric moisture fraction resulting from a particular 
mass of soil water). Thus, soil moisture calculation requires that the infiltration and 
recharge processes (both dependent on texture and variation of bulk density with depth), 
as well as evaporation of water from soil, and transpiration of water from plants have 
been computed. 
The initialisation value of soil moisture (0 in mmmrri') is dependent only on soil depth 
(D in m) since the depth of the wetting front (DOF in mm) is set to 10% of the soil 
profile thickness. This is a simple means of ensuring that the initial condition (only) for 
soil moisture provides a realistic situation with respect to the profile' wetting front and 
in any case the model initial condition for soil moisture becomes irrelevant after a 
number of timesteps (6 - 12 months) by which time the soil moisture has reached an 
equilibrium with its profile and evaporative characteristics: 
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0= D9F i (D x 1000) (B. 6) 
ot +I-EVP -TPR -RGW (B. 7) `"Dx 1000 
where O is soil moisture (mmmni 1) and Ot_1(mmmm 1) is the computed soil moisture of 
the last timestep (equation B. 6), I is infiltration (mm), Evp is evaporation from the soil 
(mm), TRY is transpiration from plants (mm), RGW is the amount of water that percolates 
to the ground water level (mm) and D, is soil depth (in m). 
In this way, the model incorporates the soil, climate and vegetation control on surface 
and subsurface hydrology. 
3- EVAPOTRANSPIRATION 
Evapotranspiration is simple in the model and depends on three factors: a) the supply of 
energy to drive the process; b) the supply of water for evaporation; and c) the 
atmospheric demand for water. 
First the energy-limited evapotranspiration is calculated: 
Epot=Rn/? (B. 8) 
where Epot is potential evaporation (mm), Rn the net radiation (MJ) and X the latent 
heat of vapourisation of water (MJ/Kg). Thus, potential evapotranspiration is controlled 
by net radiation, which in this case is calculated simply as a linear function of solar 
radiation (based on field data from Mediterranean type surfaces) and has only been 
parameterised for matorral communities (though differences are relatively minor for 
other sparse crops). Nevertheless, one of the main controls on reflectivity and emissivity 
has been characterised and can be taken into account. This is the impact of surface 
wetness on energy partitioning, hence parameters can be applied for a wet soil surface 
and a dry soil surface separately. 
Epot is then corrected for water availability on the surface of vegetation (intercepted 
water), from the-stomata (transpired water) and directly from the soil subsurface (soil 
evaporation) on the basis of their relative availability and surface areas. The 
transpiration fraction is calculated as follows: 
Et=e(1-Cs/Cc) (B. 9) 
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where Et stands for transpiration fraction, 0 is soil moisture (m3water/m3soil), Cs is the 
canopy storage of intercepted water (mm) and Cc is the canopy storage capacity for 
intercepted water. 
The resistance to transpiration is simplified so that actual transpiration is linearly 
proportional to soil moisture. The canopy interception loss fraction (Ei) and the soil 
evaporation fraction are calculated as: 
Ei = Cs/Cc (B. 10) 
Es=O (B. 11) 
Accordingly, total evapotranspiration (Et) is the sum of Epot, Ei and Es weighted by the 
surface area available for evaporation from each source: 
Et = Epot x [(1- Vc) x 0] + [Vc x LAI x Et] + [Vc x LAI x Ei] (B. 12) 
where Vc is the plant cover (fractional) and LAI is the leaf area index 
(m3leaf/m3ground). 
This produces a dynamic allocation of evapotranspiration to the different sources of 
water depending upon the energy available, the surface area for evaporation of the 
different sources (and hence the vegetation properties) and a resistance term for the non- 
free water sources. 
PAUERNL has also been adapted to take account of temperature dependent 
evapotranspiration on the basis of a changing saturation vapour pressure. 
4-RurvoFF 
Surface runoff comprises the water that, failing to infiltrate the surface, travels over the 
ground surface (Ward and Robinson, 1989) along the flowlines derived from the surface 
topography. Thus, runon (RoN) is the difference between rainfall and infiltration 
accumulated for all cells above a cell in the flow network: 
If Rcj > I, then RON = RG -I (B. 13) 
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where RG, I and RON are in mm and RG is the total amount of rainwater that has reached 
the ground in a cell and I, infiltration which is dependent on the saturated hydraulic 
conductivity. 
And runoff (ROFF) is the difference between runon plus rainfall from that cell and the 
infiltration for that cell. 
_ 
(RON +R0)-I R°ý 
dt 
(B. 14) 
where ROFF is in mmhr', RON, R0 and I in mm and dt (length of the timestep) in hours. 
5-RECHARGE 
The water that infiltrates in the soil redistributes: first, from the wetted topsoil to the 
drier subsoil below the wetting front and afterwards, drainage to the ground water level 
begins. 
Depending on the occurrence of infiltration, two different conditions of drainage to the 
ground water table (recharge) can be distinguished (Kutilek and Nielsen, 1994): (1) 
when water flows from a totally saturated soil profile, which occurs when the infiltrated 
water tops up the soil-moisture reservoir until maximum water content is attained (soil 
moisture capacity), after which further infiltration through the ground surface will 
percolate to the groundwater reservoir (Ward and Robinson, 1989); (2) when water 
flows from the soil profile after steady infiltration has ceased, which occurs by 
propagation of the wetting front to the ground water level with consequent decrease of 
soil moisture in the topsoil (Kutilek and Nielsen, 1994). 
Recharge (drainage to the ground water table) is calculated to occur at the minimum of 
the hydraulic conductivity of the soil at the bedrock interface surface or the hydraulic 
conductivity of the geology itself. Thus, the rate of recharge is soil-limited in the 
presence of a permeable lithology and can be geology limited if a more impermeable 
lithology occurs, in which case recharge will depend upon the transmissivity of the local 
parent material. 
PA=RN' requires the following inputs to calculate recharge (Rcw) to the ground 
water table: 
"0- soil moisture (mmmni 1); 
344 
Appendix B. 1 -PATTERN" Hydrological Model: Processes and Parameters Modelled 
" pbr - bulk density at the soil-bedrock boundary (g cm-3) 
" ksr - saturated hydraulic conductivity of the soil at the soil-bedrock 
boundary (mmhr4). 
Similar to equation B. l, bulk density at the soil-bedrock boundary (pbr) depends on the 
regression parameters of the bulk density variation with depth, but in this case, instead 
of the depth of the wetting front, the equation integrates the total depth of the soil 
profile: 
pbr = (W x D) + pbi (s. i s) 
where pbr, prs and pbi are the bulk density at the soil-bedrock boundary (g CM-3), the 
rate of change of pb with depth (g cm 3m'') and the value of Pb at 0m depth (g cm'3), 
respectively; and D is the soil depth (m). 
In certain cases where the soil is very deep or the bulk density increment with depth is 
great, pbr has to be restrained to a maximum value identical to the rock density constant 
(pr) such that, if pbr is greater than or equal to pr, then the following applies: 
pbr = pr - 0.01 
with both parameters in g cm 3. 
(B. 16) 
Replacing the bulk density at the wetting front with the bulk density at the soil-rock 
boundary in equation B. 2 gives: 
1.3b 
k, r =4x 10-3 
1'3 
exp("6.9'"x, -3.7m d) x35280 
Pbr 
(B. 17) 
where ksr is the saturated hydraulic conductivity at the soil-rock interface (mmlifI). 
Consequently, the amount of water draining to the ground water level depends on the 
amount of water in the soil profile and the rate at which the wetting front propagates 
which, in turn, is governed by the saturated hydraulic conductivity at the soil-rock 
boundary: 
RGW - karx62b+3 xdt (B. 18) 
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where RGW is the amount of water draining to the water table (mm), ksr is the saturated 
hydraulic conductivity at the soil-bedrock interface (mmhf'), 0 is soil moisture (mm), b 
is a constant calculated as a function of soil texture, and dt is the length of the timestep 
(hours). 
The hydrology sub-models for water transfer and storage were written in the PCRaster 
modelling language. The spatial variation of precipitation (driving input) and surface 
and subsurface characteristics (state variables) over the Marina Baixa region allow the 
implementation of the model in the PCRaster Geographic Information System for 
spatial simulation of the soil hydrological processes described above. The six sub- 
models of infiltration, soil moisture variation, evapotranspiration, recharge and runoff 
are linked and simulate the processes acting in each cell, with a grid resolution of 100 m 
and a timestep of one hour. 
II - SUBSURFACE PARAMETERS 
I- SOIL BULK DENSITY 
Soil bulk density in the model is presented as a bulk density depth-adjusted equation 
with the following relationship applied: 
Pb = Bulk Density Map + 0.5921D (B. 19) 
where Pb is soil bulk density (g cm 3), bulk density map is the GIS layer that presents the 
spatial variation of bulk density at the surface, D is the soil depth (m); and the intercept 
and the slope in this equation are the regression parameters required for the calculation 
of the bulk density at the wetting front and at the soil-bedrock boundary (equations B. 1 
and B. 15). 
Since bulk density and thus the amount of pore space in a soil depend on the state of 
compaction (Skopp, 2000), the bulk density equation should be not only depth 
dependent (compaction effect) but also dependent on the particle size distribution 
(relative proportion of the sand, silt and clay fractions). 
Moreover, when the volume of rock fragments is over half of the total soil volume, soil 
is considered skeletal (matrix supported) and there is no compaction effect. This is due 
to the fact that the presence of rocks will stop the compressing effect of the finer earth 
on the subjacent material. Magier and Ravina (1984) also show that increasing rock 
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fragment content can have two distinct effects on saturated hydraulic conductivity 
depending on the degree of compaction itself, i. e., in non-compacted soils, increasing 
rock fragment content decreases the saturated hydraulic conductivity, while in 
compacted soils the effect is reversed: increasing rock fragment content increases 
saturated hydraulic conductivity. 
In this way, the model should include a bulk density threshold in addition'to the rock 
fragment content boundary to conjugate the opposed effects that compaction and rocks 
can have on saturated hydraulic conductivity. However, due to 1) lack of experimental 
data, 2) insufficient bulk density field data and, 3) the fact that collected field data 
presents reasonably low values of bulk density, which has previously been explained as 
being caused by the way in which bulk density is measured, no further additions are 
made to the bulk density depth-adjusted equation in order to incorporate the effect of 
rock fragment content or texture. 
2- OTHER SUBSURFACE PARAMETERS 
The remaining parameters required as data input in PATTERN are soil texture (proportion 
of sand, silt and clay) and soil depth and these are simply integrated as GIS layers from 
the soil-landscape modelling. 
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