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Let m1,m2, . . . ,mt be a list of integers. It is shown that there
exists an integer N such that for all n  N , the complete graph
of order n can be decomposed into edge-disjoint cycles of lengths
m1,m2, . . . ,mt if and only if n is odd, 3mi  n for i = 1,2, . . . , t,
and m1 +m2 +· · ·+mt =
(n
2
)
. In 1981, Alspach conjectured that this
result holds for all n, and that a corresponding result also holds for
decompositions of complete graphs of even order into cycles and
a perfect matching.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
A decomposition of a graph K is a set of subgraphs of K whose edge sets partition the edge
set of K . This paper is concerned with decompositions of graphs into cycles. Let m1,m2, . . . ,mt be
a list of positive integers and denote the complete graph of order n by Kn . In 1981, Alspach [2] asked
whether the obvious necessary conditions for the existence of a decomposition of Kn into t cycles
of lengths m1,m2, . . . ,mt are also suﬃcient. These obvious necessary conditions are that n is odd,
3 m1,m2, . . . ,mt  n and m1 + m2 + · · · + mt =
(n
2
)
. The main result of this paper is a proof that
these conditions are indeed suﬃcient for all n  N where N is a large constant (see Theorem 7.5).
The constant N is extremely large due to our use of a result of Balister [6].
When n is even, one may instead ask for a decomposition of Kn into a perfect matching and
cycles. The obvious necessary conditions for the existence of a decomposition of Kn into a perfect
matching and t cycles of lengths m1,m2, . . . ,mt are that n is even, 3m1,m2, . . . ,mt  n and m1 +
m2 + · · · +mt =
(n
2
)− n2 , and in [2] Alspach also asks whether such a decomposition exists whenever
these conditions are satisﬁed.
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and to decompositions of Kn into a perfect matching and cycles for n even. Thus the following
notation which was introduced in [11] is used. We say that a list m1,m2, . . . ,mt of integers is n-
admissible if 3m1,m2, . . . ,mt  n and m1 +m2 + · · · +mt = nn−12 . Note that nn−12  is
(n
2
)
if n is
odd and is
(n
2
) − n2 if n is even. Thus, Alspach [2] asks for a decomposition of Kn into t cycles of
lengths m1,m2, . . . ,mt if n is odd, or into a perfect matching and t cycles of lengths m1,m2, . . . ,mt
if n is even, whenever m1,m2, . . . ,mt is n-admissible. We use the notation (M)∗-decomposition
of Kn , where M =m1,m2, . . . ,mt , to cover both types of decompositions simultaneously. If M is the
list m1,m2, . . . ,mt , then an (M)∗-decomposition of Kn consists of t cycles of lengths m1,m2, . . . ,mt
if n is odd, and consists of a perfect matching and t cycles of lengths m1,m2, . . . ,mt if n is even.
A great many partial results have been obtained on Alspach’s cycle decomposition problem (see
the survey [7]). The problem is settled in the case of uniform length cycles in [3] and [21] (also
see [22]). Balister [4] settled the problem in the case where n is suﬃciently large and all of the cycle
lengths are at most about n20 . In recent work, the authors have settled the problem for about 10%
of all n-admissible lists (see [10]), and for the case where all the cycle lengths are at least about n2
(see [11]). Numerous other results on the problem can be found in [1,5,13,17–19]. For further results
on cycle decompositions, and on graph decompositions generally, see the surveys [15] and [8].
In order to prove our main result, we ﬁrst reduce the problem of ﬁnding an (M)∗-decomposition
of Kn for each n-admissible list M to the problem of ﬁnding an (M)∗-decomposition of Kn for each M
in a very restricted class of n-admissible lists which we call the n-ancestor lists (see Theorem 4.1). An
n-ancestor list is an n-admissible list which contains at most one cycle length k not in {3,4,5,n}, with
some further restrictions on the number of 3’s, 4’s and 5’s and on the value of k in some instances.
The precise deﬁnition of an n-ancestor list precedes Theorem 4.1. Our reduction applies to both odd
and even n, including small values, and is accomplished by further advancement of techniques which
were introduced in [12] and used in [10] and [11]. The new techniques are also used to prove a
strong result on the existence of (M)∗-decompositions of Kn (for all n) in the case where all of the
cycle lengths in M are at most about n2 (see Theorem 4.2).
In the ﬁnal three sections of the paper, we construct an (M)-decomposition of Kn for each n-
ancestor list M when n is odd and suﬃciently large. Our constructions for this purpose follow the
basic outline of the idea which was used in [13] to ﬁnd decompositions of complete graphs into all
admissible combinations of 3-cycles and Hamilton cycles. It would be nice to apply similar techniques
to the related cycle decomposition problem which arises for even values of n, but our constructions
rely on the fact that small powers of 2 are relatively prime to n when n is odd, and so there is
no apparent way to do this. Our constructions for odd n do become somewhat technical, but we
accomplish a proof of the existence of all the decompositions needed to apply our reduction theorem
unless the number of Hamilton cycles is less than about 400. These remaining cases are dealt with
using a result of Balister on decompositions of dense graphs into closed trails [6].
2. Preliminary results
Our aim in Sections 2, 3 and 4 of the paper is to prove Theorem 4.1 which gives our reduction of
the cycle decomposition problem. This is accomplished using Lemma 2.2 which was proved in [11],
and the lemmas in Section 3. In this section we obtain a number of preliminary results which will
assist us in proving the results in Section 3. Most of our effort is devoted to proving Lemmas 2.11
and 2.14 and we then conclude with two easy results, Lemmas 2.15 and 2.16. The other results proved
in this section are used only in proving Lemmas 2.11 and 2.14.
Extending our above deﬁnition of (M)∗-decompositions, we now deﬁne (M)∗-packings of Kn . If
M = m1,m2, . . . ,mt is a list of integers, then an (M)∗-packing of Kn is a decomposition of some
subgraph of Kn which consists of t cycles of lengths m1,m2, . . . ,mt if n is odd, and consists of t cycles
of lengths m1,m2, . . . ,mt and a 1-factor if n is even. The leave of an (M)∗-packing of Kn is the
complement of the subgraph of Kn which is decomposed. In other words, the leave is the spanning
subgraph of Kn whose edges are precisely those which do not appear in the cycles of the packing,
and do not appear in the 1-factor when n is even.
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will not be interested in decompositions involving a perfect matching). Accordingly, if G is a graph
and M = m1,m2, . . . ,mt is a list of integers, then we deﬁne an (M)-decomposition of G to be a
decomposition of G into t cycles of lengths m1,m2, . . . ,mt . Likewise, an (M)-packing of G is an (M)-
decomposition of some subgraph H of G , and the leave of this packing is the graph with vertex set
V (G) and edge set E(G) \ E(H).
We will need the following two lemmas from [11]. The ﬁrst encapsulates the basic edge-swapping
technique for cycle decompositions which underpins many of the results of this section and the next
two. For a graph G and a vertex x of G , we denote the neighbourhood in G of x by NG(x).
Lemma 2.1. (See [11].) Let n be a positive integer, let M be a list of integers, let P be an (M)∗-packing of Kn,
let L be the leave of P , and let α and β be vertices of L. Then there exists a partition of the set (NL(α) ∪
NL(β)) \ ((NL(α) ∩ NL(β)) ∪ {α,β}) into pairs such that for each pair {u, v} of the partition, there exists an
(M)∗-packing P ′ of Kn whose leave L′ differs from L only in that αu, αv, βu and βv are edges in L′ if and
only if they are not edges in L. Furthermore, if w ∈ V (L) \ {α,β} and k is an integer such that w is in a k-cycle
in P , then w is in a k-cycle in P ′ .
We will make extensive use of Lemma 2.1 throughout this paper. When applying it, we will say
that P ′ is the (M)∗-packing obtained from P by performing the (α,β)-switch with origin u and terminus v
(we could equally call v the origin and u the terminus).
Lemma 2.2. (See [11].) Let M be a list of integers and let n, m1 , m2 , m′1 and m′2 be positive integers such that
m1 m′1 m′2 m2 and m′1 +m′2 =m1 +m2 . If there exists an (M,m1,m2)∗-decomposition of Kn in which
an m1-cycle and an m2-cycle share at least two vertices, then there exists an (M,m′1,m′2)∗-decomposition
of Kn.
The degree of each vertex in the leave of any (M)∗-packing of Kn has even degree and we deal
frequently with such graphs in this section, particularly leaves with maximum degree 4. Thus, we
introduce the following notation to aid in our descriptions.
A graph G is an (a1,a2, . . . ,as)-chain if G is the edge-disjoint union of s 2 cycles A1, A2, . . . , As
such that
• Ai is a cycle of length ai for i = 1,2, . . . , s;
• for 1 i < j  s, |V (Ai) ∩ V (A j)| = 1 if j = i + 1 and |V (Ai) ∩ V (A j)| = 0 otherwise;
• if s  3, then x1x2, x2x3, . . . , xs−2xs−1 are edges of G where for i = 1,2, . . . , s − 1, {xi} = V (Ai) ∩
V (Ai+1).
We call A1 and As the end-cycles of G . If both end-cycles of G have odd length, then we say that
G is odd, if both end-cycles of G have even length, then we say that G is even, and if the end-cycles
of G have different parity, then we say that G is mixed. A graph is an s-chain, or just a chain, if
it is an (a1,a2, . . . ,as)-chain for some integers a1,a2, . . . ,as . We denote a (p,q)-chain with cycles
(x1, x2, . . . , xp−1, c) and (y1, y2, . . . , yq−1, c) by (x1, x2, . . . , xp−1, c) · (c, y1, y2, . . . , yq−1).
A graph G is an (a1,a2, . . . ,as)-ring if G is the edge-disjoint union of s  3 cycles A1, A2, . . . , As
such that
• Ai is a cycle of length ai for i = 1,2, . . . , s;
• for 1  i < j  s, |V (Ai) ∩ V (A j)| = 1 if j = i + 1 or if (i, j) = (1, s), and |V (Ai) ∩ V (A j)| = 0
otherwise;
• x0x1, x1x2, . . . , xs−2xs−1 are edges of G where {x0} = V (A1) ∩ V (As) and for i = 1,2, . . . , s − 1,
{xi} = V (Ai) ∩ V (Ai+1).
Note that the vertex in V (As−1) ∩ V (As) and the vertex in V (As) ∩ V (A1) need not be adjacent.
A graph is an s-ring, or just a ring, if it is an (a1,a2, . . . ,as)-ring for some integers a1,a2, . . . ,as .
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c and d) if G is the edge-disjoint union of four paths [w0,w1, . . . ,wa], [x0, x1, . . . , xb], [y0, y1, . . . , yc],
[z0, z1, . . . , zd], such that w0 = x0 = y0 = z0, wa = xb = yc = zd , and such that
w1,w2, . . . ,wa−1, x1, x2, . . . , xb−1, y1, y2, . . . , yc−1, z1, z2, . . . , zd−1
are distinct.
Remark. Lemmas 2.3–2.12 apply to (M)∗-packings of Kn in which there is exactly one non-trivial
component in the leave. However, when a (u, v)-switch is performed on an (M)∗-packing of Kn , any
edges of the leave which are not incident with u or v are not affected. Thus, each of these lemmas
could be strengthened to say that any other non-trivial components in the leave of the given (M)∗-
packing of Kn are also components in the leave of the resulting (M)∗-packing of Kn . The same is true
of any cycles of the given (M)∗-packing of Kn which do not contain u or v , and (when n is even) of
any edge of the 1-factor of the given (M)∗-packing of Kn which is not incident with u or v . We do
not require this strengthening of these lemmas in this paper.
We now prove a technical lemma which will be useful in the proofs in the remainder of this
section.
Lemma 2.3. Let M be a list of integers and let n, e and k be positive integers with k  3. Suppose there
exists an (M)∗-packing P of Kn with a leave of size e whose only non-trivial component H contains a path
P = [x0, x1, . . . , xk] such that removing the edges of P from H results in a path. Let S be the (x0, xk)-switch
with origin x1 and let P ′ be the (M)∗-packing of Kn obtained from P by performing S. If S does not have
terminus xk−1 , then the leave of P ′ is the edge-disjoint union of a k-cycle and an (e − k)-cycle together with
some number of isolated vertices, and each vertex of degree 4 in the leave of P also has degree 4 in the leave
of P ′ .
Remark. In particular, notice that if H contains a vertex of degree 4, then the leave of P ′ will have
only one non-trivial component.
Proof of Lemma 2.3. Since each vertex of H has even degree it is clear that degH (x0) = degH (xk) = 2.
Let the path with edge set E(H) \ E(P ) be [x0 = y0, y1, y2, . . . , ye−k = xk]. Since S does not have
terminus xk−1, it must have terminus y1 or ye−k−1. If S has terminus y1, then the leave of P ′ is
the edge-disjoint union of the k-cycle (x1, x2, . . . , xk) and the (e−k)-cycle (y1, y2, . . . , ye−k), together
with some number of isolated vertices. Otherwise S has terminus ye−k−1, the leave of P ′ is the edge-
disjoint union of the k-cycle (x1, x2, . . . , xk) and the (e − k)-cycle (y0, y1, y2, . . . , ye−k−1), together
with some number of isolated vertices. In either case, each vertex of degree 4 in the leave of P also
has degree 4 in the leave of P ′ . 
Our next goal is to prove Lemma 2.8 which allows us to obtain various decompositions from
packings with 2-chain leaves. Lemmas 2.4–2.7 are used only to prove Lemma 2.8.
Lemma 2.4. Let M be a list of integers and let n, m, p and q be positive integers with p m and p+q−m 3.
If there exists an (M)∗-packing of Kn with a leave whose only non-trivial component is a (p,q)-chain, then
there exists an (M)∗-packing of Kn with a leave whose only non-trivial component is either the edge-disjoint
union of an m-cycle and a (p + q −m)-cycle, or an (m − p + 2,2p + q −m − 2)-chain.
Proof. If p =m, then we are ﬁnished. So assume p m−1. Let P be an (M)∗-packing of Kn , let H =
(x1, x2, . . . , xp−1, c) · (c, y1, y2, . . . , yq−1) be the only non-trivial component in its leave, and let P ′ be
the (M)∗-packing of Kn obtained from P by performing the (x1, ym−p+1)-switch S with origin x2. If
S has terminus ym−p , then the only non-trivial component in the leave of P ′ is
(y1, y2, . . . , ym−p, x1, c) · (c, xp−1, xp−2, . . . , x2, ym−p+1, ym−p+2, . . . , yq−1),
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nus ym−p . Thus, by Lemma 2.3 with P = [x1, x2, . . . , xp−1, c, y1, y2, . . . , ym−p+1], the only non-trivial
component in the leave of P ′ is the edge-disjoint union of an m-cycle and a (p + q −m)-cycle. 
Lemma 2.5. Let M be a list of integers and let n, m, p and q be positive integers with p m and p+q−m 3.
If there exists an (M)∗-packing of Kn with a leave whose only non-trivial component is a (p,q)-chain, then
there exists an (M)∗-packing of Kn with a leave whose only non-trivial component is either the edge-disjoint
union of an m-cycle and a (p + q −m)-cycle, or an (m − p + 4,2p + q −m − 4)-chain.
Proof. If q = m, then we are ﬁnished. So assume q 	= m. Let P be an (M)∗-packing of Kn , let H =
(x1, x2, . . . , xp−1, c) · (c, y1, y2, . . . , yq−1) be the only non-trivial component in its leave, and let P ′
be the (M)∗-packing of Kn obtained from P by performing the (x2, ym−p+2)-switch S with origin x3
(note that x2 and ym−p+2 cannot both be adjacent to c as this would imply p = 3 and q =m). If S has
terminus ym−p+1, then the only non-trivial component in the leave of P ′ is
(y1, y2, . . . , ym−p+1, x2, x1, c) · (c, xp−1, xp−2, . . . , x3, ym−p+2, ym−p+3, . . . , yq−1),
which is an (m − p + 4,2p + q − m − 4)-chain. Hence we can assume that S does not have ter-
minus ym−p+1. Thus, by Lemma 2.3 with P = [x2, x3, . . . , xp−1, c, y1, y2, . . . , ym−p+2], the only non-
trivial component in the leave of P ′ is the edge-disjoint union of an m-cycle and a (p + q − m)-
cycle. 
Lemma 2.6. Let M be a list of integers and let n, m, p and q be positive integers such that m is odd, p m
and p + q −m  3. If there exists an (M)∗-packing of Kn with a leave whose only non-trivial component is
a (p,q)-chain, then there exists an (M)∗-packing of Kn with a leave whose only non-trivial component is the
edge-disjoint union of an m-cycle and a (p + q −m)-cycle.
Proof. If p = m, then we are ﬁnished. Otherwise, we apply Lemma 2.4 if p is odd, and we apply
Lemma 2.5 if p is even. Thus, we either obtain the required (M)∗-packing of Kn or we obtain an (M)∗-
packing of Kn with a leave whose only non-trivial component is an (m− p + 2,2p + q−m− 2)-chain
when p is odd, and an (m− p+4,2p+q−m−4)-chain when p is even. Let p2 =m− p+2 if p is odd
and let p2 =m − p + 4 if p is even. If p2 =m we are ﬁnished. Otherwise, we now apply Lemma 2.4
if p2 is odd and we apply Lemma 2.5 if p2 is even. We claim that by repeating this process, in each
instance applying Lemma 2.4 when pi is odd, applying Lemma 2.5 when pi is even, and deﬁning pi+1
by pi+1 =m− pi +2 if pi is odd and pi+1 =m− pi +4 if pi is even, we eventually obtain the required
(M)∗-packing of Kn . To see this, observe that if p = 3, then the sequence p, p2, p3, . . . is
3,m − 1,5,m − 3,7, . . . ,6,m − 2,4,m
and that this sequence contains every integer x in the range 3 xm. 
Lemma 2.7. Let M be a list of integers and let n, m, p and q be positive integers such that p is even, p m
and p + q −m  3. If there exists an (M)∗-packing of Kn with a leave whose only non-trivial component is
a (p,q)-chain, then there exists an (M)∗-packing of Kn with a leave whose only non-trivial component is the
edge-disjoint union of an m-cycle and a (p + q −m)-cycle.
Proof. If p =m, then we are ﬁnished immediately, and if m is odd, we apply Lemma 2.6 and we are
ﬁnished. So assume m > p and m is even. We apply Lemma 2.4 if p  m+42 and we apply Lemma 2.5
if p  m+22 . Thus, we either obtain the required (M)∗-packing of Kn or we obtain an (M)∗-packing
of Kn with a leave whose only non-trivial component is an (m − p + 2,2p + q −m − 2)-chain when
p  m+42 , and an (m − p + 4,2p + q −m − 4)-chain when p  m+22 . Let p2 = m − p + 2 if p  m+42
and let p2 =m − p + 4 if p  m+22 . If p2 =m we are ﬁnished. Otherwise, we now apply Lemma 2.4
if p2  m+42 and we apply Lemma 2.5 if p2 
m+2
2 . We claim that by repeating this process, in each
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m+2
2 , and deﬁning pi+1
by pi+1 =m− pi +2 if pi  m+42 and pi+1 =m− pi +4 if pi  m+22 , we eventually obtain the required
(M)∗-packing of Kn . To see this, observe that if p = m+42 and m ≡ 0 (mod 4), then the sequence
p, p2, p3, . . . is
m + 4
2
,
m
2
,
m + 8
2
,
m − 4
2
, . . . ,m − 4,6,m − 2,4,m
and that if p = m+22 and m ≡ 2 (mod 4), then the sequence p, p2, p3, . . . is
m + 2
2
,
m + 6
2
,
m − 2
2
,
m + 10
2
, . . . ,m − 4,6,m − 2,4,m.
In either case, the sequence contains every even integer x in the range 4 xm. 
Lemma 2.8. Let M be a list of integers and let n, p, q, m1 and m2 be positive integers such that m1,m2  3,
m1 + m2 = p + q, and m1 and m2 are both odd if p and q are both odd. If there exists an (M)∗-packing
of Kn with a leave whose only non-trivial component is a (p,q)-chain, then there exists an (M,m1,m2)∗-
decomposition of Kn.
Proof. Without loss of generality assume p  q and m1 m2. We ﬁrst consider the case p m1 and
then the case p >m1. When p m1, if either m1 or m2 is odd, then the result follows immediately
by Lemma 2.6. On the other hand, if m1 and m2 are both even, then it follows that p is even (since
m1 and m2 are both odd if p and q are both odd) and the result follows by Lemma 2.7. Now consider
the case p >m1. When p >m1 we have p  q <m2. Thus, if either p or q is even, the result follows
immediately by Lemma 2.7. On the other hand, if p and q are both odd, then m2 is odd and the result
follows by Lemma 2.6. 
Next we wish to prove Lemma 2.11 which allows us to obtain various decompositions from pack-
ings with leaves which have maximum degree 4, exactly two vertices of degree 4, and one non-trivial
component. To prove Lemma 2.11 we require Lemmas 2.9 and 2.10.
Lemma 2.9. Let M be a list of integers and let n, a, b, c, m1 and m2 be positive integers such that b, c  2,
a 4, m1 +m2 = a+b+ c+1 andm1,m2  4. If there exists an (M)∗-packing of Kn with a leave whose only
non-trivial component is a (1,a,b, c)-diamond, then either there is an (M,m1,m2)∗-decomposition of Kn or
there is an (M)∗-packing of Kn with a leave whose only non-trivial component is an (a−1,b+1, c+1)-chain.
Proof. Let P be an (M)∗-packing of Kn which satisﬁes the conditions of the lemma, let L be the leave
of P , and let u and v be the two vertices of degree 4 in L. Let [u = x0, x1, x2, . . . , xa = v] be a path
of length a in L and let [u = y0, y1, y2, . . . , yc = v] be a path of length c in L. Let L′ be the leave
of the (M)∗-packing of Kn obtained from P by performing the (x2, yc−1)-switch S with origin x1. If
S has terminus v , then the only non-trivial component of L′ is an (a−1,b+1, c+1)-chain so we are
ﬁnished. Otherwise S does not have terminus v and, by applying Lemma 2.3 with P = [x2, x1,u, v, y],
the only non-trivial component of L′ is an edge-disjoint union of a 4-cycle and an (a+b+ c−3)-cycle
which share at least two vertices. Thus we have an (M,4,a + b + c − 3)∗-decomposition of Kn from
which we can obtain an (M,m1,m2)∗-decomposition of Kn by applying Lemma 2.2. 
Lemma 2.10. Let M be a list of integers and let n, a, b, c, m1 and m2 be positive integers such that m1 +m2 =
a+b+c andm1,m2  3. If there exists an (M)∗-packing of Kn with a leave whose only non-trivial component
is an (a,b, c)-chain, then either there is an (M,m1,m2)∗-decomposition of Kn or there is an (M)∗-packing
of Kn with a leave whose only non-trivial component is a (1,a,b − 1, c)-diamond.
Proof. Let P be an (M)∗-packing of Kn which satisﬁes the conditions of the lemma, let L be the
leave of P , and let u and v be the two vertices of degree 4 in L. Let A = (x1, x2, . . . , xa = u) and
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packing of Kn obtained from P by performing the (x1, y1)-switch S with origin u. If S has terminus v ,
then the only non-trivial component of L′ is a (1,a,b − 1, c)-diamond so we are ﬁnished. Otherwise
S does not have terminus v and, by applying Lemma 2.3 with P = [x1,u, v, y1], the only non-trivial
component of L′ is an edge-disjoint union of a 3-cycle and an (a + b + c − 3)-cycle which share at
least two vertices. Thus we have an (M,3,a + b + c − 3)∗-decomposition of Kn from which we can
obtain an (M,m1,m2)∗-decomposition of Kn by applying Lemma 2.2. 
Lemma 2.11. Let M be a list of integers and let n, e, m1 and m2 be positive integers such that e  n + 1,
e =m1 +m2 and m1,m2  3. Suppose there exists an (M)∗-packing of Kn with a leave L of size e such that
L has exactly one non-trivial component, exactly two vertices of L have degree 4, and every other vertex of L
has degree 2 or 0. Then there exists an (M,m1,m2)∗-decomposition of Kn.
Proof. Let P be an (M)∗-packing of Kn which satisﬁes the conditions of the lemma. The proof splits
into two cases according to whether the two vertices of degree 4 in L are adjacent in L.
Case (1). Suppose that the two vertices of degree 4 in L are adjacent in L. Let H be the non-trivial
component of L. Either H is a (1,a,b, c)-diamond for some integers a, b and c with a,b, c  2 or H is
an (a,b, c)-chain for some integers a, b and c with a,b, c  3. This case now splits into two subcases
according to whether or not one of m1 or m2 is equal to 3.
Case (1a). Suppose that m1 = 3 or m2 = 3. If H is a chain, then we can apply Lemma 2.10 to P
and obtain either the required (M,m1,m2)∗-decomposition of Kn or an (M)∗-packing of Kn with a
leave whose only non-trivial component is a diamond. Thus we may assume that we have an (M)∗-
packing P† of Kn with a leave L† whose only non-trivial component is a diamond.
Let u be a vertex of degree 4 in L†, let z be a neighbour in L† of u and let y be an isolated vertex
in L† (one must exist since e  n+1). Let L‡ be the leave of the (M)∗-packing of Kn obtained from P†
by performing the (u, y)-switch S with origin z. Regardless of the terminus of S , the only non-trivial
component of L‡ is a 2-chain and we can complete the proof by applying Lemma 2.8.
Case (1b). Suppose that m1,m2  4. So |E(H)|  8 and H is either an (a,b, c)-chain for some
integers a,b, c  3 or H is a (1,a,b, c)-diamond for some integers a,b, c with a  3 and b, c  2. It
is easy to see that we can apply Lemmas 2.9 and 2.10 alternately (starting with Lemma 2.9 if H is
a diamond and starting with Lemma 2.10 if H is a chain) until we obtain either an (M,m1,m2)∗-
decomposition of Kn or an (M)∗-packing of Kn with a leave L′ whose only non-trivial component is
a (1,3,b′, c′)-diamond for some integers b′ and c′ such that b′ + c′ + 4 = e. In the former case we are
ﬁnished and in the latter the only non-trivial component of L′ is an edge-disjoint union of a 4-cycle
and an (e − 4)-cycle which share exactly two vertices. Thus we can apply Lemma 2.2 to complete the
proof.
Case (2). Suppose that the two vertices of degree 4 in L are not adjacent in L. Let u and v be
the two vertices of degree 4 in L, let l be the length of a shortest path from u to v in L, and let
[u = x0, x1, x2, . . . , xl = v] be a path from u to v of length l. Let L† be the leave of the (M)∗-packing
of Kn obtained from P by performing the (xl−1, v)-switch S with origin xl−2. Then, regardless of the
terminus of S , L† has exactly one non-trivial component, degL†(u) = degL† (v) = 4, every other vertex
of L† has degree 2 or 0, and there is a path from u to v of length l − 1 in L†.
By repeating this procedure we will eventually obtain an (M)∗-packing of Kn which has a leave L‡
such that L‡ has only one non-trivial component, two adjacent vertices of L‡ have degree 4, and every
other vertex of L‡ has degree 2 or 0. We can then proceed as we did in Case (1). 
Now we wish to prove Lemma 2.14 which generalises Lemma 2.8. It will play a crucial role in our
proof of Lemma 3.1, as well as being used in the proofs of other results in Section 3. Again we require
two preliminary results, Lemmas 2.12 and 2.13.
Lemma 2.12. Let M be a list of integers and let n, e, s, m1 andm2 be positive integers such that s 3, e  n+1,
e =m1+m2 andm1,m2  s. If there exists an (M)∗-packing of Kn with a leave of size e whose only non-trivial
component is either an s-chain or an s-ring, then there exists an (M,m1,m2)∗-decomposition of Kn.
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and let H be the non-trivial component of L. We proceed by induction on s. First we show that the
lemma is true for s = 3.
If H is a 3-chain, then P satisﬁes the conditions of Lemma 2.11 and we are ﬁnished. So we may
suppose that H is a 3-ring. Let u be a vertex of degree 4 in H , let z be a neighbour in H of u, and
let y be an isolated vertex of L (one exists since e  n + 1). Let L′ be the leave of the (M)∗-packing
of Kn obtained from P by performing the (u, y)-switch S with origin z. Regardless of the terminus
of S , L′ has only one non-trivial component, exactly two vertices of L′ have degree 4 and every other
vertex of L′ has degree 2 or 0. Thus we can apply Lemma 2.11 to complete the proof.
We now show that, for each integer k 4, if the lemma holds for s = k− 1, then it holds for s = k.
The proof splits into two cases.
Case 1. Suppose H is an (a1,a2, . . . ,ak)-chain for some integers a1,a2, . . . ,ak . Let C1 and Ck be the
end-cycles of H . Let u be the vertex of C1 that has degree 4 in H , let v be the vertex of Ck which
has degree 4 in H , let y be a vertex which is adjacent in C1 to u, and let z be a vertex which is
adjacent in Ck to v . Let L′ be the leave of the (M)∗-packing of Kn obtained from P by performing
the (y, z)-switch S with origin u. If S has terminus v , then the only non-trivial component of L′ is
an (a2,a3, . . . ,ak−1,a1 + ak)-ring so we are ﬁnished by the inductive hypothesis. Otherwise S does
not have terminus v and, by Lemma 2.3, the only non-trivial component of L′ is the edge-disjoint
union of a k-cycle and an (e − k)-cycle which intersect in at least k − 1 vertices. Thus we can apply
Lemma 2.2 to complete the proof.
Case 2. Suppose H is an (a1,a2, . . . ,ak)-ring for some integers a1,a2, . . . ,ak . Let C1 be an a1-cycle
of H whose removal from H results in an (a2,a3, . . . ,ak)-chain and let Ck be an ak-cycle of H whose
removal from H results in an (a1,a2, . . . ,ak−1)-chain. Let u be the vertex which C1 and Ck share, let
z and z† be the neighbours in Ck of u, let y be an isolated vertex in L (one exists since e  n + 1),
and let L′ be the leave of the (M)∗-packing of Kn obtained from P by performing the (u, y)-switch S
with origin z.
If the terminus of S is z†, then the only non-trivial component of L′ is an (a1,a2, . . . ,ak)-chain.
Thus we can proceed as we did in Case 1. Otherwise, the only non-trivial component of L′ is an
(a2,a3, . . . ,ak−1,a1 + ak)-ring and we are ﬁnished by the inductive hypothesis. 
Lemma 2.13. Let n, h, c and s be positive integers with s  2 and let M and a1,a2, . . . ,as be lists of integers.
Suppose there exists an (M)∗-packing of Kn with a leave L which has a component H of size h which is an
(a1,a2, . . . ,as)-chain and another component C which is a cycle of length c. Then there exists an (M)∗-packing
of Kn with a leave L′ such that E(L′) = (E(L) \ (E(H)∪ E(C)))∪ E(H ′) where H ′ is a graph of size h+ c such
that V (H ′) ⊆ V (H)∪ V (C) and H ′ is either an (a1,a2, . . . ,as, c)-chain or an (a1,a2, . . . ,as−1,as + c)-chain.
Proof. Let P be an (M)∗-packing of Kn which satisﬁes the conditions of the lemma. Let Cs be an
end-cycle of H whose removal from H results in an (a1,a2, . . . ,as−1)-chain. Let u be a vertex of C ,
let y be a vertex which is adjacent in Cs to the vertex of Cs which has degree 4 in H , let z and z†
be the neighbours in C of u, and let L′ be the leave of the (M)∗-packing of Kn obtained from P
by performing the (u, y)-switch S with origin z. Let H ′ be the component of L′ which contains the
vertex y. Then H ′ has size h + c and V (H ′) ⊆ V (H) ∪ V (C). If the terminus of S is z†, then H ′ is
an (a1,a2, . . . ,as, c)-chain. Otherwise, the terminus of S is a neighbour in Cs of y, and H ′ is an
(a1,a2, . . . ,as−1,as + c)-chain. 
Lemma 2.14. Let M be a list of integers and let n, e, k, m1 and m2 be positive integers such that e =m1 +m2
and m1,m2 max({3,k + 1}). Suppose there exists an (M)∗-packing of Kn with a leave L of size e such that
• exactly one vertex of L has degree 4 and every other vertex of L has degree 2 or degree 0;
• L has exactly k non-trivial components; and
• if k = 1 and the non-trivial component of L is an odd 2-chain, then m1 and m2 are both odd.
Then there exists an (M,m1,m2)∗-decomposition of Kn.
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L has exactly one component H which is a 2-chain and that any other non-trivial component of L is
a cycle. The proof splits into two cases according to whether H is an odd 2-chain.
Case 1. Suppose H is not an odd 2-chain. Let a1 be the length of an even cycle in H . It is easy to
see that we can repeatedly apply Lemma 2.13 to obtain an (M)∗-packing of Kn with a leave whose
only non-trivial component is an (a1,a2, . . . ,as)-chain for some integers s and a2,a3, . . . ,as such that
2 s  k + 1. If s = 2, then we can apply Lemma 2.8 to complete the proof (noting that a1 is even).
If s  3, then since the conditions of the lemma imply that e  n + 1, we can apply Lemma 2.12 to
complete the proof.
Case 2. Suppose H is an odd 2-chain. If k = 1, then the conditions of the lemma tell us that m1 and
m2 are not both odd, so we can obtain the required (M,m1,m2)∗-decomposition of Kn by applying
Lemma 2.8. Hence we can assume k > 1, in which case the conditions of the lemma guarantee that
there is a component C of L which is a cycle. Let c be the length of C . The proof now splits into two
subcases depending on whether c is odd or even.
Case 2a. If c is odd, then we let L′ be the leave of the (M)∗-packing of Kn obtained by applying
Lemma 2.13 to P . Then L′ has one component which is either a mixed 2-chain or a 3-chain, and
k − 2 (possibly zero) other non-trivial components, each of which is a cycle. If L′ has a component
which is a mixed 2-chain, then we can complete the proof by proceeding as we did in Case 1. So
we may assume that L′ has a component which is a 3-chain. In this situation we can repeatedly
apply Lemma 2.13 to obtain an (M)∗-packing of Kn with a leave whose only non-trivial component
is an (a1,a2, . . . ,as)-chain for some integers s and a1,a2,a3, . . . ,as such that 3 s k + 1. Since the
conditions of the lemma imply that e  n + 1, we can apply Lemma 2.12 to complete the proof.
Case 2b. If c is even, then let u be a vertex of C and let v be the vertex of degree 4 in H . Since
degL(v) = 4 and degL(u) = 2 there is a (u, v)-switch S whose origin is a neighbour y in L of v and
whose terminus is another neighbour z in L of v . Let L′ be the leave of the (M)∗-packing of Kn
obtained from P by performing S .
If y and z are in the same cycle of H , then L′ has one component which is a mixed 2-chain and
k−1 other non-trivial components, each of which is a cycle. Otherwise y and z are in different cycles
of H , L′ has one component which is an even 2-chain, and k − 2 (possibly zero) other non-trivial
components, each of which is a cycle. In either case we can proceed as we did in Case 1. 
To conclude this section, we prove two easy lemmas which will be used in the proofs in Section 3.
Lemma 2.15 is used in the proof of Lemma 3.1 (and in the proof of Lemma 2.16), whilst Lemma 2.16
is used in the proofs of Lemmas 3.2, 3.3 and 3.4.
Lemma 2.15. Let M be a list of integers and let n be a positive integer. Suppose there exists an (M)∗-packing
of Kn with a leave L which contains two vertices u and v such that degL(u)+2 degL(v). Then there exists an
(M)∗-packing of Kn with a leave L′ such that degL′ (u) = degL(u)+2, degL′ (v) = degL(v)−2 and degL′ (x) =
degL(x) for all x ∈ V (L) \ {u, v}. Furthermore,
(i) if u and v are adjacent in L, then L′ has the same number of non-trivial components as L;
(ii) if degL(u) = 0 and v is not a cut-vertex of L, then L′ has the same number of non-trivial components as L;
and
(iii) if degL(u) = 0, then either L′ has the same number of non-trivial components as L, or L′ has one more
non-trivial component than L.
Proof. Let P be an (M)∗-packing of Kn which satisﬁes the conditions of the lemma. Let S be any
(u, v)-switch whose origin is a neighbour in L of v and whose terminus is another neighbour in L
of v (such a switch exists since degL(u) + 2 degL(v)). Let P ′ be the (M)∗-packing of Kn obtained
from P by performing S . It is straightforward to verify that P ′ has the required properties. 
Lemma 2.16. Let M be a list of integers and let n, e, m1 and m2 be positive integers such that (e,m1,m2) ∈
{(8,3,5), (9,4,5), (10,5,5)}. If there exists an (M)∗-packing of Kn with a leave of size e that has at least one
vertex of degree at least 4, then there exists an (M,m1,m2)∗-decomposition of Kn.
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problem for n  14) so we can assume n  9. Let P be the given (M)∗-packing of Kn and let L
be its leave. Clearly, since n  9, we can repeatedly apply Lemma 2.15 to P and obtain an (M)∗-
packing P ′ of Kn whose leave L′ has maximum degree 4 and exactly one vertex of degree 4. Since
e  10, it follows that L′ has at most two non-trivial components, and the result thus follows by
Lemma 2.14. 
3. Reduction lemmas
In this section we prove four lemmas which will be used in Section 4, in conjunction with
Lemma 2.2, to accomplish our reduction of the cycle decomposition problem. For any integer m and
any list M of integers, we denote by νm(M) the number of m’s in M .
Lemma 3.1. Let M be a list of integers and let n, m, m′ and h be positive integers such that h 12 (m+m′) and
m+m′+h n+1. If there exists an (M,h,m,m′)∗-decomposition of Kn, then there exists an (M,h,m+m′)∗-
decomposition of Kn.
Proof. Let D be an (M,h,m,m′)∗-decomposition of Kn . Let P0 be an (M)∗-packing of Kn obtained
by omitting an m-cycle, an m′-cycle and an h-cycle from D, and let L0 be the leave of P0. The proof
now splits into cases depending on the properties of the graph L0.
Case 1. Suppose that L0 has three non-trivial components. These are necessarily an m-cycle, an
m′-cycle and an h-cycle. Let y and z be vertices from two distinct cycles of L0 which have lengths m
and m′ respectively and let x be a neighbour in L0 of y. Let P† be the (M)∗-packing of Kn obtained
from P0 by performing the (y, z)-switch S with origin x, and let L† be the leave of P†. Then the
non-trivial components of L† are an h-cycle and either an (m +m′)-cycle or an (m,m′)-chain. In the
former case we can add these cycles to P† to complete the proof. In the latter case we can apply
Lemma 2.14 to complete the proof.
Case 2. Suppose that L0 has two non-trivial components, one a cycle and the other a 2-chain. Then
we can apply Lemma 2.14 to complete the proof.
Case 3. Suppose we are in neither Case 1 nor Case 2. Then L0 contains at least two vertices of
degree at least 4 or at least one vertex of degree at least 6. Let S be the set of vertices of L0 having
degree at least 4 and let
r = 1
2
∑
v∈S
(
degL0(v) − 2
)
.
Informally, if m + m′ + h  n, then r is the minimum number of applications of Lemma 2.15 that
would be required to reduce L0 to a graph of maximum degree 2, and if m + m′ + h = n + 1, then
r − 1 is the minimum number of applications of Lemma 2.15 that would be required to reduce L0 to
a graph with degree sequence 4,2,2, . . . ,2. Note that r  2.
Create a sequence
P0, P1, . . . , Pr−2
of (M)∗-packings of Kn inductively by letting Pi+1 be the (M)∗-packing of Kn obtained by applying
Lemma 2.15 to Pi , choosing a vertex of maximum degree in the leave of Pi as v and an isolated
vertex in the leave of Pi (which exists since m +m′ + h  n + 1) as u. Let Lr−2 be the leave of Pr−2.
It follows that either exactly two vertices of Lr−2 have degree 4 and every other vertex has degree 2
or 0, or exactly one vertex of Lr−2 has degree 6 and every other vertex has degree 2 or 0. In the
former case let P† = Pr−2 and in the latter case let P† be the (M)∗-packing of Kn obtained by
applying Lemma 2.15 to Pr−2, choosing the vertex of degree 6 in Lr−2 as v and a neighbour in Lr−2
of v as u (so degLr−2 (u) = 2). Let L† be the leave of P†.
Note that exactly two vertices of L† have degree 4 and every other vertex of L† has degree 2 or 0.
If L† has exactly one non-trivial component, then we can apply Lemma 2.11 to complete the proof, so
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obtained by applying Lemma 2.15 to P†, choosing a vertex of degree 4 in L† as v and an isolated
vertex in L† as u (again an isolated vertex exists since m +m′ + h  n + 1). Let L‡ be the leave of P‡
and note that L‡ has at least two non-trivial components, exactly one vertex of L‡ has degree 4 and
every other vertex of L‡ has degree 2 or 0. Let k‡ be the number of non-trivial components in L‡.
Now (recalling that h,m,m′  3) if m +m′  k‡ + 1 and h  k‡ + 1 both hold, then we can apply
Lemma 2.14 to P‡ to complete the proof. We prove that these inequalities both hold by considering
separately the two cases hm +m′ and h >m +m′ .
Case 3a. Suppose h m + m′ . Then it suﬃces to show that h  k‡ + 1. Since exactly one vertex
of L‡ has degree 4 and every other vertex of L‡ has degree 2 or 0, L‡ is the union of k‡ + 1 pairwise
edge-disjoint cycles and thus
m +m′ + h 3(k‡ + 1).
Now, since h 12 (m +m′), 2hm +m′ and so
3h 3
(
k‡ + 1).
Thus h k‡ + 1 as required.
Case 3b. Suppose h >m +m′ . Then it suﬃces to show that m +m′  k‡ + 1. For each i ∈ {0,1, . . . ,
r − 2}, let Li be the leave of Pi and let ki be the number of non-trivial components in Li . By prop-
erty (iii) of Lemma 2.15, ki+1  ki + 1 for each i ∈ {0,1, . . . , r − 2} and thus kr−2  k0 + r − 2. By
property (i) of Lemma 2.15, the leave of P† has kr−2 non-trivial components and thus, by prop-
erty (iii) of Lemma 2.15,
k‡  k0 + r − 1.
Since L0 is the edge-disjoint union of an m-cycle, an m′-cycle and an h-cycle with h >m +m′ , it
can be seen that if k0 = 2, then r  max({m,m′}), and if k0 = 1, then r m + m′ (since we are in
Case 3 and not Case 1, k0 ∈ {1,2}). We will treat the case k0 = 1, r = m +m′ separately. In all other
cases (since m,m′  3) we have k0 + r m +m′ , which implies
k‡ m +m′ − 1
and hence m +m′  k‡ + 1 as required.
It remains only to deal with the case k0 = 1, r = m + m′ . In this case, it follows that the (only)
non-trivial component of L0 has no cut-vertex (it has h vertices and contains an h-cycle). So by
property (ii) of Lemma 2.15, k1 = k0 = 1. Now, repeating the arguments of the preceding two para-
graphs but with k1 = k0 rather than k1  k0 + 1, and substituting k0 = 1 and r = m +m′ , we again
obtain m +m′  k‡ + 1 as required. 
Lemma 3.2. Let n be a positive integer and let M be a list of integers satisfying 3ν3(M) n− 8. If there exists
an (M,3,3,3)∗-decomposition of Kn, then there exists an (M,4,5)∗-decomposition of Kn.
Proof. Let D be an (M,3,3,3)∗-decomposition of Kn . Since 3ν3(M)  n − 8, the number of occur-
rences of vertices in 3-cycles in D is at least n+1 and it follows that two 3-cycles share a vertex. Thus
we can remove three 3-cycles from D to obtain an (M)∗-packing of Kn whose leave has 9 edges and
at least one vertex of degree 4, and then by Lemma 2.16 we can obtain an (M,4,5)∗-decomposition
of Kn . 
Lemma 3.3. Let n be a positive integer and let M be a list of integers satisfying 3ν3(M) n− 9. If there exists
an (M,3,3,4)∗-decomposition of Kn, then there exists an (M,5,5)∗-decomposition of Kn.
Proof. Let D be an (M,3,3,4)∗-decomposition of Kn . Since 3ν3(M)  n − 9, the number of occur-
rences of vertices in 3-cycles in D is at least n − 3 and it follows that either two 3-cycles share a
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to obtain an (M)∗-packing of Kn whose leave has 10 edges and at least one vertex of degree 4, and
then by Lemma 2.16 we can obtain an (M,5,5)∗-decomposition of Kn . 
Lemma 3.4. Let n be a positive integer and let M be a list of integers satisfying 2ν4(M) n− 5. If there exists
an (M,3,4,4,4)∗-decomposition of Kn, then there exists an (M,5,5,5)∗-decomposition of Kn.
Proof. The lemma is vacuously true for n 6 so we may assume n 7. Let D be an (M,3,4,4,4)∗-
decomposition of Kn . Since 2ν4(M) n− 5, the number of occurrences of vertices in 4-cycles in D is
at least 2n + 1 and it follows that three 4-cycles of D share a vertex v . Let A, B and C be three 4-
cycles in D which each contain v , let P be the (M,3,4)∗-packing of Kn obtained from D by removing
A and B , and let L be the leave of P .
If v is the only vertex of degree 4 in L, then let P ′ = P . If there is a vertex u other than v which
has degree 4 in L, then let w be an isolated vertex in L (one must exist since n 7) and let P ′ be the
(M,3,4)∗-packing of Kn obtained from P by performing a (u,w)-switch with origin x, where w is
any isolated vertex in L and x is any neighbour in L of u.
Let L′ be the leave of P ′ , and note that by Lemma 2.1, there is a 4-cycle C ′ in P ′ that con-
tains v . The only non-trivial component H in L′ is either a (3,5)-chain or a (4,4)-chain in which
v is the vertex of degree 4. If H is a (3,5)-chain, then let P ′′ = P ′ . Otherwise, H is a (4,4)-chain,
(a1,a2,a3, v) · (v,b1,b2,b3) say, and we let P ′′ be the (M,3,4)∗-packing of Kn obtained from P ′ by
performing the (a1,b2)-switch S with origin v . It follows, regardless of the terminus of S , that the
only non-trivial component of the leave of P ′′ is the edge-disjoint union of a 3-cycle X containing v ,
and a 5-cycle Y . Note that by Lemma 2.1, there is a 4-cycle C ′′ that contains v in P ′′ .
Let P ′′′ be the (M,5)∗-packing of Kn obtained from P ′′ by adding the 5-cycle Y , removing any
one 3-cycle, and removing the 4-cycle C ′′ . Thus the leave of P ′′′ has 10 edges and at least one vertex
of degree at least 4 (as v is in both C ′′ and X ). Hence by Lemma 2.16, there is an (M,5,5,5)∗-
decomposition of Kn . 
4. A reduction of the cycle decomposition problem
In this section we will achieve our reduction of the problem (see Theorem 4.1) and also prove
a result on decompositions of complete graphs into cycles whose lengths are at most about half the
order of the complete graph (see Theorem 4.2). This latter result is an easy consequence of Lemma 3.1
(and a result from [5]) and complements the main result of [11].
We shall call a list M an n-ancestor list if it is n-admissible and satisﬁes
(1) ν6(M) + ν7(M) + · · · + νn−1(M) ∈ {0,1};
(2) if ν5(M) 3, then 2ν4(M) n − 6;
(3) if ν5(M) 2, then 3ν3(M) n − 10;
(4) if ν4(M) 1 and ν5(M) 1, then 3ν3(M) n − 9;
(5) if νn−2(M) + νn−1(M) 1, then ν4(M) = ν5(M) = 0; and
(6) if νn−4(M) + νn−3(M) 1, then ν5(M) = 0.
Theorem 4.1. For each positive integer n, if there exists an (M ′)∗-decomposition of Kn for each n-ancestor
list M ′ , then there exists an (M)∗-decomposition of Kn for each n-admissible list M.
Proof. Let n be a positive integer. Throughout this proof we assume that any n-admissible list is
written in non-increasing order. For distinct n-admissible lists m1,m2, . . . ,mt and m′1,m′2, . . . ,m′t′ , we
say that the list m′1,m′2, . . . ,m′t′ is larger than the list m1,m2, . . . ,mt if t
′ > t or if t′ = t and m′k >mk
where k is the smallest positive integer such that mk 	=m′k . Note that this deﬁnes a total order on the
set of all non-increasing n-admissible lists.
For a contradiction, suppose the theorem does not hold. Then there exists a largest n-admissible
list M such that there is no (M)∗-decomposition of Kn . By assumption, M is not an n-ancestor list
and so (by the deﬁnition of n-ancestor list) at least one of the following holds.
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(2) ν5(M) 3 and 2ν4(M) n − 5.
(3) ν5(M) 2 and 3ν3(M) n − 9.
(4) ν4(M) 1, ν5(M) 1 and 3ν3(M) n − 8.
(5) νn−2(M) + νn−1(M) 1 and ν4(M) + ν5(M) 1.
(6) νn−4(M) + νn−3(M) 1 and ν5(M) 1.
We now show that each of (1)–(6) implies the existence of an (M)∗-decomposition of Kn , a contra-
diction.
If (1) holds, then there exist integers x and y in M such that 6 x y  n − 1, and we deﬁne M ′
as follows.
(a) If x+ y  n+ 2, then M ′ is the list obtained from M by replacing an x and a y with an x− 1 and
a y + 1.
(b) If x+ y  n + 1, then M ′ is the list obtained from M by replacing an x with a 3 and an x− 3.
If (2) holds, then we deﬁne M ′ to be the list obtained from M by replacing three 5’s with a 3 and
three 4’s.
If (3) holds, then we deﬁne M ′ to be the list obtained from M by replacing two 5’s with two 3’s
and a 4.
If (4) holds, then we deﬁne M ′ to be the list obtained from M by replacing a 4 and a 5 with
three 3’s.
If (5) holds, then there exist integers x and y in M such that x ∈ {4,5} and y ∈ {n − 2,n − 1} and
we deﬁne M ′ to be the list obtained from M by replacing an x and a y with an x− 1 and a y + 1.
If (6) holds, then there exists an integer y in M with y ∈ {n−4,n−3} and we deﬁne M ′ to be the
list obtained from M by replacing a 5 and a y with a 4 and a y + 1.
It is easy to see that in each case M ′ is n-admissible and M ′ > M . Hence, by the maximality
of M there is an (M ′)∗-decomposition D of Kn . We now show that we can construct an (M)∗-
decomposition of Kn from D by applying one of Lemmas 2.2, 2.14, 3.1, 3.2, 3.3, or 3.4, thus obtaining
the required contradiction.
If (1) holds and x + y  n + 2, then we can apply Lemma 2.2 (as x + y  n + 2 implies there are
cycles of length x−1 and y+1 in D which share at least two vertices). If (1) holds and x+ y  n+1,
then we can apply Lemma 3.1 with m = 3, m′ = x − 3 and h = y. If (2) holds, then we can apply
Lemma 3.4. If (3) holds, then we can apply Lemma 3.3. If (4) holds, then we can apply Lemma 3.2. If
(5) holds, then since (x− 1) + (y + 1) = x+ y  n + 2, we can apply Lemma 2.2.
Finally, if (6) holds, then in D we have a 4-cycle and a (y + 1)-cycle. Since y ∈ {n − 4,n − 3} it is
easy to see that these cycles either share at least two vertices or share exactly one vertex (in which
case y = n − 4). In the former case we can apply Lemma 2.2, and in the latter case we can apply
Lemma 2.14. 
The following theorem completely settles the cycle decomposition problem for Kn when all the
cycle lengths are at most  12n, except in the case where we require a single cycle which is more that
twice as long as any other cycle.
Theorem 4.2. Let n be a positive integer and let M =m1,m2, . . . ,mt be a non-decreasing n-admissible list of
integers such that mt   12n and mt  2mt−1 . Then there exists an (M)∗-decomposition of Kn.
Proof. Fix n and, for a contradiction, suppose the theorem does not hold. Of all the non-decreasing
n-admissible lists of integers that satisfy the conditions of the theorem, but for which there does not
exist a corresponding decomposition of Kn , let M =m1,m2, . . . ,mt be one with t as large as possible.
In [5] Balister showed that there is an (M†)∗-decomposition of Kn for all n-admissible lists M†
composed entirely of 3’s, 4’s and 5’s, so it follows that mt  6. Let M ′ be the list obtained from
M by replacing an mt with an mt − 3 and a 3 and reordering so that M ′ is non-decreasing. Clearly
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an (M ′)∗-decomposition D′ of Kn by the deﬁnition of M .
We claim that we can now apply Lemma 3.1 to D′ with m = 3, m′ =mt −3 and h =mt−1 to obtain
an (M)∗-decomposition of Kn and thus produce the required contradiction. It only remains to verify
that the conditions h  12 (m +m′) and m +m′ + h  n + 1 of Lemma 3.1 are satisﬁed. The former is
satisﬁed since mt  2mt−1, and the latter is satisﬁed since mt−1 mt   12n. 
5. Decompositions of circulant graphs
The remainder of the paper is devoted to showing that for each suﬃciently large odd integer n,
there is an (M)-decomposition of Kn for each n-ancestor list M . To do this we need a number of
results on cycle decompositions of various speciﬁc low-degree circulant graphs, and these are obtained
in this section.
The length of an edge xy in a graph with vertex set Zn is deﬁned to be the unique integer l ∈
{1,2, . . . ,  n2 } such that x ≡ y + l (mod n) or y ≡ x+ l (mod n). Let S ⊆ {1,2, . . . ,  n2 }. The circulant
graph of order n with connection set S is denoted by Circ(n, S) and is deﬁned to be the graph with
vertex set Zn and edge set consisting of all the edges of length s for each s ∈ S .
We need the following two results from [14]. The ﬁnal claim of Lemma 5.1, although not in the
lemma as it is stated in [14], is apparent from the proof. The ﬁnal claim in Lemma 5.2 follows from
the fact (which is easily veriﬁed) that any 5-cycle in Circ(n, {1,2,3}) contains x and x + 4 for some
x ∈ Zn (and {x, x+ 4} is not an edge of Circ(n, {1,2,3})).
Lemma 5.1. (See [14].) Let n be an integer with n 5 and let M =m1,m2, . . . ,mt be a non-decreasing list of
integers such that 3mi  n for i = 1,2, . . . , t and m1 +m2 + · · · +mt = 2n. Then if mt  n − t + 1 there
exists an (M)-decomposition of Circ(n, {1,2}). Furthermore, if we choose a j ∈ {1,2, . . . , t − 1} there exists
an (M)-decomposition of Circ(n, {1,2}) containing the m j-cycle
(0,2,4, . . . ,mj − 1,mj − 2,mj − 4,mj − 6, . . . ,1) if m j is odd;
(0,2,4, . . . ,mj − 2,mj − 1,mj − 3,mj − 5, . . . ,1) if m j is even.
Remark. We will often apply this lemma with mt = n, in which case mt  n− t+1 is always satisﬁed.
We will also often apply it with mt−1  7 and mt−2  5, in which case it is routine to check that
mt  n−t+1 is satisﬁed whenever mt  3n+24 (using the fact that 5(t−2)+7m1+m2+· · ·+mt−1 =
2n −mt ).
Lemma 5.2. (See [14].) Let n be an integer with n  7 and let M = m1,m2, . . . ,mt be a list of integers
such that mi ∈ {3,4,5} for i = 1,2, . . . , t and m1 + m2 + · · · + mt = 3n. Then there exists an (M)-
decomposition of Circ(n, {1,2,3}). Furthermore, if M = 5,4,4, . . . ,4, then there exists an (M)-decomposition
of Circ(n, {1,2,3}) in which the 5-cycle of the decomposition contains 0 and 4 as two non-adjacent vertices.
We now obtain a number of additional results concerning cycle decompositions of the circulant
graphs Circ(n, {1,2,3}) and Circ(n, {1,2,3,4}). We begin with some decompositions of these graphs
which consist mostly of 5-cycles. These will be used in the proof of Lemma 6.2.
Lemma 5.3. If n  9 is an integer and M = n, e,5,5, . . . ,5 where e ∈ {3,4,5,6,7} and ∑M = 3n, then
there exists an (M)-decomposition of Circ(n, {1,2,3}).
Proof. Observe that the condition
∑
M = 3n implies n ≡ 4,2,0,3,1 (mod 5) when e = 3,4,5,6,7
respectively. Deﬁne D to be the set containing the cycles
• (i, i + 1, i + 3, i + 4, i + 2) and (i + 2, i + 3, i + 6, i + 4, i + 5) for i = 1,6,11, . . . , r where r =
n − 8,n − 9,n − 10,n − 11,n − 12 for n ≡ 4,0,1,2,3 (mod 5) respectively;
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• (n − 4,n − 2,n − 3,0,n − 1) and (n − 2,0,2,n − 1,1) if n ≡ 0 (mod 5);
• (n − 5,n − 4,n − 2,0,2,n − 1,n − 3) and (n − 3,n − 2,1,n − 1,0) if n ≡ 1 (mod 5);
• (n− 6,n− 5,n− 3,n− 2,n− 4), (n− 4,n− 3,0,2,n− 1) and (n− 2,0,n− 1,1) if n ≡ 2 (mod 5);
• (n − 7,n − 6,n − 4,n − 3,n − 5), (n − 5,n − 4,n − 1,0,n − 2) and (n − 3,n − 2,1,n − 1,2,0) if
n ≡ 3 (mod 5).
It is straightforward to check that the cycles in D are edge-disjoint, and that the graph that remains
when the edges of the cycles in D are removed from Circ(n, {1,2,3}) is an n-cycle. Hence the result
follows. 
Lemma 5.4. If n 7 is an integer and M = e,5,5, . . . ,5 where e ∈ {3,4,5,6,7} and∑M = 3n, then there
exists an (M)-decomposition of Circ(n, {1,2,3}).
Proof. If e ∈ {3,4,5}, then we are ﬁnished by Lemma 5.2, so we may assume e ∈ {6,7}. Observe that
the condition
∑
M = 3n implies n ≡ 2 (mod 5) when e = 6 and n ≡ 4 (mod 5) when e = 7. Deﬁne D
to be the set containing the cycles
• (i, i + 1, i + 2, i + 4, i + 3), (i + 1, i + 3, i + 2, i + 5, i + 4) and (i + 3, i + 5, i + 7, i + 4, i + 6) for
i = 0,5,10, . . . , r and n 12 where r = n − 12 if n ≡ 2 (mod 5) and r = n − 14 if n ≡ 4 (mod 5);
• (n − 2,0,2,n − 1,1);
• (n−6,n−5,n−3,n−1,n−4), (n−4,n−3,0,n−1,n−2) and (n−7,n−6,n−3,n−2,n−5,n−4)
if n ≡ 2 (mod 5);
• (n− 8,n− 7,n− 5,n− 4,n− 6), (n− 6,n− 5,n− 2,n− 1,n− 3), (n− 4,n− 2,n− 3,0,n− 1) and
(n − 9,n − 8,n − 5,n − 3,n − 4,n − 7,n − 6) if n ≡ 4 (mod 5).
It is straightforward to check that D is the required decomposition. 
Lemma 5.5. If n 9 is an integer and M = e,5,5, . . . ,5 where e ∈ {3,4,5,6,7} and∑M = 4n, then there
exists an (M)-decomposition of Circ(n, {1,2,3,4}).
Proof. Observe that the condition
∑
M = 4n implies n ≡ 2,1,0,4,3 (mod 5) when e = 3,4,5,6,7
respectively. Deﬁne D to be the set containing the cycles
• (i, i + 3, i + 6, i + 5, i + 4), (i + 1, i + 4, i + 6, i + 7, i + 5), (i + 2, i + 4, i + 7, i + 3, i + 5) and
(i + 2, i + 3, i + 4, i + 8, i + 6) for i = 0,5,10, . . . , r, where r = n− 9,n− 10,n− 11,n− 12,n− 13
for n ≡ 4,0,1,2,3 (mod 5) respectively;
• (n − 4,0,n − 3,1,n − 1), (n − 2,2,n − 1,0,1) and (n − 2,n − 1,3,1,2,0) if n ≡ 4 (mod 5);
• (n−5,n−1,0,1,n−2), (n−4,0,2,1,n−1), (n−3,n−2,n−1,3,1) and (n−3,n−1,2,n−2,0)
if n ≡ 0 (mod 5);
• (n − 6,n − 3,n − 1,n − 5,n − 2), (n − 4,n − 2,n − 3,1,0), (n − 4,n − 3,0,n − 2,n − 1), (n − 2,1,
n − 1,0,2) and (n − 1,2,1,3) if n ≡ 1 (mod 5);
• (n− 6,n− 3,n− 5,n− 4,n− 2), (n− 5,n− 2,1,0,n− 1), (n− 4,n− 1,1,2,0), (n− 3,n− 2,n− 1,
3,1), (n − 3,n − 1,2,n − 2,0) and (n − 7,n − 4,n − 3) if n ≡ 2 (mod 5); and
• (n− 8,n− 5,n− 2,n− 3,n− 4), (n− 7,n− 4,n− 2,n− 1,n− 3), (n− 6,n− 4,n− 1,n− 5,n− 3),
(n − 3,0,n − 2,2,1), (n − 1,2,0,1,3) and (n − 6,n − 5,n − 4,0,n − 1,1,n − 2) if n ≡ 3 (mod 5).
It is straightforward to check that D is the required decomposition. 
Next we give a decomposition of Circ(n, {1,2,3}), consisting mostly of 4-cycles, which will be used
in the proof of Lemma 6.3.
Lemma 5.6. If n 11 is an odd integer and M = n,3,3,4,4, . . . ,4 or M = n,6,4,4, . . . ,4 with∑M = 3n,
then there exists an (M)-decomposition of Circ(n, {1,2,3}).
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• (i, i + 2, i + 4, i + 3) and (i + 1, i + 2, i + 5, i + 3) for i = 1,5,9, . . . , r where r = n − 12 if n ≡
1 (mod 4) and r = n − 10 if n ≡ 3 (mod 4);
• (n − 8,n − 7,n − 5,n − 6) if n ≡ 1 (mod 4);
• (n − 6,n − 4,n − 5,n − 3);
• (n − 4,n − 2,0,n − 1) and (n − 3,n − 2,1,n − 1,2,0) if M = n,6,4,4, . . . ,4; and
• (n − 4,n − 2,1,n − 1), (n − 3,n − 2,0) and (n − 1,0,2) if M = n,3,3,4,4, . . . ,4.
It is straightforward to check that the cycles in D are edge disjoint, and that the graph that remains
when the edges of the cycles in D are removed from Circ(n, {1,2,3}) is an n-cycle. Hence the result
follows. 
Now we prove a result on decompositions of Circ(n, {1,2,3}), consisting mostly of 3-cycles, which
will be used in the proof of Lemma 6.4.
Lemma 5.7. If n  7 is an integer and M = k, e,3,3, . . . ,3 or M = k,4,4,3,3, . . . ,3 where 3  k  n,
e ∈ {3,4,5} and∑M = 3n, then there exists an (M)-decomposition of Circ(n, {1,2,3}).
Proof. Observe that the condition
∑
M = 3n implies that k ≡ 0,2,1 (mod 3) when e = 3,4,5 respec-
tively, and it implies that k ≡ 1 (mod 3) when M = k,4,4,3,3, . . . ,3. The result holds for k ∈ {3,4,5}
by Lemma 5.2 so we can assume that k 6. For M = k, e,3,3, . . . ,3 and 6 k 12, let D be deﬁned
by
• D = {(1,2,3)} ∪ {(i, i + 1, i + 3): i = 3,4, . . . ,n − 1} if k = 6;
• D = {(1,2,3), (3,4,5), (4,6,8,5,7)} ∪ {(i, i + 1, i + 3): i = 6,7, . . . ,n − 1} if k = 7;
• D = {(1,3,4), (2,3,5,4)} ∪ {(i, i + 1, i + 3): i = 5,6, . . . ,n − 1} if k = 8;
• D = {(1,3,4), (2,3,5), (4,5,6)} ∪ {(i, i + 1, i + 3): i = 6,7, . . . ,n − 1} if k = 9;
• D = {(1,3,4), (2,3,6,4,5), (5,6,7)} ∪ {(i, i + 1, i + 3): i = 7,8, . . . ,n − 1} if k = 10;
• D = {(1,3,4), (2,3,5), (4,6,7), (5,6,8,7)} ∪ {(i, i + 1, i + 3): i = 8,9, . . . ,n − 1} if k = 11; and
• D = {(1,3,4), (2,3,5), (4,6,7), (5,6,8), (7,8,9)} ∪ {(i, i + 1, i + 3): i = 9,10, . . . ,n− 1} if k = 12.
For M = k,4,4,3,3, . . . ,3 and k ∈ {7,10}, let D be deﬁned by
• D = {(1,2,3), (3,4,7,5), (4,5,6,8)} ∪ {(i, i + 1, i + 3): i = 6,7, . . . ,n − 1} if k = 7; and
• D = {(1,3,4), (2,3,6,5), (4,5,7,6)} ∪ {(i, i + 1, i + 3): i = 7,8, . . . ,n − 1} if k = 10.
For M = k, e,3,3, . . . ,3 and k 13, deﬁne D to be the set containing the cycles
• (i, i + 2, i + 3) for i = 1,4,7, . . . ,k + e − 14;
• (i, i + 1, i + 3) for i = 2,5,8, . . . ,k + e − 16;
• (i, i + 1, i + 3) for i = k − 3,k − 2,k − 1, . . . ,n − 1;
• (k − 10,k − 9,k − 7), (k − 8,k − 6,k − 5), (k − 7,k − 6,k − 4) and (k − 5,k − 4,k − 3) if e = 3;
• (k − 9,k − 8,k − 6), (k − 7,k − 5,k − 4) and (k − 6,k − 5,k − 3,k − 4) if e = 4; and
• (k − 8,k − 7,k − 4,k − 6,k − 5) and (k − 5,k − 4,k − 3) if e = 5.
For M = k,4,4,3,3, . . . ,3 and k  13, take the decomposition D given above for M = k,5,3,3, . . . ,3
and replace the 5-cycle (k − 8,k − 7,k − 4,k − 6,k − 5) and the 3-cycle (k − 5,k − 4,k − 3) with the
two 4-cycles (k− 8,k− 7k− 4,k− 5) and (k− 6,k− 5,k− 3,k− 4). It is straightforward to check that
the cycles in D are edge-disjoint, and that the graph that remains when the edges of the cycles in D
are removed from Circ(n, {1,2,3}) is a k-cycle. Hence the result follows. 
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which allow us to combine two decompositions of circulant graphs into a decomposition of a larger
circulant graph.
Lemma 5.8. Let n be an odd integer such that n  33, let M1 and M2 be lists of integers, and let S be a set
such that S ∈ {{1,2}, {1,2,3}, {1,2,3,4}}. Suppose that there exist an (M1)-decomposition of Circ(n, {1,2})
and an (M2)-decomposition of Circ(n, S). Then there exists an (M1,M2)-decomposition of Circ(n, {1,2} ∪
{4x: x ∈ S}).
Proof. Let D1 be an (M1)-decomposition of Circ(n, {1,2}). Since n is odd, the graph Circ(n, {4x: x ∈ S})
is isomorphic to the graph Circ(n, S) and it follows that there is an (M2)-decomposition D2
of Circ(n, {4x: x ∈ S}). It is easy to see that D1 ∪ D2 is an (M1,M2)-decomposition of Circ(n, {1,2} ∪
{4x: x ∈ S2}). 
Lemma 5.9. Let n be an odd integer such that n  37, let M and M† be lists of integers and let S and S† be
sets such that S, S† ∈ {{1,2}, {1,2,3}}. Suppose that there exists an (M,5)-decomposition of Circ(n, S) which
contains a 5-cycle having 0 and 4 as two non-adjacent vertices, and suppose that there exists an (M†,3)-
decomposition of Circ(n, S†). Then there exists an (M,M†,4,4)-decomposition of Circ(n, S ∪ {4x: x ∈ S†}).
Proof. Let D be an (M,5)-decomposition of Circ(n, S) which contains a 5-cycle C in which 0
and 4 are non-adjacent vertices. In any (M†,3)-decomposition of Circ(n, S†), there is obviously a
3-cycle containing an edge of length 1 (as n  37). Since n is odd, the graph Circ(n, {4x: x ∈ S†})
is isomorphic to the graph Circ(n, S†) and it follows that there is an (M†,3)-decomposition D†
of Circ(n, {4x: x ∈ S†}) in which there is a 3-cycle C † containing an edge of length 4. We can as-
sume that the end-vertices of this edge are 0 and 4. Then D ∪ D† is an (M,M†,5,3)-decomposition
of Circ(n, S ∪ {4x: x ∈ S†}). It is clear that the graph C ∪ C † can be decomposed into two 4-cycles, and
the result thus follows. 
Lemma 5.10. Let n, c1 and c2 be integers such that n is odd and n  33, let M1 and M2 be lists of inte-
gers, and let S2 be a set such that S2 ∈ {{1,2}, {1,2,3}, {1,2,3,4}}. Suppose that there exists an (M1, c1)-
decomposition of Circ(n, {1,2}) containing a c1-cycle with vertex set {0,1, . . . , c1 − 1} and that there exists
an (M2, c2)-decomposition of Circ(n, S2). Then if 4c2 max(S2) < n and c1 + 4max(S2) c22   n, there is
an (M1,M2)-packing of Circ(n, {1,2} ∪ {4x: x ∈ S2}) with a leave whose only non-trivial component is a
(c1, c2)-chain.
Proof. Let D1 be an (M1, c1)-decomposition of Circ(n, {1,2}) containing a c1-cycle A such that
V (A) = {0,1, . . . , c1 − 1}. Since n is odd, the graph Circ(n, {4x: x ∈ S2}) is isomorphic to the
graph Circ(n, S2) and it follows that there is an (M2, c2)-decomposition D2 of Circ(n, {4x: x ∈ S2}).
Since 4c2 max(S2) < n it can be seen that the vertex set of any c2-cycle in D2 will be a sub-
set of {x, x + 1, . . . , x + 4max(S2) c22 } for some x ∈ Zn . To see this, note that any two vertices in
a c2-cycle are joined by a path of length at most  c22 . It follows that there exists an (M2, c2)-
decomposition D′2 of Circ(n, {4x: x ∈ S2}) containing a c2-cycle B such that c1 − 1 ∈ V (B) and
V (B) ⊆ {c1 −1, c1, . . . , c1 +4max(S2) c22 −1}. Since c1 +4max(S2) c22  n, V (A)∩ V (B) = {c1 −1}.
Then (D1 ∪ D′2) \ {A, B} is an (M1,M2)-packing of Circ(n, {1,2}∪ {4x: x ∈ S2}), with a leave whose
only non-trivial component is a (c1, c2)-chain. 
Finally in this section, we give a number of results which we shall use in Section 7. The following
lemma is a well-known consequence of the existence of a Skolem sequence of order t for all t ≡
0,1 (mod 4) and a hooked Skolem sequence of order t for all t ≡ 2,3 (mod 4) (see [20,23,24]).
Lemma 5.11. (See [20,24].) For any positive integers n and t with n  6t + 3, either {1,2, . . . ,3t} or
{1,2, . . . ,3t − 1,3t + 1} can be partitioned into triples such that for each triple X, there is a decomposition
of Circ(n, X) into 3-cycles.
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of Circ(n, {a + 1,a + 2, . . . ,a + 4t}) into 4-cycles.
Proof. For any x  1 and any n  2x + 7, the 4-cycle (0, x,2x + 3, x + 1) under the permutation
(0,1, . . . ,n − 1) yields a 4-cycle decomposition of Circ(n, {x, x + 1, x + 2, x + 3}). Hence the result
follows by partitioning {a + 1,a + 2, . . . ,a + 4t} into sets of 4 consecutive integers. 
Lemma 5.13. (See [9].) For any positive integers n and t with n  10t + 3, either {1,2, . . . ,5t} or
{1,2, . . . ,5t − 1,5t + 1} can be partitioned into 5-element subsets such that for each 5-element subset X ,
there is a decomposition of Circ(n, X) into 5-cycles.
Lemma 5.14. (See [16].) If G is a connected 6-regular circulant graph of odd order, then G has a decomposition
into three Hamilton cycles.
Lemma 5.15. (See [13].) For i = 1,2, . . . , n−12 , the circulant graph Circ(n, {i, i+1, . . . , n−12 }) has a decompo-
sition into Hamilton cycles.
6. Dealing with the excess
Our method for ﬁnding the decompositions corresponding to ancestor lists involves ﬁrst decom-
posing the complete graph into circulant graphs and then decomposing the circulant graphs of this
decomposition into cycles. To this end we will deﬁne a special sublist of an ancestor list which we
call its excess. Let n be a positive integer, let M be an n-ancestor list, and for each i ∈ {3,4,5} write
νi(M) = qin+βi , where qi and βi are the integers such that 0 βi  n−1. We deﬁne the excess of M
to be the list obtained from M by removing qin occurrences of i for each i ∈ {3,4,5}, and removing
all n’s.
Given an n-ancestor list M , we will ﬁrst ﬁnd a decomposition of some low-degree circulant
graph G of order n into cycles with lengths given by the excess of M , and perhaps a small number of
Hamilton cycles (see Lemma 6.5). It will then be relatively easy to ﬁnd a decomposition of Kn \G into
cycles with lengths given by the remainder of M (see Lemmas 7.1 and 7.2). From these two decompo-
sitions we obtain our required decomposition of Kn . It is obtaining the ﬁrst of these decompositions
that concerns us in this section. The result is given in Lemma 6.5, which is proved by combining
Lemmas 6.1–6.4.
In fact, we will sometimes employ a slight variant of the method described above in which a
packing that is close to the decomposition described above will be used instead of the decomposition
itself. The desired decomposition is then easily obtained from this packing. Accordingly, we make the
following deﬁnition. A near (M)-decomposition of a graph G is deﬁned to be one of the following.
(1) An (M)-decomposition of G .
(2) An (M ′)-packing P of G such that
(i) M ′ is obtained from M by removing exactly two entries, p and q say; and
(ii) the only non-trivial component of the leave of M ′ is a (p′,q′)-chain where p′ and q′ are
integers such that p′ + q′ = p + q and if p and q are even, then p′ and q′ are even.
Thus, by Lemma 2.14, the existence of a near (M)-decomposition of Kn implies the existence
of an (M)-decomposition of Kn (note that this applies only to (M)-decompositions of Kn and not
to decompositions of other graphs). Also, observe that if G and H are edge-disjoint graphs, then
the union of a near (M)-decomposition of G and an (M ′)-decomposition of H is a near (M,M ′)-
decomposition of G ∪ H .
In many cases the excess will have more than a small number of occurrences of at least two of 3,
4 and 5, and whenever this happens it is easy to partition the excess into sublists which sum to
multiples of n. This makes it relatively easy to employ Lemmas 5.1 and 5.2 to obtain the required
decomposition for the excess. The following lemma takes advantage of this.
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M satisﬁes at least two of
(1) ν3(M) 12;
(2) ν4(M) 12;
(3) ν5(M) 9.
Then for some set S of positive integers with |S| ⊆ {1,2,4,8,12,16,32,48,64,128}, there exists an
(M, H)-decomposition of Circ(n, S) where H is the list composed of |S| − 1n
∑
M occurrences of n, and
|S| − 1n
∑
M  3.
Proof. We begin by noting some properties of M . Since M is the excess of an n-ancestor list, νi(M)
n − 1 for each i ∈ {3,4,5} and ∑M ≡ 0 (mod n). It follows from this, and from properties (1)–(4)
in the deﬁnition of an n-ancestor list, that
∑
M ∈ {n,2n, . . . ,8n} (to see this, consider separately the
cases ν5(M) 3 and ν5(M) 2). Note that the conditions of the lemma ensure that
∑
M 	= 0.
We will obtain the required result by ﬁrst decomposing Circ(n, S) into circulant graphs each of
which is isomorphic to either Circ(n, {1,2}) or Circ(n, {1,2,3}), and then applying Lemmas 5.1 and 5.2.
The decomposition of Circ(n, S) into circulant graphs is obtained by simply deﬁning a partition P of S
so that Circ(n, X) is isomorphic to either Circ(n, {1,2}) or Circ(n, {1,2,3}) for each X ∈ P .
We now deﬁne P , and hence also S , according to the following table. Note that if max(M) n−11,
then the conditions of the lemma guarantee
∑
M > n.
max(M) n − 12 max(M) n − 11 P∑
M = n ∑M = 2n {{1,2}}∑
M = 2n ∑M = 3n {{1,2}, {4,8}}∑
M = 3n ∑M = 4n {{1,2}, {4,8}, {16,32}}∑
M = 4n ∑M = 5n {{1,2}, {4,8,12}}∑
M = 5n ∑M = 6n {{1,2}, {4,8,12}, {16,32}}∑
M = 6n ∑M = 7n {{1,2}, {4,8,12}, {16,32}, {64,128}}∑
M = 7n ∑M = 8n {{1,2}, {4,8,12}, {16,32,48}}∑
M = 8n {{1,2}, {4,8,12}, {16,32,48}, {64,128}}
So we have |S| 10 and max(S) 128 as required, and (noting that n is odd) it is easy to see that
Circ(n, X) is isomorphic to either Circ(n, {1,2}) or Circ(n, {1,2,3}) for each X ∈ P .
Let k be the number of parts in the partition P and let the parts be S1, S2, . . . , Sk , where the
elements of Si are less than those of S j for i < j. Note that k  4. We now need to partition M, H
into sublists Q 1, Q 2, . . . , Qk such that there is a (Q i)-decomposition of Circ(n, Si) for i = 1,2, . . . ,k.
This involves partitioning M into sublists R1, R2, . . . , Rk where Ri is the list obtained from Q i by
removing any n’s.
Conditions (1)–(3) of the lemma guarantee that there are pairwise disjoint sublists W1,W2,W3
of M such that
• Wi = 3,3,3,3,4,4,4,4 for each i ∈ {1,2,3},
• Wi = 3,3,3,3,5,5,5 for each i ∈ {1,2,3}, or
• Wi = 4,4,4,4,5,5,5 for each i ∈ {1,2,3}.
It is straightforward to check that this implies that for any integer x ∈ {12,13,14,15,16} and any Wi ,
we can choose entries from Wi which sum to x. Now, let α ∈ {1,2,3}, suppose we have a list which
sums to less than αn−11 and suppose we repeatedly add elements from {3,4,5} to it. Eventually we
obtain a list whose sum is in {αn − 16,αn − 15,αn − 14,αn − 13,αn − 12}. Hence, we can complete
it to a list that sums to exactly αn by adding elements from any one of W1,W2,W3.
In what follows we use the procedure described in the preceding paragraph to partition M into
the required sublists R1, R2, . . . , Rk . By refraining from using the elements in W1,W2,W3, except as
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ﬁnal sublist Rk will take care of itself).
If
∑
M = n, then k = 1, we choose R1 = M , Q 1 = M,n, and a (Q 1)-decomposition of Circ(n, S1)
exists by Lemma 5.1.
For
∑
M  2n and max(M) n− 12 we begin by selecting a sublist R ′1 from M such that
∑
R ′1 
n− 12 and such that if M contains an entry which is greater than 5, then R ′1 contains that entry. We
can complete R ′1 to R1 such that
∑
R1 = n using the above-described procedure involving the Wi .
We then let Q 1 = R1,n so that there is a (Q 1)-decomposition of Circ(n, S1) by Lemma 5.1.
For
∑
M  2n and max(M) n− 11 we begin by selecting a sublist R ′1 from M such that
∑
R ′1 
2n−12 and such that R ′1 contains the entry of M which is greater than 5. We can complete R ′1 to R1
such that
∑
R1 = 2n using the above-described procedure involving the Wi . We then let Q 1 = R1 so
that there is a (Q 1)-decomposition of Circ(n, S1) by Lemma 5.1 (noting that max(R1)  n − 11 and
that n 257 implies n − 11 3n+24 ).
Let M ′ be the remaining elements of M (that is, those which are not in R1) and note that
max(M)  5. Write
∑
M ′ = 3nq + nr where r ∈ {0,1,2}. We partition M ′ into q sublists which each
sum to 3n, and r sublists which each sum to n (again using the above-described procedure in-
volving the Wi). For each resulting sublist Ri such that
∑
Ri = 3n we let Q i = Ri and we have a
(Q i)-decomposition of Circ(n, Si) ∼= Circ(n, {1,2,3}) by Lemma 5.2. For each resulting sublist Ri such
that
∑
Ri = n we let Q i = Ri,n and we have a (Q i)-decomposition of Circ(n, Si) ∼= Circ(n, {1,2}) by
Lemma 5.1. See the above table to verify that the Si are as required. 
Those excesses not covered by Lemma 6.1, can be more diﬃcult to partition into sublists of
appropriate sizes and consequently the proofs in the remainder of this section, while not diﬃcult
conceptually, do become somewhat technical. In the next three lemmas, we cover respectively those
excesses which violate conditions (1) and (2) of Lemma 6.1, those which violate conditions (1) and (3)
of Lemma 6.1, and those that violate conditions (2) and (3) of Lemma 6.1.
Lemma 6.2. Let n be an odd integer such that n  319 and let M be the excess of an n-ancestor list
such that ν3(M)  11 and ν4(M)  11. Then, for some set S ⊆ {1,2,4,8,12,16}, there exists a near
(M, H)-decomposition of Circ(n, S) where H is the list composed of |S| − 1n (
∑
M) occurrences of n, and
|S| − 1n (
∑
M) 2.
Proof. Note that
∑
M is a multiple of n. Let M ′ be the list obtained from M by removing all 5’s. We
can ﬁnish the proof easily in the following four situations.
• If M is empty, then we let S = ∅ and the result is trivial.
• If ∑M = n, then there is an (n,M)-decomposition of Circ(n, {1,2}) by Lemma 5.1.
• If ∑M  2n and M ′ is empty, then ∑M is either 2n, 3n or 4n (as M consists entirely of 5’s and
there are at most n− 1 of these by the deﬁnition of excess) and the result follows by Lemma 5.3,
Lemma 5.2, or Lemma 5.5 respectively.
• If ∑M = 2n and ∑M ′  n − 2 then, since ν3(M ′) 11 and ν4(M ′) 11 it follows that M ′ con-
tains an entry (its only entry which is not a 3 or a 4) which is at least n−79. Thus, since n 319
implies n − 79 3n+24 , there is an (M)-decomposition of Circ(n, {1,2}) by Lemma 5.1.
Thus we may assume that
(i)
∑
M  2n;
(ii) M ′ is not empty; and
(iii) if
∑
M = 2n, then ∑M ′  n − 3.
Since ν3(M ′)  11, ν4(M ′)  11 and M ′ contains at most one entry which is not a 3 or a 4,∑
M ′ < 2n (as n  319). Thus, by (i) and since ν5(M)  n − 1, we have ∑M ∈ {2n,3n,4n,5n,6n}.
Furthermore, if
∑
M ′  n, then
∑
M ∈ {2n,3n,4n,5n}.
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{n,2n,3n,4n} (r2 	= 0 by (iii), and r2 	= 5n as ∑M ∈ {2n,3n,4n,5n} if ∑M ′  n). Deﬁne lists R1
and R2 such that
∑
R1 = r1 and ∑ R2 = r2 according to the following table (for the moment, ignore
the superscript z’s in the table).
R1 R2∑
M ′ ≡5 r1 M ′,5,5, . . . ,5 5,5, . . . ,5∑
M ′ ≡5 r1 + 1 M ′,4z,5,5, . . . ,5 6z,5,5, . . . ,5∑
M ′ ≡5 r1 + 2 M ′,3z,5,5, . . . ,5 7z,5,5, . . . ,5∑
M ′ ≡5 r1 + 3 M ′,7z,5,5, . . . ,5 3z,5,5, . . . ,5∑
M ′ ≡5 r1 + 4 M ′,6z,5,5, . . . ,5 4z,5,5, . . . ,5
Let G1 = Circ(n, {1,2}) and let
G2 =
⎧⎨
⎩
Circ(n, {1,2}), if r2 = n;
Circ(n, {1,2,3}), if r2 ∈ {2n,3n};
Circ(n, {1,2,3,4}), if r2 = 4n.
Observe that for i ∈ {1,2}, we have either ri = |E(Gi)| or ri = |E(Gi)| − n. For i ∈ {1,2} let Q i be the
list Ri if ri = |E(Gi)| and let Q i be the list Ri,n if ri = |E(Gi)| − n (so ∑ Q i = |E(Gi)| for i ∈ {1,2}).
We now obtain a (Q 1)-decomposition D1 of G1 and a (Q 2)-decomposition D2 of G2 such that we
can apply Lemma 5.8 or Lemma 5.10 to complete the proof.
The decomposition D1 is obtained by applying Lemma 5.1. In the case r1 = n it is easy to see that
Lemma 5.1 can be applied. In the case r1 = 2n we have M ′  n − 2 and we have already noted above
that this implies there is an entry in M ′ which is at least n − 79 and that n  319 implies n − 79
3n+2
4 . This means that Lemma 5.1 can indeed also be applied in the case r1 = 2n. Furthermore, if
there is an entry x of R1 that is marked with a superscript z in the table above, then we can assume
that D1 contains an x-cycle with vertex set {0,1, . . . , x−1} (see Lemma 5.1). The decomposition D2 is
obtained by applying Lemma 5.1 if r2 = n, Lemma 5.3 if r2 = 2n, Lemma 5.4 if r2 = 3n, and Lemma 5.5
if r2 = 4n.
If
∑
M ′ ≡ r1 (mod 5), then we can complete the proof by applying Lemma 5.8 to D1 and D2 to
obtain an (M, H)-decomposition of Circ(n, S), where S ⊆ {1,2,4,8,12,16} and H is the list composed
of |S| − 1n (
∑
M) occurrences of n. Otherwise
∑
M ′ 	≡ r1 (mod 5) and we can apply Lemma 5.10
to D1 and D2, taking c1 and c2 to be the entries marked with a superscript z in the table above, to
obtain an (M \{5,5}, H)-packing of Circ(n, S), where S ⊆ {1,2,4,8,12,16} and H is the list composed
of |S| − 1n (
∑
M) occurrences of n. It is straightforward to verify that the conditions 4c2 max(S2) < n
and c1+4max(S2) c22  n of Lemma 5.10 are satisﬁed by using the facts that c1, c2  7, max(S2) 4
and n 319. The only non-trivial component of this packing is either a (3,7)-chain or a (4,6)-chain
and thus the packing is a near (M, H)-decomposition of Circ(n, S) and we are ﬁnished. 
Lemma 6.3. Let n be an odd integer such that n  427 and let M be the excess of an n-ancestor list such
that ν3(M)  11 and ν5(M)  8. Then, for some set S ⊆ {1,2,3,4,8,12}, there exists a near (M, H)-
decomposition of Circ(n, S) where H is the list composed of |S| − 1n (
∑
M) occurrences of n, and |S| −
1
n (
∑
M) 2.
Proof. Note that
∑
M is a multiple of n. Let M ′ be the list obtained from M by removing all 4’s. We
can ﬁnish the proof easily in the following three situations.
• If M is empty, then we let S = ∅ and the result is trivial.
• If ∑M = n, then there is an (n,M)-decomposition of Circ(n, {1,2}) by Lemma 5.1.
• If ∑M = 2n and ∑M ′  n − 33, then since ν3(M ′) 11 and ν5(M ′) 8, it follows that M ′ con-
tains an entry (its only entry which is not a 3 or a 5) which is at least n − 106. Thus, since
n 427 implies n − 106 3n+24 , there is an (M)-decomposition of Circ(n, {1,2}) by Lemma 5.1.
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(i)
∑
M  2n; and
(ii) if
∑
M = 2n, then ∑M ′  n − 34.
Since ν3(M ′)  11, ν5(M ′)  8 and M ′ has at most entry which is not a 3 or a 5,
∑
M ′ < 2n
(as n  427). Thus, by (i) and since ν4(M)  n − 1, we have ∑M ∈ {2n,3n,4n,5n}. Furthermore if∑
M ′  n, then
∑
M ∈ {2n,3n,4n}.
Let r1 = n if ∑M ′  n − 34 or if ∑M ′ 	≡ n + 2 (mod 4) and ∑M ′  n − 3, and let r1 = 2n
otherwise. Let r2 = (∑M) − r1 and note that r2 ∈ {n,2n,3n} (r2 	= 0 by (ii), and r2 	= 4n as ∑M ∈
{2n,3n,4n,5n} if ∑M ′  n). Also note the following.
(iii) M ′ is not empty. For if M ′ is empty, then
∑
M ≡ 0 (mod 4) and, since ν4(M)  n − 1, ∑M ∈
{2n,3n}, which contradicts the fact that n is odd.
(iv)
∑
M ′ 	≡ r1 (mod 4). For if∑M ′ ≡ r1 (mod 4), then∑M ≡ r1 (mod 4) (as M ′ is obtained from M
by removing 4’s) and, since n is odd and
∑
M ∈ {2n,3n,4n,5n}, it follows that (r1,∑M) =
(n,5n) or (r1,
∑
M) = (2n,2n). In the former case, since ∑M = 5n, ∑M ′  n + 1 which contra-
dicts r1 = n. In the latter case ∑M ′  n − 34 (by (ii)) which contradicts r1 = 2n.
(v) If
∑
M ′ ≡ r1 + 2 (mod 4) and ν3(M ′) = ν5(M ′) = 0, then r1 = n and M ′ = l for some l ∈
{6,7, . . . ,n − 34}. To see this, ﬁrst observe that ν3(M ′) = ν5(M ′) = 0 (and the fact that M ′ is
not empty) imply M ′ = l for some l ∈ {6,7, . . . ,n − 1}. Now, by property (5) of the deﬁnition
of n-ancestor list it can be seen that, in fact, l ∈ {6,7, . . . ,n − 3} (since ν4(M) 1). In particular,∑
M ′  n− 3. Thus, if r1 = 2n, then (by the deﬁnition of r1) we have ∑M ′ ≡ n+ 2 (mod 4). But
this (together with
∑
M ′ ≡ r1 + 2 (mod 4)) implies r1 ≡ n (mod 4), which is impossible when
n is odd and r1 = 2n. So r1 is indeed equal to n and it thus follows from the deﬁnition of r1 that
l =∑M ′  n − 34.
Deﬁne lists R1 and R2 such that
∑
R1 = r1 and ∑ R2 = r2 according to the following table (for the
moment, ignore the superscript y’s and z’s in the table). Notice that since n is odd, when r2 ∈ {n,3n}
we have R2 = 5,4, . . . ,4 or 3,4, . . . ,4, and when r2 = 2n we have R2 = 3,3,4, . . . ,4 or 6,4, . . . ,4.
R1 R2∑
M ′ ≡4 r1 + 1 M ′,3y ,4, . . . ,4 5y ,4, . . . ,4∑
M ′ ≡4 r1 + 2, ν3(M ′) 1 (M ′ \ {3}),5y ,4, . . . ,4 3y ,3,4, . . . ,4∑
M ′ ≡4 r1 + 2, ν3(M ′) = 0, ν5(M ′) 1 (M ′ \ {5}),3z,4, . . . ,4 6z,4, . . . ,4∑
M ′ ≡4 r1 + 2, ν3(M ′) = ν5(M ′) = 0 (l − 2)z,4, . . . ,4 6z,4, . . . ,4
(so r1 = n and M ′ = l for some l ∈ {6,7, . . . ,n − 34})∑
M ′ ≡4 r1 + 3 M ′,5y ,4, . . . ,4 3y ,4, . . . ,4
Let G1 = Circ(n, {1,2}) and let
G2 =
{
Circ(n, {1,2}), if r2 = n;
Circ(n, {1,2,3}), if r2 ∈ {2n,3n}.
Observe that for i ∈ {1,2} we have either ri = |E(Gi)| or ri = |E(Gi)| − n. Now for i ∈ {1,2} let Q i be
the list Ri if ri = |E(Gi)| and let Q i be the list Ri,n if ri = |E(Gi)|−n (so∑ Q i = |E(Gi)| for i ∈ {1,2}).
We now obtain a Q 1-decomposition D1 of G1 and a Q 2-decomposition D2 of G2 such that we can
apply Lemma 5.9 or Lemma 5.10 to complete the proof.
The decomposition D1 is obtained by applying Lemma 5.1. In the case r1 = n it is easy to see
that Lemma 5.1 can be applied. In the case r1 = 2n we have M ′  n − 33 and we have already noted
above that this implies there is an entry in M ′ which is at least n − 106 and that n  427 implies
n − 106  3n+24 . This means that Lemma 5.1 can indeed also be applied in the case r1 = 2n. The
decomposition D2 is obtained by applying Lemma 5.1 if r2 = n, applying Lemma 5.6 if r2 = 2n, and
applying Lemma 5.2 if r2 = 3n. Furthermore, if there is a 5 in either of our lists R1 or R2 which is
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tion contains a 5-cycle in which vertices 0 and 4 are non-adjacent vertices (see Lemmas 5.1 and 5.2).
Otherwise, an entry x of R1 is marked with a superscript z in the table above, and we can assume
(see Lemma 5.1) that D1 contains an x-cycle with vertex set {0,1, . . . , x− 1}. To see that x is not the
largest entry in Q 1 when x = l − 2, observe that in this case we have r1 = n and thus we have an n
in Q 1.
When we are in cases corresponding to rows of the table in which there are superscript y’s,
we can complete the proof by applying Lemma 5.9 to obtain an (M, H)-decomposition of Circ(n, S),
where S ⊆ {1,2,4,8,12} and H is the list composed of |S| − 1n (
∑
M) occurrences of n. When we
are in cases corresponding to rows of the table in which there are superscript z’s, we can apply
Lemma 5.10, taking c1 and c2 to be the values marked with a superscript z in the table above, to
obtain either
• an (M \ {5,4}, H)-packing of Circ(n, S) with a leave whose only non-trivial component is a (3,6)-
chain; or
• an (M \ {l,4}, H)-packing of Circ(n, S) with a leave whose only non-trivial component is an
(l − 2,6)-chain.
It is straightforward to verify that the conditions 4c2 max(S2) < n and c1 + 4max(S2) c22   n of
Lemma 5.10 are satisﬁed since c1  n− 36 by (v), c2 = 6, max(S2) 3 and n 427. In either case the
packing is a near (M, H)-decomposition of Circ(n, S) and we are ﬁnished. 
Lemma 6.4. Let n be an odd integer such that n 327 and let M be the excess of an n-ancestor list such that
ν4(M) 11 and ν5(M) 8. Then, for some set S ⊆ {1,2,4,8,12}, there exists a near (M, H)-decomposition
of Circ(n, S) where H is a list composed of |S| − 1n (
∑
M) occurrences of n, and |S| − 1n (
∑
M) 2.
Proof. Note that
∑
M is a multiple of n. Let M ′ be the list obtained from M by removing all 3’s. We
can ﬁnish the proof easily in the following four situations.
• If M is empty, then we let S = ∅ and the result is trivial.
• If ∑M = n, then there is an (n,M)-decomposition of Circ(n, {1,2}) by Lemma 5.1.
• If ∑M = 2n and ∑M ′  n+ 3, then since ν4(M ′) 11 and ν5(M ′) 8, it follows that M ′ has an
entry (its only entry which is not a 4 or a 5) which is at least n− 81. Thus, since n 327 implies
n − 81 3n+24 , there is an (M)-decomposition of Circ(n, {1,2}) by Lemma 5.1.• If ∑M  2n and M ′ is empty, M ′ = 4, M ′ = x for some x  n − 81, or M ′ = x,4 for some x 
n − 81, then since ν3(M)  n − 1, ∑M ∈ {2n,3n} (noting that x  n − 3 by property (5) of the
deﬁnition of n-ancestor list). If
∑
M = 3n, then there is an (M)-decomposition of Circ(n, {1,2,3})
by Lemma 5.7. If
∑
M = 2n and M ′ is empty or M ′ = 4, then there is an (M,n)-decomposition
of Circ(n, {1,2,3}) by Lemma 5.7. Finally, if ∑M = 2n and M ′ = x or M ′ = x,4 for some x 
n − 81, then there is an (M)-decomposition of Circ(n, {1,2}) by Lemma 5.1 (same argument as
above).
Thus we may assume that
(i)
∑
M  2n;
(ii) M ′ is not empty, M ′ 	= 4, M ′ 	= x for any x n − 81, and M ′ 	= x,4 for any x n − 81; and
(iii) if
∑
M = 2n, then ∑M ′  n + 2.
Since ν4(M ′) 11, ν5(M ′) 8 and M ′ has at most one entry which is not a 4 or a 5,
∑
M ′ < 2n
(as n  327). Thus, by (i) and since ν3(M)  n − 1, we have ∑M ∈ {2n,3n,4n}. Furthermore, if∑
M ′  n + 2, then ∑M ∈ {2n,3n}.
Let k be the largest entry in M ′ which is less than n − 81. By (ii), k  4 and if k = 4, then
ν4(M ′) 2.
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{n,2n} (r2 	= 0 by (iii), and r2 	= 3n as ∑M ∈ {2n,3n} when ∑M ′  n + 2). Deﬁne lists R1 and R2
such that
∑
R1 = r1 and ∑ R2 = r2 according to the following table (for the moment, ignore the
superscript z’s in the table).
R1 R2∑
M ′ ≡3 r1 M ′,3, . . . ,3 3, . . . ,3∑
M ′ ≡3 r1 + 1 (M ′ \ {k}), (k − 1)z,3, . . . ,3 4z,3, . . . ,3∑
M ′ ≡3 r1 + 2, k 5 (M ′ \ {k}), (k − 2)z,3, . . . ,3 5z,3, . . . ,3∑
M ′ ≡3 r1 + 2, k = 4 (so ν4(M ′) 2) (M ′ \ {4,4}),3, . . . ,3 4,4,3, . . . ,3
Let G1 = Circ(n, {1,2}) and let
G2 =
{
Circ(n, {1,2}), if r2 = n;
Circ(n, {1,2,3}), if r2 = 2n.
Observe that for i ∈ {1,2}, we have either ri = |E(Gi)| or ri = |E(Gi)| − n. For i ∈ {1,2} let Q i be the
list Ri if ri = |E(Gi)| and let Q i be the list Ri,n if ri = |E(Gi)| − n (so ∑ Q i = |E(Gi)| for i ∈ {1,2}).
We now obtain a (Q 1)-decomposition D1 of G1 and a (Q 2)-decomposition D2 of G2 such that we
can apply Lemma 5.8 or Lemma 5.10 to complete the proof.
The decomposition D1 is obtained by applying Lemma 5.1. In the case r1 = n it is easy to see that
Lemma 5.1 can be applied. In the case r1 = 2n we have ∑M ′  n + 3 and we have already noted
above that this implies there is an entry in M ′ which is at least n − 81 and that n  327 implies
n − 81  3n+24 . This means that Lemma 5.1 can indeed also be applied in the case r1 = 2n. The
decomposition D2 is obtained by applying Lemma 5.1 if r2 = n, and applying Lemma 5.7 if r2 = 2n.
Furthermore, if an entry x of R1 is marked with a superscript z in the table above, then we can
assume (see Lemma 5.1) that D1 contains an x-cycle with vertex set {0,1, . . . , x− 1}. To see that the
entry with a superscript z is not the largest entry in Q 1, note that if r1 = 2n, then we have an entry
of M ′ which is at least n − 81 and consequently k ∈ {4,5}.
If either
∑
M ′ ≡ r1 (mod 3) or ∑M ′ ≡ r1 + 2 (mod 3) and k = 4, then we can complete the proof
by applying Lemma 5.8 to D1 and D2 to obtain an (M, H)-decomposition of Circ(n, S), where S ⊆
{1,2,4,8,12} and H is the list composed of |S| − 1n (
∑
M) occurrences of n. Otherwise we can apply
Lemma 5.10 to D1 and D2, taking c1 and c2 to be the entries marked with a superscript z in the table
above, to obtain an (M \ {k,3}, H)-packing of Circ(n, S), where S ⊆ {1,2,4,8,12} and H is the list
composed of |S| − 1n (
∑
M) occurrences of n. We need to check that the conditions 4c2 max(S2) < n
and c1 + 4max(S2) c22   n of Lemma 5.10 are satisﬁed. But this is easy since c1  n − 83 (by the
deﬁnition of k), c2  5, max(S2) 3 and n  327. The only non-trivial component of this packing is
either a (4,k − 1)-chain or a (5,k − 2)-chain and thus the packing is a near (M, H)-decomposition
of Circ(n, S) and we are ﬁnished. 
Combining the results of this section we obtain the following lemma.
Lemma 6.5. Let n be an odd integer such that n 427, and let M be the excess of an n-ancestor list. Then for
some set S of positive integers with |S| ⊆ {1,2,3,4,8,12,16,32,48,64,128} and |S|  10, there exists a
near (M, H)-decomposition of Circ(n, S) where H is the list composed of |S| − 1n
∑
M occurrences of n, and
|S| − 1n
∑
M  3.
Proof. This follows from Lemma 6.1 (if M satisﬁes at least two of conditions (1)–(3) of Lemma 6.1),
Lemma 6.2 (if M satisﬁes neither of conditions (1) and (2) of Lemma 6.1), Lemma 6.3 (if M satisﬁes
neither of conditions (1) and (3) of Lemma 6.1), or Lemma 6.4 (if M satisﬁes neither of conditions (2)
and (3) of Lemma 6.1). 
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In this section we prove our main result. We begin with two lemmas that deal with decomposi-
tions Kn \G where G belongs to a certain family of low-degree circulant graphs of order n. Lemma 7.1
shows that for any such G , Kn \ G can be decomposed into any admissible combination of 3-cycles,
4-cycles and Hamilton cycles provided that the number of 3-cycles and the number of 4-cycles are
each multiples of n and the number of Hamilton cycles is not too small. Lemma 7.2 is the analogous
result for decompositions into 4-cycles, 5-cycles and Hamilton cycles. These two lemmas allow us to
deal with what remains of an ancestor list after the excess is removed.
Lemma 7.1. If n, a, b and h are non-negative integers and S is any set of positive integers such that n is odd,
h  384, |S| 10, max(S) 128 and 3an + 4bn + hn = (n2)− |S|n, then Circ(n, {1,2, . . . , n−12 } \ S) has a
decomposition into an cycles of length 3, bn cycles of length 4, and h cycles of length n.
Proof. To prove the lemma, we will partition the connection set {1,2, . . . , n−12 } \ S of our circulant
graph into three parts T , Q and H (T for triples, Q for quadruples, and H for Hamilton cycles) with
|T | = 3a, |Q | = 4b and |H| = h such that Circ(n, T ) has a decomposition into 3-cycles, Circ(n, Q ) has
a decomposition into 4-cycles, and Circ(n, H) has a decomposition into n-cycles.
First we deﬁne T0 to be either {1,2, . . . ,3a + 3|S|} or {1,2, . . . ,3a + 3|S| − 1,3a + 3|S| + 1}, such
that there is a partition P0 of T0 into a + |S| triples such that for each triple X , there is a decompo-
sition of Circ(n, X) into 3-cycles (see Lemma 5.11). Construct T from T0 by choosing |S| triples of P0
that contain all the elements of S and removing all the elements of these triples. Thus |T | = 3a and
Circ(n, T ) has a decomposition into 3-cycles.
Deﬁne Q = {k + 1,k + 2, . . . ,k + 4b} where k = max(S ∪ T ) so that Q ∩ S = ∅ and Q ∩ T = ∅. By
Lemma 5.12, Circ(n, Q ) has a decomposition into 4-cycles.
It remains to show that Circ(n, H) has a decomposition into n-cycles where H = {1,2, . . . , n−12 } \
(S ∪ T ∪ Q ). Let H = H ′ ∪ H ′′ ∪ H ′′′ where H ′ contains those elements of H which are at most
k + 4b (the largest element of S ∪ T ∪ Q ), H ′′ = {k + 4b + 1,k + 4b + 2, . . . ,k + 4b + 2|H ′|} and
H ′′′ = {k + 4b + 2|H ′| + 1,k + 4b + 2|H ′| + 2, . . . , n−12 }. It is clear that this partition exists provided
that |H ′|  13 |H| and we now verify that this is indeed the case. If k = max(S), then |H ′|  128
as max(S)  128, and if k = max(T ), then |H ′|  31 (the 3|S|  30 elements of T0 \ T and possibly
the element 3a + 3|S|), but in either case |H ′| 13 |H| as |H| 384.
We now partition H ′ ∪ H ′′ into triples such that each triple contains an element of H ′ and two
consecutive elements of H ′′ . If X is any such triple, then Circ(n, X) has a decomposition into n-cycles
by Lemma 5.14. Also, Circ(n, H ′′′) has a decomposition into n-cycles by Lemma 5.15. The union of
these decompositions is a decomposition of Circ(n, H) into n-cycles. 
Lemma 7.2. If n, b, c and h are non-negative integers and S is any set of positive integers such that n is odd,
h  384, |S| 10, max(S) 128 and 4bn + 5cn + hn = (n2)− |S|n, then Circ(n, {1,2, . . . , n−12 } \ S) has a
decomposition into bn cycles of length 4, cn cycles of length 5, and h cycles of length n.
Proof. The decomposition can be constructed using the method of the proof of Lemma 7.1. The only
modiﬁcation is that Lemma 5.13 is used at the beginning (rather than Lemma 5.11) to instead obtain
a subset T of either {1,2, . . . ,5c + 5|S|} or {1,2, . . . ,5c + 5|S| − 1,5c + 5|S| + 1} such that |T | = 5c
and Circ(n, T ) has a decomposition into 5-cycles. The remainder of the construction is the same. 
Next we will show that, for suﬃciently large n, we can ﬁnd an (M)-decomposition of Kn for any
n-ancestor list M which contains only a small number of n’s. To do this, we require the following
result which is a special case of a theorem of Balister [6]. Balister [6] proved that there are absolute
constants N and  such that for any even graph G of order n  N and minimum degree at least
(1− )n, G can be decomposed into closed trails of arbitrary speciﬁed lengths whenever the lengths
sum to the size of G . We are only interested in cases where all the lengths are in {3,4,5}, which
means that the closed trails are cycles. Moreover, we only require the result for graphs with minimum
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n N) we have the following lemma as an immediate consequence of Balister’s result.
Lemma 7.3. (See [6].) Let a, b and c be non-negative integers. There is an integer N such that any even graph
of order n  N, size 3a + 4b + 5c, and minimum degree at least n − 775 can be decomposed into a cycles of
length 3, b cycles of length 4 and c cycles of length 5.
Lemma 7.4. There is an integer N such that for each odd integer n N and each n-ancestor list M containing
at most 386 occurrences of n there exists an (M)-decomposition of Kn.
Proof. Let N be the integer given in Lemma 7.3, let n  N , and let M ′ be the list obtained from M
by removing any 3’s, 4’s and 5’s. There are at most 386 occurrences of n in M ′ and, since M is an
n-ancestor list, there is at most one entry in M ′ which is not an n. Thus, it is known that there is an
(M ′)-packing of Kn (for example, by Theorem 1 in [10]). We can complete this packing to the required
decomposition by applying Lemma 7.3 as the leave of the (M ′)-packing has minimum degree at least
n − 775. 
We are now ready to prove our main theorem.
Theorem 7.5. There is an integer N such that for each integer n N, there exists a decomposition of Kn into t
cycles of lengths m1,m2, . . . ,mt if and only if
(1) n is odd;
(2) 3m1,m2, . . . ,mt  n; and
(3) m1 +m2 + · · · +mt =
(n
2
)
.
Proof. Let N be the integer given by Lemma 7.4, let n  N be odd, and let M be any n-ancestor list.
The result follows by Theorem 4.1, if we can show there is an (M)-decomposition of Kn . If there are at
most 386 occurrences of n in M , then the result follows by Lemma 7.4. Hence we assume M contains
at least 387 occurrences of n.
Let M† be the excess of M . By Lemma 6.5 there is a set S ⊆ {1,2,3,4,8,12,16,32,48,64,128}
with |S| 10 such that there is a near (M†, H)-decomposition of Circ(n, S) where H is the list com-
posed of |S| − 1n
∑
M† occurrences of n, and |S| − 1n
∑
M†  3.
Let M‡ be the list deﬁned by M = M†, H,M‡. Note that M‡ contains at least 384 occurrences of n,
as M has at least 387, M† has none, and H has at most 3. It follows from property (3) of the deﬁnition
of n-ancestor list that M‡ contains either zero 3’s or zero 5’s. Hence by Lemma 7.1 or 7.2 there is
an (M‡)-decomposition of Circ(n, {1,2, . . . , n−12 } \ S). The union of the near (M†, H)-decomposition
of Circ(n, S) and the (M‡)-decomposition of Circ(n, {1,2, . . . , n−12 } \ S) is a near (M)-decomposition
of Kn . Hence by Lemma 2.14 there exists an (M)-decomposition of Kn and the theorem is proved. 
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