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Abstract
Within the customer–subcontractor negotiation process, the first problem of the subcontractor is to provide the
customer with a reliable order lead-time although his workload is partially uncertain. Actually, a part of the sub-
contractor workload is composed of orders under negotiation which can be either confirmed or cancelled. Fuzzy logic
and possibility theory have widely been used in scheduling in order to represent the uncertainty or imprecision of
processing times, but the existence of the manufacturing orders is not usually set into question. We suggest a method
allowing to take into account the uncertainty of subcontracted orders. This method is consistent with list scheduling: as
a consequence, it can be used in many classical schedulers. Its implementation in a scheduler prototype called TAPAS is
described. In this article, we focus on the performance of validation tests which show the interest of the method.
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1. Introduction
The overall trend in the manufacturing industry
is to produce faster and cheaper. At the bottom
of the industrial pyramids, the suppliers and the
subcontractors, usually small and medium enter-
prises, have to organise themselves to tackle this
new context of tightened supply chain, which im-
plies shorter but also more reliable delivery times.
A subcontractor must so be able to suggest a price
and a delivery date to his customer as soon as he
receives a rough description of the expected order.
A problem is that, except on a very short term
(typically one to two months), the subcontractor
workload consists in a mix of certain orders (often
corresponding to repetitive orders) and uncer-
tain ones (corresponding to orders under negoti-
ation).
Most of the time, delivery dates are suggested
on the base of the production managers expertise;
this can be efficient in a stable and known context,
but this stability is more and more rare in the
industrial environment. Simulation tools using
more or less empirical methodologies are some-
times developed by the subcontractors in order to
provide a decision support. In one case, we have
for instance noticed the use of a scheduler modi-
fied in order to allow the simultaneous planning of
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up to three manufacturing orders on a resource,
beyond a time horizon of three months. The jus-
tification was in that case that only one order out
of three is usually confirmed. Nevertheless, no
quantification of the respective uncertainty of the
orders is made.
We have also seen a very simple system based
on Excel used as follows:
1. When an order is negotiated, the routing of a
close product is extracted from a database.
Processing times on different resources are then
obtained, sometimes after a rough correc-
tion.
2. The certainty of the order is appreciated by the
person in relation with the customer. Possible
values are certain, rather certain, uncertain.
3. A part of the work load, proportional to this
certainty, is planned on the resources (e.g.
100% for a certain order, 60% for a rather cer-
tain order, 30% for an uncertain order).
4. Due dates are then estimated.
This technique may seem inconsistent at the
level of each order, since uncertainty is considered as
having an influence on the workload created by the
order. Nevertheless, a balance may appear between
cancelled and confirmed orders when many orders
are considered. The result can give a rough idea of
the workload at a given period of time.
In order to formalise a way for dealing with the
orders uncertainty, fuzzy logic and theory of pos-
sibility are interesting candidate tools since their
ability to model expertise data pervaded by im-
precision or uncertainty has been recognised for a
long time. Furthermore, fuzzy logic or possibility
theory have been applied in many works to model
different aspects of imprecision or uncertainty in
scheduling. These studies are most of the time
relevant to the following aspects:
• modelling of imprecise performance criteria for
schedule assessment [1,2],
• modelling of imprecise expert knowledge for
managing the part flow, e.g. releasing or dis-
patching lots [1,3,4],
• modelling of imprecise knowledge for improv-
ing a schedule [5],
• modelling of preferences on releasing dates, due
dates and processing times performed through
the management of flexible temporal con-
straints [6–9],
• propagation of uncertain processing times
[7,10].
Some of these works insist on the ‘‘uncer-
tainty’’ of the data, but it is worth noticing that
this ‘‘uncertainty’’ is most of the time linked to
the occurrence of unexpected events in the
workshop, having as a consequence an impreci-
sion on the processing times (e.g. in [9]) or on the
due dates [6]. Fuzzy arithmetic, allowing fuzzy
constraint propagation, and possibility theory are
then used to manage this uncertainty, modelled
by classical trapezoidal fuzzy sets or by possibility
distributions. Uncertainty may also be interpreted
as the possibility for the real value of a data to be
out of the fuzzy set that models it [11]: this in-
terpretation is for example usual in fuzzy infer-
ence systems. In that case, uncertainty is often
modelled as a flat line added to the trapezoidal
fuzzy set that models the considered data. Its
height is proportional to this uncertainty (be-
tween 0 and 1) and it expresses that other values
than those inside the fuzzy set have a possibility
of occurrence.
As it has been emphasised above, the present
study deals with another type of uncertainty,
linked to the problem of forecasting a produc-
tion plan within a negotiation process. A frame-
work using possibility theory has been suggested
in that purpose in [12] and implemented in a
scheduler: it is based on the principle that un-
certain orders can be planned at the same time
on a resource (even if this resource is disjunc-
tive), since some of them will be cancelled, while
certain ones will be planned without any over-
booking. This method suggested in [12] is sum-
marised in Section 2, and some improvements are
suggested. The general test conditions are de-
scribed in Section 3. In Section 4 are detailed the
tests showing how the degree of overbooking of
the resources can be tuned in order to provide
acceptable results. The influence of the uncer-
tainty of the orders on the results is also dis-
cussed.
2. Scheduling of uncertain orders
2.1. Principle of uncertain orders scheduling
In [12] has been suggested a method allowing to
perform the schedule of uncertain orders:
• The overload of a resource (which can be con-
sidered as a ‘‘fuzzy capacity’’) is defined by
two fuzzy sets describing respectively the possi-
bility and the necessity that the resource is over-
loaded by the planned manufacturing orders.
• When an order is candidate to be planned on a
resource, the possibility and necessity to over-
load the resource is computed, according to:
 the already existing load on the resource,
 the uncertainty of the order, modelled by its
possibility and necessity of occurrence.
• If the possible load is fully compatible with the
fuzzy capacity of the resource, the order can
be planned. Otherwise, the order can only be
accepted if the risk of overloading the resource is
considered as acceptable for each combina-
tion of the orders planned at the same time.
A conceptual problem is that the fuzzy capacity
of a resource is not drawn as a fuzzy number,
which can be difficult to justify. A new way to
express this fuzzy capacity, by mean of a fuzzy
threshold, is suggested in next section.
2.2. Uncertainty of an order and fuzzy threshold on
the acceptable load
The uncertainty of an order A is modelled by a
possibility degree PðAÞ and a necessity degree
NðAÞ (see [11]) describing to what extent it is
possible (resp. necessary) that the order is con-
firmed. Since an event A has to be completely
possible before becoming somewhat necessary, we
have:
NðAÞ > 0) PðAÞ ¼ 1 ð1Þ
With this convention:
• a complete ignorance on the certainty of an or-
der A is denoted by NðAÞ ¼ 0 and PðAÞ ¼ 1 (it
is completely possible that the order is con-
firmed, but it is not necessary at all),
• the uncertainty of an order that ‘‘should’’ occur
would be described by NðAÞ > 0 and PðAÞ ¼ 1,
• the uncertainty of an order that ‘‘should not’’
occur would be described by NðAÞ ¼ 0 and
PðAÞ < 1.
The underlying assumption of the method is
that, since some of the orders will be cancelled
while others will be confirmed, the estimation of
reasonable due dates for a set of uncertain orders
requires to overbook the manufacturing resources.
If it is possible to correctly set-up the overbooking
parameters, the due dates estimated on a long time
horizon in presence of the uncertain orders should
be consistent with those obtained when planning
the confirmed orders, known on a short term.
In that purpose, let us define a threshold de-
scribing the maximum capacity of a resource as
a fuzzy number eT , denoted ða; b; cÞ (see Fig. 1).
The comparison of the crisp number describing the
expected load on the resource with this fuzzy
quantity allows us to define the possibility and the
necessity that this load is lower than the fuzzy
threshold. These possibility and necessity mea-
sures will then be compared to those expressing the
uncertainty attached to the occurrence of this load.
As a first step, we have decided to take as an ac-
ceptance condition for the load that the possibility
(resp. necessity) to overload the resource is lower
than the possibility (resp. necessity) of occurrence
of the load.
The method is described with further details in
next section.
Fig. 1. Fuzzy threshold eT on the capacity of a resource.
2.3. Condition for planning uncertain orders
Let us consider two orders A and B corre-
sponding to a respective load of Ca ¼ 2 and Cb ¼ 4
parts which have already been planned on the
resource, with PðAÞ ¼ 1, NðAÞ ¼ 0:5, PðBÞ ¼ 0:8,
NðBÞ ¼ 0.
Let C be an order which is candidate for
being planned on the resource with Cc ¼ 1 part
and PðCÞ ¼ 0:4, NðCÞ ¼ 0. Let us first consider
the occurrence of the three orders at the same
time. The resulting load is Ca þ Cb þ Cc ¼ 7
parts. This load must be compared to the fuzzy
threshold described in Fig. 1. The possibility and
necessity measures that a crisp number C is
lower than a fuzzy quantity eT can be defined by
(see [13]):
ð1; eT 	ðCÞ ¼ P ~T ð½C;þ1ÞÞ ¼ supfeT ðxÞ : xPCg;
ð2Þ
ð1; eT ÞðCÞ ¼ N ~T ððC;þ1ÞÞ ¼ inff1 eT ðxÞ : x6Cg:
With C ¼ 7 parts, and according to the fuzzy
threshold described in Fig. 1, we obtain P ~T ¼
0:62 and N ~T ¼ 0. More generally, it can be seen
that:
• if C 2 ½0; aÞ, P ~T ¼ 1 and N ~T ¼ 1. It is certain
that the load is inferior to the capacity, and it
should therefore be accepted,
• if CP c, P ~T ¼ 0 and N ~T ¼ 0. It is certain that
the load exceeds the capacity, and it must be re-
jected,
• if C 2 ½a; bÞ, then P ~T ¼ 1, and 0 < N ~T 6 1,
• if C 2 ½b; cÞN ~T ¼ 0, and 06P ~T 6 1.
In these last two cases, the acceptability of the
load will depend on the degree of certainty of its
occurrence. Let us see how this certainty can be
assessed.
If A, B and C are considered as independent, we
have [11]:
PðA ^ B ^ CÞ ¼ minðPðAÞ;PðBÞ;PðCÞÞ; ð3Þ
NðA ^ B ^ CÞ ¼ minðNðAÞ;NðBÞ;NðCÞÞ: ð4Þ
We obtain here:
PðA ^ B ^ CÞ ¼ minð1; 0:8; 0:4Þ ¼ 0:4;
NðA ^ B ^ CÞ ¼ minð0:5; 0; 0Þ ¼ 0:
We have now to decide whether the risk of
overloading the resource, characterised by P ~T and
N ~T , is acceptable or not. As stated above, the risk
of an important overload is only acceptable if its
chance of occurrence is low, i.e. if the possibility
and necessity degrees computed with formulas (3)
and (4) are low. On the other hand, if P ~T ¼ 1 and
N ~T ¼ 1, the orders do not overbook the resource
whatever their occurrence. The following empirical
condition has been chosen in order to decide
whether the risk that (A ^ B ^ C) overbook the
resource is acceptable or not:
ðNðA ^ B ^ CÞ6N ~T Þ and ðPðA ^ B ^ CÞ6P ~T Þ:
ð5Þ
In our example, NðA ^ B ^ CÞ ¼ 06N ~T ¼ 0 and
PðA ^ B ^ CÞ ¼ 0:46P ~T ¼ 0:62. The planning of
the three orders at the same time is an accept-
able risk, according to their overload/uncertainty
compromise.
Because of the min operator in formulas (3) and
(4), it is nevertheless possible that other combina-
tions of the considered orders present a more im-
portant risk. PðA ^ qB ^ CÞ is the possibility that
A and C occur, but not B. Since PðuÞ ¼ 1 NðquÞ
[11], we have:
PðA ^ qB ^ CÞ ¼ minðPðAÞ; 1 NðBÞ;PðCÞÞ
¼ minð1; 1; 0:4Þ ¼ 0:4;
NðA ^ qB ^ CÞ ¼ minðNðAÞ; 1PðBÞ;NðCÞÞ
¼ minð0:5; 0:2; 0Þ ¼ 0:
Since A and C represent a load of Ca þ Cc ¼ 3
parts, we have P ~T ¼ N ~T ¼ 1 (see Fig. 1).
We have so verified that ðNðA ^ qB ^ CÞ6N ~T Þ
and (PðA ^ qB ^ CÞ6P ~T ).
The combination (qA ^ B ^ C) leads to the same
results: A, B and C can be planned at the same
time on the resource.
Let us now take the example of Ca ¼ 4,
PðAÞ ¼ 1, NðAÞ ¼ 0:5:
Cb ¼ 1; PðBÞ ¼ 0:2; NðBÞ ¼ 0;
Cc ¼ 2; PðCÞ ¼ 1; NðCÞ ¼ 0:2:
For ðA ^ B ^ CÞ, P ~T ¼ 0:62 and N ~T ¼ 0 like in
previous case.
PðA ^ B ^ CÞ ¼ minð1; 0:2; 1Þ ¼ 0:2
and
NðA ^ B ^ CÞ ¼ minð0:5; 0; 0:2Þ ¼ 0:
Condition (5) is verified: the risk that
(A ^ B ^ C) overload the resource is acceptable.
Let us check now the combination (A ^ qB ^ C).
C ¼ Ca þ Cc ¼ 6 parts; leading to P ~T ¼ 1 and
N ~T ¼ 0:
PðA ^ qB ^ CÞ ¼ minðPðAÞ; 1 NðBÞ;PðCÞÞ
¼ minð1; 1; 1Þ ¼ 1;
NðA ^ qB ^ CÞ ¼ minðNðAÞ; 1PðBÞ;NðCÞÞ
¼ minð0:5; 0:8; 0:2Þ ¼ 0:2;
PðA ^ qB ^ CÞ6P ~T
but
NðA ^ qB ^ CÞ ¼ 0:2 > N ~T ¼ 0:
The condition derived from (5) assessing the ac-
ceptability of the risk to overload the resource is
not verified for (A ^ qB ^ C). A, B and C cannot be
planned at the same time.
It can be seen that it is necessary to check
all the combinations of the candidate order with
the already planned ones before deciding if this
new overbooking induces an acceptable risk or not.
This technique may require many calculations
when the number of orders which can be planned
at the same time on the same resource is important
but the combinations that lead to the higher risk
are easy to detect: as illustrated in the above ex-
ample, they do not include the orders which have
at the same time a low load (the resource can
remain overbooked when these orders are not
considered) and a high uncertainty (their low
possibility/necessity degree have led to a low risk
of having all the orders present at the same time).
A drawback of the use of the min operator in
formulas (3) and (4) is that a certain order (i.e.
P ¼ N ¼ 1) can eventually be planned on a re-
source at the same time than a very uncertain one
(e.g. P ¼ 0:5 and N ¼ 0). This can be acceptable
if we consider that the second order ‘‘should’’ not
occur, since its uncertainty is below the threshold
denoting ignorance, i.e. P ¼ 1 and N ¼ 0. If the
coexistence of a certain order with an uncertain
one seems unacceptable, it is possible to only take
into account the less favourable case when a con-
flict is assessed, for instance by using the max
operator instead of the min. In that case, it is not
anymore necessary to test all the combinations of
the new order with the already planned ones as
explained above.
Being able to use this technique only requires
that the schedule is chronologically built: as a
consequence, the method can be implemented in
any scheduler using a list scheduling approach,
which is the case of most of the current industrial
schedulers. An example of such implementation is
described in next section.
2.4. Implementation
This method aiming at building a schedule that
takes into account the uncertain orders has been
implemented in an already existing scheduler,
named TAPAS [14]. TAPAS has been developed
in C++ and uses a fully object-oriented data
model: the implementation of the suggested way to
manage the uncertain orders has therefore been
made in a couple of days. As a matter of fact, it
only consists in adding new data to those de-
scribing the resources (a fuzzy number for the
fuzzy threshold) and to orders (a possibility and a
necessity degree), and to use another method for
solving the conflicts.
The most important change concerns the Gantt
chart showing the obtained schedule, which has
been modified in order to allow a direct visuali-
sation of the overbooking of the resources. The
maximum capacity of a resource (including its
overbooking) has been associated to a given
number of pixels, and the thickness of the rectan-
gle that stands for a manufacturing activity varies
according to the number of orders that can be
present on a resource at the same time.
An example of result is shown in Fig. 2. The
fuzzy threshold eT ¼ ða; b; cÞ ¼ ð1; 1; 3Þ parts, i.e. a
maximum of two manufacturing orders can be
planned at the same time on a resource. The
respective possibility and necessity degrees of
the manufacturing orders scheduled on Fig. 2 are
MO1(1, 0), MO2(1, 1), MO3(1, 0), MO4(0.2, 0),
MO5(0.4, 0), MO6(0.7, 0) and MO7(1, 1). All
these orders concern 1 part, except MO3 and MO4
(2 parts) and MO7 (3 parts). As it has been pre-
viously explained, it can be seen in Fig. 2 that the
certain order MO2 is planned on resources R1, R2
and R3 together with the very uncertain one MO5.
A more important overbooking can be obtained
by increasing the fuzzy threshold on the resource
load.
This quantification of the orders uncertainty
and the corresponding way to manage the conflicts
on the resources allow to define delivery dates for
the orders, which seems to satisfy the problem
expressed in the introduction. Nevertheless, sev-
eral empirical choices have been made, and its
worth verifying that the method can allow to
forecast realistic dates. We describe in next section
the tests which have been made in order to validate
the method, aiming at checking whether the due
dates computed on the base of the uncertain orders
(‘‘fuzzy’’ schedule) are compatible with the ones
obtained when the orders become certain, i.e.
when the orders are either confirmed or cancelled
through time (‘‘crisp’’ schedule).
3. Tests of the method
The variables that could have an influence on
the schedule result concern:
• the workshop (resources, routings. . .),
• the load,
• the fuzzy number describing the threshold on
the acceptable load,
• the degree of uncertainty of the orders. It is e.g.
interesting to verify whether the ratio of uncer-
tain orders has an influence on the quality of the
result,
• the method used in order to manage a conflict.
More precisely, the following questions should
be answered in order to validate the method:
• for a given workshop, and in presence of a set of
orders which degrees of necessity and possibility
are already determined, is it possible to find a
fuzzy threshold leading to pertinent results?
• does the results remain acceptable when the
ratio of uncertain orders changes?
In order to obtain statistical results, some ad-
ditional facilities have been implemented in TA-
PAS, allowing an easy generation, schedule and
assessment of many examples with different values
of the variables. The degrees of freedom that can
be used during the tests are hereafter described.
Fig. 2. Overbooking of uncertain orders.
3.1. Workshop, technical data and production plan
The test examples are built according to the
following variables:
• Resources: the number of machines of the
workshop can be chosen.
• Routings: the number of different routings used
in the example is chosen. The number of activities
composing each routing is selected at random be-
tween a minimum and a maximum value. A re-
source is affected to each activity by a uniform
random choice among the existing ones. A set-
up time and a unitary processing time are selected
at random between a min and a max value.
• Manufacturing orders: the number of manufac-
turing orders is chosen. Each order is associated
to a routing with a uniform random choice.
• The number of parts per order is selected at ran-
dom between a min and a max value.
• The starting date of the orders are calculated
like follows, in order to better control the load
within the workshop:
 the sum of the processing times of the orders
is calculated,
 the obtained value is multiplied by a coeffi-
cient p < 1 which expresses the degree of
‘‘packing’’ of the orders,
 for each order, the previous value is multi-
plied by a variable 2½0; 1	 (random selection),
leading to the earliest beginning date of the
order.
3.2. Uncertainty of the orders
The orders are divided into four classes ac-
cording to the uncertainty scale shown in Fig. 3.
The main points of the scale denote a complete
impossibility (P ¼ N ¼ 0), a complete ignorance
(P ¼ 1, N ¼ 0) and a complete certainty (P ¼ 1,
N ¼ 1) that the order occurs.
The number of orders belonging to each class is
chosen. In the bargraph of Fig. 3 is for instance
shown a uniform distribution of 40 orders within
the four classes.
The created orders are randomly affected to a
class, taking into account the number of orders to
be present in each class. For each order, a possi-
bility and a necessity degree are randomly selected
within the limits of their class.
3.3. Fuzzy threshold on the acceptable load
The fuzzy thresholds on the acceptable load are
defined as follows: a ¼ 1 and several values of b
and c have been tested (see Fig. 1).
3.4. Processing mode and performance indicator
The principle of the tests is the following:
• the values required to define the examples are
chosen (see Section 3.2),
• the simulator generates an example with uncer-
tain orders and performs a schedule, then stores
the obtained delivery dates, corresponding to an
uncertain environment (Ud),
• the confirmation or cancellation of each order is
simulated by a random choice, based on its ne-
cessity and possibility degree. In that purpose, we
have chosen the following ad-hoc method:
 a number d is drawn between 0 (excluded)
and 1 for each order,
 d is compared with ðPþ NÞ=2. If d 6 ðPþ
NÞ=2, the order is confirmed, otherwise, it is
cancelled.
In this way, an impossible order has no chance
to be confirmed while an order which certainty is
ignored (P ¼ 1, N ¼ 0) has one chance on two to
be cancelled, and a certain order (P ¼ N ¼ 1) is
always confirmed.
Fig. 3. Choice of the uncertainty class of the orders.
• A ‘‘classical’’ schedule is performed with the re-
maining (confirmed) orders. The ‘‘real’’ finish-
ing date Rd of each order is compared to its
‘‘expected–uncertain’’ one Ud.
Since our goal is to forecast realistic due dates
for the orders, the following performance indica-
tors have been chosen:
• tardiness of the orders, i.e. maxð0; ðRdUdÞÞ,
• lateness of the orders, i.e. jRdUdj.
The terms ‘‘tardiness’’ and ‘‘lateness’’ do not
refer here to the difference between a planned and
a real finishing date, but to the difference between
two planned finishing dates: one computed with an
uncertain production plan, and the other one with
a certain production included into the first one.
The importance of the lateness or tardiness can
only be assessed in relation with the order cycle
time: 1 day late is e.g. not important for a cycle
time of 20 weeks, but very important if the
cycle time is two days. In order to make the in-
terpretation of the results easier, we have so de-
fined two relative indicators:
• the first one is the percentage of orders which
are tardy of x% of their cycle time (denoted %
C.T. hereafter), with x having the values 0
(which denotes early orders), 0–10, 10–20; . . . ;
100 and more, i.e. 12 classes;
• the second one is the percentage of orders which
are:
 early of x% C.T., x being equal to 0–10, 10–
20, 20–30, more than 30,
 tardy of x% C.T. with the same values,
which leads to eight classes.
The tests which have been performed and their
results are discussed in next section.
4. Test of the method
4.1. Test conditions
Our first goal is to evaluate the consistence of
the due dates which are suggested by the scheduler
on the base of the uncertain orders. Since the de-
gree of overbooking of the resources is the major
parameter of the method, it is important as a first
step to check the consistence of the due dates ac-
cording to the overbooking parameters (i.e. the
fuzzy threshold of Fig. 1, represented by the (b; c)
parameters since a ¼ 1 when parts cannot be
processed simultaneously). In that purpose, the
tests have been performed according to the algo-
rithm shown in Fig. 4, with the following para-
meter values:
• The workshop is composed of 15 machines.
• 20 different routings are defined, each composed
of 5 to 10 activities with set-up times from 1 to 10
time units and unitary processing times from 5 to
10 time units (all distributions are uniform).
Fig. 4. Tests for assessing the influence of the overbooking
parameters.
• 80 manufacturing orders are defined, associated
with 10 to 50 parts each.
• The fuzzy number describing the acceptability
of a load is defined as follows:
 a ¼ 1 (see Fig. 1),
 b, c 2 N, b 2 ½1; 3	, c 2 ½b; 6	, i.e. 15 combina-
tions are considered.
• The packing coefficient p has been chosen in
order to insure an average utilisation of the
machines between 50% and 70%, which means
that some machines have very high utilisation
ratio (several machines have utilisation ratios
beyond 90%). The workshop has consequently
a rather important load.
• The number of loops on the confirmation of the
orders which aims at assessing the robustness of
the results according to the confirmation/can-
cellation of the orders.
4.2. Set-up of the overbooking parameters b and c
For the first tests, each class of uncertainty, as
described in Fig. 3, contains 20 orders which
possibility and necessity degrees are uniformly
drawn. In other terms, the orders are equally dis-
tributed on the uncertainty categories.
In Fig. 5 is shown the percentage of confirmed
orders which are tardy when their ‘‘real’’ end date
is compared to the ‘‘expected’’ one computed by
the ‘‘fuzzy’’ schedule. In that case, nearly 50% of
the orders have been confirmed while the others
have been cancelled, which is consistent with the
uncertainty distribution of Fig. 4 and with our
confirmation process.
The x-axis of Fig. 5 shows the 15 ðb; cÞ couples
describing the overbooking parameters as they
have been introduced in previous section. The
overbooking is increasing from left to right. The
y-axis shows the 12 classes of the tardiness/cycle
time ratio suggested in section 3.4 (0%, 0–10%, 10–
20%,. . ., more than 100%). The vertical axis shows
the number of orders corresponding to the cate-
gories defined by the x- and y-axis.
Several observations can be made on Fig. 5:
• When there is no (or almost no) overbooking,
i.e. on the left side of the graph, very few orders
are tardy, and if they are, their tardiness is very
low.
• On the contrary, when the overbooking be-
comes important (right part of the graph) more
and more orders become tardy.
Fig. 5. Percentage of confirmed tardy orders.
This can be easily explained: when the over-
booking parameters are low (i.e. ðb; cÞ ¼ ð1; 1ÞÞ, no
overbooking is possible whatever the uncertainty
of the orders, and the obtained schedule is close to
a ‘‘classical’’ one. When the confirmation process is
performed, nearly half of the orders are cancelled,
which divides by two the load of the workshop.
When the classical schedule is performed, most of
the confirmed orders become early in comparison
with their first expected due date. In our subcon-
tractor/customer context, this means that the due
dates suggested to the customers have been greatly
overestimated. On Fig. 6 is shown the lateness of
the orders (see Section 3.4), which gives a better
idea of the interest of the method.
The front and vertical axis of the graph shown
in Fig. 6 are the same than in Fig. 5, but the y-axis
now shows the lateness of the orders, i.e. either
their earliness (first four categories) or their tar-
diness (last four categories). We can check that, as
explained above, most of the orders are early when
the overbooking is low. On the contrary, when the
overbooking is important (right part of the graph),
orders which are confirmed have often been over-
booked in the ‘‘fuzzy’’ schedule. When the ‘‘crisp’’
schedule is performed, these orders are sequen-
tially processed, and most of them become tardy.
Fig. 7 is an extraction of Fig. 6 where only the
ð1; 5Þ, ð2; 2Þ, ð2; 3Þ couples are considered (the ex-
act results are given in Table 1). It can be seen in
Fig. 7 and Table 1 that the optimal overbooking
of the considered workshop can be considered as
ð1; 5Þ, ð2; 2Þ or ð2; 3Þ, depending on the preference
of the workshop manager.
With an overbooking defined by ðb; cÞ ¼ ð2; 3Þ,
the due dates of 36% of the orders have been
forecasted with an accuracy of 10% C.T., among
Fig. 6. Percentage of confirmed early/tardy orders.
Fig. 7. Best overbooking area.
which 18% are early and 18% late. This ratio
grows up to 63% when a range of 20% is con-
sidered.
When ðb; cÞ ¼ ð2; 2Þ, 40% of the orders are in
the 10% C.T. range, and 67% in the 20% C.T.
range. The result is globally better, but the orders
tend to be early: 22.56% are early of 10–0% C.T.,
while 17.72% are tardy of 0–10% C.T.
17.28% of the orders are early of 20–10% C.T.
while only 9.69% are tardy of 10–20% C.T. This
relative earliness makes that only 12.85% of the
orders have a tardiness higher than 30% of their
cycle time, which is much better than the two other
tests of Fig. 7.
The case ðb; cÞ ¼ ð1; 5Þ shows opposite results:
35.79% of the orders are in the 10% C.T. range,
15.27% being early and 20.48% tardy. 60.74% of
the orders are in the 20% C.T. range, among
which 7.9% are early and 17.05% early. In that
case, orders are more tardy than in the other ones.
On Fig. 8 are shown the total tardiness (top left
graph) and the total earliness (top right graph)
obtained (i.e. sum of the tardiness, resp. earliness,
of all the orders) according to the two overbooking
parameters b and c. Like previously, we can see
that an important overbooking tends to increase
the tardiness and decrease the earliness of the
manufacturing orders. We have seen in Fig. 7 that
Fig. 8. Total tardiness and earliness.
Table 1
Best results
ðb; cÞ Early Tardy
þ30 30–20 20–10 10–0 0–10 10–20 20–30 þ30
ð1; 5Þ 3.22 4.03 7.9 15.27 20.48 17.05 11.03 20.99
ð2; 2Þ 6.1 7.85 17.28 22.56 17.72 9.69 5.84 12.85
ð2; 3Þ 2.41 4.8 11.27 18.08 18.62 15.11 10.05 19.54
the distribution of the lateness is better for the
intermediate values of b and c. Fig. 8 shows that
the total ðearlinessþ tardinessÞ is minimised for
these values (bottom graph).
These results seem to be encouraging: 60% of
the orders due date are predicted with an accu-
racy 20% of their cycle time. This can be con-
sidered as a good result, taking into account the
uncertainty of the production plan (let us remind
that half of the orders have been cancelled be-
tween the ‘‘fuzzy’’ and the ‘‘crisp’’ schedule).
Therefore, it is important to check whether these
results depend on the distribution of the orders
uncertainty or not. As a matter of fact, it would
be impossible in an industrial context to per-
form new tests for each production plan in order
to find the correct value of the overbooking pa-
rameters. Experiments addressing the influence on
the uncertainty distribution of the orders are
hereafter presented.
4.3. Influence of the distribution of the orders
uncertainty
The previous tests have been performed with a
uniform distribution of the orders uncertainty. In
the same conditions, we have also performed test
with the distributions shown in Fig. 9. Only the
results using one of the overbooking parameters
set-up which have been considered as the best ones
in Section 4.2, namely ðb; cÞ ¼ ð2; 3Þ, are shown
here for clarity purpose. The same types of results
are obtained for the other values.
With distribution A, all the orders have a very
high degree of certainty. On the contrary, the 80
orders have a very low degree of certainty in dis-
tribution B. Distribution C (resp. D) shows the
number of orders increasing with their certainty
(resp. uncertainty). Distribution E is only made of
very uncertain and very certain orders while dis-
tribution F is only made of orders which have an
Fig. 9. Distributions of uncertainty of the tests.
intermediate certainty. Distribution G is the one
considered in section 4.2.
The lateness distributions of these six sets of
orders is shown in Fig. 10 for ðb; cÞ ¼ ð2; 3Þ.
Using distribution A, an average number of 70
orders on the 80 possible are confirmed. Since the
certainty of the orders is high, the overbooking is
low and there is not a significant difference be-
tween the ‘‘fuzzy’’ and the ‘‘crisp’’ schedule. It can
be noticed that there are more early orders than
tardy ones, which means that the overbooking was
nevertheless not sufficient in that case.
Distribution B is more interesting. The orders
are very uncertain: an average of only 10 orders
are confirmed at each test. Most of the orders are
very early, i.e. the overbooking is not sufficient.
Nevertheless, nearly 44% of the orders have their
finishing date in the 20% C.T. range, which is not
so bad considering that the uncertainty distri-
bution corresponds to a highly unpredictible pro-
duction plan.
Distributions C and D show correct results, the
results obtained for C being much better because it
contains more certain orders.
Distributions E and F show the same type of
results (a little bit more than 30% of the orders in
the 10% C.T. area, around 60% in the 20%
area). Around 18 orders are confirmed for E
whereas this number increases up to 40 for F, since
less orders have a very low certainty in that case.
Fig. 10. Results for various certainty distributions.
Since the orders are more tardy for E, it seems that
the overbooking was a little bit too important in
comparison with the confirmation ratio of the
orders.
It is interesting to notice that in all the cases,
the best results are still obtained for one of the
previously identified overbooking parameters (i.e.
ð1; 5Þ, ð2; 2Þ or ð2; 3Þ) which are very close to the
ones obtained with ð2; 3Þ and shown in Fig. 10.
These tests have shown that even if the results
are better in case of a regular distribution of the
orders uncertainty, the overbooking parameters
giving satisfaction for a given workshop tend to
provide interesting results for very different dis-
tributions: this was a major point to check before
the validation of the method.
5. Conclusion
To our knowledge, forecasting delivery dates in
presence of an uncertain manufacturing planning
is a topic which has not yet been addressed by
research works. In spite of this, this problem must
be daily solved by subcontractors when they ne-
gotiate the orders due dates with their customers.
The method that we suggest is based on an a-priori
assessment of the orders uncertainty through their
possibility and necessity of occurrence. We have
shown in this paper that the parameters of the
method can be tuned for a given workshop using
simple tests, and that these set-ups provide valid
results for a wide range of uncertainty distribution
of the orders of the production planning.
The following issue of this study concerns the
management of the uncertainty through time. It is
clear that the uncertainty of an order should de-
crease when its beginning date becomes closer. As
a consequence, a typical schedule should consist
in certain orders planned at short term, to which
should be added more and more uncertain orders
through time, until a point beyond which all the
orders are uncertain. Tests are in progress in order
to check whether this type of schedule has an in-
fluence on the quality of the results.
More exhaustive tests aiming at analysing the
possible correlation between the uncertainty dis-
tribution on the orders and the overbooking pa-
rameters are also in progress. The idea would be to
automatically find the best overbooking parame-
ters depending on a previous analysis of the un-
certainty distributions. The interest of defining
different overbooking parameters for the various
resources of the workshop (e.g. in relation with
their load) should also be assessed.
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