[1] We examine diurnal signals captured by the QuikSCAT-SeaWinds scatterometer tandem mission (April-October 2003) and their impact on ocean model simulation. The diurnal variability captured by twice-daily scatterometer wind from the tandem mission is substantially larger than that estimated by the National Centers for Environmental Prediction (NCEP) reanalysis product (even with a 6-hourly interval in the latter). Consequently, the impact of diurnal wind on model sea surface temperature (SST) is significantly larger with scatterometer than with NCEP winds because of stronger vertical mixing caused by the twice-daily scatterometer wind. This is consistent with previous studies that high-frequency wind at the ocean's inertial frequencies enhances vertical mixing through resonant inertial oscillations. The weak vertical mixing associated with daily scatterometer winds causes warm bias of SST (relative to that resulting from twice-daily scatterometer wind) and larger deviation from observations. The warm bias reaches several degrees Celsius in midlatitude oceans during summertime and can accumulate with time. Heat flux correction that attempts to account for the feedback of SST would propagate the error in wind and vertical mixing to heat flux without correcting the error source. Because of this error compensation, caution is needed in the interpretation of SST budget resulting from ocean models and data assimilation outputs based on wind products that do not adequately resolve diurnal variability. Our findings highlight the need to resolve diurnal wind in future scatterometer missions. Our study assumes that wind differences between the two scatterometers are primarily due to the sampling of diurnal cycle at different times. However, potential bias between the two needs further investigations.
Introduction
[2] Wind stress measurements obtained from satellite scatterometers, such as the SeaWinds on QuikSCAT (referred to as QuikSCAT hereafter) launched in June 1999 by the National Aeronautics and Space Administration (NASA), have demonstrated their important values for scientific research and practical utility. QuikSCAT covers 90% (60%) of the world ocean at a daily (twice-daily) interval. Therefore, even though it samples some locations of the ocean more than once within a 12-hour period, the 60% coverage within a 12-hour interval is insufficient to produce a gridded wind field over the global ocean unless heavy space-time smoothing and interpolation are applied. However, it can provide a gridded wind product over the global ocean at a daily or longer interval (because of the 90% coverage at daily interval).
[3] Daily gridded fields of QuikSCAT wind have been widely used to force ocean models, as documented by a large (and increasing) numbers of studies (e.g., Vinayachandran et al. [2007] , Halkides et al. [2007] , Han et al. [2008] , and Kantha et al. [2008] , just to name a few in the past couple of years). Is the daily interval of the QuikSCAT wind product adequate for forcing ocean models? Daily QuikSCAT wind does not resolve diurnal variability. Previous studies suggest that high-frequency wind variability at the ocean's inertial frequencies could cause resonant inertial oscillations in the ocean that affect the properties of the upper layer through vertical mixing [e.g., Large and Crawford, 1995; Crawford and Large, 1996; Stockwell et al., 2004] . Poleward of 30°latitude, the ocean's inertial period is less than 24 hours (17 hours at 45°latitude and 12 hours at the poles).
[4] The impact of resolving diurnal wind by scatterometers remains to be investigated. This is important not only scientifically but programmatically as well because of the need to better understand the sampling requirement for future scatterometer missions. It is particularly true at a time when the future of scatterometer mission in the U.S. is highly uncertain.
[5] Schlax et al. [2001] investigated the errors of wind products obtained from a single and multiple scatterometers but did not examine the impact on ocean models. Lee and Liu [2005] studied the impact of daily and twice-daily averaged winds on a global ocean general circulation model (OGCM). However, the wind products that they used were obtained from the atmospheric reanalysis of the National Center for Environmental Prediction (NCEP) and National Center for Atmospheric Research [Kalnay et al., 1996] (hereinafter referred to as the NCEP product). Given the errors associated with the atmospheric model and data assimilation scheme, several scientists in the scatterometer community questioned whether the impact of twice-daily versus daily NCEP winds is representative of that of twicedaily versus daily scatterometer winds. Milliff et al. [1999] blended wind measurements from NASA scatterometer (NSCAT) and ERS-2 scatterometer with NCEP reanalysis product for the period from August 1996 through July 1997 and examined the differences in ocean model response using the blended and NCEP wind products. They attributed the differences in the annual mean responses to the differences in annual mean forcing rather than to the difference in the variability of the forcings. This is perhaps related to the fact that NSCAT itself does not resolve diurnal variability and ERS-2 has much poorer temporal sampling than NSCAT. Therefore, the measurements by these two scatterometers do not result in much enhancement of diurnal variability in the blended wind product.
[6] Since 6-hourly NCEP reanalysis product is widely used to force ocean models and blended QuikSCAT and NCEP wind is available (e.g., http://www.cora.nwra.com/ $morzel/blendedwinds.qscat.ncep.html), is there any need to further enhance the temporal sampling of scatterometer observations to capture diurnal variability? Another QuikSCAT-like scatterometer (SeaWinds II on ADEOS II, referred to as SeaWinds hereafter) was launched in December 2002. From April to October of 2003, QuikSCAT and SeaWinds worked in tandem with local equator crossing times in the morning for QuikSCAT and at night for SeaWinds (for ascending tracks). The measurements from the tandem mission thus can provide a gridded wind product over the global ocean at a twice-daily interval. This offers a good opportunity to compare the diurnal variability as captured by the scatterometers with those represented in the NCEP product and to study the corresponding impact on ocean model simulation.
[7] In this study, we use the wind stress measurements derived from QuikSCAT and SeaWinds and their tandem mission to examine the impact of daily versus twice-daily winds by conducting forcing sensitivity experiments with ocean model. Section 2 describes the wind products generated from these scatterometer missions and their differences. The design of the sensitivity experiments using different wind products is discussed in section 3. The analysis results of the differences in the simulated ocean state due to various wind products are presented in section 4. The implications of the results to various aspects of oceanographic research, especially with regard to error compensation, are discussed in section 5. The findings are summarized in section 6.
Wind Products From Single and Tandem Scatterometer Missions
[8] The wind stress measurements used in this study are obtained from the QuikSCAT and SeaWinds scatterometers during the tandem mission period of April -October 2003.
QuikSCAT and SeaWinds have identical sensors for measuring ocean surface vector wind stress. They are arranged in tandem so that their 1800-km swaths are offset in space at any given time. QuikSCAT and SeaWinds have different local passing times that are latitude dependent. For ascending tracks, the local passing time is in the morning for QuikSCAT and primarily at nighttime for SeaWinds. For descending tracks, it is primarily in the afternoon for QuikSCAT and in the morning for SeaWinds. The local equator crossing time for ascending tracks is 0630 for QuikSCAT and 2230 for SeaWinds.
[9] We use the level-2 product (swath data) of equivalent neutral wind velocity distributed by the Physical Oceanography Data Active Archive Center of the Jet Propulsion Laboratory. These products have flags for the probability of rain contamination associated with the so-called Wind Vector Cell. We excluded the data that have a 10% or higher probability of rain contamination. The resultant data were bin averaged on to longitude-latitude boxes that have a 0.5°by 0.5°resolution. The drag coefficient formula of Smith [1988] was used to convert the equivalent neutral wind to wind stress.
[10] Figure 1 shows the number of observations within 0.5°longitude by 0.5°-latitude bins made by QuikSCAT (Figure 1a ), SeaWinds (Figure 1c) , and their tandem mission (Figure 1e ) during the first 12 hours of day 100 in 2003 (the first day of the tandem mission). Within a 12-hourly interval, the sampling by the single scatterometer missions results in relatively large gaps at low-latitude to midlatitude regions (Figures 1a and 1c) . The gaps are substantially reduced by the tandem mission (Figure 1e ), which has a spatial coverage similar to those by the single-scatterometer missions over a daily interval (Figures 1b and 1d) . Figure 1 shows that it is not sensible to produce a 12-hourly (i.e., twice-daily) gridded wind product based on the data from single-scatterometer missions (unless one uses a spatial smoothing scale of at least several degrees).
[11] We generated four gridded wind products from the QuikSCAT and SeaWinds scatterometers separately and from their tandem mission (Table 1) by interpolating the 0.5°Â 0.5°bin-averaged wind stress data onto the model grid (described in the next section). QSdaily and SWdaily denote the daily averaged wind fields generated using data from QuikSCAT and SeaWinds alone, centered at noon Greenwich Mean Time (GMT). Examples of their daily coverage are shown in Figures 1b and 1d , respectively. QSSW2daily denotes the twice-daily averaged wind fields obtained from the data of both scatterometers, centered at 0600 and 1800 GMT. An example of the coverage within a 12-hour interval is shown in Figure 1e . QSSWdaily is obtained by averaging QSSW2daily onto daily intervals, centered at noon GMT. The example of its daily coverage is shown in Figure 1f .
[12] Because of the difference in local passing time, QuikSCAT and SeaWinds sample the same location of the ocean at different local times. Therefore, they capture different phases of subdaily variability within a 24-hour (averaging) interval. This is reflected by the root-meansquare (RMS) difference between QSdaily and SWdaily (Figures 2a and 2b) where the larger differences are primarily located near the storm tracks in midlatitude to highlatitude regions as well as the intertropical convergence zone. Note that the southern part of the Southern Ocean has been masked out by the maximum extent of sea ice determined from the ice flags in the Reynolds sea surface temperature (SST) data [Reynolds et al., 2002] during the tandem mission period (the ice flags are indicated by Reynolds SST values of À1.8°C). QuikSCAT data have been assimilated into ocean and atmosphere models [e.g., Wunsch and Heimbach, 2007; Singh et al., 2008] . In data assimilation, the prescribed error of the data directly affects the quality of the data assimilation product. The RMS differences shown in Figures 2a and 2b can be considered as the lower bound of the errors associated with the daily wind products from QuikSCAT or SeaWinds.
[13] The differences of time mean (April -October 2003) zonal wind stress tx and meridional wind stress ty between QSdaily and SWdaily are shown in Figures 2c and 2d along with the time mean maps of tx and ty for QSdaily (Figures 2e and 2f) . The tx from QSdaily tends to be more positive (westerly) than that of SWdaily in many regions (Figure 2c ), most notably the North Indian Ocean and the Southern Ocean. In comparison, ty exhibit much more systematic differences between QuikSCAT and SeaWinds: the ty from QSdaily is generally more negative (positive) than that of SWdaily in the Northern (Southern) Hemisphere (Figure 2d ).
[14] The atmospheric circulation exhibits subdaily variability associated with diurnal and semidiurnal tides [e.g., Deser and Smith, 1998; Dai and Deser, 1999] . Because QuikSCAT and SeaWinds have different local passing times, they would capture different phases of the subdaily variability and cause aliasing into lower frequencies and time mean. Such aliasing may be responsible for the time mean differences seen in Figures 2c and 2d . The small-scale features in these plots are probably related to the partial sampling of the zonally propagating diurnal signals at different times of the day by the two scatterometers. QuikSCAT and SeaWinds are identical sensors on a similar orbit. Their retrieval algorithms are the same for the products that we are using. Therefore, one expects little intrinsic bias between the two sensors (i.e., the difference in measurements if they are made at the same time for the same location). However, we cannot entirely exclude the possibility of the intrinsic bias in causing some of the differences seen in Figure 2 .
[15] Figure 3 shows the RMS variability of the magnitude of wind stress jtj for the four scatterometer wind products (QSdaily, SWdaily, QSSWdaily, and QSSW2daily). The QSSW2daily (Figure 3d ) has larger variability than the daily products (QSdaily, SWdaily, and QSSWdaily), especially at midlatitude to high-latitude regions. This is because the twice-daily product QSSW2daily captures more highfrequency signals, e.g., those associated with the diurnal cycle and synoptic weather systems. The overall percentage of enhancement in RMS variability by the tandem mission data is about 10 -15% (not shown). The RMS variability of the magnitude of wind stress jtj for the daily, twice-daily, and four times daily NCEP reanalysis products are also shown (Figures 3e, 3f, and 3g). Overall speaking, the variability of the NCEP winds is comparable to but somewhat smaller than that of the scatterometer winds at lowlatitude and midlatitude regions. At high latitudes, the four times daily NCEP wind has somewhat larger variability than the twice-daily scatterometer wind. The enhancement of variability as sampling interval increases is seen both for the scatterometer and the NCEP winds.
[16] Figure 4 shows the difference in RMS variability between twice-daily and daily wind stress based on the tandem-mission data (QSSW2daily minus QSSWdaily, i.e., the difference between Figures 3d and 3c) . We also present the difference of variability between twice-daily and daily NCEP wind (i.e., the difference between Figures 3f and 3e) in Figure 4b and the difference of variability between four times daily and daily NCEP wind (i.e., the difference between Figures 3g and 3e) in Figure 4c . The enhancement of RMS variability due to twice-daily scatterometer winds ( Figure 4a ) is substantially larger than that determined from the NCEP wind ( Figure 4b ). Even with four times daily frequency, the enhancement of variability in the NCEP wind ( Figure 4c ) is still smaller than that due to twice-daily scatterometer wind. This suggests that the NCEP wind underestimates the magnitude of subdaily wind variability and that twice-daily scatterometer wind can help alleviate this problem. It also provides a motivation to examine the corresponding consequence on ocean model. Note that the statement about twice-daily scatterometer wind has larger diurnal variability than that represented by the NCEP product is valid to the extent that the differences between the two scatterometers primarily reflect the sampling of the diurnal cycle at different times.
Model Configuration and Design of Sensitivity Experiments
[17] In this section, we describe the OGCM and the configuration of the sensitivity experiments using the wind products described in section 2 and Table 1 . The OGCM is a near-global (75°S to 75°N) version of the MITGCM [Marshall et al., 1997] as configured by Lee et al. [2002] . The model has a horizontal resolution of 1°Â 1°poleward of 23°N(S). The resolution becomes finer toward the tropics, telescoped to 1°Â 0.3°within 10°of the equator. There are 46 vertical levels with a thickness of 10 m in the upper 150 m, gradually increasing to 400 m at depth. The model employs two advanced mixing schemes: the KPP vertical mixing [Large et al., 1994] and the GM-Redi isopycnal mixing [Redi, 1982; Gent and McWilliams, 1990] .
[18] The model was spun-up for 10 years using climatological seasonal forcing followed by a real-time integration from 1980 to day 99 of 2003, the end state of which is used as the initial state for the sensitivity experiments using different wind products during the tandem mission period. During the real-time integration period from 1980 to day 99 of 2003, the model is forced by 12-hourly averaged wind stress and daily averaged heat and freshwater fluxes (interpolated to the model's hourly time step). These fluxes are obtained from the NCEP reanalysis product with the time averages replaced by a Comprehensive Ocean -Atmosphere data Set (COADS) product [da Silva et al., 1994] . In addition to the prescribed surface heat and freshwater fluxes, model SST and sea surface salinity (SSS) are relaxed toward Reynolds SST and climatological salinity [Boyer and Levitus, 1997] during the real-time integration period (up to day 99 of 2003). The relaxation timescales for SST, estimated using the method of Barnier et al. [1995] , range from 1 to 2 months. The relaxation constant for SSS is one month. The model has a lower temperature threshold of À1.8°C such that any temperature values below À1.8°C are reset to À1.8°C. This can be considered as a crude ice model. A more detailed description of the model and its validation are provided by Lee et al. [2002] and Lee and Fukumori [2003] .
[19] Four experiments are performed to examine the sensitivity of the model state to the different wind products described in Table 1 and section 2. All four runs are integrated for the tandem mission period from day 100 to 297 of 2003. For convenience, these experiments are also labeled by the corresponding wind forcing: QSdaily, SWdaily, QSSWdaily, and QSSW2daily. The external parameters are identical for these four experiments. During these forcing sensitivity runs, the model SST and SSS are not relaxed toward observations. Therefore, the buoyancy forcings of the four sensitivity runs are identical in ''icefree'' regions (i.e., being the prescribed heat and freshwater fluxes from the NCEP product with COADS mean). The differences in the model states from these experiments are due to the differences in wind forcing everywhere except in regions of ''ice formation.'' Because the lower temperature threshold of À1.8°C applied to all the runs, the runs with different wind forcings may ''form ice'' differently. During ''ice formation,'' the reset of model temperature to À1.8°C creates an effective heat flux that might be different for the various runs. This crude treatment of ice formation results in unrealistic response of the model to different wind forcings. We therefore exclude the southern part of the Southern Ocean from the discussion of model response in the next section because the tandem mission encompasses Southern Hemisphere winter.
Results of Sensitivity Experiments
[20] The difference of SST in August between QSSW2daily and QSdaily are shown in Figure 5a . The differences at midlatitude to high-latitude oceans are characterized by large-scale pattern of negative value in the North Pacific and Atlantic Oceans, indicating cooler SST for run QSSW2daily than for run QSdaily. Smaller-scale differences are seen mostly in lower-latitude and coastal oceans. The SST difference between QSSW2daily and SWdaily ( Figure 5b ) show large-scale patterns in midlatitude to high-latitude oceans that are similar to those in the difference between QSSW2daily and QSdaily (Figure 5a) . However, the smaller-scale differences in lower-latitude oceans are generally different between Figures 5a and 5b.
[21] As described in section 2, the QSdaily and SWdaily wind products are similar in terms of variability (neither of them captures subdaily variability) but have different time mean values. Therefore, we hypothesize that (1) the similarity in large-scale patterns of SST differences in midlatitude to high-latitude oceans for QSSW2daily-QSdaily ( Figure 5a ) and QSSW2daily-SWdaily (Figure 5b ) are due to the weaker wind variability in QSdaily and SWdaily (than QSSW2daily) and (2) the smaller-scale SST differences in lower-latitude oceans are mostly related to the differences in time mean winds. Since the QSSWdaily wind has weaker variability than QSSW2daily but has the same time mean values, we expect the SST difference for QSSW2daily-QSSWdaily to have (1) similar large-scale SST differences in midlatitude to high-latitude oceans and (2) little smaller-scale SST differences at lower latitudes. This is indeed the case (Figure 5c ): the negative SST differences at midlatitude to high-latitude North Pacific and Atlantic Oceans are similar to those seen in Figures 6  and 7 ; the magnitude of the small-scale SST differences is much smaller.
[22] Monthly differences of SSS for QSSW2daily QSdaily (Figure 6a ), QSSW2daily SWdaily (Figure 6b) , and QSSW2daily QSSWdaily (Figure 6c ) show large-scale patterns of positive values in midlatitude to high-latitude North Pacific and Atlantic Oceans (i.e., higher SSS in the twice-daily than the daily wind forcing runs in these regions). At lower latitudes, the SSS differences have small scales. These small-scale differences are different between QSSW2daily-QSdaily ( Figure 6a ) and QSSW2daily-SWdaily (Figure 6b) , and are much smaller in QSSW2daily-QSSWdaily (Figure 6c ). These patterns of SSS differences are consistent with those of SST differences shown in Figure 5 . Therefore, the SSS differences in midlatitude to high-latitude oceans are primarily related to the difference in wind variability (that is weak for all daily wind forcing) while those at lower latitudes are mostly associated with the differences in time mean wind (that is different among the different daily wind forcing products). (Figures 7a and  7d ) and 50°W, 52°N in the North Atlantic (Figures 7b and 7e) for QSSW2daily (red and blue solid curves) and QSSWdaily (red and blue dashed curves). (c, f) The differences of SST and SSS between these two runs. The black solid curves are observed SST.
[23] Figures 7a and 7b illustrate the temporal variations of SST at two representative locations in midlatitude North Pacific (156°E, 46°N) and Atlantic (50°W, 52°N) for the QSSW2daily and QSSWdaily runs (solid and dashed curves). Both runs have some drift superimposing on the seasonal variation because they used scatterometer winds without relaxation of SST and SSS and the initial state was obtained from a run using NCEP wind with SST and SSS relaxations. For SST, both runs have a warm drift relative to the observed values. However, the run with daily wind (red dashed curve) has a larger warm bias (drift) than that with twice-daily wind (solid red curve). We believe that a further increase in temporal sampling by scatterometer observations would further reduce the model's warm bias (given the mechanism described later on in this section). The difference between the two runs ( Figure 7c ) reaches approximately 5°C for the North Pacific and 3°C for the North Atlantic. In the experiments with SST relaxation, the warm biases for both runs are smaller, as are the differences between the two runs. As discussed in section 5, this is because of the incorrect error compensation by artificial correction of surface heat flux.
[24] The time series of SSS at these locations and the corresponding differences between the two runs are shown in Figures 7d, 7e , and 7f. No observed time series of SSS are available for this period. We choose not to show the observed climatological values because the difference between the simulated SSS during the tandem mission period and the climatological values may reflect model bias as well as actual interannual deviation from climatological values. Figure 7 also shows that the warmer SST in QSSWdaily run is associated with a systematically lower SSS. Like the SST difference, the SSS difference between QSSW2daily and QSSWdaily is also larger in late summer and early fall when stratification is larger than the rest of the tandem mission period (Figure 7f ).
[25] What is the physical process responsible for the SST and SSS differences between the twice-daily and daily wind experiments seen from Figures 5, 6, and 7? As mentioned above, the large-scale differences of SST and SSS at midlatitude to high-latitude oceans are related to the difference in high-frequency wind variability (as opposed to the difference in time mean). The twice-daily wind QSSW2daily causes stronger vertical mixing of the ocean, which acts to reduce the stratification in the upper layer. This process brings up more cold and salty subsurface waters to affect the SST and SSS. To illustrate this effect, Figure 8 presents the time mean profiles of temperature, salinity, and vertical diffusivity of the QSSW2daily and QSSWdaily runs for the two locations in the North Pacific and Atlantic discussed above. The vertical diffusivity in QSSW2daily (solid curves in Figures 8c and 8f) is indeed larger than that in QSSWdaily (dashed curves). It enhances the exchange between the warmer and fresher surface waters with the colder and saltier subsurface water, and thus causes the negative SST and positive SSS differences seen in Figures 5 and 6 in the North Pacific and Atlantic Oceans. The larger SST and SSS differences in late boreal summer are consistent with the fact that the stratification is the strongest during this time of the year in the Northern Hemisphere so the enhanced vertical mixing acting on a larger vertical gradient of temperature and salinity would have a larger impact on SST and SSS. The substantially stronger vertical mixing in midlatitude to high-latitude regions associated with the twice-daily wind can be explained by the mechanism of resonant inertial oscillations [e.g., Large and Crawford, 1995; Crawford and Large, 1996; Stockwell et al., 2004] because the twice-daily product capture some wind variability at the ocean's inertial frequency at these latitudes (24 hours at 30°and 17 hours at 45°latitude) to cause enhanced vertical mixing.
[26] As seen from Figures 5 and 6, the enhanced vertical mixing due to twice-daily wind causes negative SST differences and positive SSS differences in the North Pacific and Atlantic Oceans. In the Southern Ocean, the differences in SST and in SSS between the twice-daily and daily wind runs are very small. This is because much of the tandem mission period is in austral winter when the near-surface stratification of temperature and salinity are very small. The stronger vertical mixing due to twice-daily wind alone acting on a very weak stratification thus produces very small differences in SST and SSS.
[27] The present study is qualitatively consistent with Lee and Liu [2005] (on the basis of sensitivity experiments using NCEP wind) in that twice-daily wind enhances the vertical mixing and thus reduces the near-surface stratification. However, Lee and Liu [2005] focused on annual mean SST difference. To provide a relevant comparison for summertime SST difference, Figure 9 shows the SST difference in August resulting from twice-daily and daily NCEP winds (from the experiment performed by Lee and Liu [2005] ). The magnitude of the SST difference in the North Pacific and Atlantic is substantially smaller than that obtained with scatterometer winds (Figure 5 ). This is consistent with the fact that the enhancement of vertical mixing by going from daily to twice-daily NCEP winds is substantially smaller than that by going from daily to twicedaily scatterometer winds (Figure 4 ). This further suggests that the diurnal wind variability captured by the scatterometers cannot be replaced by that of the NCEP product.
[28] The above discussion focuses on the effect of enhanced vertical mixing due to more frequent wind sampling. In the following, we will discuss the effects of the difference in time mean wind due to potential aliasing of high-frequency signals. The differences in time mean wind have small-scale variability (e.g., Figures 2c and 2d) . The small-scale variability in wind forcing would generate small-scale differences in time mean flow field (e.g., nearsurface Ekman current in response to wind stress and upwelling/downwelling in response to Ekman pumping) that cause small-scale differences in advective tendencies of SST. Some of the wind-generated, small-scale signals could propagate away Rossby and Kelvin waves. In fact, the small-scale signals in Figures 5a and 5b are more prominent in the tropics. The fact that the small-scale SST differences between QSSW2daily and QSSWdaily (Figure 5c ) are much smaller suggests that the processes corresponding to the difference in time mean wind are relatively linear. This is not surprising for a model that does not resolve mesoscale eddies. For eddy-resolving models, the differences in eddy activities would not be canceled out because of the difference in the location and strength of eddies between the runs with different daily wind forcings. The difference in time mean flow could even modify the eddy activities, which would also cause differences in small-scale SST variability.
[29] The differences between small-scale signals between Figures 5a and 5b are also prominent in coastal upwelling regions. This is illustrated by an example near the coastal upwelling region off the west coast of North America. The time mean differences of vector wind stress between QSSW2daily and QSdaily and between QSSW2daily and SWdaily are shown in Figures 10a and 10b . That between QSSW2daily and QSSWdaily is not shown because it is identically zero. Because of the difference in sampling time by QuikSCAT and SeaWinds, the daily wind fields generated from each sensor are subject to the aliasing of highfrequency signals (e.g., those associated with diurnal sea breeze). Consequently, QSSW2daily-QSdaily (Figure 10a ) and QSSW2daily SWdaily (Figure 10b ) are characterized by alongshore wind differences that have opposite directions. The southeasterly alongshore wind difference in QSSW2daily-QSdaily suppresses coastal upwelling, causing a positive SST difference along the shore (Figure 10c ). The northwesterly alongshore wind difference in QSSW2daily SWdaily (Figure 10b ) enhances coastal upwelling, resulting in a negative SST difference along the shore (Figure 10d ). Although the time mean wind difference between QSSW2daily and QSSWdaily is zero, the corresponding SST difference is negative in the southern part of the domain (Figure 10e ). This difference in SST is not because of the difference in advection, but is because of the difference in vertical mixing because the twice-daily wind results in larger vertical diffusion than the daily wind do.
[30] In addition to coastal upwelling regions, the zonal wind stress in the North Indian Ocean measured by QuikSCAT and SeaWinds also have systematic differences with the former having a stronger westerly wind (the red color in Figure 2c in the North Indian Ocean; also shown in Figure 11 ). The difference amounts to about 10% of the time mean values. The differences tend to be larger during the peak of the southwest monsoon in July when the wind is the strongest; an example of which is shown in Figure 12 for the zonal wind stress at 10°N. These wind differences directly affect the meridional circulation and heat transport of the North Indian Ocean. Figure 13 shows the time series of strength of the meridional overturning circulation (MOC) and meridional heat transport (MHT) at 10°N for the QSdaily run as well as the differences between the QSdaily and SWdaily runs. The strength of the MOC is defined as the maximum magnitude of the meridional transport stream Figure 9 . Monthly difference of SST between runs using twice-daily and daily NCEP winds as performed by Lee and Liu [2005] . The unit is°C. function, defined as the zonally integrated meridional transport above a certain depth: y(y, z, t) = R 0 z R xw xe V(x, y, z, t)dxdz where V is the meridional velocity and xw and xe are the longitudes of the ocean at the western and eastern boundaries. The MHT is defined as the zonal and depth-integrated product of meridional velocity V and temperature T:
where H is the bottom depth.
[31] Figure 14 shows that the differences in MOC and MHT between QSdaily and SWdaily are both approximately 10% of the QSdaily or SWdaily values, with the largest changes occurring near the peak of the southwest monsoon in July. This reflects the near linear response of the MOC and MHT to zonal wind stress ( Figure 12 ) on seasonal timescale as identified by Lee and Marotzke [1998] .
Implications
[32] The results of this study have important implications to the studies of ocean circulation, its interaction with the atmosphere, biogeochemical research, and ocean data assimilation. The use of the daily QuikSCAT wind would result in biased estimates of SST and SSS, and near-surface stratification (thus mixed layer depth) because of insufficient vertical mixing. The bias is the largest during summer time when the stratification is large. Although the bias during wintertime is smaller, the weaker stratification during wintertime allows the effect of vertical mixing to reach greater depths to affect water mass formation. The difference in wind sampling (thus vertical mixing) not only affects the simulated vertical structure of ocean temperature and salinity, but the vertical transfer of momentum and thus velocity shear.
[33] Our findings also have implications to biogeochemical studies. The lack of near-surface vertical mixing due to wind sampling that do not resolve oceanic inertial frequencies at midlatitude to high-latitude oceans would limit the vertical transfer rate of biogeochemical properties through the surface layer of the ocean. Moreover, many biogeochemical variables are affected by SST and near-surface stratification so a biased ocean state would affect these variables unfavorably. In coastal upwelling regions (e.g., the California Current system), the biased estimates of the circulation and SST resulting from the aliasing of diurnal wind into low-frequency wind also introduce errors into the estimated physical system that is used to drive ecosystem models.
[34] The sensitivity of SST and SSS to the scatterometer winds described in section 4 primarily describes the effect of different vertical mixing associated with the daily and twice-daily scatterometer winds. There is no feedback between SST and heat flux and between SSS and freshwater flux. As a result, the drift of model SST and SSS as well as their differences between the two runs could accumulate in time. A common practice to alleviate biased simulation of SST and SSS is to relax the model SST and SSS toward observations in addition to the imposed surface fluxes (the so-called mixed boundary condition formulation that arguably accounts for some feedback). We have performed sensitivity experiments using twice-daily and daily scatterometer winds by relaxing model SST toward Reynolds SST and model SSS toward Boyer and Levitus's [1997] climatology using a relaxation timescales of 1 -2 months depending on latitudes [cf. Lee et al., 2002] . The differences of SST resulting from the experiments with twice-daily (QSSW2daily) and daily (QSSWdaily) winds are smaller than those without relaxation by almost 50% (not shown). Therefore, even when model SST are relaxed toward the observations with reasonable timescales, the impact of twice-daily winds is still significant comparing to the 0.5°C or so uncertainty of observed SST.
[35] While the relaxation keeps the model SST closer to observations than that without the relaxation, it creates artificial heat source. This heat source would be realistic only if it compensates for the error in the surface heat flux correctly. However, if the source of the error is the lack of vertical mixing due to insufficient high-frequency wind, then the artificial heat source created by the relaxation would be incorrect compensation of error. As showed by the following example, such an incorrect compensation of the tendency of SST (or SSS for that matter) could be quite substantial comparing to the magnitude of the tendencies associated with other processes.
[36] Figure 14 shows the September tendency of SST for the North Pacific and Atlantic Oceans (Figures 14a and 14b ) and the contributions by advection (Figures 14c and 14d) , diffusion (Figures 14e and 14f) , and surface heat flux ( Figures 14g and 14h) for the run forced by twice-daily wind QSSW2daily without relaxation (Figures 14a, 14c , 14e, and 14g) and a run forced by daily wind QSSWdaily but with relaxation of SST and SSS. The total and the advective tendencies between the two runs are somewhat similar. However, the diffusion and surface heat flux tendencies between the two runs have first-order differences in the northwest subtropical Pacific (150°E-160°W and 15°-35°N). The twice-daily run is characterized by a relatively large heat flux (blue color in Figure 14g ) compensated by diffusive tendency of opposite sign (red colors in Figure 14e) . However, the diffusive and heat flux tendencies in the run using daily wind with relaxation are substantially smaller. In this run, the vertical diffusive tendency is small (Figure 14f ) because of the use of the daily wind forcing. To keep the model SST's tendency closer to observation, the relaxation creates an artificial relaxation heat flux to reduces the magnitude of the surface heat flux (Figure 14h ) to compensate for the weak vertical diffusive tendency. Therefore, the relaxation incorrectly compensates for the error due to the wind forcing by creating unrealistic artificial ''surface heat flux.'' A similar behavior is seen in the eastern tropicalsubtropical Atlantic.
[37] Apart from the relaxation method described above, the bulk formula method [e.g., Liu et al., 1979; Large and Pond, 1982; Smith, 1988] has also been widely used to estimate surface heat flux from the prescribed wind, surface air temperature and humidity, and model SST. The estimated heat flux in turns modifies the model SST. This method is considered to have better physics than the relaxation method in accounting for some feedback processes. For our case with a warm bias of SST due to weak wind, the bulk formula method is expected to have a qualitatively similar impact as the relaxation method because the wind and air temperature/humidity are prescribed (i.e., no feedback for these variables): a warm bias of SST due to weak vertical mixing (incurred by the daily wind) would increase the latent and sensible heat loss and thus produce a cooling effect to counteract the warm bias. The magnitude of SST sensitivity to daily and twice-daily winds depends on the Figure 14 . September SST tendency and the contributions by advection, diffusion, and surface heat flux (a, c, e, g) for the run using twice-daily wind QSSW2daily without relaxation of SST and SSS to observations and (b, d, f, h) for the run daily wind QSSWdaily with relaxation of SST and SSS to observations. The unit of the tendencies is°C/month. details of these flux correction methods (e.g., relaxation timescales for relaxation method; prescribed bulk coefficients and air temperature/humidity in the bulk formula method).
[38] If the difference in wind reflects actual wind variation, the feedback to heat flux through SST using the bulk formula is sensible. However, the difference between twicedaily and daily winds (in terms of variability) reflects wind error. The feedback of such wind error to heat flux is error propagation. While this may compensate for some apparent error in SST that is initially incurred by the weak vertical diffusion, it does not correct the error in the vertical diffusion tendency itself. The error in vertical diffusion should not be compensated by adjusting the heat flux, for the same reason that it should not be compensated by adjusting the advection. QuikSCAT has been operating for almost a decade. When the daily QuikSCAT wind is used to force ocean model, the biased error in vertical diffusion (because of not resolving diurnal variability) accumulates in time. The accumulated error in the vertical diffusion tendency of SST and the corresponding error compensation in surface heat flux pose a difficulty to investigations about the relative contribution of advection, diffusion, and heat surface heat flux to low-frequency variability of SST.
[39] The compensation of error source has important implication to ocean data assimilation as well. In fourdimensional variational assimilation (i.e., adjoint method), wind stress and surface buoyancy fluxes are typically used as control variables [e.g., Stammer et al., 2004; Wunsch and Heimbach, 2007] . These control variables are adjusted during the assimilation procedure to allow a better fit of the model state to the ocean data. The adjustments to the wind stress and heat flux depends on their error estimates (that are usually prescribed). These error estimates influence the outcome of the state estimation because they affect how much the wind stress and heat flux would be adjusted. If the model-data difference in SST is caused by a weak vertical mixing because of missing diurnal wind variability, the assimilation procedure should correct the wind rather than adjusting the heat flux in the attempt to obtain a smaller model-data misfit. The errors of scatterometer winds and the pattern of their impact on the ocean model as described in the present study would be helpful in identifying error sources and improving error estimates in data assimilation.
Concluding Remarks
[40] The impact of having another QuikSCAT-like scatterometer working in tandem is investigated by forcing a near global OGCM with wind stress fields obtained from the QuikSCAT and SeaWinds scatterometer tandem mission. Specifically, we analyze the differences in the model state resulting from the following wind fields: daily wind from QuikSCAT and/or SeaWinds and twice-daily wind from QuikSCAT and SeaWinds together. The twice-daily wind from the tandem mission has two advantages over the daily winds: it results in a stronger vertical mixing and less potential aliasing of high-frequency winds. As a result, it introduces less bias in the simulated SST. The daily wind field from a single scatterometer causes significant differences in SST and SSS in midlatitude to high-latitude regions from those resulting from twice-daily wind because of the weak vertical mixing. The SST simulated with the tandemmission wind is closer to the observed values than those obtained using the daily winds. The diurnal variability captured by the twice-daily tandem mission wind is substantially larger than that represented by the NCEP reanalysis product (even if the latter has a 6-hourly interval). As a result, the difference in SST with twice-daily and daily scatterometer winds is significantly larger than that using NCEP winds.
[41] The missing diurnal wind variability produces a warm biased error in the vertical diffusion tendency of SST that accumulates in time. Any method that attempts to account for the feedback of SST error (due to missing diurnal wind variability) to surface heat flux merely propagate the wind error to surface heat flux. It does not represent the feedback due to actual variation of wind. As such, the error in the vertical diffusion tendency of SST remains and would accumulate. The lack of diurnal wind variability thus affects the study of SST budget adversely. The difference in time mean wind between single-scatterometer and tandem mission winds (probably because of aliasing of diurnal signal in the former) also affects the simulation of time mean oceanic state in coastal and tropical regions. Our results suggest that resolving diurnal variability in future scatterometer missions would have significant benefit to ocean modeling and data assimilation as well as interdisciplinary studies.
[42] Our conclusions are based on the assumption that the wind differences between the two scatterometers are mainly associated with the sampling of the diurnal cycle at different times. The assumption is reasonable given the extensive effort by scientists and engineers of the scatterometer project in minimizing potential bias between the products from the two identical sensors. However, we cannot totally rule out the possibility of remaining bias in contributing to the differences between the two wind products. This issue needs further investigation.
