Donoho & Johnstone's WaveShrink procedure has proved valuable for function estimation and nonparametric regression. WaveShrink is based on the principle of shrinking wavelet coefficients towards zero to remove noise. WaveShrink has very broad asymptotic near-optimality properties and achieves the optimal risk to within a factor of log n. In this paper, we derive computationally efficient formulae for computing the exact bias, variance and L 2 risk of WaveShrink estimates in finite sample situations. We use these formulae to understand the behaviour of WaveShrink estimators, construct approximate confidence intervals and bias estimates for WaveShrink and compute ideal thresholds for a given function. We show that hard shrinkage has smaller bias but larger variance than soft shrinkage, and that significantly smaller thresholds should be used for soft shrinkage. We also compute minimax thresholds for WaveShrink estimators and demonstrate that the minimax thresholds can nearly achieve the ideal rank for a range of functions.
INTRODUCTION
Suppose we observe data y = {y u ..., yj given by y t = fi + ffZi (i=l,2,...,n),
where {/,} are determined and {z,} are independent standard Gaussian random variables. Our goal is to estimate / = (/i, ••,/")' with small mean square error, i.e. to find an estimator / with small L 2 risk Donoho & Johnstone (1994) have developed a powerful methodology based on the principle of shrinking wavelet coefficients towards zero to remove noise. Their procedure is called 'WaveShrink', for wavelet shrinkage. WaveShrink has very broad asymptotic near-optimality properties. For example, WaveShrink achieves the minimax risk over each functional class in a variety of smoothness classes and with respect to a variety of losses, including L 2 risk: see . In the present paper, we develop analytical tools for (i) understanding the finite sample behaviour of WaveShrink estimators, (ii) constructing approximate confidence intervals and bias estimates for WaveShrink, (iii) computing minimax thresholds for WaveShrink estimates, (iv) computing ideal thresholds for a given /. We give formulae for the exact pointwise bias, variance and L 2 risk. The computational effort required to compute these quantities is not much greater than for computation of the WaveShrink estimates themselves. These formulae complement the tools of simulation and asymptotic analysis, providing a new way of understanding WaveShrink. We compare soft shrinkage versus hard shrinkage. Even though soft and hard shrinkage asymptotically have the same convergence rates (Donoho & Johnstone, 1994) , we show that their finite sample behaviour is very different. Our results also provide answers to the questions raised by Marron (1995) in discussion of .
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We use the variance formula to construct approximate pointwise confidence intervals based on WaveShrink estimates in finite samples, expanding on Brillinger (1994a), who gives estimates for the variance and pointwise confidence intervals for WaveShrink in the special case of the Haar wavelet. Our estimates are valid for general wavelets, including bi-orthogonal wavelets.
We apply the L 2 risk formula to the problem of threshold selection. Extending the work of Donoho & Johnstone (1994) , we compute a fuller complement of 'minimax' thresholds and asymptotic bounds A* on the minimax risk. We also compute the ideal threshold for the four functions studied by . For the four functions, regardless of the sample size n, the risks achieved by the minimax thresholds are close to the ideal risk, and are much smaller than the asymptotic bounds A* ~ log n. This analysis also leads to insights regarding the nature of threshold selection for hard and soft shrinkage.
In § 2, we review the WaveShrink procedure. In § 3, we examine the bias, variance and L 2 risk of shrinkage estimators in the wavelet domain. This leads us to observe certain basic properties about soft shrinkage and hard shrinkage estimation. We use the formulae in § 4 to derive the formulae for estimating bias, variance and risk of WaveShrink estimators. In § 5, we compute the minimax thresholds and compare these to the ideal thresholds for four examples. We conclude the paper with an example in § 6, a discussion of related research in § 7, and a description of software implementing the methodology in this paper in § 8. Technical details and proofs are given in the Appendix.
WAVESHRINK ESTIMATE
Let w = (w lf ..., w B )' be the empirical wavelet coefficients, given by the linear transform w = Hy, where
is the wavelet transform matrix. The elements (h Jk ) have a special structure, corresponding to a sequence of linear filtering operations. In practice, the pyramid algorithm is used to compute the wavelet and inverse wavelet transforms in 0(n) operations (Mallat, 1989) . The WaveShrink estimate is obtained by the following 4 steps.
Step 1. Compute the wavelet transform w = Hy.
Step 2. Compute an estimate d of the standard deviation of the noise in (1) from the wavelet coefficients w.
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Step 3. Apply a nonlinear shrinkage rule S Xk (.) to the coefficients of w k :
Step 4. Invert the wavelet transform f k -=H~lw, where vv = (vvj, Vv 2 ,..., Vv n )' .
The commonly-used shrinkage functions are the hard and soft shrinkage functions:
where /(.) denotes indicator function and Xe [0, oo) is the threshold. A major focus of this paper is to compare <5^(x) with S s x (x) in finite sample situations. In the following sections, we study the variances, biases and L 2 risks of WaveShrink estimators for both hard and soft shrinkage.
Remark 1. For orthogonal wavelets, H is orthonormal. Hence, the wavelet coefficients have the same error structure as the original observations; that is, var(w) = o 2 l n , where /" is the identity matrix.
Remark 2. For bi-orthogonal wavelets, the wavelet transform matrix H is not orthonormal. The inverse transform can still be computed using a fast algorithm.
Remark 3. To handle the boundaries, all calculations in this paper are done with periodised wavelets. The formulae, however, are valid for other boundary conditions leading to an orthogonal transform, e.g. the 'interval' wavelets of Cohen, Daubechies & Vial (1993) without preconditioning. Straightforward extensions, similar to those derived for bi-orthogonal wavelets, are needed for boundary treatment methods which lead to nonorthogonal transforms.
Remark 4. The wavelet coefficients correspond to J different wavelet resolution levels. Typically, a double indexing scheme (;, /) is used, where j is the resolution level and / is the shift parameter. The scale for resolution level ; is V. The resolution levels range from the finest scale detail (;= 1) to coarsest scale detail {j = J). At the coarsest resolution level, we also have the smooth coefficients, which we denote by j = J + 1. With the exception of § 5, however, the formulae in this paper do not depend on resolution level. Hence, to simplify the notation, we typically use a single index k for the wavelet coefficients, where k ranges from 1 to n.
Remark 5. By indexing the threshold X k with k, we allow the threshold to vary for each wavelet coefficient. For the simplest thresholding schemes, shrinkage is not applied to the smooth coefficients, and only two thresholds are used: X k = X for the detail coefficients, and X k = 0 for the smooth coefficients. Other thresholding schemes adapt X k to each resolution level, such as the thresholding scheme based on Stein's unbiased risk estimator , or even to each wavelet coefficient, such as the data dependent thresholding scheme of R. T. Ogden and E. Parzen given in their unpublished University of South Carolina technical report 'Data dependent wavelet thresholding in nonparametric regression with change-point applications'. In the present paper, the focus is on the simplest thresholding scheme.
BIAS, VARIANCE, AND L 2 RISK IN WAVELET DOMAIN
In this section, we give formulae for the bias, variance and L 2 risk for the shrunken wavelet coefficients. Formulae for computing the L 2 risk can also be found in the Appendix of Donoho & Johnstone (1994) . Related results can be found in Bickel (1981 Bickel ( ,1983 . These formulae reveal the basic difference between hard and soft shrinkage: hard shrinkage tends to have bigger variance, because of the discontinuity of the shrinkage function, and soft shrinkage tends to have bigger bias, because of shrinking all big coefficients towards zero by X.
Let X ~ N(9,1), and define the mean, variance and the L 2 risk functions of the shrinkage estimator of 9, under shrinkage function S x (.) and threshold X:
THEOREM 1. For the hard and soft shrinkage functions, we have
where 3> is the standard Gaussian probability distribution function, <j> is the standard Gaussian probability density function, and
The proof is straightforward calculus. Figure 1 displays plots of the variance V x (6), squared bias {M x (9) -9} 2 and the risk R x (9) for a fixed threshold X. Figure 2 gives perspective plots of L 2 risks for a range of values (9, X). From Theorem 1 and Figs 1 and 2, we observe the following.
Property 1. For a given threshold X, soft shrinkage has smaller variance than hard shrinkage for all values of 6, that is V s x (9) ^ Vf(9). This follows because v^X, 9)^0 for all 9 and X^ 0.
Property 2. For a given threshold X, soft shrinkage has much higher bias than hard shrinkage for |0| sufficiently large. In fact, as |0|->oo, R s x (9)-* 1 + X 2 while Kf(0)-»1. Empirical examples support this observation: soft shrinkage tends to over-smooth jumps and sharp peaks. A corollary is that, for signals with a 'significant number' of large detail coefficients, the risk for soft shrinkage will be relatively large. Property 3. For a given threshold A, hard shrinkage has maximum variance, squared bias and risk for values of 0-+X. Soft shrinkage has maximum variance, squared bias, and risk for \0\ large.
Property 4. For a given threshold A, soft shrinkage has smaller risk at the origin. Both R S x{0) and Rf (0) decrease monotonically for increasing X.
VARIANCE AND BIAS IN WAVESHRINK
In this section, we give formulae to compute efficiently the variance and bias of WaveShrink estimators. We use the formulae to construct approximate confidence intervals and to study the finite sample behaviour of WaveShrink for four synthetic functions.
Let 9 = Hf be the 'true' wavelet coefficients. Under the orthogonal wavelet transform and model (1), the w k are independent random variables with w k ~ N(9 k , a 2 ). The WaveShrink estimator can be written as where Vv t are defined in (3). Therefore, (i=l,2,...,n), (6)
Writing this out in terms of the mean and variance functions of Theorem 1, we obtain the following theorem, the proof of which is given in the Appendix.
THEOREM 2. Under model (1) and orthogonal H, if a
2 is known, then
If a 2 is unknown and d 2 is a L 2 -consistent estimator of a 2 , then for each i, as n-*co,
(10)
Standard errors for WaveShrink can be estimated by substituting estimated 6 k and & for 0 k and a in (10): Brillinger (1994b Brillinger ( , 1995 shows that, under certain conditions, /, asymptotically has a Gaussian distribution. An approximate 99% pointwise confidence interval for/, can then be constructed as [/, -2-58s,,j) +
The bias of WaveShrink is
which can be estimated by plugging in estimated 6 k 's and a.
In this section and § 5, the analysis is based on the 'blocks', 'bumps', 'heavisine' and 'doppler' functions previously studied by . Figures 3 and 4 compare the bias and variance properties of hard shrinkage and soft shrinkage for the four functions. Figure 3 displays the four functions, the estimated bias, and the true bias for hard shrinkage and soft shrinkage estimators. Figure 4 displays the WaveShrink estimates using hard shrinkage with estimated pointwise 99% confidence intervals, and the estimated and true standard errors for hard shrinkage and soft shrinkage. The functions have n = 512 observations with a signal-to-noise ratio SNRi=var(/) 1/2 /<r = 5. Shrinkage is applied to log 2 n -5 = 4 levels of detail coefficients, or all but 32 coefficients. The least asymmetric 's8' wavelet (Daubechies, 1992, Table 6 .3, N = 4) is applied to all four functions. In addition, the Haar wavelet is used for the blocks function. The minimax thresholds are used, which are X = 2045 for soft shrinkage and X -3-312 for hard shrinkage.
These figures empirically confirm Properties 1 and 2 of § 3: soft shrinkage estimators have smaller pointwise variance while hard shrinkage estimators have smaller pointwise bias. The confidence intervals based on hard shrinkage estimators are considerably wider where the function is locally non-smooth; i.e. there is a jump, sharp peak, or rapid oscillation. This is especially true for the blocks and bumps functions. For these two functions, using the minimax thresholds, the bias dominates the variance and hard shrinkage has significantly lower L 2 risk.
By and large, the estimated bias, variance, and L 2 risk closely match the true values. The main exception is the first jump for the heavisine function, which is completely missed by the estimates. This is an artifact of the random sample: the jump is obscured by the noise. The discrete wavelet transform of the noisy function has no large wavelet coefficients associated with the jump, and hence, the shrunken coefficients are all zero.
Remark 6. The summations in (9)-(10) involve only p nonzero terms h kh where p depends on the wavelet filter length and maximum resolution level J. In practice, if we shrink only a few levels, then the effort required to compute the variance and bias is not much greater than that for the WaveShrink estimate itself. occurs when all fine scale wavelet detail coefficients for the function up to scale 2 4 are zero. The rippling is an artifact of only shrinking fine scale detail coefficients and not shrinking the coarse scale smooth coefficients. If we shrink all coefficients, something one would rarely do in practice, it is easy to see from (10) that the rippling effect would disappear.
Remark 8. Simple use of formulae (13) and (14) does not fully reflect the bias and variance of the WaveShrink estimators. Empirically, the underestimation is relatively small except in the case of bias estimation for hard shrinkage. For hard shrinkage, the biggest biases come from the coefficients which just miss the threshold, and hence are not reflected by 9 k : see Fig. 1 and Property 3 of § 3. To alleviate this problem, we estimate the bias for hard shrinkage using a smaller threshold: <5^t f/1 .2 5 (aj t ). The value 1-25 was chosen based on empirical considerations.
Remark 9. We have also derived formulae for the variance and bias of WaveShrink estimator for bi-orthogonal wavelets. These are given in the unpublished MathSoft, Inc. Research Report No. 36 'Understanding WaveShrink: Variance and bias estimation', available from the authors or by anonymous ftp to ftp.statsci.com.
COMPUTING MINIMAX AND IDEAL THRESHOLDS
5-1. General
The simplest WaveShrink scheme uses a single threshold for all detail wavelet coefficients. Donoho & Johnstone (1994) give two ways to set this threshold: a 'minimax' threshold tabulated for various samples sizes n and the 'universal' threshold (21ogn)*. The minimax threshold minimises a bound on the asymptotic risk while the universal threshold ensures that, asymptotically, all detail coefficients are annihilated in the absence of any signal.
In this section, we use the L 2 risk formula of § 3 to study further the simple threshold schemes. We extend the work of Donoho & Johnstone (1994) by computing additional minimax thresholds. We also construct an expression for the exact global L 2 risk of WaveShrink estimators. When the true function is known, this expression can be used to compute the ideal threshold. Ideal thresholds are computed for the synthetic functions of § 4. From this analysis, we obtain some insight into the nature of the ideal and asymptotic thresholds for hard and soft shrinkage.
5-2. Minimax thresholds
In equation (19) of Donoho & Johnstone (1994) , the minimax threshold X* is defined as the A which achieves A n *:=infsup<( -i , ff 7fi\, (15) x e {n + i< orac i e (0)J where Ri(6) is defined in § 3 and R omc i e (9) is the ideal risk achieved with the help of an oracle. Two oracles are considered in Donoho & Johnstone (1994) : 'diagonal Linear projection', an oracle which tells you when to 'keep' or 'kill' each empirical wavelet coefficient, and 'diagonal Linear shrinker', an oracle which tells you how much to shrink for each Combining the shrinkage type, hard or soft, with oracle type, projection or shrinker, leads to four sets of minimax thresholds. The last column gives the universal thresholds.
wavelet coefficient. Assuming a 2 = 1, the ideal risk functions for these oracles are
Combining the shrinkage type, hard or soft, with oracle type, projection or shrinker, leads to four sets of minimax thresholds. Donoho & Johnstone (1994) compute the projection minimax threshold for soft shrinkage. We now complete their study by computing the remaining three choices, which are given in Table 1 for selected sample sizes. The values in Table 1 were computed using a grid search over X with increments A x = O0001. At each grid point, the supremum over 9 was computed using a quasi-Newton optimisation with numerical derivatives (Dennis & Mei, 1979) . The computed projection minimax thresholds for soft shrinkage roughly agree with those given by Donoho & Johnstone (1994) , although our values achieve a slightly smaller A*, presumably due to better optimisation.
The minimax thresholds for soft shrinkage are considerably smaller than the minimax thresholds for hard shrinkage. The type of oracle used has little impact on thresholds. The minimax risk bounds A* achieved by soft shrinkage are smaller than the risk bounds achieved by hard shrinkage. As we see below, however, this does not necessarily mean that soft shrinkage leads to smaller risk in finite sample situations.
5-3. Global L 2 risk and ideal thresholds
We now give exact formulae for computing the global L 2 risk for finite samples, and use these to obtain ideal thresholds for the four synthetic functions of § 4. First, we relabel the indices of the wavelet coefficients with the usual double-index notation, Wj,, where j and / represent the resolution level and shift parameter respectively: see Remark 4 of § 2. We also use a double-index, 9 Jih for the true empirical wavelet coefficients 6 = Hf.
We assume the sample size is n = ml 1 and shrinkage is applied to the detail wavelet coefficients at levels j -1, 2,..., J. The smooth coefficients are denoted by w J+1 >( and I,I. Shrinkage is not applied to the smooth wavelet coefficients.
For an orthogonal wavelet transform, from (2), we obtain *(A,/) = -iE Z E( WLl -9 jtl ) 2 + £ E( Wj + u -e j + u f\,
n Kj=l 1=0 1=0 )
where w jwl are the shrunken detail coefficients. This leads to the following.
j=i 1=1 where © = (#/,/);=! ,2 j : oni<n/2 J -V °2
The proof is given in the Appendix.
Remark 10. If a is unknown, then we can obtain an estimate for R(}~x,f) similar to the expressions in Theorems 2 and 3: see the proof in the Appendix. In this paper, our interest in computing R(f k ,f) is solely for calculating the ideal L 2 risk thresholds for a known model.
We now compute the threshold XQ which achieves minimum L 2 risk for finite sample size. From (18), Table 2 gives the ideal thresholds for soft shrinkage applied to the blocks, bumps, heavisine and doppler functions. The ideal thresholds for hard shrinkage are also given in Table 2 . The expected risks achieved by the ideal, minimax, and universal thresholds for soft and Ideal thresholds are computed with shrinkage applied to log 2 n -5 levels for selected sample sizes. The 's8' wavelet is used for all four signals and the Haar wavelet is also used for the blocks signal. The signal-to-noise ratio is 7.
hard shrinkage are given in Table 3 . The ideal thresholds are computed with shrinkage applied to J -log 2 n -5 levels. The sample sizes are n = 2\ where k = 7,..., 12. The l s8' wavelet is used for all four functions. The Haar wavelet is also used for the blocks function sinces both blocks and Haar are piecewise constant. To match Donoho & Johnstone (1994) , we use a signal-to-noise ratio of seven in this table.
From Tables 1-3 we observe the following.
(i) Regardless of the sample size n, the risks achieved by the minimax thresholds are close to the ideal risk, and are much smaller than the asymptotic bounds A*=logn. The The noise variance a 2 is 1 and the signals are rcscaled so that the signal-to-noise ratio is 7. The lowest risk for given sample size and function/wavelet is indicated by an asterisk. ratio of the minimax risk to the ideal risk for hard shrinkage is less than 114 for the four functions studied. By contrast, the minimax thresholds for soft shrinkage fare less well: the ratio of the minimax risk to the ideal risk is over 1-77 for the bumps function.
(ii) The universal thresholds for hard shrinkage also achieve close to the ideal risk, with a maximum ratio of less than 1-24. Using universal thresholds for soft shrinkage leads to significant performance loss with the risk ratios exceeding 20 for the blocks, bumps and doppler functions.
(iii) The ratio of the risk for ideal hard shrinkage to that for ideal soft shrinkage decreases as sample sizes increases. At large enough sample sizes, ideal hard shrinkage has smaller risk than ideal soft shrinkage for all four functions. At n = 4096, the risk for hard shrinkage is between 20% and 50% smaller than the risk for soft shrinkage. At very small sample sizes, ideal soft shrinkage generally has slightly smaller risk.
In general, it appears that soft shrinkage suffers when the function has prominent features which show up in the wavelet domain as large detail coefficients. To avoid the bias associated with these coefficients, the ideal thresholds for soft shrinkage are forced to be very small for these functions. Smaller thresholds, however, have bigger risk at the origin: see Property 4 of § 3. Because there are typically many small coefficients, this inflates the overall risk.
The smaller thresholds for soft shrinkage also explain why hard shrinkage has smaller overall risk at large sample sizes: the proportion of small coefficients typically increases as the sample size increases. To illustrate this, define the cumulative risk function where the index (j) orders the coefficients from largest to smallest according to the value of R x (6jj). Figure 5 compares L A (m) for hard and soft shrinkage using the doppler function with sample sizes n = 128 and n = 1024 and the 's8' wavelet. For n = 1024, the coefficients near zero hurt soft shrinkage, which has greater risk at the origin.
Remark 11. Throughout this paper, we shrink log 2 n -5 levels of coefficients, i.e. all but 2 5 = 32 coefficients. We have also computed the ideal thresholds and studied the variance and bias properties of WaveShrink when shrinking J = log 2 n -j levels for j = 3,4, 5, 6 and for signal-to-noise ratios of 3, 5 and 7. The rule 7 = 5 generally gives the smallest ideal risk for the four functions studied. The conclusions reported in this section still hold for the other shrinkage rules and signal-to-noise ratios. Details are given in the unpubhshed technical report described in Remark 9 of § 4.
Remark 12. In a small simulation study, Donoho & Johnstone (1994) approximate the expected risk for soft shrinkage by averaging r<J,f)= t(?t-fi?/n over m = 10 realisations: see § 4-4 and Table 2 . By contrast, we compute the exact expected risk E{r(f,f)}. Moreover, (16) shows how to compute this in O(Jn) operations, which is valuable for finding the ideal thresholds.
Remark 13. Hard shrinkage, using the minimax, universal or ideal threshold, beats ideal soft shrinkage for the blocks function with the Haar wavelet. In this case, where the (20), for the doppler signal at sample sizes n = 128 and n = 1024 with the 's8' wavelet. The risk functions are compared for ideal hard shrinkage, universal hard shrinkage, ideal soft shrinkage and minimax soft shrinkage. At small sample sizes, ideal soft shrinkage beats ideal hard shrinkage. At larger sample sizes, ideal hard shrinkage wins: the small wavelet coefficients contribute greater risk for soft shrinkage.
wavelet exactly matches the function, it appears that a 'keep or kill' strategy dominates a 'shrink or kill' strategy.
APPLICATION: U.S. VARIETY RETAIL SALES
We now apply the variance and bias estimation formula (13) and (14) to the seasonally adjusted monthly series of U.S. variety retail sales, shown in the top plot of Fig. 6 . The X-12-ARIMA seasonal adjustment package, developed by the U.S. Bureau of the Census, was used to adjust this series. The second plot shows the WaveShrink estimate and approximate 95% confidence interval using hard shrinkage, the 's8' wavelet, and the universal threshold. The third plot shows the estimated bias for hard shrinkage. The fourth and fifth plots show the soft shrinkage estimate, confidence interval, and bias using the minimax threshold.
Hard shrinkage clearly has greater variabihty while soft shrinkage has greater bias. Visually, the hard shrinkage estimate is unappealing because it exhibits several fine scale blips, one around 1975 and two around 1985. Soft shrinkage tends to smooth these blips. However, examination of the bias indicates that soft shrinkage oversmooths the large jump in 1976, and possibly other jumps in [1986] [1987] . The jump in 1976 corresponds to W. T. Grant and Sons going out of business. WaveShrink estimate and approximate 95% confidence interval using hard shrinkage with the 'universal' threshold X = 3-34. Third plot estimated bias for hard shrinkage. Fourth plot: WaveShrink estimate and approximate 95% confidence interval using soft shrinkage with the 'minimax' threshold A = 1-86. Bottom plot: estimated bias for soft shrinkage. The 's8' wavelet is used in both cases. While hard shrinkage leads to unappealing fine scale blips, due to higher variability, soft shrinkage oversmooths the jump in 1976, due to higher bias.
The point of this example is to illustrate the relative pros and cons of hard shrinkage and soft shrinkage, neither of which is completely satisfactory for this example. Indeed, this application motivated us to examine a firm shrinkage function: see § 7. A much fuller treatment of this application can be found in the MathSoft, Inc. Research Report No. 43, available from the authors, 'Wavelet trend estimation with applications to seasonal adjustment'. In this report, WaveShrink is investigated as a replacement for the linear filters used by X-12-ARIMA. WaveShrink gives a natural way to extend time-invariant linear filters to vary over time according to the data. To avoid problems such as fine scale blips and over-smoothing of jumps, a variety of extensions to the classical WaveShrink scheme of are used, including firm shrinkage.
DISCUSSION
From our study, we can make the following general conclusions. (i) Hard shrinkage has smaller bias but larger variance than soft shrinkage.
(ii) Significantly smaller thresholds should be used for the soft shrinkage than for hard shrinkage, and it is not appropriate to apply the universal thresholds when using soft shrinkage.
(iii) The minimax thresholds achieve nearly the ideal risk for a range of function types, performing much better than the asymptotic bounds. Hard shrinkage minimax estimation empirically performs better than soft shrinkage minimax estimation.
(iv) The ratio of the risk for hard shrinkage to that for soft shrinkage decreases as sample size increases. At large enough sample sizes, hard shrinkage has smaller risk than soft shrinkage.
To In the preliminary studies, the risks for the garrote shrinkage are comparable to those for firm shrinkage. Even though hard shrinkage and soft shrinkage have the sames minimax convergence rates, our empirical results strongly indicate that hard shrinkage has a smaller asymptotic risk than soft shrinkage for a broad class of functions. We are investigating this issue further.
SOFTWARE AVAILABILITY
All plots and calculations have been done using version 1.1 of the S +WAVELETS software toolkit (Bruce & Gao, 1994) ; S + WAVELETS is a module in the S-Plus software system (StatSci, 1993 ). An efficient software implementation of the formulae and plots can be obtained by anonymous ftp to ftp.statsci.com.
The pointwise variances, given by (13) for orthogonal wavelets, are computed by the function var .waveshrink. For orthogonal wavelets, var. waveshrink computes the variances using either a matrix formulation or more efficient implementation taking advantage of the sparsity in the matrix implied by the wavelet filters. For bi-orthogonal wavelets, which require considerably greater computational effort, only the more efficient implementation is used.
The mean, variance, L 2 risk and covariances for the hard shrinkage and the soft shrinkage functions are implemented by the functions wv.shrink.mean, wv.shrink.var, wv.shrink.12 and wv.shrink.cov. 
