This paper discusses inference about the pre and post break value of a scalar parameter in GMM time series models with a single break at an unknown point in time. We show that treating the break date estimated by least squares as the true break date leads to substantially oversized tests and confidence intervals unless the break is large. We develop an alternative test that controls size uniformly and that is approximately efficient in some well defined sense.
Introduction
This paper is concerned with testing hypotheses about the pre and post break value of a parameter in a time series model with a single break. By reversing the time ordering, inference about the post break value becomes inference about the pre break value, so that for simplicity, we will exclusively discuss the post break case. If the break date is known, inference is straightforward, as standard results apply after restricting attention to the stable post break data. The effect of an incorrectly chosen break date crucially depends on whether the chosen date is earlier or later than the true break date. On the one hand, if the chosen date is later, then a restriction to the presumed post break data still yields a stable model, and inference remains valid. There is a cost of efficiency, though, since more post break data could have been used. On the other hand, if the chosen date is earlier than the true break date, then the presumed post break data stems from an unstable model.
Parameter estimators in this unstable model tend to estimate the average parameter value, which is different from the true post break value, so standard inference yields tests and confidence intervals with distorted size.
These distortionary effects are small if the chosen break date is sufficiently close to the true break date. With the break date unknown, this requires a precise break date estimator. As formally shown by Bai (1994 Bai ( , 1997 and Bai and Perron (1998) for linear regressions, and Hall, Han, and Boldea (2008) for two stage least squares, the least squares break date estimator is indeed sufficiently precise for these distortionary effects to become asymptotically negligible if the parameter shift is sufficiently pronounced. Formally, these papers study asymptotics in which the break magnitude, while possibly shrinking, is outside the local T −1/2 neighborhood. Relative to the sampling uncertainty of the parameter estimator in a stable model, the parameter shift thus becomes infinitely large. We consider the behavior of the 5% nominal level two-sided test based on the least squares break date estimator under local asymptotics in Section 2.1.2 below, where the break magnitude is measured in multiples of standard deviations of the full sample parameter estimator. With the break date restricted to the middle 70% of the sample, the largest null rejection probability is almost 30%, a break magnitude of less than 5 standard deviations leads to effective size of more than 10% for all break dates, and a break of 11 standard deviations still yields size greater than 10% for some break dates. These distortions are further exacerbated by an attempt to pre-test for parameter stability.
In other words, for any sample size T , there exists a break magnitude for which these standard methods yield incorrect inference, so they are not uniformly valid.
It is instructive to consider these issues in the context of an example. Productivity growth in most developed nations appears to have suffered shifts in its mean a number of times. Most researchers agree on a downward shift in productivity following the oil crisis of 1973, typically dated at the third quarter. In post 1973 data, there is a suggestion of a mid 1990's upward shift Least squares break date estimator [1.97,3.27] Test of this paper [1.99,3.37] in average productivity growth and speculation about its cause. A recent summary appears in Jorgenson, Ho, and Stiroh (2008) , who informally suggest a break in the fourth quarter of 1995. Gordon (2003) also dates the increase to 1995. Anderson and Klieson (2006) refer to the increase in productivity as the 'defining economic event of the past decade'.
Figure 1 plots quarterly observations of US non farm business productivity growth, along with the pre and post break means using Jorgenson, Ho, and Stiroh (2008) break date of 1995 Q4.
Based on this data, quarterly productivity growth increased by 1.1% in 1995 Q4. The least-squares estimate of the break date is slightly later at 1997 Q1. The first two rows of Table 1 contain 95% confidence intervals for current US productivity growth, conditional on these two break dates. The parameter stability test of Elliott and Müller (2006) fails to reject the null hypothesis of stable mean growth on the 10% level.
With a (long-run) standard deviation of quarterly productivity growth of approximately 3% and a sample of T = 136 observations, 5-11 standard deviations of the full sample estimator correspond to a 1.3-2.8% shift in quarterly productivity growth. Absent prior knowledge that the break date is indeed 1995 Q4, or that the change of productivity is at least of the order of, say, 1.5%, nothing suggests that either interval has close to its nominal confidence level. More generally, it seems hard to argue that break magnitudes of less than 11 standard deviations of the full sample estimator are not part of the empirically relevant parameter space in most applications. One way to see this is that shifts of, say, 8 standard deviations tend to induce highly significant rejections of the null hypothesis of parameter stability with high probability-see Elliott and Müller (2007) . Yet there is continued debate about the stability of monetary policy, for instance, with Orphanides (2004) arguing for rather stable relationships, while Cogley and Sargent (2005) find instabilities that they deem 'economically important', but of a magnitude that would be detected by a formal parameter stability test less than 25% of the time.
Simple adjustments to the standard procedure that ensure size control over all break magnitudes do not deliver reasonable tests. For instance, in the set-up mentioned above and described in detail in Section 2.1.2, the critical value for the 5% two-sided t-statistic would need to be increased from 1.96 to approximately 4.9 to ensure uniform size control, with obvious adverse effects on power.
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A Bonferroni procedure based on uniformly valid confidence sets for the break date developed by Elliott and Müller (2007) performs well for large breaks, but has poor power for breaks of moderate magnitude.
The main contribution of this paper is the construction of a powerful test about the post break parameter value in a general GMM time series model with unknown break date that controls size uniformly over the break magnitude. This test follows a switching rule: if there is strong evidence for a large break, then the test essentially reduces to standard inference using post break data determined by the least squares break date estimator, with a slight increase of the 5% critical value from 1.96 to 2.01. In absence of strong evidence for a large break, the test switches to a likelihood ratio test. This likelihood ratio test is carefully constructed to ensure both overall size control and approximate efficiency in the sense that for a particular weighting function, (local asymptotic) weighted average power of the suggested test is demonstrably at most 1.0% smaller than the weighted average power of any test that controls size.
From a statistical point of view, the problem is one of constructing powerful tests in the presence of a nuisance parameter under the null hypothesis-the nuisance parameter being the break data and break magnitude, neither of which can be consistently estimated under local asymptotics. We extend the algorithm of Müller and Watson (2008) to identify the approximate least favorable distribution for this nuisance parameter. This approximate least favorable distribution identifies the null density for the likelihood ratio part of the test statistic, and, using the insight of Müller and Watson (2008) and Andrews, Moreira, and Stock (2007) , allows the construction of an upper bound on the power of all tests that control size. 2 Beyond overcoming the substantial 'engineering' challenges in this example with a two dimensional nuisance parameter, exacerbated by the impossibility of accurately representing continuous time Gaussian processes on a discrete computer, a further contribution of this paper to this methodology is a careful consideration of size control. A test controls size if the rejection probability, viewed as a function on the null parameter space, takes on values below or at the nominal level. The standard approach is to evaluate the rejection probability for a grid of parameter points by Monte Carlo, and to conclude size is controlled if none of the estimates is larger than the nominal level. We develop an alternative algorithm that, while still based on Monte
Carlo estimation, instead estimates (an upper bound on) the whole rejection probability function, ensuring that no additional implicit smoothness assumptions are necessary. It is important to note, however, that all of these 'engineering' challenges only concern the derivation of the suggested test;
its application for a given sample is essentially no more difficult than the estimation of the GMM model over 142 subsamples, for any sample size.
In many ways, the analysis in this paper mirrors the developments in the weak instrument literature over the last decade: Similar to Staiger and Stock (1997) , we consider an alternative asymptotic embedding that formalizes the lack of uniform validity of the standard method. Akin to their rule of thumb that standard asymptotics are approximately reliable when the first stage F-statistic is sufficiently large, we suggest a formal switching rule to least squares break date based inference when a parameter stability test is highly significant. Finally, as Andrews, Moreira and Stock (2006, 2007) , we consider tests that are efficient relative to a weighted average power criterion, and identify an approximately optimal test.
Returning to the US productivity example, the last row in Table 1 shows the 95% confidence interval constructed by inverting the test suggested here. In this example, the interval is only slightly wider than the one based on the least squares based break date estimator, and remains informative about current US productivity.
The remainder of the paper is organized as follows. The next section defines the asymptotic analogues to the small sample post break parameter inference problem, quantifies the lack of size control of inference based on the least squares break date estimator, summarizes our solution and discusses the relationship of the small sample problem in parametric and GMM models to the limiting problem. In Section 3, we discuss in detail the construction of the suggested test, the determination of its size and the bound on power. The test statistic is defined in terms of partial sample GMM statistics (cf. Andrews (1993) ) in Section 4, where we also consider its asymptotic 2 By reframing the issue of identifying a powerful test with uniform size control in general decision theoretic terms (see Section 3.2 below), this power bound is closely related to the bound on the minimax value generated by the least favorable distribution over a subset of possible distributions, as analyzed by Chamberlain (2000) .
and small sample properties. Proofs not given in the main text are collected in an appendix.
Limiting Problem and Underlying Models
The natural large sample analogue to small sample post break parameter inference is an inference problem about the drift component of a Gaussian process on the unit interval. The scalar version of this limiting problem is discussed first. We investigate the corresponding asymptotic properties of least squares break date based inference, and provide an overview of our line of attack, along with the key properties of the suggested test. The second subsection considers the multivariate limiting problem, and shows in which sense the approximate efficiency of our solution in the scalar case carries over to the multivariate case. Finally, Section 2.3 provides a formal link between the underlying small sample problem to the multivariate limiting problem for both parametric and GMM time series models.
Scalar Limiting Problem

Statement of the problem
The main focus of this paper is the following hypothesis testing problem: Suppose we observe the scalar Gaussian process G(·) on the unit interval (a random element with values in D [0, 1] , the space of cadlag functions on the unit interval)
where W (·) is standard Wiener process and β, δ ∈ R, and ρ ∈ [0.15, 0.85]. The process G(s) is a
Wiener process with drift β + δ for s < ρ, and drift β for s ≥ ρ. The testing problem is H 0 : β = 0 against H 1 : β 6 = 0, so that geometrically, the question is whether the slope of the deterministic component βs + δ min(ρ, s) is equal to zero after the (potential) kink at s = ρ. The location ρ and magnitude δ of the kink are nuisance parameters. This composite nature of the hypotheses can be made more explicit by introducing the notation θ = (β, δ, ρ), Θ 0 = {θ = (0, δ, ρ) : δ ∈ R and ρ ∈ [0.15, 0.85]} and Θ 1 = {θ = (β, δ, ρ) : β 6 = 0, δ ∈ R and ρ ∈ [0.15, 0.85]}, so that the hypothesis testing problem becomes
Let ϕ :
be a possibly randomized test of (2), where ϕ(g) indicates the conditional probability of rejecting the null hypothesis test conditional on observing G = g. If the range of ϕ only consists of the two values {0, 1}, then ϕ is not randomized. The unconditional rejection probability is then simply the expectation of ϕ(G), which we write as E θ [ϕ(G)] to indicate that this expectation depends on the value of θ. With these definitions, a test ϕ is of level 5% if
To illustrate the link to the post break parameter inference problem, consider observations
from a scalar Gaussian model with a break in the mean at time τ
We then have the following equality in distribution
where ρ = τ/T , β = T 1/2 μ and δ = T 1/2 ∆. Except for the scaling by T −1/2 and the discretization
, the testing problem (2) involving the observation G is therefore identical to inference about the post-break mean in Gaussian location model (4), with the break date restricted to be in the middle 70% of all observations. We argue below how the testing problem (2) based on the observation G(·) naturally arises as the asymptotically relevant problem in more complicated settings, but first discuss this limiting problem in more detail.
Tests Based on Least-Square Break Date Estimator
As discussed in the introduction, Bai (1994 Bai ( , 1997 and Bai and Perron (1998) suggest and analyze the following procedure for conducting inference about the post break value of a coefficient in a linear regression that is subject to a break: Estimate the break date by least-squares, construct a post break dummy using this estimate, and perform the usual t-test on that dummy. These papers show that this procedure results in asymptotically correct inference for break magnitudes that diverge when multiplied by the square root of the sample size. This corresponds to |δ| → ∞ in the notation developed here. Another procedure, arguably most prevalent in applied work, first performs a pretest for a break on some conventional significance level, followed by standard full sample inference about the post break value if no significant break is found, and performs leastsquares based post break inference as above if the pretest rejects.
In the limiting problem (1), the nominally 5% level least squares and pretest procedure (based on the supF statistic) correspond to the test
where cv pre (α pre ) is the critical value of the supF statistic of level α pre as tabulated in Andrews (1993) , (and cv pre (1) = 0 corresponds to always using the least squares break date estimator, with no pretest), Φ(0.975) ' 1.96 is the 97.5th percentile of a standard normal and
Under standard assumptions, the large sample properties of the small sample pretest and least square based tests in a linear regression with a single coefficient converge in distribution to those in (5) for breaks of magnitude T −1/2 -this follows, for instance, from Proposition 1 of Elliott and Müller (2007) . Figure 1 displays the null rejection probability of (5) for α pre = 1 (no pretest), α pre = 0.10, α pre = 0.05 and α pre = 0.01 as a function of δ for selected values of ρ, based on 50,000 Monte Carlo draws and 1,000 step random walk approximations to Wiener processes. None of these tests comes close to controlling size uniformly over δ. The approximately largest null rejection probability of the pure least-squares break date based test is approximately 29% at (ρ, δ) = (0.85, 2.6). Pre-testing for a break seems to both substantially exacerbate and shift the size control problem to larger values of δ.
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In fact, to obtain a 5% level test in the no pretest case, one must employ a critical value of approximately 4.9 instead of Φ(0.975) ' 1.96 for the t-statistic, with size still approximately equal to the nominal 5% level at the point (ρ, δ) = (0.85, 6.8). Denote this size corrected test ϕ LS . Because the worst size distortion occurs for a strictly positive break magnitude, the size corrected hybrid subsampling method of Andrews and Guggenberger (2007a, 2007b) reduces to the size corrected fixed critical value test ϕ LS . Alternatively, one could always use the test ϕ 0.85
] which corresponds to a usual 5% level t-test based on the last 15% of the data. As one would expect, though, the power of both ϕ LS and ϕ 0.85 is quite poor (we provide power computations in Section 4 below), motivating the construction of an alternative test.
Approximately Weighed Average Power Maximizing Test
No uniformly most powerful test exists for inference about β in absence of knowledge of ρ and δ.
Some tests will have good power for certain ranges of value of ρ and δ, while performing poorly for other values. To obtain a reasonable assessment of the overall quality of tests, we therefore adopt a weighted average power criterion, as, for instance, in Wald (1943) and Andrews and Ploberger (1994) . Specifically, we seek to determine a 5% level test ϕ that comes close to maximizing
3 Unreported results show that these asymptotic results provide very good approximations for the small sample Gaussian location problem (4) with T = 100. The value of σ 2 β = 22 is motivated by King's (1988) discussion of overall reasonable point-optimal tests, since it turns out that for σ 2 β = 22, the best 5% level test has approximately 50% weighted average power. The uniform weighting over ρ accords to the choice in Andrews and Ploberger (1994) and is intended to generate reasonable power for all break dates ρ ∈ [0.15, 0.85]. Finally, the value σ 2 δ = 400 is motivated as follows: For large δ, (say, |δ| > 12 or so) there is a lot of information about the break date ρ, and good tests can come close to performing as well as if ρ was known.
By putting enough weight on rather large values of δ, the choice σ 2 δ = 400 ensures that tests that perform well according to WAP share this desirable feature. At the same time, the distribution N (0, 400) concentrates about half of its mass on |δ| < 12, so tests with high WAP must also perform reasonably in the arguably empirically relevant region for δ where the lack of knowledge of the break date severely complicates good inference about β. By Girsanov's Theorem, the Radon-Nikodym derivative of the measure of G in (1) with parameter θ ∈ Θ 0 ∪ Θ 1 relative to the measure ν of the standard Wiener process W , evaluated at G, is given by
Expressed in terms of the density f θ , the hypothesis test (2) becomes
and, as noted above, both the null and alternative hypothesis involve the two nuisance parameters δ and ρ. Note, however, that weighted average power can be rewritten as
as Fubini's Theorem justifies the change of order of integration. Thus, maximizing weighted average power is equivalent to maximizing power against the single alternative
and the remaining challenge is to deal with the composite nature of the null hypothesis. The key insight that allows us to make further progress is Lemma 2 of Müller and Watson (2008) , 4 which we reproduce here for convenience.
Lemma 1 Let Λ be a probability distribution on Θ 0 , and let ϕ Λ be the best level α test of the null is also of level α in the testing problem with the composite null hypothesis H 0 against H F , so that-using the same reasoning as in the proof of Lemma 1-this test is also the best test of H 0 against H F . In contrast to this standard result, Lemma 1 is formulated without any restriction on the probability distribution Λ. This is useful because in many contexts, it is difficult to identify the least favorable distribution Λ * * (and it may not even exist).
The strategy suggested by Lemma 1 is to work instead with a numerically determined approximately least favorable distribution Λ * : Suppose we knew of a Λ * such that (i) the best 5% level test We postpone further details of the construction of the power bound and the test ϕ * to Section 3 below. The following proposition summarizes the main finding.
Proposition 1 Under Condition 1, (i) any 5% level test ϕ of (2) has WAP(ϕ) ≤π ' 50.0%;
(ii) the (nonrandomized) test ϕ * defined in the appendix is of level α * ' 5%, and has WAP(ϕ * ) = π * ' 49.0%.
The numbers forπ, α * and π * in Proposition 1 are estimated based on 50,000 independent Monte Carlo draws. As discussed in detail in Section 3, they are not subject to any other qualifications, such as a replacement of the level requirement (3) by a finite set of values for (δ, ρ) or a finite step Random Walk approximation for draws of G. only, and the infeasible test using actual post break data ϕ ρ introduced in Section 2.1.2 above. All tests are invariant under the transformation G → −G, so there is not need to plot the the power for negative δ. As one might expect given the large critical value of 4.9, ϕ LS has very low power. In contrast, ϕ * is almost always more powerful than ϕ 0.85 , often substantially so, and comes close to the power of the infeasible benchmark ϕ ρ for large |δ|.
We also investigated size control of ϕ * in models that correspond to a local break where the transition to the post break parameter value is smooth rather than a sudden shift at ρ. In particular,
we considered parameter paths of the form f (s) = δ(Φ 0.05 (s − ρ) − 1), so that the deterministic part of G(s) equals βs + R s 0 f (λ)dλ, where Φ 0.05 is the cdf of a mean zero normal with standard deviation 0.05. For large |δ|, ϕ * turns out to be substantially oversized, but for |δ| < 15, the rejection probability of ϕ * is always below 7%, at least for ρ ∈ {0.25, 0.5, 0.75}. These results suggest that small sample analogues to ϕ * discussed below continue to yield approximately valid inference about the post break parameter value even if the transition to the post break value takes place over a nonnegligible fraction of the sample.
Multivariate Limiting Problem
Now assume that in the hypothesis testing problem (2) we observe a multivariate version of (1), , and the rejection probability is given by E θ,f [ϕ(G,G)] (the rejection probability also depends on A 21 and A 22 , but we omit this dependence for ease of notation).
For the link to the post break parameter inference problem, think again of a Gaussian location
t . The first element in (11), G, is distributed exactly as in the scalar problem (1) above. Thus, if we define ϕ * to be the same test as above, that is, ϕ * is a function of G only, then ϕ * continues to have the properties indicated in Proposition 1. The rejection probability of ϕ * obviously does not depend on the distribution ofG, so that in particular
where for a generic test ϕ :
In other words, ϕ * is a robust test of H 0 : θ ∈ Θ 0 from observing (11) in the sense that its size and weighted average power does not depend on the nuisance functionf.
In the following, we restrict attention to the case wheref is known to be of the formf (λ) =
This corresponds to a Gaussian location problem (12) whereỹ t undergoes a single mean shift at the same time as y t . Write E θ,β,δ for the expectation with respect to the distribution of (G,G 0 ) 0 withf of this form, so that a 5% level test ϕ :
Proposition 2 (i) For any unbiased 5% level test ϕ,
5 Propositions 2, 3 and 4 also hold for the scalar case (k = 0) with the natural interpretation of notation.
(ii) LetF be the probability distribution for (θ,β,δ) with the same marginal distribution for θ as under Condition 1, and (β,δ) = (βA 21 , δA 21 ) conditional on θ. For any 5% level test
(iii) Suppose in addition thatδ = 0 known, so that tests ϕ :
For any 5% level test ϕ invariant to (15), the rejection probability E θ,β,0 [ϕ(G,G)] does not depend onβ, and under Condition 1,
Part (i) of Proposition 2 establishes that the usual two-sided t-test using post break data G(1) − G(ρ), ϕ ρ , is the uniformly most powerful unbiased test in the multiparameter problem with (11) observed. With ρ unknown this test is infeasible. It nevertheless provides an arguably relevant benchmark to assess the performance of other tests. In particular, note that ϕ ρ , just like ϕ * , does not depend onG, but is a function of G only. We compare the power of ϕ * to that of ϕ ρ in detail in Section 4 below, and find that for large |δ|, the power becomes quite close. Thus, for large |δ|, ϕ * has similar rejection properties as the uniformly most powerful unbiased test, so that there is at most a small cost in terms of power for ignoring the additional information inG. (Although ϕ * is not unbiased, as it is not similar-see Section 3 below.)
Part (ii) of Proposition 2 shows that for a particular weighting functionF with the same marginal distribution as F on θ, no 5% level test can have weighted average power larger thanπ. At the same time, (14) implies that the weighted average power of ϕ * with respect toF is equal to π * , and,
by Proposition 1, π * is only slightly smaller thanπ. In this sense, ϕ * is close to being admissible also in the hypothesis testing problem with (11) observed. Thus, any test with "substantially" larger power than ϕ * for some (θ,β,δ) is less powerful for some other (θ,β,δ). Given this inevitable trade-off, the choice of ϕ * of approximately maximizing weighted average power relative toF has the perhaps appealing implication of yielding a test whose weighted average power over θ does not depend on the nuisance parameters (β,δ).
Finally, part (iii) of Proposition 2 provides bounds on the gains in weighted average power that are possible if it is known that the other parameters do not undergo a break,δ = 0 (or, more generally, for knownδ) under an invariance requirement that corresponds to changes of the mean of the additional k observations. A maximal invariant to this group is given by (G(s),G(s) − sG(1)).
Intuitively, these power gains are possible because ifG is correlated with G (R 2 > 0), observing
, which is useful for for learning about ρ and δ. In the extreme case of perfect correlation (R 2 = 1), W (s) − sW (1) is effectively observed, and by comparing G(s) − sG(1) to W (s) − sW (1), one can back out ρ and δ and obtain as powerful inference about β as if there was no break in the model. The numbers forπ inv were estimated using 10,000 independent Monte Carlo draws, analogous to the power computations described in detail in Section 3.4 below. They show that rather large values of R 2 are necessary before knowledge of δ = 0 could potentially be used to generate tests with substantially larger weighted average power than ϕ * .
In summary, the test ϕ * that disregards the additional observationG in (11) is (i) robust in the sense of providing reliable inference about β regardless of the nuisance functionf ; (ii) for large |δ| has a rejection profile that is close to that of the uniformly most powerful unbiased test; (iii) is close to admissible in a model where other parameters undergo a break at the same time; (iv) as long as R 2 is small, approximately maximizes weighted average power even when it is known that only the parameter of interest is subject to a break. For these reasons, the remainder of this paper focusses on ϕ * as a reasonable test also in the multiparameter context of (11). We note, however, that it should be possible in principle to use the numerical methods discussed in Section 3 to also identify 5% level feasible test that comes close to maximizing weighted average power by efficiently exploiting the additional observationG when it is known that only the parameter of interest is subject to a break, for any particular value of R 2 .
Asymptotic Efficiency Implications for Underlying Models
In this subsection, we discuss how the scalar and multiparameter limiting problems (1) and (11) arise as the relevant asymptotic problems in standard small sample post break parameter inference.
We consider two distinct approaches to asymptotic efficiency of tests: On the one hand, we rely on LeCam's Limits of Experiments theory to derive upper bounds on power in correctly specified parametric models. On the other hand, we exploit the recent results of Müller (2007) and provide upper bounds on post break parameter tests in time series GMM models under an asymptotic robustness constraint.
Parametric Models
qT be the available data in a sample of size T, so that tests ϕ T are sequences of (measurable) functions ϕ T :
The density of X T , relative to some σ-finite measure μ T , is given by the product
, when the parameter Γ ∈ R k+1 takes on the value Γ t at time t. This form of the likelihood arises naturally when f T,t (Γ t ) is the density of x T,t conditional on F T,t−1 , the σ-field generated by {x T,s } t−1 s=1 . We will refer to the model with density
→ −H in the stable model for some positive definite (k+1)×(k+1) matrix H, so that H is the Fisher information. In the unstable model, the parameter vector Γ evolves as
where ω 2 is the 1,1 element of H −1 , β, δ, ρ ∈ R andβ,δ ∈ R k , and ρ ∈ [0.15; 0.85]. We assume Γ 0 and H to be known; while this unrealistic, such knowledge can only increase the upper bounds on power derived in Proposition 3 below. The hypothesis of interest is whether the post break value of the first element of Γ equals the first element of Γ 0 , so under (16), this corresponds to
The factor ω > 0 in (16) ensures that asymptotically, the small sample problem (17) maps to the limiting problem (11) where the disturbance in G is a standard Wiener process. Tests ϕ T : R qT 7 →
[0, 1] of (17) have unconditional rejection probability E θ,β,δ [ϕ T (X T )] in a sample of size T , and ϕ T is defined to be of asymptotic level 5% if lim sup
Under suitable regularity conditions on the parametric model, one can show that the likelihood ratio statistic LR T between the model with parameter evolution described by (16) and the stable model satisfies
where
The r.h.s. of (18) may be recognized as log of the Radon-Nikodym derivative of the distribution of (G,G 0 ) 0 with respect to the distribution of the (k + 1) × 1 Wiener process
0 . This suggests that the information regarding (θ,β,δ) from observing X T converges in large samples to that contained in (G,G 0 ) 0 . This intuition is made formally precise in 
Thus, along any such subsequence T 00 , the asymptotic properties of ϕ T are exactly equivalent to a particular test ϕ in the limiting problem discussed in Section 2.2 above. Define a test ϕ T as asymptotically unbiased if any test ϕ satisfying (19) Proposition 3 (i) For any asymptotically unbiased test ϕ T of asymptotic level 5%,
(ii) For any test ϕ T of asymptotic level 5%,
(iii) For any asymptotically invariant test ϕ T of asymptotic level 5%,
Proposition 3 mirrors the results of Proposition 2 above. We argue in Section 4 below that the feasible testφ * : R qT 7 → [0, 1] has the same asymptotic rejection properties as the test ϕ * under (16). Thus, to the extent that Proposition 2 implies ϕ * to be an attractive test in the context of the multivariate liming problem (11),φ * is correspondingly an attractive test in the context of post break inference in a correctly specified parametric model that is subject to a local break.
GMM Models
We now turn to an application of the asymptotic efficiency concept introduced by Müller (2007) , which we use here to state asymptotic power bounds on post break parameter inference in a class of GMM models. Let the moment condition be the
when the true parameter at date t is given by Γ = Γ 0 . Let the R (k+1)×m valued function Υ(·, Γ) be the partial derivative of g with respect to Γ, and write g t (Γ) = g(x T,t , Γ) and Υ t (Γ) = Υ(x T,t , Γ) for notational simplicity. Under the parameter evolution (16), conditional on τ , the natural estimators for the pre and post break value of Γ are given by the GMM estimator using pre and post break data,Γ 
umn rank matrixῩ, the usual Taylor expansion arguments yield, for the case of efficient GMM estimation,
in
[0.15,0.85] , where ω 2 now is the 1,1 element of Andrews (1993) and the discussion in Section 4.2 below).
Now consider the set of data generating processes for X T that satisfy (20). One might want to choose the tests ϕ T of (17) in a way that whenever (20) holds with β = 0, the test does not
for any sequence of distributions of X T that satisfies (20) . Müller (2007) shows that under this robustness constraint, the best small sample test becomes the best test in the limiting problem (that is, with the r.h.s. of (20) assumed observed), evaluated at sample analogues (that is, at
post (b·T c), TΩ pre (b·T c), TΩ post (b·T c)}). Proposition 2 above shows in which sense ϕ * may be considered approximately best in the equivalent problem of observing directly ] with A 12 and A 22 known. Thus, part (ii) of Proposition 2 implies, for instance, that the weighted average asymptotic power (defined as in part (ii) of Proposition 3) of any 5% level test is no larger thanπ. We discuss in detail in Section 4 below how to construct the small sample analogueφ * , and show in Proposition 4 that its asymptotic rejection profile is equal to the rejection profile of ϕ * whenever (20) holds, so its asymptotic weighted average power is equal to π * .
Thus,φ * is the approximately local asymptotic power maximizing test among all robust tests in the sense of Müller (2007) . We omit a formal statement analogous Proposition 3 to conserve space.
Determination of an Approximately Efficient Test with Uniform Size Control
This section describes the methods and algorithm that underlie the claim of Proposition 1, that is we discuss the determination of a 5% level test of (2) based on the observation G as in (1) that approximately maximizes weighted average power with a weighting function as described in Condition 1.
As outlined in Section 2.1.3 above, the key challenge is to identify an approximately least favorable distribution over the two dimensional nuisance parameter of the break date and break magnitude. Section 3.1 provides details on the numerical algorithm for obtaining this distribution, which is a suitably modified version of what is developed in Müller and Watson (2008) for the problem considered here. The second subsection discusses the relationship and properties of the least favorable distribution from a decision theoretic and Bayesian perspective. In the third subsection,
we introduce a new approach to the numerical study of size control of tests of a composite null hypothesis, which underlies our claim of uniform size control of the test ϕ * . Finally, the fourth subsection contains details on the Monte Carlo determination of the power bound, which is complicated by the impossibility of generating and representing (pseudo) random Wiener process draws on a discrete computer.
Approximately Least Favorable Distribution
The guiding principle for the construction of an appropriate approximately least favorable distribution Λ * is following property discussed in Section 2. 
then θ L+1 = θ 0 is added to the list. A new Λ is determined by assigning the appropriate probabilities on {θ 1 , · · · , θ L+1 } to ensure size control at {θ 1 , · · · , θ L+1 }, and the algorithm iterates these steps until an appropriate least favorable distribution is found. The numerical feasibility of this procedure depends on L not to become too large (say, L < 40 or so).
For the problem studied here, this strategy turns out to not work well: If ϕ Λ overrejects for a moderately large value of |δ| and a (possibly small) interval of values for ρ, then the inclusion of any single point θ 0 = (0, δ 0 , ρ 0 ) ∈ Θ 0 in Λ does not remedy the overrejection problem for all values of ρ in the interval. The reason is that for moderately large values of |δ|, the distribution of G with ρ 00 slightly different from ρ 0 is already too dissimilar for size control at ρ 0 to imply approximately size control at ρ 00 . Roughly speaking, with large breaks, different break dates lead to almost singular probability distributions for G, so that a very large number of points would be required to ensure approximate overall size control.
Instead, we note that for Λ to be approximately least favorable, an equivalent condition is that (the slightly level adjusted) test ϕ Λ is of 5% level under any
for all probability distributions Ψ on Θ 0 . By initially restricting this condition to a finite set
with moderately large M, the above algorithm can be successfully implemented to identify Λ * M , the least favorable mixture of P, such that ϕ Λ * M controls size for all H Ψ , Ψ ∈ P.
Collect the distributions Ψ j that receive positive mass by Λ *
M , a mixture of P * and P 0 , so that ϕ Λ * 0 M controls size for all H Ψ , Ψ ∈ P * ∪ P 0 . This procedure is then iterated, and by considering sets of probability distributions that more and more closely approximate point masses in Θ 0 (although they still average over short intervals of ρ), a suitable Λ * can be determined. In our implementation, we choose Ψ's with ρ uniform over small intervals, and δ independent and (not necessarily mean zero) Gaussian, with smaller and smaller variances and interval lengths in later steps of the iteration.
We relegate details on this algorithm to the appendix, but discuss here two additional issues that are relevant to the determination of the approximate least favorable distribution Λ * .
On the one hand, the observation G is a transformation of a Wiener process, so that computation of the Neyman-Pearson tests and their rejection profile requires the simulation of (pseudo) random continuous time processes. Discrete time Gaussian random walk approximation based on, say, 1000 steps are computationally expensive and of uncertain accuracy. For this reason, we approximate all integrals over ρ by sums with ρ ∈ {1/100, 2/100, · · · , 1}. The rejection probability of the (approximate) Neyman-Pearson test thus becomes a function of
The 100 random variables (21) can be simulated without any approximation error, as they are exactly jointly Gaussian. What is more, the fact that ϕ * only depends on G through (21) significantly simplifies the determination of the size of ϕ * discussed in Section 3.3 below.
A power bound on tests that are functions of (21) On the other hand, we chose to construct the feasible test ϕ * by combining two different tests, with a supF-type statistic based on the 100 observations (21) determining to which one it switches:
For large values of supF, that is strong evidence for a break, ϕ * is close to the usual two-sided t-test on least-squares estimated post break data,t in (6), but with critical value of 2.01 rather than 1.96. For small values of supF, ϕ * is equal to the (approximate, since it only involves the observations (21)) Neyman-Pearson test of H Λ * against H F . The motivation for this switching rule is threefold: First, it formally justifies the "rule of thumb" that for highly significant realizations of a structural break test statistic, least-squares based inference is just fine, with a 'patch' necessary only for moderate break magnitudes δ. Second, it ensures that even for very large breaks (|δ| → ∞), the test has attractive properties-this cannot be ensured by construction by any weighted average power criterion with integrable weighting function, as any such weighting concentrates almost all of its mass on a compact set. Third, the switch to an analytically easily tractable test statistic facilitates the study of the size properties of ϕ * for the (unbounded) set of large δ discussed in the Section 3.3 below.
The adoption of this switching requires a determination of Λ * such that the overall test ϕ * is of level 5%, rather than the critical value adjusted Neyman-Pearson testφ Λ * of H Λ * against H F in isolation. While it is true that for large |δ|, the t-test andφ Λ * behave quite similarly (after all, for |δ| large, there is ample information about ρ, so that bothφ Λ * and the t-test are approximately equal to the best infeasible test with ρ known), we choose a cut-off value for supF that is just large enough to ensure that the t-test with critical value of 2.01 controls size when the probability of switching is close to one. Thus, for values of |δ| where the switch to the t-test only occurs, say, half the time, the t-test has null rejection probability larger than 5%. Given the switching rule, Λ * must therefore induce a compensating underrejection in this region of δ. In the above algorithm, this is achieved by requiring that the rejection probability of ϕ Λ * is substantially lower than 5% under H Ψ for Ψ's that concentrate on these regions (which in turn leads to a Λ * with substantial mass on these Ψ's).
Decision Theoretic and Bayesian Interpretation
From a decision theoretic perspective, the least favorable prior has a minimax interpretation in the problem of distinguishing between H 0 against H F . Suppose a false rejection of H 0 induces loss 1, a Figure 4 : Approximate Least Favorable Distribution Λ * false acceptance of H F induces loss L F > 0, and a correct decision has loss 0. Then risk is given by
The level α test based on the least favorable prior Λ * * (supposing it exists) minimizes sup θ∈Θ R(θ, ϕ) among all tests ϕ for L F = α/(1 − W AP (ϕ Λ * * )), and achieves sup θ∈Θ R(θ, ϕ) = α. The α * -level test based on the approximately least favorable prior Λ * achieves sup θ∈Θ R(θ, ϕ
is an approximately minimax decision rule. In this reasoning, the usual requirement of size control becomes an endogenous solution to the desire to find a maximin decision rule under risk (22).
In assessing the appeal of (inherently pessimistic) minimax rules, it is instructive to consider the reasonableness of the implied least favorable distribution. Figure 2 plots the approximately least favorable distribution Λ * determined by the above algorithm for δ ≥ 0; by construction, the distribution is symmetric in the sign of δ. Overall, apart from some peculiarities close to the endpoint for the break date at ρ = 0.85, Λ * does not seem particularly bizarre.
From a Bayesian perspective, one might want to decide between H 0 and H 1 by computing posterior odds. With a prior of F on Θ 1 , and a prior of Λ * on Θ 0 , ϕ Λ * rejects for large values of the resulting posterior odds, or, equivalently, for large values of the Bayes factor. Apart from the switching to a t-test discussed above, an analysis based on ϕ * thus also has a straightforward Bayesian interpretation. The prior Λ * on H 0 and the cut-off value ' 2.41 are endogenously determined so that Bayes factors above the cut-off value-that is, Bayes factors that occur for at most 5% of draws under H 0 for all values of θ ∈ Θ 0 -are as frequent as possible under H F . In this way, the rule of rejecting for a large Bayes factor also has attractive frequentist properties.
It might be instructive to contrast this to the properties of the test that rejects for a large Bayes factor when the prior on the null hypothesis is not endogenized in this fashion. For instance, in this problem, a natural choice for the prior distribution Λ on Θ 0 is a uniform distribution for ρ on With that prior, one must choose a cut-off value of ' 10, rather than 2.41, to ensure that only 5% of the time, one observes Bayes factors larger than the cut-off for all values of θ ∈ Θ 0 . Correspondingly, the probability of rejection under H F falls from π * ' 49.0%
to 36.7% with this choice of Λ and cut-off value.
Size Control
With a candidate test ϕ * determined as outlined in Section 3.1 above, the question is whether it actually controls size, i.e. whether
By construction of ϕ * , this is "approximately" true, but we now discuss how to establish (23) more rigorously, that is part (ii) of Proposition 1.
The problem we face is a standard one: What is the size of a given test under a composite null hypothesis? For some nonstandard hypothesis testing problems, the form of the test greatly simplifies this issue. For instance, the conditional likelihood ratio statistic of Moreira and Andrews, Moreira, and Stock (2006) , or the statistic suggested in Jansson and Moreira (2006) , have by construction an (asymptotic) null rejection probability that does not depend on the nuisance parameter. For other tests or testing problems, however, essentially nothing analytical is known about the rejection probability. The usual approach then is to resort to a Monte Carlo grid search:
Choose a finite set Θ grid ⊂ Θ 0 , estimate the rejection probability by Monte Carlo for each θ ∈ Θ grid , and conclude that the test controls size if the largest of these rejection probabilities is smaller or equal to the nominal level. Examples for this approach include Watson (1996), Bunzel and Vogelsang (2005) , Sriananthakumar and King (2006) , Andrews, Moreira, and Stock (2007) , Andrews and Guggenberger (2007a , 2007b , 2007c , Guggenberger (2008) , and Müller and Watson (2008) , among others. 6 For the specific problem here, this approach would amount to computing the Monte Carlo estimate of the null rejection probabilitŷ
for all θ = (0, δ, ρ) ∈ Θ grid , where W i are N (pseudo) random draws of a standard Wiener process 7 (which may or may not be the same across different θ), and to conclude that ϕ * is of level 5% if sup θ∈Θ gridp (θ) < 0.05.
Clearly, though, this approach is not fully satisfying. Without some knowledge about the smoothness ofp(θ), even a fine grid search of this form does not provide any upper bound on sup θ∈Θ 0p (θ), simply because the rejection probabilityp(θ) could be very different between the grid points. What is more, Θ 0 is typically unbounded, so that it is impossible from the start to finely cover Θ 0 . We now describe an approach that, while still based on Monte Carlo estimation, 8 can handle both these difficulties by bounding the functionp(θ) on the whole set Θ 0 .
The key idea is the following change of perspective: Rather than to only regard the averagep(θ)
in (24) as a function of θ, consider instead ϕ * (G i ) as a function of θ = (0, δ, ρ) ∈ Θ 0 , conditional on W i . The actual data G i is a function of the (pseudo) randomness W i and the nuisance parameter θ, so that for each realization of W i , the test statistic ϕ * (G i ) may be regarded as a function of θ,
of course, known, and one can analytically study its properties. So suppose initially that it was possible to exactly determine and store the "critical regions"
that is the range of values for θ for which the test ϕ * (G i ) rejects. 9 For instance, if the nuisance parameter space was one dimensional, C i would typically be a finite union of intervals, and it would suffice to determine their endpoints (possibly including ±∞). Clearly, the overall Monte Carlo estimate of the null rejection probability functionp : Θ 0 7 → [0, 1] is simply the average of these critical regionsp
and size control amounts to sup θ∈Θ 0p (θ) ≤ 0.05. Now for our problem, the nuisance parameter space is two dimensional, and the form of ϕ * does not make it possible to usefully describe the sets C i by a small set of numbers. So consider instead sup θ∈Θ0p (θ)-cf. his equation (4.22). He suggests obtaining the supremum by simulated annealing techniques, which may also fail to yield the global maximum. 7 As noted above, suffices to generate {W (l/100)} 100 l=1 , which is actually feasible. 8 In principle, one could rely on the insight of Dufour (2006) to obtain an overall randomized test of exact level 5% by rejecting if and only if the maximized (over Θ 0 ) p-value, computed from a new set of Monte Carlo simulations, is below 5%. 9 This terminology is meant to be suggestive only; the actual critical region, of course, is the subset of the sample space D [0, 1] for which ϕ * rejects.
a finite partition Q = {Q 1 , Q 2 , · · · , Q K } of Θ 0 , such as the rectangles of a grid, and suppose study of S i allows one to conclude that the sets {Q j : j ∈ J i } ⊂ Q with J i ⊂ {1, 2, · · · , K} cover C i , i.e. (θ) ≤p = sup
and one can conclude that ϕ * is a 5% level test ifp ≤ 0.05. Note that this bound remains valid (although it becomes more conservative) when the sets J i are larger than necessary, that is if j ∈ J i
This approach benefits from a finer partition Q of Θ 0 with K large in two ways. On the one hand, a fine Q allows for a relatively accurate description of the actual critical region C i , thus making the bound (25) less conservative. On the other hand, it will typically become easier to decide whether or not C i ∩ Q j = ∅, for each j = 1, · · · , K. But the computational cost of making K large is also substantial, as the brute force implementation requires a total of NK such evaluations. For our problem, it turns out that such a brute force implementation is not practical on today's PCs, as K needs to chosen of the order of magnitude of 10 7 for the bound (25) to become sufficiently sharp. further. Otherwise, partition Q c j again into 4 subsets that can be covered exactly by a subset of Q, and iterate until either the determination could be made, or the partition is as fine as Q. The advantage of this algorithm is that it "zooms in" only when necessary. In our implementation, it cuts the number of required evaluations from 10 7 to around 10 4 to 10 6 , depending on the draw of
We again relegate the details of the algorithm and the arguments employed for deciding whether or not C i ∩ Q j = ∅ to the appendix, where we also discuss the treatment of unbounded subsets
The boundp in (25), of course, is still subject to Monte Carlo error, and one might wonder about the effect of the supremum over Θ 0 . Let P * be the distribution of the N Monte Carlo draws
Proof. Write E * for the expectation with respect to P * . Then, applying Jensen's inequality,
Lemma 2 shows that the P * distribution of sup θ∈Θ 0p (θ) (weakly) stochastically dominates that ofp(θ) for any fixed θ ∈ Θ 0 . Thus, the P * probability of observingp ≤ 0.05 is at most as large as the probability of observingp(θ) ≤ 0.05, even if θ ∈ Θ 0 is chosen to maximize the actual null 
Power Bound
We now turn to numerical issues that arise in the computation of the power bound via Lemma 1. 
Without the approximation of integrals by sums as in (21), the Neyman-Pearson test rejects for large values of a statistic of the form
are determined by the algorithm described in Section 3.1 above. The right hand side in (26) arises from analytically integrating over the conditionally Gaussian distribution of (β, δ)
in F of Condition 1 in the numerator, and over a mixture of conditionally Gaussian distributions for δ in the denominator (conditional on ρ). As mentioned above, proper application of Lemma 1 requires the determination of the power of a 5% level test of
The usual approach would be to run a Monte Carlo experiment to estimate the critical value and power, using step function approximations to G and Riemann sums instead of integrals in (26). With enough steps (and Monte Carlo draws), this approach delivers any degree of accuracy.
However, the test statistic (26) is poorly behaved for this approach: For large breaks (large |δ|), the exponents in (26) take on large values for some r (of the order of magnitude of for all |x| < M η implies
Write any of the integrals in (26) 
where now d(r), A(r) and B(r) are also functions of θ = (β, δ, ρ). Provided W (r) > 0 for c j−1 ≤ r ≤ c j , using (27), we have
where Similar inequalities hold when W (r) < 0, when W (r) changes sign on c j−1 ≤ r ≤ c j , and also for the numerator of (26). A lower bound on LR is then given by replacing integrals in the denominator of (26) with sums over the upper bound in (28) and to replace the integrals in the numerator with sums over corresponding lower bounds, and vice versa for an upper bound on LR.
A Monte Carlo draw from these bounds for LR requires generation of the 4n random vari-
is jointly Gaussian, this is non-trivial, as even the marginal distributions of W 2 j , S 1,j and S 2,j are nonstandard. Fortunately, as detailed in the appendix, it is possible to rely on existing analytical results on the distribution of related statistic of a Wiener process to generate draws {W 
Test Statistic and Properties
Definition of Test Statistic
We define the statistic for a general method of moments framework with the k + 1 dimensional parameter Γ = (γ,γ 0 ) 0 , with γ ∈ R andγ ∈ R k . The data in a sample of size T is given by X T = (x 1 , · · · , x T ), 10 and the population moment condition is E[g(X t , Γ 0 )] = 0 when the true parameter at date t is given by Γ = Γ 0 for some known, R m valued function g(·, ·).
for notational simplicity. The parameter Γ changes its value from Γ pre = (γ pre ,γ 
Denote byΓ pre (t) andΓ post (t) standard GMM estimators of Γ using data {X s } t s=1 and {X s } T s=t+1 , and denote byΩ pre (t) andΩ post (t) the estimators of the covariance matrix ofΓ pre (t) andΓ post (t), respectively. These covariance matrix estimators, as well as the weighting matrix for efficient GMM estimation in the overidentified case, are based on data {X s } t s=1 and {X s } T s=t+1 for the pre and post break estimators. If necessary, the estimatorsΩ pre (t) andΩ post (t) account for serial correlation by employing a correction as in Newey and West (1987) or Andrews (1991) , for instance, so that in an overall stable model with parameter Γ 0 , approximately,Ω pre (t)
Our test statistic of (29) only requires evaluation of {Γ pre (t),Γ post (t),Ω pre (t),Ω post (t)} at the 71 numbers t = blT/100c for l = 15, 16, · · · , 85. Letγ pre (l) andγ post (l) be the first element ofΓ pre (blT/100c) andΓ post (blT /100c), and denote byω 2 pre (l) andω 2 post (l) the 1,1 element of Ω pre (blT/100c) andΩ post (blT /100c), respectively. Define 
where v(l, σ 2 ) = 1 + σ 2 l/100, σ 2 pre = 378, σ 2 β = 22, and a j , b j , p j , μ j and σ 2 δ,j are defined in Table 2 . The testφ * of (29) 
11
The intuition for these computations is roughly as follows. The statistic [ supF is the largest F-statistic of the null hypothesis that the value of γ in the first (l − 1)% is equal to the value of γ in the last (100 − l)%, maximized over 16 ≤ l ≤ 85. By leaving out the middle 1% of observations, it is ensured that for any true break fraction within the middle 70% of the sample, one of these F-statistics (often, the largest) only involves estimators (γ pre (l),ω 2 pre (l)) and (γ post (l),ω 2 post (l)) from stable periods. When [ supF > 90, that is, when there is strong evidence for the occurrence of a break, the testφ * rejects if the usual t-statistict post is larger than 2.01 (rather than the usual 1.96) in absolute value, wheret post usesl to determine the appropriate post-break data.
In (approximately) linear and stationary models,γ pre (l) is centred at the average parameter value of the first l% of the sample, blT /100c sample. If the true break τ is in the l 0 th percent of the sample, then∆ pre (l) should be approximately equal toγ pre (l 0 ) for all l < l 0 , and similarly for∆ post (l). The break fraction estimatorl is determined by minimizing a corresponding least squares criterion, again dropping the middle one percent. By adding one tol, it is ensured that with high probability,l + 1 is at least as large as the true break fraction in percentage points, so thatt post is based on estimates from a stable post-break period.
The advantage of the least squares criterion (30) based on (∆ pre (l),∆ post (l)) over, say, an analogue to the F-statistics that underlie [ supF, is thatl in (30) has appealing properties under relatively weak conditions also when the break magnitude is not small-cf. Proposition 4 below.
In absence of strong evidence for a break, that is [ supF ≤ 90, the testφ * switches to deciding the null hypothesis based on a likelihood ratio statistic. The numerator of this statistic is the result of the weighting over alternative values for γ post , break dates and break magnitudes of Condition 1. The denominator is the result of a weighting over break dates and break magnitudes that make detection of this alternative as difficult as possible, the numerically determined approximate least favorable distribution discussed in Section 3, ensuring size control ofφ * even when information about the true break date is scarce. In this likelihood ratio statistic, the scale ofγ pre (l) andγ post (l)
is normalized byω. If the break data τ satisfies (l − 1)/100 ≤ τ/T ≤l/100, then the estimatorω 2 is based on variance estimators of stable models, which improves the small sample properties of c LR.
Asymptotic Properties
The following proposition establishes formally that under suitable conditions, the suggested testφ * is consistent for non-local alternatives for both local and non-local break magnitudes; it has local power close to that of the infeasible test that uses only actual post break data when the break magnitude is large; it has local asymptotic power equal to the power of ϕ * under a local break and local alternative; and it controls size uniformly. In particular, this implies that the weighted average power in Proposition 1, π * ' 49.0%, and the power in Figure 2 of Section 2.1.3 above is also the (weighted average) asymptotic local power ofφ * under local breaks.
⇒ {ω
, ω
(31) 0.15, 0.85] , and, for some ω pre > 0,
for any M ∈ R, where dxe
and for all for all sequences
this subsequence, (32) holds except for
where l 0 = 100ρ and ν pre (l 0 ), ν post (l 0 ) ∈ R ∪ {−∞, +∞} are nonrandom constants, of which at most one is nonzero. Then lim sup
Part (i) of Proposition 4 considers the case where the pre and post break value of γ only differ of the order T −1/2 . In that neighborhood, the GMM estimators do not contain enough information to pin down the true break fraction exactly, even asymptotically. This asymptotic embedding mirrors the small sample problem with substantial uncertainty about the true break date. The proposition establishes that for local alternatives, where correspondingly, the true value γ post differs by the order T −1/2 from the hypothesized value γ post,0 , the asymptotic properties ofφ * are just like those of ϕ * in the limiting problem discussed in Section 2.1. So in particular, by Proposition 1, the testφ * has asymptotic level α * ' 5%, and it has asymptotic weighted average power under Condition 1 of π * ' 49%. Furthermore,φ * is consistent in this scenario against any alternative where γ post is outside the T −1/2 neighborhood of the hypothesized value.
These results rely on the high level condition (31). The sequence of statistics {γ pre (l),γ post (l),ω pre (l),ω(l)} are a special case of partial sample GMM estimators analyzed by Andrews (1993) . In particular, his primitive Assumption 1 with an appropriate modification to account for the local break in the parameter value imply (31)-see the appendix for details. Alternatively, the approach of Li and Müller (2007) could be amended to yield (31) under a different set of assumptions. Also, for the special case of maximum likelihood estimation, Condition 2 in the appendix can be shown to imply (31) for both the average Hessian and outer product of scores covariance estimatorsΩ pre andΩ post . The conclusions of part (i) thus hold for a wide range of models.
12 Part (ii) of Proposition 4 establishes the asymptotic properties ofφ * when the break is (very) large relative to the sample information about γ. The test again controls size and is consistent against any non-local alternative. Under local alternatives β T = β 6 = 0, it asymptotically corresponds to a two-sided t-test about the mean of a unit variance Gaussian variate with non-centrality parameter β p 0.98 − b100ρc/100 and critical value 2.01, at least as long ρ 6 = R grid . 13 In comparison, the two-sided 5% level t-test based on post break data (assuming the break date was known)
, and thus has non-centrality parameter β √ 1 − ρ. The results in part (ii) of Proposition 4 require two sets of assumptions. On the one hand, the statistics {γ pre (l),ω 2 pre (l)} and {γ post (l),ω 2 post (l)} have to behave in the usual way over the stable pre and post break periods, respectively, and be asymptotically independent. Note that the limiting variance may change at the parameter break date; this accommodates, say, changes in the variance of the AR(1) coefficient estimator that are induced by a non-local break in the AR(1) coefficient.
One can again invoke the primitive conditions of Andrews (1993) to justify these convergences. On the other hand, the estimatorsγ pre (l) andγ post (l) must diverge from the T −1/2 neighborhood of the pre and post parameter values γ pre and γ post for two values of l that involve a positive fraction of post and pre break data, respectively. 14 For a non-local but shrinking break magnitude |γ pre − γ post | → 0 and T 1/2 (γ pre − γ post ) → ±∞,γ pre (l) typically estimates the average parameter value in the first l% of the sample, that isγ
and similarly forγ post (l), which is clearly sufficient for the purposes of Proposition 4 (ii). The convergence (34) can be shown to hold, for instance, under the high-level Condition 1 of Li and Müller (2007) by proceeding as in their Theorem 1. For a fixed break magnitude γ post − γ pre , the distortionary effects of the break becomes even stronger, of course, and barring pathological cancellations, one would expect the condition in Proposition 4 (ii) to be satisfied. We refrain from a detailed discussion of sufficient primitive conditions for the sake of brevity.
for local breaks. However, by picking the 71 grid points in the definition ofφ * not relative to the sample proportion, but relative to a suitably chosen cumulative information (that typically would be need to be estimated with sufficient precision), one could induce the convergence (31) even for models with 'global' variance heterogeneity. 13 This qualification is necessary because if ρ ∈ R grid ,l potentially takes on the two values b100ρc+1 and b100ρc+2
with positive probability, even asymptotically, despite the diverging break magnitude T 1/2 (γ pre − γ post ). 14 Note, however, that nothing is assumed about the behavior of the variance estimators {ω pre (l),ω post (l)} that involve subsets of unstable periods.
Finally, part (iii) of Proposition 4 shows that the testφ * controls size uniformly in large samples-for T large enough, no choice of θ ∈ Θ 0 leads to a rejection probability substantially above 5%. This result is established under the assumption that for local breaks δ T = O(1), the convergences in part (i) hold for all converging sequences (ρ T , δ T ) → (ρ, δ). We show in the appendix that the primitive assumptions of Andrews (1993) are again sufficient. For non-local breaks, care must be taken for the case ρ T → ρ ∈ R grid . If ρ T → ρ = l 0 /100 ∈ R grid with ρ T < ρ, thenγ pre (l 0 ) is an estimator from an unstable model, with a shrinking fraction of the data stemming from the post break model. Depending on the rate at which δ T → ±∞, this contamination shifts the center of the asymptotic distribution ofγ pre (l 0 ) by ν pre (l 0 )-typically, given the arguments above (34), one
and it is sufficient for the last assumption in Proposition 4 (iii) to assume that when 
Small Sample Properties
We now turn to the small sample properties of the testφ * suggested here, and compare it to the infeasible testφ ρ that corresponds to standard inference using actual post break data only. We , where
and the zero mean disturbance u t is either i.i.d. standard normal, or follows a stationary Gaussian AR(1) with coefficient 0.4, or follows a (positively autocorrelated) stationary MA(1) with coefficient 0.4. In all cases, we estimate the variance of the sample means by the quadratic spectral long run variance estimator with automatic bandwidth selection based on an AR(1) model, as suggested in Andrews (1991) . Table 3 shows size and power ofφ * in this scenario, along with the properties of ϕ ρ (the usual t-test using only actual post break data), and ofφ 0.85 (the usual t-test using only the last 15% of the data). With autocorrelated disturbances u t , there are some size distortions for 15 Inspection of the proof of Proposition 4 shows that these assumptions are only needed to ensure that
, as this independence is enough to establish that the mixture of the twot post statistics withl = l 0 + 1 andl = l 0 + 2 controls size. The condition could dispensed with entirely by increasing the critical value oft post to 2.07, since P (|Z 1 | < 2.07 and |Z 2 | < 2.07) > 0.95 for all bivariate normal Z 1 , Z 2 with Z 1 ∼ Z 2 ∼ N (0, 1) and correlation of at least p 15/16, so that no mixture of the twot post -statistics can induce overrejections. by Andrews (1991) . Based on 25,000 replications. ϕ * , although they are smaller than those of the infeasible benchmark statisticφ ρ . In comparison, unreported simulations show that (non-size corrected) inference based on the least squares break date estimator is subject to large size distortions; in the MA(1) case, for instance, the null rejection probability ranges from 8.1% to 22.5% for the values of ρ and δ considered in Table 3 . The (not size corrected) power results of Table 3 at least qualitatively correspond closely to the asymptotic results in Figure 4 .
In the MA(1) design, we generate data from the model
with ε t ∼i.i.d.N (0, σ 2 ) and T = 480 (think of 40 years of monthly data). We test the hypothesis are mostly larger forφ * compared toφ ρ , but remain modest for most considered parameter values.
We experimented with smaller sample sizes and found worse size control, sometimes substantially so. Good properties ofφ * rely on reasonable accuracy of the usual large sample approximations over all partial sample estimators. But with small sample sizes T , the estimators over, say, the first and last 15% are based on very few observations, which leads to well known problems with the MA(1) maximum likelihood estimator.
Conclusion
Models with discrete breaks in the parameters at an unknown or uncertain date have become popular in empirical work in recent years. This paper shows that inference about pre and post break parameters using the estimated break date as the true break date leads to substantially oversized tests and confidence intervals as long as the break magnitude is not very large relative to the sampling uncertainty about the parameters. For the important special case of a single break at an unknown date and a single parameter of interest, we derive an alternative test with uniform asymptotic size control that demonstrably comes close to maximizing a weighted average power criterion.
While the test is entirely straightforward to apply and not very burdensome computationally, the test statistic is certainly not particularly elegant. Most previous advances in problems involving nuisance parameters under the null hypothesis, such as Jansson and Moreira (2006) or Andrews, Moreira, and Stock (2006) , exploit the specific form of the statistical model. No such method appears to apply here. The strength of our approach is precisely its generic nature. The suggested algorithm is computationally intensive and heavily involves numerical approximations. But its output is a test that demonstrably comes close to maximizing weighted average power, and given our algorithm to check its size, it is as valid a test as any whose critical value is determined by Monte Carlo simulation.
In many ways, the problem of pre and post break parameter inference has a number of featuressuch as the very peaked likelihood for large breaks, the two dimensions in the nuisance parameter space and the dependence on an infinite dimensional disturbance-that arguably make the engineering challenges particularly severe. We would therefore expect that many aspects of the approach here could be successfully applied in other testing problems with nuisance parameters under the null hypothesis that cannot be estimated consistently. For instance, in the context of inference in models with parameters undergoing a single break, one might consider inference about the magnitude of the change (leading to the break date as the single nuisance parameter after invoking invariance to eliminate the average value of the parameter), or optimal inference about the break date (leaving the break magnitude as the only relevant nuisance parameter after invoking the same invariance).
Also, inference about the post break parameter value has a very similar structure to inference about model parameters above and below the threshold in models with unknown threshold, which have applications in both time series and cross section settings (see, for instance, Hansen (2000a) ). The one clearly binding constraint in the applicability of the approach suggested here is the dimension of the nuisance parameter space, as it is unclear how one could numerically check whether a given test controls size for all values of a high dimensional nuisance parameter.
Appendix
Definition of ϕ * :
and v(l, σ 2 ) = 1 + σ 2 l/100, σ 2 pre = 378, σ 2 β = 22, and p j , a j , b j , σ 2 δ,j and μ j are defined in Table 2 .
Proof of Proposition 2:
By Girsanov's Theorem, the log of the Radon-Nikodym (RN) derivative of the distribution of (G,G 0 ) 0 with respect to the distribution of (W, (A 21 W + A 22Wk ) 0 ) 0 is the r.h.s. of (18). , there exists a test ϕ X : R 7 → [0, 1] that has the same distribution for all b ∈ R (this follows, for instance, from Theorem 3.1 of van der Vaart (1998)). It is well known that the best 5% level unbiased test in the Gaussian shift experiment is ϕ *
Since ϕ ρ 0 (G) does not depend on δ 0 ,β 0 ,δ 0 , and ρ 0 , δ 0 ,β 0 ,δ 0 were arbitrary, this proves the claim.
(ii) The boundπ in Proposition 1 is constructed via Lemma 1, i.e.,π is the power of the NeymanPearson test ϕ Λ * of H Λ * against H F , treating G as the observation, with Λ * the approximately least favorable distribution Λ * determined as described in Section 3.1. Now letΛ * be the probability distribution for (θ,β,δ) with the same marginal distribution of θ as Λ * , and (β,δ) = (βA 21 , δA 21 ) conditional on θ. The Neyman-Pearson test of HΛ * against HF , based on the observation (G,G 0 ) 0 , is then seen to be identical to ϕ Λ * . The result thus follows from Lemma 1.
Note that the distribution of (Ψ, G(1)) does not depend onβ, and that G(1) is independent of Ψ. The log of the RN derivative of (Ψ, G (1)) with respect to the distribution of (B k+1 , Z), where B k+1 is a k +1 Brownian Bridge with covariance matrix Σ and Z ∼ N (0, 1) independent of B k+1 , is equal to
where e 1 is the first column of I k+1 . By the same arguments as employed in part (i), this experiment is seen to be equivalent to the observation of (Ψ, G (1)),
A calculation yields that the RN derivative of the distribution of (Ψ, G(1)) under θ ∼ F with respect to the distribution of (B 1 , W (1)) (where
The power boundsπ inv were computed via Lemma 1 using these densities as described in Section 3.4.
The inequalityπ inv (R 2 ) ≤π inv (R 2 ) for R 2 ≤R 2 holds because one can always reduce the information of the experiment withR 2 to that with R 2 by adding a data independent Brownian Bridge of appropriate variance toΨ.
Condition 2 In the stable model with parameter Γ 0
is twice differentiable a.s. with respect to Γ for t = 1, · · · , T ,
(ii) for all s ∈ [0.15, 0.85] and > 0 there exists K(s, ) > 0 such that
square-integrable martingale difference array with
→ 0 and there exists ν > 0 such that
Part (ii) of Condition 2 is an identification condition that ensures consistency of the pre and post potential break maximum likelihood estimator-cf., for instance, Condition 6 on page 436 of Schervish (1995) . Parts (ii)-(v) are a special case of Condition 2 in Li and Müller (2007) and Condition 1 in Müller and Petalas (2007) , who provide further discussion and references.
Proof of Proposition 3:
We first show convergence of the experiment involving observation X T as T → ∞ to that of observing (G,G 0 ) 0 in the sense of Definition 9.1 of van der Vaart (1998).
By Lemma 1 of Li and Müller (2007) , any unstable model with parameter evolution (16) is contiguous to the stable model. Furthermore, by the same reasoning as employed in the proof of Lemma 1 of Li and Müller (2007) , under the stable model, Since LR is the RN derivative of the distribution of (G,G 0 ) 0 with respect to the distribution of (W,J 0 ) 0 , a general version of LeCam's Third Lemma (see, for instance, Lemma 27 of Pollard (2001)) thus implies thatŴ T ⇒ (G,G 0 ) 0 in the unstable model (16). The convergence of the experiments now follows from the same arguments as employed in the proof of Theorem 9.4 of van der Vaart (1998). Now for part (i), fix arbitrary θ 1 ∈ Θ 1 ,β 1 ,δ 1 ∈ R k . Let T 0 be a subsequence of T such that
. By (19), there exists a further subsequence
Since ϕ T is asymptotically unbiased and of asymptotic level 5%, this implies ϕ to be a 5% level unbiased test. By Proposition 2 part (i), the most powerful unbiased test is ϕ ρ , so that lim sup
Parts (ii) and (iii) follow analogously.
Details on Determination of Approximate Least Favorable Distribution:
The distributions Ψ on Θ 0 mentioned in the main text are of the form "ρ is uniform on [max(0.15, a/100 − 
and the density of G(·) with (β, δ, ρ) ∼ F as in Condition 1 is given by 1 0.70
As discussed in the main text, we approximate integrals with sums over the 100 point grid r ∈ P 85 l=15 h(l/100, G), and for the distribution Ψ ς , we approximate the resulting density by f (ς; G) =
the following, write H ς for H Ψς to ease notation. We approximate π 0 with the Monte Carlo estimator
where G * i are (pseudo) random draws from G under Ψ ς . Because h and f only depend on {G(l/100)} 100 l=1 , one can generate G * i by suitably transforming Gaussian Random Walks with 100 steps. In contrast to the standard Monte Carlo estimator based on averaging ϕ(ς, p, cv) directly, the numerically close analogue (35) is a differentiable function of (p, cv), which facilitates the computations below.
The algorithm calls three subroutines SR1, SR2 and SR3.
SR1
The routine takes a set ς = (ς 1 , · · · , ς N ) and levels α = (α 1 , · · · , α N ) as given, and returns an estimate of the least favorable distribution Λ * ς and corresponding critical value cv that describes the Neyman-Pearson test of the composite null hypothesis H ς : "G has density Ψ ς for some ς ∈ ς" against H F , which is of level α j under H ς j , j = 1, · · · , N. The distribution Λ * ς is a mixture of the Ψ ς 's, ς ∈ ς. By the same argument as in Theorem 3.8.1 of Lehmann and Romano (2005) , the least favorable mixing weights p * = (p * 1 , · · · , p * N ) have the two properties (i) π 0 (ς, p * , cv; ς j ) ≤ α j for j = 1, · · · , N; and (ii) π 0 (ς, p * , cv; ς j ) < α j only if p j = 0 for j = 1, · · · , N. This motivates the joint determination of p and cv as numerical solutions tô
Specifically, we determine appropriate p and cv by minimizing the objective function
where a 0 = 100 and a 1 = 2000. As a function of p and cv, (37) is continuous and with known first derivative, so that a standard quasi-Newton optimizer can be employed. Also, the 20000N 2 numbers f (ς j ; G * i )/h(G * i ) for G * i drawn under ς l for j, l = 1, · · · , N, and i = 1, · · · , 20000 can be computed and stored once to speed up the the evaluation ofπ 0 (ς, p, cv; ς j ) and its partial derivatives.
SR2
The routine takes (ς, p) as inputs and returns (ς 0 , p 0 ) of length N 0 ≤ N by eliminating values (ς j , p j ) with p j approximately equal to zero. The first three elements of (ς, p) are 'locked' and are never eliminated.
SR3
The routine takes a test ϕ described by the triple (ς, p, cv), a set grid of values ς g = (ς g,1 · · · , ς g,Ng )
and a nominal level α n ∈ [0, 1] as given, and determines whether ϕ(ς, p, cv) is of level α n under all null hypotheses H ς 0 , ς 0 ∈ ς 0 . Specifically, it evaluatesπ 0 (ς, p, cv; ς 0 ) for all ς 0 ∈ ς 0 in a random order untilπ 0 (ς, p, cv; ς 0 ) > α n , in which case ς 0 is returned. Otherwise, the routine returns a flag indicating that the test is of level α n .
The three 'locked' values of ς serve to induce a rejection probability sufficiently below the nominal level, so that in combination with the switching to the t-test described in the main text, the resulting test controls size overall.
The algorithm iterates between the subroutines as follows:
1. Initialize ς = ((15, 24, 28, 200) , (75, 85, 28, 200) , (15, 85, 20, 4) , (85, 85, 3, 4) , (15, 85, 0, 300)} and α locked = (0.033, 0.028, 0.034). Call SR1 with α = (α locked , 0.0445) and SR2 to obtain (ς, p, cv). , 20, 25, 30, 35, 40, 45, 50, 55, 60, 65, 70, 75, 80, 83, 85 0, 1, · · · , 22 10 4.60%
2. For i = 1 to 7:
(a) Call SR3 with (ς, p, cv), α n = α n,i and ς g = ς g,i .
(b) If SR3 returns ς, extend ς by ς and call SR1 with α = (α locked , α n , α n , · · · , α n ), and SR2 to obtain new (ς, p, cv). Go to step a.
The 7 grids ς g,i and α n,i are described in Table 5 . The grid contains all possible combinations of ς = (a, b, μ δ , σ 2 δ ) with a and b consecutive values in column 2, and μ δ as in column 3. The randomization in SR3 prevents cycles that arise through the thinning operation in SR2.
Details on Size Control Computations:
The test ϕ * as defined above only depends on {G(l/100)} 100 l=1 , and conditional on the Monte Carlo draw of the random walk {W i (l)} 100 l=1 , G i (l/100) = W i (l/100)+δ min(ρ, l/100) is a function of δ and ρ. Write S i (δ, ρ) for the induced function ϕ * (G i ). The approach outlined in Section 3.3 requires that for any given values 0 ≤ δ 1 < δ 2 and 0.15 ≤ ρ 1 < ρ 2 ≤ 0.85, an algorithm must (attempt to) determine min δ 1 ≤δ<δ 2 ,ρ 1 ≤ρ<ρ 2 S i (δ, ρ) and max δ 1 ≤δ<δ 2 ,ρ 1 ≤ρ<ρ 2 S i (δ, ρ) (it suffices to consider non-negative δ, because ϕ * (G) = ϕ * (−G)). For this determination, we now consider how supF 0 ,l 0 ,t 0 and LR 0 in the definition of ϕ * at the beginning of the appendix behave as functions of (δ, ρ) on the rectangles δ 1 ≤ δ < δ 2 , ρ 1 ≤ ρ < ρ 2 where ρ 1 and ρ 2 are such that l 0 − 1 ≤ 100ρ 1 and 100ρ 2 < l 0 for some l 0 ∈ {16, · · · , 85}, conditional on W i .
For supF 0 , note that ((100 − l)G( Forl 0 , note that with ξ = ρδ, S 0 (l) is of the form S 0 (l) = S 0 (l, δ, ξ) = P 2 j=1 (a S j (l, W i )+b S i,j (l)δ+c S i,j (l)ξ) 2 for i ∈ {pre, mid, post} in self-explanatory notation. In particular, b S pre,1 (l) = l, b S post,1 (l) = b S mid,1 (l) = 0, b S pre,2 (l) = 0, b S mid,2 (l) = (l − 1)l/100, b S post,2 (l) = 0, c S pre,1 (l) = −l, c S post,1 (l) = c S mid,1 (l) = 100 − l, c S pre,2 (l) = 0, c S mid,2 (l) = −(l − 1), and c S post,2 (l) = 1. Letρ = 1 2 (ρ 1 + ρ 2 ),δ = 1 2 (δ 1 + δ 2 ), andξ =ρδ, and define b l = arg max 16≤l≤85 S 0 (l,δ,ξ). With S ∆ (l, δ, ξ) = S 0 (l, δ, ξ) − S 0 ( b l, δ, ξ) and T = [δ 1 , δ 2 ) × [ξ 1 , ξ 2 ), ξ 1 = δ 1 ρ 1 , ξ 2 = δ 2 ρ 2 , the set of possible values forl 0 is a (possibly proper) subset ofL 0 = {16 ≤ l ≤ 85 : sup (δ,ξ)∈T S ∆ (l, δ, ξ) ≥ 0}, because the range of S ∆ (l, δ, ξ) on T is at least as large as the range of S ∆ (l, δ, ρδ) on [δ 1 , δ 2 ) × [ρ 1 , ρ 2 ), for each l. Since S ∆ (l, δ, ξ), viewed as a function of δ and ξ, is a quadratic polynomial, the minimum and maximum occur either in a corner (δ, ξ) ∈ C = {(δ 1 , ξ 1 ), (δ 1 , ξ 2 ), (δ 1 , ξ 2 ), (δ 2 , ξ 2 )}, or, possibly, at a local maximum along one of the four sides, or, possibly, at an interior extremum. The five potential interior local extrema are easily computed by solving the appropriate linear first order conditions. GivenL 0 , it is straightforward to construct upper and lower bounds ont 0 .
Finally, for LR 0 , note that the exponents in the numerator is a positive definite quadratic polynomial in δ and ξ = ρδ. Expanding cosh(x) = 1 2 exp(x) + 1 2 exp(−x), also the denominator can be written as a sum of exponentials where each exponent is a positive definite quadratic polynomial in (δ, ξ). Since positive definite quadratic polynomials are convex, and the sum of log-convex functions is log convex, both the numerator and denominator are log-convex functions of (δ, ξ), say, N LR (δ, ξ) and D LR (δ, ξ). Letv D be the 2 × 1 vector of partial derivatives of ln D LR (δ, ξ) at (δ, ξ) = (δ,ξ). Since ln D LR (δ, ξ) − (δ −δ, ξ −ξ)v D is convex with zero derivative at (δ, ξ) = (δ,ξ), it takes on its minimum at (δ,ξ), and since ln N LR (δ, ξ) − (δ −δ, ξ −ξ)v D is convex, it takes on its maximum in one of the corners. Thus, and, reversing the role of the numerator and denominator, we can construct an analogous lower bound.
These arguments were applied in the context of the divide and conquer algorithm on (ρ, δ) ∈ [0.15, 0.85] × [0, 110], with rectangles of width 1/7000 × 1/100. For δ ∈ (110, ∞), consider a rectangle [ρ 1 , ρ 2 ]×(110, ∞) with l 0 −1 ≤ 100ρ 1 and 100ρ 2 < l 0 for some l 0 ∈ {16, · · · , 85}, and width ρ 2 −ρ 1 = 1/7000.
Ifl 0 ∈ {l 0 − 1, l 0 } occurred with certainty, thent 0 is based on a stable model, and the same arguments as employed in the proof of Proposition 4 (ii) below show that the rejection probability is slightly smaller than 5% for all l 0 . It thus suffices to employ the (appropriately modified) algorithm for the determination ofL 0 above to check thatl 0 / ∈ {l 0 − 1, l 0 } rarely enough.
Details on Power Bound Computations:
A Tanaka (1996) ; (iii) Darling (1983) 
