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Tato práce se zabývá vytvo°ením vhodného systému pro m¥°ení a výpo£et polohy karo-
serie v prostoru. V práci je popsán výb¥r vhodného softwaru a hardwaru a tvorba vý-
po£tového algoritmu, pro kalibraci a výpo£et polohy jednotlivých karoserií. Pro úsp¥²né
vypracování bylo nutné sestrojit simula£ní 3D model, na kterém byl celý algoritmus tes-
tován a následn¥ aplikován na tmelících linkách.
Abstract
This work is dealing with creation of suitable system for positioning of car body in the
3D space. In this work is described process of choosing of suitable software and hardware
and creation process of mathematical algorithm for calibration and positioning of each
car body. For successful completing was necessary to design simulation 3D model, on
which were all algorithms tested and then applied on sealing lines.
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Cílem této práce je vytvo°it vhodný návrh kamerového systému pro detekci polohy ka-
roserie automobilu. Tato karoserie je umíst¥na na dopravníku a je nutné vypo£ítat její
p°esnou polohu, z d·vod· následovného tmelení pomocí 6ti osých angulárních robot·.
Koncept systému je zobrazen na obrázku 1 (jedná se pouze o p°ibliºné zobrazení celého
systému).
Obrázek 1: Zobrazení celého systému
Z kamerového systému lze získat informace o poloze karoserie, po aplikaci vhodného
matematického algoritmu. Algoritmus tedy p°evádí 2D sou°adnice z kamery na 3D polohu
karoserie automobilu, toto by nebylo moºné pomocí jedné kamery, proto jsou v systému
kamery 4. Tento po£et kamer vychází £áste£n¥ ze zadání zákazníka a £áste£n¥ z vlastností
systému. P°evedením t¥chto 2D sou°adnic do 3D lze deﬁnovat p°esnou polohu m¥°ené
karoserie a tyto informace vyuºívají roboti pro nanesení tmelu na poºadované místa.
V následujících bodech je zpracován celý koncept systému, v£etn¥ výb¥ru hardwaru
a softwaru a uveden postup tvorby vhodného algoritmu pro výpo£et kalibrace a samotné
polohy karoserie automobilu.
Na za£átku této práce je nejprve rozebrán obecný popis kamerových systému, které
jsou vhodné pro tento systém. Na základ¥ znalostí o kamerových systémech je zvolen
vhodný hardware. V prost°ední pasáºi je rozebrána koncepce celého výpo£tového algo-
ritmu v£etn¥ návrhu vhodné kalibrace. V záv¥re£ných £ástí této práce je návrh samotného





2 Deﬁnování kamerového systému
Deﬁnování kamerového systému a jeho £ástí je základním prvkem jeho plné funk£nosti.
Kaºdý parametr má vliv na celý systém a tudíº je d·leºité znát jeho podstatu a vliv na
kvalitu. Hlavními prvky kamerových systém· jsou kamera, optika a osv¥tlení.
2.1 Kamera a její vlastnosti
Kamera má n¥kolik d·leºitých £ástí, které je nutné deﬁnovat: typ kamerového £ipu a jeho
vlastnosti, kamerové rozhraní a výpo£etní £ást kamerového systému.
2.1.1 Kamera
Kamera je za°ízení, které slouºí jako nástroj pro zachycení aktuální scény do uloºitelné
datové podoby. Kamera snímá jednotlivé sv¥telné paprsky jako 2dimenzionální matici sv¥-
telné energie. Toto sv¥tlo je zachyceno na kamerový £ip (digitální kamera) nebo na ﬁlm
(analogová kamera). Analogová kamera nem¥la v pr·myslu velké vyuºití a to z d·sledku
nedostate£né moºnosti zpracování obrazu a jeho úpravy. Zachycení sv¥telných paprsk·
umoº¬uje sv¥tlo citlivý senzor. Tento senzor je rozd¥len na jednotlivé £ásti zvané pixely,
které zachycují sv¥telnou energii a p°etvá°ejí ji na energii elektrickou. Mnoºství sv¥tla,
které je p°ivedeno na kamerový £ip, upravuje mechanická nebo elektronická záv¥rka. Tato
energie je potom vzorkována v ur£ité £asové period¥ a p°ipravena na výstup. Podle roz-
hraní kamery jsou informace o pr·b¥hu sv¥tla na £ipu digitalizována (digitální výstup)
nebo jsou snímána v pr·b¥hu £asu a na výstupu jsou data analogová. Výstupní informace
z kamery jsou poté zpracovány do uºivatelsky deﬁnované podoby. Zpracování dat m·ºe
probíhat p°ímo v kame°e (smart kamera) nebo v externím po£íta£i, £i kontrolní jednotce.
[1]
Poºadavky na kamery pouºitelné ve strojovém vid¥ní:
 Vym¥nitelné objektivy - standardizované p°ipojení objektivu
 Robustní konstrukce s mnoºstvím upev¬ovacích prvk·
 Normované konektory
 Externí synchronizace - spou²´
 Dostate£n¥ rychlé pro vysokorychlostní aplikace
 Stabilní výstup
2.1.2 Zpracování obrazu
Ve strojovém vid¥ní je zpracování obrazu velmi d·leºité z d·vod· r·znorodých poºadavk·
na výstupní hodnoty z kamerového systému. Samotné zpracování obrazu m·ºe probíhat
p°ímo v kame°e (smart camera), v p°ipojeném po£íta£i (PC based camera system) nebo v
kamerovém kontroléru (Embedded system). Kaºdý ze systému má své uplatn¥ní v praxi a
je velmi d·leºité zvolit vhodný výpo£etní hardware pro danou aplikaci. Pro zpracování ob-
razu je nutné zajistit i správný software, kompatibilní s hardwarem. Tém¥° kaºdý výrobce





základní zpracování obrazu. Dal²í moºnost je vyuºít software t°etích stran, který je spe-
cializován na úpravu obrazových dat jako je nap°: National Instrument, Matlab, Image
Tool, Halcon, Sherlock, Matrox nebo n¥který z open source program· jako je OpenCV.
Volba softwaru tedy záleºí na konkrétní aplikaci a poºadavcích na výstup. Problém u
t¥chto univerzálních softwar· je, ºe není známa p°esná struktura jednotlivých algoritm·
a tudíº algoritmus funguje jako £erná sk°í¬ka. Pro velkou £ást aplikací toto není li-
mitující problém a univerzální software m·ºe u²et°it hodn¥ £asu a pen¥z. V n¥kterých
p°ípadech nelze vyuºít univerzální balí£ky a je zapot°ebí deﬁnovat algoritmy od základ·.
K naprogramování software pro zpracování obrazových dat lze pouºít nap°. LabView,
nebo n¥který z open source softwar·. Tyto softwary mají n¥které základní manipulace
s obrazovými daty p°edprogramované a zbytek algoritm· lze naprogramovat p°ímo. Vý-
stupem ze zpracování obrazu mohou být rozm¥ry objektu, plocha objektu, sou°adnice
t¥ºi²t¥, atd. [1]
PC Based systémy jsou ur£eny pro sloºit¥j²í aplikace, kde je nutná v¥t²í výpo£etní
kapacita pro dosaºení rychlé analýzy obrazu. Tento systém vyuºívá n¥který z ko-
munika£ních protokol· pro p°enos dat z kamery do PC.
Výhody:
 PC based systém má uºivatelsky známé prost°edí (nap°. Windows, Linux)
 Rychlý výpo£etní hardware
 Moºnost naprogramovat vlastní výpo£etní software
Nevýhody:
 Pouºití pr·myslového PC
 Drahé
 Vyuºití jen £ásti výkonu hardwaru (software není optimalizován pro daný
hardware)
Chytrá kamera (smart kamera) je kamera, která má vlastní procesor a zpracování dat
je realizováno p°ímo uvnit° kamery.
Výhody:
 Za°ízení v²e v jednom (m·ºe obsahovat i osv¥tlení)
 Pro jednodu²í aplikace - levné
 Robustní konstrukce - ur£ena do pr·myslu (prachu vzdorné, vodot¥sné, radi-
a£n¥ odolné modely, apod.)
 Moºnost °ídit nap°ímo jednotlivé aktuátory
 Jednoduché graﬁcké programování - není pot°eba znát ºádný programovací
jazyk
Nevýhody:
 Vlastní software kamery - nemusí um¥t poºadované algoritmy





 T¥ºko pouºitelné ve více komplexních aplikacích
 Nutnost nastavení p°es externí po£íta£
 Malá datová pam¥´
Embedded kamerový systém je velice podobný PC-based, ale univerzální po£íta£ je
nahrazen jednoú£elovým kontrolérem. Tento kontrolér je optimalizován p°ímo pro
zpracování obrazu a díky tomu lze vyuºít jeho maximální výkon. Datový p°enos
mezi kamerou a kontrolérem je zaru£en díky komunika£nímu protokolu, který je
deﬁnován výrobcem pro daný systém. Kontrolér je v¥t²inou dodávaný od stejného
výrobce jako kamery - zaru£ení kompatibility hardwaru a softwaru. Kontroléry bý-
vají s obrazovkou nebo touchpanelem pro p°ímé programování, nebo mají pouze
video výstup pro p°ipojení externího monitoru. [2]
Výhody:
 Hardware a software je optimalizovaný - rychlost
 asto levn¥j²í neº univerzální PC
 Konektivita p°ímo s n¥kolika kamerami pro simultánní inspekci
 Konstrukce bez pohyblivých £ástí (bez v¥tráku, SSD disky) - spolehlivost
2.1.3 Kamerový £ip
Jak jiº bylo zmín¥no, kamerový £ip slouºí pro zachycení sv¥telné energie a p°em¥nu na
energii elektrickou. Základní princip £ipu je v zachycení letících foton· (sv¥telné zá°ení) ve
sv¥tlocitlivých prvcích zvaných pixely. Ty jsou vystaveny fotonovému zá°ení po dobu ote-
v°ení záv¥rky (doba expozice). B¥hem expozice, se v pixelu hromadí mnoºství elektron·,
které vytvá°í na £ipu náboj. Tento náboj je poté p°eveden na nap¥tí, které je zesíleno.
V p°ípad¥ digitální kamery je informace zdigitalizována a hodnota je p°ipravena na vý-
stupu. Samotná fáze p°em¥ny energie je postavena na principu foto-efektu. P°i nárazu
fotonu do atomu, p°edává foton energii a tímto m·ºe p°evést elektron do excitovaného
stavu a tím se podílí na elektrické vodivosti.
Pixel se skládá z fotocitlivé £ásti, £ásti pro ukládání elektrického náboje a u n¥kterých
typ· £ipu i signálové elektroniky. Z tohoto d·vodu není fotocitlivá £ást £ipu na celé
jeho plo²e, ale pouze na £ásti. Pom¥r fotocitlivé plochy a plochy sníma£e je znám
jako faktor pokrytí (ﬁll factor). ím v¥t²í pom¥r, tím je £ip více citlivý a je pot°eba
mén¥ sv¥tla (men²í £as) na zachycení stejného mnoºství energie. Velikosti jednot-
livých £ip· jsou standardizovány výrobci a jsou to nap°: 2/3, 1/1,8, 1/2, 1/3,
1/4, 1/5, 1/6 atd.. P°esné mechanické rozm¥ry aktivní plochy jsou deﬁnovány
výrobcem a mohou se m¥nit v °ádu procent. Podle velikosti £ipu se volí vhodný
objektiv. Výb¥r objektiv· je popsán v kapitole 2.1.4. Mnoºství samotných pixelu na
£ipu se m¥ní podle výrobce a konkrétním £ipu. Nap°íklad £ipy v kamerách od ﬁrmy
OMRON se vyrábí v t¥chto variantách: 0,3MPx - 1/3 (640 x 480px), 2MPx - 1/1,8
(1200 x 1600px) a 5MPx - 2/3 (2448 x 2044px). Ve strojovém vid¥ní není striktn¥





Základní typy kamerových £ip· jsou CCD (charged-coupled device, za°ízení s vázanými
náboji) a CMOS (Complementary MetalOxideSemiconductor, dopl¬ující se kov-
oxid-polovodi£).
 CCD princip je uveden na obrázku 2. V horní £ásti obrázku jsou zobrazeny
elektrody 1, 2 a 3. Na elektrodu 1 je p°ivedeno kladné nap¥tí a zárove¬ je
£ip vystaven sv¥tlu. Na principu fotoefekt se dopadajícím sv¥tlem excitují
elektrony, které jsou p°itahovány k anodám. Jednotlivé pixely jsou prezento-
vány zelenými £arami v horním obrázku. V horní £ásti obrázku 2 je vid¥t více
elektron· u levého pixelu (více dopadajících foton·) neº u pixelu vpravo. Po
skon£ení expozice se tyto elektrony £tou po °ádcích, díky tomu je moºné mít
signálovou elektroniku pouze u jednotlivých °ádk·. tení se provádí p°ivád¥-
ním trojfázového hodinového signálu (zm¥na signálu elektrody 1 na 2, 2 na 3
a 3 na 1 - 2 aº 4 °ádek).
Obrázek 2: CCD-princip vázání náboj· [4]
 CMOS £ip je konstruk£n¥ stejný jako po£íta£ové procesory. Toto je velké vý-
hoda CMOS £ipu, protoºe technologie výroby je z d·vod· velké kapacity vý-
roby levn¥j²í. Oproti £ipu CCD jsou signálové obvody pro kaºdý pixel umíst¥ny
zvlá²´. Díky tomu je moºné na£íst data velmi rychle (v jeden okamºik), tímto
dochází k £asové úspo°e i úspo°e elektrické energie. Nevýhoda tohoto £ipu je v
mnoºství elektronických obvod·, které zabírají velkou £ást plochy £ipu a tedy
zmen²ují sv¥tlocitlivou plochu - nízký ﬁll factor. To je z velké £ásti kompen-
zováno pouºitím optických £o£ek umíst¥ných nad jednotlivými pixely a sv¥tlo
je zaost°eno pouze na sv¥tlocitlivou £ást. [5]
Kamerový £ip snímá tedy jen mnoºství dopadajícího sv¥tla, proto v základním pro-
vedení je schopen £ip snímat pouze £ernobílý obraz (sv¥tlo - bílá barva, tma -
£erná barva). Pro zavedení barevných informací o obrazu se vyuºívá barevných ﬁl-





funkce lze dosáhnout vícero zp·soby. Nap°íklad pomocí Bayerova ﬁltru, který bývá
pouºíván u levn¥j²ích barevných £ipu. Jeho princip je zobrazen na obrázku 3 a).
Jedná se o barevné pixely - nad kaºdým pixelem je umíst¥n barevný ﬁltr, který
propustí jen poºadované sv¥tlo. Nej£ast¥j²í provedení funguje s takzvaným RGB
(red, green, blue) systémem. Výsledný obraz se poté vypo£ítává skládáním jednot-
livých okolních pixel· na výslednou barevnou matici. Hlavním nedostatkem této
metody je, ºe výsledný obraz není kompletní, kv·li skládání barevného obrazu
(skute£né rozli²ení výsledného obrazu je o n¥co men²í neº aktivní po£et pixel·).
Dal²í nevýhoda je rozmazání hran, které dochází p°i skládání výsledného obrazu. Z
vý²e zmín¥ných d·vod· se tento typ £ipu ve strojovém vid¥ní tém¥° nevyuºívá. Na
obrázku 3 a) je vysv¥tlena metoda dopo£ítávání barevné hodnoty pixelu. Modrý
pixel ozna£en a je dopo£ítán pomocí matice okolních bod·. Následující rovnice
vyjad°ují matematický zapis výpo£tu. [1]
R =




(b+ c+ d+ e)
4
(2)
B = a (3)
Obrázek 3: Typy barevných £ip·
Dal²í metody pro snímání barevného obrazu jsou nap°íklad:
 3CCD kde je sv¥telný paprsek rozd¥len pomocí optického krystalu na 3 iden-
tické obrazy a poté je obraz ﬁltrován a zachycen 3mi nezávislými fotodiodami





 Foveon X3 - tento £ip funguje na principu rozdílných vlnových délek, které
jsou schopny projít jen do ur£ité hloubky fotodiody. Kaºdou vrstvu lze poté
£íst separátn¥ a tudíº je výsledkem reálný obraz (obrázek 3c)).
RGB systém umoº¬uje zapsat v²echny b¥ºné barvy (obrázek 4) pomocí £ervené, zelené
a modré. Pomocí 8bitového zápisu (256 odstín· pro kaºdou barvu) je moºné zapsat
2563=16777216 barev. Bílá barva je deﬁnována jako R=256, G=256, B=256 a £erná
R=0, G=0, B=0. Z p°edchozích informací plyne, ºe pro zaznamenání barevného
obrazu je zapot°ebí 3 x 8bit· = 24 bit·/pixel coº je oproti £ernobílému (8bit·) 3x
více. Z tohoto d·vodu musí být kladeny v¥t²í nároky u barevných £ip· na datové
toky, ukládání obrazu a hlavn¥ na zpracování 3x více dat p°i zpracování obrazu.
Toto je veliká nevýhoda barevných £ip· a proto se vyuºívají jen v p°ípadech, kde je
nutné zaznamenávat barvu pro pozd¥j²í vyhodnocení obrazu. Ve velké £ásti p°ípad·
se pouºívají pouze £ernobílé £ipy.
Obrázek 4: RGB barevná paleta
2.1.4 Kamerové rozhraní
Kamerové rozhraní popisuje elektronickou a optickou kompatibilitu zvolené kamery a
dal²ích prvk· kamerového nebo okolního systému.
Objektiv se ke kame°e p°ipojuje pomocí standardizovaného upevn¥ní, které je p°edde-
ﬁnováno výrobcem. Ve strojovém vid¥ní se standart¥ vyuºívá C-mount nebo CS-
mount u men²ích inspekcí je moºné vyuºít i S-mount. Ve speciálních p°ípadech
jsou na trhu i upevn¥ní typu F-mount (Nikon), K-mount (Pentax), EF mount (Ca-
non) a mnohé dal²í - tyto typy se pouºívají hlavn¥ ve spot°ební kamerové technice.
Kamerové upevn¥ní deﬁnuje mechanické spojení kamery a objektivu a vzdálenost
objektivu od £ipu. U C a CS-mount se jedná se o závit "1-32 UN 2A" - závit pr·m¥r
1 s 32 závity na 1 stoupání. Vzdálenost p°íruby od £ipu je pro CS-mount 12,5mm
a pro C-mount je vzdálenost 17,52mm. C-mount objektivy jsou kompatibilní i s
kamerou s CS-mount, za pouºití distan£ního krouºku o vý²ce 5mm. CS-mount ob-
jektivy nejsou kompatibilní s C-mount závitem na kame°e. [6]
Elektrické rozhraní kamer má dv¥ podoby: digitální a analogové. Analogové rozhraní





frekvence men²í neº 25-30FPS. U moderních kamerových systém· se u v¥t²iny p°í-
pad· pouºívá digitální rozhraní, pokud nejsou deﬁnovány speciální poºadavky na
systém. [7]
Digitální rozhraní kamery pro strojové vid¥ní je v posledních letech nejroz²í°e-
n¥j²í z d·vod· nezávislosti rozli²ení a snímkovací frekvence na video formátu
nebo na video standardech. Digitální video je digitální signál, který je p°e-
ná²en datovým tokem z kamery do dal²ích za°ízení. Tok je deﬁnován 1 nebo
2 r·znými nap¥tími, odpovídající binárním hodnotám 0 a 1. Digitální p°enos
dat má minimální míru obrazového ²umu, coº je veliká výhoda oproti analogo-
vému. Digitální data jsou posílána v¥t²inou pixel po pixelu po sériových nebo
paralelních linkách. Nej£ast¥ji pouºívané rozhraní je ve strojovém vid¥ní USB,
Ethernet nebo CameraLinkTM . Základní údaje t¥chto rozhraní jsou uvedeny
v tabulce 1
USB 2.0 USB 3.0 CameraLinkTM Gigabit Ethernet
Max datová propustnost (MB/sec) ~ 40 ~ 400-600 250/680 základní/plný 120
Max délka kabelu(m) 5 3-5 10-15 100
Tabulka 1: Kamerové rozhraní (délky kabel· se dají roz²í°it externím za°ízením)
Analogové rozhraní kamery m·ºe být pouºito s CCD £ipy, z d·vodu jednodu²-
²ího prokládání snímk· (£tení obrazových informací po °ádcích). Analogové
informace video obrazu jsou rozd¥lena na dv¥ matice: sudé a liché °ádky obra-
zových dat ze sníma£e. D·vod rozloºení obrazu na dv¥ £ásti je z d·vodu nedo-
state£né kapacity analogové rozhraní. Prokládání obrazu se provádí odesláním
lichých a sudých °ádk· st°ídav¥ po sob¥, p°i£emº p°ijaté °ádky se p°episují aº
po p°ijetí nových informací. Analogový signál obrazu je zobrazen na obrázku
5. Evropský standard pro analogový video formát se nazývá CCIR (Comité
Consultatif International des Radiocommunications). Tento standard deﬁnuje
p°esné vlastnosti signálu. CCIR standard má 625 °ádk· se stránkovací frek-
vencí 25 snímk· za sekundu (tj. 50 zobrazení prokládaných snímk·), pom¥r
stran je 4:3 a nap¥´ová ²pi£ka signálu je 1V.
Obrázek 5: Analogový datový tok [7]
2.2 Optika a geometrie obrazu
Objektiv je v kamerovém systému velmi d·leºitým komponentem, který slouºí k p°e-
nesení obrazu (sv¥telného zá°ení) na kamerový £ip. patn¥ zvolený typ objektivu m·ºe





Pro deﬁnování správného objektivu je zapot°ebí znát parametry jako: zorné pole, pra-
covní vzdálenost (minimální i maximální), hloubka ostrosti, minimální rozli²ovací prvek
objektu. [8]
2.2.1 Geometrie Obrazu
Zorné pole je £ást prostoru, která je p°enesena objektivem na kamerový £ip. Pro deﬁ-
nování zorného pole je pot°eba znát velikost objektu, který musí kamera vid¥t a
jeho moºné posunutí a nato£ení. Na obrázku 6 je uveden p°íklad deﬁnice zorného
pole: 1. p·vodní objekt, 2. maximální vychýlení objektu, 3. plocha kde se m·ºe ob-
jekt vyskytovat, 4. okraje (tolerance), 5. vypln¥ní prostoru do pom¥ru stran £ipu.
Tyto rozm¥ry zorného pole jsou minimální rozm¥ry, které musí objektiv p°enést do
kamery.
Obrázek 6: Zorné pole
Pracovní vzdálenost je vzdálenost mezi £ipem a objektem a je deﬁnována v¥t²inou
okrajovými podmínkami objektivu (minimální zaost°ovací vzdálenost) a pracovního
prostoru (maximální vzdálenost pro montáº kamery). Mezi t¥mito limity musí být
kamera namontována.
Ohnisková vzdálenost deﬁnoval C. F. Gauss jako: Ohnisková vzdálenost p°edm¥to-
vého (obrazového) prostoru je podíl lineární velikosti obrazu (p°edm¥tu) v ohniskové
rovin¥ k zdánlivé velikosti p°edm¥tu (obrazu) nekone£n¥ vzdáleného.. [9] Pro nejjed-
nodu²²í interpretaci je zaveden model dírkové komory (pinhole model) na obrázku 7
- zjednodu²ený model kamery. Po pr·chodu sv¥telného paprsku ohniskem se obraz


































Pro výpo£et ohniskové vzdálenosti z p°edchozích rovnic, je zapot°ebí nahradit objek-










Výsledné ohniskové vzdálenost f1 a f 2 závisí na rozm¥rech poºadovaného zorného
pole azp a bzp (obrázek 6). Poºadovaná ohnisková vzdálenost se volí niº²í z dvojice f1
a f 2. Dal²í krok je zvolení nejbliº²í niº²í ohniskové vzdálenosti u objektivu vybraného
výrobce. Standardn¥ jsou k dispozici objektivy s ohniskovou vzdáleností: 2, 4, 6, 8, 12,
16, 25, 50, 100 mm. Uvedená hodnota je spo£tena pro konkrétní velikost £ipu, v praxi
se v²ak £asto setkáváme s objektivy ur£eny pro v¥t²í £ip a jeho ohnisková vzdálenost se
musí p°epo£ítat pro konkrétní velikost £ipu. [8]
Obrázek 7: Dírková komora [8]
Hloubka ostrosti je vzdálenost mezi nejbliº²ím a nejvzdálen¥j²ím bodem objektu, který
se jeví lidskému oku jako zaost°ený. Malá hloubka ostrosti znamená, ºe je zaost°ena
pouze nepatrná vzdálenost na objektu, naopak velká hloubka ostrosti znamená za-
ost°en tém¥° celý objekt. Hloubku ostrosti je nutné v kaºdé aplikaci nastavit na op-
timální poºadovanou hodnotu, nastavení se provádí zm¥nou clonového £ísla (clona).
ím v¥t²í clonové £íslo, tím je zaost°ena v¥t²í £ást objektu, ale proniká mén¥ sv¥tla






Rozli²ovací schopnost objektivu je schopnost vid¥t malé detaily, které se jeví jako
ostré. Tato charakteristika objektivu je popsána funkcí MTF (Modulation transfer
function - modula£ní p°enosová funkce), která m¥°í kontrast p°enesený z objektu
do obrazu. Na obrázku 8 je zobrazen popis objektivu pomocí MTF. ádek A je
originální obraz, °ádek B je obraz p°enesený na £ip. ádek C a D ukazuje
histogram vzork·. Deﬁnice MTF vychází z maximální a minimální intenzity sv¥tla
p°enesené na £ip. Pro deﬁnování této charakteristiky je nutné vyuºít normalizovanou





Obrázek 8: Rozli²ení objektivu [10]
Skute£né rozli²ení je termín popisující rozm¥r plochy objektu, který je zobrazen na 1
pixelu (obrázek 9).
Obrázek 9: Skute£né rozli²ení
 Pro p°esné m¥°ení je dolní limit skute£ného rozli²ení alespo¬ 2x poºadovaná p°es-
nost m¥°ení. Toto pravidlo deﬁnuje Shannon·v / Nyquist·v teorém, který popisuje
rekonstrukci signálu. Rekonstrukce signálu je moºná tehdy, je li vzorkovací frek-
vence alespo¬ dvojnásobek nejv¥t²í harmonické sloºky signálu. [11] Tento theorém
je aplikovaný na rekonstrukci signálu, ale lze jej pouºít i p°i rekonstrukci obrazu
- nelze ur£it pr·b¥h obrazu mezi jednotlivými pixely. Na obrázku 9 je znázorn¥na
matice pixel·. kde 1 pixel je znázorn¥n £erveným ráme£kem, sv¥tlá £ást pixelu je
sv¥tlo citlivá £ást pixelu. Zelený m¥°ený objekt má pr·m¥r 4-5px (záleºí na umís-
t¥ní), tedy p°esnost m¥°ení je 4px±1px nebo 5px±1px, tj. p°esnost je minimáln¥ 2x
skute£né rozli²ení. V praxi se p°esnost m¥°ení pohybuje jako 5 násobek skute£ného





Obrázek 10: Porovnání skute£ného rozli²ení [8]
2.2.2 Zkreslení obrazu
Dal²ím d·leºitým faktorem kvalitního systému je schopnost £áste£n¥ nebo úpln¥ elimi-
novat obrazové vady, které v daném systému mohou vznikat. asto vznikající chyby jsou
nap°íklad: geometrické vady, spektrální vady.
Geometrické vady
 Radiální zkreslení obrazu vzniká rozdílnými úhly p°icházejícího sv¥tla a tím
r·zného ohybu sv¥tla v £o£kách objektivu. Sv¥tlo p°i p°echodu mezi materiály
m¥ní sv·j úhel podle Snellova zákona zapsaného v následujících rovnicích. Nej-
£ast¥j²í typ zkreslení je soudkovité a podu²kovité. (obrázek 11). Tato obrazová
se vyskytuje ve v¥t²í mí°e u zoom objektiv·.









Obrázek 11: Radiální zkreslení a) podu²kovité, b) soudkovité [12]
 Korekce pomocí obrazové kalibrace - p°edem deﬁnovaná matice bod·, u které
jsou známy parametry rozm¥r bod· a jejich rozte£, je sejmuta kamerou. In-





vypo£ten kalibra£ní soubor kamery. Kalibra£ní software bývá dodáván s °í-
dícím softwarem kamery, jako sou£ást vnit°ního softwaru smart-kamer nebo
sou£ástí °ídících kontrolér·. Kamera poté, p°i kaºdé inspekci, p°epo£ítává po-
zice pixel· na základ¥ kalibra£ního souboru a výstup z kamery je uº korigován
nebo se kalibra£ní korekce d¥lá separátn¥ v kalibra£ním softwaru t°etích stran.
Obrázek 12: Geometrická kalibrace obrazu [8]
Spektrální vady
 Chromatická aberace vzniká lomem sv¥tla v £o£kách objektivu. Snell·v zákon
závisí i na vlnové délce sv¥tla a kaºdé jeho spektrum se tedy láme pod jiným
úhlem (obrázek 13). Tato vada se jevý na obrázku vytvá°ením barevné duhy
na kontrastních hranách objektu.
Obrázek 13: Chromatická aberace [10]
 Chromatická aberace se dá odstranit správnou kombinací £o£ek, nazý-
vaných achromatická soustava. Dal²í metody spo£ívají v aplikaci materi-
ál· jako ﬂuorid vápenatý, který má malý sv¥telný rozptyl, nebo pouºitím
difrak£ních element·, které mají opa£né sv¥telné vlastnosti neº £o£ka a
sv¥tlo ohýbají zp¥t.
2.2.3 Objektiv
Objektiv je optická £ást kamerového systému, která usm¥r¬uje sv¥telné paprsky na ka-
merový £ip. V praxi se vyskytuje více druh· objektiv· a to: s nastavitelnou ohniskovou
vzdáleností (zoom objektivy) nebo s pevnou ohniskovou vzdáleností (pevné objektivy).
Objektiv se skládá z £o£ek, ost°ícího krouºku, clony a upev¬ovací £ásti. Systém r·zn¥
tvarovaných £o£ek slouºí k usm¥rn¥ní sv¥telných paprsk· na kamerový £ip a de-





Ost°ení je nastavováno ost°ícím krouºkem, který m¥ní polohu £o£ek v objektivu.
Ost°ení m·ºe být automatické, pomocí servopohonu a vyhodnocovacího softwaru,
nebo mechanické (operátor). Clona je stínící mechanismus objektivu, který deﬁ-
nuje mnoºství a úhel sv¥tla, které vstupuje do objektivu. V¥t²ina objektiv· má
clonu prom¥nnou a tedy ji lze p°izp·sobit poºadavk·m systému. Clona má vliv i
na hloubku ostrosti (vysv¥tleno v kapitole 2.2.1). Upevn¥ní objektivu je vysv¥tleno
v kapitole 2.1.4. P°i volb¥ objektivu je nutné zachovat kompatibilitu kamerového
£ipu a objektivu. Objektiv musí být schopný pokrýt obrazem velikost £ipu,
Obrázek 14: ez objektivem [14]
 Zoom objektiv má výhodu moºnosti zm¥ny zorného pole, pomocí prom¥nné
zm¥ny ohniskové vzdálenosti. Ke zm¥n¥ dochází p°i p°estavení optických £len·
objektivu, p°estavení m·ºe dojít mechanicky nebo elektronicky. Tuto vlastnost
objektivu lze vyuºít p°i pouºití univerzálních inspekcí (inspekce malého a vel-
kého objektu). Problémem je, ºe tyto objektivy jsou konstruk£n¥ velice sloºité
a jejich optické vlastnosti jsou porovnateln¥ hor²í neº u objektiv· s pevným
ohniskem. Mechanická zm¥na optických £len· má za následek i zm¥nu geome-
trie obrazu a je nutné ud¥lat kalibraci vºdy po zm¥n¥ ohniskové vzdálenosti.
Z t¥chto d·vod· nejsou tyto objektivy ve strojovém vid¥ní £asté.
 Pevné objektivy jsou kv·li lep²ím optickým vlastnostem nej£ast¥ji pouºívané.
Nastavení zorného pole je tedy stálých rozm¥r· a je závislé na vzdálenosti
objektivu od objektu.
2.3 Osv¥tlení
Je dob°e známo, ºe kvalita osv¥tlení má rozhodující vliv na tvorbu robustního a £asov¥ sta-
bilního kamerového systému. Jakákoliv zm¥na osv¥tlení m·ºe dramaticky ovlivnit scénu
a tudíº výstup ze systému m·ºe být ovlivn¥n také. Pro správné osv¥tlení je nutno zvolit






Obrázek 15: p°íklady osv¥tlení [15]
2.3.1 Barevné spektrum
D·leºitým faktorem sv¥tel jsou jejich spektrální vlastnosti (frekvence sv¥tla/intenzita).
Pro maximální vyuºití výkonu je zapot°ebí vhodn¥ spárovat spektrum s kamerovým £i-
pem, protoºe kaºdý £ip má rozdílnou citlivost na jiné sv¥tlo. Na obrázku 16 jsou vid¥t
pr·b¥hy citlivostí v závislostí na sv¥telném spektru. Viditelné sv¥tlo se pohybuje v roz-
mezí 380 aº 750 nm, UV sv¥tlo má hodnoty 380nm a mén¥ a IR má hodnoty 750nm a
více.
Obrázek 16: Citlivost £ipu na rozdílné sv¥telné vlnové délky [13]
D·leºitá je také interakce sv¥tla s objektem. Ze zákon· fyziky se sv¥tlo po dopadu na
objekt rozd¥lí. 1. £ást sv¥tla se odrazí, 2. £ást sv¥tla vyvolá v materiálu emisi, 3. £ást ma-
teriál absorbuje a 4. £ást m·ºe materiálem projít. Interakce závisí na vlnové délce sv¥tla,
sm¥r sv¥tla, barv¥ povrchu snímaného objektu a jeho fyzikálních vlastnostech, v£etn¥
tvaru. Tyto faktory deﬁnují chování sv¥tla - mnoºství a sm¥r odraºeného/emitovaného
sv¥tla, Na obrázku 17 je ukázána interakce barevných ploch s barevným sv¥tlem. Nej-
£ast¥ji pouºívaná kombinace ve strojovém vid¥ní je kombinace £ernobílého senzoru a
£erveného sv¥tla - CCD a CMOS jsem nejvíce citlivé na £ervené sv¥tlo. [16]
2.3.2 Zdroje sv¥tla






Obrázek 17: Pouºití barevných ﬁltr·: a) barevný-CCD £ip, b) bílé sv¥tlo, c) £ervené







Mezi nejroz²í°en¥j²í osv¥tlení pro men²í aplikace pat°í ﬂuorescentní, halogenové a LED
sv¥tla. Pro v¥t²í scény, kde je pot°eba více sv¥tla, se pouºívají halogenidové, xenonové
a sodíkové výbojky. Na obrázku 18 jsou vid¥t vlastnosti jednotlivých typ· sv¥tel pro
men²í scény. Tém¥° nejv¥t²í plochu zabírají sv¥tla LED, která pat°í k nejroz²í°en¥j²ím u
b¥ºných inspekcí. [16]
Obrázek 18: Porovnání sv¥telných zdroj· [16]
2.3.3 Okolní sv¥tlo
Okolní sv¥tlo je jedním z nep°íznivých faktor· ovliv¬ující scénu. V¥t²ina okolních zdroj·
sv¥tel m·ºe naru²it scénu nestabilitou osv¥tlení (venkovní sv¥tlo), multispektrálním sv¥t-






 Stroboskopický efekt - aktivní
 jedná se o silný výboj sv¥tla v krátkém £ase, které je více intenzivní neº sv¥tlo
v okolí - p°esvícení
 synchronizace s kamerou
 Odd¥lení prostoru od okolního sv¥tla - pasivní metoda
 velice efektivní metoda, kde je okolní sv¥tlo úpln¥ odstín¥no
 nej£ast¥ji se umis´uje inspekce do nepr·hledného boxu (black box)
 Pouºití barevných ﬁltr· (Obrázek 17) - pasivní metoda
 pomocí ﬁltr· lze zm¥nit spektrální vlastnosti sv¥tla - vyuºití stabilního okol-
ního osv¥tlení
 pouºití pro zvýrazn¥ní nebo potla£ení n¥kterých barev (interakce s povrchem
objektu) [16]
2.3.4 Technika osv¥tlení
Kaºdý kamerový systém vyºaduje individuální p°ístup k osv¥tlení. Zvolením správného
typu osv¥tlení lze eliminovat velkou £ást problematických charakteristik obrazu, jako je
nap°íklad odlesk, m¥kké hrany, stíny, malý kontrast apod.
Na obrázku 19 jsou znázorn¥ny n¥které £asté p°íklady osv¥tlení. [17]
 Koaxiální osv¥tlení
 sv¥tlo prochází skrz 50% propustné zrcadlo a je odraºeno ve sm¥ru pohledu
kamery - paprsky jsou rovnob¥ºné s osou kamery
 vhodné pro ploché objekty, vysoce reﬂexivní, kosmetické inspekce apod.
 Zadní osv¥tlení (backlight)
 sv¥tlo je umíst¥no pod zkoumaným objektem a sm¥°uje sm¥rem do kamery -
sv¥tlo projde pouze dírami nebo polopropustným materiálem, zbytek objektu
je tmavý
 pouºití p°i zkoumání obrys· objektu
 Kruhové osv¥tlení
 zdroj sv¥tla je po celém obvodu kamery, paprsky jsou tém¥° rovnob¥ºné s
kamerou a svítí ve sm¥ru objektu
 pouºití pro zkoumání nerovností povrchu (zm¥na odrazu sv¥tla)





 zdroj sv¥tla je po celém obvodu kamery, ale sm¥r je více jak 45° odklon¥n od
osy kamery - tímto je zabrán¥no p°ímému odrazu sv¥tla do kamery
 vhodné zejména pro inspekce povrchu, prasklin, ²krábanc· apod. - i nepatrná
hrana odráºí sv¥tlo do kamery a jeví se jako sv¥tlé místo
 Sm¥rové osv¥tlení (spot light)
 sv¥tlo je p°ímo namí°eno na zkoumanou £ást pod ur£eným úhlem - moºno
zvýraznit zkoumané místo stíny
 vhodné na inspekci otvor·, hran, p°ítomnosti prvk· apod.prvk·
 Difuzní osv¥tlení
 sv¥tlo je rozptýleno kolem objektu
 vyuºívá se p°i zkoumání povrchu jako jsou textury, r·zné sklony nebo obecnou
topograﬁi prvku
Obrázek 19: Typy osv¥tlení: a) koaxiální osv¥tlení, b) zadní osv¥tlení, c) kruhové osv¥tlení,





3 Návrh koncepce kamerového systému pro detekci
polohy karoserie
3.1 Popis systému
Cílem této práce je vytvo°it kamerový systém pro výpo£et polohy karoserie v prostoru.
Tato informace je poté vyuºívána roboty p°i tmelení karoserie, kde robot naná²í tmel
podle posunutých sou°adnic trajektorie p°ímo na poºadované místa.
Karoserie je umíst¥na na dopravníku, který je horizontální. Nep°esnost tohoto do-
pravníku spole£n¥ s umíst¥ním karoserie je deﬁnována zákazníkem a nabývá maximáln¥
±30mm pro kaºdý bod karoserie. Tato odchylka je pro tmelení karoserie p°íli² velká a
je zapot°ebí korigovat polohu jednotlivých karoserií. Na²ím cílem je tedy vytvo°it tento
systém, který je schopný deﬁnovat p°esnou polohu aktuální karoserie. Karoserie jdou v
náhodném po°adí, který je deﬁnován vnit°ním systémem ﬁrmy a proto je nutná moºnost
m¥°it r·zné karoserie bez nutnosti jakékoliv úpravy systému.
3.1.1 Poºadavky zákazníka na systém
Vytvo°it systém který bude:
 ﬂexibilní a bezúdrºbový
 moºnost m¥°it více druh· karoserií bez nutnosti jakéhokoli zásahu obsluhy (3 karo-
serie: A, B, C)
 jednoduchá správa systému p°i zm¥n¥ karoserií (nové modelové °ady, nebo úprava
stávajících)
 velikost chyby systému men²í neº 3mm (²í°ka tmelu pokrývá tuto chybu)
3.1.2 Koncepce systému
Systém se skládá z kamerové a výpo£etní £ásti. Kamerová £ást systému slouºí k obrazo-
vému zam¥°ení karoserie, kde výstupem z tohoto systému jsou sou°adnice jednotlivých
zam¥°ovacích bod· na kamerovém sníma£i. Tyto data se poté zpracovávají ve výpo£etní
£ásti, kde jsou vypo£teny hodnoty polohy karoserie a p°edány na výstupu robot·m.
Koncepce tohoto systému vychází z hardwarového uspo°ádání, které je £áste£n¥ de-
ﬁnováno zákazníkem. Výpo£et musí b¥ºet na jiº stávajícím PC se systémem Windows,
které slouºí pro manuální ovládání linky. Komunikace mezi PC a kamerovým systémem
bude probíhat p°es Ethernet. Kamerový systém musí být od ﬁrmy OMRON, z d·vod·
jiº za²kolené obsluhy.
Pro deﬁnici polohy objektu v 3D prostoru je d·leºité znát tento prostor. Toho se dosáhne
mechanickým nebo optickým zmapováním (rozm¥ry a polohy hardwarových £ástí).
Základním orienta£ním prvkem tohoto systému je nulový sou°adný systém CS0.
Tento sou°adný systém je mechanicky deﬁnován, aby bylo moºné k n¥mu zam¥°it





Obrázek 20: Koncepce systému
Samotnou polohu objektu je nutno deﬁnovat 3 body v prostoru nebo transforma£ní
maticí sou°adného systému objektu v·£i n¥kterému referen£nímu sou°adnému sys-
tému. V na²em p°ípad¥ se jedná o 3 body karoserie, kde kaºdý z nich je snímán
separátní kamerou. Tyto body jsou vztaºeny k sou°adnému systému karoserie, který
deﬁnuje výslednou polohu dané karoserie, v·£i referen£nímu sou°adnému systému.
Její poloha není vztaºena k systému CS0, ale k referen£ní karoserii z praktických
d·vod·:
 men²í vzdálenost od bodu rotace a translace (práce s men²ími £ísly) - zákaz-
ník deﬁnoval maximální moºný posun mezi sou°adnými systémy jednotlivých
karoserií a ten se pohybuje v hodnotách men²ích neº ±30mm.
 jednodu²²í synchronizaci kamerového systému a robot· (nulové posunutí tra-
jektorií na referen£ní karoserii)
Pro zp°esn¥ní a zkvalitn¥ní systému je p°idána 4. kamera a m¥°eny jsou 4 body
MNOP. Tento krok p°inese výhody:
 lep²í p°esnost systému
 moºnost vypo£ítat 4 £áste£n¥ nezávislé sou°adné systémy (MNO, NOP,
OPM, PMN), výsledkem posunutí karoserie je jejich pr·m¥rná hodnota
 robustní systém
 pokud kamera nezm¥°í poºadovaný bod, výpo£et prob¥hne i za pomocí 3
kamer
 moºnost lep²í zp¥tné kontroly systému
 p°i rozbité nebo posunuté kame°e je systém stále stabilní
 moºnost vypo£ítat polohu i lehce deformované karoserie
Výstupem z tohoto systému tedy bude transforma£ní matice mezi referen£ní karo-





 4 kvaterniony - popisují rotaci nového sou°adného systému v·£i referen£nímu
 3 translace sou°adného systému
Výsledné hodnoty slouºí k transformaci trajektorií robot·.
3.2 Hardware
3.2.1 Kamerový systém
Pro tento systém se nejvíce hodí Embedded kamerový systém, z d·vod·:
 Sloºit¥j²í inspekce
 Jednodu²²ímu propojení více kamer
 Vysoké rychlosti zpracování obrazu.
Poºadavkem zákazníka je pouºití kamer OMRON. Firma OMRON disponuje nyní na
trhu kamerovými systémy FH, FZ5 a FZ4. FH kamerové systémy jsou ur£eny pro vy-
sokorychlostní inspekce a inspekce, kde velice záleºí na £asu cyklu (°ádov¥ v jednotkách
aº desítkách milisekund), v tomto p°ípad¥ se nejedná o vysokorychlostní aplikaci. FZ5
a FZ4 jsou univerzální kamerové systémy, které zaru£ují p°esné a rychlé zpracování ob-
razu a proto jsou vhodné pro tento systém. Pro na²í aplikaci se nejlépe hodí systém
FZ5, protoºe se jedná o novou lep²í generaci FZ4. FZ5 obsahuje rychlej²í procesory a
novou generaci objektového hledání tvaru na obrazu (výrobce udává aº 9x rychlej²í neº
u p°edchozí verze). Tento algoritmus vyhledávání lze vyuºít v na²em systému.
Dal²ím aspektem pro volbu kamery je nutnost zapot°ebí rozli²ovat barvy, v na²em
p°ípad¥ se nejedná o barevnou inspekci, ale o vyhledávání objekt· v obraze. Z tohoto
d·vodu bude pouºita kamera £ernobílá, výhody jsou uvedeny v kapitole 2.1.3.
Kamery, vhodné pro tento systém, jsou zobrazeny na obrázku 21. Jedná se o standardní
pr·myslové kamery s vym¥nitelnými objektivy. První uvedená kamera je kamera
vysokorychlostní. Tato kamera není vhodná pro na²i inspekci z d·vodu vy²²í ceny
za vysokorychlostního £ip, který není zapot°ebí pro tento systém. Dal²í dv¥ uvedené
kamery jsou ur£eny pro inspekce, kde je zapot°ebí men²ích zástavbových rozm¥r·
kamery. Kv·li speciální konstrukci roste cena a proto se tyto kamery pouºívají jen
ve speciﬁckých p°ípadech. Optimální kamery pro ná² systém jsou poslední t°i zob-
razené kamery. Volbu mnoºství pot°ebných pixel· na £ipu, lze odhadnout výpo£tem
a vztahy uvedenými v kapitole 2.2.1. Vstupní hodnoty do tohoto výpo£tu jsou ve-
likost lokalizovaného objektu a rozli²ení kamerového £ipu. Tyto hodnoty je nutné
deﬁnovat a vypo£ítat. [3]
Z 3D modelu karoserie je nejprve pot°eba deﬁnovat otvory nebo jiné prvky na ka-
roserii, které je moºné jednodu²e nalézt v kamerovém systému. Tento prvek se musí
nalézat na v²ech typech karoserií v blízkém okolí, aby bylo moºné tento prvek lo-
kalizovat v kame°e, p°i zachování stejné pozice a nastavení kamery. Pro nalezení
správného regionu na karoserii je nutné nejprve stanovit p°ibliºnou polohu kamer





Obrázek 21: Kamery ur£ené pro systém FZ5 [3]





Obrázek 23: Jednotlivé díry na v²ech karoseriích
prvku. Povolená pozice kamer vychází z konstruk£ního uspo°ádání dopravníku, po-
jezd· robot· a ostatních prvk· tmelící linky. Na obrázku 22 jsou ²rafy zobrazené
moºné pozice jednotlivých kamer.
Po p°eddeﬁnování pozice kamer, je moºné ur£it oblast, která bude v zorném poli
kamer. Tato oblast je znázorn¥na na obrázku 22 pomocí £ervených kruh·. V kaºdé
oblasti se nacházejí prvky, konkrétn¥ díry, které budou lokalizovány na snímcích z
kamer. Konkrétní referen£ní díry jsou zobrazeny na obrázku 23.
P°ední díry mají pr·m¥r 12mm (karoserie A, B) a 10mm (karoserie C), zadní díry
mají pr·m¥r 25mm (karoserie A, C) a 20mm (karoserie B). Díry se nacházejí v
plechu o tlou²´ce 0,8 mm. Tlou²´ka st¥ny plechu m·ºe ovliv¬ovat výpo£et a proto je
nutné ji lokalizovat na obrázku. Z tohoto d·vodu je nejmen²í poºadovaná rozli²ovací
schopnost kamerového systému 0,8 mm.
Polohy jednotlivých d¥r lze vid¥t v tabulce 2. Tyto sou°adnice jsou vzdálenosti od
sou°adných systém· jednotlivých karoserií. Pro ur£ení pot°ebného zorného pole je
zapot°ebí transformovat tyto sou°adnice do sou°adného systému kamery. Toho lze
docílit vynásobením bod· transforma£ní maticí. Pro výpo£et transforma£ní matice
je nutné znát p°ibliºnou polohu kamery (p°edb¥ºné umíst¥ní kamer pro výpo£et,
skute£né umíst¥ní se m·ºe trochu li²it) a st°ed zorného pole, který lze vypo£ítat jako
pr·m¥rnou hodnotu sou°adnic krajních d¥r na snímku. Tím je my²leno, ºe st°ed
obrazu by m¥l být uprost°ed mezi krajními dírami r·zných karoserií v horizontální
tak i ve vertikální ose. Na obrázku 23 je vid¥t umíst¥ní d¥r jednotlivých karoserií a
z n¥ho vyplývá, které díry jsou limitující pro zorné pole:
 kamera M: karoserie A a karoserie C
 kamera N: karoserie A a karoserie C
 kamera O: karoserie A a karoserie B






sou°adnice MA NA OA PA
X 506 -506 -699,8 700,2
Y 0 0 2180,3 2180,2
Z 220 220 35 35
Karoserie B
sou°adnice MB NB OB PB
X 499,5 -501,4 -781,0 780,8
Y 54 45 2140,1 2141,6
Z 235 237 57 57
Karoserie C
sou°adnice MC NC OC PC
X 502 -502 -748,9 748,9
Y 10 10 2189,1 2189,1
Z 210 210 32 32
Tabulka 2: Sou°adnice jednotlivých d¥r v sou°adném systému CS-car karoserie A, B, C
[mm]
sou°adnice CScar−A CScar−B CScar−C
X 3000 3000 3000
Y 2900 2904 2948
Z 1050,5 1001,5 1050,5
Tabulka 3: Sou°adné systémy jednotlivých karoserií v sou°adném systému CS0 [mm]





















= 1265, 5mm (16)
P°ibliºné pozice kamer MNOP v sou°adném systému CS0
Pro vytvo°ení matice je nutné znát jednotkové vektory os sou°adného systému, který
se snaºíme p°epo£ítat ve výsledném sou°adného systému CS0. V na²em p°ípad¥ se jedná





sou°adnice S_{ZP-M} S_{ZP-N} S_{ZP-O} S_{ZP-P}
X 3504 2496 2259.6 3740.5
Y 2929 2929 5062,2 5060,9
Z 1265,5 1265,5 1072 1072
Tabulka 4: Sou°adnice st°ed· zorných polí v sou°adném systému CS0 [mm]
sou°adnice KM KN KO KP
X 5100 900 1500 4500
Y 1000 1000 7200 7200
Z 400 400 450 450
Tabulka 5: Sou°adnice kamer v sou°adném systému CS0 [mm]





na kamerový senzor a sm¥°uje od kamery do st°edu zorného pole. Osa X je vodorovná osa
£ipu a osa Y je kolmá na rovinu XZ. Jednotkové vektory tohoto systému v sou°adném
systému CS0, tvo°í °ádky transforma£ní matice mezi t¥mito systémy.
Výpo£et transforma£ní matice T pro kameru M:
−→zM = SZP−M −KM = (3504− 5100; 2929− 1000; 1265, 5− 400) =




(−1596; 1929; 865, 5)√
(−1596)2 + 19292 + 865, 52
= (−0, 6025; 0, 7282; 0, 3267) (18)
−−−→
CS0z = (0, 0, 1) (19)




−0, 6025 0, 7282 0, 3267




(−0, 7282;−0, 6025; 0)√
(−0.7282)2 + (−0.6025)2 + 02
= (−0, 7705;−0, 6375; 0) (21)
−→yM = −→zM ×−→xM =
∣∣∣∣∣∣∣
i j k
−0, 6025 0, 7282 0, 3267
−0, 7705 −0, 6375 0








−0, 7705 −0, 6375 0
0, 2082 −0, 2517 0, 9451
−0, 6025 0, 7282 0, 3267
∣∣∣∣∣∣∣ (23)
Samotná transformace bod· je pouze vynásobení transforma£ní matici s vektorem
mezi sou°adnicemi jednotlivých krajních d¥r a st°edem zorného pole.
Výpo£et sou°adnic d¥r v sou°adném systému kamery M:
−−−→vM−A = (XM−A +Xcar−A)− SZP−M =
= ((506 + 3000)− 3504; (0 + 2900)− 2929; (220 + 1050, 5)− 1265, 5) = (2;−29; 5) (24)
−−−→vM−C = (XM−C +Xcar−C)− SZP−M =





−−−→vM−A' = TM ×−−−→vM−A =
∣∣∣∣∣∣∣
−0, 7705 −0, 6375 0
0, 2082 −0, 2517 0, 9451
−0, 6025 0, 7282 0, 3267
∣∣∣∣∣∣∣× (2;−29; 5) =
= (16, 95; 12, 44;−20, 69) (26)
−−−→vM−C' = TM ×−−−→vM−C =
∣∣∣∣∣∣∣
−0, 7705 −0, 6375 0
0, 2082 −0, 2517 0, 9451
−0, 6025 0, 7282 0, 3267
∣∣∣∣∣∣∣× (−2; 29;−5) =
= (−16, 95;−12, 44; 20, 69) (27)
Tyto výsledné hodnoty jsou promítnuté referen£ní díry do roviny kamerového £ipu v
jeho sou°adném systému. Jelikoº se jedná o o £ip 2D, zanedbáme sou°adnici Z, která je
na £ip kolmá. Tímto dostaneme krajní body zorného pole M: M1 = (16, 9457; 12, 4424)
M2 = (−16, 9457;−12, 4424). Horizontální a vertikální délka minimálního zorného pole
je tedy:
ZPMX = |M1x|+ |M2x| = |16, 9457|+ |−16, 9457| = 33, 9mm (28)
ZPMY = |M1Y |+ |M2Y | = |12, 4424|+ |−12, 4424| = 24, 9mm (29)
Tyto rozm¥ry zorného pole je pot°eba roz²í°it o maximální moºné posunutí karoserie,
které je deﬁnováno zákazníkem jako ±30mm. Zorné pole je potom:
ZP
′
MX = ZPMX + 100 = 33, 9 + 60 = 93, 9mm (30)
ZP
′
MY = ZPMY + 100 = 24, 9 + 60 = 84, 9mm (31)
Návrh zorného pole musí být proveden pro v²echny kamery. Av²ak lze deﬁnovat sy-
metrii mezi kamerami M, N (p°ední) a kamerami O, P (zadní), kde odchylky bod· jsou
tém¥° zanedbatelné pro výpo£et zorného pole. Proto sta£í návrh vypo£ítat pro jednu
p°ední a jednu zadní kameru.
Návrh zorného pole pro kameru O vyplývá z výpo£tu zorného pole pro kameru M:
−→zO = (759, 6;−2137, 8; 622)
zˆO = (0, 3229;−0, 9088; 0, 2644)
−−−→





Kamera Pixely Rozli²ení Horizontální pom¥r pixel/mm Vertikální pom¥r pixel/mm
FZ-S 0,3 Mpix 640x480 P°ední: 6.8; Zadní: 4.3 P°ední: 5.7 Zadní: 5.5
FZ-S2M 2 Mpix 1600x1200 P°ední: 17; Zadní: 10.8 P°ední: 14.1 Zadní: 13.8
FZ-S5M2 5 Mpix 2448x2044 P°ední: 26.1; Zadní: 16.4 P°ední: 24.1 Zadní: 23.5
Tabulka 6: Rozli²ení kamer
−→xO = (0, 9088; 0, 3229; 0)
xˆO = (0, 9423; 0, 3349; 0)
−→yO = (−0, 0854; 0, 2403; 0, 9301)
TO =
∣∣∣∣∣∣∣
0, 9423 0, 3349 0
−0, 0854 0, 2403 0, 9301
0, 3329 −0, 9088 0, 2644
∣∣∣∣∣∣∣
−−−→vO−A = (40, 6; 18, 1; 13, 5)
−−−→vO−B = (−40, 6;−18, 1;−13, 5)
−−−→vO−A' = (44, 32; 13, 44; 0, 64)
−−−→vO−B' = (−44, 32;−13, 44;−0, 64)
Horizontální a vertikální délka minimálního zorného pole je tedy:
ZPOX = 88, 6mm
ZPOY == 26, 9mm
Roz²í°ené zorné pole je:
ZP 'OX = 148, 6mm
ZP
′
OY == 86, 9mm
Rozli²ení sníma£e se poté volí na základ¥ p°epo£tu aktivních pixel· na milimetry. Vý-
sledné hodnoty jednotlivých kamer jsou v tabulce 6. V kapitole 2.2.1 je deﬁnováno, ºe
skute£né rozli²ení se v praxi pohybuje 5 a více. Minimální rozli²ovací schopnost kamero-





Volba kontroléru je limitována mnoºstvím kamer, které jsou pot°eba pro danou in-
spekci. V tomto p°ípad¥ se jedná o p°ipojení 4 kamer. T¥mto parametr·m vyhovuje
pouze kontrolér s dotykovým panelem nebo s výstupem pro externí monitor. Jak jiº
bylo zmín¥no, výpo£et bude probíhat na PC, kde je p°ipojen externí monitor, který
lze vyuºít zárove¬ pro nastavení kamerového systému. Nastavení systému je zapo-
t°ebí jen p°i jeho instalaci a proto p°i b¥ºné výrob¥ není nutné zobrazovat obrazy
z inspekce. Z t¥chto d·vod· se pro tento systém zvolil kontrolér FZ5-L350-10.
Volba objektivu je popsána v kapitole 2.2.1, pro správnou volbu objektivu je zapot°ebí
znát hodnoty:
 pracovní vzdálenost
 velikost zorného pole
 rozm¥ry kamerového £ipu
Pracovní vzdálenost záleºí na konstruk£ních moºnostech tohoto systému. Jak je zobrazeno
na obrázku 22, kamery se musí nacházet ve ²rafovaných plochách M, N, O a P. Volba
konkrétních sou°adnic kamer je v tabulce 5. Pracovní vzdálenost pro p°ední kamery je


















759, 62 + (−2137)2 + 6222 = 2351, 7mm (33)
Velikost obrazového sníma£e kamery FZ-S2M je deﬁnována výrobcem: 7.1 Ö 5.4 mm.































· 5, 4 = 146, 1mm
Na obrázku 25 jsou vypsány v²echny objektivy vhodné pro kameru FZ-S2M. Z p°ed-
chozích rovnic jsou limitující men²í ohniskové vzdálenosti, které jsou zvýrazn¥né. Z to-
hoto lze vyvodit, ºe vhodný objektiv pro p°ední i zadní kamery je objektiv 3Z4S-LE
SV10028H s ohniskovou vzdáleností 100mm, u kterého výrobce zaru£uje nízké zkres-






Obrázek 25: Dostupné objektivy pro kameru FZ-S2M [3]
U p°edních kamer, je ohnisková vzdálenost výrazn¥ vy²²í neº je ohnisková vzdálenost
objektivu, toto lze kompenzovat posunutím kamery nebo mezikrouºky, které umoº¬ují
prodlouºit ohniskovou vzdálenost. Moºné posunutí kamery blíºe k referen£ním dírám je
minimální z d·vodu konstruk£ních omezení linky. Proto lze kompenzovat poºadovanou
ohniskovou vzdálenost, zavedením mezikrouºku do systému kamera - objektiv. Firma
OMRON nabízí krouºky v sad¥ 40 mm, 20 mm, 10 mm, 5 mm, 2.0 mm, 1.0 mm a
0.5 mm. Krouºky je vzájemn¥ moºno kombinovat, problémem je sníºení tuhosti spoje
mezi kamerou a objektivem, proto se doporu£uje pouºití maximálního po£tu 2 krouºk·.
Pro mezikrouºky del²í neº 30mm je doporu£ené zesílení konstrukce drºáku kamery, pro
maximální odstran¥ní vibrací.
U zadní kamery (O) je minimální ohnisková vzdálenost je v¥t²í pouze o 12%. Tento
rozdíl lze brát jako rezervu posunutí karoserie a nemusí se kompenzovat.
3.2.2 Sv¥tlo
Pro tento systém byla pouºity pr·myslová sv¥tla od ﬁrmy LVS s ozna£ením LV-RBOX-
H9. Parametry t¥chto sv¥tel jsou:
 Napájecí nap¥tí: 12V
 Maximální výkon 5W - usm¥rn¥n optickou £o£kou
 Binární °ízení s moºným nastavením výkonu
 LED dioda - bílé sv¥tlo
Drºák sv¥tla je vychýlen od osy kamery, z d·vod· osv¥tlení pouze plochy s referen£ní
dírou a neosv¥tlení samotného prostoru díry. Díky tomuto posunutí, lze vytvo°it velký
sv¥telný kontrast mezi dírou a jejím okolím.
3.3 Software
Softwarové osazení tohoto systému je deﬁnováno zákazníkem a skládá z Embedded kame-
rového systému OMRON (software je sou£ástí kontroléru) a samostatného softwaru pro






Obrázek 26: M¥°ení bod· v kamerovém kontroléru
3.3.1 Embedded kamerový systém
K nastavení inspekcí bylo dosaºeno pomocí vestav¥ného softwaru OMRON za pomocí ve-
stav¥ných algoritm·. Tato práce se zabývá vytvo°ením vhodného výpo£etního algoritmu
a proto nastavení samotných inspekcí není ú£elem této práce. Nastavení kamerového sys-
tému tedy není sou£ástí této práce. Vizualizaci m¥°ení jednotlivých d¥r v kontroléru lze
vid¥t na obrázku 26.
3.3.2 Koncepce kalibrace a nastavení systému
Kalibrace systému slouºí k vytvo°ení konﬁgura£ních dat, které popisují systém a korekci
výpo£tových dat. Kalibraci zkreslení objektivu v tomto p°ípad¥ není pot°eba provád¥t,
protoºe výrobce kamery a objektivu zaru£uje vysoce kvalitní objektiv s malým zkreslením.
Vytvo°ení konﬁgura£ních dat systému se provádí p°i instalaci systému a p°i p°idávání
nové karoserie do výroby, kalibrace systému se provádí p°i instalaci systému a poté p°i
posunutí kamer (nap°. necht¥né posunutí kamery operátorem).
Konﬁgura£ní data popisují hardwarové umíst¥ní systémových komponent a jsou d·-
leºitá pro vytvo°ení matematického prostorového modelu systému. Tyto data jsou:
 Poloha kamer
 Poloha referen£ních bod·
 Poloha kalibra£ních bod·





Obrázek 27: Kalibrace v kamerovém kontroléru
Referen£ní body jsou 4 a jsou umíst¥ny na prot¥j²í st¥n¥ tmelící linky ve sm¥ru po-
hledu kamer. Optimální umíst¥ní t¥chto bod· je p°ímo ve st°edu obrazu kamery,
toho v²ak nelze lehce dosáhnout z d·vodu velkých vzdáleností (4-6m) a t¥ºké mi-
niaturní korekce sm¥ru kamer. Proto se tento bod umis´uje aº po nastavení kamer
do poºadovaného zorného pole. Tento bod je £erná kulatá samolepka, která je na-
lepena na kalibra£ních deskách. Hodnota sou°adnic v obraze by m¥la být 800px;
600px, av²ak malý rozptyl lze korigovat p°i výpo£tu. Referen£ní body jsou popsány
sou°adnicemi v systému CS0.
Tyto referen£ní body zárove¬ slouºí ke kalibraci posunutí kamer. Tento jev m·ºe
nastat pouze p°i údrºb¥ systému, protoºe v automatickém reºimu je linka pln¥
automatizována a vstup operátor· linky ke kamerám není umoºn¥n.
Kalibra£ní body slouºí ke kalibraci nato£ení kamery v·£i její ose Z a pro deﬁnování
m¥°ítka mezi pixely a skute£nou vzdáleností. Pro kaºdou kameru jsou 2 kalibra£ní
body a jsou umíst¥ny na kalibra£ní desce. Tyto body se nachází na krajních hranách
zorného pole, z d·vodu velké vzdálenosti mezi nimi a tím p°esn¥j²ího výpo£tu kalib-
race. Kalibra£ní body jsou popsány vektory mezi referen£ním bodem dané kamery
a jednotlivými kalibra£ními body.
Kalibrace je provád¥na za nep°ítomnosti karoserie na lince, aby bylo moºné kamerami
sejmout referen£ní a kalibra£ní body (p°i m¥°ení karoserie, se body nacházejí schovány
za karoserií).





Obrázek 28: Koncepce výpo£tu
3.3.3 Koncepce výpo£tu
V kapitole 3.1.2 je p°iblíºena koncepce výpo£tu. Systém vychází z deﬁnování 3 bod·
karoserie, které popisují 3D prostor a p°esné umíst¥ní karoserie. Základem tohoto výpo-
£tu je snímek karoserie a v n¥m umíst¥ny referen£ní díry karoserie. Tento snímek deﬁ-
nuje p°ímku, na které leºí konkrétní bod karoserie. P°ímka je deﬁnována st°edem díry a
st°edem kamerového sníma£e. Na této p°ímce se tedy nachází konkrétní bod karoserie.
Deﬁnováním 3 t¥chto p°ímek lze pomocí numerických metod nalézt jednozna£né °e²ení
polohy 3 bod· v·£i sob¥, na základ¥ známých vzájemných rozm¥ru. Z t¥chto 3 bod· lze
vypo£íst sou°adný systém m¥°ené karoserie a jeho transformaci v prostoru v·£i sou°ad-
nému systému karoserie referen£ní. Koncepci výpo£tu lze znázornit pomocí obrázku 3.3.3.
Poloha referen£ní karoserie je vypo£tena stejným zp·sobem jako karoserie m¥°ená a její
poloha sou°adného systému je pouze uloºena jako poloha nulová v sou°adném systému
CS0. P°idáním 4. kamery lze provézt výpo£et 4x a výsledná poloha m¥°ené karoserie je
pr·m¥rná hodnota z vypo£tených transforma£ních matic. Výstupem z tohoto výpo£tu je





Obrázek 29: Optimální poloha kamer
Optimální polohu kamer v systému lze ur£it na základ¥ znalosti chování systému a
jeho vlastností. Optimální pozice kamery je taková, kde sm¥rnice jejího pohledu p·lí úhel,
mezi snímaným bodem a jeho sousedními body a m¥la by leºet v rovin¥ bod· M, N, O
a P. Toto vychází z konceptu modelu a obrázku 32, kde optimální umíst¥ní kamer lze
zvolit tak aby m¥la sm¥rnice p°ímky co nejv¥t²í pr·nik s obalovými plochami jednotlivých
koulí, tj. p·lit úhel α (obrázek 3.3.3). Vzdálenost kamery nemá vliv na výpo£et a proto se
volí na základ¥ poºadovaného zorného pole a ohniskové vzdálenosti pouºitého objektivu
(kapitola 3.2.1) . Na obrázku 3.3.3 jsou ukázány optimální polohy kamer, kde zvýrazn¥na
je kamera M, u které sm¥rnice kamery p·lí úhel α.
Synchronizace mezi referen£ní karoserií a roboty probíhá pomocí 3D skenování. Ske-
nování je provedeno 3D laserovou skenovací jednotkou. Z výstupních hodnot lze deﬁnovat
jeden sou°adný systém, který je spole£ný pro roboty a karoserie a tím zanést korekce do
výpo£tu trajektorií robot·. Tento krok v²ak není sou£ástí této práce a nebude rozebírán






Do tohoto algoritmu vstupuje velké mnoºství prom¥nných, které popisují matematický
model. N¥které hodnoty pouze popisují konstruk£ní uspo°ádání hardwarových prvk·,
tyto hodnoty deﬁnují strukturu prostorového matematického modelu a jsou pro v²echny
výpo£ty statické, proto je moºné je na£íst z konﬁgura£ních soubor·. Dal²í vstupní hodnoty
jsou prom¥nné a m¥ní se pro kaºdý výpo£et. Tyto hodnoty jsou výstupy z kamerového
systému.
4.1 Statické vstupní hodnoty
Tyto hodnoty deﬁnují polohu hardwarových prvk·:
 Kamery - 4x
 poloha st°edu kamerového sníma£e (X,Y,Z) v sou°adném systému CS0
 celkem 12 hodnot
 Referen£ní body - 4x
 poloha st°edu referen£ního bodu (X,Y,Z) v sou°adném systému CS0
 celkem 12 hodnot
 Kalibra£ní body - 8x
 2D vektor od st°edu referen£ního bodu do st°edu kalibra£ního bodu v sou°ad-
ném systému CS0
 celkem 16 hodnot
Dal²í hodnoty, jsou deﬁnovány na základ¥ první kalibrace. Vstupní hodnoty z kalibrace
jsou:
 Korekce orientace kamery
 oprava umíst¥ní referen£ních bod· ve st°edu obrazu
 2D vektor umíst¥ní referen£ních bod· od st°edu obrazu [px]
 slouºí zárove¬ pro kontrolu posunutí kamer
 pro kaºdou kameru vektor (X,Y)
 celkem 8 hodnot
 Korekce nato£ení kamer okolo osy Z
 matematická oprava montáºe kamery - kamera musí být umíst¥na horizontáln¥
(osa X kamerového sníma£e (obrázek 24) v rovin¥ XY sou°adného systému
CS0)





 celkem 36 hodnot
 M¥°ítko
 p°epo£et pixel· na reálné jednotky pro kaºdou kameru [mm]
 celkem 4 hodnoty
Dal²í vstupní hodnoty jsou vztaºeny ke kaºdému typu karoserie. Pat°í mezi n¥:
 P°ibliºná poloha referen£ní karoserie
 sou°adnice referen£ních d¥r v sou°adném systému CS0
 kaºdá karoserie má 4 referen£ní díry
 celkem 16 hodnot
 Transforma£ní matice referen£ních d¥r
 kaºdá referen£ní díra karoserie má vlastní sou°adný systém
 transformace mezi referen£ní dírou a sou°adným systémem karoserie
 celkem 36 hodnot
4.2 Prom¥nné vstupní hodnoty
Tyto hodnoty se m¥ní pro kaºdý výpo£et karoserie a jsou to výstupy z kamerového sys-
tému. Jedná se o sou°adnice referen£ních bod·, kalibra£ních bod· nebo referen£ních d¥r
na snímku. Do kaºdé £ásti algoritmu vstupují jiné hodnoty.
Do kalibrace vstupují sou°adnice referen£ních a kalibra£ních bod·. Jedná se o sou°ad-
nice st°ed· bod· na snímku (X,Y) [px]. Na kaºdém snímku jsou 3 body, celkem tedy do
kalibrace vstupuje tedy 24 hodnot.
Do samotné £ásti výpo£tu vstupují pouze sou°adnice st°ed· referen£ních d¥r na snímku
(X,Y) [px]. Celkem tedy 8 hodnot.
4.3 Získávání vstupních hodnot
Nejrychlej²í a nejp°esn¥j²í metoda pro mapování 3D prostoru je 3D laserové skenování.
Pomocí 3D skenovací hlavy je moºné zmapovat v²echny sou°adnice hardwarových kom-
ponent v·£i jakémukoliv sou°adnému systému. M¥°ení probíhá v¥t²inou z jednoho místa,
ke kterému jsou vztaºeny sou°adnice a poté transformována do poºadovaného sou°adného
systémy, v na²em p°ípad¥ CS0. V²echny komponenty by tedy m¥li být vid¥t z jednoho
místa.
Metoda m¥°ení spo£ívá pouze v p°iloºení m¥°ící kuli£ky k danému prvku a m¥°ící
laserový systém zaznamená její polohu. Pro deﬁnování polohy sou£ásti ve 3D je zapot°ebí
znát minimáln¥ 3 body. Proto kaºdá sou£ást je vyrobena tak, aby bylo moºné p°iloºit
m¥°ící kuli£ku k sou£ásti na více místech. Úprava díl· probíhala vyrobením otvor· o
pr·m¥ru 10mm v místech sou£ásti, kde probíhalo m¥°ení. Zaloºením kuli£ky o v¥t²ím
pr·m¥ru do díry je poté moºné p°esn¥ ur£it její polohu v·£i sou£ásti.
Pro zjednodu²ení simulace matematického modelu pracujeme s ideálními hodnotami,





Obrázek 30: Simula£ní 3D model
sou°adnice KM KN KO KP
X 5100 900 1500 4500
Y 1000 1000 7200 7200
Z 400 400 450 450
Tabulka 7: Sou°adnice kamer v sou°adném systému CS0 [mm]
Sou°adnice RM RN RO RP
X 0 6000 6000 0
Y 7164,1 7164,1 -5464.69 -5474.06
Z 3165,7 3165,7 4134.83 4135.32
Tabulka 8: Sou°adnice referen£ních bod· v sou°adném systému CS0 [mm]
sou°adnice KM1 KM2 KN1 KN2 KO1 KO2 KP1 KP2
X 0 0 0 0 0 0 0 0
Y -450 450 450 -450 1500 -1800 -1800 1500





Obrázek 31: Sou°adný systém kamerového senzoru
5 Návrh vhodné kalibrace systému
Kalibrace systému se provádí z d·vod· korekce ²patné montáºe a moºného posunutí
kamery.
5.1 Kalibrace systému
Jak jiº bylo zmín¥no v konceptu kalibrace v kapitole 3.3.2, tato kalibrace se provádí pouze
p°i instalaci systému a skládá se z:
 Výpo£et m¥°ítka
 Kalibrace nato£ení kamery
 Kalibrace orientace kamery
Kalibrace vychází z porovnávání dat z kamer s reálnými kalibra£ními body, u kterých
známe sou°adnice v sou°adném systému CS0.
5.1.1 Výpo£et m¥°ítek a transforma£ních matic pro jednotlivé kamery
M¥°ítko, které je pot°eba pro p°evod pixelu na milimetry, lze vypo£ítat pomocí porovnání
vzdálenosti mezi body na kamerovém sníma£i a body na kalibra£ní desce. Pro moºné
porovnání je pot°eba transformovat body z kalibra£ní desky na sníma£.
To je moºné provézt vynásobením sou°adnic kalibra£ních bod· transforma£ní maticí:
Výstup z kamer pro kalibraci jsou sou°adnice bod· M1,M2, N1, N2, O1, O2, P1, P2.
Pro transformaci jednotlivých sou°adnic je zapot°ebí znát transforma£ní matici pro
kaºdou kameru. Tyto transforma£ní matice vycházejí z výpo£tu uvedených v kapitole
3.2.1, s rozdílem ºe osy tohoto sou°adného systému mají jiný sm¥r z d·vodu nastavení
kamerového systému. Výstup kamerového systému má osu X vodorovnou a osu Y svislou
(obrázek 31), kde nulové sou°adnice jsou umíst¥ny ve st°edu £ipu (nastavení v kamerovém
systému).
P°íklad pro transformaci kalibra£ního bodu M1:






































CS0z = (0, 0,−1) (36)






















































2 promítnuté do roviny kamerového sníma£e:





∣∣∣∣∣∣∣× (KM1X ;KM1Y ;KM1Z) (41)





∣∣∣∣∣∣∣× (KM2X ;KM2Y ;KM2Z) (42)
Sou°adnice Z je v tomto p°ípad¥ zbyte£ná, protoºe se jedná pouze o sou°adnice v
rovin¥. Nyní lze porovnat sou°adnice mezi promítnutými body a body zm¥°enými.































Výpo£et m¥°ítka je nutné provést pro v²echny kamery, jeho hodnoty se p°i malé ne-





5.1.2 Kalibrace nato£ení kamery
Tato kalibrace koriguje ²patnou montáº kamer. Výpo£et je zaloºen na znalosti sou°adnic
kalibra£ních bod·, které jsou umíst¥ny na kalibra£ní desce a porovnání t¥chto bod· pro-
mítnutých do kamerového sníma£e. Výstupem z této kalibrace je transforma£ní matice,




cos θ sin θ 0
− sin θ cos θ 0
0 0 1
∣∣∣∣∣∣∣ (46)



















Z výsledku je patrné, ºe se jedná pouze o simulaci kalibrace a výsledná transformace
je nulová.
5.2 Korekce p°i posunutí kamery
Korekce posunutí kamery je d·leºitá funkce systému, která umoº¬uje automatickou ko-
rekci orientace kamery. Tuto korekci lze provést jen p°i malém posunutí kamery. P°i
velkém posunutí je nutné kameru vy°adit ze systému a vytvo°it její zam¥°ení a kalibraci
znovu. P°i malém posunutí kamery lze zavést korekci pomocí nové sou°adnice referen£ního
bodu v kamerovém sníma£i. Pokud se kamera pohne, zm¥ní se sou°adnice referen£ního
bodu ve snímku. P°i zm¥n¥ t¥chto sou°adnic se pouze uloºí nová záporná hodnota dife-





6 Návrh algoritmu pro detekci polohy karoserie
6.1 Výpo£et referen£ní karoserie
Prvním krokem samotného algoritmu je deﬁnování pozice referen£ní karoserie, která je
vyuºívána roboty jako karoserie s nulovými posunutími trajektorií. Proto je nutné syn-
chronizovat tuto karoserii s roboty a uloºit její polohu jako referen£ní.
6.1.1 Výpo£et p°ímek pro jednotlivé kamery
Z kapitoly 3.3.3 je patrné, ºe nejprve je nutné deﬁnovat p°ímky, na kterých leºí jednotlivé
díry karoserie. Výpo£et konkrétní p°ímky vychází ze 2 bod·, kterými p°ímka prochází.
Jeden bod je st°ed kamerového sníma£e a druhý je promítnutý bod referen£ní díry karose-
rie na kalibra£ní desku. Promítnout tento bod lze pomocí snímku, kde známe sou°adnice
dané referen£ní díry. P°epo£et t¥chto sou°adnic [px] na [mm] lze dosáhnout vynásobením
zm¥°ených sou°adnic vypo£teným m¥°ítkem z kapitoly 5.1.1. Nech´ je p°íkladem bod M
karoserie A, zm¥°ený kamerovým systémem:
MREFX = MMX ·MMER (49)
MREFY = MMXY ·MMER (50)
Tento bod má sou°adnice v rovin¥ (X,Y). Pro moºnou transformaci v 3D prostoru je
nutné p°idat sou°adnici Z = 0.
MREF = (MREFX ;MREFY ; 0) (51)
Dal²í krok je zkorigování zm¥°ených sou°adnic kalibra£ní maticí pro daný bod.
M 'REF = TKM ×MREF =
∣∣∣∣∣∣∣
cos θ sin θ 0
− sin θ cos θ 0
0 0 1
∣∣∣∣∣∣∣× (MREFX ;MREFY ; 0) (52)
Poté sta£í transformovat tyto sou°adnice bodu z kamerového sníma£e na kalibra£ní
desku vynásobením bodu transponovanou transforma£ní maticí mezi sou°adným systé-
mem kamerového senzoru a systémem CS0, tyto matice jsou vypo£ítány v kapitole 5.1.1.
M REF = T
T












Transformované sou°adnice M REF jsou vztaºeny k referen£nímu bodu M, pro výpo-






Obrázek 32: Koncepce výpo£tu bod·
MR = M








P°ímku, na které leºí bod karoserie M, lze zapsat parametricky pomocí následujících
rovnic.
xM = KMX + t · (MRX −KMX) (55)
yM = KMY + t · (MRY −KMY ) (56)
zM = KMZ + t · (MRZ −KMZ) (57)
Tento výpo£et je nutné provést pro v²echny kamery.
6.1.2 Výpo£et polohy bod· karoserie
Pro p°esný výpo£et polohy karoserie je nutné znát p°esné vzdálenosti mezi jednotlivými
referen£ními dírami karoserie a jejich popis v prostoru v·£i sou°adnému systému karoserie.
Takto popsané body lze poté vloºit na jednotlivé p°ímky a nalézt jednozna£né °e²ení
polohy bod· v·£i sob¥ a tím deﬁnovat polohu karoserie. Základem je tedy trojúhelník
mezi 3 body karoserie (obrázek 32). Sou°adné systémy jednotlivých referen£ních d¥r jsou
deﬁnovány podle obrázku. Takto popsaný trojúhelník v prostoru má potom jednozna£né
°e²ení a lze deﬁnovat jeho polohu sou°adným systémem karoserie.
P°íklad výpo£tu bodu M karoserie A.
Body daného trojúhelníku lze vypo£ítat jako pr·se£íky kulové plochy a p°ímky, kde





z jedné p°ímky, na které se deﬁnuje bod (M), z kterého jsou vytvo°eny dv¥ kulové plo-
chy o polom¥ru (MN a MP) a vypo£teny dva pr·se£íky (N, P) s p°ímkami sousedícími.
Porovnává se poté vzdálenost vzniklých pr·se£ík· se vzdáleností 3. st¥ny trojúhelníku.
Numerickými metodami lze nalézt jednozna£né °e²ení.
První bod (st°ed koulí) zvolíme mimo toleran£ní pole (±30mm) od p°edpokládaného
výskytu karoserie (tabulka 2 a 3). Nejednodu²í volba bodu mimo povolený rozsah je
posunutí p°edpokládané sou°adnice díry v jedné rovin¥ o 30mm a dopo£ítání zbylých
sou°adnic. Protoºe auto je symetrické okolo osy Y, volíme posunutí v rovin¥ Y o hodnotu
Ykorekce.
t =
(YM−A + Ycar−A + Ykorekce)−KMX
MRX −KMX (58)
XM = KMX + t · (MRX −KMX) (59)
ZM = KMZ + t · (MRZ −KMZ) (60)
Obecná rovnice kulové plochy, kde za r je dosazen polom¥r |MN | a |MP |.
(x−XM)2 + (y − YM)2 + (z − ZM)2 = r2 (61)
|MN | =
√
(NAX −MAX)2 + (NAY −MAY )2 + (NAZ −MAZ)2 (62)
|MP | =
√
(PAX −MAX)2 + (PAY −MAY )2 + (PAZ −MAZ)2 (63)
Za hodnoty x, y a z jsou dosazeny parametrické rovnice p°ímka procházející bodem
N a bodem P. -
(KNX + e · (NRX −KNX)−XM)2 + (KNY + e · (NRY −KNY )− YM)2+
+(KNZ + e · (NRZ −KNZ)− ZM)2 = |MN |2 (64)
GN = ((NRX −KNX)2 + (NRY −KNY )2 + (NRZ −KNZ)2) (65)
HN = 2 · (NRX −KNX) · (KNX −XM) + 2 · (NRY −KNY ) · (KNY − YM)+
+2 · (NRZ −KNZ) · (KNZ − ZM) (66)









H2N − 4 ·GN · IN
2 ·GN (69)
(KPX + f · (PRX −KPX)−XM)2 + (KPY + f · (PRY −KPY )− YM)2
+(KPZ + f · (PRZ −KPZ)− ZM)2 = |MP |2 (70)
GP = ((PRX −KPX)2 + (PRY −KPY )2 + (PRZ −KPZ)2) (71)
HP = 2 · (PRX −KPX) · (KPX −XM) + 2 · (PRY −KPY ) · (KPY − YM)+
+2 · (PRZ −KPZ) · (KPZ − ZM) (72)
IP = (KPX −XM)2 + (KPY − YM)2 + (KPZ − ZM)2 − |MP |2 (73)






Vyjád°ením parametr· e a f z kvadratických rovnic dostaneme parametry pr·se£íky
dané kruºnice a p°ímky. Sou°adnice pr·se£ík· lze vypo£ítat dosazením parametr· e a f
do parametrické rovnice p°ímky procházející bodem N a P.
NPRUS−1−X = e1 · (NRX −KNX) +KNX (75)
NPRUS−1−Y = e1 · (NRY −KNY ) +KNY (76)
NPRUS−1−Z = e1 · (NRZ −KNZ) +KNZ (77)
NPRUS−2−X = e2 · (NRX −KNX) +KNX (78)





NPRUS−2−Z = e2 · (NRZ −KNZ) +KNZ (80)
PPRUS−1−X = f1 · (PRX −KPX) +KPX (81)
PPRUS−1−Y = f1 · (PRY −KPY ) +KPY (82)
PPRUS−1−Z = f1 · (PRZ −KPZ) +KPZ (83)
PPRUS−2−X = f2 · (PRX −KPX) +KPX (84)
PPRUS−2−Y = f2 · (PRY −KPY ) +KPY (85)
PPRUS−2−Z = f2 · (PRZ −KPZ) +KPZ (86)
Na kaºdou p°ímku vycházejí 2 pr·se£íky, kde hledaný pr·se£ík z dvojice pr·se£ík· je
vºdy ten, který má men²í absolutní odchylku od konkrétního bodu p°edpokládané polohy
karoserie.
|NPRUS−1 − (NA + CScar−A)| > |NPRUS−2 − (NA + CScar−A)| ⇒ NPRUS−2 (87)
|NPRUS−1 − (NA + CScar−A)| < |NPRUS−2 − (NA + CScar−A)| ⇒ NPRUS−1 (88)
|PPRUS−1 − (PA + CScar−A)| > |PPRUS−2 − (PA + CScar−A)| ⇒ PPRUS−2 (89)
|PPRUS−1 − (PA + CScar−A)| < |PPRUS−2 − (PA + CScar−A)| ⇒ PPRUS−1 (90)
Deﬁnujme, ºe správný pr·se£ík je nap°. NPRUS−2 a PPRUS−2. Potom hledaná vzdále-
nost mezi t¥mito body je






Obrázek 33: Hodnoty DifM , DifN , DifO a DifP v závislosti na hodnot¥ Y KOR
Porovnáním s reálnou vzdáleností mezi referen£ními body N a P, která vychází z
tabulek 2 a 3 lze deﬁnovat odchylku. Pr·b¥h této odchylky je potom znázorn¥n v obrázku




(PAX −NAX)2 + (PAY −NAY )2 + (PAZ −NAZ)2 (92)
DifM =
∣∣∣NP ′∣∣∣− |NP | (93)
Výsledkem jsou tedy sou°adnice bodu M1∆, u kterého je DifM = 0. Body N1∆a P1∆
slouºí pouze pro deﬁnování orientace bodu M1∆, která poté deﬁnuje polohu sou°adného
systému karoserie. Orientace sou°adného systému je deﬁnována osou X sm¥°ující vºdy k
p°edchozímu bodu, v tomto p°ípad¥ P1∆ a osa Y je dopln¥na do roviny trojúhelníku sm¥-
°ující k následujícímu bodu, v tomto p°ípad¥ N1∆. Takto popsaný trojúhelník v prostoru
má potom jednozna£né °e²ení a lze deﬁnovat jeho polohu.
























































































ˆxSMX ˆySMX ˆzSMX M1∆X
ˆxSMY ˆySMY ˆzSMY M1∆Y
ˆxSMZ ˆySMZ ˆzSMZ M1∆Z
0 0 0 1
∣∣∣∣∣∣∣∣∣ (100)
6.1.3 Nalezení správného °e²ení pomocí metody se£en
Pro výpo£et skute£né polohy bod· M1∆, N1∆a P1∆ je zapot°ebí nalézt trojúhelník kde
hodnota DifM = 0, toho lze dosáhnout posunutím sou°adnice YKOR a výpo£et opakovat.
Z grafu 1 lze vy£íst, ºe posunutím hodnot YKOR, lze nalézt jednozna£né °e²ení, kde
hodnota DifM = 0. V grafu jsou uvedeny hodnoty pro YKOR = 〈−300mm; 300mm〉. Pro
numerické °e²ení tohoto problému, lze aplikovat metodu p·lení interval· nebo metodu
se£en, která urychlí výpo£et oproti metod¥ itera£ní. Protoºe známe p°ibliºné chování
funkceDif , vycházející z grafu 1. Nejefektivn¥j²í výpo£etní metoda pro funkciDif (YKor)
je metoda se£en, kde hledanou hodnotou je Dif (YKor) = 0. [18]
Na za£átku je zapot°ebí ur£it dv¥ po£áte£ní hodnoty YKOR1 a YKOR2, které by m¥li
být co nejblíºe °e²ení rovnice DifM (YKor) = 0. V na²em p°ípad¥ bude YKOR1 rovno
limitní hodnot¥ posunutí karoserie tj. 30mm a YKOR2 rovno nulové poloze karoserie tj.
YM−A + Ycar−A. Body Q1 a Q1 je dána rovnice se£ny
Q1 = (YM−A + Ycar−A + 30;DifM (YM−A + Ycar−A + 30)) (101)
Q2 = (YM−A + Ycar−A;DifM (YM−A + Ycar−A)) (102)
y = Q2Y +
Q2Y −Q1Y
Q2X −Q1X · (x−Q2X) (103)





x = Q2X − Q2Y · (Q2X −Q1X)
Q2Y −Q1Y (104)
Dal²í bod se£ny Q3je potom
Q3 = (x;DifM (x)) (105)
Kde kaºdé dal²í x lze vypo£ítat.







Tento cyklus se opakuje, dokud není spln¥na omezující podmínka. V tomto p°ípad¥
je podmínka deﬁnující p°esnost hodnoty DifM (x) ≤ 0, 01mm.
Celý p°edchozí výpo£et se musí opakovat pro v²echny body karoserie.
6.1.4 Výpo£et sou°adného systému karoserie
Vynásobením matice TTM4 a transforma£ní maticí mezi bodem M a sou°adným systémem
CSCAR−A, které vychází z 3D modelu, dostaneme reálnou polohu a nato£ení sou°adného
systému karoserie vypo£ítaného z bodu M v sou°adném systému CS0. V tomto p°ípad¥
se jedná o matice rotace a translace.
TVYSL−M = TTM4 ×TCAR−A−M =
=
∣∣∣∣∣∣∣∣∣
ˆxSMX ˆySMX ˆzSMX M1∆X
ˆxSMY ˆySMY ˆzSMY M1∆Y
ˆxSMZ ˆySMZ ˆzSMZ M1∆Z
0 0 0 1
∣∣∣∣∣∣∣∣∣×
∣∣∣∣∣∣∣∣∣
rXX−A−M rXY−A−M rXZ−A−M tX−A−M
rY X−A−M rY Y−A−M rY Z−A−M tX−A−M
rZX−A−M rZY−A−M rZZ−A−M tX−A−M
0 0 0 1
∣∣∣∣∣∣∣∣∣
(107)
Tuto matici je nutné vypo£ítat pro v²echny vypo£tené body karoserie. Výsledkem jsou






rV Y SL−XX rV Y SL−XY rV Y SL−XZ tV Y SL−X
rV Y SL−Y X rV Y SL−Y Y rV Y SL−Y Z tV Y SL−Y
rV Y SL−ZX rV Y SL−ZY rV Y SL−ZZ tV Y SL−Z
0 0 0 1
∣∣∣∣∣∣∣∣∣ (108)
Tato matice slouºí jako matice referen£ní pro nulové posunutí trajektorií robot·, kde
poloha sou°adného systému je (tV Y SL−REF−X ;tV Y SL−REF−Y ;tV Y SL−REF−Z) a nato£ení
sou°adného systému je
∣∣∣∣∣∣∣
rV Y SL−REF−XX rV Y SL−REF−XY rV Y SL−REF−XZ
rV Y SL−REF−Y X rV Y SL−REF−Y Y rV Y SL−REF−Y Z
rV Y SL−REF−ZX rV Y SL−REF−ZY rV Y SL−REF−ZZ
∣∣∣∣∣∣∣. Výsledné





6.2 Výpo£et polohy m¥°ené karoserie
Výpo£et polohy m¥°ené karoserie vychází ze stejného výpo£tu jako je výpo£et referen£ní
karoserie (kapitola 6.1). Výstupem tohoto výpo£tu je transformace mezi sou°adným sys-
témem referen£ní karoserie a sou°adným systémem m¥°ené karoserie. Z tohoto vyplývá,
ºe je nutné provést celý výpo£et jako u karoserie referen£ní a porovnat výsledné ma-
tice. Transforma£ní matici mezi t¥mito systémy lze vypo£ítat vynásobením matice rotace
TVYSL−REF a TVYSL−MER
TVYSL = TVYSL−REF ×TVYSL−MER =
(109)
Rozdíl polohy mezi t¥mito sou°adnými systémy lze vypo£ítat ode£tením vzájemné
polohy v sou°adném systému CS0.
tV Y SL = tV Y SL−MER − tV Y SL−MER
(tV Y SL−REF−X − tV Y SL−REF−X ; tV Y SL−REF−Y − tV Y SL−MER−Y ; tV Y SL−REF−Z − tV Y SL−MER−Z) (110)
Poºadavkem zákazníka byl výstup transformace mezi sou°adným systémem m¥°ené a




rV Y SL−XX + rV Y SL−Y Y + rV Y SL−ZZ + 1
2
(111)
q2 = znam1 ·
√
rV Y SL−XX − rV Y SL−Y Y − rV Y SL−ZZ + 1
2
(112)
q3 = znam2 ·
√
rV Y SL−Y Y − rV Y SL−XX − rV Y SL−ZZ + 1
2
(113)
q4 = znam3 ·
√
rV Y SL−ZZ − rV Y SL−XX − rV Y SL−Y Y + 1
2
(114)
Kde znam1, znam2 a znam3 je znaménko kvaternionu, záleºící na následujících rov-
nicích.
znam1 = −1⇔ (rV Y SL−ZY − rV Y SL−Y Z) < 0 (115)
znam2 = −1⇔ (rV Y SL−XZ − rV Y SL−ZX) < 0 (116)





Obrázek 34: Hodnoty DifM , DifN , DifO a DifP pro posunutí (0, 0, 0) - optimální umís-
t¥ní kamer
Obrázek 35: Hodnoty DifM , DifN , DifO a DifP pro posunutí (0, 0, 0) - reálné umíst¥ní
kamer
7 Chování algoritmu
Testováním tohoto algoritmu v simula£ním 3D modelu, lze deﬁnovat tento systém jako
stabilní na základ¥ výsledného chování algoritmu. Simulace probíhala p°i optimálním
umíst¥ní kamer (kapitola 3.3.3) a p°i reálném umíst¥ní, které vychází z tabulky 5. Ma-
ximální posunutí karoserie je deﬁnováno jako ±30mm, av²ak pro jistotu funk£nosti algo-
ritmu v tomto rozsahu, jsou pro testování systému zvoleny hodnoty vy²²í a to v rozsahu
±50mm. Testovány byli pouze pozice nulové a limitní, tj. v kaºdé ose posunutí o ±50mm.
Tato simulace zaru£uje, ºe mezi limitními hodnotami má algoritmus °e²ení, na základ¥
znalosti pr·b¥h· hodnot DifM , DifN , DifO a DifP . Výsledkem je tedy 7 graf· pr·b¥hu






Obrázek 36: Hodnoty DifM , DifN , DifO a DifP pro posunutí (−50, 0, 0) - optimální
umíst¥ní kamer
Obrázek 37: HodnotyDifM ,DifN ,DifO aDifP pro posunutí (−50, 0, 0) - reálné umíst¥ní
kamer






Obrázek 39: Hodnoty DifM , DifN , DifO a DifP pro posunutí (50, 0, 0) - reálné umíst¥ní
kamer
Obrázek 40: Hodnoty DifM , DifN , DifO a DifP pro posunutí (0,−50, 0) - optimální
umíst¥ní kamer






Obrázek 42: Hodnoty DifM , DifN , DifO a DifP pro posunutí (0, 50, 0) - optimální
umíst¥ní kamer
Obrázek 43: Hodnoty DifM , DifN , DifO a DifP pro posunutí (0, 50, 0) - reálné umíst¥ní
kamer






Obrázek 45: HodnotyDifM ,DifN ,DifO aDifP pro posunutí (0, 0,−50) - reálné umíst¥ní
kamer
Obrázek 46: Hodnoty DifM , DifN , DifO a DifP pro posunutí (0, 0, 50) - optimální
umíst¥ní kamer







P°edloºená práce prezentuje kamerový systém pro výpo£et polohy karoserie v prostoru a
jeho kalibraci. Tato práce je v souladu se v²emi cíly zadání:
 V kapitole 2 jsou popsány vlastnosti kamerových systém· vhodných pro danou
problematiku
 Kapitola 3 popisuje koncepci vhodného výpo£tu polohy a kalibraci systému
 Návrh algoritmu kalibrace je popsán v kapitole 5
 V kapitole 6 je popsán vhodný algoritmus pro výpo£et polohy karoserie v prostoru
K dosaºení práce bylo nutné realizovat následující kroky:
 Vytvo°ení konceptu kamerového systému z pohledu hardwaru a softwaru
 Výb¥r vhodného softwaru a hardwaru pro kamerový systém
 Vytvo°ení simula£ního modelu ve 3D pro odzkou²ení algoritmu
 Koncepce algoritmu pro kalibraci systému
 Koncepce algoritmu pro samotný výpo£et polohy karoserie v prostoru
Z p°edloºené práce vyplývá:
 Výpo£tový algoritmus pro kalibraci nato£ení kamer a pro kalibraci malého posunutí
kamer.
 Výpo£tový algoritmus pro výpo£et polohy referen£ní karoserie v prostoru.
 Výpo£tový algoritmus pro výpo£et polohy m¥°ené karoserie v prostoru v·£i refe-
ren£ní.
 Z uvedených graf· (kapitola 7) lze vy£íst, ºe umíst¥ní kamer má velký vliv na
robustnost výpo£tu. Porovnáním mezi grafy reálného a optimálního umíst¥ní kamer,
lze zjistit chování systému. P°i optimálním umíst¥ní se rozsah intervalu, kde má
algoritmus °e²ení, zv¥t²uje, oproti umíst¥ní ve skute£ných systémech. Vliv mají i
rozm¥ry karoserie, konkrétn¥ vzdálenosti m¥°ených d¥r. Proto je nutné stanovit
limitující umíst¥ní kamer a co nejv¥t²í vzdálenosti mezi referen£ními dírami pro
kaºdý systém. Minimální interval kde má algoritmus °e²ení je potom deﬁnován jako
maximální moºné posunutí karoserie v prostoru, tj. v tomto p°ípad¥ ±30mm.
 Nech´ jsou p°íkladem obrázky 34 a 35, z nich lze vid¥t interval kde má výpo£et
°e²ení. Pro optimální umíst¥ní kamer je interval pro kameru M a N〈−195; 300〉,
pro kameru O a P není interval omezen v rozsahu 〈−300; 300〉. P°i reál-
ném umíst¥ní se interval zmen²uje na hodnoty 〈−155; 300〉 u kamer M a N





Obrázek 48: Testovací linka pro kamerový systém
 Z p°edchozího bodu lze vy£íst, ºe u kamer O a P, dochází k velkému omezení
intervalu. Toto omezení je z d·vodu velkého úhlu mezi optimálním a reálným
umíst¥ní kamer.
 Z obrázku 34 lze vy£íst vliv vzdálenosti referen£ních d¥r na karoserii na algo-
ritmus. U kamer O a P není ºádné omezení stability v intervalu 〈−300; 300〉,
na rozdíl od kamer M a N, kde je interval omezen na rozsah 〈−195; 300〉, kde
je vzdálenost mezi referen£ními dírami men²í.
Na obrázku 48 je zobrazena testovací linka, kde byl kamerový systém odzkou²en na reál-
ném systému. Po r·zných testech byla p°esnost systému ur£ena jako dosta£ující a systém
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Pouºité jednotky a veli£iny
 CS0...nulový sou°adný systém
 CScar−A... sou°adný systém karoserie A
 CScar−B... sou°adný systém karoserie B
 CScar−C ... sou°adný systém karoserie C
 CSM ... sou°adný systém bodu M
 XM/Y M/ZM ...sou°adnice X/Y/Z st°edu zorného pole kamery M v CS0[mm]
 XM−A/YM−A/ZM−A...sou°adnice X/Y/Z bodu M na karoserii A v CScar−A [mm]
 Xcar−A/Ycar−A./Zcar−A...sou°adnice X/Y/Z systému CScar−A v CS0 [mm]
 Xcar−C/Ycar−C ./Zcar−C ...sou°adnice X/Y/Z systému CScar−C v CS0 [mm]

−→xM/−→yM/−→zM ... vektor osy X/Y/Z sou°adného systému CSM [mm]
 xˆM/yˆM/zˆM ... jednotkový vektor osy X/Y/Z sou°adného systému CSM [mm]
 SZP−M ...st°ed zorného pole bodu M v CS0 [mm]
 KM ...sou°adnice kamery M v CS0 [mm]

−−−→
CS0z...vektor osy Z sou°adného systému CS0 [mm] [mm]
 TM...transforma£ní matice pro bod M













M−C ...p°enesený vektor mezi SZP−M a sou°adnicemi bodu M karose-
rie A/B/C v CS0 [mm]
 ZPMX/ZPMY ...rozm¥ry zorného pole kamery M [mm]

−→xO/−→yO/−→zO... vektor osy X/Y/Z sou°adného systému CSO [mm]
 xˆO/yˆO/zˆO... jednotkový vektor osy X/Y/Z sou°adného systému CSO [mm]
 SZP−O...st°ed zorného pole bodu O [mm]
 KO...sou°adnice kamery O v CS0 [mm]
 TO...transforma£ní matice pro bod O

















O−C ...p°enesený vektor mezi SZP−O a sou°adnicemi bodu O karoserie
A/B/C v CS0 [mm]
 ZPOX/ZPOY ...rozm¥ry zorného pole kamery O [mm]
 fM1/fM2...ohnisko pro horizontální/vertikální zorné pole kamery M [mm]
 fO1/fO2...ohnisko pro horizontální/vertikální zorné pole kamery O [mm]

−−→xSM/−−→ySM/−−→zSM ... vektor osy X/Y/Z sou°adného systému CSSM [mm]
 ˆxSM/ ˆySM/ ˆzSM ... jednotkový vektor osy X/Y/Z sou°adného systému CSSM [mm]
 RM ...sou°adnice referen£ního bodu na zdi kamery M v CS0 [mm]

−−−−→
CS0z−...záporný vektor osy Z sou°adného systému CS0 [mm] [mm]
 TSM...transforma£ní matice pro bod M
 KM1/KM2...kalibra£ní body M na zdi v CS0[mm]
 KM '1/KM
'
2...kalibra£ní body promítnuté do kamery M [mm]

−→m/−→m'... vektor mezi bodem KM1 a KM2/KM ′1 a KM ′2 [mm]
 MMER...m¥°ítko kamery M [1]
 TKM...matice kalibrace
 θ...úhel mezi vektorem −→m a −→m' [deg]
 MREFX/MREFY ...sou°adnice díry v kame°e M p°epo£ítány m¥°ítkem [mm]





REF ...reálný/zkalibrovaný/promítnutý vektor díry od st°edu sní-
ma£e kamery M [mm]
 MR...vypo£tené sou°adnice referen£ního bod pro kameru M v CS0 [mm]
 xM/yM/zM ...sou°adnice teoretického bodu v parametrickém vyjád°ení p°ímky pro
bod M [mm]
 KMX/KMY /KMZ ...sou°adnice st°edu sníma£e kamery M [mm]
 tM/tN/tP ...parametry p°ímek M/N/P [1]







NP ...vektory mezi body M a N/M a P/N a P [mm]
 GN/GP ...konstanta kvadratické rovnice N/P [mm]





 IN/IP ...konstanta kvadratické rovnice N/P [mm]
 NPRUS−1−X/NPRUS−1−Y /NPRUS−1−Z ...sou°adnice X/Y/Z pr·se£íku 1 na p°ímce N
v CS0 [mm]
 NPRUS−2−X/NPRUS−2−Y /NPRUS−2−Z ...sou°adnice X/Y/Z pr·se£íku 2 na p°ímce N
v CS0 [mm]
 PPRUS−1−X/PPRUS−1−Y /PPRUS−1−Z ...sou°adnice X/Y/Z pr·se£íku 1 na p°ímce P
v CS0 [mm]
 PPRUS−2−X/PPRUS−2−Y /PPRUS−2−Z ...sou°adnice X/Y/Z pr·se£íku 2 na p°ímce P
v CS0 [mm]
 DifM/DifN/DifO/DifP ...rozdíl mezi vypo£tenou a reálnou vzdáleností mezi body
[mm]

−−−→mX4/−−→mY4/−−→mZ4...vektory jednotlivých os X/Y/Z sou°adného systému CSM [mm]
 ˆmX4/ ˆmY4/ ˆmZ4...jednotkové vektory jednotlivých os X/Y/Z sou°adného systému
CSM [mm]

−−−→mn4...vektor mezi body M a N [mm]
 M1∆X/M1∆X/M1∆X ...sou°adnice X/Y/Z vypo£teného bodu M v CS0 [mm]
 N1∆X/N1∆X/N1∆X ...sou°adnice X/Y/Z vypo£teného bodu N v CS0 [mm]
 P1∆X/P1∆X/P1∆X ...sou°adnice X/Y/Z vypo£teného bodu P v CS0 [mm]
 TM4...matice transformace CSM do CS0
 YKOR1/YKOR2...posunutí sou°adnice Y [mm]
 Q1/Q2/Q3...body se£ny [mm]
 TVYSL−M... výsledná matice transformace referen£ní karoserie bodu M
 TCAR−A−M...matice transformace mezi CScar−A a CS0
 TVYSL−REF...výsledná pr·m¥rná matice transformace referen£ní karoserie
 TVYSL−MER...výsledná pr·m¥rná matice transformace m¥°ené karoserie
 q1/q2/q3/q4...kvaterniony [1]
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