ABSTRACT In this paper, an improved harmony search (ImHS) algorithm is presented. HS is a simple but efficient metaheuristic method explored in recent literature, that simulates the process of musical improvisation. Two modifications for parameter tuning are proposed to enhance the algorithm performance in the solution of constrained numerical optimization problems, maintaining the simplicity of its original design. Metaheuristics are methods for solving optimization problems, and are based in two processes: exploration (diversification) and exploitation (intensification). The proposed modifications improve both processes in HS, without breaking their balance. A well-known ideal problem set was used as a reference to compare the efficiency of the developed algorithm ImHS with HS and three of its most successful variants, and also with two other metaheuristics of different nature, artificial bee colony (ABC) and modified ABC (MABC). Various techniques were applied to evaluate the algorithm performance with the proposed modifications, in order to validate the reliability of the comparison. In most case studies, ImHS far surpassed the results of HS and ABC, also improving the performance of the selected variants. Additionally, its results reached a similar quality than the obtained with MABC but with a significantly lower computational cost, suggesting that it can be a useful tool for solving real-world optimization problems if they are modeled as constrained numerical cases.
I. INTRODUCTION
In general terms, optimization is the selection of the best element from a discrete or continuous set of available items, with respect to some criteria. In mathematical language the formulation of a constrained numerical optimization problem (CNOP) can be expressed as finding a set of values x such that:
minimize/maximize f ( x) (1) subject to:
h k ( x) = 0, k = 1, 2, ..., q
where f ( x) is the objective function, the relationships (2) and (3) are called inequality and equality constraints respectively, and x is the solution or vector of variables (a subset of R n .) The objective function and the constraints can be linear or nonlinear. Different methods have been used for solving this class of problems, with the metaheuristics standing out among them. Metaheuristic algorithms have a remarkable performance when solving nonlinear, non-differentiable, or even multimodal complex optimization problems that cannot be solved by classic methods. Most metaheuristics are nature or artificial inspired, like Genetic Algorithm (GA) [1] , Ant Colony Optimization [2] , Artificial Bee Colony (ABC) [3] , Firefly Algorithm (FA) [4] , Differential Evolution (DE) [5] , and Particle Swarm Optimization (PSO) [6] , to name a few.
Harmony Search is a metaheuristic algorithm which bases its operation on the musical improvisation process. It was first developed by Geem et al. [7] , who established that a harmony in music is a combination of sounds that is pleasing to the ear from an aesthetic point of view. So, the process of searching for the best harmony can be considered as analogous to finding a solution to an optimization problem [8] , since both processes are intended to produce the best or the optimal result under given conditions.
Among the characteristics of HS are an easy implementation, few mathematical requirements, a fast convergence, and a good balance between exploration and exploitation [9] . For these reasons it has been implemented in several development areas such as computer science [10] - [12] , civil engineering [13] - [15] , mechatronics [16] , image processing [17] , [18] , industrial engineering [19] , electronics [20] , and others [21] .
Despite of its many advantages, the main drawback of HS is that its control parameters are set to fixed values and the algorithm can be trapped in local searching if these key parameters are not correctly tuned, specially when solving numerical problems [9] , [22] - [24] . A number of modifications have been implemented over HS, in order to improve the algorithm performance and the quality of its solutions. These modifications can be grouped into two categories [25] - [27] : 1) Changes on the algorithm parametrization applying more efficient tunning strategies. 2) Modification of the structure of HS or its components, even including hybridization with other optimization methods. The first group corresponds to the HS versions that intent to improve the performance while maintaining the simplicity of the algorithm. The initial proposal to modify the control parameters was presented by Mahdavi et al. [9] , adjusting the values accordingly to the total of iterations and the current cycle of the algorithm. Good reviews of the advances in this approach are in [22] , [24] , [28] , and [29] . Since the proposal in this work addresses modifications to HS for parameter fine-tunning, a comprehensive analysis of the main works in this area is included in Section 3, in order to compare their effectiveness with the corresponding to the changes here presented.
The second category is completely focused on increasing the quality of results, without taking care of the type and/or the number of modifications; for that reason, a main issue related to the modifications in HS structure is the additional overhead required for the new operators or algorithms, both in computing time and memory. In [30] and [31] a hybrid HS with DE, Differential Harmony Search (DHS), is presented and applied to the solution of benchmark numerical examples and economical load dispatch problems, respectively. A similar approach is developed in [32] , hybridizing HS with different mutation operators for continuous problems. Melody Search (MS), a new algorithm based on HS, was developed by Ashrafi and Dariane [33] , [34] ; however, in spite of its good performance in numerical optimization, it requires more than one set of proposed solutions and the tunning of six parameters, instead of only three as in original HS. A hybrid HS with three different embedded mechanisms to maintain the population diversity is applied to dynamic optimization problems in [35] . In [36] , [37] , and [38] different versions of a hybrid Harmony Search (HHS) algorithm with Particle Swarm Optimization (PSO) are developed for designing truss structures.
Some of the new versions of HS contain several simultaneous modifications, even from both categories, so in spite of the good results reported it is not clear the real effect of each adaptation and its contribution to the obtained synergy. These are the cases of the Modified Harmony Search (MHS) algorithm with an intersect mutation operator and cellular local search for continuous-function optimization problems [26] ; and the Self-adaptive Harmony PSO Search (SHPSOS) [24] , which uses an initialization method based on PSO algorithm, a self-adaptive adjusting scheme for the control parameters, an improvisation stage based on differential evolution, and a Gaussian mutation strategy. Similarly, in [39] a local search method called Chaotic Local Search (CLS) and a global search operator are proposed to modify HS, also including a fuzzy decision-making method to select the best solution from the set of Pareto solutions, for solving multi-objective reactive power dispatch.
In this work a novel proposal of an improved harmony search algorithm is developed, ImHS, based in terms of its parametrization. The objective is to achieve a higher efficiency of HS while maintaining its simplicity, by implementing two modifications on the original algorithm. A well known benchmark was used to test and compare the performance of the proposed algorithm. The paper is organized as follows: Section 2 explains the basic Harmony Search algorithm while Section 3 describes the proposed modifications to HS and a literature review of HS versions corresponding to this approach. Experimental results are reported and analyzed in Section 4, and Section 5 corresponds to a final discussion, including both conclusions and future work.
II. HARMONY SEARCH
Music can be defined as a set of successive combined sounds, that generally produce an aesthetic or an expressive effect. Any single sound can be fully described and adjusted by means of three parameters: pitch, intensity and tone. Harmony search is an optimization algorithm based on the process of musical composition [7] , simulating the improvisation of a composer in a musical production, when he adjusts the set of sounds or notes in a specific range. The goal is to find a harmonic combination of sounds that is pleasant to the ear from an aesthetic point of view.
A. MUSICAL COMPOSITION
A combination of notes emitted in sequence generates a harmony, and in the composition process harmonies are changed in order to improve their sound in a specific melody. This adjustment is simulated by the HS algorithm. When musicians compose music they improvise the next new harmony, considering three possible sources: 1) A harmony previously used, that is, a combination stored in their musical memory. 2) An adjustment on the previous harmony by a change on its notes. 3) A completely new harmony with notes selected randomly. HS integrates these sources in three methods for a process of quantitative optimization: use of harmony memory, tone adjustment and randomization.
B. DESCRIPTION OF THE HS ALGORITHM
HS can be applied to optimization problems by associating vectors of design variables
to harmonies called harmony vectors, with j = 1, 2, · · · , k. The initial array of k harmonies is known as harmony memory (HM), and it is first generated with a uniform distribution considering L i < x j i < U i , where L i and U i are the lower and upper bounds defined for the problem, respectively, with is the original pitch and bw is the bandwidth for pitch adjustment.
3) With a probability of (1 − r accept ), randomization produces a completely new value by applying expression (6):
Every metaheuristic includes two processes: exploration of the solution space (diversification) and exploitation of a potential optimum (intensification). A good balance of these parts is fundamental for the performance of an optimization algorithm. Proper exploration prevents the search from being trapped at local optima. If exploration is more intense than exploitation, the algorithm visits several regions but with the risk of a premature convergence to an erroneous global optimum. One of the major strengths of HS is its balance between diversification and intensification; r accept configures [4] .
The algorithm presented in this work is intended to solve numerical problems that are limited by constraints. These constraints define the feasible region of the problem, and any solution that accomplishes them is known as a feasible solution [40] . So, a modification to HS is needed to handle the constraints; all the implemented algorithms in this work included the feasibility rules of Deb [41] : 1) Between two feasible vectors, the one with the best value of the objective function is selected. 2) Between a feasible and an infeasible vector, the feasible solution is chosen. 3) Between two infeasible vectors, the one with the lowest sum of constraint violations is preferred. Equality constraints are treated as inequalities by applying expression (7), with a previously established tolerance that is tending to zero [42] :
III. IMPROVEMENT TO ORIGINAL HS A. ADJUSTMENT OF bw
One of the procedures in HS is the pitch adjustment of the design variables. In music it means a frequency change to VOLUME 5, 2017 
accept newX as new solution if better than worst harmony X worst , applying Deb's conditions ; generate a new tone slightly different to the original. In this operation, the parameters of the algorithm have to be properly selected to avoid a slow convergence, since a combination of a low r pa and a high bw could limit exploitation; so, their fine adjustment is of great interest [9] . Generally, HS implementations use a constant bandwidth as proposed in [10] , with bw = (U i − L i )/1000 and r pa ∈ [0.1, 0.5]. However, in initial generations b w must take bigger values to enforce the algorithm to increase the diversity of solutions, and be reduced to small values in final iterations for a better refinement, improving so the convergence of the algorithm. As mentioned earlier, the first proposal for parameter adjustment, Improved Harmony Search (IHS), was presented by Mahdavi et al. in 2007 with a modification for calculating r pa and b w as a function of the number of cycles and the current iteration. The bandwidth begins in b wmax and decreases exponentially to b wmin at the end of the simulation. However, the scheme has two drawbacks: 1) there is only one bandwidth for all the design variables and, 2) it is required to know the total number of iterations in advance. Other examples of modified harmony search with different adaptations for calculating its parameters as a function of the number of cycles are in [43] and [44] . 
Algorithm 3 HS_Mod2
accept newX as new solution if better than worst harmony X worst , applying Deb's conditions ;
In [45] a variation of IHS is introduced, Adjustable Bandwidth HS (ABHS), evolving b w through time on the basis of a Saturation Parameter (SP). SP is the maximum number of consecutive cycles where no better solution was found, in a similar scheme to the ABC algorithm [3] ; although it is no longer necessary to know the number of cycles, the parameter has to be set manually. Pan et al. [46] developed a Selfadaptive Global Best Harmony Search (SGHS) algorithm for solving continuous optimization problems. SGHS uses the information in the global best solution to generate new 
Algorithm 4 ImHS
accept newX as new solution if better than worst harmony X worst , applying Deb's conditions;
harmonies, and r accept , r pa , and b w are dynamically adapted by the learning mechanisms proposed. In [47] , Geem and Sim presented a Parameter-Setting-Free (PSF) technique to avoid manually finding the best setting; they considered r accept and r pa , but let untouched b w . Finally, in some variants of HS the b w is eliminated, as in the Global-best Harmony Search (GHS) [48] , [49] , that modifies the pitch adjustment to take advantage of the guiding information in the best harmony, or in [26] , where an intersect mutation operation is included to maintain diversity in the harmony memory. The potential optima turn out in the harmony memory as the number of cycles g increases, and exploitation in HM acquires a higher priority than exploration. So, the first proposed modification in this work is the reduction of bw as a exponential function of the number of iterations, in order to change the exploitation in the neighborhood of a potential optimum. Table 1 shows the new expression for the bandwidth, where a is a positive constant in the range 0 < a ≤ 1 since a higher value could slow convergence significantly, and U i and L i are the upper and lower bounds of each design variable. This is an important point, since as an advantage the bandwidth is updated individually. Algorithm 2, HS_Mod1, presents the pseudo code of this modified HS. Figure 1 illustrates the behavior of the modified bw for a design variable v in the range 0 ≤ v ≤ 60, with different values of a = (0.2, 0.4, 0.6, 0.8, 1) and a maximum number of cycles 1 ≤ g ≤ 10000. As can be seen, the value of a controls the reduction rate of bw, while the original bandwidth is constant (bw = 0.06.) The objective of this modification is to produce a better exploitation of each tone in a harmony.
B. RATE OF IMPROVEMENT ADJUSTMENT, r ia
Mezura and Cetina [42] developed a modification to the artificial bee colony algorithm, called intelligent flight operator. In original ABC a solution that has not been improved after a predefined number of cycles is substituted for a new element randomly generated. However, the random production of feasible solutions is difficult, so the cited authors changed the scheme to create the new solution using search directions from the best individual known so far.
Similarly, this paper proposes a modification to HS by applying a selection scheme based on a new rate of improvement adjustment, r ia . Expression (8) indicates the new is part of the best solution in the harmony memory. Algorithm 3 (HS_Mod2) shows this modification implemented in line 13.
The probability of a replacement applying the intelligent operator is given by expression (9):
As it can be seen, the risk of a premature convergence increases as prob fi approaches to 1. The ranges of r accept = 0.7 ∼ 0.9 and r pa = 0.1 ∼ 0.5 are regular configurations of HS [4] ; so, a proper selection of r ia is fundamental in order to avoid early convergence. This study considered a configuration with r ia = 0.7, r accept = 0.9 and r pa = 0.3, producing prob fi = 0.441; this setup was based on a series of simulations for tunning.
In HS, the exploration in the space of solutions is basically controlled by randomization, an this characteristic had no change because of the two proposed modifications. In fact, the second modification (r ia ) contributes to the exploration by acting as an additional subcomponent of the global exploration. The pseudo code in Algorithm 4, ImHS, integrates both improvements, in lines 9 and 14. 
IV. EXPERIMENTATION AND RESULTS
Twenty four CNOPs [40] were used to evaluate and compare the performance of the proposed algorithms. The benchmark, described in Appendix A, was chosen because of its diversity and complexity. HS_Mod1, HS_Mod2 and ImHS were compared with the conventional HS, the HS variants IHS, CGHS and PSF, and with the ABC and MABC algorithms. Since the proposed changes are to the original HS, a direct comparison with this algorithm is required in order to verify that the new versions represent a real improvement. IHS, CGHS and PSF, which are briefly described in Subsection 3.1 were also considered because they are successful modifications to the parametrization of HS, similar in nature to the proposals in this work. Finally, ABC and MABC were selected for the comparison because they are well-known metaheuristics that have been applied for solving both ideal [50] , [51] and real-life optimization problems [52] , [53] .
The benchmark results reported in [42] were considered for ABC and MABC, while the other algorithms (HS, IHS, CGHS, PFS, HS_Mod1, HS_Mod2, and ImHS) were implemented with the fixed parameters showed in Table 2 . The codes of all implemented algorithms were uploaded to be publicly available at https://github.com/ Cidetec-Mechatronics/HS.
A. COMPLEXITY OF THE SELECTED PROBLEMS
The complexity of an optimization problem can be evaluated by ρ, that corresponds to the relation between the feasible zone and the search space, and can be represented as the percentage of feasible individuals found in an arbitrary large number of randomly generated solutions [40] . As the value of ρ diminishes the computational effort increases, since there are fewer available solutions. One million random solutions were generated for each benchmark problem as suggested in [54] , in order to evaluate ρ by means of expression (10):
where |S| is the number of randomly generated individuals and |F| is the number of feasible solutions among them. Table 3 shows the characteristics and complexity of the problems in the selected benchmark.
B. ANALYSIS OF RESULTS
All the implemented algorithms were programmed with MATLAB R2013b, with thirty independent simulations per algorithm for each of the benchmark problems. A successful solution fulfills every constraint and has a close value to the best known solution or to the global feasible optimum. This closeness is measured by expression (11), with e rel ≤ δ for a successful solution.
where δ is a predefined tolerance, and a common value in literature is δ = 1E − 04 [40] . The difference |f (x) − f (x * )| is known as absolute error, but if the best known or optimum value is very small or very large the error could be imperceptible, producing a wrong interpretation. The relative error is a better measure since it describes more precisely the approximations [55] ; it is defined by expression (12) , and applies only if f (x) = 0, as in all benchmark problems addressed in this work:
Results from the simulations are shown in Table 4 , which includes the following data for each implemented algorithm: best and worst values, relative error and standard deviation. The best value reached for each problem is marked in gray. Because of the table size some quantities are presented using less decimal digits in spite of they were calculated with a VOLUME 5, 2017 precision of fourteen decimal places. As can be seen, ImHS produced successful results for most of the problems; specifically reached the best known or optimum feasible solution in eleven cases: g01, g03, g05, g08, g11, g15, g16, g18, g21, g23 and g24. Problems g20 and g22 were discarded of the discussion because no algorithm was able to generate feasible solutions for them.
The proposed algorithms surpassed by far the performance of HS. Table 5 shows the boxplots corresponding to HS, HS_Mod1, HS_Mod2 and ImHS, including the values of the median, the dispersion in the central distribution of data (InterQuartil Range, IQR), and the number of outliers or abnormal data in the sample. Boxplots are a useful tool to present data in a graphical way for finding out information such as the center and the spread; a complete explanation can be found in [56] and [57] . In most problems ImHS has the best centrality and data location, determined by the median, and the lower dispersion accordingly with IQR and the box size, indicating an important improvement on the algorithm performance in respect to HS, HS_Mod1 and HS_Mod2.
It is recommended to carry out an inferential analysis of the results because the distribution type of the data is unknown [58] . For this reason, a nonparametric test was carried out, in this case the Wilcoxon signed-rank test [59] ; a detailed explanation of this method can be found in [56] and [60] . Since ImHS incorporates both proposed improvements, its performance was compared against HS, HS_Mod1 and HS_Mod2, using a 95%-confidence one-lefttailed WSRT with α = 0.05, corresponding to a critical value CV = −1.65. Table 6 concentrates the results of the analysis, showing the critical values Z calculated for each specific case. If a comparison accomplishes expression (13) , then it can be accepted that ImHS improves the performance of its counterpart, with a 95% certainty.
In relation to the selected variants of HS and ABC, ImHS had a much better performance in most of the case studies, and a quite similar throughput to MABC. However, these last algorithms are much more complex than the versions here proposed, since ABC and MABC produce in each cycle at least as many new individuals as two times the size of the total population, while HS and its modifications generate only a new one per iteration. Additionally, ImHS found the feasible region in the 30 runs for each test problem.
In problems g08, g12 and g24 there is no value for Z , because the final populations are identical and the algorithm behavior is similar. All other cases show a superiority of ImHS over the other implemented methods, suggesting that the coordinate action of the modifications on HS algorithm have a sinergetic effect on its performance.
V. CONCLUSIONS
An Improved Harmony Search (ImHS) algorithm to solve constrained numerical optimization problems was presented in this paper. Their mechanisms for both exploration and exploitation were reinforced with two modifications to HS. The improvements were tested separately and in a combined way in order to establish the effect of the modifications over the original HS, using a well-known benchmark of twenty four ideal problems.
In general, the analysis of the results shows that the algorithm combining the two modifications, ImHS, had the best performance since the changes improved the processes of exploration and exploitation, but maintained the balance between them. ImHS far surpassed the efficiency of HS and improved considerably the results of three popular HS-variants: IHS, CGHS, and PFS. It also reached a similar throughput than another well-known optimization algorithm, MABC, but with a significantly lower computational cost. Additionally, in most cases the sample dispersion is reduced drastically, as it is shown in the different analysis applied over the simulation results.
The type of benchmark used for testing the algorithm, ideal constrained numerical optimization, suggests that ImHS could have a good performance for solving real-world engineering problems, since an important group of them can be expressed as CNOPs. So, a future work corresponds to the application of ImHS to that class of problems, taking into account the simplicity and power of this algorithm. Another proposed work is to test ImHS with recent benchmarks to compare its efficiency and to validate the relation performance/dimensionality, since the problems in those benchmarks have a scalable number of variables.
APPENDIX A
The benchmark problems used in this work are:
g01
Minimize
Subject to:
where 0 ≤ x i ≤ 1 (i = 1, . . . , 9), 0 ≤ x i ≤ 100 (i = 10, 11, 12) y 0 ≤ x 13 ≤ 1. The feasible global optimum is located at x * = (1, 1, 1, 1, 1, 1, 1, 1, 1, 3, 3, 3, 1) where f (x * ) = −15 and g 1 , g 2 , g 3 , g 7 , g 8 , g 9 are active constraints.
g02
where n = 20 y 0 ≤ x i ≤ 10 (i = 1, . . . , n). The best known solution is located at 
where n = 10 y 0 ≤ x i ≤ 1 (i = 1, . . . , n). The feasible global minimum is located at Subject to: 
g06
Subject to: 
g07
Minimize Subject to: g08 Minimize
x 3 1 (x 1 + x 2 ) Subject to: 
g10
where 100 ≤ x 1 ≤ 10000, 1000 ≤ x i ≤ 10000(i = 2, 3) and 10 ≤ x i ≤ 1000(i = 4, ..., 8 g11 Minimize
g12
where 0 ≤ x i ≤ 10(i = 1, 2, 3) and p, q, r = 1, 2, ..., 9.
The feasible region of the search space consists of 9 3 disjointed spheres. A point (x 1 , x 2 , x 3 ) is feasible if and only if there exist p, q, r such that the above inequality holds. The optimum is located at x * = (5, 5, 5) where f (x * ) = −1. The solution lies within the feasible region.
g13
g14
10 j=1 x j Subject to: 
g15
where the bounds are 0 ≤ x i ≤ 10(i = 1, 2, 3) . The best known solution is at x * = (3.51212812611795133, 0.216987510429556135, 3.55217854929179921) where f (x * ) = 961.715022289961.
g16
Minimize Subject to: where f (x * ) = −1.90515525853479.
g17
where
Subject to: g19 Minimize
Subject to: g20 Minimize
where k = (0.7302)(530) ( 14.7 40 ) and the data set is detailed on Table 8 . The bounds are 0 ≤ x i ≤ 10(i = 1, ..., 24).
The best known solution is at 
g22
Subject to: Subject to:
where the bounds are 0 
