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Density matrices in full configuration interaction quantum Monte Carlo:
Excited states, transition dipole moments and parallel distribution
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We present developments in the calculation of reduced density matrices (RDMs) in the full configuration inter-
action quantum Monte Carlo (FCIQMC) method. An efficient scheme is described to allow storage of RDMs
across distributed memory, thereby allowing their calculation and storage in large basis sets. We demonstrate
the calculation of RDMs for general states by using the recently-introduced excited-state FCIQMC approach
[J. Chem. Phys. 143, 134117 (2015)] and further introduce calculation of transition density matrices (TDMs)
in the method. These approaches are combined to calculate excited-state dipole and transition dipole mo-
ments for heteronuclear diatomic molecules, including LiH, BH and MgO, and initiator error is investigated
in these quantities.
I. INTRODUCTION
The estimation of general expectation values in quan-
tum Monte Carlo (QMC) methods is a challenging task,
one that has been achieved with varying levels of suc-
cess across the range of QMC methods employed and
solutions attempted. In diffusion Monte Carlo (DMC)1,
where sampling is performed in real space, the energy can
be estimated simply through the use of a mixed estima-
tor, but approaches to calculate the expectation value of
operators that do not commute with the Hamiltonian are
considerably less straightforward. The estimation of such
expectation values remains a difficult task in general1–4.
The full configuration interaction quantum Monte
Carlo (FCIQMC) method5–7 has much in common with
DMC and other projector QMC Carlo methods. How-
ever, a crucial feature that separates FCIQMC from some
such methods is that sampling is performed in a discrete
basis set, usually comprised of basis states that share
the antisymmetry of the exact fermionic wave function.
While the use of a discrete basis set necessarily leads
to a finite basis set error, it also leads to many of the
methods favourable properties. Perhaps most notably,
the discrete space allows for efficient annihilation that
significantly ameliorates the sign problem8,9. Further-
more, in a discrete space the so-called replica trick10,11
results in an incredibly simple and effective approach for
estimating general observables.
The replica trick was first used in FCIQMC by Overy
et al.12 to stochastically sample the two-particle reduced
density matrix in an unbiased manner. This was in
contrast to previous efforts to the compute the 2-RDM,
which suffered from large systematic errors13. Replica-
sampled 2-RDMs were subsequently used by Thomas
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et al., firstly to compute nuclear forces, dipole mo-
ments and polarizabilities for various small molecules14,
and subsequently to perform orbital optimization in
FCIQMC-based extensions to the multi-configurational
self-consistent field approach, allowing the use of very
large active spaces15. RDMs have also been fundamental
to a recent study of explicitly correlated approaches in
the FCIQMC method16. From the range of applications
even at this early stage, it is clear that the calculation
of RDMs in FCIQMC will be of key importance going
forward.
There also exists a separate but important family of
methods that construct the 2-RDMs without using the
wave function17–19. These methods instead rely on im-
posing N-representability conditions, with a lower bound
on the energy improving as more conditions are enforced.
In contrast, FCIQMC directly uses a stochastic sampling
of the wave function to construct 2-RDMs, becoming ex-
act as the initiator approximation6,20 is improved upon,
and in the limit of longer sampling.
Current implementations of the FCIQMC algorithm
make use of its stochastic nature to allow efficient large-
scale parallelization. The walkers that sample the un-
derlying wave function are distributed among processors,
thus allowing the most substantial memory requirements
to be distributed21. Unfortunately, this has not been
true of the reduced density matrices (RDMs), which in
previously described implementations have been stored
in their entirety on every processing core. This has lim-
ited the scope of applications thus far, especially with
the emphasis on large active spaces that the method can
effectively sample.
Meanwhile, the current authors recently intro-
duced an excited-state approach within the FCIQMC
framework22. In this approach, multiple FCIQMC simu-
lations are performed simultaneously, one for each state
to be sampled. Simulations representing higher-energy
states are orthogonalized against the stochastic snap-
shots of wave functions in simulations representing lower-
2energy states, thus preventing collapse to the ground
state. It was shown that this approach appears to be
possible without incurring detectable systematic errors.
This therefore provides a very simple and accurate ap-
proach to sampling excited states, which we believe shows
significant promise.
In this article we build upon these recent developments
by introducing an extension to the computation of unbi-
ased excited-state reduced density matrices and transi-
tion density matrices (TDMs). These latter objects are
required in order to calculate transition amplitudes in-
duced by different operators between excited states (such
as an optical excitation), and critical in the connection
of results to spectroscopic experiments. In order to cir-
cumvent the limiting storage of these sampled objects,
we will furthermore describe an efficient approach to dis-
tribute such objects efficiently across distributed memory
architecture.
In Section II we provide a brief overview of the excited-
state FCIQMC method and of the calculation of RDMs
within the ground-state FCIQMC approach. In Section
III, the theory underlying the unbiased estimation of
excited-state RDMs and TDMs is presented. Section IV
then describes an efficient parallelized implementation of
RDMs within a large-scale FCIQMC code, and results
are presented in section V.
II. BACKGROUND THEORY
A. The excited-state FCIQMC method
We begin with a brief overview of the recently-
introduced excited-state FCIQMC method22. The
ground-state FCIQMC algorithm is a projector QMC
method that achieves a stochastic sampling of the
ground-state wave function. This is accomplished by re-
peated application of a projection operator, Pˆ , to some
initial wave function. In FCIQMC, Pˆ is defined by
Pˆ = 1−∆τ(Hˆ − S1), (1)
where Hˆ is the Hamiltonian, ∆τ is a small imaginary-
time step and S is a diagonal shift parameter, varied
slowly throughout the simulation to allow some control
over the wave function normalization. We work in a dis-
crete basis set, usually of Slater determinants, {|Di〉},
and the projection operator can then be expressed as
Pˆ =
∑
ij Pij |i〉〈j|. The FCIQMC method then primarily
consists of an algorithm to sample elements of Pψ (and
through iteration therefore of (P )mψ), for some initial
ψ, in an extremely efficient and unbiased manner. In
the limit of large m, a stochastic sampling of the ground
state is achieved. Detailed introductions to the FCIQMC
algorithm, by which this is achieved, exist elsewhere5,8,21.
The excited-state FCIQMC method consists of a small
extension to the ground-state approach, which prevents
collapse to the ground-state through a simple orthogo-
nalization procedure. Suppose the exact ground-state
wave function was known, and denoted |Φ0〉. Then the
first excited-state could be converged upon by repeated
application of the operator
Pˆfirst excited = [1− |Φ0〉〈Φ0|] Pˆ . (2)
A single iteration of a QMC algorithm for the first-
excited state could then be to apply Pˆ via FCIQMC’s
spawning rules, followed by applying 1− |Φ0〉〈Φ0| to the
resulting wave function. This latter projection exactly re-
moves the ground-state contribution, and the next-lowest
energy state would be converged upon instead. In prac-
tice this is not possible because the exact ground state is
unknown. However, the basic FCIQMC method provides
a procedure to stochastically sample this state. There-
fore, by performing two FCIQMC simulations simulta-
neously, the first-excited state may be sampled in the
second simulation by orthogonalizing against the instan-
taneous FCIQMC-sampled ground-state in the first simu-
lation, a simple task to perform computationally. While
one may worry that orthogonalizing against stochastic
snapshots of a state is not equivalent to orthogonaliz-
ing against an exact wave function, we have been unable
to detect any discrepancy whatsoever resulting from this
difference, and this simple procedure appears unbiased
beyond any achievable level of statistical accuracy22.
The excited-state FCIQMC algorithm to sample the
lowest eigenstates of Hˆ can therefore be summarized as
follows. Perform multiple simulations simultaneously,
one for each state to be sampled. Let the (unnormalized)
wave function sampled by simulation n and at imaginary-
time τ be denoted |Ψn(τ)〉. Then the evolution sampled
by the various simulations is given by
|Ψn(τ +∆τ)〉 = Oˆn(τ +∆τ) Pˆ |Ψn(τ)〉, (3)
where
Oˆn(τ) = 1−
∑
m<n
|Ψm(τ)〉〈Ψm(τ)|
〈Ψm(τ)|Ψm(τ)〉 . (4)
A single iteration therefore firstly consists of applying
the FCIQMC ground-state projection operator Pˆ to each
simulation, which is achieved by the usual FCIQMC al-
gorithm, and includes performing all annihilation. Only
then is orthogonalization performed, with each simula-
tion being orthogonalized against all lower-energy states.
This fully describes the excited-state adaptation to the
FCIQMC algorithm, which can be performed at essen-
tially linear cost with the number of desired states, since
the orthogonalization step requires close to negligible
computational overhead.
B. Unbiased RDM estimation in FCIQMC
The second-order (symmetric) reduced density matrix
(2-RDM) for a state |Φn〉 is defined as
Γnpq,rs = 〈Φn|a†pa†qasar|Φn〉, (5)
3where p, q, r and s denote spin-orbital labels. In the
rest of this article we will only be concerned with states
representing the eigenstates of the Hamiltonian, Hˆ. We
therefore let |Φn〉 for n > 0 denote the exact n’th excited
state of Hˆ, while |Φ0〉 denotes the exact ground state, and
the determinant expansion of a state |Φn〉 is expressed as
|Φn〉 =
∑
i
φni |Di〉. (6)
φni will be assumed to be real throughout, although
complex FCIQMC extensions are straightforward7. The
RDM for energy eigenstate |Φn〉 can then be expressed
as
Γnpq,rs =
∑
ij
φni φ
n
j 〈Di|a†pa†qasar|Dj〉. (7)
Let FCIQMC coefficients be denoted Cni . Then the
FCIQMC wave function for state n is |Ψn〉 =∑iCni |Di〉,
with Cni denoting the (signed) number of walkers on
determinant |Di〉. The FCIQMC and excited-state
FCIQMC algorithms are unbiased at large enough walker
numbers to a very good approximation, meaning that the
average value of Cni throughout the FCIQMC simulation
should approach the exact coefficient, φni . A more precise
statement is that, once convergence has been reached,
E[Cni ] = φ
n
i , (8)
where E[...] denotes the expectation value, equivalent to
the long time-averaged walker population. We ignore for
now that the FCIQMC wave function is not normalized.
A simple approach to sample an (unnormalized) RDM
within FCIQMC would be through
Γnpq,rs
?≈
∑
ij
Cni C
n
j 〈Di|a†pa†qasar|Dj〉. (9)
However, some thought quickly shows that this is not cor-
rect: the expectation of this expression does not give back
the desired exact 2-RDM, because E[Cni C
n
j ] 6= φni φnj
unless Cni and C
n
j are uncorrelated with a zero covari-
ance, which they will not be. This is particularly clear
for diagonal elements: expressing Cni = φ
n
i + δ
n
i , then
E[(Cni )
2] = (φni )
2 + (δni )
2, which is always greater than
the desired exact value for a non-zero δni . Therefore, av-
eraging this expression over many iterations will result
in a biased 2-RDM estimate. If one could average all
FCIQMC coefficients over the entire simulation then the
associated errors, δni , could be reduced to a point where
any bias is negligible, but this is not feasible due to the
memory requirements of storing all averaged coefficients
rather than the far smaller set of instantaneously occu-
pied determinants. In an earlier implementation, Booth
et al. attempted a scheme where the FCIQMC coeffi-
cients are partially averaged over a reduced number of
iterations, but an unacceptable bias was still found to
occur13.
This problem can be resolved by a replica sampling ap-
proach, whereby a second identical FCIQMC simulation
is performed concurrently, starting from separate ran-
dom number generator (RNG) seeds. The two FCIQMC
simulations are performed for each state entirely inde-
pendently, guaranteeing that the two wave function esti-
mates will be uncorrelated. Let coefficients from the first
and second replica simulations be denoted by C1,ni and
C2,ni , respectively. Then because the two simulations are
uncorrelated, E[C1,ni C
2,n
j ] = φ
n
i φ
n
j , and so
Γnpq,rs = E
[ ∑
ij
C1,ni C
2,n
j 〈Di|a†pa†qasar|Dj〉
]
. (10)
While storing and averaging all coefficients in the
FCIQMC wave function is not feasible, averaging all ele-
ments of Γnpq,rs is usually much more reasonable. In our
previous implementation, we have therefore stored the
entire 2-RDM in memory for each parallel process in a
2-dimensional non-sparse array. While possible for many
small single-particle basis sets, this quickly becomes un-
reasonable, and Section IV is therefore dedicated to in-
troducing a sparse and distributed implementation. We
lastly remark that the above estimate for the 2-RDM in
Eq. 10 can be normalized in a straightforward fashion at
the end of a calculation by enforcing that the trace of
the 2-RDM must be equal to N(N − 1)/2, as necessarily
found in the exact 2-RDM.
C. Practical considerations for sampling RDMs
In this section, we describe some additional details
and efficiency improvements regarding the practical cal-
culation of 2-RDMs in FCIQMC which are relevant for
the discussion on their distributed storage in Section IV.
More details on many of these practical aspects can be
found in Ref. 12.
In general, we choose not to explicitly include all terms
in Eq. (10) exactly. Doing so would involve an expen-
sive O(N2M2) operation for each occupied determinant,
where N is the number of electrons andM is the number
of spatial orbitals. Instead we exploit the fact that the
FCIQMC spawning procedure already involves randomly
generating and sampling from the distribution of up-to-
double excitations, and that {|Di〉, |Dj〉} pairs also only
contribute to Eq. (10) if within a double excitation of
each other. The FCIQMC spawning procedure is there-
fore used to stochastically sample contributions to Γnpq,rs,
with contributions carefully weighted to avoid biases.
However, spawning attempts in FCIQMC are not per-
formed for diagonal elements. Therefore, contributions
to diagonal elements of the 2-RDM,
Γnpq,pq = E
[ ∑
{p,q}∈i
C1,ni C
2,n
i
]
, (11)
are added in exactly and explicitly. The summation here
is performed over all determinants for which spin-orbitals
4p and q are both occupied. As a result of Brillouin’s the-
orem, single excitations from the Hartree–Fock determi-
nant in a canonical basis are also never generated, and all
contributions to Γnpq,rs involving the Hartree–Fock deter-
minant are therefore included explicitly. Doing this also
greatly reduces stochastic noise in the 2-RDM estimate,
since the Hartree–Fock determinant usually has a large
amplitude. While it is possible that zero Hamiltonian
matrix elements could result in the simulation ‘missing’
further contributions to the RDM sampling, we have not
found this to be a problem in practice.
Finally we note that instead of simply adding in con-
tributions to the 2-RDM at every iteration, a more so-
phisticated block-averaging scheme is used. In this, the
FCIQMC coefficients for the occupied determinants are
averaged over “blocks” of many iterations. Contributions
to diagonal elements of the 2-RDM and contributions in-
volving the Hartree–Fock determinant are only added in
at the end of each averaging block, using the FCIQMC
coefficients averaged over the block length. All other con-
tributions are added in on each iteration. This block av-
eraging scheme was originally devised to help reduce bi-
ases in Eq. (9) before the replica sampling was in use13,
as discussed above. However, it also significantly reduces
the computational cost associated with calculating diago-
nal and Hartree–Fock contributions to Γnpq,rs, since these
contributions are now only calculated infrequently. The
calculation of diagonal elements is particularly expensive,
with an O(N2) cost per determinant, and so this aver-
aging scheme is greatly beneficial computationally and
provides identical results, despite not being required to
avoid biased sampling when using the replica approach.
III. EXCITED-STATE AND TRANSITION DENSITY
MATRICES
A. Excited-state density matrices
The calculation of excited-state RDMs (Γnpq,rs with
n > 0) in FCIQMC can be performed in exactly the
same manner as for the ground state. The RDM esti-
mator, Eq. (10), depends only on the walker coefficients,
C1,n and C2,n. Coefficients for n > 0 are stored and pro-
cessed in exactly the same way as for n = 0, and RDM
sampling is therefore unchanged.
Two replica simulations must now be performed for
each state being sampled, whereas the initial presentation
of excited-state FCIQMC used only one such simulation
for each state. However, this does not cause any difficul-
ties beyond the additional computational effort required.
One effectively performs two excited-state FCIQMC sim-
ulations concurrently, with walker coefficients in the first
labelled C1,n and those in the second labelled C2,n, as
above. Orthogonalization is then performed equally in
both simulations, i.e. via the operators
OR,n = I −
∑
m<n
CR,m(CR,m)†
(CR,m)†CR,m
, R ∈ {1, 2}, (12)
with R denoting the replica label, and n denoting the
state to which the operator is applied in the excited-
state FCIQMC procedure. This choice ensures that all
simulations with R = 1 are uncorrelated from all those
with R = 2, and therefore avoids sampling biases in the
RDM estimates, exactly analogously to the ground-state
RDM estimation in Eq. (10). We note that one could
modify the orthogonalization operator to make use of
both replicas as follows,
On
?
= I −
∑
m<n
C1,m(C2,m)†
(C1,m)†C2,m
. (13)
The motivation behind this is the desire to remove
a theoretical non-linear bias in the operator, since
E[(C1,m)†C2,m] = 〈Φm|Φm〉, while E[(C1,m)†C1,m] 6=
〈Φm|Φm〉. However, in practice this approach introduces
correlations between walkers from the two replicas that
biases RDM estimates, and as noted previously, a bias
from the operator in Eq. (12) has not been detected in
practice.
B. Transition density matrices
A two-body transition density matrix (TDM) is de-
fined by
Γnmpq,rs = 〈Φm|a†pa†qasar|Φn〉, (14)
and the equivalent one-body TDM is defined by
γnmp,q = 〈Φm|a†paq|Φn〉, (15)
=
1
N − 1
∑
a
Γnmpa,qa. (16)
These objects are of significance in spectroscopy and
other processes where transitions are induced between
eigenstates due to some operator. For instance, optical
transitions are driven by the electric field, and therefore
the transition dipole moment between states m and n
can be calculated as
tnm =
∑
pq
γnmp,q 〈p|rˆ|q〉, (17)
where |p〉 denotes a single-particle spin orbital and rˆ de-
notes the position operator. From this, using Fermi’s
golden rule, transition probabilities can be obtained.
Note that the TDM (and hence e.g. transition dipole
moment) is only determined up to an arbitrary sign, and
physical observables must depend on the square modulus
of this quantity.
5One may suppose that TDMs can be estimated using
similar estimators as introduced above, by
Γnmpq,rs = E
[ ∑
ij
C1,mi C
2,n
j 〈Di|a†pa†qasar|Dj〉
]
. (18)
or equivalently by
Γnmpq,rs = E
[ ∑
ij
C2,mi C
1,n
j 〈Di|a†pa†qasar|Dj〉
]
. (19)
However, because the FCIQMC wave functions are not
normalized, the above objects also require explicit nor-
malization. Non-transition (symmetric) 2-RDMs are nor-
malized by noting that their trace must equal N(N −
1)/2. TDMs are not so simple to correct, since their
traces equal 0 due to the orthogonality of the states. In-
stead they must be normalized directly by calculating
the norm of the FCIQMC wave functions, which should
equal 1.
Defining the normalization of FCIQMC wave function
by E[|ΨR,m〉] = AR,m|ΦR,m〉, it is anticipated that one
way that the normalization of the TDMs could occur is
with the following scheme,
Γnmpq,rs[1] ≡
E
[
〈Ψ1,m|a†pa†qasar|Ψ2,n〉
]
√
E[〈Ψ1,m|Ψ2,m〉]E[〈Ψ1,n|Ψ2,n〉] (20)
=
A1,mA2,n√
A1,mA2,mA1,nA2,n
Γnmpq,rs. (21)
Γnmpq,rs[2] ≡
E
[
〈Ψ2,m|a†pa†qasar|Ψ1,n〉
]
√
E[〈Ψ1,m|Ψ2,m〉]E[〈Ψ1,n|Ψ2,n〉] (22)
=
A2,mA1,n√
A1,mA2,mA1,nA2,n
Γnmpq,rs. (23)
However, this would only be sufficient if both replicas are
always normalized equally, A1,m = A2,m, ∀m, otherwise
non-linear expressions of stochastic quantities would re-
sult in a bias in the results. In general, the normalization
of FCIQMC simulations can only be controlled to a cer-
tain extent, and attempting to enforce a constant normal-
ization too aggressively can lead to additional biases23.
Relying on the assumption that A1,m ≈ A2,m would
likely be unreliable, and we proceed with a different ap-
proach which avoids this.
The product of the above two expressions gives the
square of the desired result:
Γnmpq,rs[1]× Γnmpq,rs[2] = (Γnmpq,rs)2. (24)
However, this expression is not practical for calculating
individual elements of Γnmpq,rs, since the required square
root operation is highly non-linear and introduces biases.
This is most debilitating for very small elements of Γnmpq,rs,
where the stochastic samples, Γnmpq,rs[1] and Γ
nm
pq,rs[2] have
large stochastic relative errors, and therefore can have
opposite signs, resulting in imaginary components of the
TDM.
We therefore do not attempt to estimate individual
elements of Γnmpq,rs, but instead consider the final de-
sired physical estimates. Such estimates are calculated
as traces of the underlying density matrices, such as
Tr(Oˆ Γˆnm) for some operator Oˆ. Because the trace is
a linear operation,
Tr(Oˆ Γˆnm) =
√
Tr(Oˆ Γˆnm[1])× Tr(Oˆ Γˆnm[2]). (25)
This estimator does not suffer from a serious non-linear
bias, because only a single square root operation is taken
once all averaging and all summations have been per-
formed. This final quantity will have a small relative
error. This is in contrast to the above approach where
a square root operation is performed for every element
of the density matrix, many of which will have large rel-
ative errors. Furthermore, since observables correspond
to squared contractions of the TDM, generally this final
square root operation will not generally be required, and
truly unbiased computation can be made directly for the
square of the transition operator.
To perform this unbiased sampling according to
Eq. (25), two arrays must be stored and averaged for
each TDM being calculated, with averaging being per-
formed according to the expectation values in Eqs. (20)
and (22). Physical quantities, such as transition dipole
moments, can then be calculated according to Eq. (25),
and errors estimated using the standard propagation of
error formula. The algorithmic sampling of Γnmpq,rs[1] and
Γnmpq,rs[2] is identical to that of Γ
n
pq,rs for non-transition
RDMs. This includes the use of an array to average
walker coefficients over blocks, in order to avoid calcu-
lating expensive diagonal density matrix elements every
iteration, as discussed in Section II C. Because the bound-
aries of these blocks depend on both FCIQMC simula-
tions contributing to a density matrix (see Ref. (12) for
details), separately averaged walker coefficients must be
stored for each density matrix sampled. This increases
memory requirements, but these requirements are usually
not too severe in practice. If such memory requirements
do become limiting, then it may be possible to devise a
different block-averaging scheme that avoids this greater
memory requirement.
IV. PARALLEL AND SPARSE IMPLEMENTATION OF
DENSITY MATRIX ARRAYS
In previous implementations, 2-RDMs in FCIQMC
simulations were stored in their entirety for each compute
process, in non-sparse two-dimensional arrays. Even ac-
counting for the symmetries Γij,kl = −Γji,kl = −Γij,lk
and Γii,kl = Γij,kk = 0, and using spin symmetry, this
still leaves a total of (M(M−1)/2)2 elements to be held in
total for each combination of spin labels (Γαα,αα, Γαβ,αβ
and Γαβ,βα for restricted Hartree–Fock orbital bases),
6where M is the number of spatial orbitals. While fea-
sible for small orbital basis sets, this quickly becomes
unmanageable. For example, in Section V we consider
LiH and BH molecules in aug-cc-pVQZ basis sets, both
of which contain 126 spatial orbitals. Assuming 64-bit in-
tegers, this gives a total memory requirement of around
500MB per process and per RDM desired. Noting that a
separate array must be held for each excited state RDM
calculated, and two for each TDM, as well as arrays for
both instantaneous and averaged estimates when desired,
this quickly becomes impossible.
One option is to output elements to a file on a disk
drive, but this would be unacceptable due to high access
times. Another option is to not attempt to store such
density matrices, but rather add their contributions to es-
timators on-the-fly. However, there are many situations
where density matrices are required for post-FCIQMC
calculations15,16,24. We therefore now describe a parallel
and sparse implementation, which we have implemented
in our FCIQMC program, NECI21,25. The approach taken
is similar to the sparse and parallel implementation of
the FCIQMC walker array, already in use and described
previously21.
We now choose to store all RDM elements in a sparse
two-dimensional array. This array contains all den-
sity matrices simultaneously, both for the ground state
and excited state RDMs, and for all TDMs. The pro-
cess by which sampled elements are added to this array
over the course of a single iteration is described in Fig-
ure 1. Firstly, a double excitation is generated by the
FCIQMC spawning algorithm, from a determinant |D〉
to aˆ†i aˆ
†
jaˆlaˆk|D〉, which leads to a sampling of a 2-RDM
element Γij,kl, as described in Section II B. In practice, a
contribution is calculated for every density matrix involv-
ing the state from which FCIQMC spawning occurred.
Thus, a single FCIQMC spawning leads a contribution
in multiple density matrix samples.
Because a sparse implementation is desired, it is nec-
essary to store the spin orbital labels, i, j, k and l, in
addition to the value Γij,kl. To this end, we define a row
label R(i, j), a column label C(k, l), and a total combined
label T (i, j, k, l) according to
R(i, j) = (i − 1)M + j, (26)
C(k, l) = (k − 1)M + l, (27)
T (i, j, k, l) = (R(i, j)− 1)M2 + C(k, l). (28)
To save memory, the total label, T (i, j, k, l), is stored
as a single integer in the array of RDM contributions,
rather than the individual spin orbital labels. This en-
coding does not make use of all symmetries but is effi-
cient to decode, allowing individual orbital labels to be
accessed when required. For a single-particle basis with
M spin orbitals, the largest 2-RDM contribution index is,
T (M,M,M,M) =M4. This allows indexing for anM of
more than 104, far larger than any FCIQMC calculation
to date.
Importantly, we note that certain RDM elements are
FCIQMC spawning from
|D〉 to aˆ†
i
aˆ†
j
aˆlaˆk|D〉. RDM
elements Γij,kl to be added
Calculate row index R(i, j),
column index C(k, l), and
total index T (i, j, k, l)
Calculate hash value,
H = hash(i, j, k, l)
Does hash
table contain
reference
to Γij,kl?
Add contribution
to existing Γij,kl in
RDM spawning array
Calculate processor label,
P = (R−1)×Nprocs/Nrows
Add Γij,kl to list for
processor P in RDM
spawning array, and add
reference to hash table
yesno
FIG. 1. Algorithm used to add an RDM element to the
RDM spawning array, after a double excitation occurs in the
FCIQMC spawning step.
generated very many times in an iteration. It is clearly
inefficient and memory intensive to store these repeated
elements separately throughout the spawned RDM array.
We therefore ensure that repeated elements are always
added into the same position. To achieve this, an efficient
method is required to check if an element already exists in
the array, and if so, where. We therefore also store a hash
table to the RDM array. When a 2-RDM element Γij,kl
is generated, a hash function is applied to i, j, k and l,
to calculate an associated hash value (the hash function
applied is the same one used for the parallel distribution
of determinants in FCIQMC, as presented in Ref. (21)).
This hash value specifies which row of the hash table in
which to search for this RDM element. If the element
already exists in the RDM array, then a reference to that
element will exist in that row of the hash table, and so the
position of the existing element may be quickly looked up.
This avoids having to perform expensive and regular sort
operations on the RDM array to prevent the proliferation
of repeated elements. In practice, each “row” of the hash
table is a linked list implemented with pointers, whose
size can increase dynamically as more hash clashes occur.
A mapping is also required to distribute density ma-
trix elements across process threads within a distributed
7memory. In FCIQMC implementations, determinants
have been distributed using a hash function of their occu-
pied orbital list, to attempt to evenly distribute walkers
across processors, balancing the load. Here, we simply
split all possible RDM elements across processes evenly
using the row label, R(i, j). We find this adequate for cal-
culations performed thus far, and it makes the printing
of RDM arrays in a predefined order (as required in by
many quantum chemistry packages) efficient and simple.
Finally, we consider efficient parallel distribution of the
memory requirements. For a simulation performed on
Nproc processors, the total RDM spawning array is split
evenly into Nproc sections. When an RDM element is
generated, its processor label is calculated, and the ele-
ment is simply added into the earliest available position
for the assigned process. In this way, it is then simple to
distribute RDM elements to their correct processors at
the end of an iteration via an MPI_Alltoallv, when us-
ing a Message Passing Interface (MPI) implementation.
Before communication, RDM elements belonging to any
MPI process can be held by any other process. How-
ever, for large RDMs, only a small fraction of elements
are sampled in any one iteration, and so the memory
requirements remain small. Then, once elements have
been sent to their assigned processes, they can be aver-
aged and accumulated over the entire simulation, with
the greater memory requirements of this averaging effi-
ciently distributed across processing cores.
Beyond allowing RDM arrays to be distributed across
processing cores, there are further benefits to this ap-
proach. In particular, the full sparsity of the exact 2-
RDMs is automatically taken advantage of entirely for
a completely general system. This is because RDM el-
ements are only added to the array once sampled, and
only non-zero elements are ever sampled. Indeed, this
will also be true for higher-order density matrices, in-
cluding the full N -body density matrix, if desired. In
contrast, taking full advantage of symmetries in the pre-
viously used scheme required separate computer code for
separate systems, which often became difficult to main-
tain.
There are undoubtedly some overheads in this scheme.
In particular, the fact that a hash lookup is performed for
each RDM element sampled can be expensive. This is es-
pecially true since our implementation of the hash table is
built from linked lists, which are slow to search compared
to contiguous memory lookups. However, as described in
Section (II C), a block averaging scheme is used where
diagonal elements, and elements involving the reference,
are calculated very infrequently. These account for the
majority of RDM elements sampled in practice, and so
long as these elements are included infrequently, the over-
head is small. There are also some memory overheads, in
particular the requirement to store a hash table for each
RDM array. However, this is easily outweighed by the
parallel distribution and automatic exploitation of spar-
sity in all matrices. This is demonstrated in the next sec-
tion, where 2-RDMs are sampled in single-particle basis
sets which would have not been possible in the previous
scheme.
V. RESULTS
As an initial test of these ideas, we consider the calcu-
lation of dipole moments, transition dipole moments, and
oscillator strengths for low-lying states of small diatomic
molecules. These quantities are of great importance for
understanding various properties of molecular systems.
The oscillator strength in particular is required to ex-
plain optical spectra, as it determines the probabilities
of absorption and emission of photons coupling different
electronic states. Nonetheless, dipole moments are chal-
lenging to calculate accurately, even for small molecules,
because they are very sensitive to the quality of the wave
function and single-particle basis set used, generally re-
quiring many diffuse orbitals for an accurate description,
with far greater basis set sensitivity than the energy26.
We therefore begin by considering the LiH and BH
molecules in aug-cc-pVDZ, aug-cc-pVTZ and aug-cc-
pVQZ, containing 32, 69 and 126 spatial orbitals respec-
tively. The aug-cc-pVQZ basis 2-RDM was unobtainable
in the previous RDM implementation, despite the small
molecular size. We then consider the MgO molecule in
an aug-cc-pVDZ basis set. We note that while the cal-
culation of dipole moments only requires the 1-RDM, for
these calculations we obtain the 1-RDM by contracting
the 2-RDM, which we also use to calculate the energy
using the estimator
(ERDM)n =
Tr
[
Hˆ Γˆn
]
Tr
[
Γˆn
] . (29)
Therefore, the following is a good test of the newly-
introduced ideas, as well as providing further insight into
the effect of the initiator adaptation for different estima-
tors and excited states.
The dipole moment for the state |Φn〉 is defined by
µn =
∑
pq
γnp,q〈p|rˆ|q〉. (30)
while a transition dipole moment, tnm, is defined by
Eq. (17), and the corresponding oscillator strength by
fnm =
2
3
∆Enm|tnm|2, (31)
for an energy gap of ∆Enm between states |Φn〉 and |Φm〉.
For all simulations, the intial restricted Hartree–Fock
(RHF) calculation was performed by PySCF27. Integrals
from PySCF were then passed to our FCIQMC program,
NECI, for the main calculation, which output one and two
body density matrices. These were then contracted with
integrals from PySCF to calculate final dipole moment
estimates. Energy estimates were calculated on-the-fly
in NECI.
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FIG. 2. Initiator error convergence for the five lowest energy states of LiH in an aug-cc-pVQZ basis, at an internuclear distance
of 1.5957A˚ as the number of walkers in each distribution is increased. Results are shifted relative to their values at the largest
walker population considered, therefore approximately representing the initiator error. (a) Dipole moments. (b) Transition
dipole moments from the ground state. (c) Energy calculated from a trial estimator, ETrial. (d) Energy calculated from the
RDM estimator, ERDM. Nw denotes the number of walkers for each state and replica sampled. Simulations were typically
averaged over 5 simulations to obtain error bars.
The five lowest energy states were calculated for LiH
and BH, and the four lowest states of MgO, considering
only states with Ms = 0 and using the A1 irreducible
representation (irrep) of the C2v point group. Also,
time-reversal symmetrized functions28 were used as the
many-particle basis states, therefore restricting the total
spin quantum number, S, to be even, and thus removing
triplet states. In all cases, the FCIQMC simulation time
step was varied in the initial iterations so as to prevent
“bloom” events, where many walkers can be created in a
single spawning event (which often leads to large initiator
error).
We also note that in generating excitations for the
walker spawning step, we use an approach that greatly
improves efficiency compared to the uniform sampling
used in early FCIQMC results5. In this approach,
the pair of orbital labels from which electrons are ex-
cited, (i, j), are chosen uniformly, while the orbitals ex-
cited to, (a, b), are selected with probabilities drawn
from a Cauchy-Schwarz distribution, namely p(ab|ij) ∝√
〈ia|ia〉〈jb|jb〉.29 Another approach to select connec-
tions efficiently was considered by Holmes et. al.30, but
not used here.
All simulations used the semi-stochastic adaptation to
reduce stochastic errors31,32. For the LiH molecule the
deterministic space consisted of all configurations up to
and including double excitations from the Hartree–Fock
determinant. For the BH and MgO molecules the deter-
ministic space was formed from the 104 most populated
configurations across all wave functions sampled, once
the simulations were deemed to have largely converged,
using the approach described in Ref. (32).
A. LiH
Simulations on LiH were performed using between
1.25× 104 and 106 walkers per simulation (i.e., for each
state and replica sampled), in order to converge initiator
error for all states. Density matrices were typically av-
eraged over 105 iterations, once convergence was deemed
to have been reached for all states and all estimators.
These entire simulations were then repeated five times
with different initial RNG seeds, and the results aver-
aged in order to calculate error estimates.
Figure 2 shows initiator convergence for LiH in the aug-
cc-pVQZ basis set, for the lowest five energy eigenstates,
and for four different estimators: dipole moments, transi-
9Basis State n Energy gap (∆E0n) Dipole moment (µn) Transition dipole moment (t0n) Oscillator strength (f0n)
aug-cc-pVDZ 0 (1Σ+) - -2.3251372(2) - -
1 (1Σ+) 0.130434(1) 2.01947(4) 0.965189(7) 0.081007(1)
2 (1Σ+) 0.2149799(6) -3.3543(9) 0.37471(1) 0.020123(1)
3 (1Σ+) 0.229077(4) 5.0832(8) 0.09126(8) 0.001271(2)
4 (1Σ+) 0.246350(3) -0.2958(3) 0.56074(2) 0.051639(4)
aug-cc-pVTZ 0 (1Σ+) - -2.306440(9) - -
1 (1Σ+) 0.132458(3) 2.02541(7) 0.93538(2) 0.077262(4)
2 (1Σ+) 0.216705(6) -3.794(1) 0.41146(2) 0.024459(2)
3 (1Σ+) 0.230621(2) 5.533(1) 0.07042(8) 0.000762(2)
4 (1Σ+) 0.246520(2) -0.6235(7) 0.693170(7) 0.078966(2)
aug-cc-pVQZ 0 (1Σ+) - -2.30168(3) - -
1 (1Σ+) 0.132943(7) 2.0188(1) 0.92658(4) 0.076093(7)
2 (1Σ+) 0.217616(7) -3.696(2) 0.3984(1) 0.02303(1)
3 (1Σ+) 0.231229(2) 6.211(2) 0.1083(2) 0.001809(6)
4 (1Σ+) 0.242846(9) -1.998(2) 0.6201(5) 0.06224(9)
TABLE I. Final converged estimates for the LiH molecule at an internuclear distance of 1.5957A˚. Results are for the five lowest
energy states in the A1 irrep of the C2v point group, withMS = 0 and S = even quantum numbers (which happen to all be
1Σ+
states). n = 0 refers to the ground state, n > 1 to excited states. Numbers in parentheses denote stochastic error, not initiator
error. Energy gaps (∆E1n) were calculated using RDM-based energy estimates, Eq. (29). Integrals were generated using the
PySCF program27. In the small aug-cc-pVDZ, all results were verified against exact FCI results obtained from PySCF (not
shown here).
tion dipoles moments, and energies calculated from both
the RDM-based energy estimator, Eq. (29), and from a
trial wave function-projected estimator:
(ETrial)n =
〈ΨnTrial|Hˆ |Ψn〉
〈ΨnTrial|Ψn〉
. (32)
Here, |ΨnTrial〉 is a trial wave function designed to have
a large overlap with the exact state |Φn〉. We have dis-
cussed the use of such trial wave function estimators in
excited-state FCIQMC in Ref. (22). To generate |ΨnTrial〉,
we calculate the configuration interaction singles and
doubles (CISD) wave functions for the lowest fifteen en-
ergy states. Then, once convergence of all FCIQMC sim-
ulations is deemed to have been reached, we assign each
simulation one trial wave function by choosing the CISD
solution with the largest overlap in each case. The reason
for obtaining more CISD solutions than FCIQMC simu-
lations is that CISD solutions can have a different energy
ordering to FCI solutions. Averaging of each ETrial es-
timate was performed from roughly the same point that
RDM sampling began, and so both RDM and trial en-
ergy estimates are obtained from a similar number of
iterations, usually 105.
The initiator-FCIQMC estimates in Figure 2 are all
plotted relative to their values at the largest walker pop-
ulation considered, Nw = 10
6. Here, convergence has
been largely reached in all cases, and so the figures ef-
fectively plot initiator error against walker population.
Reassuringly, initiator error in energy estimates is incred-
ibly small for both estimators and for all states. Indeed,
the largest error at the smallest walker population tested
is less than ∼ 0.5 mEh for ETrial.
Interestingly, initiator error in ERDM is much smaller
than in ETrial. This is a trend that we have often ob-
served, although exceptions do occur (and in the limit
of an exact |ΨnTrial〉, the initiator error is zero). Initiator
error in the ERDM energies are variational in all cases
within stochastic errors, while it is not strictly enforced
(though common) for this to also be the case for ETrial.
For RDM-based energy estimates, this variationality is
effectively ensured by the Hylleraas-Undheim-McDonald
theorem33,34, which is expected to approximately hold
for FCIQMC-sampled wave functions. Initiator error is
larger for excited states, as previously observed22. This
is expected due to the more multi-configurational nature
of excited states. It remains to be seen whether orbital
optimization can increase this rate of convergence for ex-
cited states. Random errors however are larger in the
RDM-based energy estimates, which is expected due to
the fact that two uncorrelated simulations (from the two
replicas) contribute to this quantity. However, error bars
are extremely small in all cases here, always being smaller
than 10−2 mEh.
The calculation of dipole moments provides a more in-
teresting test, due to their greater dependence on more
highly-excited determinants and diffuse single-particle
orbitals. The relative initiator error is much larger,
particularly for certain excited states (i.e. µ2 and µ3).
The transition dipole moments considered involve tran-
sitions from the ground (n = 0) state to excited (n > 1)
states. Because they always involve the ground state, it
is to be expected that they have smaller relative initia-
tor and stochastic error, compared to the corresponding
non-transition dipole moment (i.e. t0n compared to µn).
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FIG. 3. Initiator convergence for the five lowest energy states of BH in an aug-cc-pVTZ basis, at an internuclear distance
of 1.2324A˚. Results are shifted relative to their values at the largest walker population considered, therefore approximately
representing the initiator error. (a) Dipole moments. (b) Transition dipole moments from the ground state. (c) Energy
calculated from a trial estimator, ETrial. (d) Energy calculated from the RDM estimator, ERDM. Nw denotes the number of
walkers for each state and replica sampled. Simulations were typically averaged over 5 simulations to obtain error bars.
This expectation is borne out in the results, with ini-
tiator and stochastic error in t0n often being ∼ 5 times
smaller than for µn. For the calculation of dipole mo-
ments from FCIQMC-sampled RDMs, relative stochas-
tic errors are clearly much larger than for energies, and
so the use of the semi-stochastic adaptation is of great
importance here, whereas its use can be somewhat un-
necessary in small ground-state energy calculations.
Clearly, the accurate calculation of dipole moments is
more challenging than energies, requiring larger walker
populations to obtain similar relative errors. However,
this is not uniquely a feature of the initiator approxima-
tion in FCIQMC, but is equally true in other approximate
methods, where properties such as the dipole moment are
far more sensitive to the basis set and quality of the wave-
function than ground state energetics. That we are able
to observe systematic converge of these quantities, with
respect to a single simulation parameter, is reassuring.
Table I gives final results for the aug-cc-pVXZ ba-
sis sets, with X = 2, 3, 4. Results in the small X = 2
basis were fully converged at the smallest walker pop-
ulations considered, Nw = 1.25 × 104, as confirmed by
comparison to FCI results from the PySCF program. As
expected, dipole moments vary quite substantially with
basis set, particularly for the second, third and fourth ex-
cited states, demonstrating the importance of large basis
sets with diffuse functions. Errors in brackets denote
stochastic error bars, not initiator error, which is larger.
However, given the careful convergence of initiator error,
as shown in Figure 2, we expect dipole moments to be
converged to around 10−3ea0 in most cases, and energies
to be converged substantially beyond chemical accuracy.
B. BH
Figure 3 shows results for BH in the aug-cc-pVTZ basis
set and at an internuclear distance of 1.2324A˚, demon-
strating similar initiator convergence plots to those in
Figure 2. Here, results used between 1.25×104 and 2×106
walkers per simulation. RDM estimators and ETrial were
averaged over 5 × 104 iterations, once convergence was
achieved for all states and estimators. Here, instead of
using CISD solutions as trial wave functions for ETrial,
a slightly different approach was used: a “trial space”
was defined as consisting of the 2 × 103 most populated
configurations across all simulations, once convergence
had been approximately reached. Trial wave functions
were then obtained as the eigenstates of Hˆ within this
subspace. This is similar to the approach to generate
11
Basis State n Energy gap (∆E0n) Dipole moment (µn) Transition dipole moment (t0n) Oscillator strength (f0n)
aug-cc-pVDZ 0 (1Σ+) - 0.528082(7) - -
1 ( 1∆ ) 0.216230(3) -0.18983(3) 0.0 0.0
2 (1Σ+) 0.23727(1) -1.4146(5) 0.93478(3) 0.13822(1)
3 (1Σ+) 0.257587(4) -0.3219(3) 0.2102(1) 0.007590(9)
4 (1Σ+) 0.282665(1) 3.5459(1) 0.44725(4) 0.037696(7)
aug-cc-pVTZ 0 (1Σ+) - 0.54561(2) - -
1 ( 1∆ ) 0.211482(6) -0.19271(7) 0.0 0.0
2 (1Σ+) 0.238668(8) -1.2943(5) 0.88508(5) 0.12464(1)
3 (1Σ+) 0.253574(4) -0.4973(6) 0.1454(2) 0.00358(1)
4 (1Σ+) 0.283481(2) 3.4088(2) 0.35740(7) 0.024141(9)
aug-cc-pVQZ 0 (1Σ+) - 0.54914(6) - -
1 ( 1∆ ) 0.21059(2) -0.1968(3) 0.0 0.0
2 (1Σ+) 0.23876(3) -1.268(3) 0.8704(3) 0.1206(1)
3 (1Σ+) 0.25261(3) -0.504(3) 0.139(1) 0.00327(7)
4 (1Σ+) 0.28289(1) 3.2889(9) 0.3138(1) 0.01857(2)
TABLE II. Final converged estimates for the BH molecule at an internuclear distance of 1.2324A˚. Results are for the five lowest
energy states in the A1 irrep of the C2v point group, with MS = 0 and S = even quantum numbers. n = 0 refers to the ground
state, n > 1 to excited states. Numbers in parentheses denote stochastic error, not initiator error. Energy gaps (∆E1n) were
calculated using RDM-based energy estimates, Eq. (29). Integrals were generated using the PySCF program27.
the deterministic space, as described above32, and allows
important basis states to be picked, while allowing an
inexpensive calculation to determine each |ΨnTrial〉.
Results contain the same features as observed for LiH.
Initiator error in the energy estimates are extremely small
in all cases, particularly for estimates obtained from con-
traction of the RDM, and initiator convergence always
occurs variationally. Stochastic error bars are larger for
ERDM, as well as for excited states, but always extremely
small. For dipole moments, similar trends also occur.
Initiator and stochastic relative errors for the dipole mo-
ment are very small for the ground and first excited states
(µ0 and µ1) and for the corresponding transition dipole
moment (t01) even at small walker populations. How-
ever, results for higher excited states contain larger er-
rors, although we once again observe that errors in t0n
are smaller than errors in µn for each n, presumably be-
cause of the involvement of the ground state, which is
well converged at lower walker populations, in each of
the transition dipole moments considered.
Table II shows final results in aug-cc-pVXZ basis sets,
for X = 2, 3, 4. Results for X = 2 used 2 × 105 walkers
per simulation, while results for X = 3 and X = 4 re-
sults used 2× 106 walkers per simulation. The expected
strong dependence of dipole moments on the basis set
is once again observed. This is particularly true for the
second, third and fourth excited states (n = 2, 3, 4). We
note that these three states also contained the largest
initiator error at small walker populations, as seen in
Figure 3. This is probably not a coincidence, since the
initiator approximation will inevitably result in a poorer
description of highly excited regions of the wave func-
tion, presumably including excitations into high-energy
diffuse functions, which appear important for accurate
calculation of dipole moments for these particular states.
Despite larger initiator error than for energy estimates,
there is still a substantial undersampling of the space
here, using 2 × 106 walkers for a space size of ∼ 7 × 109
for the aug-cc-pVQZ basis, even for this small molecule,
with benefits of Monte Carlo sampling typically increas-
ing with system size.
C. MgO
To study a more challenging problem, we consider the
calculation of energies and dipole moments for the MgO
molecule, at its ground state equilibrium separation of
1.749A˚, and with 4 core electrons frozen at the Hartree–
Fock level. Thus, a total of 16 electrons are correlated in
48 spatial orbitals. EnforcingMs = 0, using the A1 irrep
of the C2v point group, and working with time-reversal
symmetrized functions28 (to enforce S = even), results
in a space size of roughly 1.8×1016 basis functions. This
is a large space, particularly given the challenges of con-
verging initiator error in excited-state dipole moments,
as seen already.
Figure 4 presents initiator convergence for walker pop-
ulations (per state and per replica), Nw, ranging from
2.5 × 104 to 3.2 × 107. The ground state and first three
excited states are calculated. For Nw ≤ 4 × 105, error
bars are calculated by averaging over 5 repeated calcu-
lations with varying RNG seeds. Due to the expensive
nature of calculations, repeats were not performed for
Nw > 4×105, and so error bars were not obtained. How-
ever, these error bars should mostly only decrease with
increasing Nw, and are already small at Nw = 4 × 105.
Therefore, at the largest walker populations considered,
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FIG. 4. Initiator convergence for dipole moments (left) and energies (right), for MgO in an aug-cc-pVDZ basis set, at an
internuclear distance of 1.749A˚, and with 4 core electrons frozen. The four lowest-energy states are considered in the A1 irrep
of C2v and with S = even enforced (all
1Σ+ states). Energies are calculated from both RDM (ERDM) and trial wave function
(ETrial) based estimates, and become equal to good accuracy at large walker number, Nw. Dipole moments appear mostly
converged at Nw = 3.2× 10
7, except for µ1. Error bars are only available for Nw < 10
6, but are small by this point and should
only decrease in magnitude for larger walker populations.
stochastic error should be much smaller than initiator
error.
Initiator profiles of both ERDM and ETrial estimators
are presented in Figure 4. At convergence, these should
clearly become equal. By Nw = 3.2 × 107, this is the
case to much better than 1mEh accuracy. As previously
found, convergence is monotonic in all cases and ERDM
usually results in smaller initiator error.
Convergence of dipole moments is also shown. Here,
relative initiator error is once again larger than for ener-
gies, and convergence is non-monotonic. Because of this
non-monotonic behavior, combined with the challenging
nature of the system, our confidence in the accurate con-
vergence of these values is somewhat less than for LiH
and BH results. We cannot rule out the possibility of sud-
den further convergence at higher Nw values. However
we believe any significant deviations unlikely, although it
is clear that µ1 in particular is not fully converged on the
scale shown.
Table III presents FCIQMC energies and dipole mo-
ments, using Nw = 3.2 × 107, and with energies taken
from the ERDM estimator. For comparison, coupled
cluster results are shown, using both singles and dou-
bles (CCSD) and singles, doubles and triples (CCSDT).
These values were calculated using NWChem package35,
with the equation-of-motion (EOM-CCSD and EOM-
CCSDT) variants used for excited states. As expected,
energies obtained from CCSDT are accurate compared
to FCIQMC values, even for excited states. Meanwhile,
dipole moments show greater differences, particularly for
the n = 3 state. For this state, EOM-CCSD and EOM-
CCSDT values also greatly differ, with a flipped dipole
moment resulting from EOM-CCSD. These results are
consistent with those observed in FCIQMC in regions
of large initiator error, that the relative error in dipole
moments is much greater than in energies. We again
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State n Energy/Eh Dipole moment (µn) /ea0
CCSD CCSDT FCIQMC CCSD CCSDT FCIQMC
0 (1Σ+) -274.632 -274.651 -274.654 2.590 2.398 2.382
1 (1Σ+) -274.531 -274.559 -274.564 1.811 2.008 2.289
2 (1Σ+) -274.480 -274.514 -274.517 0.297 0.847 1.154
3 (1Σ+) -274.440 -274.478 -274.480 -0.366 0.529 1.198
TABLE III. Energies and dipole moments for MgO in an aug-cc-pVDZ basis set, at an internuclear distance of 1.749A˚, and
with 4 core electrons frozen at the Hartree–Fock level. The four lowest-energy states are considered in the A1 irrep of C2v and
with S = even enforced (all 1Σ+ states). Error bars on FCIQMC results are not given, but are smaller than the order to which
results are presented. FCIQMC energies are taken from the RDM-based estimates, ERDM. CCSD and CCSDT values were
obtained from NWChem35.
expect that this is primarily due to the increased de-
pendence on highly-excited determinants, and such con-
figurations have particularly large amplitudes in excited
states. CCSD and CCSDT appear to be unable to de-
scribe the wave function with sufficient accuracy in this
region of configuration space, for this system, and for
these challenging states.
VI. CONCLUSION
We have presented the first calculation of excited-state
density matrices and transition density matrices using
the excited-state FCIQMC method, and subsequently
performed accurate RDM-based calculations of energies
and dipole moments in small heteronuclear molecules.
Initiator convergence has been investigated in some de-
tail for various estimators and excited states, giving fur-
ther insight into the initiator approach in more general
situations than previously considered.
To allow the storage of multiple density matrices in
large single-particle basis sets, we have described and im-
plemented an efficient algorithm to store sampled density
matrix elements in a sparse format, one which automat-
ically makes full use of symmetries and is efficiently dis-
tributed in a massively-parallel simulation. While cur-
rently only used for sampling one and two body density
matrices, this approach will trivially allow efficient stor-
age of higher body density matrices too, which could be
used to calculate important entanglement entropy mea-
sures, among many other potential applications.
Although the applications here were to small systems,
the calculation of RDMs in FCIQMC will perhaps be key
in allowing this QMC approach to be extended to signifi-
cantly larger problems: this QMC approach has recently
been used to develop stochastic versions of the complete
active space self-consistent field (CASSCF) method15,36,
in which 1- and 2-RDMs are required to perform the
orbital optimization step. RDMs are also required in
the explicitly correlated [2]R12 approach of Torheyden
and co-workers37,38, which can be used with FCIQMC
to greatly reduce basis set errors16, also allowing larger
systems to be studied for a given computational cost and
accuracy. Given the clear importance of density matrices
in FCIQMC currently, we hope that these developments
and insights will be of great value going forward.
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