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Color Demosaicing Using Variance
of Color Differences
King-Hong Chung and Yuk-Hee Chan, Member, IEEE
Abstract—This paper presents an adaptive demosaicing algo-
rithm. Missing green samples are first estimated based on the
variances of the color differences along different edge directions.
The missing red and blue components are then estimated based
on the interpolated green plane. This algorithm can effectively
preserve the details in texture regions and, at the same time, it
can significantly reduce the color artifacts. As compared with the
latest demosaicing algorithms, the proposed algorithm produces
the best average demosaicing performance both objectively and
subjectively.
Index Terms—Bayer sampling, color demosaicing, color filter
array, digital camera, interpolation.
I. INTRODUCTION
AFULL-COLOR image is usually composed of threecolor planes and, accordingly, three separate sensors are
required for a camera to measure an image. To reduce the
cost, many cameras use a single sensor covered with a color
filter array (CFA). The most common CFA used nowadays is
the Bayer CFA shown in Fig. 1, [1]. In the CFA-based sensor
configuration, only one color is measured at each pixel and the
missing two color values are estimated. The estimation process
is known as color demosaicing [2].
In general, a demosaicing algorithm can be either heuristic
or nonheuristic. A heuristic approach does not try to solve a
mathematically defined optimization problem while a non-
heuristic approach does. Examples of nonheuristic approaches
include [3]–[6]. In particular, Gunturk’s algorithm (AP) [3]
tries to maintain the output image within the “observation” and
“detail” constraint sets with the projection-onto-convex-sets
(POCS) technique while Muresan’s algorithm (DUOR) [4]
is an optimal-recovery-based nonlinear interpolation scheme.
As for the one in [5] (DSA), it successfully approximates the
demosaicing result in color difference domain with a spatially
adaptive stopping criterion. Alleyson’s algorithm [6] proposed
a low-pass and a corresponding high-pass filter for recovering
the luminance and chrominance terms via analyzing the char-
acteristics of a CFA image in frequency domain.
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Most existing demosaicing algorithms are heuristic algo-
rithms. Bilinear interpolation (BI) [7] is the simplest heuristic
method, in which the missing samples are interpolated on each
color plane independently and high frequency information
cannot be preserved well in the output image. With the use
of interchannel correlation, algorithms proposed in [8]–[11]
attempt to maintain edge detail or limit hue transitions to
provide better demosaicing performance. In [12], an effective
color interpolation method (ECI) is proposed to get a full color
image by interpolating the color differences between green
and red/blue plane. The algorithms proposed in [13]–[22] are
some of the latest methods. Among them, Wu’s algorithm [13]
is a primary-consistent soft-decision (PCSD) algorithm which
eliminates color artifacts by ensuring the same interpolation
direction for each color component of a pixel while Hirakawa’s
algorithm (AHDDA) [15] uses local homogeneity as an in-
dicator to pick the direction for interpolation. In [16]–[18],
[20]–[22], a color-ratio model or a color-difference model
cooperating with an edge-sensing mechanism is used to drive
the interpolation process along the edges while, in [19], an
adaptive demosaicing scheme using bilateral filtering technique
is proposed.
To a certain extent, it can be found that a number of heuristic
algorithms were developed based on the framework of the
adaptive color plane interpolation algorithm (ACPI) proposed
in [10]. For example, algorithms in [13] and [15] exploit the
same interpolators used in ACPI to generate the green plane.
The improved demosaicing performance of these advanced
heuristic algorithms is generally achieved by that they can
interpolate the missing samples along a correct direction. In
this paper, based on the framework of ACPI, a new heuristic
demosaicing algorithm is proposed. This algorithm uses the
variance of pixel color differences to determine the interpo-
lation direction for interpolating the missing green samples.
Simulation results show that the proposed algorithm is superior
to the latest demosaicing algorithms in terms of both subjec-
tive and objective criteria. In particular, it can outstandingly
preserve the texture details in an image.
The paper is organized as follows. In Section II, we re-
visit the ACPI algorithm [10]. An analysis is made and our
motivation to develop the proposed algorithm is presented.
Section III presents the details of our demosaicing algorithm,
and Section IV presents some simulation results for comparison
study. Finally, a conclusion is given in Section V.
II. OBSERVATIONS ON THE ADAPTIVE
INTERPOLATION ALGORITHM
In ACPI [10], the green plane is handled first and the other
color planes are handled based on the estimation result of
the green plane. When the green plane is processed, for each
1057-7149/$20.00 © 2006 IEEE
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Fig. 1. Four 5 5 regions of Bayer CFA pattern having their centers at (a) red, (b) blue, and (c)–(d) green CFA samples.
Fig. 2. Set of testing images (Refers as image 1 to image 24, from top-to-bottom and left-to-right).
missing green component in the CFA, the algorithm performs
a gradient test and then carries out an interpolation along the
direction of a smaller gradient to determine the missing green
component. A pixel without green component in the Bayer
CFA may have a neighborhood as shown in either Fig. 1(a) or
Fig. 1(b). Without losing the generality, here, we consider the
former case only. In this case, the horizontal gradient
and the vertical gradient at position are estimated
first to determine the interpolation direction as follows:
(1)
(2)
where and denote the known red and green CFA
components at position . Based on the values of
and , the missing green component in Fig. 1(a) is in-
terpolated as follows:
(3)
(4)
(5)
In fact, it was shown in [15] that (3) and (4) were the approxi-
mated optimal CFA interpolators in horizontal and vertical di-
rections and (5) was good enough for interpolating diagonal
image features.
Since the red and the blue color planes are determined based
on the estimation result of the green plane and the missing green
components are in turns determined by the result of the gradient
test, the demosaicing result highly relies on the success of the
gradient test. A study was performed here to evaluate how sig-
nificant the gradient test is to the performance of the algorithm.
In a simulation of our study, twenty-four 24-bit (of bit ratio
) digital color images of size 512 768
pixels each as shown in Fig. 2 were sampled according to Bayer
CFA to form a set of testing images. These images are part of
the Kodak color image database and include various scenes. The
testing images were reconstructed with ACPI [10] and the ideal
ACPI. The ideal ACPI is basically ACPI except that, in deter-
mining a missing green component, it computes all esti-
mates with (3-5) and picks the one closest to the real value of
the missing component without performing any gradient test.
Note that, in this simulation, all original images are known, and,
hence, the real value of a missing green component of the testing
images can be used to implement the ideal ACPI. In practice, the
original images are not known, and, hence, the performance of
the ideal ACPI is practically unachievable. The ideal ACPI is
only used as a reference in our study.
We measured the peak signal-to-noise ratios (PSNRs) of the
interpolated green planes of both ACPI [10] and the ideal APCI
with respect to the original green plane. We found that the av-
erage PSNR achieved by the ideal ACPI was 43.83 dB while
that achieved by ACPI was only 38.18 dB. This implies that
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TABLE I
CPSNR PERFORMANCE (IN DECIBELS) OF VARIOUS ALGORITHMS
there is a great room for improving the performance of ACPI.
Based on this simulation result, we have two observations. First,
the interpolators used in [10] can be very effective if there is an
“effective” gradient test to provide some reliable guidance for
the interpolation. Second, the current gradient test used in [10]
is not good enough.
After having the “ideal” green plane with the ideal ACPI,
we proceeded to interpolate the red and the blue planes with
it to produce a full color image with the same procedures as
originally proposed in ACPI. The quality of the output was
measured in terms of color-peak signal-to-noise ratio (CPSNR)
which is defined in (24). As expected, it achieves extremely
high score, and, subjectively, it is hard to distinguish the recov-
ered image from the original full color image. Table I shows the
performance of various algorithms for comparison. As shown
in Table I, the ideal ACPI provides a very outstanding per-
formance as compared with any other evaluated demosaicing
algorithms. This shows that the approach used in [10] to derive
the other color planes with a “good” green plane is actually very
effective. As a good green plane relies on a good gradient test,
the key of success is again the effectiveness of the gradient test
or, to be more precise, the test for determining the interpolation
direction. This finding motivates the need to find an effective
and efficient gradient test to improve the performance of ACPI.
When we probed into the gradient test used in [10], we found
that the test encountered problems when dealing with pixels in
texture regions. Fig. 3 shows an example where the test does
not work properly. A 5 5 block located in a texture region
is extracted for inspection as shown in Fig. 3(a). Fig.3(b) and
(c) shows, respectively, the pixel values of the vertical and the
horizontal lines across the block center. Suppose the black dots
in the plots are the CFA samples while the others are the samples
needed to be estimated. Consider that we are going to estimate
the green component of the block center. As the black dash lines
in vertical direction are flatter than that in horizontal direction,
the test provides a misleading result. The algorithm interpolates
vertically to determine the missing green component although
it should interpolate horizontally. That is the reason why details
cannot be preserved in a texture region with ACPI.
In summary, the ACPI algorithm can perform outstandingly
if all the missing green samples are interpolated in appropriate
directions. Thus, the determination of the interpolation direction
for the missing green samples, in turn, becomes the ghost of the
demosaicing method.
III. PROPOSED ALGORITHM
Based on the observations presented in Section II, the pro-
posed algorithm put its focus on how to effectively determine
the interpolation direction for estimating a missing green com-
ponent in edge regions and texture regions. In particular, vari-
ance of color differences is used in the proposed algorithm as a
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Fig. 3. Example where a simple gradient test does not work: (a) a 5 5 block in texture region, (b) pixel values along the vertical line across the block center,
and (c) pixel values along the horizontal line across the block center.
supplementary criterion to determine the interpolation direction
for the green components.
For the sake of reference, hereafter, a pixel at location
in the CFA is represented by either
or , where , and
denote the known red, green, and blue components, and
and denote the unknown components in the CFA.
The estimates of , and are denoted as ,
and . To get , and , preliminary estimates
of , and may be required in the proposed demo-
saicing algorithm. These intermediate estimates are denoted as
, and .
A. Interpolating Missing Green Components
In the proposed algorithm, the missing green components are
first interpolated in a raster scan manner. As far as a missing
green component in the Bayer CFA is concerned, its neighbor-
hood must be in a form as shown in either Fig. 1(a) or Fig. 1(b).
Without losing the generality, let us consider the case shown
in Fig. 1(a) only. For the other case, the same treatment used
in this case can be done to estimate the missing green compo-
nent by exchanging the roles of the red components and the blue
components.
In Fig. 1(a), the center pixel is represented by
, where is the missing green compo-
nent needed to be estimated. The proposed algorithm computes
the two following parameters instead of and as in
the ACPI algorithm:
(6)
Fig. 4. A 9 9 window of Bayer CFA pattern.
(7)
These two parameters are used to estimate whether there is
sharp horizontal or vertical gradient change in the 5 5 testing
window (with as the window center). A large value implies
that there exists a sharp gradient change along a particular di-
rection. The ratio of the two parameters is then computed to de-
termine the dominant edge direction
(8)
A block is defined to be a sharp edge block if , where
is a predefined threshold value to be discussed in more details in
Authorized licensed use limited to: Hong Kong Polytechnic University. Downloaded on July 27, 2009 at 22:05 from IEEE Xplore.  Restrictions apply. 
2948 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 15, NO. 10, OCTOBER 2006
Section IV. If a block is a sharp edge block, the missing green
component of the block center is interpolated as follows:
(9)
(10)
The block classifier based on (6)–(8) and threshold is used
to detect sharp edge blocks and determine the corresponding
edge direction for interpolation. In (6) and (7), both inter-band
and intraband color information is used to evaluate parameters
and . The first summation terms of (6) and (7) con-
tribute the intraband information, which involves the difference
between a pixel and its second next pixel. Obviously, the resolu-
tion that it supports cannot detect a sharp line of width 1 pixel.
The supplementary intraband color information contributed in
the second summation terms of (6) and (7) is used to improve
the resolution of the edge detector.
A block which is not classified to be an edge block is con-
sidered to be in a flat region or a pattern region. It was found
that, in a local region of a natural image, the color differences of
pixels are more or less the same [23]. Accordingly, the variance
of color differences can be used as supplementary information to
determine the interpolation direction for the green components.
In the proposed algorithm, we extend the 5 5 block of in-
terest into a 9 9 block by including more neighbors as shown
in Fig. 4 and evaluate the color differences of the pixels along the
axis within the 9 9 window. Let and be, respec-
tively, the variances of the color differences of the pixels along
the horizontal axis and the vertical axis of the 9 9 block. In
particular, they are defined as
(11)
and
(12)
where is the color difference of pixel and
is a set of indexes which helps
to identify a pixel in the 9 9 support region. The values of
and for should be precomputed and they
are determined sequentially as follows:
(13)
(14)
(15)
and
(16)
Here, bilinear interpolation is used with the concern about the
realization complexity to estimate and for
. In fact, there was no obvious improvement in the sim-
ulation results when other interpolation schemes such as cubic
interpolation were used.
To provide some more information about (13) and (14), we
note that the missing green components are estimated in a raster
scan fashion, and, hence, the final estimates of the green com-
ponents in position
are already computed. As for the missing green components of
the pixels in position , their
preliminary estimates and have to be evaluated.
Specifically, is determined with (3) while is deter-
mined with (4) unconditionally. Note the involved in (11)
uses the determined with (3) while the involved in (12)
uses the determined with (4).
The variance of the color differences of the diagonal pixels in
the 9 9 window, say , are determined by
(17)
The same set of (13)–(16) are used to get the color difference
required in the evaluation of . However, the prelimi-
nary estimates and involved in these equations are
determined with (5) instead of (3) and (4).
Finally, the interpolation direction for estimating the missing
green component at can be determined
based on , and . It is the direction providing
the minimum variance of color difference. The missing green
can then be estimated with either formulation (3), (4), or
(5) without concerning and , as shown in (18), at
the bottom of the page.
Once the missing green component is interpolated, the same
process is performed for estimating the next missing green com-
ponent in a raster scan manner. For estimating the missing green
component in the case shown in Fig. 1(b), one can replace the
red samples by the corresponding blue samples and follow the
(18)
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Fig. 5. Performance of the proposed algorithm at different settings of threshold T and window size. (a) CPSNR. (b) CIELab color difference.
procedures above to determine its interpolation direction and its
interpolated value.
The complexity of the realization of (18) and its preparation
work (11)–(17) is large. When , a sharp edge block is
clearly identified. In that case, using (9) and (10) to interpolate
missing components can save a lot of effort and, at the same
time, provide a good demosacing result.
B. Interpolating Missing Red and Blue Components at Green
CFA Sampling Positions
After interpolating all missing green components of the
image, the missing red and blue components at green CFA
sampling positions are estimated. Fig. 1(c) and (d) shows the
two possible cases where a green CFA sample is located at the
center of a 5 5 block. For the case shown in Fig. 1(c), the
missing components of the center are obtained by
(19)
(20)
As for the case shown in Fig. 1(d), the missing components of
the center are obtained by
(21)
(22)
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Fig. 6. Part of the demosaicing results of Image 1: (a) The original, (b) BI, (c) ACPI, (d) ECI, (e) AP, (f) PCSD, (g) EECI, (h) DUOR, (i) AHDDA, (j) DSA,
(k) DAFD, and (l) the proposed algorithm.
Fig. 7. Part of the demosaicing results of Image 15: (a) The original, (b) BI, (c) ACPI, (d) ECI, (e) AP, (f) PCSD, (g) EECI, (h) DUOR, (i) AHDDA, (j) DSA
(k) DAFD, and (l) the proposed algorithm.
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Fig. 8. Part of the demosaicing results of Image 19: (a) The original, (b) BI, (c) ACPI, (d) ECI, (e) AP, (f) PCSD, (g) EECI, (h) DUOR, (i) AHDDA, (j) DSA,
and (k) the proposed algorithm.
C. Interpolating Missing Blue (Red) Components at Red
(Blue) Sampling Positions
Finally, the missing blue (red) components at the red (blue)
sampling positions are interpolated. Fig. 1(a) and (b) shows the
two possible cases where the pixel of interest lies in the center
of a 5 5 window. For the case in Fig. 1(a), the center missing
blue sample, , is interpolated by
(23)
As for the case in Fig. 1(b), the center missing red sample,
, can also be obtained with (23) by replacing the blue esti-
mates with the corresponding red estimates in (23). At last, the
final full color image can be obtained.
D. Refinement
Refinement schemes are usually exploited to further improve
the performance of the interpolation in various demosaicing al-
gorithms [11], [13]–[16], [20]–[22]. In fact, there are even some
postprocessing methods proposed as stand-alone solutions to
improve the quality of a demosaicing result [24], [25]. In the
proposed algorithm, we use the refinement scheme suggested in
the enhanced ECI algorithm [14] as we found that it matched
the proposed algorithm to provide the best demosaicing result
after evaluating some other refinement schemes with the pro-
posed algorithm. This refinement scheme processes the inter-
polated green samples first to reinforce the interpolation
performance and, based on the refined green plane, it performs
a refinement on the interpolated red and blue samples. One can
see [14] for more details on the refinement scheme.
IV. SIMULATION RESULTS
Simulation was carried out to evaluate the performance of
the proposed algorithm. The 24 digital color images shown in
Fig. 2 were used to generate a set of testing images as mentioned
in Section II. The CPSNR was used as a measure to quantify
the performance of the demosaicing methods. In particular, it is
defined as
(24)
where
and represent, respectively, the original and the recon-
structed images of size each.
In the proposed algorithm, a pixel is interpolated according
to the nature of its local region. The 5 5 region centered at the
pixel is first classified to be either a sharp edge block or not with
threshold . A nonedge block is then extended from 5 5 to
9 9 to compute , and for further classifica-
tion. An empirical study was carried out to select an appropriate
threshold value of and check if 9 9 is an appropriate size of
the extended local region for estimating , and
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TABLE II
PERFORMANCE OF VARIOUS ALGORITHMS IN TERMS OF CIELAB COLOR DIFFERENCE
in the realization of the proposed algorithm. Fig. 5 shows the
performance at different settings. It shows that and an
extended region of size 9 9 can provide a performance close
to the optimal. Hereafter, all simulation results of the proposed
algorithm presented in this paper were obtained with this setting.
For comparison, ten existing demosaicing algorithms, in-
cluding BI [7], AP [3], DUOR [4], [27], DSA [5], ACPI [10],
ECI [12], PCSD [13], EECI [14], AHDDA [15], and DAFD
[16], were implemented for comparison. In the realization of
DUOR, the correction step described in [27] was applied to the
demosaicing result of [4]. Table I tabulates the CPSNR per-
formance of different demosaicing algorithms. The proposed
algorithm produces the best average performance among the
tested algorithms. It was found that the proposed algorithm
could handle fine texture patterns well. For images which con-
tain many fine texture patterns such as images 6, 8, 16, and 19,
the proposed method obviously outperforms the other demo-
saicing solutions. For example, as far as image 8 is concerned,
the CPSNR achieved by the proposed algorithm is 1.21 dB
higher than that of the CPSNR achieved by EECI, which is the
second best among all evaluated algorithms in a way that it
achieved the second best average CPSNR performance in the
simulation.
Figs. 6–8 show some demosaicing results of images 1, 15,
and 19 for comparison. They show that the proposed algorithm
can preserve fine texture patterns and, accordingly, produce less
color artifacts. Recall that the proposed algorithm is actually de-
veloped based on ACPI. As compared with ACPI, the proposed
algorithm produces a demosaicing result of much less color ar-
tifact by interpolating missing components along a better di-
rection. In fact, the average CPSNR of the proposed algorithm
(39.93 dB) is much closer than that of ACPI (36.88 dB) to that
achieved by the ideal ACPI (41.02 dB). These results show that
the gradient test proposed in the proposed algorithm is more re-
liable than that of ACPI.
Table II shows the performance of various algorithms in
terms of CIELab color difference [26]. The proposed algo-
rithm provided the best performance among the evaluated
algorithms again. With the proposed gradient testing tool,
a simple heuristic algorithm can provide a subjectively and
objectively better demosaicing performance as compared with
many advanced algorithms [3]–[5], [10], [12]–[15].
The proposed algorithm is developed based on the fact that
the interpolation direction for each missing green sample is
critical to the final demosaicing result. A study was carried out
to investigate how significant the improvement with respect to
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TABLE III
MSE CONTRIBUTED BY DIFFERENT GROUPS OF PIXELS
TABLE IV
ARITHMETIC OPERATIONS REQUIRED BY THE PROPOSED ALGORITHM TO ESTIMATE TWO MISSING COLOR
COMPONENTS AT (a) A RED/BLUE SAMPLING POSITION OR (b) A GREEN SAMPLING POSITION
Fig. 9. Direction maps obtained with different algorithms for interpolating missing green samples.
ACPI could be when the proposed algorithm was used to find a
better interpolation direction for a pixel. Note that demosaicing
along edges in a natural image significantly reduces the demo-
saicing error. Fig. 9 shows some interpolation direction maps
obtained with ACPI, the ideal ACPI and the proposed algorithm
for comparison.
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Table III shows the performance of ACPI and the proposed
algorithm in finding an appropriate interpolation direction. This
Table shows the contribution of three different groups of pixels
to the MSE of the green plane in the final demosaicing result.
Pixels in the testing images are grouped according to the fol-
lowing three constraints: (1) , (2)
, and (3)
, where , and are, respectively, a
pixel’s interpolation directions estimated with ACPI, the ideal
ACPI and the proposed algorithm. One can see that the per-
centage of Group 2 pixels is higher than that of Group 1 pixels.
This implies that, when the proposed algorithm is used, there are
more hits on . Even in the case of , the
estimate of the proposed algorithm is better in a way that the in-
terpolation result provides a lower MSE. One can see the reduc-
tion in MSE/pixel achieved by the proposed algorithm in Group
3 pixels. Besides, the average penalty introduced by Group 1
pixels to the proposed algorithm is just 20.3 while
the average penalty introduced by Group 2 pixels to ACPI is
57.1 in terms of MSE per pixel.
To a certain extent, the proposed algorithm is robust to the
estimation result of , and . In one of our sim-
ulations, for each , , and were separately
corrupted by adding a uniformly distributed random noise of
range % of their original estimated values to them. It was
found that the final demosaicing results were more or less the
same as the one without corruption in terms of both CIELab
color difference and CPSNR.
Table IV shows the complexity of the proposed algorithm.
Note that some intermediate computation results can be reused
during demosaicing and this was taken into account when
the complexity of the proposed algorithm was estimated. Its
complexity can be reduced by simplifying the estimation of
and . In particular, (11), (12), and (17) can be
simplified by replacing with and turning
all involved square operations into absolute value operations.
Some demosaicing performance is sacrificed due to the simpli-
fication. The simplified version provided an average CPSNR of
39.89 dB and an average CIELAB color difference of 1.6007
in our simulations. Its complexity is also shown in Table IV. In
our simulations, the average execution times for the proposed
algorithm and its simplified version to process an image on a
2.8-GHz Pentium 4 PC with 512-MB RAM are, respectively,
0.2091 and 0.1945 s.
V. CONCLUSION
In this paper, an adaptive demosaicing algorithm was pre-
sented. It makes use of the color difference variance of the pixels
located along the horizontal axis and that along the vertical
axis in a local region to estimate the interpolation direction for
interpolating the missing green samples. With such an arrange-
ment, the interpolation direction can be estimated more accu-
rately, and, hence, more fine texture pattern details can be pre-
served in the output. Simulation results show that the proposed
algorithm is able to produce a subjectively and objectively better
demosaicing results as compared with a number of advanced
algorithms.
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