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IRREGULAR CONNECTIONS AND
KAC–MOODY ROOT SYSTEMS
PHILIP BOALCH
Abstract. Some moduli spaces of irregular connections on the trivial bundle over
the Riemann sphere will be identified with Nakajima quiver varieties. In particular
this enables us to associate a Kac–Moody root system to such connections (yielding
many isomorphisms between such moduli spaces, via the reflection functors for
the corresponding Weyl group). The possibility of ‘reading’ a quiver in different
ways also yields numerous isomorphisms between such moduli spaces, often between
spaces of connections on different rank bundles and with different polar divisors.
Finally some results of Crawley-Boevey on the existence of stable connections will
be extended to this more general context.
1. Introduction
It has been known since the work of Okamoto (see [28]) that the fourth Painleve´
equation has the affine Weyl group of type Â2 as symmetry group.
(1)
Affine A2 Dynkin diagram.
Moreover the fourth Painleve´ equation is known (see [20]) to be the nonlinear differ-
ential equation controlling the monodromy preserving1 deformations of meromorphic
connections on the trivial rank two vector bundle over the Riemann sphere of the
form
(2)
(
A
z3
+
B
z2
+
C
z
)
dz
with A,B,C ∈ gl2(C), and A regular semisimple. The primary aim of this article
is to clarify this relationship between graphs (1) and connections (2), and to extend
it. In particular this will associate a Kac–Moody root system to certain connections;
1Tacitly this means the generalized monodromy data, including the Stokes data.
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recall, e.g. from [23], that one may associate a Kac-Moody root system to any graph
with no loops connecting a vertex to itself2. On one hand this ‘graphical’ way of
viewing connections enables one to see certain isomorphisms between moduli spaces
of connections which are not a priori transparent. On the other hand the Weyl group
of the corresponding root systems acts (by reflection functors [14, 25, 26]) to yield
many more isomorphisms between moduli spaces of connections.
In general complex symplectic moduli spaces of such connections on curves are ob-
tained by fixing the formal isomorphism class at each pole (cf. [7]). The starting
point for this article was the observation ([4] Exercise 3) that the Nakajima quiver
varieties associated to the affine A2 Dynkin diagram (with standard dimension vector
(1, 1, 1), i.e. the A2 ALE spaces) are isomorphic to such spaces of connections (2),
and the quiver parameters match up with the choices of residues of the formal types.
(We will set the real ‘parabolic’ parameters to zero here to simplify the presentation.)
The Okamoto affine Weyl group of symmetries of the fourth Painleve´ equation may
then be understood in terms of reflection functors for the quiver variety (generating
the finite Weyl group) and elementary/Schlesinger transforms, generating the lattice
subgroup. In these terms our primary aim is to identify some larger moduli spaces
of connections with Nakajima quiver varieties for more general graphs. This is also
a generalisation of the fact, used in [13], that moduli spaces of Fuchsian systems on
the Riemann sphere are quiver varieties for star-shaped quivers.
In rough terms (a weak version of) the main result of this article is as follows. Let
k ≥ 1 be an integer and let I1, . . . , Ik be finite sets. Let Γ be the complete k-partite
graph on the sets Ii (i.e. with nodes I =
⋃
Ii and each node e ∈ Ii is connected by a
single edge to f ∈ Ij if and only if i 6= j). Let Q be a quiver with underlying graph
Γ. Recall that Nakajima [25] has defined quiver varieties NQ(d, λ) attached to any
quiver (given the choice of a dimension vector d ∈ ZI≥0 and some parameters λ ∈ C
I
with λ · d = 0), which are smooth hyperka¨hler manifolds for generic parameters.
Theorem 1. For any such quiver Q there is a moduli space M∗ of meromorphic
connections with fixed formal types on a trivial holomorphic vector bundle over the
Riemann sphere isomorphic to a Nakajima quiver variety for the quiver Q, for some
d, λ. Moreover the same holds if we first attach a leg to each node of Q. (A leg is a
type A Dynkin diagram.)
In general each such quiver arises from connections in many ways, and we will explain
how to ‘read’ the connection from the quiver (and conversely how to obtain Γ,d, λ
from a connection). The graphs Γ in Theorem 1 are basically enumerated by Young
diagrams, i.e. by the partition I =
⋃
Ii (ignoring the legs for the moment). One sees
immediately this is a rich class of graphs, simple examples being the tetrahedral and
octahedral graphs (see Figure 1).
2The Cartan matrix is 2−A where A is the adjacency matrix of the graph.
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Figure 1. Graphs from partitions of N ≤ 6
(omitting the stars Γ(n, 1) and the totally disconnected graphs Γ(n))
Note that it is not true that all such moduli spaces of connections are quiver varieties,
even on the Riemann sphere. It seems one can have at most one irregular singularity.
(The simplest counterexample is the case of two poles of order two on a rank two
bundle; then M∗ is a D2 ALF space.) We will show however that all such moduli
spaces arise from such quivers in the case of connections having one pole of order at
most three (with semisimple irregular type) and arbitrarily many Fuchsian singular-
ities. (The case of a higher order pole, involving multiple edges, will be sketched in
the appendix.)
A basic motivation underyling this work is a desire to better understand some of
the hyperka¨hler metrics of [2] on the first wild nonabelian cohomology of a curve
(the wild Hitchin moduli spaces). In particular, on the Riemann sphere, such spaces
are approximated by spaces of connections on the holomorphically trivial bundle (cf.
[7]), and we are showing that in some cases such approximations are Nakajima quiver
varieties. In turn the quiver varietes have hyperka¨hler metrics which, since they are
hyperka¨hler quotients of finite dimensional vector spaces, are more amenable than
the metrics of [2], and may be viewed as an approximation.
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Physically one imagines the relation between Nakajima varieties (associated to graphs)
and the Hitchin spaces (associated to Riemann surfaces) as being like degenerating
a Riemann surface (string worldsheet) into a graph (Feynman diagram). In the star-
shaped case this picture is presumably well-known, and we are showing it should
extend to other graphs3.
The possibility of ‘reading’ the same quiver in different ways yields numerous isomor-
phisms between spaces of connections, often on different rank bundles. For example
taking the tetrahedral graph and fixing dimension vector (1, 2, 3, 4) yields isomor-
phisms between five (twelve dimensional) spaces of connections on bundles of ranks
6, 7, 8, 9, 10 respectively. (In general many more isomorphisms may be obtained using
reflection functors.)
These different readings generalize various known dualities, as follows. In general
a complete k-partite graph may be read in k + 1 ways. Thus a complete bipartite
graph (k = 2) may be read in three ways, giving isomorphisms between three spaces
of connections (for each set of parameters and dimension vector). Two of these three
readings correspond to moduli spaces of connections having at most one pole of order
2 (and some simple poles), and the isomorphism between these two spaces is given
by Harnad duality [19], which may be interpreted as a D-module Fourier–Laplace
transform (cf. [5])4. In the special bipartite case when one of the sets I1, I2 contains
only one element (so the graph is star-shaped with legs of length one), and if we
choose a dimension vector with a 1 at each foot, then in this case Harnad duality
is the complexification of the duality that Gel′fand–MacPherson used ([18] p.291) to
generalize the dilogarithm5.
By relating moduli spaces of connections to quivers one may now profit from the
many algebraic results developed for quiver varieties and the deformed preprojective
algebras [14]. As an example in this direction we will use results of Crawley–Boevey
to give precise criteria, in terms of the associated Kac–Moody root system, for the
existence of stable connections on trivial bundles with given formal types.
To end the introduction we will mention some further directions. There are numerous
points of view on moduli spaces of connections (cf. the overview [30] p.11). In
particular one may take the monodromy/Stokes data of a connection which yields
3Two intriguing features of the irregular case are: 1) that the gauge group varies at different points
of the worldsheet, as one crosses the ‘analytic halo’, and 2) that the fusion operation, involving sewing
worldsheets together, appears to make sense on the other side of the ‘analytic halo’—(at least it
does make sense on the quasi-Hamiltonian level)—as if some interactions are physically separated
by the halo.
4The third reading (as a space of connections with just one pole of order 3) looks to be new, even
in the star-shaped case.
5It is not clear if the dilogarithm is related to the transcendental Riemann–Hilbert–Birkhoff map,
passing from a connection to its monodromy/Stokes data, which is central for us.
IRREGULAR CONNECTIONS AND KAC–MOODY ROOT SYSTEMS 5
a holomorphic map ν to a moduli space M of monodromy/Stokes data (the ‘Betti
moduli space’ in this context):
M∗
ν
→֒ M
which is, at least for generic parameters, injective. The space M may be viewed (cf.
[7, 9]) as a ‘multiplicative analogue’ of the above spaces M∗ of connections. In the
cases at hand M may be described directly in terms of the quiver and one can define
([6]) a sort of ‘multiplicative quiver variety’, isomorphic to M . These multiplicative
varieties are in general different (even for Â2, Â3) to those defined by Crawley-Boevey
and Shaw [15], and may be viewed as a generalisation. They may be obtained as
quasi-Hamiltonian reductions of some quasi-Hamiltonian spaces associated to the
quiver, related to the spaces of [9]. A key fact seems to be that these Betti spaces
only depend on the quiver and not the particular reading.
In another direction one may now attach nonlinear differential equations to a large
class of graphs (namely the isomonodromy equations for the corresponding connec-
tions, generalizing the Painleve´ equations). These equations turn out to be essentially
independent of the reading of the graph. This will be discussed elsewhere ([3]), en-
abling us to focus on the moduli spaces here. A related direction is to study the
(linear) flat connections corresponding to these isomonodromy equations, and the
quantum dualities corresponding to the different readings. (Recall that Reshetikhin
[29] explained how to obtain the KZ equations from the Fuchsian isomonodromy equa-
tions and [8] Prop.4.4 explained how to obtain the extension [17, 32] of KZ responsible
for the quantum Weyl group actions, from the simplest irregular isomonodromy equa-
tions.)
The relation between these ‘multi-dualities’, coming from the different readings, and
(D-module) Fourier–Laplace transforms will also be described in [3]. This relation
suggests it should be possible to interpret these dualities as Nahm transforms, as S.
Szabo has done in [31] (in what we now call the bipartite case), to show that the
metrics of [2] are preserved under the dualities.
Finally, note that hyperka¨hler moduli spaces of irregular connections on curves are
crucial in Witten’s approach [34] to the wildly ramified case of the geometric Lang-
lands program.
Acknowledgements. Although appearing first, this article is essentially a sequel to [5], which
studies the bipartite case in detail. I am grateful to the organizers of the Workshop on Non-linear
integral transforms: Fourier-Mukai and Nahm, CRM Montreal, August 2007 for the invitation to
speak, which motivated [5].
Note: Some basic/background material on quivers and Kac–Moody root systems
appears in the first two appendices.
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2. Connections on G-bundles
Let G be a connected complex reductive group, such as G = GL(V ). We will describe
some spaces of connections on trivial holomorphic G-bundles over P1. (Below a choice
of invariant bilinear form on the Lie algebras of the reductive groups appearing here
will be used to identify adjoint and coadjoint orbits.)
Let g = Lie(G), choose an integer m ≥ 0 and fix m nonresonant6 adjoint orbits
Oi ⊂ g and m distinct points bi ∈ P1 \ {0}. Suppose A0 ∈ g is semisimple and let
H1 ⊂ G be the stabiliser of A0 under the adjoint action. Choose a semisimple element
A1 ∈ h1 = Lie(H1) and let H ⊂ H1 be the stabiliser of A1 under the adjoint action.
Choose a nonresonant adjoint orbit Oˇ ⊂ h = Lie(H).
For any Λ ∈ Oˇ define a connection
(3) ∇0 =
(
A0
z3
+
A1
z2
+
Λ
z
)
dz
on the trivial G-bundle, using the inclusions h ⊂ h1 ⊂ g. Now consider the setM∗ of
(S-equivalence classes of semistable) connections (P,∇) where P → P1 is a principal
G-bundle, isomorphic to the trivial bundle and ∇ is a meromorphic connection on
P with poles at 0 and {bi} such that ∇ is formally isomorphic at 0 to ∇0 for some
Λ ∈ Oˇ, has simple poles at each bi with residue in Oi, and has no other poles.
In general the above moduli problem does not have a coarse moduli space which is a
complex manifold. However M∗ may be obtained as a complex symplectic quotient
from the following (fine) framed moduli spaces, dependent only on A0, A1, incorporat-
ing a compatible framing and allowing Λ to vary. Consider the set M˜∗ of isomorphism
classes of connections (P, s,∇) where
• P → P1 is a principal G-bundle, isomorphic to the trivial bundle,
• ∇ is a meromorphic connection on P formally isomorphic at 0 to ∇0 for some
nonresonant Λ ∈ h, and with simple poles at each bi with residue in Oi, and no other
poles,
• s ∈ P0 is a compatible framing of (P,∇) at 0.
Here a framing of P is simply a point of the fibre P0. It is compatible if, in any local
trivialisation extending s, ∇ has the form (A0+Bz+ · · · )dz/z3 for some B ∈ g whose
component in h1 = ker(adA0) equals A1. The group H acts transitively on the set of
choices of compatible framings.
6An element X ∈ g is nonresonant if adX ∈ End(g) has no nonzero integer eigenvalues.
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Write G3 = G(C[z]/z
3) for the group of 3-jets of maps from a disk to G and let
B3 = {g ∈ G3
∣∣ g(0) = 1} be the subgroup of maps tangent to the identity. As in
[7] §2, the connection ∇0 determines a point of the dual of the Lie algebra b3 of B3
(which only depends on A0, A1).
Let OB ⊂ b∗3 be the coadjoint orbit of ∇0. Explicitly:
OB =
{(
A0
z3
+
A1 + [X,A0]
z2
)
dz
∣∣ X ∈ g } ∼= Im(adA0) ⊂ g.
Since it is a coadjoint orbit OB has a complex symplectic structure (and in this case
in fact has global Darboux coordinates). Also, since H fixes A0, A1, there is a natural
action of H on OB. As in Lemma 2.3 of [7] this action is Hamiltonian with moment
map given by −Λ ∈ h (i.e. an element of OB may be viewed as a connection on the
disc and then transformed to a connection with principal part (3) for a unique Λ ∈ h,
and this defines a map Λ : OB → h).
Proposition 1. The framed moduli space M˜∗ is H-equivariantly isomorphic to the
product
OB ×O1 × · · · × Om
where H ⊂ G acts diagonally.
Proof. This is similar to [7] §2. 
Now M∗ is obtained by performing the complex symplectic quotient by H at the
orbit Oˇ (i.e. by restricting Λ to be in Oˇ and forgetting the framing).
Remark. Connections on trivial bundles are just Lie algebra valued one-forms, so
may equally be interpreted as Higgs fields. We prefer the connection viewpoint here
though since in the sequel [6] we will be considering monodromy and Stokes data.
Note however that the duality of Harnad is the nonautonomous version of an earlier
duality for Higgs fields (see [1]), the first case of which seems to be Moser’s alternative
Lax pair for the n-dimensional rigid body. Similarly the ‘multi-dualities’ of this article
apply equally in the autonomous context.
3. Relation to quivers
Now we will specialise to the case G = GL(V ) for some complex vector space V , and
explain the relation to quivers. (A glance at the appendix on quiver varieties may be
useful before reading this section.)
First we consider the case m = 0 when there are no simple poles.
The data A0, A1 determine a direct sum decomposition V =
⊕
i∈I Vi such that
H =
∏
i∈I GL(Vi) ⊂ G. Namely the Vi are the simultaneous eigenspaces of A0, A1.
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Moreover the index set I is partitioned according to the eigenspace decomposition of
A0. Namely if A0 has k distinct eigenvalues then I =
⋃k
1 Ij for disjoint subsets Ij ⊂ I
such that the jth eigenspace of A0 is Wj =
⊕
i∈Ij
Vi ⊂ V .
Now let Γc be the complete k-partite graph on the sets Ii. Thus I is the set of nodes
of Γc, and nodes e ∈ Ii and f ∈ Ij are connected by a single edge if and only if i 6= j.
Note each node corresponds to a vector space Vi.
Choose an ordering of I and orient Γc accordingly and let Qc be the corresponding
quiver. Consider the symplectic vector space
V(Qc) = T
∗
⊕
i<j
Hom(Vi, Vj)
consisting of maps in both directions between Vi and Vj for all i 6= j. This has a
natural Hamiltonian action of H .
Lemma 2. The coadjoint orbit OB is isomorphic to V as a Hamiltonian H-space.
Proof. Direct computation. 
(Note that the isomorphism depends on A0.) In the terminology of the appendix, OB
is thus an ‘open’ quiver variety.
Now the orbit Oˇ ⊂ h is isomorphic to a product of orbits Oˇi ⊂ End(Vi) (since
H =
∏
GL(Vi)). Each orbit Oˇi corresponds to a leg of a quiver, possibly consisting
of just one node (see §A.4), with one open node. In this correspondence each node of
the leg is assigned a complex number and a finite dimensional vector space (with Vi
appearing at one end of the ith leg).
Thus we may construct a larger quiver Q by gluing the open node of the ith such leg
to the ith node of Γc. The following is now straightforward.
Proposition 3. If all the orbits Oˇi are closed then the moduli space M∗ (the sym-
plectic quotient of OB by H at Oˇ) is isomorphic to the quiver variety of Q with vector
spaces and parameters as assigned on each leg.
This establishes the result of the introduction (in particular it is sufficient to consider
connections just with one pole of order three, and no others on P1).
Now consider the case m > 0, so we have some adjoint orbits Oi ⊂ End(V ) for
i = 1, . . . , m. Each of these corresponds to a leg, but we wish to consider the action
of H ⊂ G on Oi rather than all of G and this can be arranged by splaying the end of
the leg according to V =
⊕
Vi (see §A.4). Thus we have m splayed legs and we glue
these on to Γc in the obvious way (matching up the vector spaces Vi).
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This is arranged so that if we do the symplectic quotient defining the quiver variety
at all the nodes of the legs, except those now on Γc, the result is just the product
OB ×O1 × · · · × Om
where the bar denotes the taking the closure of the orbit. The group H remains as
the automorphisms of the vector spaces at the remaining nodes (those of Γc), and we
can proceed as above and perform the symplectic quotient by H at Oˇ, to obtainM∗
(if all the orbits are closed).
Notice that the class of graphs obtained in this way is no larger than in the case
m = 0; The graphs obtained for m = 0 are determined by the partition of I and the
lengths of the (unsplayed) legs we glue on (we will refer to these are ‘simple’ legs).
Write N = #I, which is partitioned in to k parts of sizes ni = #Ii. Let
Γ(n1, . . . , nk)
denote the corresponding complete k-partite graph, with N =
∑
ni nodes.
A basic observation is that gluing m splayed legs on to the graph Γ(n1, . . . , nk) is the
same as gluing m simple legs (each of length one less) on to the m nodes in the first
‘part’ of the larger graph
m · Γ(n1, . . . , nk) := Γ(m,n1, . . . , nk).
This observation enables us to obtain many isomorphisms between moduli spaces.
Suppose Γ is a graph obtained by gluing N simple legs (of lengths li ≥ 0, i =
1, . . . , N) on to a complete k-partite graph Γ(n1, . . . , nk). Then we will refer to
Γc = Γ(n1, . . . , nk) as the centre of the graph. Thus the centre has N =
∑
ni nodes
and Γ has
∑
li nodes. (The centre is uniquely determined except in the star-shaped
case.)
Example. The star-shaped case occurs when the centre of the graph is bipartite and
one of the parts in the partition has just one element (this element corresponds to
the central node), i.e. the centre of the graph is Γ(n, 1) for some n. In this case there
is some ambiguity7 in choosing the centre of the quiver, but once this choice is made
the three possible readings are as in the following example.
Example. The general bipartite case k = 2 has three readings, and is special since
in two readings one may take A0 = 0 so the connection has only a pole of order 2, as
follows. The centre of the graph has the form Γ(p, q) and in general Γ(p, q) has three
readings:
Γ(p, q) = p · Γ(q) = q · Γ(p).
7E.g. if Γ is a star with 3 legs of length 2 (affine E6) the centre is either Γ(1, 3) or Γ(1, 2), and Γ
arises respectively by adding either 3 simple legs of length 1, or 2 such legs plus a leg of length 2 to
the central node.
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The first case corresponds to connections having a pole of order three and no others
on P1, and the leading term A0 should have two distinct eigenvalues (and A1 should
have exactly p, respectively q, distinct eigenvalues in the two eigenspaces of A0, with
arbitrary multiplicities). In the other two cases A0 should be any scalar matrix (one
eigenvalue)—thus in particular we may take A0 = 0 so the corresponding connection
has a pole of order just two, with leading coefficient A1, and A1 should have q (resp.
p) distinct eigenvalues. These connections should also have p (resp. q) Fuchsian
singularities. (The star-shaped case is special since then one of p or q equals 1, and
so we may take A1 = 0 in one reading, to obtain a Fuchsian system.) This ‘bipartite’
quiver description of such connections having just one pole of order 2 is basically
equivalent to that of Jimbo–Miwa–Mori–Sato [21] (Appendix 5) and Harnad [19]
(the novelty here being the attaching of the legs to fix the coadjoint orbits). This
description was used by Harnad to define a duality between such connections which
we now interpret, as the above two (latter) readings of the bipartite quiver. This is
discussed further in [5]. (A key observation of [5] is that since the square is a complete
bipartite graph, in effect [21, 19] are telling us how to construct connections directly
from the affine A3 Dynkin diagram.)
8
Example. Consider the tetrahedral graph Γ(1, 1, 1, 1). This may be viewed as gluing
a splayed leg of length one (Γ(3, 1)) on to any face (a triangle Γ(1, 1, 1)). Thus for
example if the vector spaces at the nodes have dimensions 1, 2, 3, 4, removing each of
the nodes in turn realizes the corresponding quiver varieties as spaces of connections
with 1 simple pole and a pole of order 3 on bundles of rank 6, 7, 8, 9 respectively (the
rank is the sum of the dimensions of the vector spaces on the remaining face). On
the other hand if we remove no nodes, it is a space of connections with just one pole
of order 3 on a rank 10 bundle. Alternatively if we take dimension vector 1, 1, 1, 1,
removing different nodes yields isomorphisms between spaces of connections of the
same type (pole orders 1 and 3 on bundles of rank 3).
Example. Similarly the triangle Γ(111) may be read in various ways. In the standard
reading 1 · Γ(11) one obtains connections with one pole of order 3 and one pole of
order 1. (If the dimension vector is (1, 1, 1) this is the space of connections in the
introduction, on a rank 2 bundle, related to the fourth Painleve´ equation.) The
alternative reading is as a space of connections with a pole of order 3 and no others.
(In the case of dimension vector (1, 1, 1) these connections are now on a bundle of
rank 3 = 1 + 1 + 1; they live in a moduli space of complex dimension two, and this
alternative reading appears in an explicit form in [22]).
8The first reading (just one pole of order 3) seems to be new even in the simplest examples: E.g.
for the square (p, q) = (2, 2) with dimension vector (1, 1, 1, 1) this yields a rank four Lax pair for the
fifth Painleve´ equation, and similarly, but with rank six, for the sixth Painleve´ equation, with the
star (p, q) = (4, 1) and dimension vector (1, 1, 1, 1, 2), the 2 being at the central node.
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Example. Similarly the graph Γ(221) may be read in four ways, as indicated in
Figure 2, corresponding to connections with poles of orders 3, 3+ 1+ 1, 3+ 1+ 1 and
3 + 1 respectively.
Figure 2. Four readings of Γ(221) = 2 · Γ(21) = 1 · Γ(22)
Example. Consider the graph Γ(3, 2, 1). In the first instance this describes a space
of connections having just one pole of order 3. Then removing each part in turn yields
isomorphisms between this space and spaces of connections with a pole of order 3 and
respectively 3, 2 or 1 simple poles.
Example. The examples so far have ignored the possibility of gluing some simple
legs to each node of the centre of the graph. This is illustrated in Figure 3, where
the central piece is a triangle (Γ(111)) in the reading at the bottom and an interval
(Γ(11)) in the other three readings.
Figure 3. Deconstructing a triangle with legs.
Remark. Recall that the ‘next simplest’ (and most studied) class of Kac–Moody
algebras after the affine algebras are the hyperbolic ones, i.e. those such that any
proper subdiagram of their Dynkin diagram is either an affine or finite Dynkin dia-
gram. (In particular there is a simpler characterisation of their roots.) Thus these
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should correspond to the next simplest moduli spaces of connections after those of
complex dimension two, which are related to affine algebras. For example finding
spaces of stable connections of complex dimension 4 then (after Theorem 3 below)
basically amounts to finding integral vectors of norm −2. (There are infinitely many
hyperbolic diagrams that arise in the context of the present paper cf. [33]; five
corresponding to the graphs Γ(1111),Γ(211),Γ(32) and the two graphs obtained by
attaching a single leg of length one to the square or the triangle, plus 5 star-shaped
diagram, 5 with double bonds—see the appendix—and an infinite family with just
two nodes and a single higher order edge.) For example one may always take an
affine ADE Dynkin diagram with dimension vector the minimal imaginary root δ,
then double δ and glue a single leg of length one (with dimension one at the foot)
on to the extending node, to obtain a diagram with a dimension vector for a quiver
variety of dimension 4. There are other examples however, see Figure 4.
2 1
1
11
1
2
2
2 2 1 11
1
12
2
2
1
1
1
2
4 2
2
1
1
1
1
1
2
1
1
2 1
1
1
2 1
1
1
Figure 4. Some four dimensional cases.
4. Connections and quivers
In the section we will give a more formal presentation. (In particular we will pay more
attention to orientations and signs—in reality one needs to adjust the orientation to
read a quiver in different ways, and this introduces some signs—these are necessary
to preserve the complex symplectic structures.)
4.1. Abstract data (I, J). Let J be a nonempty, totally ordered, finite set and let
Ij be nonempty finite sets for each j ∈ J . Let I0 be another (possibly empty) finite
set. Let
I = I0 ∪
⋃
j∈J
Ij
be the disjoint union of the Ij . Thus we have a finite set I and a partition of a subset
of it, into parts labelled by J . We will say that the data (I, J) is complete if I0 is
empty, i.e. I =
⋃
j∈J Ij . Otherwise it is incomplete.
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4.2. Representations of (I, J). Define a representation of such data (I, J) to be
a J-graded finite dimensional vector space V—i.e. so there is a given direct sum
decomposition
V =
⊕
j∈J
Wj,
together with a Ij-grading of each piece:
Wj =
⊕
i∈Ij
Vi
and linear maps
αij ∈ Hom(Wi,Wj)
for all distinct i, j ∈ J and elements
Bi ∈ End(V )
for all i ∈ I0.
This data is a convenient intermediate step between connections and quivers. Below
we will explain how to go from here to connections, describe some basic operations
on (I, J) representations, and then describe how to go from here to quivers.
4.3. Realizations of (I, J, V, α,B). Suppose we have a representation of (I, J) as
above. Choose complex numbers aj ∈ C for j ∈ J and bi ∈ C for all i ∈ I. These
should be such that the aj are distinct, and such that if i, i
′ ∈ Ij for some j ∈ {0}∪J
then bi 6= bi′ . Such a choice of complex numbers will be referred to as a choice of
realization data.
Let Idj ∈ End(V ) be the idempotent
9 for Wj ⊂ V , and, if i ∈ Ij, let Idi ∈ End(Wj)
be the idempotent for Vi. (We will also view Idi ∈ End(V ) in the obvious way.)
Then we may define semisimple endomorphisms
A0 =
∑
j∈J
ajIdj ∈ End(V ),
A(j) =
∑
i∈Ij
biIdi ∈ End(Wj)
A1 =
∑
j∈J
A(j) ∈ End(V ).
Finally define an element B ∈ End(V ) ∼=
⊕
i,j∈J Hom(Wi,Wj) to have components
Bij ∈ Hom(Wj ,Wi) as follows: Bij = −αij if i > j, Bij = (aj − ai)αij if i < j,
Bij = A
(j) if i = j. Note that this uses the given total ordering of J .
9i.e. the element acting as the identity on Wj and as zero on the other components of the direct
sum decomposition.
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Then, given a coordinate w on the complex plane, the corresponding realization is
the meromorphic connection
(4) −
(
A0w +B −
∑
i∈I0
Bi
w − bi
)
dw
on the trivial bundle V × P1 → P1. This has irregular type (A0/z3 + A1/z2)dz at
w = ∞, where z = 1/w, and has residue Bi at w = bi for i ∈ I0. Conversely given
such a connection one may go in reverse to obtain data I, J, V, α, Bi.
Note that:
1) if (I, J) is complete then the realization is just − (A0w +B) dw, so only has a pole
at w =∞,
2) if #J = 1 then we may choose aj = 0 so that A0 = 0, and the pole at ∞ has order
at most 2, and leading term −A1dw,
3) if #J = 1 and #Ij = 1, then we may choose A0 = A1 = 0 so the realization is a
Fuchsian system.
4.4. Passage to complete data. Suppose we have a representation (I, J, V, α,B)
of data (I, J). We will explain how to obtain a representation of some complete data
(I, Ĵ). This depends on some twisting data consisting of complex numbers xi ∈ C for
each i ∈ I0. We will say the twisting data is proper if xi is an eigenvalue of Bi for
each i ∈ I0.
If I0 is empty there is nothing to do, the data is already complete. Otherwise define
Ĵ = {0} ∪ J , (with the ordering so that 0 is minimal). For each i ∈ I0 define a
vector space Vi = Im(Bi − xi) ⊂ V . Let qi : Vi → V be the inclusion and let
pi = Bi − xi : V → Vi. Define
W0 =
⊕
i∈I0
Vi
to be the (external) direct sum. Thus the pi, qi are components of maps P : V →
W0, Q : W0 → V respectively. In turn, since V =
⊕
J Wj the maps P,Q have
components
Pj : Wj →W0, Qj : W0 →Wj .
Thus we may define α̂ij ∈ Hom(Wj,Wi) for all distinct i, j ∈ Ĵ , namely α̂ij = αij if
i, j ∈ J and
α̂0j = Pj , α̂j0 = Qj .
In other words we define
α̂ =
(
0 P
Q α
)
∈ End(W0 ⊕ V ).
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Thus if we define V̂ =
⊕
bJ Wj = W0 ⊕ V we obtain a representation (I, Ĵ , V̂ , α̂, 0) of
the complete data (I, Ĵ).
Note that Bi = qi ◦ pi + xi ∈ End(V ). To symmetrize the notation we will define:
V (j) =
⊕
i∈ bJ\{j}
Wi
for any j ∈ Ĵ , so V = V (0) and for any j ∈ Ĵ we have V̂ = Wj ⊕ V (j). In turn α̂
determines, as above, maps Vi
qi−→V (j)
pi−→Vi, for i ∈ Ij for any j ∈ Ĵ .
Apart from the ordering of J , the situation is also not perfectly symmetric since we
have
(5) pi is surjective and qi is injective
for i ∈ I0 (but not necessarily for other i ∈ I). We will see this asymmetry disappears
for stable connections/representations.
4.5. Cycling. Now suppose we have a representation (I, Ĵ , V̂ , α̂) of some complete
data (I, Ĵ). We wish to ‘cycle’ the order of the elements of Ĵ , adjusting α̂ as we go.
Write Ĵ = (0, 1, 2, . . . , l), so 0 is the minimal element of Ĵ etc. Thus V̂ = W0 ⊕ V
(where V = V (0)), and
α̂ =
(
0 P
Q α
)
∈ End(W0 ⊕ V ).
We will replace Ĵ by Ĵ ′ = (1, 2, . . . , l, 0) and replace α̂ by
α̂′ =
(
α −Q
P 0
)
∈ End(V ⊕W0) = End(V̂ )
(introducing a sign so the corresponding isomorphisms of moduli spaces are sym-
plectic). Said differently we negate all the components α̂j0 of α̂ to obtain α̂
′. This
yields a new representation (I, Ĵ ′, V̂ , α̂′) which we will call the ‘cycle’ of the original
representation. (This is a cyclic operation of order 2l + 2.)
4.6. Passage to incomplete data. A (left) inverse to the operation of passing to
complete data may be defined in the obvious way as follows.
Let (I, Ĵ , V̂ , α̂) be a representation of some complete data (I, Ĵ). Let 0 be the minimal
element of Ĵ , so V̂ = W0 ⊕ V . Choose twisting data xi ∈ C for all i ∈ I0. Set
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J = Ĵ \ {0} and write
α̂ =
(
0 P
Q α
)
∈ End(W0 ⊕ V ),
defining α ∈ End(V ). Define Bi = qi ◦ pi + xi ∈ End(V ), where pi, qi are the
components of P,Q respectively, as before.
This determines an incomplete representation (I, J, V, α,B), and this operation is a
left inverse to the passage to complete data, provided we choose the same twisting
parameters. If different parameters are chosen, this corresponds to adding some
scalars to the residues: Bi 7→ Bi + yi. (In terms of connections this amounts to
tensoring a realization with a logarithmic connection on the trivial line bundle.)
More interestingly if we cycle and then pass between complete/incomplete data we
basically obtain an action of CI—this should be thought of as an abstract form of
middle convolution in the present context10.
4.7. Different realizations. Before moving on to quivers let us describe the different
realizations obtained from cycling.
Let (I, Ĵ , V̂ , α̂) be a complete representation. Upon choosing realization data we
obtain a connection on the bundle V̂ × P1 → P1, with just one pole at w =∞. This
will be referred to as the principal realization. (Recall that V̂ =
⊕
bJ
Wj .)
Now suppose we perform the cycling operation r times r = 0, 1, 2, . . ., to obtain
(I, Ĵ (r), V̂ , α̂(r)). (We will write Ĵ = (0, 1, . . . , l).) If we take the corresponding
incomplete data of this (with twisting parameters xi = 0 say), then upon choosing
some realization data (not necessarily the same as that used above) we obtain a
connection of the form
(6) −
(
A0w +B −Q(w −A
(r))−1P
)
dw
with #Ir simple poles, on the trivial bundle V
(r) × P1 → P1, where V (r) =
⊕
j 6=rWj
is a summand of V̂ , and P,Q,B are determined from
α̂(r) =
(
0 P
Q α
)
∈ End(Wr ⊕ V
(r)) = End(V̂ ).
Thus we see exactly how the ranks and the number of simple poles may change.
For example, in the bipartite case we have
α̂(0) =
(
0 P
Q 0
)
, α̂(1) =
(
0 −Q
P 0
)
10In turn these operations may be used to derive the reflection functors (cf. [4]), although for the
moment we are happy to use the reflection functors as a black-box.
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and the corresponding readings are of the form
(7)
(
−A(1) +Q(w − A(0))−1P
)
dw
(8)
(
−A(0) − P (w − A(1))−1Q
)
dw
on the trivial bundles with fibre W1,W0 respectively, if we take A0 = 0 and use the
same realization data. This is, up to signs11, the duality of [19]. In this bipartite case
the principal realization is of the form
(9) − (A0w +B) dw
on the trivial bundle with fibre V̂ =W0⊕W1, where A0 = a0Id0+a1Id1 ∈ End(V̂ ) has
exactly two eigenspaces and B =
(
A(0) cP
−Q A(1)
)
where c = (a1− a0). (One may show [3]
that the isomonodromy equations for such connections of the form (9) are equivalent
to the JMMS equations [21].) The general case should be viewed as a generalization
of this example; the key point is that the space of (P,Q) ∈ T ∗Hom(W0,W1) is being
generalized to the space of block off-diagonal matrices in End(
⊕
Wj).
4.8. Quivers. Now we will obtain a representation of a quiver Q from a complete
representation (I, J, V, α). (If instead we start with an incomplete representation we
may first make it complete—as above, with a choice of twisting data—and then use
the procedure below; The actual quiver obtained in this way will be independent of
the choice of twisting data, provided it is proper.)
Let ΓJ be the complete graph with vertex set J . Orient ΓJ , so that i→ j if i < j, to
obtain a quiver QJ . The element α thus constitutes a representation of the double of
the quiver QJ , with the vector space Wj at the jth node; α ∈ V(QJ).
Now let Γc be the complete k-partite graph on the sets Ij for j ∈ J , where k = #J .
This is the graph obtained by ‘splaying’ the jth node of ΓJ by Ij for each j ∈ J . As
such it obtains an induced orientation from that of ΓJ , so is a quiver Qc. Moreover,
putting Vi at the ith node for all i ∈ I we see V(Qc) = V(QJ ), so α constitutes a
representation of the double of Qc. (Specifically if i ∈ Ij and i
′ ∈ Ij′ with j 6= j
′ then
the desired element of Hom(Vi, Vi′) is πi′ ◦ qi where πi′ : V
(j) → Vi′ is the projection.)
Now we will glue some (simple) legs on to Qc. If i ∈ Ij define an element Bˇi ∈ End(Vi)
as follows:
Bˇi = pi ◦ σj ◦ qi
where σj ∈ End(V (j)) acts as the identity on Wh if h > j and as −1 on Wh if h < j.
(This is minus the value at α of the ith component of the moment map for the action
of H :=
∏
i∈I GL(Vi) on V(Qc). It also corresponds to the ith component of the
11Currently (on the level of isomorphisms of the spacesM∗) we are free to adjust the realization
data appropriately—this freedom will be restricted in [3].
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residue of the formal type of the corresponding meromorphic connection.) Notice
that Bˇi is unchanged under the cycling operation—indeed this is clear since Bˇi is the
End(Vi) component of
−
∑
h<j
αjhαhj +
∑
h>j
αjhαhj ∈ End(Wj)
and cycling just negates αj0 and reorders J to move the corresponding term αj0α0j
over to the right-hand sum.
For i ∈ Ir, let Oˇi ⊂ End(Vi) be the adjoint orbit of Bˇi. Let li be one less than the
degree of the minimal polynomial of Bˇi and let xij be the roots of this polynomial for
i ∈ Ir, j = 1, . . . , 1 + li (which we are thus choosing an order of). This determines a
quiver leg (oriented so each arrow points towards the centre Qc) and a representation
of its double as usual: Define vector spaces:
Vij =
j∏
h=1
(Bˇi − xih)Vi,
let qij : Vij → Vi(j−1) be the inclusion and let pij : Vi(j−1) → Vij be the map given by
Bˇi− xij , for i ∈ Ir, j = 1, . . . , li. By construction each such pij is surjective, and each
qij is injective, and Bˇi = qi1 ◦ pi1 + xi1 ∈ End(Vi).
Now let Q be the quiver obtained by gluing a simple leg of length li on to the ith
node of Qc for each i ∈ I. Let Q be the double of Q. From the data we started with
we have thus constructed a representation of Q, such that the maps pij are surjective
(down the legs), and the maps qij are injective (up the legs), for j > 0 and for all
i ∈ I.
The following moment map conditions are also satisfied. For i ∈ I, and j = 1, . . . , li
set
λij = xij − xi(j+1).
Then, directly from the definition, we have
qi(j+1)pi(j+1) − pijqij = λij ∈ End(Vij).
Similarly at the feet, when j = li:
−pijqij = λij ∈ End(Vij).
Finally if i ∈ Ir we have, by definition of Bˇi:
qi1pi1 − pi ◦ σr ◦ qi = λi0 := −xi1 ∈ End(Vi).
Thus in summary we have produced a point of µ−1(λ) ⊂ V(Q) where λ has compo-
nents λij for i ∈ I, j = 0, . . . , li.
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Given complete data (I, J) and dimensions di = dim(Vi) for each i ∈ I note that the
quiver Q is determined by the choice of orbits Oˇi ⊂ End(Vi), or indeed just by the
lengths li.
This gives a 1 − 1 correspondence between points of µ−1(λ) such that the maps are
injective up the legs and surjective down the legs, and representations of (complete)
(I, J) with Bˇi ∈ Oˇi for all i.
Remark. Suppose we had started with some incomplete data (I, J) then passed to
the complete data (I, Ĵ) and took the quiver of that. Then the condition at the nodes
i ∈ I0 correspond to the (splayed) leg corresponding to Bi (fixing its adjoint orbit),
and the relation at a node i ∈ I \ I0 has the form
δi
(∑
i∈I0
(Bi − xi)− Λ0
)
= Bˇi ∈ Oˇi
where δi : End(V ) → End(Vi) is the projection, and Λ0 is the residue of the formal
type of the irregular part12 at w =∞ of any corresponding connection. In particular
if J = {j} has just one element, then Λ0 = 0, and if moreover Ij = {i} also has just
one element, then V = Vi so the relations just say that we are fixing the adjoint orbits
of each Bh for h ∈ I0 as well as the orbit of their sum, i.e. this corresponds to the
Fuchsian case; the additive Deligne–Simpson problem.
4.9. Stability. We will say that a system of ODEs (a meromorphic connection on a
trivial bundle V × P1 over P1) is stable if there is no invariant subsystem (i.e. if any
subspace U ⊂ V invariant by the connection is either trivial or equal to V ).
Now a representation of data (I, J) (as defined above) is equivalent to a representa-
tion of the double of the ‘central’ quiver Qc and a quiver representation is stable if
there are no nontrivial invariant subrepresentations (recall we are setting the para-
bolic parameters to zero). It is straightforward that stable representations of (I, J)
correspond to stable systems.
The following result is useful when considering different ‘readings’ of the quiver.
Lemma 4. In a stable representation of data (I, J) all the maps pi are surjective and
all the qi are injective.
Proof. Without loss of generality suppose (I, J) is complete. Then the repre-
sentation amounts to decompositions V =
⊕
J Wj,Wj =
⊕
Ij
Vi, and maps αij ∈
Hom(Wi,Wj) for all distinct i, j ∈ J . From this one constructs maps V (j)
pi−→Vi
qi−→V (j)
which encode all the maps into/out of Vi, for all i ∈ Ij, for all j ∈ J . Now if some pi is
not surjective then we may replace Vi by Im(pi) to obtain a subrepresentation, which
12i.e. the principal part minus the residue term.
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would be a contradiction. If some qi is not injective, choose a nonzero subspace K
of its kernel, and we get a subrepresentation by taking K at node i and 0 elsewhere,
which again contradicts stability. 
Now the procedure described earlier extends representations of data (I, J) to repre-
sentations of Q such that the result has injective maps up the legs and surjective
maps down the legs (and has qi/pi injective/surjective respectively for i ∈ I0).
Lemma 5. Stable representations of data (I, J) correspond to stable representations
of Q.
Proof. Suppose the correspondence yields a representation of Q which has a sub-
representation. Then the dimension must drop at some node of the centre Qc (due
to the surjectivity conditions, else it drops nowhere). Thus it restricts to a proper
subrepesentation of Qc, i.e. of data (I, J), so is zero on Qc and therefore everywhere.
The converse is similar. 
4.10. Non-emptiness conditions. Given a quiver Q and parameters λ (a complex
scalar for each node), Crawley-Boevey and Holland [14] have defined the deformed
preprojective algebra Πλ as the quotient by the moment map relations of the path
algebra of the doubled quiver Q. For us it is important since giving a representation
of Πλ is the same as finding a point of µ−1(λ) for some dimension vector d; the
points of the quiver variety NQ(λ,d) are in bijection with the isomorphism classes of
semisimple representations of Πλ with dimension vector d. Extending work of Kac,
Crawley–Boevey [10] has established precise criteria on d in order for Πλ to admit
a semisimple (respectively, simple) representation, i.e. for when the quiver variety is
nonempty (respectively, has a stable point). These conditions are phrased in terms
of the Kac–Moody root system attached to the quiver (see the appendix for basic
definitions).
Theorem 2 ([10]).
1) NQ(λ,d) is nonempty if an only if d =
∑
βi is the sum of some positive roots βi
such that λ · βi = 0.
2) NQ(λ,d) has a stable point if and only if d is a positive root and moreover if for
each decomposition d =
∑
βi (with each βi a positive root with λ · βi = 0) one has
∆(d) >
∑
∆(βi), where ∆(v) := 2−(v, v) is the “expected quiver variety dimension”.
We may now translate this result, using our quiver interpretation of irregular con-
nections, to give criteria for the existence of stable connections on the trivial bundle,
extending [13] in the Fuchsian case.
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Fix V, I0 and commuting semisimple elements A0, A1 ∈ End(V ), and distinct points
bi ∈ C for all i ∈ I0. Let H = Stab(A0) ∩ Stab(A1).
Suppose we have a (nonresonant) adjoint orbit Oˇ ⊂ h ⊂ End(V ) of H and orbits
Oi ⊂ End(V ) for all i ∈ I0.
These data determine, as above, a quiver Q with dimension vector d and parameters
λ. We assume the orbits are chosen so that λ · d = 0, else the corresponding quiver
variety will be empty, and there will be no corresponding connections—(this condition
corresponds to the residue theorem for the determinant connection).
Theorem 3. There is a stable meromorphic connection on the bundle V × P1 with
formal type (A0/z
3+A1/z
2+Λ/z)dz at z = 0 with Λ ∈ Oˇ and simple poles at w = bi
(where w = 1/z) with residues Bi ∈ Oi for all i ∈ I0, if and only if
1) d is a positive root and
2) for each decomposition d =
∑
βi (with each βi a positive root with λ · βi = 0) one
has ∆(d) >
∑
∆(βi), where ∆(v) := 2− (v, v).
Note that the nonresonance condition is needed only to be able to phrase the result in
terms of fixing the formal type—it is true in general that the given conditions ensure
there is a connection whose principal part is gauge equivalent to the above form.
Proof. Most of the work has been done: If the conditions are satisfied we have a
stable point of the quiver variety and should check this corresponds to a connection
of the desired form. However the injectivity/surjectivity conditions imply the orbits
are fixed as desired, as in [10], after possibly ‘unsplaying’ the legs for i ∈ I0 and
appealing to Lemma 4. The converse is clear since we have shown stable connections
correspond to stable representations of Q, which are simple representations of Πλ. 
In particular note that a theorem of Vinberg (see e.g. [33]) establishes the existence of
positive imaginary roots for root systems which are not affine or finite. This may then
be used to show there are nonemptymoduli spaces of stable connections corresponding
to all the quivers considered in this article—namely take the dimension vector to be
an indivisible positive imaginary root (i.e. not an integer multiple of another positive
root) and then choose λ off of the finite number of hyperplanes λ · βi = 0 for all βi
appearing in any decomposition of the dimension vector into a sum of positive roots.
Appendix A. Quiver varieties
We will recall the complex symplectic approach to Nakajima’s quiver varieties [25]
(setting the real ‘parabolic’ parameters to zero to simplify the notation). It is con-
venient to introduce a slightly larger class of spaces allowing some ‘open’ nodes, and
to define processes of ‘splaying’ (or ‘blowing up’) and ‘gluing’ of open nodes. These
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processes are not inverses to each other. (The open nodes are needed here only
in intermediate steps and arise as moduli spaces of meromorphic connections with
framings; beware they are not quite the same as the framed spaces of [25].)
Let Q be a quiver (i.e. an oriented graph) with nodes I and edges Q. We will assume
there are no edge loops (i.e. edges connecting a node directly to itself).
Choose a finite dimensional complex vector space Vi for each i ∈ I. Let d ∈ ZI be
the corresponding dimension vector (i.e. the ith component of d is dim(Vi)).
To construct the quiver variety consider, for each edge of Q, a homomorphism in each
direction between the vector spaces at each end:
V = V(Q) :=
⊕
e∈Q
Hom(Vt(e), Vh(e))⊕ Hom(Vh(e), Vt(e))
where, for a directed edge e ∈ Q, h(e), t(e) ∈ I are its head and tail respectively.
The vector space V inherits a linear complex symplectic structure if we identify
Hom(Vt(e), Vh(e))⊕Hom(Vh(e), Vt(e)) with the cotangent bundle T
∗Hom(Vt(e), Vh(e)) in
the obvious way.
Now consider the group
G˜ = G˜(Q) :=
∏
i∈I
GL(Vi)
which acts in the natural way on V. (If φ ∈ Hom(Vi, Vj) and g ∈ G˜ has components
gi ∈ GL(Vi) then g · φ = gj ◦ φ ◦ g
−1
i .)
The group G˜ has a central subgroup T isomorphic to C∗ which acts trivially on V
(simply take each component gi to be the same nonzero scalar). Define G = G˜/T
to be the quotient group (which acts effectively on V). Thus G has a centre Z of
dimension #I − 1 (obtained by setting each gi to be an arbitrary nonzero scalar).
A moment map µ : V→
∏
i∈I gl(Vi) for the action of G˜ on V is given by
µi({φ}) :=
∑
e∈Q,h(e)=i
φe ◦ φe∗ −
∑
e∈Q,t(e)=i
φe∗ ◦ φe
where φe ∈ Hom(Vt(e), Vh(e)) and e∗ is the edge e with reversed orientation.
Taking the sum of the traces of the components µi of µ clearly yields zero (since
Tr(AB) = Tr(BA) for any compatible rectangular matrices A,B) and the subspace
on which this sum of traces is zero is naturally identified with the (dual of the) Lie
algebra of G, and so µ is also a moment map for G.
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The corresponding quiver varieties are obtained by performing the complex symplectic
quotient of V by G at any central value λ of the moment map µ:
NQ(λ,d) = V /
λ
G = µ−1(λ)/G
where d is the dimension vector. More precisely, µ−1(λ) is an affine subvariety of V
and we define NQ(λ,d) to be the affine variety associated to the ring of G invariant
functions on µ−1(λ). (We may also view this as V/ λG˜ since T acts trivially.)
The space of parameters λ is given concretely as a subspace of
∏
i∈I gl(Vi) by the I-
tuples of scalar matrices whose sum of traces is zero. In other words if each diagonal
entry of the ith matrix is λi (so λ ∈ CI) then the constraint is that
(10) d · λ :=
∑
i∈I
diλi =
∑
i∈I
TrVi(λi) = 0.
A.1. Open nodes. Now suppose we have a subset I(O) ⊂ I of nodes which we will
call ‘open’. Let I(C) = I \ I(O) be the complement; the set of ‘closed’ nodes. Then
one may repeat the above construction (with the same space V) but only quotient by
the group
G˜(C) = G˜(Q, C) =
∏
i∈I(C)
GL(Vi) ⊂ G˜
of automorphisms of vector spaces at the closed nodes. Thus we obtain spaces
N oQ(λ
′,d) = V/ λ′G˜(C)
which only depend on the parameters λ′ on the closed nodes. The resulting variety
will still have a residual Hamiltonian action of the group
G˜(O) = G˜(Q, O) =
∏
i∈I(O)
GL(Vi) ⊂ G˜.
(In other words the reduction defining NQ may be done in stages.) Note that if all
the nodes are open then the open quiver variety is just V(Q).
A.2. Gluing open nodes. Suppose Q (which may be disconnected) has two open
nodes i, j ∈ I(O) with the same dimension d = dim(Vi) = dim(Vj). Then one may
glue these two nodes together to obtain a new quiver Q′. Label by o the node of Q′
obtained from gluing i and j, and leave it open.
Observe that the corresponding symplectic vector spaces are isomorphic: V(Q) =
V(Q′). The groups acting are slightly different however. Choose an isomorphism
Vi ∼= Vj so it makes sense to speak of the diagonal subgroup of GL(Vi)×GL(Vj). In
effect we are then restricting the subgroup GL(Vi)×GL(Vj) ⊂ G˜(Q) to its diagonal
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subgroup (to obtain an inclusion G˜(Q′, O) ⊂ G˜(Q, O)). The basic statement then is
the following.
Lemma 6.
N oQ(λ,d)
∼= N oQ′(λ,d
′)
as Hamiltonian G˜(Q′, O)-spaces.
Proof. The spaces are the same since V(Q) = V(Q′) and the ‘closed’ subgroups are
identical. The moment maps for the residual actions of G˜(Q′, O) match up since, in
full generality, the moment map for a diagonal subgroup G ⊂ G × G is the sum of
the moment maps for each factor G (the sum being the dual of the derivative of the
diagonal inclusion). 
(It is easy to see the above gluing process may be iterated and inverted.)
A.3. Splaying/blowing-up nodes. Now suppose we have a quiver Q as above and
an open node o ∈ I(O) ⊂ I. Suppose that the vector space Vo at the node o has a
direct sum decomposition
Vo =
⊕
j∈J
Wj .
The variety N oQ(λ
′,d) will have an action of GL(Vo) ⊂ G˜(O) and we wish to modify
the quiver Q such that this action (of GL(Vo)) is restricted to the ‘block-diagonal’
subgroup ∏
j∈J
GL(Wj) ⊂ GL(Vo).
The splaying procedure to obtain the new quiver Q′ from Q is local at the node
o. Simply replace o by a node for each element of J (so I ′ = J ⊔ (I \ {o})) and
connect up each element of J in the same way as o was connected to the rest of Q,
i.e. repeating the edges to/from o once to/from each element of J . In other words
we have a surjective map
π : I ′ → I
such that π(i) = i if i ∈ I \ {o} and π(j) = o if j ∈ J . Then the set of edges in Q′
from i ∈ I ′ to j ∈ I ′ is defined to be equal to the set of edges from π(i) to π(j) in Q.
If we define the nodes in J to be open nodes of I ′ (i.e I ′(O) = J ⊔ I(O) \ {o}) and
assign the vector space Wj to each node in J then (since there are no edge loops) one
sees immediately that the symplectic vector spaces are the same:
V(Q) = V(Q′).
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However the groups acting are different, in effect we have replaced the factor GL(Vo)
of G˜ by
∏
j∈J GL(Wj) ⊂ GL(Vo).
Some examples will appear below. The complete k-partite graphs may be obtained
by starting with a complete graph with k nodes and then splaying each of the k nodes
in turn.
A.4. Legs and orbits. Let V ∼= Cn be a finite dimensional complex vector space
and let O ⊂ gl(V ) be an arbitrary adjoint orbit of n× n matrices. We wish to recall
the basic fact that the closure of O may be obtained from the above construction.
(Note that semisimple orbits are already closed.)
Suppose A ∈ O, let p be the minimal polynomial of A, let w be the degree of p and
set l := w − 1. Let x1, . . . , xw ∈ C be the roots of p (which we are thus choosing an
arbitrary order of). We then associate to O the linear quiver (or “leg”) with w nodes,
labelled 0, 1, . . . , l as in Figure 5. The vertex 0 is open and the rest are closed.
0 1 2
n
l
dld2d1
Figure 5. A leg
We assign dimension n to the open node 0 and the other dimensions are given by
di := rank(A− x1)(A− x2) · · · (A− xi).
Thus for example if A is regular then di = n− i for all i (regardless of whether or not
A is semisimple). Define the parameters to be λi = xi − xi+1 for i = 1, . . . , l.
Lemma 7. The quiver variety N oQ(λ,d) is isomorphic to the closure of the orbit O
in gl(V ). The residual action of GL(V ) on this symplectic quotient corresponds to
the adjoint action of GL(V ) on O.
Proof. For nilpotent orbits this is due to Kraft–Procesi [24]. The general case is in
the appendix to [12]. 
(Note also that the same result is true [12] if, instead of the minimal polynomial, we
take p to be any polynomial with p(A) = 0.)
Strictly speaking one does not need to consider open nodes to obtain O but it will
be convenient for us to do so, in order to obtain the action naturally. The map
associating a point of O ⊂ gl(V ) to a point φ ∈ µ−1(λ) ⊂ V (in a closed orbit of
G˜(O)) is given by φ 7→ x1+φe ◦φe∗ , where e is the edge of the leg between the nodes
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1 and 0. It is thus sometimes convenient to associate the parameter λ0 = −x1 to the
node 0.
A.5. Splaying a leg. A basic example of the splaying procedure is the quiver ob-
tained by restricting the adjoint action on an orbit O to a block diagonal subgroup.
Suppose V ∼=
⊕
j∈J Vj, so we have a subgroup
∏
j∈J GL(Vj) ⊂ GL(V ). If we splay
the leg corresponding to O according to J we obtain the quiver as in Figure 6, with
nj = dim(Vj), so
∑
nj = n
{
nj
#J
d1 d2 dl
Figure 6. A leg splayed at one end
Appendix B. Root systems and reflection functors
B.1. The Kac–Moody Weyl group and reflection functors. Let Γ be a graph
with no edge loops. One can then define a Weyl group as follows. Let I be the set of
nodes and let n = #I be the number of nodes. Define the n× n (symmetric) Cartan
matrix to be
C = 2 Id− A
where A is the adjacency matrix of Γ; the i, j entry of A is the number of edges
connecting the nodes i and j. The root lattice ZI =
⊕
i∈I Zεi inherits a bilinear form
defined by
(εi, εj) = Cij.
In turn we can define simple reflections si acting on the root lattice by the formula
si(β) := β − (β, εi)εi
for any i ∈ I. The Weyl group is then the group generated by these simple reflections.
They satisfy (cf. [23] p.63) the relations
s2i = 1, sisj = sjsi if Aij = 0, sisjsi = sjsisj if Aij = 1.
We can also define dual reflections ri acting on the vector space C
I by the formula
ri(λ) = λ− λiαi
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where λ =
∑
i∈I λiεi ∈ C
I with λi ∈ C and where for each i ∈ I
αi :=
∑
j∈I
(εi, εj)εj ∈ C
I .
By construction one has that si(β) · ri(λ) = β · λ, where the dot denotes the pairing
given by εi · εj = δij . The main result we wish to quote is as follows.
Theorem 4 ([25, 14, 26]). Let Q be a fixed quiver as above. Then, if λi 6= 0, there
is a natural isomorphism between the the quiver variety with dimension vector β and
parameters λ =
∑
λiεi and that with dimension vector si(β) and parameters ri(λ):
NQ(λ, β) ∼= NQ(ri(λ), si(β)).
The desired reflection functors are constructed in [14] section 5 (cf. [11] Lemma 2.1,
[10] Lemma 2.2) and in [25, 26] in the more general hyperka¨hler context.
As an example consider the case A++2 of the triangle with a leg of length one attached.
Then [27, 16] the index two ‘rotation subgroup’ of the Weyl group is PSL2(E) where
E = Z[ω] is the ring of Eisenstein integers (ω3 = 1).
Here is a specific example. Label the nodes of A++2 as 1, 2, 3, 4 (with the 2 in the mid-
dle, the 1 at the foot and 2, 3, 4 on the triangle). If we take dimension vector (1, 2, 2, 1)
the corresponding quiver varieties have complex dimension 2. Indeed performing the
reflections s1s2s3 yields dimension vector (0, 1, 1, 1) so the variety is isomorphic to an
A2 ALE space
13 (which in one reading is thus also isomorphic to a space of connec-
tions on a rank 3 bundle with 2 poles of order 1 and 3). On the other hand the Weyl
group element (see [16] 4.20):
w = s1s4s1s2s4s1s3s1
has infinite order, realising the same space as a space of connections on bundles of
arbitrarily high rank—indeed for n ≥ 1 the space with dimension vector wn(1, 2, 2, 1)
may be read as a space of connections as above on bundles of rank n2+(n−1)+(n−2)2.
Remark. Note that one also has a birational action of the group of Schlesinger
transformations (i.e. the bundle modifications). As in [4] this amounts to adding
translations of the parameters λ by the lattice L = {λ ∈ ZI
∣∣ λ · d = 0 } to obtain
W ⋉ L. Also as in [4] Remark 6, this becomes a biregular action upon partially
compactifying to the DeRham space (allowing connections on nontrivial bundles), at
least for generic parameters, when the Riemann–Hilbert–Bikhoff map is an analytic
isomorphism. (On one hand these translations may be viewed as Hecke operators,
and on another they constitute interesting nonlinear difference equations—the higher
order difference Painleve´ equations.)
13I am grateful to H. Nakajima for describing a similar example to me.
28 PHILIP BOALCH
Note also that in the case of an affine Dynkin diagram one may take the dimension
vector to be the minimal positive imaginary root, which is fixed by all the reflections.
Moreover in this case W (an affine Weyl group) is not acting effectively on the space
of parameters {λ
∣∣ λ · d = 0} but acts via its quotient the finite Weyl group Wfin
(cf. [4]). The Okamoto symmetry group is the extended affine Weyl group Wfin ⋉
L (plus possible diagram automorphisms). In general W itself will act effectively
though, usually changing both d and λ, leading to the group W ⋉ L (plus diagram
automorphisms).
B.2. The root system. The Kac–Moody root system is the subset of the root lattice
Z
I =
⊕
I Zεi defined as follows: The simple roots are εi for i ∈ I. The set of real
roots is the Weyl group orbit of the set of simple roots. Define the fundamental region
to be the set of nonzero β ∈ NI whose support is a connected subgraph of Γ and such
that (εi, β) ≤ 0 for all i ∈ I. The set of imaginary roots is the union of the Weyl
group orbit of the fundamental region and the orbit of minus the fundamental region.
The set of roots is the union of the real and imaginary roots, and a root is positive if
all its coefficients are ≥ 0.
Appendix C. Higher order poles
This appendix sketches the higher order pole case and in particular will describe the
quivers that arise when one considers a pole of order 4 or more (still with semisimple
irregular type). A new feature is that edges of multiplicity greater than one occur.
Let V be a finite dimensional complex vector space and let G = GL(V ).
Choose commuting semisimple elements A0, . . . , Ak−2 ∈ End(V ). (Thus in some basis
of V they are all diagonal.) Consider the irregular type:(
A0
zk
+ · · ·
Ak−2
z2
)
dz.
As usual ([7] §2) this may be viewed as an element of the dual of the Lie algebra of
the group Bk of k-jets of map from a disk to G, tangent to the identity at the origin.
We wish to describe its coadjoint orbit OB in terms of quivers.
Define a nested sequence of ‘block-diagonal’ subgroups of G as follows: For i =
1, . . . , k − 1 let
Hi = Stab(A0, . . . , Ai−1) = {g ∈ G
∣∣ gAjg−1 = Aj for j = 0, . . . , i− 1}.
Write H0 = G and for convenience, H = Hk−1, so that
H = Hk−1 ⊂ Hk−2 ⊂ · · · ⊂ H1 ⊂ H0 = G.
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Said differently, for each i, define Ji be the set of simultaneous eigenspaces in V of
A0, . . . , Ai−1 and let V
(i)
j ⊂ V be the corresponding eigenspace (for j ∈ Ji). Then, for
each i
V =
⊕
j∈Ji
V
(i)
j , Hi
∼=
∏
j∈Ji
GL(V
(i)
j ).
This nesting of subspaces determines (and is determined by) a rooted tree, with nodes
Ji on the ith level, and branches according to the nesting; j ∈ Ji is connected to the
node l ∈ Ji+1 if and only if V
(i+1)
l ⊂ V
(i)
j . Said differently the branching determines
(and is determined by) surjective maps
πi : Ji → Ji−1
such that V
(i)
j ⊂ V
(i−1)
pii(j)
for all j ∈ Ji.
Write hi = Lie(Hi) for the Lie algebra of Hi. By construction hi is the kernel of
adAi−1 |hi−1 ⊂ hi−1, and there is a vector space direct sum
hi−1 = hi ⊕ h
′
i
where h′i = Im(adAi−1|hi−1) = [Ai−1, hi−1] ⊂ hi−1. In terms of eigenspaces we have
h′i =
⊕
j 6=l∈Ji
pii(j)=pii(l)
Hom(V
(i)
j , V
(i)
l ) ⊂ hi−1.
As a space one has OB ∼=
⊕k−2
i=1 (h
′
i)
k−1−i (this follows from the standard procedure
to put a connection germ in normal form). The above description of h′i enables one
to encode this as an (open) quiver variety. This is most easily described in terms of a
slight generalization of the (above) notion of splaying an open node of a quiver. The
‘r-fission’ of an open node of a quiver by a set J is defined as follows. First splay the
node as usual (replace the node by a new node for each element of J , and connect
up each node of J in the same way as the original node was connected to the rest of
the quiver). Then add new edges joining each distinct pair of nodes of J by exactly
r edges. Thus the usual splaying process is the case r = 0.
Thus OB determines a graph as follows. Start with a single node, and perform the
(k−2)-fission by the set J1 (to obtain a complete graph with nodes J1, and each edge
of multiplicity k − 2). Then, for each i ∈ J1, perform (k− 3)-fission on the node i by
the set π−12 (i) ⊂ J2. The resulting graph has nodes J2. Then repeat this process until
the 0-fissions are performed to obtain a graph Γ with nodes Jk−1, and thus a quiver
Q upon choosing an orientation. Recall each node i ∈ Jk−1 is associated to a vector
space V
(k−1)
i .
Claim. OB ∼= V(Q) as Hamiltonian H-spaces.
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Then spaces of connections with one pole of order k and some Fuchsian singularities
may be obtained as quiver varieties as before, by gluing on a splayed leg for each
Fuchsian singularity and a simple leg for each node of Jk−1.
The reader may readily construct numerous examples; in the simplest case, of one
pole of order four on a rank two bundle with A0 regular semisimple, one obtains the
affine A1 Dynkin diagram, as expected from [28, 20].
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