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Abstract
Social media affects our daily lives. It is one of the first sources for finding breaking news.
In particular, Twitter is one of the popular social media platforms, with around 330 million
monthly users. From local events such as Fake Patty’s Day to across the world happenings
- Twitter gets there first. During a disaster, tweets can be used to post warnings, status of
available medical and food supply, emergency personnel, and updates. Users were practically
tweeting about the Hurricane Sandy, despite lack of network during the storm. Analysis of
these tweets can help monitor the disaster, plan and manage the crisis, and aid in research.
In this research, we use the publicly available tweets posted during several disasters and
identify the relevant tweets. As the languages in the datasets are different, Bing translation
API has been used to detect and translate the tweets. The translations are then, used as
training datasets for supervised machine learning algorithms. Supervised learning is the
process of learning from a labeled training dataset. This learned classifier can then be used
to predict the correct output for any valid input. When trained to more observations, the
algorithm improves its predictive performance.
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Chapter 1
Introduction
1.1 Context
Social networks are web platforms that allow users to create an account, establish a profile,
and interact with other members. Most social networks permit users to manage their privacy
and preferences for sharing content and personal information. Examples of social networks
include Facebook, Google+, LinkedIn, MySpace, and Twitter [DHS, 2013].
Figure 1.1: 15 Most Popular Social Media Sites [Kallas, 2017]
“When disasters happen, people need to know their loved ones are safe. It’s moments like
this that being able to connect really matters.” - Mark Zuckerberg, CEO Facebook [Adim-
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bola, 2017]. As soon as we wake up in the morning, we check our phones for messages,
tweets, and trending news. Social media has changed from a tool to post about ourselves to
a mechanism where you get the current news along with the vibe of the people. It became
a medium through which we get information from the people who are at the center of an
event.
In the current technological world, one can receive updates in real-time, whenever a
calamity like a natural disaster or a terrorist attack occurs. Pekar et al. [2016]believes that
the capability of emergency services can be improved by building infrastructure that collects
data from the affected people through social media, making them better equipped to detect
disasters at early stages, monitor their development and tackle their consequences in the
recovery operations.
An infographic released by The University of San Francisco’s Online Masters of Public
Administration program called “Social Media: The New Face of Disaster Response” provides
statistics to help us understand the extent to which crisis and usage of social media are
linked [LePage, 2013].
Figure 1.2: Haiti Earthquake [LePage, 2013]
In large-scale events like floods, earthquakes, hurricanes, it is vital to convey informa-
tion about the situation. According to the U.S. Department of Homeland Security (DHS),
“Social media and collaborative technologies have become critical components of emergency
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preparedness, response, and recovery” [DHS, 2013].
Figure 1.3: Japan Tsunami [LePage, 2013]
It is reported that around ten pictures per second were uploaded during Hurricane Sandy
on Instagram [Holtz, 2012]. In fact, almost half the respondents, in a recent survey, said
they would use social media in the event of a disaster to let relatives and friends know they
were safe [OD´ell, 2011].
Figure 1.4: Hurricane Sandy [LePage, 2013]
3
1.2 Background
1.2.1 Twitter
Twitter allows its users to express in short text messages, called tweets, of up to 280 charac-
ters. These tweets are used to broadcast relevant information and report news of emergency
situations. A total of 500 million tweets are sent per day [Internet Live Stats]. Huge amount
of data are available to consume due to the increase in the growth of social media. Evaluating
and assimilating the ocean of information is not possible by humans, it requires capabilities
that only a machine can handle.
Not all of these datasets contain disaster-specific information. Based on the analysis
of Gupta and Kumaraguru [2012], only 17% of the total tweets posted about the event held
situational awareness information that was credible. There is still needed to develop the
technologies for filtering and retrieving the informational or reliable tweets automatically
during disasters. There are three problems involved in developing a system that can classify
tweets as originating in social media applications into specific information categories. The
first issue is to deal with the massive amount of tweets arriving per minute. The second is
effective features extraction for noisy and not curated short text messages [Kumar, 2015].
Tweets are highly varied regarding subject and content, and the influx of tweets particularly
in the event of a disaster may be overwhelming. It is impractical to classify these various
tweets to extract needed information automatically. Tweets classification is, therefore, the
third challenge.
1.3 Problem Description
Labeled data is required to classify tweets through text classification to extract information
during a disaster. Data is usually labeled manually by humans using the crowdsourcing
model, which is time-consuming. Also, there are instances where the crowdsourced labels
might not be accurate. Another concern is that a classifier trained for a specific disaster might
not function on a different disaster as the individual words obtained from each disaster can
4
Figure 1.5: Usage of Social Tools in Emergencies (2011) [Fox, 2011]
vary as could the primary language of the tweets from a disaster.
Thus, the questions that need to be answered are
• Is it possible to use a classifier trained in English to label translated tweets?
• How to learn from a different language (Spanish / French / Chinese, etc.) and how
does it compare against a classifier learned from English?
5
Chapter 2
Related Work
In this chapter, we discuss some of the previous work that has been done in the field of
domain adaptation and review some of the relevant research papers.
The information detection and extraction system for microblog posts were described
by [Imran et al., 2013]. In their work, Naive Bayesian classifiers were used to classify a
tweet into one of the types such as Caution and Advice, Informative source, Donation, and
Causalities & damage. Gupta et al. [2014] also provided an SVM-rank based system, Tweet-
Cred to assign a credibility score to tweets in a user’s timeline. According to the literatures,
supervised machine learning algorithms have been applied by most of the researchers to de-
tect and classify the content in Online Social Media. Naive Bayes (NB) and Support Vector
Machine (SVM) are used for tweets classification in [Parilla-Ferrer et al., 2014].
Also, the idea of learning from multiple sources is researched by Wu et al. [2016] in the
area of sentiment classification. [Wu et al., 2016] propose a new domain adaptation approach
which can exploit sentiment knowledge from multiple source domains. They first extract both
global and domain-specific sentiment knowledge from the data of multiple source domains
using multi-task learning. Then, they transfer the knowledge from source domains to target
domain with the help of words sentiment polarity relations extracted from the unlabeled
target domain data. The authors state that experimental results show the effectiveness
of the approach in improving cross-domain sentiment classification performance. However,
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their approach is not entirely transferable to other problems. The reason is that it might
be difficult to apply their method to other datasets because we would first need to build a
sentiment word graph, on which the technique heavily relies, and this is not scalable and not
trivial.
There has been some research done in the area of disaster management using tweets,
by Li et al. [2015]and by Imran et al. [2016], among others.
Li et al. [2015] study the effectiveness of labeled data from a prior source domain,
together with unlabeled data from the current target domain to learn domain adaptation
classifiers for the target. Results indicate that, the source is sufficient to classify target data.
However, to classify a particular disaster, domain adaptation techniques that use unlabeled
data from the target in addition to labeled data from the source are the best.
Imran et al. [2016] analyze the performance of the classifiers trained using different
combinations of training sets obtained from past disasters. Their experiments show that the
annotations are useful when the source and the target are of the same crisis (For example
Hurricanes). Performance of cross-language domain adaptation decreases when different
languages are used in the experiments.
7
Chapter 3
Experimental Design
In the following sections, I present the dataset used in the experiment, then discuss the
translation API employed to identify and translate the tweets, followed by the data extraction
and cleaning process. I conclude the chapter by describing the various steps involved in data
analysis.
3.1 Methods
3.1.1 Weka
A software called Weka was used to preprocess and analyze the Twitter data. Weka is
an acronym for Waikato Environment for Knowledge Analysis and is developed by The
University of Waikato in New Zealand. The software is developed in Java and distributed
under the terms of the GNU General Public License. It can be run on multiple platforms
like Linux, Windows, and Macintosh operating systems.
Weka contains several machine learning algorithms that can be used to preprocess or
filter the data, apply one or more algorithms to classify or cluster and analyze the results
using any one of the options available - GUI, Command Line Interface or integrate with one
of the several supported programming languages. [Frank et al., 2016]
I have used the three options at various stages of the project, based on the need and
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comfortability. Most of the preprocessing work has been completed using the command line,
while the classifier has been implemented in Java.
3.1.2 Naive Bayes Classifier
Naive Bayes algorithm is a confirmation that sometimes the simplest solution is the most
powerful solution. [Stecanella, 2017]
Naive Bayes is a probabilistic classifier that makes use of probability theory and Bayes
Theorem to predict the class of a sample. Naive Bayes classifier assumes that the features
are independent of each other.
A Naive Bayes Classifier predicts the class value when a set of set of attributes is provided.
For each known class value, [Thornton, 2017]
• Calculate probabilities for each attribute, conditional on the class value.
• Use the product rule to obtain a joint conditional probability for the attributes.
• Use Bayes rule to derive conditional probabilities for the class variable.
The class with the highest probability is deemed as the most likely class. According to
Bayes theorem, the probability is calculated as shown below
P (Y = yi|X = xk) = P (X = xk|Y = yi)P (Y = yi)∑
j P (X = xk|Y = yj)P (Y = yj)
(3.1)
where Y is the set of classifications y1, y2,...ym and X is the set of features x1, x2,...xn.
3.2 Dataset
For this project, CrisisLexT26 [Olteanu et al., 2015] data has been used. The dataset con-
tained around 25K tweets from as many as 26 crises between the year 2012 and 2013, with
roughly 1500 tweets per crisis.
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Crowdsource workers labeled the tweets according to informativeness (informative or
not informative), information types (e.g., caution and advice, infrastructure damage), and
information sources (e.g., governments, NGOs). Labels were decided based on the majority
voting among at least three crowdsourcing workers.
Tweets collected for a particular crisis are in a specific CSV file. Thus, each file con-
tained one tweet per line with the following comma-separated fields: Tweet ID, Tweet Text,
Information Source, Information Type, Informativeness. The file contained labels provided
by crowdsource workers, indicating if the tweet is:
• Informativeness : Related and informative, Related - but not informative, Not related,
Not applicable
• Information source : Eyewitness, Government, NGOs, Business, Media, Outsiders, Not
applicable
• Information type : Affected individuals, Infrastructure, and utilities, Donations, and
volunteering, Caution and advice, Sympathy and support, Other Useful Information,
Not applicable
When the decision makers know whether the tweets are relevant or not, eyewitness based
or not, useful information or not; they will be better enabled to make a collective decision
on handling the situation. In this project, I concentrated on the source of information, i.e.,
whether the tweet is from an individual who has been affected or was present at the time of
the disaster. These sources are categorized into two types:
Primary Sources Eyewitness accounts
Secondary/Tertiary Sources Mainstream media, Government officials, NGOs, etc.
3.3 Data Translation
As the tweets were collected from different crisis across the world, they were in different
languages. Microsoft Translator Text API, Microsoft machine translation services, was used
10
Figure 3.1: Types of Information Sources
to identify the languages and determine their frequencies. Microsoft Translator Text API
uses Statistical Machine Translation (SMT) to detect the correspondences between source
and target language and find the best translation. The top 8 languages are as follows:
Language Count
English 20689
Spanish 3240
Italian 1632
Portuguese 635
Filipino 594
French 517
Russian 261
Japanese 108
Indonesian 79
Bangla 33
Table 3.1: Top 10 languages in CrisisLexT26
3.4 Extraction of relevant datasets
Four subsets of the CrisisLexT26 dataset mentioned in 3.3 were created. They are
• D1 : All the earthquake tweets in Spanish except Costa Rica
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• D2 : All the floods tweets in English except Colorado
• D3 : All the Spanish tweets
• D4 : All the English tweets
The label, Information Source, was converted to binary values, as Eyewitness and NotEye-
witness (Government, NGOs, Business, Media, Outsiders).
Dataset No. Language Eyewitness Not Eyewitness Total
D1 Spanish (Earthquakes) 14 499 513
D2 English (Floods) 638 2092 2730
D3 Spanish 117 3123 3240
D4 English 1783 18906 20689
Table 3.2: Subsets of CrisisLexT26
3.5 Data Preprocessing
To ensure that the dataset can be interpreted by the machine learning algorithms for analysis,
preprocessing is performed to provide an organized structure. Preprocessing is done as
follows [Li et al., 2015]:
• Remove non-printable, ASCII characters
• Convert printable HTML entities to their corresponding ASCII equivalents
• Replaced URLs, email addresses, and usernames with a URL / email/username place-
holder for each type of entity
• Remove retweets, as they might not be informative for the classification task
• Remove duplicate tweets and empty tweets (no characters after cleaning)
The total number of tweets for each dataset, after preprocessing is shown in the table 3.3.
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Dataset No. Language Eyewitness Not Eyewitness Total
DS1 Spanish (Earthquakes) 14 499 513
DS2 English (Floods) 638 2092 2730
DS3 Spanish 117 2803 2920
DS4 English 1652 17110 18762
Table 3.3: Subsets of CrisisLexT26, after preprocessing
3.6 ARFF Datasets Creation
3.6.1 Conversion to ARFF
As mentioned earlier in the section 3.1.1, Weka has been used as a medium to implement
the classifier. Before starting the classification, the CSV files needed to be converted to a
format that Weka understands: Attribute-Relation File Format (ARFF). ARFF is an ASCII
file that contains a list of values (instances) along with their attributes. ARFF files have
two sections - Header section and a Data section.
The Header contains the following details
• relation name,
• list of features representing the instances (attributes) along with their datatype
The Data section of the file contains the instances in the order of the attributes listed, and
the class is the last attribute. Each line indicates an instance or tweets in this case. Attribute
values for each instance are separated by commas [Frank et al., 2008]. The preprocessed files
can be converted to ARFF using the following command [Frank et al., 2016].
java weka.core.converters.TextDirectoryLoader -dir text example >text example.arff
@relation weather.symbolic
@attribute outlook {sunny, overcast, rainy}
@attribute temperature {hot, mild, cool}
@attribute humidity {high, normal}
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@attribute windy {TRUE, FALSE}
@attribute play {yes, no}
@data
sunny,hot,high,FALSE,no
sunny,hot,high,TRUE,no
overcast ,hot,high,FALSE,yes
rainy,mild,high,FALSE,yes
Listing 3.1: Sample ARFF file
3.6.2 Creation of Training and Test Datasets
As mentioned in section 3.5, there were four sets of data to begin with (D1, D2, D3 and
D4). Additionally, two more datasets D1a and D3a, were created, by translating D1 and
D3, using the API discussed in section 3.3
Dataset No. Language Eyewitness Not Eyewitness Total
DS1 Spanish (Earthquakes) 14 499 513
DS1a English (Earthquakes) 14 499 513
DS2 English (Floods) 638 2092 2730
DS3 Spanish 117 2803 2920
DS3a English 117 2803 2920
DS4 English 1652 17110 18762
Table 3.4: Additional datasets - D1a and D3a
5 - fold cross validation has been performed in this project, that means, each dataset is
split into five equally or almost equally sized folds. Data are stratified before breaking into
five folds. Stratification is the process of rearranging the data as to ensure each fold is a
good representative of the whole [Refaeilzadeh et al., 2009]. For example, in a dataset where
80% of the target values are “No” and 20% are “Yes” each fold would have roughly 80%
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“No” responses and 20% “Yes” ones. Stratified cross-validation is frequently recommended
when the target variable is imbalanced.
The performance of each learning algorithm on each fold can be tracked using some
predetermined performance metric like accuracy. Upon completion, five samples of the per-
formance metric will be available for each algorithm.
Weka’s StratifiedRemoveFolds weka.filters.supervised.instance.StratifiedRemoveFolds class
has been used to create the required folds. The filter takes as options the number of folds
to be created, the selected fold, and the seed for randomizing. All these have default val-
ues [Frank, 2017].
Figure 3.2: Cross-Validation
Four folds are combined to create the training set, while the remaining fold becomes the
test set, as shown below.
Set Training Set Test Set
A 2, 3, 4, 5 1
B 1, 3, 4, 5 2
C 1, 2, 4, 5 3
D 1, 2, 3, 5 4
E 1, 2, 4, 5 5
Table 3.5: Cross-Validation datasets
15
Figure 3.3: Splitting data into training & test sets
3.7 Experiments
In this section, I will discuss in detail on the goals of the research and the methodology used
to achieve the goals.
3.7.1 Experiment Details
Two major experiments were conducted. The basic idea for these experiments is two folds
• analyze how training and classifying in the primary language (English / Spanish) work
on the tweets in the same language (English / Spanish)
• how training and classifying in English work on the translated tweets (Spanish ->
English)
First, the three smaller datasets, DS1, DS1a and DS2, corresponding to the disasters -
earthquakes and floods were evaluated. The reasoning behind is to see how domain specific
tweets compare against cross-domain tweets during classification.
The second experiment consisted of the larger datasets in both Spanish and English
(DS3, DS3a and DS4). This dataset consists of cross - domain tweets, some of which include
16
Experiment No. Training Set Test Set
E1a DS1 DS1
E1b DS1a DS1a
E1c DS2 DS2
E1d DS2 DS1a
E1e DS2 (DS1a + DS2)
E1f (DS1a + DS2) (DS1a + DS2)
Table 3.6: Experiment 1
Wildfires, Typhoon, Shootings, Explosions, Crash, etc., apart from the Earthquakes and
Floods from the first experiment.
Experiment No. Training Set Test Set
E2a DS3 DS3
E2b DS3a DS3a
E2c DS4 DS4
E2d DS4 DS3a
E2e DS4 (DS3a + DS4)
E2f (DS3a + DS4) (DS3a + DS4)
Table 3.7: Experiment 2
The results of both the experiments are discussed in section 4.2
3.7.2 Classifier Details
In machine learning paradigm, a classifier is a supervised function (machine learning tool)
where the learned (target) attribute is categorical (“nominal”). It is used after the learning
process to classify new records (data) by giving them the best target attribute (predic-
tion) [Gerard, 2017]. In Weka, the supervised functions are derived from the abstract class
- weka.classifiers.Classifier
To use the Weka’s Naive Bayes classifier, the data should be converted from string to nu-
meric or binary attributes. This can be completed by applying the StringToWordVector filter
in the weka.filters package. StringToWordVector produces numeric attributes that represent
the frequency of words in the value of a string attribute. The new attributes are determined
from the full set of values in the string attribute [Frank et al., 2016]. As the StringToWord-
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Vector filter places the class attribute of the output data at the beginning, Reorder filter was
used to change it as the last attribute, setting the parameter of set AttributeIndices method
to 2-last, first
StringToWordVector stw = new StringToWordVector();
stw.setLowerCaseTokens(true);
stw.setDoNotOperateOnPerClassBasis(true);
stw.setInputFormat(train);
Reorder r = new Reorder();
r . setAttributeIndices(‘‘2− last , first ’ ’ ) ;
Listing 3.2: Unsupervised filters code snippet
MultiFilters class was used to apply both the filters together as shown in the following
code snippet.
MultiFilter mf = new MultiFilter();
mf.setInputFormat(train);
mf. setFilters (new Filter[]{stw, r});
Instances newTrain = Filter.useFilter(train , mf);
Instances newTest = Filter.useFilter( test , mf);
Listing 3.3: MultiFilter code snippet
As I have created both the training sets and test sets, I trained the classifier using the
training dataset and used it to evaluate the test dataset.
Instances randTrainData = randomize(seed, folds, newTrain);
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Evaluation eval = new Evaluation(randTrainData);
Classifier clsCopy = new NaiveBayes();
clsCopy. buildClassifier (newTrain);
eval .evaluateModel(clsCopy, newTest);
Listing 3.4: Classifier code snippet
Training data is randomized using the random number generator (java.util.Random)
before cross-validation can be performed. The above code snippet performs 5-fold cross-
validation with a Naive Bayes algorithm. The Evaluation object is initialized with rand-
TrainData dataset to ensure that the structure of the training data is understood. The
trained classifier is then employed in the classification of unknown / unlabeled tweets and,
for each tweet, it assigns the probability of belonging to either of the class: Eyewitness or
NotEyewitness.
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Chapter 4
Experimental Results
In the previous chapter, I described about the various stages of the experiment until the
evaluation of the datasets. In this chapter, I will discuss the about the various statistical
options provided by Weka and how it was used to arrive at the results.
4.1 Statistics
In 3.7, I mentioned how Weka’s Evaluation class was used to build a classifier and how to use
it on the test dataset. Evaluation method also provides with various methods to generate
statistics regarding the classifier to help us better understand it. The summary methods
that I used to comprehend the classifier are as follows:
toSummaryString Outputs the performance statistics in summary form
toMatrixString Outputs the performance statistics as a classification confusion matrix.
toClassDetailsString Generates a breakdown of the accuracy for each class, incorporating
various information-retrieval statistics, such as true/false positive rate,
precision/recall/F-Measure.
writer . println(eval .toSummaryString(‘‘=== Fold’’ + (i + 1) + ‘‘/’’ + folds +‘‘
Cross−validation ===’’, false));
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writer . println(eval . toClassDetailsString(‘‘=== Detailed Accuracy by Class\n’’));
writer . println(eval .toMatrixString(‘‘=== Confusion matrix for fold ’’ + (i + 1)
+ ‘‘ / ’ ’ + folds + ‘‘ ===\n ’’));
Listing 4.1: Summary methods code snippet
Figure 4.1: Sample result generated by the classifier
4.2 Results and Discussion
The goal is to bridge the gap between the source and target by learning a classifier from a
single language (English / Spanish) instances to predict the labels for the new target instances
(English / Spanish). The results of my experiments consists of the percentage accuracy of
correctly classified instances for each of the five sets in all the 12 experiments. The average
accuracy across all the five folds for each experiment are provided in the Figures 4.6 and 4.7.
The classifiers that use one language to train and use test data from the same language to
classify are identified as Monolingual Classifiers. From the figure 4.6, it looks like the classifier
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Figure 4.2: Monolingual Cross-Validation Accuracy Results - Experiments on the Smaller
Datasets (DS1, DS1a, DS2)
using Spanish texts and Translated Spanish texts to train and test performed better than the
classifier using English texts. But, it should be noted that the number of tweets in Spanish
texts were relatively smaller than those of the English texts
The classifiers that use data that is a combination of English and translated Spanish to
train and classify are identified as Bilingual Classifiers. From the figure 4.7, it looks like
the classifier using pure English texts as training data and Translated Spanish texts as Test
Data performed relatively better than the other classifiers. But, there is only slight difference
between the accuracy of other classifiers. Though the number of texts in the combination
dataset (English + Translated Spanish) is extremely high, the accuracy is only around 83%.
This could be due to the fact that the translated Spanish texts contains untranslated Spanish
words, which would affect the overall performance of the classifiers.
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Figure 4.3: Monolingual Cross-Validation Accuracy Results - Experiments on the Larger
Datasets (DS3, DS3a, DS4)
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Figure 4.4: Bilingual Cross-Validation Accuracy Results - Experiments on the Smaller
Datasets (DS1a, (DS1a + DS2))
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Figure 4.5: Bilingual Cross-Validation Accuracy Results - Experiments on the Larger
Datasets (DS3a, (DS3a + DS4))
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Figure 4.6: Monolingual Accuracy in Percentage
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Figure 4.7: Bilingual Accuracy in Percentage
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Chapter 5
Conclusions and Future Work
Social media mining for disaster response and coordination has been receiving an increasing
level of attention from the research community. It is still necessary to develop automated
mechanisms to find critical and actionable information on Social Media in real-time.
The classifiers used in these experiments combine effective feature extraction using ma-
chine learning approach to classify the tweets as either eyewitness reports or otherwise to
improve disaster response efforts. Based on the results provided in the section 4.2, training
and classifying using a different language such as Spanish and applying the classifier to learn
unlabeled Spanish tweets performs similarly as the translated tweets. There is a likelihood
that the accuracy might decrease as the sample size increases but having a large training set
would unmistakably improve the performance.
Also, using a purely English training dataset increases the accuracy of the classifier to
classify translated tweets as compared to a mix of English and translated tweets.
As a whole, I would conclude that it is possible to build a general classifier that can
classify tweets from different languages with the source/training data in English. However,
it requires a large dataset, and it should be continuously improved.
In future, specific variations of terms over different disasters can be analyzed to perform
annotation on all disasters. Disaster terminologies can be formalized in more detail to
improve accuracy. And then it would be possible to automatically annotate the informative
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tweets into more specific information types that are frequently found in natural disasters.
More robust solutions can be implemented by integrating and combining event infor-
mation from multiple social sources, such as Facebook, Instagram, and Snapchat. These
approaches and additional features can help detect new events from complementary social
media sites. We can also use the tweets along with the geotagged information to construct
maps of the affected areas for real-time situational awareness during disasters. Domain adap-
tation techniques can be applied to improve the performance on datasets where labels are
unavailable.
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