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ABSTRACT OF DISSERTATION
ELASTIC COMPTON SCATTERING FROM DEUTERIUM NEAR 100 MEV
Tagged photons from 81 to 116 MeV were used to measure elastic Compton scat-
tering cross sections from deuterium and carbon targets at the MAX-lab facility in
Lund. Scattered gamma rays were detected in three very large NaI(Tl) crystals with
sufficient energy resolution to isolate deuterium elastic yields at scattering angles of
60°, 90°, 120° and 150°. Calculations indicate that back-angle Compton scattering on
deuterium in this energy range is sensitive to the electric and magnetic polarizabilities
of the nucleon. Results of this research were obtained with improved beam tagging
system conditions compared to previous elastic Compton scattering experiments from
deuterium.
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Chapter 1
INTRODUCTION
The understanding of nucleon (proton and neutron) structure has seen increased in-
terest in the past few decades due to the advent of photon tagging and advances in
theoretical models of nucleon structure [22]. The early nucleon composition studies,
by R. Hofstadter (Nobel prize, 1961), using proton and deuteron targets in electron
scattering experiments, revealed that nucleons have an inner charge structure. The
nucleons are ∼ 10−15m in size and made of quarks [23](Nobel prize, 1969) that have
fractional charge and hence, their electromagnetic (EM) structure is a result of charge
and current distributions produced by their quark content. The Compton wavelength
of the electron is ∼ 10−12m which is three orders of magnitude larger than the nu-
cleon size and hence, not sensitive to the nucleon’s internal structure. On the other
hand, the much shorter wavelength photon can polarize the target with EM fields.
Therefore, many nuclear physics experiments, from mid 1950s [24],[25], [26] until the
present date [27],[28],[16],[6], use photon scattering as a tool to probe the nucleon
structure. In particular, elastic Compton scattering from the light nuclei, when com-
bined with a good photon tagging technique, provides very good means to study
low-energy (mpi ≈ 140 MeV) structure of the nucleons.
The main goal of this thesis is to study electric (α) and magnetic (β) polarizabil-
ities of the neutron, which are bulk properties of the neutron, via elastic Compton
scattering process. Liquid deuterium was used as a nuclear target, due to the ab-
sence of stable and dense neutron targets for this low-energy Compton scattering
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experiment. The Compton scattering cross section of deuterium is sensitive to the
isospin-averaged combination of the nucleon polarizabilities αsN = (αp +αn)/2 and
βsN = (βp +βn)/2, and the sum of α and β for the neutron can be accessible via its
interference with the dominant Thomson term for the proton [29]. This means that
the neutron polarizabilities can be determined with the experimental knowledge of
the proton polarizabilities, but only with the precision which can’t exceed that of the
proton. The recent Compton-scattering experiments on proton targets improved the
precision of the proton polarizability values [9]. This is discussed in section 1.3. This
experiment proposes [30] to improve the precision of the current neutron polarizabil-
ity values by taking advantage of the new improved proton polarizability values, and
add much-needed deuterium cross section data for a wide range of energies and angles
that are overlapping with previous experiments. See section 1.3.2 for more details.
In the following sections we will discuss current status of the neutron and proton
polarizability values from recent experiments as well as the theoretical models that
are employed to extract those polarizabilities. We will start the discussion with a
short introduction to the nucleon polarizability definitions.
1.1 Polarizabilities
The electric and magnetic polarizabilities measure the response of a system to an
applied external static or time-varying EM field. The strength of the response to the
external electric or magnetic field is identified as electric (α) or magnetic (β) polar-
izability, respectively. The external electric field ~E causes spatial separation of the
centers of charged constituents of the nucleon resulting in an induced electric dipole
moment ~p = α~E, where the proportionality constant α is an electric polarizability of
the nucleon. The magnetic polarizability of the nucleon has contributions from two
parts, namely paramagnetic and diamagnetic responses of the system to the applied
external magnetic field ~B. The paramagnetic response of the system is a result of
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magnetic moments aligning in response to the external magnetic field, and the dia-
magnetic response is a result of an induced current opposing the changing external
magnetic field, in accordance with Lenz’s law. The induced magnetic moment of the
nucleon can be written in terms of its paramagnetic and diamagnetic contributions
in the following form: ~m = (βpara +βdia)~B = β~B. Effective Field Theory (EFT) cal-
culations show that nucleon polarizabilities, at energies close to the pion-threshold,
are dominated by the dynamics of the pion cloud. That is why any theoretical model
that attempts to describe dynamics of the nucleon Compton-scattering process at
this energy range needs to include pions, and at some extent the interaction between
nucleons, as active degrees of freedom in the model. The pictorial depiction of the
nucleon’s response to an external EM field is given in figure 1.1.
Figure 1.1: A visualization of the electric and magnetic polarizabilities of the nucleon
from EFT perspective, where polarizabilities are dominated by the dynamics of the
pion cloud. Figure take from reference [1].
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1.2 Compton scattering
The elastic Compton-scattering with photon energies at or below pion threshold al-
lows the use of Perturbation Theory (PT), due to the weak photon EM coupling
(αEM ≈ 1/137) compared to its strong interaction counterpart, which expands scat-
tering amplitude in terms of photon energy using αEM as a small parameter. The
Chiral Effective Field Theory (χEFT) is one of the most successful PT candidates in
describing low-energy dynamics of the Compton-scattering process and it includes nu-
cleons, pions and photons to extract information on nucleon structure via expansion
parameters of the scattering amplitude [31]. The Compton-scattering from nucleon,
at energies above the pion threshold, results in excitation of nucleon resonances, and
non-resonant pion-nucleon states and the exchange of virtual mesons in the t-channel
[32]. The experimental data, for energies above the pion-threshold, can be quantita-
tively explained using Dispersion Relations (DR) technique [33].
1.2.1 Chiral Effective Field Theory
The low-energy theory of Quantum ChromoDynamics (QCD) and extension of χPT
to few-nucleon systems is called χEFT [34] and it has been very successful in describ-
ing Compton-scattering process for proton and few-nucleon systems (e.g. 2H and
3He). The theory includes the ∆(1232) as an explicit degree of freedom and its high
energy scale, Λ≈ 800 MeV, is set by hadrons which are excluded degrees of freedom.
The mass difference between ∆-isobar and nucleon (∆M ≈ 290 MeV), the pion mass
(mpi ≈140 MeV), and the photon energy ω are low-energy scales of the theory. The
expansion parameter utilized in this theory is defined as δ≡ ∆M
Λ
≈ (mpi
Λ
)1/2.
The TγN amplitude for photon scattering from a nucleon with spin-1/2 can be
constructed using six independent invariant amplitudes, as in reference [22]. Two
amplitudes are spin-independent and four are spin-dependent. These amplitudes
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parameterize interactions with the nucleon EM dipole moments and spin respectively.
TγN(ω,z) = A1(ω,z)(~ε′∗ ·~ε)+A2(ω,z)(~ε′∗ ·~ˆk)(~ε ·~ˆk′)
+iA3(ω,z)~σ · (~ε′∗×~ε)+ iA4(ω,z)~σ · (~ˆk′×~ˆk)(~ε′∗ ·~ε)
+iA5(ω,z)~σ · [(~ε′∗×~ˆk)(~ε ·~ˆk′)− (~ε×~ˆk′)(~ε′∗ ·~ˆk)]
+iA6(ω,z)~σ · [(~ε′∗×~ˆk′)(~ε ·~ˆk′)− (~ε×~ˆk)(~ε′∗ ·~ˆk)] (1.1)
where z = cosθ, ~σ is the vector of the Pauli spin matrices, ω is an energy of incoming
photon with polarization~ε, and ~ˆk is a unit vector in the direction of its momentum.
The outgoing photon’s polarization and momentum direction are given by~ε′∗ and ~ˆk′
respectively.
1.2.1.1 Low-energy expansion
We can separate invariant amplitudes of equation 1.1 into Born and non-Born terms
that represent contributions from nucleon- and pion-pole (graphs (a),(b) and (c) from
figure 1.2), and from all other structure-related effects (graph (d) from figure 1.2).
Ai(ω,z) = ABorni (ω,z)+ A¯i(ω,z) (1.2)
We can apply a low-energy expansion (LEX), an ω-expansion, to the Born ABorni (ω,z)
and structure amplitude A¯i(ω,z) to define the electric and magnetic scalar polariz-
abilities α and β, as well as the four spin polarizabilities γ1,2,3,4. In the Breit, or so
called “brick wall” frame, such an expansion yields polarizability contributions to the
structure part of the Compton scattering amplitude to order ω3, as shown in equation
1.3.
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Figure 1.2: The scattering amplitude has Born ( (a), (b) and (c) ) and non-Born
graphs (d). The Born graphs describe the photon scattering through the electric
charge and magnetic moment of the nucleon without excitation of the internal struc-
ture, and the non-Born terms represent scattering process that probes the internal
structure of the nucleon.
A1(ω,z) =−e
2Q2
MN
+
e2ω2
4M3N
((Q+ k)2(1+ z)−Q2)(1− z)+4piω2(α+ zβ)+O(ω4)
A2(ω,z) =
e2ω2
4M3N
k(2Q+ k)z−4piω2β+O(ω4)
A3(ω,z) =
e2ω
2M2N
(Q(Q+2k)− (Q+ k)2z)+Api03 +4piω3(γ1− (γ2 +2γ4)z)+O(ω5)
A4(ω,z) =− e
2ω
2M2N
(Q+ k)2 +4piω3γ2 +O(ω5)
A5(ω,z) =
e2ω
2M2N
(Q+ k)2 +Api
0
5 +4piω
3γ4 +O(ω5)
A6(ω,z) =− e
2ω
2M2N
(Q(Q+ k)+Api
0
6 +4piω
3γ3 +O(ω5) (1.3)
The three pi0 pole amplitudes are given by:
Api
0
3 =
e2gpiNNω3(z−1)
4pi2 fpiMN(m2pi0− t)
τ3, Api
0
6 =−Api
0
5 =
e2gpiNNω3
8pi2 fpiMN(m2pi0− t)
τ3 (1.4)
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where t = 2ω2(z−1) and τ3 is the third Pauli matrix.
The differential cross section is the only observable in the case of unpolarized
photon scattering from an unpolarized nuclear target. Therefore, it is of paramount
importance to accurately determine this observable both experimentally and theoret-
ically in order to gain an improved knowledge of nucleon structure. The Compton-
scattering cross section can be written in terms of scattering amplitude TγN and frame-
dependent flux factor Φ f rame in the following form:
dσ
dΩ
∣∣∣
f rame
=Φ2f rame|TγN |2 with Φ f rame =

MN
4pi
√
s , CM frame
ω′lab
4piωlab , Lab frame
(1.5)
where
√
s is the total energy of the system in the CM frame. The energy and angle
relationships between different frames of reference can be found in Appendix A.6.
When we set ~ˆk =~ˆk′ in equation 1.1, only the first and the third amplitudes will
survive. Then for ω→ 0 one obtains the spin-independent low energy limit - the
so-called Thomson limit:
lim
ω→0
T (ω,1) =−e
2Q2
MN
~ε′∗ ·~ε− ie
2k2ω
2MN
~σ · (~ε′∗×~ε)+O(ω2) (1.6)
At ω= 0 equation 1.6 yields a spin and energy-independent term, and corresponding
Thomson scattering cross section from a structureless target:
dσ
dΩ
(ω= 0,z) =Φ2|T (0,z)|2 = Q
4α2EM
M2N
(
1+ z2
2
)
(1.7)
Several low-energy cross sections can be obtained by performing some approxima-
tions to the amplitudes of equation 1.3. For example we can obtain the Powell cross
section [35], equation 1.8, by discarding higher-order terms of O(ω3) from the ampli-
tudes of equation 1.3. The Powell cross section describes the scattering of photons
from a point-like particle with an anomalous magnetic moment k. If we set k = 0 in
equation 1.8 then we have Klein-Nishina’s cross section equation for the point-like
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Dirac particle.
dσ
dΩ
(ω,z)Pow =
1
2
(
Q4α2EM
M2N
)(
ω′
ω
)2{ ω
ω′
+
ω′
ω
− (1− z2)
+ k
2ω′ω
M2N
(1− z)2 + k2ω
′ω
M2N
[4(1− z)+ 1
2
(1− z)2]
+ k3
ω′ω
M2N
[2(1− z)+(1− z2)]+ k4 ω
′ω
2M2N
[1+
1
2
(1− z2)]
}
(1.8)
If we keep terms of order ω2 in equation 1.3 we obtain cross section equation 1.9
developed by Petrun’kin [36, 37] which has a complete low energy scattering amplitude
that is valid for photon energies up to 100 MeV. The spin-dependent polarizabilities,
due to quadrupole excitations, are not part of this amplitude at this low energy regime
and they are not considered in this work.
dσ
dΩ
(ω,z)Pet =
dσ
dΩ
(ω,z)Born−ωω′
(
Q2αEM
MN
)(
ω′
ω
)2{α+β
2
(1+ z)2 +
α−β
2
(1− z)2
}
(1.9)
and point-like particle contribution to this cross section is given by
dσ
dΩ
(ω,z)Born =
1
2
(
Q2αEM
MN
)(
ω′
ω
)2{
1+ z2 +
ωω′
M2N
(1− z)2 +
2
∑
i=0
aizi
}
with the coefficients ai =

2k+ 92k
2 +3k3 + 34k
4 , for i = 0
−4k−5k2−2k3 , for i = 1
2k+ 12k
2− k3− 14k4 , for i = 2
(1.10)
By inspecting the angular dependence of the cross section equation 1.9, we can see
that the cross section is sensitive to the sum of the nucleon polarizabilities at forward
scattering angles, and to the difference of the polarizabilities for the backward angles.
Also, we can see that, at order ω2, the sum and difference in polarizabilities are only
available for the proton due to its electric charge Q. These terms will only appear
at higher orders in ω for the neutron due to the lack of electric charge. That is why
the free neutron cross section is less sensitive to the EM polarizabilities compared to
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the proton which has a much larger Compton cross section due its charge. This is
no longer an issue if a deuteron is used as a nuclear target to measure the neutron
polarizabilities, because deuteron scattering amplitude will be formed from coherent
sum of the proton and neutron amplitudes. Therefore, the interference of amplitudes,
neutron’s amplitude with proton’s Thomson amplitude, brings equal contribution of
polarizabilities from both nucleons and they both appear at order ω2 in the cross
section.
1.2.1.2 Dispersion Relations
The dispersion relations (DR) arise from causality requirements and they provide a
relationship between the real and imaginary parts of the forward scattering amplitude
Ai(ω,1). Also, the use of DRs requires construction of the scattering amplitude that
respects Lorentz covariance, time-reversal, and parity invariance. Then, we can write
dispersion relations connecting real and imaginary parts of the invariant amplitudes
in the following form
ReAi(ωlab,1) = ABorni (0,1)+
2ω2lab
pi
P
∫ ∞
ωpi
σT (ω′)
(ω′2−ω2lab)
dω′ (1.11)
For forward scattering (θ = 0) only amplitudes A1 and A3 survive, but we are only
interested in A1 as it has information on EM polarizabilities. If the integrals converge
then one can expand each side of the equation as a Taylor [22] series about ωlab = 0
and insert low-energy expansion of amplitude A1 from equation 1.3. Then we obtain
the following relationship
αN +βN =
1
2pi2
∫ ∞
ωpi
σTotN (ω
′)
ω′2
dω′ (1.12)
where σTotN is the total photoabsorption cross-section and ωpi is the pion-production
threshold. The sum of the nucleon polarizabilities is constrained by this dispersion
sum rule, and hereafter we will refer to it as Baldin Sum Rule (BSR) [38], which relates
the sum of the polarizabilities to the total photoabsorption cross-section. This is a
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very useful constraint as it makes it possible to extract both nucleon polarizabilities
with the measurement of only one of α and β. Over the years, the BSR values for
the proton and neutron has been re-evaluated as new nucleon photoabsorption data
become available. The most recent BSR values for the neutron and proton, obtained
by Olmos de Leon et al.[9] and by Levchuk et al. [11], respectively, are the following:
αp +βp =(13.8±0.4)×10−4 fm3.
αn +βn =(15.2±0.5)×10−4 fm3. (1.13)
Hereafter, all EM polarizability values are given in the “canonical” units of 10−4 fm3.
Compton scattering from the deuteron The nucleon structure effects in the
deuteron Compton-scattering process are dominated by the nucleon-nucleon interac-
tions. It is also important to include the effect of photons coupling to mesons that are
being exchanged between the nucleons. The χEFT investigates the low energy effects
of those interactions in a model-independent framework and includes contributions of
photon scattering from pion cloud around the nucleon and ∆(1232), ∆(1232) excita-
tions, and short distance effects (δα, δβ) when extracting the nucleon polarizabilities.
In this framework the interactions between nucleons, pions, and the ∆(1232) are fully
determined, but contributions from short-distance effects (δα, δβ) to the scaler polar-
izabilities are not fully understood [22]. The χEFT has complete results, for deuteron
Compton scattering, at O(e2δ3) or N2LO covering energies from Thomson limit up to
∼120 MeV including the ∆(1232) degree of freedom [34]. The graphs of leading-order
contributions to the polarizabilities are shown in figure 1.3. The effect of including
∆(1232) as an explicit degrees of freedom in χEFT can be seen in figure 1.4, where
cross section at the backward angle for photon energies of ∼ 100 MeV can not be
reproduced without its inclusion.
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Figure 1.3: The leading order (LO) contributions to the nucleon polarizabilities. Pion
cloud around the nucleon (a) and ∆ (b), ∆ excitations (c), short distance effects (d).
Taken from reference [2].
Figure 1.4: The example of χEFT theory fit with (blue line) and without (dashed red
line) explicit ∆(1232) [2].
Figure 1.5 shows χ2 fit results between χEFT predictions and currently available
experimental deuteron cross section data. The two data points from MAX-lab 2007-
2008 run period, 94.5 MeV, 60° and 112.1 MeV, 120°, due to their large individual
contributions to the ∆χ2, have been excluded from the fit. The new data set from
MAX-lab 2007-2008 run [6] provided 23 data points and reduced overall statistical
uncertainties of the current world data by 30%. The resulting neutron polarizabilities
are
αn = 11.55±1.25(stat)±0.2(BSR)±0.8(th)
βn = 3.65∓1.25(stat)±0.2(BSR)∓0.8(th) (1.14)
with χ2 = 45.2 for 44 DOF. The number of degrees of freedom (DOF) is defined
as the number of available data points minus the free fit parameters of the theory.
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Additionally, the BSR can be used as an extra fit constraint which reduces the number
of DOF by one.
Figure 1.5: The χEFT fit to the currently available deuteron Compton scattering
cross section data (left figure). Data points are shown with statistical uncertainties
and are within 2 MeV of the nominal energy: Illinois 1994 [3] •, SAL 2000 [4] , MAX-
lab 2003 [5] 4, MAX-lab 2014 [6] × . Curves: results of the one (two) parameter
fits [solid (dashed)]. Band: statistical uncertainty of the one-parameter fit. The
comparison (left figure) of 1σ χ2 + 2.3 (solid ellipse) and χ2 + 1 (dashed ellipse)
regions of the free fit to the BSR-constrained fit (line). Gray band represents BSR
constrained region. The figure is taken from reference [6].
1.3 Recent experiments and nucleon polarizabilities
Before advent of photon tagging, large-volume NaI(Tl) detectors and high duty fac-
tor electron accelerators the Compton-scattering experiments on proton that were
carried out in early 1950’s to 1970’s had to overcome challenges of using photon de-
tectors having poor energy resolution and continuous-energy bremsstrahlung photon
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beams. That is why experiments with the most precise measurements of the elec-
tric and magnetic polarizabilities for the nucleon have been carried out in the last
two decades [39]. Modern low-energy Compton-scattering experiments used photon
tagging mechanism in combination with good energy resolution photon detectors to
determine incident photon flux with more accuracy. Section 2.1.2 provides more de-
tails on photon tagging.
1.3.1 Proton polarizabilities
The first such tagged photon experiment was carried out by Federspiel et al. at the
University of Illinois at Urbana-Champaign [8]. The tagged photons with energies
ranging from 32 to 72 MeV were produced via the bremsstrahlung process in a thin
Al foil, and were scattered off a liquid hydrogen target. Then, scattered photons from
the target were detected at fixed angles of 60° and 135° by two NaI detectors with
dimensions of 254 mm x 254 mm and σE/E ≈ 3%. The proton polarizabilities from
this experiment were determined, using the low-energy expansion (LEX) of Compton-
scattering cross section and static polarizabilities, to be
αp = 10.9±2.2±1.3
βp = 3.3∓2.2∓1.3 (1.15)
using the constraint αp +βp = 14.2 from the BSR.
Two other Compton-scattering experiments, in 1993 and 1995, that used a liquid-
hydrogen target were carried out in the Saskatchewan Accelerator Laboratory (SAL)
in Saskatoon. The 1993 experiment by Hallin et al. [40] employed a high duty-factor
continuous bremsstrahlung beam with photon energies of 170 to 298 MeV and a single
large NaI(Tl) photon detector from Boston University (BUNI detector, 495 mm 
x 559 mm ) with σE/E . 2%. The elastically scattered photons were detected at
angles ranging from 25° to 135°. The photon energies used in this experiment were
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outside the range of LEX approximation, and proton polarizabilities were extracted
by dispersion-relations (DR) approach. In the 1995 experiment by MacGibbon et
al.[7] the elastic Compton-scattering data with tagged photon energies from 70 to
100 MeV, which had an overlap in energy with the Illinois experiment, and un-tagged
photon energies from 100 to 148 MeV were collected simultaneously at fixed angles
of 90° and 135° with the help of two large NaI detectors that were used in the Illinois
experiment by Federspiel et al. In both measurements the BSR value of αp +βp =
14.2 was used as a constraint. The resulting proton polarizabilities were
αp = 9.8±0.4±1.1
βp = 4.4∓0.4∓1.1 (1.16)
for the 1993 data and
αp = 12.5±0.6±0.7±0.5
βp = 1.7∓0.6∓0.7∓0.5 (1.17)
for the 1995 data, respectively.
The Compton-scattering experiment performed by Zieger et al. at MAMI (Mainz)
[10] used 98 MeV and 132 MeV bremsstrahlung photons and detected forward-
scattered recoil protons at 0°. The protons were detected by a magnetic spectrometers
and measured recoil proton energies were used to obtain the scattered photon cross
sections for the backward angle at 180°. The resultant cross section is sensitive to
the difference of electric and magnetic polarizabilities of the proton αp− βp. The
extracted values of the proton polarizabilities from this experiment are
αp = 10.62±1.22±1.05
βp = 3.58∓1.22∓1.05 (1.18)
using the BSR constraint αp +βp = 14.2.
14
A more comprehensive experiment with the precise determination of the electro-
magnetic polarizabilities of the proton has been performed by Olmos de Leon et al. at
the tagged-bremsstrahlung facility at MAMI [9]. The low-energy Compton-scattering
data from the proton in the energy range of 55 MeV to 165 MeV was collected using
the TAPS detector system that covers an angular range of 59° to 155° simultaneously.
The data from this experiment overlapped in energy with the previously mentioned
proton experiments, extending them to 165 MeV. The proton polarizabilities from
this data have been determined using dispersion relations by taking αp and βp as
free parameters, and without any use of the constraints provided by the BSR. The
resulting electromagnetic polarizabilities from these data are
αp = 11.9±0.5stat.∓1.3syst.
βp = 1.2±0.7stat.±0.3syst (1.19)
with their sum given as αp +βp = 13.1±0.9stat.±1.0syst..
Also, the BSR has been re-evaluated in reference [9] by analyzing proton photon-
absorption cross-sections from recently obtained more precise tagged photon data
with energies from 200 MeV to 800 MeV in Mainz [41]. The new BSR value is
αp+βp = 13.8±0.4, and this value will be used as a constraint in determining neutron
polarizabilities in the current work.
The figure 1.6 summarizes proton polarizabilities from the aforementioned exper-
iments in an error contour plot in the (α−β)-plane.
1.3.2 Neutron polarizabilities
The determination of the electromagnetic polarizabilities of the neutron via Compton
scattering presents even more experimental challenges compared to the proton.
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Figure 1.6: The contours correspond to the values χ2(α,β) = χ2min+1 of the individual
fits from experiments by MacGibbon [7], Federspiel [8] and TAPS [9]. The errors taken
are the statistical ones only. Also shown are the constraints from the BSR (diagonal
yellow band) and the value α−β as follows from the experiments by Zieger [10]. The
small oval (green) represents the result of the global fit.
1.3.2.1 Neutron-Heavy Nuclei Scattering
Early experimental attempts [42, 43, 44, 45] to measure the neutron electric polariz-
ability were limited to electromagnetic scattering of neutrons in the electric field of
heavy nuclei targets such as 208Pb. The neutron scattering from the Coulomb field
of heavy nuclei are only sensitive to the electric polarazibility of the neutron, and no
magnetic polarizability information can be extracted.
The only neutron scattering experiment that obtained an accurate electric polar-
izability value for the neutron, αn = 12.0±1.5±2.0, was carried out in Oak Ridge by
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Schmiedmayer et al. [44]. However, the precision of this result has been questioned
by Enik et.al as they have pointed out possible underestimation of systematic error
in reference [46], and suggest to quote the result as 7≤ αn ≤ 19.
The inconclusive results of neutron scattering experiments lead researchers to
develop new methods to study the nucleon structure. The most recent photon scat-
tering experiments, starting from early 1990’s, used the deuteron as a nuclear target.
The deuteron, the nucleus of the deuterium atom, is the only stable two-nucleon
bound state and therefore serves as the simplest possible stable nuclear target that
contains a neutron. The deuteron has been used as a nuclear target in two types of
Compton-scattering experiments that measured nucleon polarizabilities: quasi-free
γd→ γ ′np, and elastic γd→ dγ.
1.3.2.2 Quasi-Free Compton-scattering
Three quasi-free Compton-scattering experiments from the bound neutron have been
carried out to date. The first experiment is performed by Rose et al. [47] at MAMI
using non-tagged bremsstrahlung photons produced by a 130 MeV electron beam.
Two 254 mm x 356 mm NaI detectors were placed at 90° and 135°, and four plastic
scintillators on the other side of the beam at angles 22°, 31°, 39° and 49° were used
to measure the energy spectrum and angular distribution of the recoiling neutrons
in coincidence with scattered photons via the ToF technique. The electromagnetic
polarizabilities of
αn = 11.7+4.3−11.7
βn = 4.3+11.7−4.3 (1.20)
were determined from the experimental data using the BSR value αn +βn = 16. The
polarizability values in equation 1.20 were extracted using dispersion relations by
Levchuck et al. [48, 11]. Also, they have determined noticeable model dependencies
17
in the extracted values of the polarizabilities at these low energies and proposed
that this model dependence could be minimized by measuring αn−βn with quasi-free
Compton-scattering by the neutron at energies above the pion threshold.
Two subsequent quasi-free Compton-scattering experiments from deuterium were
carried out by Kolb et al. at SAL [49] and Kossert et al. at MAMI[50] using tagged
photons with energies of 236-260 MeV and 200-400 MeV, respectively. Both exper-
iments employed large volume NaI photon detectors in combination with array of
liquid-scintillators to detect scattered photons and recoil neutrons.
The SAL experiment used the BUNI photon detector at 135° with an 85-cell
liquid-scintillator array centered at 20° on the opposite side of the beamline. This
experiment obtained an independent lower limit for the neutron electric polarizability
αn. Then dispersion theory yielded
αn = 13.6+0.4−6.0
βn = 1.6+6.0−0.4 (1.21)
by combining lower limit of this experiment with the upper limit of the polarizabilities
from the first quasi-free experiment, equation 1.20, based on the BSR of αn+βn = 15.2
[11].
The MAMI experiment used the CATS photon detector at 136° with a 30-cell
liquid-scintillator array centered at 21°. The experiment provided 9 data points, over
the range of tagged photon energies used, compared to the SAL experiment’s single
data point at 247 MeV. This provided much tighter constraints on the extracted
neutron polarizabilities. This experiment obtained neutron polarizabilities of
αn = 12.5±1.8(stat)+1.1−0.6(syst)±1.1(model)
βn = 2.7±1.8(stat)+1.1−0.6(syst)±1.1(model) (1.22)
based on the BSR of αn+βn = 15.2. Even though this was the most precise quasi-free
Compton-scattering experiment, it still has much larger statistical, systematic and
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model-dependent uncertainties compared with the proton. These issues are largely
related to the fact that neutron is treated as a free particle in the quasi-free reaction
and hence, the sensitivity to the neutron polarizabilities only enters at order ω4
in the cross section, as opposed to appearing at order ω2 in the elastic scattering
case. Therefore, it is much harder to extract neutron polarizabilities from quasi-free
scattering compared to the elastic Compton-scattering from the deuteron.
1.3.2.3 Elastic Compton-scattering
Elastic Compton-scattering from the deuteron has several advantages related to the
theoretical modeling of the scattering process. First of all, elastic scattering ensures
interacting particles have the same initial and final states, and additionally the bound
neutron cross section is more sensitive to the isospin-averaged polarizabilities as com-
pared with the free neutron. Also, due to the weak binding of the nucleons, only
2.2 MeV, the in-medium electromagnetic polarizabilities are the same as that of the
free neutron [51]. All these conditions are very favorable from the theory standpoint,
but weak binding of nucleons creates an experimental challenge as it requires photon
detectors with σE/E of 2% or better to separate elastically scattered events from
in-elastic ones that originate from deuteron break-up reactions. Therefore, only three
such experiments have been attempted prior to the current MAX-lab experiment [6],
and all these experiments used tagged photons, liquid deuterium targets, and large
NaI photon detectors.
The first two experiments that measured deuteron differential cross sections from
elastic Compton scattering were performed at Illinois by Lucas in 1994 [3] and at
SAL by Hornidge in 1999 [4].
The Illinois experiment employed an identical setup to that of Federspiel [8] on
the proton. The scattering angles of 50°, 75°, 110°, and 140° was chosen to collect
scattering data with tagged photon energy of 49 MeV, and scattering angles of 60°
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and 135° were used for a photon energy of 69 MeV. The two NaI detectors used in
this experiment couldn’t cleanly separate the elastic and inelastic contributions due
to relatively poor energy resolution (≈3%). The elastic Compton-scattering cross sec-
tions were extracted by estimating inelastic contributions to the measured scattering
spectra via simulation.
The SAL experiment employed a similar setup to that of Hallin [40] on the proton,
except scattering data were collected on a different energy range (84-105 MeV), and
at different angles (5 angles between 35°-150°). The BUNI detector was employed
to detect scattered photons and cross sections were determined by simply applying
tighter cuts around the measured spectra as BUNI detector provided clean separation
of elastic and inelastic contributions due to its superior energy resolution (≤2%).
The neutron polarizabiltiies of
αn = 14.5±2.7
βn = 6.6±2.7 (1.23)
and
αn = 8.4±1.8
βn = 6.2±1.8 (1.24)
were extracted by Levchuk et al.[11] employing the Bonn One-Boson-Exchange (OBE)
model, for the Illinois and SAL data, respectively. Figure 1.7 shows the theoretical
fits performed by Levchuk et al.[11] to these cross section data.
The third elastic γd scattering experiment was carried out by Lundin at MAX-
Lab (Lund) [5]. The scattered photons were detected with three large NaI detectors
placed at laboratory angles of 45°, 125°, and 135°, for average tagged photon energies
of 55 and 66 MeV. Then, measured cross section data were analyzed in the framework
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Figure 1.7: Theoretical fits to the cross section data from Illinois (50 MeV and 70
MeV) and SAL (94.2 MeV) experiments showing dependence of the γd scattering cross
sections on the nucleon polarizabilities αsN and β
s
N . Dashed lines: all the polarizabili-
ties (including those of higher order) are turned off. Dotted lines: only higher-order
polarizabilities are included. Dashed-double-dotted, solid, and dashed-dotted lines:
αsN −βsN = 6, 9 and 12, respectively, αsN +βsN = 14.6 is fixed, and the higher-order
polarizabilities are included [11].
of a Bonn OBE model and determined the neutron polarizabilities to be
αn = 8.8±2.4(total)±3.0(model)
βn = 6.5∓2.4(total)∓3.0(model) (1.25)
based on the BSR of αn+βn = 15.2. Then all available data (Illinois, SAL and MAX-
lab) were fitted using OBE model of reference [11] resulting in global neutron electric
and magnetic polarizability values of
αn = 7.2±2.1(total)
βn = 8.1∓2.1(total) (1.26)
Figure 1.8 shows the theoretical fit to the combined data from the last three experi-
ments. Note, photon energies and angles used in this MAX-lab experiment are similar
to those used in the Illinois experiment and some data may not be visible in figure
1.8.
These three elastic Compton-scattering experiments on the deuteron provided 29
data points with limited energy range and angular coverage, due to the overlapping
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Figure 1.8: Theoretical fits to the cross section data from Illinois (open circles), SAL
(open squares) and MAX-lab (solid circles) experiments showing dependence of the
γd scattering cross sections on the nucleon isospin-averaged polarizabilities αsN and
βsN . Solid and dashed curves are predictions based on OBE model of reference [11]
with αsN = β
s
N = 0 and α
s
N = 11.9, β
s
N = 5.5 respectively. Dotted and dash-dotted
curves are predictions of effective field theory model by reference [12] extrapolated to
αsN = 11.9, β
s
N = 5.5 respectively.
angles among experiments. Also, extracted global value of the neutron polarizabili-
ties, based on the measurements of these experiments, still have very large combined
uncertainty (statistical, systematic and model) compared to the proton.
1.4 Motivation
The main goal of this experiment, just like other γd → dγ experiments discussed
above, is to probe the internal structure of the neutron, and obtain cross section data
22
covering a wide range of energies and scattering angles, some of which overlap regions
studied in the previous experiments. Also, this experiment, proposed by Feldman et
al. [30], aims to cover an energy range from 70 MeV to 113 MeV, in order to increase
the sensitivity to the nucleon polarizabilities. The proposed experiment has one key
advantage over other experiments as it employs three very large NaI detectors (BUNI,
CATS and DIANA), with energy resolutions of 2% or better, to simultaneously collect
the scattering data. Two of the NaI detectors will be positioned at the backward
angles where sensitivity to the isoscalar polarizability difference is higher, as seen from
cross section equation 1.9. The detectors will be arranged as close to the target as
possible to increase the solid angle in order to facilitate collection of data with the best
possible statistical accuracy in the given run period. This elastic Compton-scattering
experiment has the capacity to more than double the current world data points,
adding new, high quality data, thus bringing the neutron polarizability uncertainties
closer to those of the proton.
Copyright© Khayrullo Shoniyozov, 2016.
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Chapter 2
EXPERIMENTAL SETUP
In this chapter we will present details of the experimental equipment, hardware and
facility used for this experiment. The discussion will include specific details on the
targets (12C and LD2), target housing system (for LD2), detectors and data acquisition
system. The set of Compton scattering experiments on 12C and LD2 targets was
performed each year from 2007 to 2010 in MAX-lab, Lund. This work discusses the
data obtained in the last two run periods (2009 and 2010). The main difference in
the data sets collected during the first two and the last two run periods is in the
employment of new time digitizers (MH-TDC) with the capacity to record up to four
hits in each FP channel for each NaI detector trigger. The details of the data collected
with the single hit time digitizers (SH-TDC) in 2007 and 2008 runs can be found in
reference [52].
2.1 The MAX-lab Facility
The MAX-lab is a Swedish national laboratory located in Lund, Sweden. It is oper-
ated jointly by Lund University and Swedish Research Council, and consists of two
LINACs [15], three fully operating electron storage rings (MAX I, MAX II and MAX
III) (see figure 2.1). The fourth much larger ring, MAX IV, is currently under con-
struction. The MAX-I ring is utilized to provide high energy electrons (∼ 200 MeV)
to the nuclear physics experiment area which houses the main tagger (the SAL mag-
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net and hodoscope) and target room where target and detector systems are located
(see figure 2.2).
Figure 2.1: The MAX-lab facility showing locations of the three storage rings, two
LINACs and experiment area for the nuclear physics [13].
2.1.1 Accelerator system
The MAX injector system consists of an electron gun, two 5.5 m long LINACs and
a recirculator system. The electrons produced by heating the electron gun cathode
(BaO metal) are transported to the LINACs by 3 GHz electric field and then ac-
celerated in the LINAC [15]. There are two magnet blocks, located near the end of
each LINAC, that are connected via pipe which is situated right beside the LINACs.
The combination of these magnets and pipe works as a recirculator system for the
electrons as each block of magnet bends outgoing/ingoing electrons by 180 degrees to
redirect them back to the entrance of the accelerator track for re-acceleration. The
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Figure 2.2: Lay out of nuclear physics target room showing three photon detectors
in position with the scattering target in the middle. The green lines indicate the
direction of the photon beam and dashed lines represent shielding walls.
electrons will pass through the LINAC once or twice depending on which storage ring
they will use. The electrons that pass through the LINACs once will reach an energy
of 200 MeV (they will be used to fill MAX I). They can reach an energy of 400 MeV
(used to fill up MAX II and MAX III) if recirculated.
The MAX I (circumference of 32.4 m) is the smallest storage ring at the MAX-lab. It
can be used as an electron pulse stretcher for the nuclear physics experiments or for
production of synchrotron radiation for other synchrotron light science experiments.
The MAX I ring is filled with 200 ns long electron pulses that are emanating from
the injector every tenth of a second. Once MAX I is filled, the electrons from the
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storage ring will be extracted in a continuous flow during 100 ms period to the nuclear
physics target area and will be used to produce high energy photons for photo-nuclear
reaction experiments. When it is used as a synchrotron light source then it is filled
up with electrons of 200 MeV energy which are subsequently accelerated to reach
electron energies of up to 550 MeV. Then the synchrotron radiation is produced by
bending electrons in the storage ring. The photons that are produced by synchrotron
radiation in this storage ring are in the ultraviolet and infrared regions of the electro-
magnetic spectrum and they are not energetic enough to be used for nuclear physics
experiments. That is why high energy electrons (∼165 MeV for this experiment) from
MAX I are extracted to the nuclear physics area to be used for production of highly
energetic photons (∼100 MeV) that are in the gamma ray region of the electromag-
netic spectrum.
The MAX II and MAX III storage rings are mostly used to produce synchrotron
radiation. The electrons are injected to these storage rings with an average energy of
400 MeV and they are further accelerated inside the storage rings to reach electron
energies of 1500 MeV and 700 MeV in MAX II and MAX III respectively.
2.1.2 Photon tagging system
The tagging of bremsstrahlung photons is one of the most successful methods of pro-
ducing monochromatic photons for nuclear physics experiments [53]. The photon
tagging process, in MAX-lab, involves SAL tagger magnet (see figure 2.4) and ho-
doscope [14] (see figure 2.3(a)).
The SAL hodoscope - is an array of detectors that are used for tagging of post-
bremsstrahlung beam electrons, the beam electrons which are interacted with the
selected aluminum radiator (300 µm thick), after they go through a momentum de-
pendent deflection process in the tagger magnet. These FP detectors are made of 63
plastic scintillators (3.2 mm x 25 mm x 50 mm) that are arranged in two rows with
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50% overlap. This overlap defines the tagger channel as shown in figure 2.3(b). The
deflected post-bremsstrahlung electrons will pass through the FP detectors at 450
angle and register a hit in the overlapping scintillators. The resulting signal from this
electron hit will stop the TDC clock if this hit is registered within the coincidence
resolving time of the detectors (∼25 ns) after its corresponding bremsstrahlung pho-
ton, if detected by one of the photon detectors, starts the TDC clock. The resulting
TDC spectra of the time differences between post-bremsstrahlung electron detected
in the FP channel and arrival time of its corresponding photon detected by the pho-
ton detector will show a timing peak that represents true coincidences as shown in
figure 3.14.
The SAL tagger magnet - The tagged photon energies (Eγ = 80-120 MeV) that
are pre-selected for this run period are defined by the SAL tagger magnet settings.
Parent electrons, the incoming beam electrons with an energy of Ee = 164.7 MeV,
loose some or all of their energy when they interact with the radiator. The ones
that lost just enough energy through bremsstrahlung process to be in the tagging
energy range will be deflected towards the FP detectors as they pass through the
magnetic spectrometer. The deflection radius will be in accordance to their remaining
momentum as shown in schematic diagram 2.4.
Post-bremsstrahlung electrons with the energies (E
′
e) matching the tagged photon
energy range will be deflected towards the FP detectors as they pass through the
tagging magnet and will register a hit in one of the FP channels in correspondence with
their momentum. The energy of the photons, Eγ, then can be determined from the
electron beam energy, Ee, and post-bremsstrahlung electron energy, E
′
e, established
by the FP detectors in the following way:
Eγ = Ee−E ′e (2.1)
The Figure 2.12 illustrates this simple bremsstrahlung tagging process.
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Figure 2.3: Schematic diagram of SAL photon tagging system [14]
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Figure 2.4: Schematic diagram of SAL photon tagging spectrometer magnet [14].
The electron beam from the accelerator enters the tagging magnet from the left
and produces bremsstrahlung photons when they interact with the selected radiator
material’s nuclei. Then post-bremsstrahlung electrons will be deflected towards the
FP or beam dump in accordance with their remaining energy. Photons will travel
to the right undeflected and will go through the narrow metal collimator before they
reach the target area.
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Figure 2.5: Photo of SAL photon tagging spectrometer magnet and focal plane ho-
doscope system [15]
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2.2 Photon detectors
In this experiment three NaI photon detectors (BUNI, CATS and DIANA) were
employed to measure the number of scattered photons and their energy. The flux of
the incoming photons arriving in the target area after collimation was measured with
a Pb-glass detector. Each photon detector has an energy resolution of 2% or better
for the detection of scattered photons with energies near 100 MeV. The details of
these detectors are presented below.
2.2.1 BUNI
The BUNI (Boston University Natrium Iodide) photon detector [54] has a 559 mm
long cylindrical core NaI with a diameter of 267 mm. The core consists of two glued
cylindrical pieces that are 356 mm and 203 mm in length. The core is surrounded by
four annular segments of NaI(Tl) crystal, which have the same length as core pieces
and 114 mm thickness. The annular segments of NaI(Tl) crystals are surrounded by
6 pieces of 127 mm thick annular segments of BC-400 plastic scintillators which act as
a cosmic-ray veto. The annular segments of NaI(Tl) crystal, plastic scintillators and
core are optically isolated from each other by thin layers of reflective material. The
scintillation light from the BUNI detector’s optically separated elements are read out
by 31 photomultiplier tubes (PMTs). The optical photons are collected by 7 PMTs
from the core, by 3 PMTs from each annular NaI(Tl) crystal segment, and by 2 PMTs
from each annular plastic segment. All these components of the detector are encased
inside a 100 mm thick lead shielding which has an aperture of 150 mm diameter. The
lead shields the detector components from room background. The last part of the
detector is a 5 mm thick plastic scintillator, which covers the front of the detector
aperture and helps to veto charged particles. The photo of the BUNI detector and
side view of the detector components are shown in figure 2.6.
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Figure 2.6: The photo (left figure) shows the BUNI detector, encased within its lead
shielding, placed on top of the steel frame. The veto detector (plastic scintillator) is
mounted over the detector aperture. The side view of the BUNI detector elements
(right figure) and their measurements [13].
2.2.2 CATS
The CATS (Compton And Two photon Spectrometer) [55] and BUNI photon detec-
tors have similar construction. They both have 267 mm diameter core, but CATS
detector’s cylindric core is 76 mm longer than that of BUNI. The core crystal of
CATS is surrounded by 6 optically isolated annular segments of NaI(Tl) crystal that
are 635 mm in length and 108 mm in thickness. The annular segments of NaI(Tl)
crystals are surrounded by 5 pieces of 100 mm thick annular segments of plastic scin-
tillators which act as a cosmic-ray veto. There is a 10 mm thick layer of 6Li2CO3
between annular segments of plastic scintillator and NaI(Tl) crystal. A circular plate
of plastic scintillator covers the back end of the detector. The scintillation light from
the CATS detector’s optically separated elements are read out by 50 photomultiplier
tubes (PMTs). The optical photons are collected by 7 PMTs from the core, by 4
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PMTs from each annular NaI(Tl) crystal segments, and by 3 PMTs from each annu-
lar plastic segments. All these components of the detector are encased inside the 100
mm thick annular lead shielding. Two square shaped lead panels, with the thickness
of 200 mm, serve as front and back shields for the detector. The front lead shielding
has an aperture of 147 mm diameter. A 5 mm thick plastic scintillator, which covers
the front of the detector aperture, is used to veto charged particles. The photo of
the CATS detector shielding and side view of the detector components are shown in
figure 2.7.
Figure 2.7: The photo (left figure) shows the CATS detector, encased within its lead
shielding, placed on top of the steel frame. The veto detector (plastic scintillator) is
mounted over the detector aperture. The side view of the CATS detector elements
(right figure) and their measurements [13].
2.2.3 DIANA
The DIANA (Detector of Iodine And NAtrium) photon detector [56] has a 510 mm
long cylindric core made of single-growth NaI(Tl) crystal of 480 mm in diameter. This
core is surrounded by 2 optically isolated 40 mm thick cylindrical NaI(Tl) crystals.
These cylindric pieces are segmented azimuthally into sixths, resulting in 12 annular
segments. The annular segments are used for cosmic ray vetoing and selection of
golden core cosmic events for gain monitoring purposes (see section 3.1.4 for more
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details). The scintillation light from the core crystal is collected by 19 PMTs, and
a total of 36 PMTs are employed to collect light from the segments of the annular
crystals. All the elements of the detector are shielded by 100 mm of lead to prevent the
interference from room background. The front lead shielding has a metal collimator
with 200 mm inner diameter and 105 mm thickness which forms an aperture for the
detector. The top, back and front sides of the detector are covered with six 6 mm thick
plastic scintillators which are used to veto charged particles entering the collimator
aperture or passing through the lead shield into the core. The photos of the DIANA
detector with and without its lead shielding house, the layout of the PMTs and side
view of the detector elements are shown in figure 2.8.
Figure 2.8: The photo of DIANA detector with (top right) and without (to left) lead
shielding. The PMT schematics (bottom left) of detector’s rear and front end. The
side view of the detector elements (bottom right). [13].
35
2.2.4 Pb-glass detector
Daily tagging efficiency measurements were accomplished using the Pb-glass detector
shown in figure 2.9. The detector has approximate dimensions of 26 cm x 23 cm x 24
cm and it was mounted on a hydraulic lift which made bringing the detector to the
exact beam line level and taking it down out of the beam line easy. The casing of the
detector is made of 1 cm thick Al on the sides and 1.5 cm Al on the front and back
[52]. The detector has 100% detection efficiency for photons of 80-120 MeV energy
range, but very poor energy resolution compared to the NaI detectors.
Figure 2.9: The photo of Pb-glass detector mounted on the hydraulic lift [13].
2.3 Targets
In this experiment Compton scattering data were collected from three types of targets
(carbon, kapton and liquid deuterium) and the following sections will present details
of each target and its purpose.
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2.3.1 Carbon
The carbon target (52.4 mm x 99 mm x 116 mm of graphite block, with density
of 1.89 g/cm3) was used to collect Compton scattering data in the first few days of
the each run period. The carbon scattering data collection has two purposes. The
first is to prepare and tune the experimental setup, detectors and data acquisition
system (DAQ), for the most important part of the experiment - Compton scattering
data collection from the deuterium. The carbon cross section is more than an order of
magnitude larger than deuterium and the next purpose of collecting carbon scattering
data was to use this advantage to fine tune the analysis process in order to extract
absolute cross sections for the deuterium data.
2.3.2 Kapton
The windows of the target cell for the liquid deuterium are made of ∼ 100 µm thick
kapton (C22H10N2O5, with density of 1.42 g/cm3) material. The background contribu-
tion to the final net elastic yields due to the cell material was estimated by analyzing
∼7-8 hours of Compton scattering data collected from sample kapton target, which
consisted of 200 kapton sheets with 80 µm thickness. This sample target was placed
at the exact position of the deuterium cell and centered on the beam path. This data
was usually collected in between carbon scattering runs or on the day before moving
deuterium target into the scattering position.
2.3.3 Liquid deuterium
Most of the run period was dedicated to Compton scattering from the liquid deuterium
(LD2) target, and here we will discuss the specifications of the LD2 cryogenic target
used for this experiment. The schematic diagram of the LD2 target is shown in figure
2.10, and a simulation picture of the target cell with its stainless steel housing can
be seen in figure 2.11. The target cell’s cylindrical part (150 mm long and 68 mm in
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diameter) is made of 120 µm thick kapton material and its pressed spherical end caps
(curvature diameter of 62.8 mm which brings total length of the target cell close to 170
mm) have thickness of ∼100 µm (∼ 80 µm near the center). The cell is housed inside
the target chamber made of 2 mm stainless steel which has only 1 mm thickness
in the scattering plane. The chamber has entrance and exit openings (with inner
diameters of 80 mm and 130 mm respectively) that are centered at beam height such
that photons will pass through the centers of the target chamber openings. These
openings are sealed with thin Hostaphan (C10H8O4) film (∼120 µm) which will have
very minimal interaction with incoming and outgoing photons. The cooling machine
placed on the top of this chamber, always running at full power, has an ultimate low
temperature of around 6 K [57]. Any adjustments of the temperature are performed
through the heat exchanger attached to the cooling head. The deuterium gas is
liquefied as it comes into contact with the heat exchanger then drips down into the
target cell. The filling of the target cell takes about 24 hours. The liquid nitrogen
shield inside the chamber, which reduces the heat radiated onto the interior parts
of the target, is constantly re-supplied by refilling the nitrogen tanks daily in order
keep the shield at its maximum. The copper plate shields the target cell from the
sides and below, and it is in thermal contact with the nitrogen shield as shown in the
schematic diagram below.
This particular LD2 target was used in the previous MAX-lab experiments [16]
[52], and went through some modifications. The improvements in the cooling (11
K to 6 K), construction of the new thicker kapton cell (prevented diffusion of water
molecules) and shield of nitrogen gas which was made against the vacuum window to
eliminate the water vapor [58] contributed to the elimination of problems such as ice
forming on the end caps (reported in the previous experiments), and improvements
in liquid pressure stability. The target cell was monitored daily for any signs of gas
bubbling in the liquid. There is a complete log of LD2 target cell temperature and
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Figure 2.10: Schematic diagram of the liquid deuterium target [16].
pressure by operators of the beam throughout the runs (see pressure reading plots
3.32 and 3.33). The density of LD2 target is varying with the temperature, but there
are no diode sensors on the cell itself, only on the heat exchanger where the gas is
liquefied. There we have to measure temperature on the outside of the cooling head
where also the coil is used to balance the temperature of the mounted heat exchanger.
So, this temperature reading is not a good value to use for estimation of the deuterium
density. The most relevant parameter is the gas pressure, measured outside the target
chamber, on the warm side of the gas/liquid system. This pressure will change if there
is more or less liquid boiling of from the target, but is of course also dependent on
the room temperature and under normal pressure, we run at slightly above the room
pressure. This parameter is also logged for each 30 minutes or so during the run.
There is only around 5 K difference between liquid and solid deuterium, so the range
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of temperatures is limited. However, the target showed no sign of gas bubbling in
the liquid on both run periods (2009 and 2010) [59], which would be fairly large
correction to the deuterium density.
More details on the pressure readings and calculations of the liquid deuterium density
can be found in section 3.4.
Figure 2.11: Deuterium target cell (kapton) and housing (stainless steel) from
GEANT4 simulation. The windows of the target cell material are close to 100 µm in
thickness.
2.4 Data acquisition system
2.4.1 Data collection - modes of operation
Both run periods employed five different modes of data collection, namely: tagging
efficiency, in-beam, scattering, source and beam-off modes.
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The Tagging efficiency In this mode the Pb-glass detector was placed directly
in the beam line and low intensity beam was used to determine the ratio that corre-
sponds to the number of photons arriving to the target area (after they pass through
collimator opening of 19 mm) to the number of post-bremsstrahlung electrons that
register a hit for each FP channel. This ratio is very crucial for the calculation of the
differential cross sections. The figure 2.12 depicts schematics of this simple photon
tagging process. The photon detected in the Pb-glass detector starts the TDC clock
and its parent post-bremsstrahlung electron detected in FP detector stops the TDC
clock if it arrives within the coincidence resolving time established between these de-
tectors. The data was collected daily in this mode and analyzed to determine tagging
efficiency of the beam and monitor its stability. The results of the data obtained in
this mode will be discussed in section 3.2.
Figure 2.12: Photon detector in-beam position for calibration or tagging efficiency
run.
The In-beam mode was used to obtain NaI detector energy (see section 3.1.3) and
TDC (see section 3.1.2) calibrations. This mode was employed in the first few days of
41
the run period and each photon detector was placed in turn directly in the beam line.
The incoming photon beam intensity was lowered to ∼ 1 kHz level to avoid signal
processing overload and damage to the detector and electronics due to high rates that
are used in the scattering mode. This setup is similar to the tagging efficiency mode
discussed above and figure 2.12 represents the exact schematics of this mode where
photons are collected in coincidence with FP electrons. This allowed us to determine
detector energy and FP calibrations using tagged photons, and to establish timing
between each FP channel and photon detector. The analysis of the data collected
from this run mode is discussed in section 3.1.
The Scattering mode is used for actual production run, and full beam (∼ 1 MHz
per FP channel) is directed to the selected target (12C or LD2) that is placed at
the designated target location. The photon detectors were also moved to selected
positions/angles to collect the scattering data and they spent rest of the running
period in this scattering position (except in the 2009 12C scattering run where DIANA
and CATS swapped their positions/angles for a short period of time). The figure 2.13
demonstrates the setup for the scattering run where a scattered photon detected in
any of the photon detectors can start the TDC clock and corresponding electron stops
the TDC clock. This constant timing relationship between tagged photon and FP
electron forms a “true” coincidence peak in the TDC spectra. See section 3 for more
details.
The Source mode used to collect spectral data from the BUNI detector’s annular
NaI segments using the 228Th source. The collected spectral data were used to cali-
brate the annular NaI segment ADCs and monitor any gain drifts for segment PMTs
using locations of the pedestal and 2.614 MeV peaks in the spectra (see figure 3.10).
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Figure 2.13: Photon detectors in scattering position to detect photons that are inter-
acting with target. Not to scale.
The Beam-off mode was used to collect cosmic background data with beam off
at least once when the photon detectors were at their in-beam position, and then
whenever there was a break during the scattering running (e.g. loss of beam for
extended period of time, after the certain run periods, or whenever detectors were
not in use for other purposes). The cosmic background data collected in this mode
helped to establish the means to track the gain drifts in the photon detectors. More
details about the process of tracking gains is discussed in section 3.1.4.
2.4.2 Data collection - electronics setup
The DAQ The digital signals from the electronics modules were saved into com-
puter hard drive with the help of the SBS-616 PCI-VME bus adapter based data
acquisition (DAQ) system [60]. This system is made of VME card (which acts as a
bus master) and PCI card (located in a PC running Linux OS) that are connected by
an 8 m cable. The DAQ software used in this experiment is based on the ROOT [61]
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package from CERN. The schematic diagram of DAQ hardware is shown in figure
2.14. The digital signals from the experiment electronics passed through the CA-
MAC crate to VME via crate controller and then VME handled all the aspects of the
online analysis process and saving the experimental data. In this experiment both
single-hit and multi-hit TDCs were employed to record time difference information
for the photon detector starts and FP trigger stops. This was advantageous in several
ways as it allowed us to compare results from two different TDCs immediately which
in turn helped with troubleshooting of any inconsistencies in the DAQ system in the
early stages of the setup. Also, having two sets of data is helpful in determining
stolens corrections (see section 3.5 for more details) for the single-hit TDC data by
comparing ratios of the net elastic yields between single-hit and multi-hit TDC data
[62]. There are several ADC and scaler modules (by LeCroy and CAEN) housed in
the CAMAC crate. The ADCs were used to obtain energy deposition information,
and scalers for recording the number of events for each detector.
The electronics setup The scattering data from each detector were recorded with
the help of ADCs and TDCs on an event-by-event basis. The figure 2.15 shows
the schematic diagram of the electronics setup and the two cases when the trigger
is generated to record the events [52]. All ADC and TDC data are read out by
computer once the DAQ latch is set by either case A or B trigger. In the case A,
DAQ readout will be triggered by the scattering event detected in any of the NaI
detectors. The signal from this event goes through pulse height analysis via leading-
edge-discriminator (LED) and output is given when input pulse exceeds a hardware
threshold. The hardware thresholds are set for the NaI detector’s core as most of
the trigger signals are generated by the core PMTs. This type of triggering is used
in both in-beam and scattering modes. In the case B, DAQ is triggered by a post-
bremsstrahlung electron that registered as a hit in any one of the FP channels. This
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Figure 2.14: The schematic diagram of the data acquisitions system (DAQ). The
CAMAC crate communicates with VME module through crate branch driver and
VME handles the transfer of this data to the PC via VME-PCI bus driver. Then PC
handles the process of displaying and recording all the incoming data.
type of triggering process was used during the calibration period as it allowed us to
cross check the setup by comparing the data collected with the two types of triggers.
Also, using FP events as a trigger requires use of pre-scaler, which reduces the number
of FP trigger events by a selected pre-scale factor, in order to reduce the load on DAQ
electronics from high FP electron rates.
Copyright© Khayrullo Shoniyozov, 2016.
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Figure 2.15: The schematic drawing of the trigger and electronics setup for this
experiment. The DAQ is triggered by scattered events detected in the NaI for the
case A and FP electrons sets the latch for the case B triggering process. In both cases
signal will be processed by discriminator before it can set the latch. All NaI and FP
channel signals will be sent to the scalers and TDCs (ADCs) once the trigger sets the
latch and DAQ reads out all scalers, ADCs and TDCs.
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Chapter 3
EXPERIMENTAL DATA AND ANALYSIS
This chapter will detail analysis of the carbon and deuterium elastic Compton scat-
tering data from November, 2009 and October, 2010. Those two run periods yielded
265 hours of data for deuterium, and 20 hours of data for carbon in 2009. This 20
hours is the full production data time for 60° (BUNI), 150° (CATS/DIANA), and 90°
(DIANA/CATS). DIANA and CATS were each employed at two angles during the
2009 carbon run period. So, angles 60° and 150° have only about 10 hours of carbon
data, which was not sufficient to obtain cross sections with good accuracy due to a
high background to signal ratio. In 2010, the amount of collected data was close to
181 hours for the deuterium, and 125 hours for carbon.
All the collected data hours listed above are production data hours and do not account
for run hours spent for tuning, testing, or data collected during bad beam conditions.
Table 3.1 also gives information on the detector distances from the target, and scat-
tering angles.
2009 2010
Detector/Target Carbon Deuterium Carbon Deuterium
BUNI 60°(416) 60°(416) 120°(418) 120°(418)
CATS 150°(789)/90°(362) 90°(362) 60°(342) 60°(342)
DIANA 90°(706)/150°(914) 150°(914) 150°(913) 150°(913)
Table 3.1: Scattering angles and detector positions (respective distances from target
center to the front of the detector collimator [in mm]) for 2009 and 2010 runs.
The following equation is used to calculate elastic Compton scattering cross sec-
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tions for carbon and deuterium targets.
dσ
dΩ
=
Yγ
εtagΩe f fYe t
frate (3.1)
where
Ωe f f = fin foutΩcut t =
lρNA
m
εtag Average tagging efficiency for each FP region,
Ωcut NaI detector effective solid angle, determined by GEANT4 simulation for the
chosen FP region and energy cuts,
frate Product of all rate-dependent corrections, e.g. stolens, ghost and adjacent dou-
bles,
Yγ and Ye Tagged photon and electron yields for a chosen FP region, respectively,
fin and fout Fraction of surviving photons going into and out of the target, obtained from
simulation,
t, l, ρ and m Target thickness, length, density and molar mass, respectively.
The following sections will detail the steps taken to determine each of the above
listed quantities, both for carbon and deuterium data.
3.1 Photon yield analysis
To determine the correct elastically scattered photon yields it was important to per-
form the following steps with the collected data.
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3.1.1 Data reduction
The first step in the analysis of determining net scattered photon yields was to sort
most of the 200 GBytes of collected data into relevant Compton events for each
detector. This was accomplished by implementing filters (cuts) in our“offline”version
of ROOT [61], based DAQ code. That helped us to create new files that contained
Compton events without a large percentage of cosmic rays, charged particles and
scattered photons with the energies outside of our tagged photon energy region of
80-120 MeV.
Cosmic-ray events were identified and removed by applying “cuts” on the ADC
spectra of the annular segments of the NaI detectors above an energy threshold. It
was observed that near 100 MeV (see figure 3.1) the Compton events deposit most
of their energy (96% or more, on average, in the case of CATS and BUNI, 98% or
more for DIANA as it has much larger NaI core) in the core segment of the NaI. The
cosmic-ray energy loss is in proportion to the length they traverse in the medium
(∼8.1MeVcm for NaI), thus leaving much more energy in the annular segments of the
detectors when compared to the Compton events. The ADC cuts on the annular
segments (for DIANA) and veto plastics (for BUNI and CATS) spectra eliminated
95% or more of the cosmic rays, as shown in figure 3.2. The remaining cosmic rays
were systematically reduced to 1% or less in the final spectra by implementing series
of other conditions in our analysis process (e.g. TDC cuts, TOF conditions, ME cuts,
standard cosmics spectra subtraction from final missing energy spectra, and so on).
3.1.2 Time calibrations
The data collected from in− beam runs were used to obtain timing between each
focal plane and NaI detectors. Also, the same in−beam data were used to get energy
calibrations for NaI detectors. We have to determine respective true peak positions
for each of the 64 FP TDC spectra in order to align them all for ToF analysis of the FP
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Figure 3.1: Simulated energy spectra for the DIANA detector’s NaI annular segment
(upper figure) and core (lower figure), GEANT4 [17]. Spectra from annular segment
shows that there are very few events that deposit any significant energy in the annular
segment compared to core. Thus cosmics cut above 40 MeV eliminates most of the
cosmic events and has no effect on the Compton yields (deuterium, DIANA 2010).
TDC data. We can correct photon flight path for scattering runs once positions of the
in-beam FP TDC peaks are identified. We refer to this process as identifying “TDC
offsets”. So, the FP TDC offsets were obtained by plotting raw multi-hit (for 2010
data) and single-hit (for 2009 data) TDC data for each FP channel and determining
the peak positions using a Gaussian function fitting routine.
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Figure 3.2: Energy spectra of NaI Core before (upper figure) and after (lower figure)
cosmics cut is applied (deuterium, DIANA 2010).
The peak positions were converted from channels to nanoseconds (see figure 3.3)
using predetermined [52] multi-hit and single-hit TDC [
ns
ch
] calibration values (see
figure 3.4). These calibrated TDC offsets and NaI detector core TDC times were
subtracted from the FP time to form ToF spectra for the scattered photons. Then
8-10 ns time cut around the prompt peak of this ToF spectra was used to form
missing energy spectra. More details on the discussion of time and energy cuts will
be presented in section 3.1.5.
3.1.3 FP and NaI energy calibrations
Each NaI detector’s energy calibration was done separately and slightly different
approaches were taken to obtain final calibration values. BUNI annular segments
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Figure 3.3: Sample FP TDC spectra before (left) and after (right) calibrations.
were calibrated using 228Th source and then combined with core energy spectra to
achieve a 2% or better energy resolution for the detector. It was sufficient to calibrate
DIANA’s NaI core alone to achieve 1.6% energy resolution.
3.1.3.1 DIANA PMT calibrations
The energy calibration for each of the 19 core PMTs of the DIANA detector was
obtained using it’s core ADC spectra from in-beam runs without cosmics contribu-
tion. We used the locations of the pedestal centroid and bremsstrahlung endpoint
for initial beam energy of the electrons, 164.7 MeV. This simple calibration method
suits DIANA because it has a large NaI core. Its NaI core contains most of the in-
coming radiation above 98.6% for tagged photon energies in question (see figure A.3).
That made it ideal for a bremsstrahlung endpoint analysis. The endpoint channel of
the bremsstrahlung was identified manually for each of the 19 PMTs. To pinpoint
the exact endpoint it was necessary to study electron bremsstrahlung behavior [63]
and create a simulation which resembles the endpoint spectra. The location of the
endpoint of the bremsstrahlung spectra (see figure 3.5) could be identified within 4-5
ADC channels accuracy which translates to less than 1% uncertainty for the [keV/ch]
calibration values of PMTs. Say, ADCie.p and ADC
i
ped are positions of the endpoint
and pedestal channels for the core PMTs respectively, where, i stands for the PMT
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Figure 3.4: Single-hit (upper two figures, for 2009 data) and multi-hit (lower two
figures, for 2010 data) TDC offsets and calibration values.
number. Then one can use the following relationship to get [keV/ch] calibration
constants for PMTs:
E ie.p = αi +βi ∗ (ADCie.p) (3.2)
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E iped = αi +βi ∗ (ADCiped) (3.3)
where, photon energies E iped and E
i
e.p are equal to 0 and 164.7 MeV for pedestal and
endpoint channels for each of the core PMTs respectively. Then,
βi =
164.7MeV
ADCie.p−ADCiped
(3.4)
We also obtained αi values for all 19 PMTs for FP calibration purposes after deter-
mining βi values. Then, core ADC spectra of 19 PMTs were averaged using their
corresponding [keV/ch] values to form the core total energy spectra. In the following
sections the core energy spectra will be used to form missing energy spectra for elastic
yield analysis. The final energy calibration constants (βi) for DIANA NaI detector’s
core ADCs can be found in Table A.2.
Figure 3.5: Example of DIANA core ADC spectra in channels (left) and in MeV
(right) from in-beam run. Energy calibrated spectra showing bremsstrahlung end-
point near 165 MeV. There is no clear edge, as endpoint energy gets smeared due to
random nature of the radiation created by beam electrons.
3.1.3.2 Focal Plane calibrations
The FP calibrations were determined independently using the DIANA core ADC
spectra. DIANA core ADC spectra for each of the 19 PMTs, triggered by individual
tagger channels, were plotted for the in-beam run. See sample 1D histograms in figure
3.6, and 2D histogram in the left plot of figure 3.7.
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Figure 3.6: Sample 1D plots of DIANA ADC core spectra (for tagger channel 57 for
PMT #1 on the left, and tagger channel 36 for PMT #19 on the right). There are
64 1D plots for each of the 19 core PMTs. Determining centroid positions of these
spectra was vital in obtaining FP calibration constants.
In this process we generated 64 ADC core spectra histograms for the corresponding
tagger channels for each of the 19 PMTs. Then, ADC pedestals were subtracted from
the peak centroids. This method allowed us to relate ADC channel centroid positions
for each PMT for a given tagger channel in the following form:
ADCi(t) = Ai +Bi ∗ t +Ci ∗ t2 (3.5)
where, i stands for PMT number, t represents “tagger channel”, and quadratic energy
dependence of the FP channels assumed. Knowing above relation we can calculate
tagged photon energies using the following form:
E itag(t) = αi +βi ∗ADCi(t) = αi +βi ∗ (Ai +Bi ∗ t +Ci ∗ t2) (3.6)
The set of 19 equations relates each PMT’s calibration constants to the given FP
channel. Above method gives us slightly different tagged photon energy values for
different PMTs for a given tagger channel. The simultaneous fit using obtained
calibration constants and ADC spectra peak positions will be required to obtain one
common tagged photon energy scale for a given tagger channel in the following form:
Etag(t) = a∗ (1+b∗ t + c∗ t2) (3.7)
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The second routine of FP calibration follows similar approach to the first routine,
but involves different modeling of fit functions and parameters as we want to fit 2D
histograms in ROOT [61]. The 2D histogram (see left plot of figure 3.7) is basically
compact form of the set of 1D histograms. They can be treated as series of Gaussian-
distributed spectra for each tagger channel (t). The centroids (y) are displaced linearly
(r1 = a1 + a2 ∗ t) by the increase of tagger channel and the mean shares quadratic
dependence with the tagger channel (r2 = a3 + a4 ∗ t + a5 ∗ t2). Then, a useful fit
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Figure 3.7: 2D plot of DIANA NaI core ADC spectra vs tagger channels for PMT
#19 (left figure). There is one 2D plot for each of the 19 PMTs. These 2D plots were
fitted using Minuit to obtain FP calibration constants (right figure)
function can be written in this form:
f = r1 ∗ e
−
r23
2 , where r3 =
y− r2
a0
(3.8)
All 19 2D histograms were fitted (see right plot in figure 3.7) using the MIGRAD
minimization package of Minuit in ROOT. The resulting tagger calibration constants
were found to be in good agreement with those of the first routine. The results of
tagger calibration constants based on the first routine of FP calibrations for the 2009
and 2010 run periods are:
Etag(t) = 117.1∗ (1−0.004318∗ t−0.00001194∗ t2)[MeV ] f or 2009 (3.9)
Etag(t) = 116.23∗ (1−0.004256∗ t−0.00001184∗ t2)[MeV ] f or 2010 (3.10)
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Figure 3.8, shows a comparison of 2009 tagger calibration values of this work
with Bent Schro¨der’s tagger energy tabulation for two different main tagger magnet
settings.
Figure 3.8: FP calibration values (tagged photon energies for the corresponding FP
channels) for a given tagger channel for this work (red circles) compared to the energy
tabulation provided by Bent Schro¨der for two different main tagger magnet settings
(black and blue points). Calibration constants are in good agreement for the higher
photon energies (lower tagger channels) and there is about 2% difference between
them towards the very end of the lower energies (higher tagger channels). This small
discrepancy is attributed to the different approaches taken in modeling of the tagger
channel energy dependency.
Now we can form missing energy spectra for DIANA’s NaI core using energy
calibration constants for the tagger and NaI core. To form a missing energy spectra
we have to subtract detected average core energy Ecore from tagged photon energies
Etag(t) in event by event basis.
Emissing(t) = Etag(t)−Ecore (3.11)
The missing energy equation 3.11 works for in-beam run events and needs the follow-
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Figure 3.9: In-beam missing energy spectra created using difference between tagged
photon energies and average core energy of the DIANA NaI. The bin sizes are 200
keV/ch. The peak full width at half maximum is close to 8 bins.
ing kinemtic correction for scattering run:
Emissing(t) =
Etag(t)
1+(1− cosθ)∗ Etag(t)
mc2
−Ecore (3.12)
where θ is the scattering angle and m is the mass of the target nucleus. The resulting
missing energy spectrum shows a peak with FWHM of about 1.6 MeV (see figure 3.9)
for in-beam run.
3.1.3.3 BUNI and CATS PMT calibrations
Calibration process for BUNI and CATS were done using FP calibration constants
obtained with DIANA equations 3.9 and 3.10. The NaI core diameter for both detec-
tors, BUNI and CATS, are the same, but CATS NaI core is 76 mm longer. In-beam
simulation shows that each detector core contains in average 96.5% of the photon
energy. This means contributions from annular segments of NaI, when reconstruct-
ing total energy spectra, are very important in achieving best energy resolution for
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these detectors, unlike DIANA. So, we need calibration constants for both core and
annular segments of BUNI (four 114 mm thick NaI segments viewed by 4 PMTs) and
CATS (six 108 mm thick NaI segments viewed by 6 PMTs). Each NaI detector core
is viewed by 7 PMTs.
BUNI’s annular segments were calibrated using a 228Th source. This source was
placed next to the annular segments of BUNI and spectral data triggered by any of
the four segments of the detector were collected (figure 3.10). The 228Th source, with
a 2614 keV line, was used to calibrate the annular segments of the BUNI detector.
Also, data taken using this source during the production runs were used to monitor
the gain for the BUNI detector’s annular segment PMTs.
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Figure 3.10: Sample spectra taken from two annular segments of BUNI with 228Th
source. The 2614 keV line from this source dominates the spectrum and was used
to obtain energy calibration for annulus PMTs. Also, source runs were done during
beam-off hours for monitoring gain for annular segments of BUNI detector.
The average annular segment energy Eannave was subtracted from tagged photon
energies Etag(t) and resulting energy scale was used to calibrate BUNI and CATS core
PMTs. This is basically the reverse process to that of FP calibration with DIANA
NaI core. First, 64 sets of ADC spectra were obtained for each of the 7 PMTs of
these detectors (as in figure 3.6). Then, centroid channels of these ADC spectra
ADCi(t) combined with corresponding scaled tagged photon energies Etag(t)−Eannave
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were minimized in Minuit to get calibration constants βi in the following form:
f = Etag(t)−Eannave −βi ∗ (ADCi(t)−ADCiped); χ2 = f 2 (3.13)
The in-beam GEANT4 simulations for these detectors show that on average 3
to 3.5 MeV of the total photon energy will escape from core into annular segments.
Simple exercise with above minimization process (equation 3.13) shows that we can
make an energy input to figure out the range of average annulus energies that will
improve the detector energy resolution when calibrating its core PMTs. This process
was used to calibrate core PMTs of both NaI detectors. See tables A.3 for more
details on calibration constants obtained for BUNI and CATS. We used a different
approach to calibrate the CATS annulus PMTs as there were no source runs for this
detector. Instead, calibrated core energy and corresponding tagged photon energies
were used to form annulus ADC spectra vs energy difference that is equivalent to
average annulus energy Etag−Ecore (figure 3.11) .
Figure 3.11: Sample energy calibration spectra taken from one of the CATS annular
segments. The CATS annulus ADC spectra were plotted against the energy difference
between total core energy and tagged photon energies for each of the six annulus
PMTs. The same process was employed as a second check with BUNI detector, and
results showed good agreement with source calibration method used.
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The method of calibration used for CATS was also tested on the BUNI annular
segment calibration, and the results are in good agreement. The total missing energy
spectra for these detectors are now constructed using both core Ecore and annulus
Eann energies to achieve desired energy resolution of FWHM 2% or better, as shown
in the right plot of figure 3.12.
Emissing(t) = Etag(t)−Ecore−Eann (3.14)
hEMissP
Entries  122564
Mean    2.729
RMS     4.232
Missing Energy (MeV)
-10 0 10 20 300
500
1000
1500
2000
2500
3000
3500
4000
4500
ETagGam - ECore, prompt
hETotMissP
Entries  122564
Mean     1.21
RMS     3.489
Missing Energy (MeV)
-15 -10 -5 0 5 10 15 20 25 300
1000
2000
3000
4000
5000
6000
7000
8000
ETagGam - ECore - EAnn, prompt
Figure 3.12: Sample in-beam missing energy peak from BUNI detector before (left)
and after (right) annulus energy included when creating total missing energy for the
detector. The missing energy spectra peak becomes sharper after annulus energy is
included as seen on the right figure. CATS detector displays same behavior in regards
to its missing energy spectra and has very similar missing energy peak as shown in
these plots with FWHM of about 2 MeV.
3.1.4 Gain corrections
This section will detail the process of correcting PMT gain drifts. The importance
of this process in our missing energy analysis was discussed in more detail in pre-
vious Compton scattering works that had similarly long data collection times (see
[52, 28, 18]). PMT gain drifts will occur over time and they need to be tracked in or-
der to combine weeks-long scattering data while maintaining good energy resolution.
There are several methods of correcting gain drifts such as using LED flashers [18],
gamma sources (for the annular sections only, as core NaI pulse height requirement is
more demanding due to applied hardware thresholds [52]) and cosmic-ray background
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which contributes a constant energy distribution in the NaI core. This cosmic energy
distribution pulse height changes if there is any gain drift in the PMTs. Therefore,
identifying the exact position of the cosmic energy peak for each PMT helps us to
track the gain drifts on a run-by-run basis. The beam-off data (cosmics) collected
while NaI detectors were still in the in-beam position was used to establish the base-
line gain for each of the core PMTs. This in-beam run, and the subsequent scattering
runs, were analyzed by selecting events in which the core signal was found to be in
coincidence with pairs of NaI annular segments located on opposite sides of the core.
The resulting gated core energy spectrum showed a sharply peaked response to these
selected cosmic rays (figure 3.13).
hACoreCosmic_15
Entries  14221
Mean     1214
 / ndf 2χ
 515.7 / 421
Prob   0.00107
Amp      
 0.73± 65.12 
Mean      1.5±  1147 
Sigma    
 1.5± 191.9 
SKEW      0.0±   0.3 
800 1000 1200 1400 1600 18000
10
20
30
40
50
60
70
80
ADC Core_15 Cosmic
hACoreCosmic_15
Entries  14221
Mean     1212
 / ndf 2χ
 305.2 / 296
Prob   0.3446
Amp      
 0.81± 67.61 
Mean      3.0±  1152 
Sigma    
 1.9± 179.7 
SKEW      0.0223± 0.2162 
800 1000 1200 1400 1600 18000
10
20
30
40
50
60
70
80
ADC Core_15 Cosmic
Figure 3.13: These spectra were produced by applying coincidence requirements for
the crossing cosmic rays that are depositing most of their energy in the core and some
of it in the opposite annular sections of NaI detector. This particular sample spec-
trum was taken from DIANA (BUNI and CATS have similarly shaped core cosmics
spectra).
The core cosmics energy spectrum (figure 3.13) is not distributed symmetrically
around its peak position, but rather is asymmetric or skewed. Simple Gaussian dis-
tributed function will not yield accurate results for identifying peak centroid and we
need to use a distribution function that has more flexibility. In ROOT, one can use
the programmed Landau function to fit this cosmics spectrum to identify peak cen-
troids for each of the core ADCs with good results, but we found out that Skewed
Gaussian Distribution (SGD) function [64] of the following form works better in this
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case:
f (b,Y,∆x,x0,x) = Y exp{− ln2[ln(1+ 2b(x− x0)∆x )
1
b
]2} (3.15)
where, Y and x0 parameters are defined in the same way as in symmetric Gaussian dis-
tribution, and parameter b is the asymmetry parameter, or skewness. The parameter
∆x shares the following relationship with the half-width:
W = ∆x
sinhb
b
(3.16)
As b approaches to zero, the skewed Gaussian becomes a symmetric Gaussian [65].
The SGD fit of the sample core cosmic spectra with two different range and skewness
demonstrates improvement in goodness of the fit (GOF) χ2 as we go to narrower range
as demonstrated in figure 3.13. Yet, in both fits main parameter, center position of
the peak is identified within 4-5 ADC channel accuracy. There is usually less than
0.5% uncertainty in identifying peak positions. Therefore, similar uncertainties were
assigned to the gain corrections. The bad fits, for some shorter runs that didn’t
have enough statistics, are identified looking at their GOF output and were corrected
independently. The core ADC cosmics spectra peak centroid channels ( ADCcore[i, j]
) determined using SGD function, core ADC pedestal positions ( PEDcore[i, j] ) and
core ADC base gains ( Gi0 ) (see tables A.2 and A.3) for the corresponding PMTs (i)
and run numbers ( j) were used in unison to track PMT gains ( Gi, j ) on a run-by-run
basis. Then new gains, determined for each run using above method, are used to
correct any gain changes.
Gi j = Gi0
(
ADCcore[i,0]−PEDcore[i,0]
ADCcore[i, j]−PEDcore[i, j]
)
(3.17)
A similar equation, with relevant annulus NaI ADC spectra, was employed to deter-
mine gains for annular segments (gi j) for BUNI and CATS. The results of gain drift
corrections can be found in section A.3. Now we can calculate total energy for all
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NaI detectors (DIANA only needs core energy part) for any number of runs in the
following form:
Etot =
l
∑
j=1
(
1
m
m
∑
i=1
Gi j(ADCcore[i, j]−PEDcore)+
n
∑
i=1
gi j(ADCann[i, j]−PEDann[i, j])
)
(3.18)
where l,m,n stands for number of runs, core and annulus ADCs respectively. Now we
have all the components to move to yield extraction process for elastically scattered
photons from the carbon and deuterium targets.
3.1.5 Yield subtractions
We have multi-hit TDC data for carbon and deuterium targets from the 2010 run
for the scattering angles of 60°, 120° and 150° (see table 3.1). For the 2009 runs we
have only single-hit TDC data, since multi-hit TDC reference signal was missing for
scattering angles of 60° and 150° for deuterium data. The deuterium scattering data
for angle 90° (CATS, 2009) suffered inconsistency problems in its TOF spectra, and
spectra from different runs couldn’t be combined for yield analysis as they had several
false prompt peaks. The investigation of the problem was carried out with available
deuterium single-hit TDC data as we couldn’t find any indication of the problem with
the detector in earlier carbon run for the same scattering angle. Several attempts to
fix the problem by matching prompt TOF peak positions in run-by-run basis yielded
no improvement in the missing energy (ME) spectra and no measurable ME peak
was found for this angle after several checks. One of the tests done with ∼ 131 MeV
gamma rate check, for all three detectors for different energy windows, indicated
inconsistency in CATS ADC outputs as they were constantly showing lower rates for
the selected sum regions compared to other two detectors. We expect to see similar
gamma rates for the similar solid angles as gamma rays from pi0 photoproduction are
nearly isotropic. The lower gamma-ray rate to solid angle ratio in CATS detector
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indicates that the issue is related to ADC electronics of the detector (most likely a
faulty cable).
This section will detail methods and processes of extracting elastically scattered
photon yields for both targets. The yield extraction process requires several steps.
First was to create 64 prompt and accidental ME spectra, one for each FP channel,
for all detectors. Only the scattering events that triggered central core PMT TDC
were selected for further analysis and the rest were rejected. Then these scattering
events, with valid TOF signature, were sorted into prompt and delayed missing energy
spectra. The prompt ME spectra were created using an 8-10 ns cut around the
prompt TDC peak, and the delayed ME spectra was created using a cut on the
remaining part of the TDC spectra that is beyond TDC prompt peak (400-730 ns
for DIANA, based on TDC spectra in figure 3.14). These prompt and delayed ME
spectra was subjected to a further filtering process which involved several ADC and
TDC cuts that eliminated most of the contributions from non-beam related events,
e.g. cosmic backgrounds. Then, the ME spectra from production runs were combined
by matching their corresponding ADC gains. The normalization window of MEnorm
= [-18 to -5] on prompt and delayed ME spectra is used to create net ME spectra
(see figure 3.15 for sample carbon ME spectra) in the following form:
Ni = Pi− fi ∗Di N =
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∑
i=0
Ni (3.19)
where fi is a normalization factor proportional to the ratio of the events under MEnorm
window in the prompt and delayed ME spectra for FP channel i. The Pi and Di are
the total number of prompt and delayed events in the ME spectra for FP channel
i. The net ME spectra, N, for each FP region is then created by summing desired
number of individual net ME spectra, Ni, in channel by channel basis. See figures
3.17 and 3.18 for sample net ME spectra, EMissECutN, for the four FP regions.
Then the summing window of MEsum = [-2 to +3] MeV is used (in DIANA) on
the net ME spectra to determine final net elastic photon yields. See example net
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Figure 3.14: TOF spectra from 125 hours of carbon (top) and 181 hours of deuterium
(bottom) scattering runs (DIANA, 2010 multi-hit TDC) with enhanced propmt region
due to [-2 to +3 MeV] energy cut. The peak position for this prompt peak is 371-379
ns. The spectra on the left is before, and on the right is after energy cut applied.
Delayed time cut in the region of 400-700 ns is used on this TOF spectrum when
creating delayed ME spectra.
ME spectra, EMissECutN, in figures 3.15 and 3.16 for carbon and deuterium targets
respectively. The width of the summing window was based on FWHM analysis of
the elastic scattering peak in the final net ME spectra. Narrower sum windows were
used where possible and necessary ME cut efficiencies were calculated using GEANT4
simulations. See section 3.3 for more details.
The final net ME spectra, shown in figures 3.17 and 3.18 for carbon and deu-
terium respectively, were used to determine the final net photon yields by integrating
a 4-5 MeV wide region under the elastic peak. For carbon this was a straightfor-
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Figure 3.15: Sample ME spectra from carbon scattering runs (DIANA, 2010). Top
left histogram is one of the 64 prompt ME spectra created by summing prompt ME
events for FP channel 0 for all carbon scattering runs. The top right spectrum is
combined prompt ME spectra that was created by summing all 64 individual ME
spectra for the entire period of the carbon run. Bottom left spectrum is combined
delayed ME spectrum that was created by summing all 64 individual delayed ME
spectra. The spectrum on the bottom right is the result of summing the net ME
spectra (the difference between each prompt and normalized delayed ME spectrum)
channel-by-channel over the entire FP region.
ward process as signal to noise ratio was high and background near the elastic peak
was comparatively flat after normalization process. Yet, this was not the case with
the deuterium ME spectra as there are more than order of magnitude difference in
respective cross sections of deuterium and carbon for the same energy region. We
had to take extra measures to obtain correct photon yields as deuterium ME spectra
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Figure 3.16: Sample ME spectra from deuterium scattering runs (DIANA, 2010). Top
left histogram is one of the 64 prompt ME spectra created by summing prompt ME
events for FP channel 0 for all deuterium scattering runs. The top right spectrum is
combined prompt ME spectrum that was created by summing all 64 individual ME
spectra for the entire period of the carbon run. Bottom left spectrum is combined
delayed ME spectrum that was created by summing all 64 individual delayed ME
spectra. The spectrum on the bottom right is the result of summing the net ME
spectra ( the difference between each prompt and normalized delayed ME spectra)
channel-by-channel over the entire FP region.
exhibited non-flat background in contrast to the carbon ME spectra’s flat background
around the elastic peak. We found that the net elastic photon yields from carbon
scattering runs suffered only 0.2% contamination from 4.4 MeV carbon inelastic peak
for 150° back angle. On the other hand, 60° and 120° angles exhibited a 1.75 % con-
tribution from the 4.4 MeV carbon inelastic peak for the ME sum window of -2 to
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+4 MeV.
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Figure 3.17: Sample final net ME spectra for four FP regions selected in our photon
yield analysis (DIANA, 2010 carbon). The bin size is 0.2 MeV. Each of the above
four net ME spectra is a result of summing 15 individual net ME spectra channel-
by-channel. These final net spectra were used to determine the photon yield by
integrating 4 to 5 MeV area under the elastic peak.
The fi factors in the yield extraction equation 3.19 was found to be much smaller
than 1. When this factor was squared, during error propagation process, it reduced
contributions from the delayed ME events Di to a level where statistical uncertainty
from the prompt ME events Pi dominated the statistical uncertainties in the yield.
More details on error propagation of the net yields can be found in appendix A.4.
σ2Ni = (
√
Pi)2 + f 2i ∗ (
√
Di)2 ≈ Pi σN =
n
∑
i=0
√
Pi (3.20)
where n is the number of FP channels used for the selected FP regions. (0-14, 15-
30, 31-45 and 46-62 were used for our calculations.) The systematic uncertainties in
the net yield came from several sources such as charged particle veto cuts, delayed
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and prompt TOF cuts, and due to net yield summing window efficiency calculations
performed using GEANT4 simulations. The final net yields obtained for carbon scat-
tering data for 2010 runs and their associated uncertainties are listed in table 3.3. To
obtain deuterium net yields one extra step was required due to non-flat background in
the normalization region of the ME spectra. The deuterium ME spectra were created
following the same steps mentioned in the carbon data analysis, but final summed
ME spectra were used to remove the remaining background before the final yield
integration was performed. To do that, we used ROOT and its minimization pack-
age to create a macro that samples a ME histogram and creates similar histogram
that can be minimized against the polynomial function of choice. The fitting criteria
used by the minimization process excludes the sum region for the elastic peak, and
is restricted to the background region around the elastic peak. So, this minimization
process doesn’t effect the net yield of the elastic peak directly. The correct repre-
sentation of the excess background, in the area under the elastic peak, depends on
the outcome of the user selected minimization function (e.g. linear, quadratic, or
some higher-order polynomials) and its ability to predict this background based on
the sampling of neighboring backgrounds around the elastic ME peak. The goodness
of the fit tests were performed with randomly distributed Gaussian spectra. The test
results indicated that final yield will suffer less than 1% loss when the selected fit
function correctly matches the background. The statistical uncertainty in the net
yield of the deuterium elastic peak was propagated in the following way as it had
one extra background subtraction process compared to the carbon data. Say, the net
yield from the first background subtraction process is Y i1 and the second background
subtraction process results in net yield of Y i2 for the sum region i. Then the excess
background Bi2 is simply equal to the difference of the net yields Y
i
1 and Y
i
2. Then
statistical uncertainty in the final net yield Y i2 for the deuterium is proportional to
70
uncertainties in the yield Y i1 and background B
i
2 in the following way:
σY i2 =
√
(σY i1)2 +(σB
i
2)
2 (3.21)
The systematic uncertainties were also determined by how much they affect the fi-
nal net yield after the excess background is removed. The non-flat nature of the
background region around the ME peak introduces ambiguity in the choice of the
normalization region for our fit function. We have randomly selected 15 “reasonable”
normalization regions for each FP energy region and performed the fit in order to
test the size of the uncertainty due to the selection of fit regions. Then, variances
in the net yields were recorded and one final systematic uncertainty value in the net
yield, by averaging the values of variances obtained for each FP region, was assigned
for each scattering angle. The results for the final net yields and their associated
uncertainties for 2009 and 2010 deuterium data can be found in Tables 3.2, 3.3 and
3.4, and in the summary Tables 3.13 - 3.18.
θlab = 600 θlab = 1500
FP Region(Ch) Eγ(MeV) Y Y stat Y syst Y Y stat Y syst
0-14 113.4 700 125 99 563 61 79
15-30 104.9 902 177 128 590 83 83
31-45 95.8 1076 255 153 746 109 104
46-62 86.0 1246 391 177 824 136 115
Table 3.2: Final elastic net yields and their associated uncertainties for deuterium
target with single-hit TDC data, 2009.
θlab = 600 θlab = 1200 θlab = 1500
Eγ(MeV) Y Y stat Y syst Y Y stat Y syst Y Y stat Y syst
112.9 2784 75 107 4551 145 171 1713 76 64
104.7 3058 99 136 6191 199 207 3099 99 132
96.3 4321 138 135 9081 283 342 4390 139 131
87.3 6471 175 207 11707 343 356 6327 177 159
Table 3.3: Final elastic net yields and their associated uncertainties for carbon target
with multi-hit TDC data, 2010.
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Figure 3.18: Sample final net ME spectra for four FP regions selected in our photon
yield analysis (DIANA, 2010 deuterium). The bin size is 0.2 MeV. Each of the above
four net ME spectra is a result of summing 15-16 individual net ME spectra channel-
by-channel. These final net spectra were used to determine the photon yield by
integrating 4 to 5 MeV area under the elastic peak.
θlab = 600 θlab = 1200 θlab = 1500
Eγ(MeV) Y Y stat Y syst Y Y stat Y syst Y Y stat Y syst
112.9 491 51 48 606 62 58 453 46 39
104.7 626 72 61 872 75 83 414 57 35
96.3 650 102 64 838 98 80 570 77 49
87.3 846 149 83 959 122 91 651 98 55
Table 3.4: Final elastic net yields and their associated uncertainties for deuterium
target with multi-hit TDC data, 2010.
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Figure 3.19: Sample deuterium ME spectra (top four histograms) created for four
selected FP regions using normalization procedure discussed in this section (multi-hit
TDC BUNI, 2010). The net photon yield plot (bottom five plots) resulting from
linear fit to the above deuterium ME spectra. Last plot is cumulative yield for the
entire FP. Binning and other factors played important role in determination of the
elastic yield, so effects of the binning was studied and 0.5 MeV binning for above ME
spectra resulted in more successful fits compared to the 0.2 MeV binning that was
used throughout carbon analysis.
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3.2 Tagging Efficiency
Tagging efficiency runs were performed daily with a Pb-glass spectrometer placed
in the beam. The tagging efficiency data was collected with low intensity beam in
two modes: beam-ON and beam-OFF. The beam-ON data is used to determine the
FP electron and tagged photon rates. The beam-OFF data was used to estimate
the contribution of the background related to the electron rate in the FP channel.
The tagged photon background, based on the Pb-glass ADC spectra from beam-off
tagging efficiency run, was negligibly small and the only significant background was
related to the FP electron rate. The background electron rate during the normal run,
with full intensity beam, is negligibly small compared to the electron rate from beam
in each FP channel [52]. Also, no significant deviation in the tagging efficiency was
found when tested with beam intensities ranging 0.001% to 1% of full beam intensity
[66]. It is important to accurately determine the number of tagged photons incident
on the target and their relationship with the recorded bremsstrahlung electrons in
the FP channel. The number of tagged photons, Niγ, corresponding to the FP channel
i was determined by integrating Pb-glass ADC spectra above the pedestal channel.
This data was obtained using a beam-ON tagging efficiency run where the Pb-glass
detector was in coincidence with the FP trigger. Also, the electron rate in each FP
channel, Nie− , is determined from this run using spectra from FP scalers, as shown in
figure 3.20. The electron rate background, Nie−,B, in FP channel i is determined from
the beam-OFF tagging efficiency run using spectra from FP scalers as shown in the
middle spectrum of figure 3.20. Now we can determine background-corrected tagging
efficiency in the following way:
εtag corr,i =
Niγ
Nie−− r ∗Nie−,B
(3.22)
where r is the ratio of the beam-ON and beam-OFF livetimes which normalizes elec-
tron rates for these two modes of runs when determining background-corrected tag-
74
ging efficiency values. The background-corrected and uncorrected tagging efficiencies
with their corresponding statistical and systematic uncertainties are listed in Tables
3.5, 3.6 and 3.7 for the 2009 deuterium, and 2010 carbon and deuterium runs, respec-
tively. The listed systematic uncertainties are based on the variance in the combined
tagging efficiencies from several runs. The tagging efficiencies were time-averaged
when combined for the entire run period. The plots shown in figures 3.21, 3.22 and
3.23 are tagging efficiencies for the individual FP channels, with red data points
indicating corrected tagging efficiency values.
FP Region(Ch) Eγ(MeV) εtag corr εstat corr εsyst corr εtag unc εstat unc εsyst unc
0-14 113.4 0.549 1.48e-04 1.11e-02 0.531 1.35e-04 1.27e-02
15-30 104.9 0.552 1.28e-04 1.09e-02 0.537 1.16e-04 1.23e-02
31-45 95.8 0.551 1.09e-04 1.16e-02 0.538 1.00e-04 1.23e-02
46-62 86.0 0.548 1.00e-04 1.16e-02 0.537 9.30e-05 1.26e-02
Table 3.5: Tagging efficiencies for selected energy bins of 2009 deuterium data.
FP Region(Ch) Eγ(MeV) εtag corr εstat corr εsyst corr εtag unc εstat unc εsyst unc
0-14 112.9 0.498 1.01e-04 7.28e-03 0.485 9.27e-05 1.05e-02
15-30 104.7 0.500 9.10e-05 7.92e-03 0.491 8.51e-05 1.03e-02
31-45 96.3 0.500 8.13e-05 7.80e-03 0.492 7.62e-05 1.02e-02
46-62 87.3 0.498 7.02e-05 8.49e-03 0.490 6.61e-05 1.01e-02
Table 3.6: Tagging efficiencies for selected energy bins of 2010 carbon data.
FP Region(Ch) Eγ(MeV) εtag corr εstat corr εsyst corr εtag unc εstat unc εsyst unc
0-14 112.9 0.495 6.96e-05 3.45e-03 0.482 6.43e-05 4.52e-03
15-30 104.7 0.497 6.24e-05 3.84e-03 0.487 5.85e-05 4.08e-03
31-45 96.3 0.498 5.91e-05 2.28e-03 0.489 5.58e-05 2.82e-03
46-62 87.3 0.495 5.02e-05 2.21e-03 0.487 4.75e-05 2.52e-03
Table 3.7: Tagging efficiencies for selected energy bins of 2010 deuterium data.
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Figure 3.20: Sample spectra from the Pb-glass spectrometer while it was placed in
beamline to collect tagging efficiency data. The beam-on ADC corresponding to
the first FP channel (top), beam-on FP scalers (middle), and beam-off FP scalers
(bottom) spectra were all we need to calculate the tagging efficiency for the daily
runs. Tagged photons for each FP channel were determined by integrating photon
spectrum above the pedestal in Pb-glass ADC spectra, and the number of electrons
for each FP channel was obtained from the FP scalers.
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Figure 3.21: Plot of corrected (red) and uncorrected (black) tagging efficiency values
with their associated uncertainties for each FP channel (2009 deuterium data)
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Figure 3.22: Plot of corrected (red) and uncorrected (black) tagging efficiency values
with their associated uncertainties for each FP channel (2010 carbon data)
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Figure 3.23: Plot of corrected (red) and uncorrected (black) tagging efficiency values
with their associated uncertainties for each FP channel (2010 deuterium data)
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3.3 Effective solid angle analysis
In this section we will discuss corrections due to the finite geometry of the target,
aperture of the detector, and the selection of summing windows that affects the net
photon yields obtained in the Section 3.1.5. We had to create a simulation to account
for the effects of photon absorption in the target, deuterium target housing, detector
lead shielding, and front veto panels. The GEANT4 simulation toolkit [17] was used
to complete this task.
3.3.1 GEANT4 simulations
All three NaI detector’s effective solid angle times efficiency product, and surviving
fraction of elastically scattered photons, going in and out of the carbon and deuterium
targets, were obtained using GEANT4. The exact dimensions of the detector NaI
pieces and separating materials between them, their lead shields, apertures and target
measurements, target distance, target rotation angle, beam direction and detector
angle with respect to the beam were simulated both for in-beam and scattering modes.
More details on construction of the detector parts and the material definitions are
given in Appendix A.1.
3.3.1.1 In-beam mode simulations
The first step was to obtain “smearing factors”, since the simulation calculates only
the energy deposited in the detector parts and doesn’t account for the scintillation or
light collection effects. It was necessary to match the half width of the experimental
in-beam spectra with the simulated one to obtain smearing factors that were used
to obtain spectral line shapes that match with measured data. To accomplish this
we used a normally-distributed beam of mono-energetic gamma rays with 100 MeV
energy and beam diameter of 2.5 cm to match our real beam conditions. This beam
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Figure 3.24: DIANA in-beam simulation that was used to test detector’s energy
resolution and smearing factors that are used to smear the raw simulation spectra
from scattering run simulations. Green lines on the figure represent photons and
yellow/red colors for charged particles such as electron/positron.
is directed to the center of the detector aperture and resulting energy deposition in
the detector parts are histogrammed for the missing energy analysis (see figures 3.24
and 3.25). Then, the line-shape of the histogrammed missing energy spectra obtained
from the simulation are smeared using a Normal distribution until they match the
experimental missing energy spectra line-shape. This can be seen in figure 3.26.
The resulting smearing factors were used to smear the raw spectra of the scattering
simulations which in turn were employed in determining effective solid angle, detector
efficiencies, and the efficiency calculations for the various peak summing windows.
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Figure 3.25: This is sample GEANT4 simulation showing raw in-beam simulation
spectra (bottom) and Gaussian smeared version of it (top).The gamma rays with 100
MeV energy and beam radius of 1.25 cm were thrown to the detector center at 0° as
shown in figure 3.24.
3.3.1.2 Scattering mode simulations
The scattering mode simulations of detector-target system helped us to determine
our efficiency in using certain summing windows selected for the particular target and
detector combinations. Also, it was a very useful tool for determining the range of
energy cuts one can use on annular sections of the NaI detectors for cosmics analysis.
We also use the simulation to determine the gamma-ray absorption factor fin in
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Figure 3.26: This is sample ME peak comparison spectra to show smeared GEANT4
in-beam simulation spectra (blue fill) matching real in-beam data (red fill) for DI-
ANA NaI detector.This comparison was done to obtain smearing factor for each NaI
detector as they have slightly different energy resolutions and kinematic smearing.
the target, and the fout factor which defines the efficiency for the selected summing
window.
3.3.1.3 fout factor simulations
The cylindrical volume source of radius 1.25 cm that shoots gamma rays isotropically
with the exact tagged photon energies, as shown in figure 3.27, was placed inside
the carbon and deuterium targets. A total of Ninitial = 107 events were randomly
thrown into 4pi direction from this source. The outgoing gamma rays Nout , passing
through the target without interacting, were histogrammed, and the ratio of
Nout
Ninitial
was defined as the fout factor in equation 3.1.
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Figure 3.27: Sample gamma ray distribution graph showing range of energies em-
ployed in the scattering mode simulation that matches selected tagged photon ener-
gies used in the experiment (deuterium, DIANA 2010).
3.3.1.4 fin factor simulations
We have separately simulated the ingoing gamma-ray survival fraction by shooting
gamma rays with beam of radius 1.25 cm directly into the target at selected experi-
mental angles with respect to the target normal. The surviving fraction of the gamma
rays, Nin, with the energies that match their initial energy were histogrammed. Then,√
Nin
Ninitial
is the quantity that defines the fin factor in equation 3.1. The value of this
factor was determined to be 0.988 for deuterium target and 0.922 for carbon target
for the 2010 run.
3.3.2 Solid angle
We also determined each detector’s solid angle using the same simulation method
employed in the fout factor simulation. In this case the outgoing gamma rays passing
through the detector opening and depositing at least 98% of their initial energy in the
detector NaI core (plus annulus, for the CATS and BUNI) were histogrammed. The
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Figure 3.28: The carbon fout factor simulation.This figure shows DIANA detector (on
the left), carbon target (on the right) and isotropic beam of gamma rays emanating
from cylindrical volume source of diameter 2.5 cm which is implanted inside the
carbon target to simulate the outgoing photons that are elastically scattered.
photons that interacted with the target or front veto plastic were neglected. Events
meeting the minimum energy deposition requirements, Nidetected, were histogrammed
for the selected FP energy regions, i, in correspondence with their initial energies.
The following ratio was defined as the solid angle for the selected summing window:
Ωicut = 4pi∗
Nidetected
Niinitial
(3.23)
3.3.3 Effective solid angle and ME cut efficiency calculations
For the selected ME summing windows the product of solid angle and the two gamma
factors fin and fout gives the effective solid angle Ωe f f used in equation 3.1. This
effective solid angle accounts for all efficiency corrections related to the solid angle,
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detector resolution, photon absorption, and target geometry effects.
The statistical uncertainties in effective solid angle were determined by analyzing the
number of valid events for each selected missing energy cut window, and systematic
errors came from testing the variations in the yields when the summing windows were
increased by 0.5 MeV to account for possible misidentification of the true summing
region. Tables 3.8, 3.9 and 3.10 show effective solid angles and their associated
uncertainties for the 2009 and 2010 scattering data.
BUNI 2010 CATS 2010
Eγ(MeV) Ωe f f Ωe f f stat Ωe f f sys Ωe f f Ωe f f stat Ωe f f sys
112.9 35.75 0.48 1.50 27.35 0.42 1.09
104.7 36.18 0.47 1.49 28.10 0.42 1.20
96.3 36.75 0.47 1.43 28.04 0.41 1.08
87.3 36.67 0.47 1.35 28.95 0.41 1.23
Table 3.8: Effective solid angles and their associated uncertainties (all in msr) for the
selected energy regions. BUNI (120°) and CATS (60°) 2010 LD2 data.
BUNI 2009 DIANA 2009 and 2010
Eγ(MeV) Ωe f f Ωe f f stat Ωe f f sys Ωe f f Ωe f f stat Ωe f f sys
113.4 40.97 0.70 1.67 16.20/16.24 0.31/0.33 0.58/0.58
104.9 41.19 0.66 1.42 16.21/16.43 0.29/0.32 0.62/0.63
95.8 41.73 0.68 1.29 17.10/16.98 0.31/0.32 0.53/054
86.0 43.00 0.66 1.53 17.43/17.40 0.30/0.32 0.69/0.69
Table 3.9: Effective solid angles and their associated uncertainties (all in msr) for the
selected energy regions. BUNI (60°) 2009 and DIANA (150°) 2009/2010 LD2 data.
3.3.3.1 Simulations of inelastic contributions
The 4.4 MeV carbon inelastic contribution to the net elastic carbon yields were sim-
ulated using 100 MeV and 95.6 MeV mono-energetic beams in the scattering mode.
The cone of the beam was directed to the lead aperture of the detector such that
it illuminated the back of the aperture without interacting with it. The ratio of the
generated events for this simulation was based on measured in-elastic cross sections in
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BUNI 2010 CATS 2010
Eγ(MeV) Ωe f f Ωe f f stat Ωe f f sys Ωe f f Ωe f f stat Ωe f f sys
112.9 29.39 0.37 0.80 26.18 0.35 0.84
104.7 30.13 0.37 0.76 26.61 0.35 0.60
96.3 31.43 0.37 0.74 27.25 0.35 0.51
87.3 31.99 0.39 0.66 28.12 0.36 0.59
DIANA 2010
Eγ(MeV) Ωe f f Ωe f f stat Ωe f f sys
112.9 14.17 0.26 0.36
104.7 14.69 0.26 0.32
96.3 15.21 0.26 0.29
87.3 16.56 0.28 0.31
Table 3.10: Effective solid angles and their associated uncertainties (all in msr) for
the selected energy regions. BUNI (120°) and CATS (60°) 2010 12C data.
reference [67]. The Gaussian-smeared missing energy spectra from those two beams
were histogrammed together and analysed for yield contributions for different angles
and summing windows. Then the same summing windows that were used for the net
carbon elastic yield extraction process (-2 MeV to +3 MeV for 150° and -2 MeV to
+3 MeV for 60° and 120°, were used to obtain final estimates for the inelastic contri-
butions. Changing the width of the summing windows made the main difference, as
the smaller 5 MeV window for the back angle showed only 0.2% contamination from
the elastic peak compared to the 1.75% contamination observed for 6 MeV window
for the other two angles.
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Figure 3.29: DIANA detector, beam direction with respect to the detector and carbon
target positioning (top figure) and close up view of the carbon target (bottom figure)
from fin factor simulation. Beam diameter is 2.5 cm and carbon target is 5.24 cm
thick.
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Figure 3.30: Deuterium target (upper left figure) with thin cylindrical metal housing
(beam direction is from smaller opening to towards the larger one).BUNI (upper right
figure), CATS (lower left figure) and DIANA (lower right figure) detectors with LD2
target oriented as in 2009 deuterium run setup.
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Figure 3.31: Sample simulation graph of inelastic peak contribution to the missing
energy peak for 150°. Based on measured inelastic cross sections [18] the ratio of 7.4%
between elastic (100 MeV) and inelastic (95.6 MeV) events were used to form this
spectrum. For this particular spectrum, the summing window of -2 to +3 MeV was
used to estimate the contamination in the elastic peak.
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3.4 Deuterium target density analysis
The target temperature and pressure were recorded by machine operators every 30
minutes or so every day. The pressure of the deuterium gas in the 170±2 mm long
target cell, which is at equilibrium with its liquid, was read out with a pressure gauge,
WIKA type A-10. Voltage readings of this gauge are between 0 and 10 V for a pressure
from vacuum to 1.6 Bar [57] with an uncertainty of 0.5% and non-linearity of 0.25%
[68]. These pressure readings were used to determine the density of the deuterium
target. The weighted mean pressure, P¯, for the entire run period was determined on a
run-by-run basis using corresponding pressure readings, pi, and sum of all FP scalers
Ni for each run i as shown in reference [16].
P¯ =
∑ni=0 piNi
∑ni=0Ni
(3.24)
The target density was determined using the mean pressure of the target cell for
the entire run using a combination of density-temperature and pressure-temperature
relationships for liquid deuterium presented in reference [69], or from density tables in
reference [70]. The weighed target pressures for 2009 and 2010 runs were determined
to be 0.98848 bar and 1.01248 bar, respectively. These yielded average density values
of 0.1635 g/cm3 for October, 2009 and 0.1625 g/cm3 for November, 2010 runs.
In both cases, the statistical and systematic errors have been determined to be less
than 0.5% (in the case of systematic uncertainties it is 0.5% from WIKA readings and
for statistical uncertainty we have scaler readings for number of electrons recorded
giving less than 0.01% error in most runs). These average density values were used
to determine the target thickness appearing in equation 3.1.
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Figure 3.32: LD2 pressure readings for each run (2009). Discontinuity in numbers
on horizontal axes is due to some run numbers being used for tagging efficiency and
source runs in between production runs.
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Figure 3.33: LD2 pressure readings for each run (2010). Discontinuity in numbers
on horizontal axes is due to some run numbers being used for tagging efficincy and
source runs in between production runs.
3.5 Analysis of rate-dependent corrections
So far, we have analyzed two types of Compton scattering data: multi-hit TDC
data from 2010, and single-hit TDC data from 2009. One last step remaining in
our analysis is related to the effects of the electron rate in the FP channels and the
rate-dependent corrections associated with each data type. There are losses (loss of
photons in the net yield due to TDC limitations) associated with high FP rates used
in scattering runs. This is not an issue for in-beam runs as we run at several orders
of magnitude lower FP rates compared to the scattering runs. The next subsection
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will detail the rate-dependent corrections for the 2009 deuterium data.
3.5.1 Stolen trues
As mentioned in chapter 2, the common FP TDC start is triggered by the scattered
photons detected in any of the three NaI detectors, and the FP TDC stop is initiated
by the correlated post-bremsstrahlung electron that registers a hit in a FP channel
within the coincidence resolving time of the FP detector system of about 50 ns. We
will refer to this time interval as“TDC prompt time”for both MH and SH TDCs. Yet,
as the name indicates, SH TDC has one stop to record the correlated true electron hit
and it will miss that electron if some other uncorrelated electron arrives prior to the
true correlated electron during the TDC prompt time interval. The loss of the true
events due to this process will be referred as “stolen trues”. This is not an issue with
the MH TDC (at least for the electron rates used in this experiment, ≈ 0.6 MHz) as
it can register up to 4 stops, making the probability of the true event’s stop being
stolen very unlikely based on Poisson statistics [71]. This probability depends on the
instantaneous rate of the electrons arriving at the FP channel, and the time interval
between the photon being detected in NaI (TDC start) and the true electron hit in
FP channel (TDC stop) in the following form:
Pn(ti) =
(Riti)n
n!
e−Riti (3.25)
where Ri and ti are the electron instantaneous rate, and TDC prompt time for FP
channel i. Then the probability of observing no electrons in the FP channel i is equal
to:
P0(ti) = e−Riti ≡ 1f istolen
(3.26)
where f istolen is the stolen trues correction for the SH TDC data. As evidenced from
above equations, lowering rates and shortening prompt times will significantly de-
crease the size of the corrections. Efforts were taken to shorten the prompt time
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interval for 2009 data at the beginning of the experiment. The BUNI detector was
reported to have 145 ns and 148 ns prompt time intervals for 2007 and 2008 runs,
respectively in reference [52]. After adjustments to the FP starts, the 2009 SH TDC
prompt values were reduced to 43 ns and 44 ns for BUNI and DIANA detectors.
The stolen trues corrections were determined using two methods based on [72] and
[73], for each FP channel for the 2009 single-hit TDC data. The results of the stolen
corrections, for both methods, are shown in the figures 3.35 and 3.36 for deuterium
data corresponding to the scattering angles of 60° and 150° respectively.
In the first method, the stolens corrections for each FP channel are calculated using a
shape of the TDC spectrum obtained by an exponential fit. The starting point of the
fit region is at times before the prompt region, as shown in figure 3.34. The results
of the fit also allowed us to determine the average instantaneous rates in each FP
channel for the entire deuterium run. The results from this method were sensitive to
the limits of the fit region, and therefore they were only used for comparison purposes.
The second method for determination of the stolens correction involves counting the
total number of starts Ntotal initiated by the NaI detector, the number of counts in
the TDC spectrum Nitotal, the overflow counts N
i
over f low, and the number of starts be-
fore the prompt peak Niprompt for each FP channel i for the whole run. The overflow
count is defined as the difference between the total number FP starts and the total
number of entries in the TDC spectrum. Then, the stolens correction f istolen for each
FP channel can be defined as the ratio of total starts to the number of stops before
the prompt region plus the overflows in the following form:
f istolen =
Ntotal
Ntotal−Nitotal +Niprompt
=
Ntotal
Niover f low +N
i
prompt
(3.27)
The results of this method were dependent on the accuracy in determination of the
prompt peak location. Identification of prompt peak location for the given TDC
channel was made easier as the prompt peak was located at the top of the accidentals
peak and quick maximum bin content search in the program pinpointed the locations
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of the peak for each channel with good accuracy. The uncertainty due to mis-locating
peak position by 4-5 channels is less than 1% due to the large number of events
involved in the counts. The statistical and systematic uncertainties due to counting
and combining stolens corrections for different energy regions are given in Table 3.11.
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Figure 3.34: Sample exponential fit to the SH TDC spectra (deuterium data, DIANA
2009)
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Figure 3.35: Stolens corrections for BUNI 2009 LD2 data. The red data points are
the result of the calculation based on the exponential fit to the SH TDC spectra (see
figure 3.34 for sample TDC spectra for selected FP channel), and the blue data points
are the result of counting number of events above and below prompt timing peak.
In this work the only rate-dependent corrections that were applied to the final
yields are the corrections due to stolen trues. The losses due to ghosts and adjacent
doubles were found to be significantly smaller compared to the stolen trues. Their
effect to the final yields were minimal due to the nature of these two corrections:
ghosts reduces the yield by few fractions of 1% and adjacent doubles increases the
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Figure 3.36: Stolens corrections for DIANA 2009 deuterium data. The red data points
are the result of the calculation based on the exponential fit to the SH TDC spectra
(see figure 3.34 for sample TDC spectra for selected FP channel) and the blue data
points are the result of counting number of events above and below prompt timing
peak.
yield by few fractions of 1% in rates lower than 2 MHz, thus minimizing their overall
effect to the net yield, as shown in [28]. More detailed treatment of these corrections
can be found in [74].
BUNI DIANA
Eγ(MeV) f stol corr f stol stat unc f stol sys unc f stol corr f stol stat unc f stol sys unc
113.4 1.089 0.001 0.007 1.068 0.001 0.006
104.9 1.102 0.001 0.008 1.081 0.001 0.009
95.8 1.122 0.001 0.016 1.092 0.001 0.011
86.0 1.140 0.001 0.021 1.103 0.001 0.017
Table 3.11: Stolens corrections obtained using the second method (counting total
number of starts) of stolens correction for BUNI and DIANA 2009 deuterium data.
3.6 Focal Plane electron yields
The FP electron yield enters into equation 3.1, and it is used to determine photon flux
at the target location when combined with the tagging efficiency and rate-dependent
corrections. The focal plane electron yields Ye−(t) for a given tagger channel t were
obtained using the FP scaler spectra given in figure 3.37. The uncertainties involved in
a determination of the FP yields are significantly smaller due to high electron counts
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compared to the uncertainties related to photon yields, and were not considered in
the calculations of net yield uncertainties. Table 3.12 below lists the FP electron
yields that were used for the carbon and deuterium cross section calculations.
FP Region(Ch) 2009 LD2 2010 LD2 2010 12C
0-14 8.00e+12 6.72e+12 3.14e+12
15-30 9.91e+12 7.92e+12 3.45e+12
31-45 11.2e+12 8.35e+12 3.99e+12
46-62 12.7e+12 9.96e+12 4.32e+12
Table 3.12: FP electron yields for the selected FP regions.
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Figure 3.37: FP electrons distribution for deuterium data, 2010
3.7 Summary of uncertainties
We summarize the final uncertainties assigned for each photon scattering angle and
energy for the deuterium cross sections.
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3.7.1 Statistical uncertainties
The errors that arise from statistical fluctuations were tracked for each analysis step
in determining the final cross sections. It was found that most of the steps that
contribute to the final net statistical uncertainties e.g., GEANT4 simulations, tag-
ging efficiency and stolen correction are negligibly small due to the high statistics in
comparison to statistical uncertainties that are arising from the net yield extracted
from the elastic peak in the ME spectra. The statistical uncertainties in the net yield
were determined using background subtraction equation 3.20 as discussed in section
3.1.5. The main reason for the dominant nature of the statistical uncertainties in the
net yields is due to the fact that there are very few true events in the elastic peak
compared to a rather large number of background events. Relatively low true events
in deuterium elastic peak, as seen in the final net yields Table 3.2, resulted in large
statistical uncertainties in the net yields for the 60° of 2009 data. The statistical
uncertainties for the deuterium cross sections are given in Tables 3.13 - 3.15.
Eγ(MeV) 113.4 104.9 95.8 86.0 112.9 104.7 96.3 87.3
Net Yield 17.9% 19.6% 23.7% 31.4% 10.4% 11.5% 15.7% 17.6%
εtag 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1%
Ωe f f 1.7% 1.6% 1.6% 1.5% 1.6% 1.5% 1.5% 1.4%
Ghost correction 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1%
Stolen correction 0.1% 0.1% 0.1% 0.1%
TDC cut 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1%
Target density 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5%
Total 17.9% 19.7% 23.8% 31.4% 10.5% 11.6% 15.8% 17.7%
Table 3.13: Statistical uncertainties for deuterium cross sections, θLab = 60°. The
first and the second set of energies are for 2009 and 2010 data, respectively.
3.7.2 Systematic uncertainties
There are several sources of systematic uncertainties, as summarized in Tables 3.16 -
3.18.
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Eγ(MeV) 112.9 104.7 96.3 87.3
Net Yield 10.2% 8.6% 11.7% 12.7%
εtag 0.1% 0.1% 0.1% 0.1%
Ωe f f 1.4% 1.3% 1.3% 1.2%
Ghost correction 0.1% 0.1% 0.1% 0.1%
TDC cut 0.1% 0.1% 0.1% 0.1%
Target density 0.5% 0.5% 0.5% 0.5%
Total 10.3% 8.7% 11.8% 12.8%
Table 3.14: Statistical uncertainties for deuterium cross sections, θLab = 120°, 2010.
Eγ(MeV) 113.4 104.9 95.8 86.0 112.9 104.7 96.3 87.3
Net Yield 10.8% 14.1% 14.6% 16.5% 10.2% 13.8% 13.5% 15.1%
εtag 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1%
Ωe f f 2.0% 1.8% 1.8% 1.7% 2.0% 1.9% 1.9% 1.8%
Ghost correction 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1%
Stolen correction 0.1% 0.1% 0.1% 0.1%
TDC cut 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1%
Target density 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5%
Total 11.0% 14.2% 14.7% 16.6% 10.4% 13.9% 13.6% 15.2%
Table 3.15: Statistical uncertainties for deuterium cross sections, θLab = 150°. The
first and the second set of energies are for 2009 and 2010 data, respectively.
Net Yields The systematic uncertainties due to the choice of the normalization
regions around the ME peak were the dominant form of systematic errors in the net
yields of deuterium. The non-flat nature of the normalization regions around the
ME peak introduced ambiguity in the choice of the normalization region for our fit
function as discussed in section 3.1.5.
Summing windows The uncertainties associated with the ME summing windows
contributed the second most in systematic errors. The details can be found in section
3.1.5
Effective solid angle The uncertainties associated with the GEANT4 simulations
are discussed in section 3.3.3. Also, the uncertainty due to detector positioning, an
error of ± 3 mm, was assigned to the distance measured from the target center to the
back of the detector collimator. This was combined in quadrature with the uncertainty
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of effective solid angle in the uncertainties tables, as this type of uncertainty solely
affected the solid angle.
Tagging Efficiency The discussion of uncertainties due to tagging efficiencies can
be found in section 3.2.
Veto cut The veto cuts helped to eliminate cosmic rays and other charged particle
events from the final spectra. The cuts on ADCs of annulus NaI pieces or on TDCs of
plastic veto panels were used to veto the events that are not related with true elastic
Compton events. These type of uncertainties were sensitive to the detector location
and scattering angle. See section 3.1.1 for more details.
TDC cut The TDC cut uncertainty values listed on the tables below are combined
uncertainties due to the TDC cut on prompt peak and the TDC cut on the delayed
TOF spectra. The cut on the TDC prompt peak, 8 to 10 ns wide, cuts off some valid
elastic Compton events from the net yield. The loss of some true events due to the
misidentification of the center of the prompt peak needed to be determined. This
was done by shifting TDC cut window by ±0.5 ns and the resulting change in the
net yield was taken as a systematic uncertainty. The TDC cut on the delayed part of
the TOF spectra, 350 ns wide for MH TDC data and 750 ns wide for SH TDC data,
was used to produce background spectra which in turn were used to obtain the final
net spectra by subtracting the scaled background spectra from the prompt spectra,
as discussed in section 3.1.5. This TDC cut has an effect on the net yield, as the
chosen range of delayed TOF cuts contributes to the decrease or increase of the true
events via background subtraction process. That is why the selected delayed TOF
cut window was shifted by ±50 ns and resulting change in the net yield was taken as
another TDC cut-related systematic uncertainty.
Target thickness The deuterium target cell has a measured length of 170 mm, and
a small error of ±2 mm was assigned as a systematic uncertainty.
Target density There were small variations in the deuterium target density over
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the entire run period as seen in the deuterium pressure plots presented in section 3.4.
The overall systematic uncertainty value of 0.5% for the target density was assigned
to both run periods.
Ghost correction The overall systematic uncertainty of 0.5% was assigned to all
cross section values as a ghost correction. The discussion of this correction can be
found in section 3.5.
Stolen correction Only 2009 SH TDC data needed to be corrected for stolen trues.
For more details see section 3.5.
Eγ(MeV) 113.4 104.9 95.8 86.0 112.9 104.7 96.3 87.3
Net Yield 14.2% 14.2% 14.2% 14.2% 9.8% 9.8% 9.8% 9.8%
εtag 2.0% 1.9% 2.0% 2.1% 0.7% 0.8% 0.5% 0.5%
Ωe f f 4.1% 3.5% 3.1% 3.6% 4.0% 4.3% 3.9% 4.2%
Ghost correction 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5%
Stolen correction 0.7% 0.8% 1.5% 1.9%
TDC cut 0.3% 0.3% 1.5% 2.0% 1.0% 0.5% 2.5% 0.4%
Summing window 4.2% 8.4% 6.4% 1.7% 4.1% 6.0% 4.5% 1.8%
Veto cut 1.1% 2.2% 1.0% 1.1% 1.1% 1.0% 3.3% 1.6%
Target density 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5%
Target thickness 1.2% 1.2% 1.2% 1.2% 1.2% 1.2% 1.2% 1.2%
Total 15.6% 17.2% 16.2% 15.2% 11.6% 12.4% 12.3% 11.1%
Table 3.16: Systematic uncertainties for deuterium cross sections, θLab = 60°. The
first and the second set of energies are for 2009 and 2010 data, respectively.
Eγ(MeV) 112.9 104.7 96.3 87.3
Net Yield 9.5% 9.5% 9.5% 9.5%
εtag 0.7% 0.8% 0.5% 0.5%
Ωe f f 4.2% 4.1% 3.9% 3.7%
Ghost correction 0.5% 0.5% 0.5% 0.5%
TDC cut 0.1% 0.1% 0.2% 0.2%
Summing window 7.8% 4.6% 6.9% 3.7%
Veto cut 1.5% 2.1% 3.5% 6.1%
Target density 0.5% 0.5% 0.5% 0.5%
Target thickness 1.2% 1.2% 1.2% 1.2%
Total 13.2% 11.7% 12.9% 12.5%
Table 3.17: Systematic uncertainties for deuterium cross sections, θLab = 120°.
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Eγ(MeV) 113.4 104.9 95.8 86.0 112.9 104.7 96.3 87.3
Net Yield 14.0% 14.0% 14.0% 14.0% 8.5% 8.5% 8.5% 8.5%
εtag 2.0% 1.9% 2.0% 2.1% 0.7% 0.8% 0.5% 0.5%
Ωe f f 3.6% 3.8% 3.1% 4.0% 3.6% 3.8% 3.1% 4.0%
Ghost correction 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5%
Stolen correction 0.6% 0.8% 1.0% 1.6%
TDC cut 0.9% 0.7% 0.8% 0.4% 3.5% 2.7% 0.5% 3.0%
Summing window 12.9% 6.3% 2.1% 4.0% 3.3% 1.5% 2.1% 3.4%
Veto cut 0.1% 1.0% 1.0% 1.0% 1.0% 1.0% 1.0% 1.0%
Target density 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5% 0.5%
Target thickness 1.2% 1.2% 1.2% 1.2% 1.2% 1.2% 1.2% 1.2%
Total 19.6% 16.1% 14.8% 15.4% 10.6% 10.0% 9.5% 10.6%
Table 3.18: Systematic uncertainties for deuterium cross sections, θLab = 150°. The
first and the second set of energies are for 2009 and 2010 data, respectively.
Copyright© Khayrullo Shoniyozov, 2016.
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Chapter 4
RESULTS AND DISCUSSIONS
4.1 Cross sections
Tables 4.2 and 4.1 present final cross sections for carbon and deuterium. The un-
certainties listed are overall statistical and systematic uncertainties respectively. The
differential cross section for Compton scattering from carbon, published together with
the rest of the carbon data collected between 2007-2012 in MAX-lab [20], and deu-
terium was calculated using equation 3.1.
∗
∗The three data points from 2009 run and one from 2010 run that are collected using BUNI
Table 4.1: Final cross section values for LD2 single-hit and multi-hit TDC data from
2009 and 2010 run periods, respectively. The first column is average energy of the
selected focal plane region. The next three columns are differential cross sections with
their total statistical and systematic uncertainties for each lab angle.
Eγ
dσ
dΩ
(600)
dσ
dΩ
(1200)
dσ
dΩ
(1500)
(MeV) (nb/sr) (nb/sr) (nb/sr)
For single-hit TDC data from 2009
86.0 (13.2±4.1±2.0)∗ 18.4±3.1±2.8
95.8 (13.0±3.1±2.1)∗ 18.9±2.8±2.8
104.9 (12.3±2.4±2.1)∗ (17.6±2.5±2.8)∗
113.4 11.8±2.1±1.8 20.7±2.3±4.1
For multi-hit TDC data from 2010
87.3 14.6±2.6±1.6 (12.7±1.6±1.6)∗ 18.7±2.8±2.0
96.3 13.8±2.2±1.7 13.5±1.6±1.8 19.9±2.7±1.9
104.7 13.9±1.6±1.7 15.1±1.3±1.8 15.8±2.2±1.6
112.9 13.3±1.4±1.5 12.6±1.3±1.7 20.7±2.1±2.2
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Table 4.2: Final cross section values for 12C multi-hit TDC data from 2010 run
period. The first column is average energy of the selected focal plane region. The next
three columns are differential cross sections with their total statistical and systematic
uncertainties for each lab angle. This data was published in 2014 [20].
Eγ
dσ
dΩ
(600)
dσ
dΩ
(1200)
dσ
dΩ
(1500)
(MeV) (nb/sr) (nb/sr) (nb/sr)
87.3 389±14±16 365±11±14 381±11±14
94.8 324±13±13 312±10±13 312±10±13
103.8 212±10±11 256±8±11 263±8±13
112.1 209±9±10 213±7±10 166±7±8
4.2 Combined deuterium cross sections
Table 4.3 shows the results of combining deuterium cross sections from MAX-lab
run periods in 2007, 2008, 2009 and 2010. Figures 4.1 and 4.2 show comparisons of
deuterium cross sections from these four run periods, and as well as the combined
cross sections. The theoretical cross section values are from reference [19].
detector are affected by detector’s veto electronics malfunction and cross sections for these points
are deemed to be unreliable. See section A.5 for more details.
Table 4.3: Combined LD2 cross sections from four run periods (2007-2008 [21],2009-
2010, MAX-lab, Lund).The first column is average energy of the selected focal plane
regions. The next three columns are differential cross sections with their total statis-
tical and systematic uncertainties for each lab angle.
Eγ
dσ
dΩ
(600)
dσ
dΩ
(1200)
dσ
dΩ
(1500)
(MeV) (nb/sr) (nb/sr) (nb/sr)
86.3 12.8±1.0±0.5 14.2±0.7±0.6 16.9±1.2±0.6
95.2 10.9±0.8±0.4 14.6±0.6±0.5 16.0±1.1±0.6
104.5 12.3±0.8±0.5 12.3±0.6±0.6 16.0±1.1±0.8
112.8 10.0±0.8±0.4 10.2±0.6±0.5 15.2±1.1±0.6
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Figure 4.1: Cross sections 2010 and 2009 deuterium data.
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Figure 4.2: Cross sections for combined deuterium data from 2007, 2008, 2009 and
2010 run periods.
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4.3 Comparisons
The carbon cross section comparisons The 2007-2010 Compton cross sections
for carbon, measured in MAX-lab [20] over a 65-115 MeV energy range, overlaps in
energy with the following works: Shelhaas et al.[75], Warkentin et al., [67] and Hager
et al. [76].
Figure 4.3: Compton scattering cross section from carbon from previous measure-
ments compared with current MAX-lab measurements.
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Figure 4.3 shows a comparison of the carbon cross sections from aforementioned
works with the MAX-lab measurement. The results are in good agreement. More
discussion of these comparisons can be found in [20].
The deuterium cross section comparisons The following deuterium cross sec-
tion comparisons and isoscalar polarizabilities are based on the preliminary cross
section results that were sent to the collaborators before the systematic uncertainty
values, as presented in the cross section Table 4.1, were finalized. The plots are likely
to change when final systematic uncertainties are taken into account. So, they will
be updated with newly generated figures and isoscalar polarizability values once the-
oretical comparisons are made. But until then, these are some preliminary results
based on our current deuterium cross section values.
The Baldin sum rule (BSR) constrained and non-constrained isoscalar polariz-
abilities, for the available world data Urbana (94) [3], Saskatoon (00) [4] and Lund
(02[5], 07, 08[6]) that have overlapping data points in energy with the current work,
are based on the work [19] are the following:
α= 11.1±0.6stat±0.8th
β= 3.3±0.6stat±0.8th with χ2r = 1.0 (4.1)
and
αBSR = 11.1±1.0stat±0.2BSR±0.8th
βBSR = 3.3±1.2stat±0.2BSR∓0.8th with χ2r = 1.1 (4.2)
respectively (see figure 4.4).
The fit results based only this work are
α= 7.00±1.55stat±0.8th
β= 2.59±1.78stat±0.8th χ2r = 0.8 (4.3)
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and
αBSR = 9.22±1.02stat±0.2BSR±0.8th
βBSR = 5.28±1.02stat±0.2BSR∓0.8th with χ2r = 1.0 (4.4)
respectively (see figure 4.5 for fit details).
These are isoscalar polarizability values when current data is added to the available
world data that have overlapping data points in energy with the current work:
α= 10.05±0.84stat±0.8th
β= 3.38±0.66stat±0.8th with χ2r = 1.1 (4.5)
and
αBSR = 10.70±0.52stat±0.2BSR±0.8th
βBSR = 3.80±0.52stat±0.2BSR∓0.8th with χ2r = 1.1 (4.6)
respectively (see figure 4.6).
Aforementioned polarizability values and associated figures for this work was pro-
vided by ref [19]. These are all preliminary results and not for publication.
Copyright© Khayrullo Shoniyozov, 2016.
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Figure 4.4: Plot of isoscalar polarizabilities for the world data without inclusion of
current data based on work [19]. The isoscalar polarizability values with and without
BSR constraint are α = 11.1 ± 0.6, β = 3.3 ± 0.6, χ2r = 1.0 and αBSR = 11.1 ± 1.0,
βBSR = 3.3 ± 1.2, χ2r = 1.1 respectively.
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Figure 4.5: Plot of differential Compton scattering cross section versus angle for deu-
terium. Theoretical curves are based on work [19]. The dashed red curves represent
cross section estimates without Baldin sum rule (BSR) constraint and blue curves
are with BSR constraint. The BSR constrained and non-constrained isoscalar polar-
izabilities, based on fit to the data from this work only, are α = 7.0 ± 1.6, β = 2.6 ±
1.8, χ2r = 0.8 and αBSR = 9.2 ± 1.0, βBSR = 5.3 ± 1.0, χ2r = 1.0 respectively.
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Figure 4.6: Plot of isoscalar polarizabilities with the current data included to the
world data set based on work [19]. The isoscalar polarizability values without and
with BSR constraint are α = 10.1 ± 0.8, β = 3.4 ± 0.7, χ2r = 1.1 and αBSR = 10.7 ±
0.5, βBSR = 3.8 ± 0.5, χ2r = 1.1 respectively.
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Chapter 5
CONCLUSIONS
We have measured angular distributions of elastic Compton-scattering cross sections
for the deuteron with tagged photons ranging in energy from 86 MeV to 113 MeV.
These new measurements produced 15 data points that, when added to the current
deuterium world data, reduces overall statistical uncertainties of the neutron polariz-
abilities by ∼33%. All together, MAX-lab 2007, 2008, 2009 and 2010 runs contributed
38 new data points to the existing, decade-old, 29 data points for deuterium. The
measurements of neutron polarizabilities have seen great improvement over the years,
as discussed in section 1.3, but these new data sets from MAX-lab more than double
the number of available deuterium cross section data.
We have extracted neutron polarizability values of
αn = 14.5±1.24stat±0.2BSR±0.8th
βn = 4.1±1.24stat±0.2BSR±0.8th (5.1)
with χ2r = 1.1 theoretical fit to the measured cross section data. The fit parame-
ters were based on χEFT predictions and BSR constraint from equation 1.13. The
measurements based on this experiment are in good agreement with the previous
measurements, and bring the statistical uncertainties of the neutron polarizabilities
closer to the proton values obtained by the most recent χEFT extractions of reference
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[77], as listed in equation 5.2.
αp =10.65±0.35stat±0.2BSR±0.3th βp = 3.15∓0.35stat±0.2BSR∓0.3th
αn =11.55±1.25stat±0.2BSR±0.8th βn = 3.65∓1.25stat±0.2BSR∓0.8th (5.2)
The isoscaler polarizabilities are sensitive to the cross sections and the fit parame-
ters. The current results of the neutron polarizabilities can be further improved with
improvements to the theoretical models and with new Compton-scattering experi-
ments on heavier nucleon systems (3He,4He) that can yield more statistics compared
to measurements with a deuterium target. Therefore, there are experimental plans
underway in MAMI, MAX-lab and HIγS that are aiming to improve deuteron data
and extend measurements into 3He.
Copyright© Khayrullo Shoniyozov, 2016.
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Appendix A: Additional information
A.1 Geant4
The following tables and figures show the results of the steps taken to accomplish
successful simulation of the beam, and detector and target geometry effects when
determining final cross sections. The table below lists material definitions for active
materials used in GEANT4 setup. The active materials enable output of tracking and
energy deposition information for the interacting particles that are passing through
their volume. The geometry of the targets, detectors and beam profiles were all
simulated in turn to make sure all the components of the simulation represented
experimental conditions as closely and as accurately as possible. Unfortunately, short
code showing the geometry and placement of objects can’t be included as it will take
more pages than it is necessary.
The figures A.1 and A.2 demonstrate the steps for constructing NaI detector and
deuterium target system with GEANT4 toolkit respectively. The simulation models
of the NaI detectors were constructed with the materials listed in the table A.1 and
in accordance with their geometric dimensions that are presented in section 2.2. The
white cylinders shown in figure A.1 are the NaI components of the detector. The
yellow cylinder and green colored circles are its front, back, and annular lead shielding
components. The thin cylindrical or circular components shown in the figure are
made of aluminum (blue) or magnesium oxide (purple) materials that are used for
optical separation of the detector components. The white circular piece in front of
the aperture is a plastic scintillator that was used as a charged particle veto counter
113
G4 Material Density (g/cm3) Composition(mass fraction)
Air 0.00129 N(0.7)O(0.3)
Aluminium 2.7 Al (1.0)
Carbon 1.8 C (1.0)
Deuterium 0.1625/0.1635 H2 (1.0)
Kapton 1.42 H(0.0273) C(0.7213) N(0.0765) O(0.1749)
Magnesium oxide 3.58 Mg(0.603) O(0.397)
Scintillator 1.032 C(0.915) H(0.085)
Sodium iodide 3.67 Na(0.153) I(0.847)
Stainless steel 8.06 C(0.001) Si(0.007) Cr(0.18) Mn(0.01)
Fe(0.712) Ni(0.09)
Table A.1: The list of material densities and compositions that were used to simulate
detectors and targets in GEANT4 simulation toolkit. The deuterium target densi-
ties of 0.1635 g/cm3 and 0.1625 g/cm3 were used for 2009 and 2010 deuterium data
respectively.
for the incoming particles. All these pieces were defined as an active materials in the
simulation, and we have collected energy deposition and track length information for
each photon that interacted with any of these components.
Figure A.1: Steps for constructing DIANA detector in GEANT4 toolkit [17]
In the simulation, only electromagnetic processes were included, because the main
purpose of the simulation was to track and calculate energy deposited in the compo-
nents of the detector’s NaI material by the scattered photons. Also, activating other
interaction processes such as hadronic interactions would only result to unnecessary
prolonging of the computation times. It is obvious that most important part of the
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simulation, for all three detectors, is to simulate the NaI components of the detector.
The other parts such as plastic veto panels, and neutron shielding in the case of CATS
detector, have little importance as we do not have to deal with background issues in
the simulation as we do with the real experimental data. Therefore, most of the
attention was directed into correct positioning of the core and annular segments of
the detectors with respect to their front lead shielding which constitutes an opening
that defines the aperture of the detector. The next important part of the simulation
was to obtain accurate positioning of the detector with respect to the target center
and its angular relation to the direction of the beam. The accuracy of the outlined
steps was tested by comparing simulation results with the estimates obtained from
known geometry effects based on the detector aperture and positioning. Here is an
example of a good test for the soundness of the constructed detector geometry. We
can simulate a cone of light that will pass through the aperture without interacting
with the front lead shielding and this is possible when the correct combination of
the detector distance to the target center and angle of the cone subtended by the
diameter of the detector’s aperture is used. Then by slightly varying the angle of the
cone or target distance we can test the accuracy of the setup.
The deuterium target simulation shown in figure A.2 follows the similar steps
outlined in the detector construction part. The blue colored component of the target
is made of deuterium, and purple pieces are target cell components made of ≈100
µm kapton. The walls of the target chamber are made of stainless steel and have 1
mm thickness. All components of the target were defined as activate materials in the
simulation, and tracking and energy deposition information was collected for various
tests.
The energy absorption shown in figure A.3 uses simulation data obtained by throw-
ing 104 photon events, for each selected incident energy, into the DIANA detector’s
NaI core. The graph shows that there is only 0.1% difference between 80 MeV and
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Figure A.2: Steps of constructing LD2 target and target chamber in GEANT4
toolkit [17].
116 MeV energy points in terms of average energy absorption of the NaI core. So,
this indicates that the efficiency of the large NaI detectors used in this experiment
have only a weak energy dependence for the chosen range of tagged photon energies.
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Figure A.3: Simulation of DIANA NaI core energy absorption. 104 photon events
were thrown for tagged photon energies ranging from 80 MeV to 116 MeV. The
resulting average energy deposited in the NaI core is then plotted against each of the
tested photon energies.
A.2 Calibration constants
This section contains additional information on the detector calibration constants
that are used for constructing ME spectra for the corresponding NaI detectors.
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DIANA Core ADC 2009 DIANA Core ADC 2010
PMT# (keV/ch) PMT# (keV/ch) PMT# (keV/ch) PMT# (keV/ch)
1 250.5 11 243.7 1 251.7 11 256.7
2 227.9 12 254.6 2 227.0 12 255.2
3 247.2 13 239.2 3 246.3 13 236.9
4 261.8 14 264.8 4 263.7 14 268.9
5 232.8 15 243.7 5 230.5 15 244.2
6 234.9 16 258.9 6 233.5 16 259.9
7 258.6 17 257.1 7 260.5 17 247.1
8 233.9 18 245.2 8 232.4 18 253.3
9 229.8 19 250.4 9 228.8 19 252.2
10 237.6 – – 10 236.8 – –
Table A.2: Calibration constants for DIANA NaI detector core ADCs for 2009 and
2010 data. These in-beam keV/ch values are also used as a base gain when tracking
changes in gain for the scattering runs.
B 2009[keV/ch] B 2010[keV/ch] C 2009[keV/ch] C 2010[keV/ch]
PMT# Core Ann Core Ann Core Ann Core Ann
1 129.2 6.15 129.8 5.95 72.95 23.25 73.46 23.15
2 139.8 11.51 139.5 11.81 74.98 26.27 69.94 23.17
3 138.2 6.21 134.4 5.99 70.98 24.34 72.68 25.41
4 140.2 6.71 133.8 6.8 71.31 23.35 76.77 22.83
5 127.1 – 126.8 – 70.31 25.59 66.16 24.35
6 134.2 – 151.6 – 72.78 23.85 78.54 23.71
7 124.9 – 121.1 – 68.95 – 76.97 –
Table A.3: Calibration constants for BUNI and CATS NaI detector core and annulus
ADCs for 2009 and 2010 data.These in-beam keV/ch values are also used as a base
gain when tracking changes in gain for the scattering runs.
A.3 Gain corrections
The following graphs are the result of gain tracking for the carbon (2010) and deu-
terium (2009, 2010) data. The details of the gain tracking process for PMTs are
presented in section 3.1.4.
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Figure A.4: The first 10 PMT gains for 150° angle, DIANA detector, deuterium runs
2009.
119
Run numbers
0 20 40 60 80 100 120 140 160
PM
T 
ga
in
s 
in
 [k
eV
/C
h]
240
245
250
255
260
265
270
275
280
PMTgains graphs examples(3)
Run numbers
0 20 40 60 80 100 120 140 160
PM
T 
ga
in
s 
in
 [k
eV
/C
h]
250
260
270
280
290
300
PMTgains graphs examples(4)
Figure A.5: The remaining 9 PMT gains for 150° angle, DIANA detector, deuterium
runs 2009.
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Figure A.6: The first 10 PMT gains for 150° angle, DIANA detector, carbon and
deuterium runs 2010.
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Figure A.7: The remaining 9 PMT gains for 150° angle, DIANA detector, carbon and
deuterium runs 2010.
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Figure A.8: PMT gains for 60° angle, BUNI detector, deuterium runs 2010.
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Figure A.9: PMT gains for 120° angle, BUNI detector, carbon and deuterium runs
2010.
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Figure A.10: PMT gains for 90° angle, CATS detector, deuterium runs, 2010.
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Figure A.11: PMT gains for 60° angle, CATS detector, carbon and deuterium runs,
2010.
124
A.4 Error propagation of net yields
The propagation of statistical uncertainties in the net yield follows a very straightfor-
ward process as outlined in section 3.1. The analysis macro that we use to calculate
the uncertainties carries out a calculation of the net photon yield and its associated
errors on a bin-by-bin basis in the region of ME peak window and it is more accu-
rate. The bin-by-bin subtraction or summing is done by evaluating contents of each
bin corresponding to a prompt and delayed ME spectrum, then performing necessary
calculations for one bin at a time. Here we present estimation of these errors, just
to show the scale of background and normalization factors involved, by directly inte-
grating actual delayed and prompt ME spectra for two summing windows of interest.
We have selected the region -18 MeV to -5 MeV, or bin 161 to bin 226 for 200 keV/ch
binning, as the summing window for background normalization. Let us define SiP and
SiD as integrals of the prompt (Pi) and delayed (Di) ME spectrum for the aforemen-
tioned background normalization summing window. Then the ratio of the prompt
(SiP) to delayed (S
i
D) events under this region yields the normalization factor fi, as
shown in equation 3.
A second summing window uses a 4 MeV region centered around the elastic peak
of the prompt and delayed ME spectrum. The resulting yields from prompt (Pi) and
delayed (Di) spectra under this summing window will be used in combination with
corresponding normalization factors fi to calculate the net elastic yield, as shown in
equation 3.19.
Table A.4 lists various yields obtained using summing windows of normalization
and elastic peak regions, and the resulting normalization factors and uncertainties of
the net yields for the first 14 FP channels (i) of 2010 deuterium data for scattering
angle 150°.
The normalization factor and its uncertainty is given by:
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Summing window -0.2 to 3.8 MeV -18 MeV to -5 MeV
FP channels Pi Di SiP S
i
D fi Ni σNi
0 123 2591 218 6579 0.033 37 13
1 132 2528 206 6227 0.033 48 13
2 127 2722 263 6327 0.042 14 14
3 151 2958 262 6851 0.038 38 14
4 142 2820 229 6377 0.036 41 14
5 171 2834 239 6452 0.037 66 15
6 141 2615 242 5988 0.040 35 14
7 184 2844 257 6250 0.041 67 16
8 140 2837 234 6137 0.038 32 14
9 140 3260 235 6908 0.034 29 14
10 132 3005 264 6182 0.043 4 14
11 198 3450 290 7073 0.041 57 17
12 141 2804 221 5858 0.038 35 14
13 180 3320 262 6618 0.040 49 16
14 169 3327 299 6650 0.045 19 16
0-14 571 56
Table A.4: Sample delayed and prompt net yields for two sets of summing windows
that are used to determine final elastic net yields and their associated uncertainties
for 150° deuterium data of 2010.
fi =
SiP
SiD
=
−5MeV
∑
−18MeV
(
Pi
Di
)
=
226
∑
161
(
Pi
Di
)
(3)
σ fi = fi
√(σSiP
SiP
)2
+
(σSiP
SiP
)2
=
1
SiP
+
1
SiD
(4)
The statistical uncertainty of the net yield, for equation 3.19, is given by:
(σNi)
2 =
(
∂Ni
∂Pi
)2
(σPi)
2+ · · · +
(
∂Ni
∂ fi
)2
(σ fi)
2+ · · · +
(
∂Ni
∂Di
)2
(σDi)
2+ · · ·(5)
Then we can write equation 5 in terms of quantities fi, Pi and Di in the following
form:
(σNi)
2 = (σPi)
2 +(Di)2(σ fi)
2 +( fi)2(σDi)
2
= Pi +( fi)2(Di)
{
1+(Di)
(
1
SiP
+
1
SiD
)}
(6)
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It is obvious that, by inspecting numbers from table A.4, the statistical uncertainty
contribution from background part σDi is suppressed by ( fi)2 factor and it is very
small compared to the σPi . That is why we can observe large statistical uncertainties
in the net yields whenever we get very low counts in the elastic region of the ME
peak, or significantly larger background events compared to the prompt event yields.
A.5 BUNI front veto panel and background subtraction related issues
Towards the end of writing this thesis we have discovered that the BUNI front veto
panel electronics were not working as intended for both the 2009 and 2010 runs. The
BUNI detector was used at 60° and 120° scattering angles for 2009 and 2010 runs,
respectively. The forward scattering angle data suffered most from this issue and as
a result we could not obtain reliable cross section values for the three lowest-energy
points from 2009 data, where the beam related background is the highest due to
the nature of the Bremsstrahlung distribution. The high energy data point for this
data set was deemed to be reliable, as it has a much lower beam related background
compared to the low energy points. This was less of an issue for the 2010 data set as
backward angles see much less beam related backgrounds compared to the forward
angles. After analyzing the ME spectra we have concluded that only the lowest
energy data point from the BUNI 2010 data set has a irregular background structure
making the elastic ME yield very sensitive to the choice of normalization region. The
other three data points for 120° data didn’t exhibit much dependency to the selected
normalization regions and cross sections from those data points are extracted reliably.
The cross section data points that are deemed to be unreliable due to the veto or
background issues are shown in brackets in table 4.1. Additionally, one data point
for the 150° scattering angle, DIANA 2009, is counted as an unreliable data due to
the unusual shape of its background.
The figures A.12 and A.13 show the comparisons of ADC and TDC spectra for
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three detectors for the 2009 and 2010 run periods, respectively. The spectra shown
were taken from the combined deuterium production runs of the 2009 and 2010 run
period. We expect to see less veto events for backward angles 120° and 150° com-
pared to the forward angles 60° and 90° as most charged particles created by the beam
photons are more likely to scatter forward rather than backward. We calculated the
ratio of the veto ADC yields of each detector to the FP electron yield, normalized by
each detector’s corresponding solid angle. These data showed a factor of 20 discrep-
ancy between veto events in BUNI and other two detectors. A check of the BUNI
veto ADC and TDC spectra for each deuterium run found that veto ADC spectra
of BUNI contain only a couple of events for most of the runs used to calculate final
cross sections. This complicates the charged particle related background subtraction
process as we have no other way to account for the contributions from this type of
background.
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Figure A.12: The comparison of BUNI (top), CATS (middle) and DIANA (bottom)
front veto panel ADC and TDC spectra for 2009 deuterium run 7460. As a result of
veto electronics issue the 60° spectra from BUNI veto ADC (top left) and veto TDC
(top right) show much smaller number of events compared to the 90° spectra of CATS
ADC and TDC.
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Figure A.13: The comparison of BUNI (top), CATS (middle) and DIANA (bottom)
front veto panel ADC and TDC spectra for 2010 deuterium run 9150. As a result
of veto electronics issue the 120° spectra from BUNI veto ADC (top left) and veto
TDC (top right) show much smaller number of events compared to the 150° spectra
of DIANA ADC and TDC.
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A.6 Compton scattering kinematics
Compton scattering from stationary nucleon with mass MN can be considered a two-
body reaction where a photon with initial energy ω is elastically scattered to the
angle θγ with respect to its initial momentum direction and nucleon gets recoiled to
an angle θN . The reaction can be written in the following form, where ′ indicates the
energy and momentum after the collision.
γ(ω,~k)N(E,~P)→ γ(ω′,~k′)N(E ′,~P′) (7)
Then recoil correction for the lab frame can be obtained using three momentum and
energy conservation for above scattering process with the help of few trigonometric
identities:
ω′ =
ω
1+(ω/MN)(1− cosθγ) (8)
Below we list some useful relationships for energy and scattering angle between dif-
ferent frames of reference. These relationships are the result of four momentum
conservation and invariance of the total cross section. The total energy of the system
in the center of mass (CM) frame is given by
√
s = ωCM +
√
M2N +ω2CM (9)
The relationship between lab and CM frame for initial photon energy is
ωlab = ωCM
√
s
Mn
(10)
The relationship between CM and lab scattering angle is
cosθCM =
cosθlab−β
1−βcosθlab , with β=
1
1+MN/ωlab
(11)
The Breit frame, where scattered photon energy transfer is zero, and CM frame have
the following relationships
ωBreit =
2MNω¯√
4M2N− t
, cosθBreit = 1− ω
2
CM
ω2Breit(1− cosθCM)
, ω¯=
1
2
(ω+ω′) (12)
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where Mandelstam variables t and ν have the following relationships
t =2ωlabω′lab(cosθlab−1) = 2ω2CM(cosθCM−1) = 2ω2Breit(cosθBreit−1)
ν=ω¯= (s−u)/(4MN) (13)
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