Given a d-dimensional Euclidean lattice we consider the random set obtained by adding an independent Gaussian vector to each of the lattice points. In this note we provide a simple procedure that recovers the lattice from a single realization of the random set.
Introduction and the main result
Let L ⊂ R d be a d-dimensional lattice and let D be its fundamental domain. We assume that m d (D) = 1, where m d is the Lebesgue measure in R d . Let {ξ n } n∈L be independent and identically distributed random vectors in R d , all with common probability law ξ and let (Ω, F , P) be the probability space on which they are defined.
We study the random point process W = W (L, ξ) given by W := {n + ξ n | n ∈ L} (1) and address the following recovery problem: Given a realization of the random set W , is it possible to determine (with probability one) what is the underlying lattice L? To formulate our result, we use the standard notation e(t) := exp (2πit). We consider the random exponential sum
where B R := {|x| ≤ R}. Recall that the dual lattice to L is given by
Then L * is also a lattice and L = (L * ) * .
Theorem 1. Suppose that W and M R are given by (1) and (2) . Assume that there exist some ε > 0 such that
Then, almost surely, for all λ ∈ R d , we have
where ϕ ξ (λ) := E e( ξ, λ ) is the characteristic function of the random vector ξ.
Several Remarks on Theorem 1
1. If ξ is such that ϕ ξ (λ) = 0 for all λ ∈ R d (in particular, if ξ is Gaussian), then Theorem 1 gives rise to a procedure that almost surely recovers L. More we conclude from Theorem 1 that if ϕ ξ = 0 then
We end the introduction with some simulations that demonstrates this recovery method.
2.
We do not assume in Theorem 1 that ξ has zero expectation. This means that we can also recover L from a random set of the form
where {ξ n } are i.i.d. random vectors and c ∈ R d is an arbitrary (non-random)
vector . The only difference is that the limiting function in (4) is multiplied by e(− λ, c ).
3. The normalization assumption m d (D) = 1 is not essential. It would be clear from the proof that if we do not normalize the the limiting function in (4) is multiplied
Notice that a simple application of Birkhoff ergodic theorem combined with Fubini theorem implies that for each λ ∈ R d there exist an event E λ ∈ F with P(E λ ) = 0 such that relation (4) holds for all ω ∈ Ω \ E λ . The point of Theorem 1 is that we may choose a single event E ∈ F , P(E) = 0, such that for all ω ∈ Ω \ E relation (4) holds for all λ ∈ R d at the same time. This type of "uniformity" result is closely related to the Wiener-Wintner theorem, first appearing in the celebrated paper [14] .
Theorem A ( [14] ). Suppose that τ is a measure-preserving transformation of a measure space S with finite measure. If f is a complex-valued integrable function on S then there exists a measure zero set E such that the limit
exists for all real t and for all s ∈ E.
The case t = 0 in Theorem A is essentially the Birkhoff ergodic theorem. For (many) different proofs of Theorem A and possible extensions see the book [1] . Although we do not use directly the Wiener-Wintner theorem in our proof of Theorem 1, the connection is evident. In particular, a key step towards proving Theorem 1 is to introduce the notion of sequences having correlations (to be defined later) and study their spectral properties. This notion was originally introduced by N. Wiener [13, Chapter IV] .
Considering random displacements of given lattice points is a natural model which appears in several physical context. Probably the most well-known example is thermal motions in the Einstein approximation of a solid. We refer the reader to [3, Section 5] for a survey of previous results on the perturbed lattice from the mathematical physics point of view. We also mention a result by Hof [8] , where the diffraction of the random measure associated with the set W was computed, and as in our work, the self averaging of the infinite system implies almost sure results. Another nice instance in the physics literature appears in the work of Gabrielli, Joyce and Sylos Labini [6] , where independent displacements of the lattice points appears as a cosmological model (see section "the shuffled lattice" therein).
Mathematically, random perturbations of lattice points is a natural example of a super-homogeneous point process. That is, random point sets where the variance of the number of points in a domain V grows slower than the volume of V , see [7] . Sodin and Tsirelson [12] considered Gaussian perturbations of the lattice points as a toy-model for the more evolved super-homogeneous point process, obtained by considering the zero set of an analytic function whose Taylor coefficients are independent (complex) Gaussian random variable. In the context of recovery problems, Peres and Sly [10] proved that given we know the underlying lattice L, the problem of detecting whether or not a point was deleted from W is much less tractable. In particular, they proved that if ξ n are mean-zero Gaussian random vectors with independent components, each of variance σ 2 , then for d ≥ 3 and σ = σ(d) large enough it is impossible to detect whether a point was deleted, while for small σ such a detection is possible. In the following work [15] , we study the mean and fluctuations of linear statistics of the point process W in the case of Gaussian perturbations.
Simulations
We present here some numerical simulations to illustrate the recovery method we suggest. A natural example to consider is when the perturbations of the lattice points are (symmetric) bivariate Gaussian vectors with a dispersion parameter a > 0, i.e,
The characteristic function in this case is given by ϕ ξ (λ) = exp(−aπ 2 |λ| 2 ). We will work with the following lattices in R 2 given by
We generate two (independent) processes W 1 and W 2 as follows,
where {ξ 1 n } and {ξ 2 n } are independent bivariate Gaussian random vectors given by (5) . Let M j R (λ) be the random exponential sum (2) , which corresponds to the different W j 's. We will consider the random sets given by for j = 1, 2 and β ∈ (0, 1). Theorem 1 asserts that, almost surely, the set X j R,β converges as R → ∞ to the set of all points λ ∈ L * j such that Re (ϕ ξ (λ)) > β. In the Gaussian case this is simply the set
In Figures 2 and 3 we demonstrate this convergence by plotting the set X j R,β with the same realizations of the W j 's from Figure 1 . 
Wiener sequences and their properties
Let u : L → C be a sequence indexed by a given lattice L. We start with some classical results regarding sequences having correlations which we will use later when proving Theorem 1. We refer the interested reader to the book by Queffélec [11, Chapter 4] for a more elaborate introduction to the theory of Wiener sequences.
Definition 1. We say that u : L → C is a Wiener sequence if for any k ∈ L there exists the limit
We call γ u : L → C the correlation sequence of the Wiener sequence u. Any Wiener sequence u gives rise to a unique Borel measure supported on D which we denote by µ u . It is constructed as follows. For any k j , k ℓ ∈ L we have
For all complex numbers c 0 , . . . , c m we obtain
Hence, by the Bochner-Herglotz theorem, there exist a unique positive Borel measure µ u on D (the dual group to L) such that µ u (k) = γ u (k) for all k ∈ L. We will refer to µ u as the spectral measure of the Wiener sequence u. The following lemma will be key in the proof of Theorem 1. 
for all R ≥ 1, see [2, Proposition 1].
Lemma 2. Let n(R) := # (W ∩ B R ) be the number of random points that fall inside a ball of radius R ≥ 1 centered at the origin. Then, almost surely,
Proof. Let δ := ε/2(d + ε) > 0 with the same ε ∈ (0, 1) as in (3). By Chebyshev's inequality
for any n ∈ L. Therefore
Hence, by the Borel-Cantelli lemma, the random variable
is almost surely finite. As a consequence, we obtain the upper and lower bounds
Combining these bounds with (7), we obtain that, almost surely,
for some C = C(L) > 0, which is more than we need here.
Lemma 3. Almost surely, for all λ ∈ R d , we have
We end this section by showing how Lemma 3 implies Theorem 1 and devote the next section to the proof of Lemma 3.
Proof of Theorem 1. Since
we conclude from Lemma 3 that, almost surely, for all λ ∈ R d ,
By Lemma 2,
almost surely. Combining with relation (9), we finish the proof.
Proof of Lemma 3
We now turn to the proof of Lemma 3. Let A λ (n) := e( ξ n , λ ) − ϕ ξ (λ). Notice that a simple application of Birkhoff ergodic theorem [9, Theorem 16.2] combined with the Fubini theorem implies that, for any fixed λ ∈ R d , we almost surely have that
As we have explained in the introduction, the main point of Lemma 3 is that we may choose a single event which is independent of the λ's. The proof of Lemma 3 is inspired by ideas from a paper by Bellow and Losert [4] , where (among other things) an alternative proof of the Wiener-Wintner theorem is provided.
Claim 1. For every fixed λ ∈ R d , the sequence {A λ (n)} n∈L is, almost surely, a Wiener sequence with correlations given by
Proof. Consider the random function F R,k : R d → C given by
We fix some λ ∈ R d and turn to show that almost surely,
For every fixed k ∈ L the sequence
is ergodic with respect to the lattice shifts (in the sense defined in [9, Chapter 16.3] ).
By the Birkhoff ergodic theorem we see that
almost surely. The claim follows by observing that A λ (0) and A λ (k) are independent for all k = 0.
Claim 2. For every k ∈ L we have that, almost surely,
Applying the triangle and Cauchy-Schwarz inequalities yields
and so, since |A n (λ)| ≤ 2, we obtain that
By the moment assumption (3), we may apply the Strong Law of Large Numbers [9, Theorem 7.2] which yields that, almost surely,
As every convergent sequence is bounded, we conclude that sup λ∈R d |∇F R,k (λ)| is bounded uniformly in R ≥ 1 and hence the claim follows.
Proof of Lemma 3. Let Λ be a countable dense subset of R d , and fix some k ∈ L.
Since a countable union of probability zero events is a probability zero event, we can conclude from Claim 1 that
almost surely for all λ ∈ Λ. We now show that relation (13) holds almost surely for all
Indeed, for λ ∈ Λ, take a sequence (λ p ) ⊂ Λ converging to λ as p → ∞, and denote for the moment γ(λ) := γ A λ (k), where γ A λ (k) is the same as in (11) . By Claim 2, we almost surely have
where,
Since the function λ → γ(λ) is continuous, the limit R → ∞ followed by p → ∞ yields that relation (13) holds almost surely for all λ ∈ R d .
Since the number of lattice points is countable, we conclude that, almost surely, (11) . The corresponding spectral measure is given by
and is absolutely continuous with respect to Lebesgue measure on the fundamental domain D. The sequence {e ( λ, n )} n∈L also has correlations. Its correlation measure is δ λ(mod L) , a point mass at the unique point in D given by λ − n for some lattice point n ∈ L. Clearly, δ λ(mod L) is singular with respect to Lebesgue measure. Hence, we apply Lemma 1 and conclude that, almost surely, for all λ ∈ R d
which gives the desired result.
Remark. Notice that we did not use the independence of ξ n 's in a crucial way. The limit
holds in a much more general setting and gives rise to spectral measures which are not necessarily a constant multiple of Lebesgue measure. Indeed, Theorem 1 remains true if we assume that {ξ n } are only mixing (in the sense of ergodic theory) with respect to the lattice shifts. For a precise definition of this notion see [9, Section 16.3] .
A Proof of Lemma 1
Let µ and σ be a finite Borel measures on D, the fundamental domain to the lattice L. We write µ ≪ σ if µ is absolutely continuous with respect to σ. 
We observe two properties which are immediate from (14):
• ρ(µ, ν) does not depend on the reference measure σ; Then lim sup t→∞ ρ (µ t , ν t ) ≤ ρ (µ, ν) .
As mentioned before, Theorem B originally appeared in [5] for the case d = 1 and L = Z. For the convenience of the reader we provide a proof in appendix B. In fact, Lemma 1 is a special case of the following inequality. 
In particular, if µ u and µ v are mutually singular, then
Proof. Consider the family of measures
We will first show that µ R u w * −−→ µ u as R → ∞. We do so by examining the Fourier coefficients. For any k ∈ L
Since u is a Wiener sequence relation (6) Symmetrically we define
By using dσ = dm d in the Hellinger integral (14) , it remains to apply the triangle inequality and observe that
which gives the result.
B Proof of Theorem B
The proof we present here is similar to the one presented in [5] , except for minor straightforward modifications.
Proof of Theorem B. We fix a reference measure σ so that µ ≪ σ and ν ≪ σ and also fix representatives of dµ/dσ and dν/dσ. Let ǫ > 0 and consider
for j ∈ Z. Integrating with respect to dσ gives 
Furthermore, for j = 1, 2, 3 we have
Let σ t := µ t + ν t . By the Cauchy-Schwarz inequality
Therefore, by the weak-star convergence assumption combined with relations (16), (17) and (18) It remains to bound the sum on the right hand side. Using (15) and the definition of V j we see that 
