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Abstract
Synchronisation is a ubiquitous phenomenon which is observed in a wide range ofnetwork applications. The absence or presence of synchronisation depends on net-
work features which are characterised by two factors: (i) dynamics of each subsystem
and (ii) network topology. This thesis develops tools for analysing synchronisation via
the aforementioned two factors. Our results concerning the network topology are quite
general, and, the rest of results are tailored for networks of neural populations. Nev-
ertheless, they can be adopted for other classes of networks. Neural mass populations
describe the averaged activity of cortical ensembles which, from the modelling perspec-
tive, is particularly important for epilepsy, as this is the scale observed through clinical
electroencephalographic (EEG) and intracranial EEG recordings. From the analysis point
of view, these networks pose new challenges in studying synchronisation, as their mod-
els are non-linear and their interconnections are directed with both positive and negative
weights which, in network science, are known as directed signed graph networks.
First, bifurcation analyses are conducted to explore various ranges of behaviours that
can be generated by a simple network of neural populations by initialising it around
equilibrium points. The underlying network contains two neural populations; each of
them is modelled by a well-known Jansen-Rit model. For different values of interconnec-
tion gains, bifurcation diagrams are presented, where the input to the neural regions is
the bifurcation parameter. The bifurcation analyses reveal that this network can generate
various unexpected oscillatory activities, such as delta wave. Surprisingly, by changing
the value of the input in one neural population, another neural population shows spike-
wave output observed during epilepsy. Using human clinical data, we also investigated
the suitability of these models for monitoring seizures.
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To analyse a larger network of neural populations, we use mathematical tools from
control theory and graph theory to study synchronisation in Wilson-Cowan oscillators.
This class of oscillators describes the activity of both excitatory and inhibitory popu-
lations of neurons and reproduces self-sustained oscillations observed in EEG signals.
Since the interest is to investigate synchronisation with respect to a specific limit-cycle,
that is responsible for producing oscillatory output, we linearise the model of the whole
network around that limit-cycle, leading to a periodic linear time-varying system. By ap-
plying an appropriate change of coordinates, we transform the linearised system to a new
system that itself contains a number of subsystems. We then observe that stability (insta-
bility) of those subsystems, excluding one of them, implies the presence (absence) of syn-
chronous behaviour in the original network. The stability/instability of aforementioned
subsystems depends on parameters of the models, as well as eigenvalues of a so-called
“Laplacian matrix” which solely depends on interconnection gains (network structure).
We propose a combination of numerical and theoretical approaches to check the stabil-
ity/instability of those subsystems in terms of their eigenvalues. To prove the stability
and instability results, we use Floquet theory along with Lyapunov stability and Chetaev
instability theorems. For the numerical approach, we use a tool from robust control the-
ory. We also investigate how changes in the network can affect the presence/absence of
synchronisation. These results are developed using Weyl’s inequality and results from
the first part of analysis.
Eigenvalues of the Laplacian matrix play a crucial role in reaching objectives such
as synchronisation, formation control and etc in all network applications. For directed
signed networks, it is still challenging to characterise eigenvalues of Laplacian matrix in
terms of network structure. To this end, we consider a class of directed signed networks
that have a specific property : the real parts of the non-zero eigenvalues of its Lapla-
cian matrix are positive. This property, called a “nice property”, and ensures that this
class of network achieves synchronisation for applications such as the decision-making
in social networks. The absence of this nice property leads to the absence of synchronous
behaviour in applications such as in neural populations. Under a mild assumption, we
provide a necessary and sufficient condition under which the following statement holds:
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“if edges between an arbitrary pair of nodes are perturbed with negative weights that
satisfy an easily computed bound, the perturbed network has also the nice property. Fur-
thermore, under certain conditions, we identify “sensitive pairs of nodes”, which if con-
nected by infinitesimal negative weights, the network cannot have the nice property. Our
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Preliminaries and Graph Notation
0.1 Preliminaries
Throughout this thesis, IN ∈ RN×N , 1N ∈ RN , and 0N ∈ RN denote the N × N identity
matrix, the N-dimensional vectors containing 1, and 0 in every entry, respectively. The
standard bases in RN are represented by {e1, . . . , eN} where ei is the ith column of IN . The
2-norm of a vector x ∈ RN is shown by ∥x∥. The entry in the ith row and jth column of
a matrix A is represented by [A]ij. [A]i denotes the i-th row of matrix A ∈ RN×M, while
the ith entry of a vector x is denoted by [x]i. The Kronecker product of two matrices
A ∈ RN×M and B ∈ RP×Q is a matrix C ∈ RNP×MQ that is defined as,












[A]11B . . . [A]1MB
⋮ ⋱ ⋮













For a complex variable, vector or matrix, R(⋅) and I(⋅) stand for their real and imag-
inary parts. For a matrix A ∈ RN×N , Spec(A) = {λi(A)}Ni=1 denotes the set of eigenvalues
of A where R(λ1) ≤ R(λ2) ≤ ⋅ ⋅ ⋅ ≤ R(λN). An eigenvalue λi(A) is called semisimple if
its algebraic and geometric multiplicities are equal (see [19, Definitions 4.4.4 and 4.5.1]).
The operator diag(⋅) constructs a block diagonal matrix from its arguments. For a set A,
its cardinality is denoted by ∣A∣.
xvii
0.2 Graph Notation
A weighted directed signed graph G is represented by the triple G(V ,E ,W) where V =
{1, . . . , N} is the nodes set, E ⊂ V ×V is the edge set, andW ∶ V ×V → R is a weight function
that maps each (i, j) ∈ E to a nonzero scalar aij and returns 0 for all other (i, j) /∈ E . The
adjacency matrix A ∈ RN×N captures the interconnection between the nodes in the graph
where [A]ij = aij ≠ 0 iff (i, j) ∈ E . For the edge (i, j), we follow the definition corresponding
to a sensing convention which indicates that node i receives information form node j or
equivalently, the node j influences the node i; see [137] for more information. For each
node i ∈ V , Ni denotes the set of its neighbours, i.e., N (i) = {j ∣ aij ≠ 0}.
For a given graph G(V ,E ,W) and a set V ⊆ V , the induced subgraph is defined as
follow.
Definition 0.1. (Induced subgraph) For a given graph G(V ,E ,W) and a set V ⊆ V , the corre-
sponding induced subgraph is denoted by G(V ,E ,W), where the set E is defined as E = {(i, j) ∈
E ∣i, j ∈ V}, andW ∶ V ×V → R is defined asW(i, j) =W(i, j).
In order to categorize edges in terms of the sign of their values, we define the sets E+ =
{(i, j) ∣ aij > 0}, and E− = E/E+ = {(i, j) ∣ aij < 0}. We call the edges in E+ and E− positive
edges and negative edges, respectively. Subsequently, for a signed graph G(V ,E ,W), we
denote the subgraph with non-negative weights by G(V ,E+,W+) whereW+ ∶ V ×V → R≥0
is defined asW+(i, j) =W(i, j) for all (i, j) ∈ E+ andW+(i, j) = 0 for all (i, j) ∉ E+. Similarly,
for a signed graph G(V ,E ,W), we denote the subgraph with non-positive weights by
G(V ,E−,W−). The superposition of two weighted graphs is defined as follow.
Definition 0.2. The superposition of two signed directed graphs G1(V ,E1,W1)⊕G2(V ,E2,W2)
is a new graph G(V ,E ,W) where E = E1 ∪ E2 and,W(i, j) =W1(i, j)+W2(i, j) for every (i, j) ∈
{V ×V}.
The Laplacian matrix is defined as follows.
Definition 0.3. The Laplacian matrix L ∈ RN×N is defined by
L = D − A, (1)
xviii
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aij is the out degree of node i.
Since the rows of the Laplacian matrix add to zero, 1N is always one of its eigenvectors
that corresponds to the eigenvalue 0. This eigenvalue is called the trivial eigenvalue
while the rest of eigenvalues is called non-trivial eigenvalues.
Let Π = IN − 1N 1N1
T
N denote the orthogonal projection matrix onto the subspace of R
N
perpendicular to 1N . The matrix Π is symmetric and since L1N = 0, LΠ = L and ΠLT = LT
for any graph. We define a matrix Q ∈ R(N−1)×N whose rows are the orthonormal bases
for span{1N}⊥ where ⊥ denotes the orthogonal complement of the space. Hence, QT
is a full column rank matrix. On span{1N}⊥, the Laplacian matrix is equivalent to the
so-called reduced Laplacian L̄ ∈ R(N−1)×(N−1) which is defined by [137],
L̄ ∶= QLQT. (2)
A path of length r from i1 ∈ V to ir ∈ V in graph G is a sequence (i1, i2, . . . , ir) of distinct
nodes in V where ij+1 is a neighbour of ij for all j = 1, . . . , r − 1. If there exists a path (no
path) from the node j to the node i, then the node i is (not) reachable from node j. We
use j ↣ i (j  i) to show the existence (absence) of path from j to i. A node i is a globally
reachable node if it is reachable from all other nodes of the graph. Similar to [137], we
say that two nodes i and j are connected if the graph contains two paths i ↣ k and j ↣ k
with k ∈ V1. The graph G is connected if every pair of nodes is connected. This notion of
a connected graph corresponds to the scrambling matrices [111]. It has been shown that
the graph is connected if and only if there exists at least one globally reachable node; the
node, to which, there exists at least one path from every node in the graph [137]. A graph
G is strongly connected if for every i ∈ V and j ∈ V , i ↣ j. Hence, the graph G is strongly
connected if and only if every node of the graph is a globally reachable node.





Complex networks arise in a wide range of applications where many subsystems in-teract with each other . Examples are numerous. The Internet is one of the largest
complex networks in which a large number of devices are linked. A social network is
another example of a complex network that contains many interacting people. Perhaps
the most complicated natural network is the brain which consists of many neurons. De-
spite their diversity, complex networks have a common feature: they consist of many
interconnected subsystems.
Instead of talking about behaviours of each subsystem individually, we can talk about
collective behaviours in complex networks; the behaviours which are observed among a
group of subsystems. Synchronisation is regarded as a collective behaviour that occurs
when the states or outputs of subsystems converge to the same behaviour. Synchroni-
sation can also be considered as the asymptotic stability of error vectors between the
state (or output) vectors of two or more subsystems. Synchronisation is a ubiquitous
phenomenon observed in diverse networks of interconnected subsystems that arise in
neuroscience, physics, biology, social networks, and so on. In order to synchronise a
group of subsystems1, information is transferred between the subsystems. Hence, both
the dynamics of each subsystem and the structure of the network affect the presence or
absence of synchronous behaviour.
Mathematical models are crucial for analysing complex networks. Rigorous analysis
of such networks is sophisticated due to large numbers of subsystems. Hence, the net-
work analysis is often carried out by splitting it into two parts to reduce the complexity.
1It is also called a group of individuals, group of compartments or group of species in the literature.
1
2 Introduction
In the first part, the dynamical properties of each subsystem are investigated from an
input-output perspective. These properties generally facilitate the analysis in the second
part in which every subsystem is treated as a node in a graph, and their interconnections
are modelled as the edges. When it comes to the analysis of synchronisation (and also
stability), there are some important factors which simplify or complicate the analysis and,
lead to different types of synchronisation. These factors include, but are not limited to:
• Heterogeneity or homogeneity of subsystems
In almost all applications, underlying networks contain non-identical subsystems,
meaning that different mathematical models are used to describe each subsystem.
For example, the brain consists of different types of neurons, i.e. excitatory and
inhibitory2 ones, which have different working mechanisms and are described by
different mathematical models. Even the same type of neurons may have different
parameters in their models leading to a heterogeneous network. While heteroge-
neous networks are more realistic, their analyses involve more complexity than
homogeneous networks [91, 92, 100, 128, 141].
• Presence of delay between subsystems interactions
The presence of a delay is a common feature in all networks. As mentioned earlier,
the exchange of information is necessary to synchronise subsystems in a network.
In synchronisation of multi-agent systems, outputs of each agent are measured with
sensors and transmitted to neighbour agents that have communication delay [98].
The time needed to transmit the information is a source of delay in the network of
neurons [87].
• Existence of positive and negative coupling between subsystems
Interaction between subsystems in a network is usually modelled by coupling weights
that can be either positive or negative. In the context of social science, a posi-
tive/negative weight models friendship/enmity relation between two members in
2Neurons are connected to each other in a synaptic network. Signals exchanged by neurons are spike
trains. Spike trains coming from pre-synaptic neurons generate a post-synaptic potential (PSP). PSP can be
either positive or negative. For excitatory neurons, Spikes coming from pre-synaptic neuron increase the
membrane potential of the post-synaptic neuron which more likely leads to generating spike trains. For
inhibitory neurons, PSP can be negative. The spike train response of the post-synaptic neuron propagates to
other neurons [32].
3
a network [6, 140]. In networks of neurons, one possible way to model interaction
between inhibitory and excitatory neurons is to use negative weights, indicating the
differences between synapses [129]. Generally, networks with both positive and
negative interconnections are called “signed networks” in the context of network
science.
The main objective of this thesis is to establish tools to rigorously study synchronisa-
tion in complex networks. This thesis is motivated by synchronisation in neural networks
as it contributes to different mechanisms in the body. Circadian rhythms in the mammals
is an example in which synchronisation of neurons plays a crucial role in body regula-
tion [83]. Furthermore, it is thought to play a key role in information integration and
processing. Synchronisation of distributed brain regions has been speculated to play an
important role in cognition [105]. On the other hand, synchronising between neurons
can lead to some brain disorders such as epilepsy which is regarded as the most common
neurological disease after stroke.
It is widely reported that a group of neurons becomes synchronised during seizure,
although the main mechanism that leads to epilepsy is still unknown. Synchronisa-
tion results in spike-like waveform observed in electroencephalogram (EEG) signals,
while the neurons are more asynchronous during the normal brain activity. The hall-
mark of epilepsy is recurrent unprovoked seizures, during which the brain is “hyper-
excitable” [16]. Medication is the main method for controlling epilepsy. Surgery is an-
other option for some patients whose problems continue despite taking medicine; how-
ever, surgery may cause memory problems for patients [74]. Hence, much research has
been carried out on neurostimulation as an alternative method to suppress seizures. In
this regard, understanding the mechanisms of seizures is an important step.
The analysis of complex networks requires mathematical models of the network that
can be determined by knowing (i) a mathematical model of each subsystem, and (ii) a
mathematical description of interconnections between subsystems. Hence, both the dy-
namics of each subsystem and the structure of the network (coupling configuration) affect
the presence or absence of synchronisation in the network.
Considering the description above, in what follows, we overview the mathematical
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models of neurons and neural populations that have been reported in the literature in
Section 1.1. Section 1.2 presents different notions of synchronisation and different ap-
proaches which have been used to study synchronisation in complex networks. This
section also includes the literature overview on the relation between network structures
and synchronisation. In Section 1.3, the outline of the thesis is presented.
1.1 Neurons and Neural Mass Models
In the context of computational neuroscience, the main goal is developing a computa-
tional model that can describe the brain activity and structure. Mathematical models can
be classified into two general groups: microscopic models and macroscopic models.
At the microscopic level, neurons communicate through synapses by spontaneous
variations of membrane potential which is known as action potential or nerve impulses.
These mechanisms of communication have been studied in models of firing neurons.
The Hodgkin-Huxley model [73] and its simplified model [56], enable us to understand
and simulate mechanisms that reproduce the neuronal behaviour in the generating ac-
tion potential. The well-known Hindmarsh-Rose model of neuronal activity is aimed at
studying the spiking-bursting behaviour of the membrane potential observed in experi-
ments made with a single neuron [72]. It is also possible to study the overall behaviour
of a neuronal population using networks of microscopic models [27, 122]. Since micro-
scopic models of the brain are computationally expensive, macroscopic models are often
utilised to study large-scale brain behaviours.
A macroscopic model of the brain that produces the average behaviour of the brain
was first developed by Wilson and Cowan [135], and was generalized by Da Silva et
al. [39]. This type of model has been used by other researchers to study brain activ-
ity. Jansen and Rit discovered that this model was able to simulate evoked potentials
by adding mathematical expression of excitatory and inhibitory populations along with
pyramidal model [76]. Wendling et al. [133] showed that Jansen and Rit’s model can repli-
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cate the alpha-activity 3 and spike-activity 4 of brain that are observed in the EEG signal.
They also extended a single population to multiple populations by interconnecting each
population. They observed that for high values of interconnection gains, all passive pop-
ulations are synchronised to a reference population that has been previously activated
by exerting an external input. They concluded that the alpha activity and spike wave
activity can be obtained by changing either the model parameters or the external input of
the population, which captures the effect of the neighbouring populations. The effect of
parameter changes on responses of Jansen and Rit’s model has been investigated in [127].
This model can show other brain activities such as theta 5. Using bifurcation analysis, it
was also showed that the functional connectivity is increased during epilepsy [20]. Be-
haviour of Jansen and Rit’s model with respect to the input has been investigated through
bifurcation analysis [65]. It was observed that Jansen and Rit’s model undergoes two
bifurcations, Hopf bifurcation and Homoclinic bifurcation, by changing the input, which re-
sults in the appearance of two different limit cycles in the phase space of the system. The
system shows periodic output resembling alpha-like signals when the system undergoes
a Hopf limit cycle. The Homoclinic cycle determines periodic spike-like behaviour of
systems.
An approach to study oscillatory behaviour of neural populations is to approximate
them by nonlinear oscillators. One class of nonlinear oscillators is the Kuramoto oscilla-
tor, which has been frequently adopted in diverse applications such as stability of power
networks [51] and flocking models [66]. This approximation has been applied to a net-
work of the Wilson-Cowan models to investigate the effect of connectivity gains in phase
synchronisation of populations [40, 135]. To this end, each neural population was ap-
proximated with a Kuramoto Oscillator, characterised by natural frequency and phase,
around its limit cycle. Consequently, the relation between interconnection gains of these
two networks was obtained; however, the phase synchronisation was not investigated
3Alpha waves are neural oscillations in the frequency range of 7.5 − 12.5 Hz that are detected by EEG
during wakeful relaxation with closed eyes. See [62] for more information.
4Spike-and-wave is the term that describes a particular pattern of EEG typically observed during epileptic
seizures. The frequency of the signal is about 3 Hz. See [2] for more information.
5Theta waves are neural oscillations in the frequency range of 4 − 7 Hz that are detected by EEG during
meditative, drowsy, hypnotic or sleeping states. See [130] for more information.
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analytically. The problem of desynchronisation for general networks of interconnected
Kuramoto oscillators was studied in a rigorous manner in [57]. In [38], the generalised
network of Kuramoto models has been utilised for the study of synchronisation in the
brain. The authors considered different types of distribution for natural frequencies and
connection gains and then analysed phase synchronisation through simulation results. A
more general case of the Kuramoto model, which is known as the Canonical model of cou-
pled limit-cycle oscillators, can be taken to analyse the oscillatory behaviour of dynamical
systems. This model is obtained by calculating the phase response curve of the system
around the limit cycle [53]. Therefore, it serves as an analysis tool for general limit cy-
cles [52]. The Canonical models of different types of neurons have been presented in [25];
however, only uncoupled neurons were considered.
1.2 Synchronisation in Dynamical Systems
Analysis of complex networks usually follows a “divide and conquer approach”. First,
each subsystem is considered as a node in a graph and input-output properties of each
node are investigated. Then, properties of the graph along with input-output properties
are combined to analyse the network. Different input-output properties can be investi-
gated in the first step that with considering graph properties and mechanisms of inter-
connections may lead to different types of synchronisation. We present an overview of
the available results on these topics.
1.2.1 Dynamical Properties for Analysing Synchronisation
Generally, synchronisation is achieved if the difference between states (outputs) of sub-
systems converges to zero. This means that the study of synchronisation can be seen as a
stability study of a “synchronisation subspace” in which all states (outputs) are equal.
Hence, the presence/absence of synchronisation can be studied by using approaches
which are utilised to study the stability of dynamical systems with respect to sets [69,121].
A well-known notion of input to state stability (ISS) is utilised to study robust stability
of nonlinear dynamic systems. This concept, which was first introduced in [117], is a
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useful tool for studying the stability of interconnected systems [77]. Comparing the dif-
ference between responses of a system resulted in the concept of incremental-ISS (δ-ISS)
that determines how the system trajectories converge to another, while being attracted
toward some equilibrium points [7]. On the other hand, the convergence property is de-
fined based on the convergence of all trajectories of a system to a specific solution of the
system [101]. Although it seems that these two concepts are the same, they are in fact
different and some conditions must hold to imply one notion from the other [106]. These
two concepts have been applied to synchronisation applications. In [7], δ-ISS has been ap-
plied to provide the condition for synchronisation of two coupled chaotic systems. This
notion has been applied to synchronise the network of identical nodes in which each
subsystem has been assumed to be δ-ISS [29]. To the best of our knowledge, it is still a
challenge to study application of these two notions for more complex networks.
The dissipativity property of dynamical systems, introduced by Willems [134] and ex-
tended in [71], is regarded as a useful tool in stability analysis of complex networks. Due
to the input-output property of dissipativity and its special case, passivity, the analysis of
complex networks can be carried out at two levels: the component level and the network
level [12]. At the component level, each subsystem is analysed using a state space model
to check whether it possesses a particular input-output property. At the network level,
the subsystems are represented as vertices of a network graph, and then the stability
of the underlying network is analysed. Stability of interconnected passive systems was
investigated for some simple feedback configurations in [119]. Stability of these config-
urations was determined from the diagonal stability of a so-called dissipativity matrix.
Motivated by a class of biochemical reaction networks, this approach was extended to
stability analysis of other interconnected systems [11, 15]. Diagonal stability of a dissipa-
tivity matrix for cyclic systems can be examined by the secant criterion [14,118]. Although
the dissipativity-based approach can be also utilised to determine stability of more com-
plex networks, it is still an open problem to obtain necessary and sufficient conditions
for checking the diagonal stability for general networks. However, some results were
recently proposed for interconnected systems whose digraphs are cactus structure [13]
and the graphs with connected circles in which two different loops can have a common
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edge [131].
The notion of dissipativity and its incremental version was utilised to study global
synchronisation of networks of oscillators in cyclic feedback systems. Motivated by the
cellular network, the problem of output feedback synchronisation was considered using
the notion of incremental output-feedback passivity [121]. This notion was extended
to the so called cocoercive property in order to study synchronisation in networks of
identical nodes [109]. To deal with the network with non-identical nodes, mutual relaxed
co-coercivity was proposed, which is a generalisation of cocercivity for a network with
mild heterogeneity [57].
Passivity and incremental passivity can be applied to cyclic interconnected systems
with negative feedback; however, these notions are not suitable for the analysis of sys-
tems with positive feedback since it is impossible to show positive feedback of some
passive or incrementally passive systems remains passive or incrementally passive. To
study a system with positive feedback using the input-output approach, the notion of
counterclockwise (CCW) property was recently introduced [8]. It was utilised to study
stability analysis of biological systems and neural networks [9,10]. The cascade and posi-
tive feedback interconnections of CCW systems are CCW. It is worth noting that the CCW
property is a property different from passivity. Semi-passivity is another dynamic prop-
erty that has been exploited to study synchronisation in coupled neurons [123]. Similar
to the passivity property, this property guarantees the boundedness of solutions, even
when the system evolves in the network. Semi-passivity is milder than passivity, how-
ever it is not possible to show that the positive feedback of two semi-passive systems
remains semi-passive.
Contraction of nonlinear dynamical systems is another property which is useful to
study of synchronisation [47, 116, 132]. Contracting systems have the following prop-
erty; for every input, all trajectories converge to a unique trajectory that implies that
the contracting network reaches complete synchronisation or consensus at the end. This
property of dynamical system has been utilised to study synchronisation in the network
of coupled oscillators and the network of FitzHugh-Nagumo neural models [116, 132].
Synchronisation was also studied by assuming that a quadratic type inequality, called
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QUAD conditions6, holds for each subsystem. It was proven that this condition is suffi-
cient for synchronisation of identical systems [44, 45]. The QUAD condition is the weak-
est condition compared to global Lipschitzness or contraction. It was shown that if a
dynamical systems is contacting or globally Lipschitz, then it is also QUAD [44]. Many
well-known systems possess this property such as Lorenz system, Van der Pol oscillator.
This property was used to study practical synchronisation for hetregenous networks [93].
For the sake of completeness, we summarise the dynamical properties of neural popula-
tions models in Table 1.1.




Hindmarsh-Rose model Semi-passive [123], relaxed co-
coercive [57]
Wilson-Cowan Globally Lipschitz and therefore
QUAD, Contracting for some val-
ues of parameters [33]
Jansen and Rit Globally Lipschitz [35] and there-
fore QUAD
1.2.2 Synchronisation, Network Structure and Signed Graphs
As mentioned earlier, two factors have a significant impact on presence or absence of
synchronisation in complex networks: dynamical models of network nodes and network
topology. In particular, investigating the effect of the latter has attracted much research
in the systems and control community, and it is still an ongoing problem [18, 103]. More
recently, this point has been explored in neuroscience using a computational model of
the brain [125]. It has been observed that, in the network of oscillators, removing or
adding interconnections between nodes can lead to the disappearance or persistence of
6Assume that the dynamic of each subsystem is represented by ẋi = fi(xi, t) + ui, where xi ∈ Rni and
ui ∈ Rni are the state and the input of the subsystem i. A function f ∶ Rni ×R+ is QUAD(∆, ω) if and only if,
for any z, y ∈ Rni ,
(z − y)T[ f (z, t)− f (y, t)]− (z − y)T∆(z − y) ≤ −ω(z − y)T(z − y),
where ∆Rni×ni is a diagonal matrix and ω is a real positive scalar.
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synchronous activity in the system. However, all these observations have been obtained
only by simulations.
To investigate how the network structure affects the presence/absence of synchroni-
sation, first, the network model should be derived by considering the type of intercon-
nection between all subsystems. For some neural/neural population (and many appli-
cations in control), the evolution of the states of each subsystem (neural population or
neuron) is primarily influenced by the relative information from its neighbours. This
type of interconnection is mathematically described by the Laplacian matrix that cap-
tures the structure of the network graph. In general, this graph can be directed with both
positive and negative weights. For example, in the network of neurons, the connections
between presynaptic neurons and postsynaptic neurons are directed. Furthermore, the
coupling weights between excitatory neurons to other neurons are positive while the cou-
pling weights between inhibitory neurons to other neurons are negative [75, 105]. In the
context of network science, this type of networks is called directed signed networks and
the graph structures is refereed to as a directed signed graph.
In most cases, the absence or presence of synchronisation needs the eigenvalues of
the Laplacian matrix to be located in some specific regions which are obtained from
analysing the network. For instance, it is well-known that synchronisation in a network
of integrators, known as consensus, can be reached if and only if the Laplacian matrix is
allowed to have a single zero eigenvalue with all non-zero eigenvalues having positive
real parts [97]. This type of network is employed to model the evaluation of opinion in
social networks. Synchronisation in the network of linear and nonlinear systems highly
depends on the structure of network which itself determines the eigenvalues of the Lapla-
cian matrix [18]. In most studies such as ones in [110,113] and networks of Wilson-Cowan
neural populations in Chapter 3, synchronisation cannot be guaranteed if the Laplacian
matrix has an eigenvalue with negative real part [110,113]. The existence of both positive
and negative weights also leads to clustering in the network that can be demonstrated in
terms of eigenvectors and eigenvalues of the Laplacian matrix [114, 136].
Thus, the spectral characterisation of the Laplacian matrix has been a subject of many
research activities and it is well-understood for undirected graphs with non-negative
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weights [36]. For directed graphs with positive weights, there is a relation between the
so-called normalized Laplacian matrix and the stochastic matrices that is employed to
explore the locations of eigenvalues of the Laplacian matrix [3, 26, 31]. In the presence of
negative weights, this relation is hard to establish and, consequently, the spectral charac-
terisation of Laplacian matrix becomes more challenging. For undirected graphs, there
exist powerful results that mainly provide bounds on the number of negative and posi-
tive eigenvalues [17,22,23]. Recently, a connection between the number of positive eigen-
values of the Laplacian matrix and negative weights has been developed for undirected
graphs in [24]. More specifically, it has been proven that the number of positive eigen-
values equals the number of negative weights in the graph minus the number of positive
eigenvalues of the associated cycle intersection matrix [24, Theorem 2.9]. However, no
conditions on the magnitude of the negative weights has been identified to ensure the
existence of eigenvalues with negative real parts.
In some applications, e.g. see [110, 113, 128], the objective is to prevent the Lapla-
cian matrix from having eigenvalues with negative real parts. Robustness of uncertain
undirected networks was recently studied where the negative weight was incorporated
as uncertainty in the network. Under certain assumptions on the distribution of nega-
tive weights, robustness of network was also analysed in the presence of multiple neg-
ative weights [140]. It has been argued that these results can be interpreted using the
notion of effective resistance originally introduced in electrical networks [82]. Recently,
this work has been extended to undirected graphs with arbitrary distribution of negative
weights [34]. Robustness of uncertain directed signed networks was studied in [95].
1.2.3 Various Versions of Synchronisation
The most common type of synchronisation in the literature is complete synchronisation
which has been studied for diverse applications such as formation control [55], biochemi-
cal networks [15,69,109] and networks of neurons [116,123]. The synchronisation criteria
are defined with respect to the relative difference of subsystems outputs (states) which
is called as output (state) synchronisation [15, 109], and it is complete since the goal is to
provide conditions that guarantee the outputs (states) of all subsystems reach to a com-
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mon output (state).
In almost all existing results, the most common assumption is that all subsystems of
the network are identical. Under this assumption, the analysis of network can be reduced
to analysis of a lower dimensional system. However, the collective behaviour of a hetero-
geneous networks is more complicated than a homogeneous network and, consequently,
the analysis of a network with non-identical nodes is more elaborate than analysis of
a homogeneous network. Although many results exist on complete synchronisation of
homogeneous networks, there are few studies on this type of synchronisation for hetero-
geneous networks [48, 141, 142].
Conditions for complete synchronisation of heterogeneous networks are hard to sat-
isfy. Moreover, complete synchronisation of a heterogeneous network is possible by
solely diffusive coupling, but using infinite gains [68]. Hence, the concept of practi-
cal synchronisation has been introduced that is easier to satisfy in heterogeneous net-
works [93,124]. In this type of synchronisation, all subsystems reach behaviours such that
the synchronisation error is ultimately bounded by some positive scalar. It was shown
that it is possible to design coupling between subsystems so that the synchronisation er-
ror becomes small enough; however the crucial assumption is that all subsystems in the
network should satisfy the QUAD condition [93].
Cluster or partial synchronisation is another type of synchronisation which has at-
tracted significant attention. This type of synchronisation is associated with the emer-
gence of different subgroups or clusters in the network such that all subsystems in the
same cluster become completely synchronised or practically synchronised with respect
to each other. However, subsystems in different clusters are desynchronised [43, 136].
This type of synchronisation has been observed in many applications including flocking
of birds [49], opinion agreement in social science [70, 91], and networks of neurons and
neural oscillators populations [1, 79]. In particular, there is empirical evidence that syn-
chronised behaviour is observed in some regions of brain cortex (not necessarily in the
whole brain ) during epilepsy or Parkinson that can be regarded as cluster synchronisa-
tion [99,126]. Generally, there are three mechanisms that lead to clustering; heterogeneity
of subsystems in the network, the presence of delay between subsystems interactions,
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and the existence of positive and negative coupling between subsystems [136]. It is also
possible to observe this phenomenon in the homogeneous network. To this end, the neg-
ative couplings should be considered beside the positive ones. Clustering in the signed
network for consensus problem was studied in [114, 136]. However, characterising com-
plete synchronisation in signed networks is still an ongoing problem.
In some applications, such as power systems or network of neurons, the synchroni-
sation criteria are defined based on relative differences of phases between subsystems,
which is known as phase synchronisation or phase-locking [42, 50]. For instance, it was
observed that the phase synchrony is increased in small neighbouring cortical areas in the
recording from the patient during the seizures. However, distant synchrony (phase syn-
chrony in cortical areas) may not increase during the seizure. This implies that the phase
synchronisation can be used to predict the occurrence of focal seizure [50, 143]. In order
to measure phase synchronisation or phase-locking, some definitions were proposed. As
far as we are aware, there is no connection between output (state) synchronisation and
phase synchronisation or phase-locking in general. However, the complete output syn-
chronisation implies phase synchronisation or phase-locking.
1.2.4 Mechanisms of Synchronising, Global Synchronisation Versus Local Syn-
chronisation
Two fundamental mathematical models of synchronisation can be found in the literature:
the diffusive model and the kick model [89]. In the diffusive model, the synchronisation
happens due to a so-called diffusive coupling which uses the difference between out-
puts (or states) of subsystems as inputs of each subsystem. Indeed, diffusive coupling
aims at reducing the difference between outputs of all subsystems in a network [112]. In
contrast, in the kick model, the synchronisation occurs due to applying short and weak
pulses. This type of coupling is usually considered in synchronisation of pulse-coupled
oscillators which was used to model flashing fires [28] and neurons [63]. The network
containing continues subsystems with the kick coupling can be seen as a hybrid model
as the kick coupling has an impulsive nature [96].
While various approaches have been developed to study different types of synchro-
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nisation in complex networks, they can be categorised into two groups: global and local.
As mentioned at the beginning of Section 1.2, the first step of the analysis of complex net-
work is to investigate whether subsystems of the network satisfy properties, such as pas-
sivity [11,15] and dissipativity [12], which leads to treating each subsystem in the analysis
from the input-output perspective. Then synchronisation conditions can be obtained by
considering the structure of the network along with the input-output behaviour of each
subsystem. If those properties are satisfied globally (locally), then the obtained condi-
tions guarantee the presence (or absence in some cases) of synchronisation for all (some)
initial conditions. In this case, the network reaches global (locally) synchronisation. In
some applications, it may be challenging to demonstrate that properties such as passivity
or dissipativity are satisfied globally or locally.
Furthermore, the interest might be to study synchronisation with respect to an in-
variant set such as a limit cycle which is responsible for generating a specific behaviour
among subsystems in the network. In these situations, there are a few local approaches
that are useful alternatives.
One possible approach for a local study is to approximate the model by nonlinear
oscillators which can be achieved by computing the phase response curve of subsys-
tems around the limit cycle [25, 52]. Another promising local approach is to linearise
the model of the whole network around an existing limit cycle in the dynamic of each
subsystem. In this way, synchronisation in a network of oscillators can be analysed via
the well-known master stability equation (MSE) [102]. The stability of MSE depends on
the model parameters and network topology that has previously been evaluated using
numerical approaches, which are computationally intensive. However, a possible way
to reduce computational effort would be to combine analytical methods with numerical
tools. Synchronisation of a network of oscillators with nonlinear dynamics was investi-
gated analytically in [139]. Recently, a framework was proposed to study synchronisation
in a network of oscillators by combining both analytical and numerical methods [113].
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1.3 Thesis Outline and Contributions
Motivated by the importance of synchronisation in neural population, we first present
the bifurcation analysis of a network of Jansen-Rit neural populations in Chapter 2 to
explore a range of behaviours that are observed in this network. This study provides
insight into assumptions that are needed to analyse this class of model in the network.
In order to analyse the synchronisation in a network of neural population, we focus on a
network of Wilson-Cowan oscillators in Chapter 3. The reason is that this model is sim-
pler to analyse. We present a framework to locally analyse synchronisation in this class of
network in which the interconnections between neural populations are both positive and
negative. We overcome the difficulty in analysing the network, that is arisen due to both
positive and negative interconnections, by using a trick. The trick allows us to treat the
signed network as a network with only non-negative interconnections. Since this trick
may not be applicable in some networks, we investigate eigenvalues of Laplacian matrix
for a class of directed signed graph in Chapter 4, since eigenvalues of Laplacian matrix
play a crucial role in the analysis of complex networks. Summary and future research
directions are presented in Chapter 5. The contributions of this thesis are as follows.
Chapter 2:
Previous bifurcation analyses of neural mass models have enabled theoretical and com-
putational studies to reproduce important activity of the brain, providing insights into
possible mechanisms underlying transitions between different brain states. It is well
known that network structure has a significant effect on cortical dynamics, such as seizure
generation. Therefore, a bifurcation analysis to study the behaviour of two intercon-
nected neural mass models is an important step towards understanding how network
structure mediates seizure mechanisms.Although bifurcation analyses of networked neu-
ral mass models have been previously reported, for instance [30, 90], previous studies
used different models such as a Wilson-Cowan neural population. The current study pro-
vides a bifurcation analysis of two interconnected Jansen-Rit neural populations, which
each consist of three interacting neural populations. Models with three or more popula-
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tions exhibit a range of dynamics that align with many different epileptic activities [127].
Furthermore, we show that a wider range of possible behaviours can be observed in the
network than in a single region by changing the network configuration and external in-
puts. Furthermore, we show that unexpected dynamics can occur in the network, which
has important implications for epilepsy related surgery. Finally, we show how our anal-
ysis is relevant for real world epileptic seizures, by relating the bifurcation diagrams to
data using a parameter inference method. The results of this chapter were prepared for
submission.
• Saeed Ahmadizadeh, Philippa J. Karoly, Dragan Nešić, David B. Grayden, Mark J.
Cook, Daniel Soudry, Dean R. Freestone,“Bifurcation Analysis of Two Coupled Jansen-
Rit Neural Mass Models”, Submitted to PLOS ONE.
Chapter 3:
In this chapter, we demonstrate that the framework of Shafi et al. [113] can be adapted to
study local synchronisation in a network of Wilson-Cowan oscillators with arbitrary cou-
pling strengths. As far as we are aware, this is a new result. Our contribution is fourfold.
First, the Wilson-Cowan model does not fit the general model considered in [102,113,139].
As a consequence, the analysis is different. Second, the Wilson-Cowan networks do not
synchronise for all coupling gains. Therefore, we had to use an instability result for the
linearised model based on the Chetaev theorem to develop a novel proof. This is dif-
ferent from the results in Shafi et al. [113], where local synchronisation was shown for
both weak and strong coupling. Furthermore, our results are also different from [139],
where the authors presented a sufficient condition for synchronisation that is conserva-
tive for our network. Third, we considered the directed coupling between oscillators in
the network and our results are general. Fourth, we present sufficient conditions that re-
late the role of perturbations in the network topology, thereby explaining robustness and
absence of synchronisation. The results of this chapter were published in the following
conference and journal.
[4] Saeed Ahmadizadeh, Dragan Nešić, Dean R. Freestone, David B. Grayden, “Ana-
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lytic synchronization Conditions for a Network of Wilson and Cowan Oscillators”, 54th
IEEE Conference on Decision and Control (CDC), 2015.
[5] Saeed Ahmadizadeh, Dragan Nešić, Dean R. Freestone, David B. Grayden, “On
synchronization of Network of Wilson and Cowan Oscillators with Diffusive Coupling”,
Automatica, 71, 169-178, 2016.
Chapter 4:
Similar to the undirected graphs, we obtain a necessary/sufficient conditions (for some
cases necessary and sufficient) which provides an upper bound of negative weights be-
tween any pairs of nodes which guarantees that none of the eigenvalues of the Laplacian
matrix has a negative real part. It was not possible to employ the machinery employed
in [34,140] for undirected graphs to derive the results of this paper as the Laplacian matrix
of the directed graphs are not generally symmetric. The employed methodology in [140]
has been recently extended to deal with directed graphs [95] where sufficient conditions
for the upper bound on a single negative weight has been derived via Nyquist stability
criteria. The necessary result of our paper considers the case in which both edges between
any arbitrary pairs of nodes are perturbed with negative weights. Our sufficiency result
is more general than the main result of [95] since we also allow perturbing two edges be-
tween two nodes with the same negative weight to the signed directed graph. Our results
cover a more general set of graphs as a graph with multiple negative edges might satisfy
the assumption of the theorem, while [95, Theorem 1] only is applied to graphs with no
negative edges. Even though the results of our paper are interpreted via Nyquist criteria,
our approaches are different from [95]. We also highlight the case where the condition
becomes necessary and sufficient. Furthermore, it is argued that for directed graphs, the
recently proposed notion of effective resistance [137] is not applicable to interpret the ob-
tained upper bound. By partitioning the nodes of the graph into some sets, we identify
“sensitive pairs of nodes” with the following property: If there exists at least one edge
with sufficiently small negative weight, the Laplacian matrix has at least one eigenvalue
with negative real part. This result is different from the main result in [23, Theorem 2.10]
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which established a lower bound and upper bound for the number of negative eigenval-
ues. The results of this chapter were published in the following journals.
• Saeed Ahmadizadeh, Iman Shames, Sameul Martin, Dragan Nešić,“On Eigenval-
ues of Laplacian Matrix for a Class of Directed Signed Graphs”, Linear Algebra and its
Application, 523, 281− 306, (2017).
• Saeed Ahmadizadeh, Iman Shames, Sameul Martin, Dragan Nešić,“Correction to :
On Eigenvalues of Laplacian Matrix for a Class of Directed Signed Graphs”, Linear Alge-
bra and its Application (Accepted).
Chapter 2
Bifurcation Analysis of Two Coupled
Jansen-Rit Neural Mass Models
2.1 Introduction
The hallmark of epilepsy is recurrent unprovoked seizures, during which a net-work of the brain is hyper-excitable [16]. Medication is the main treatment for con-
trolling epilepsy. However, approximately 30% of patients are not well treated by anti-
epileptic drugs and suffer from recurring seizures. Epilepsy surgery is a treatment option
for patients whose seizures continue despite pharmacological interventions. However,
surgical intervention is not viable for all patients due to the risks involved in the removal
of brain tissue [74]. Hence, there is a strong research effort directed towards alternative
methods to control seizures. In order to develop new robust therapies, there is a need to
understand the mechanisms that lead to seizures. This has proven to be a difficult prob-
lem to unravel from an experimental point of view. Therefore, computational modelling
studies are an alternative to understand epilepsy at a network level and generate new
hypotheses regarding the basic mechanisms that lead to seizures.
Over the past sixty years, computational neural modelling has contributed to the de-
velopment of theory that explains brain dynamics at different spatiotemporal scales. Mi-
croscopic models, such as those of [73] and [56], describe single neuron dynamics. macro-
scopic neural mass models have also been developed in parallel to the microscopic mod-
els, with notable early contributions from [21], [135], and [86]. Macroscopic, neural mass,
or neural field models describe the averaged activity of cortical ensembles. Modelling at
the macroscopic scale is particularly important for epilepsy, as this is the scale observed
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through clinical electroencephalographic (EEG) and intracranial EEG recordings.
There are numerous studies that have used neural mass models to study epilepsy.
The models generate hypotheses regarding the mechanisms that underlie the transitions
from normal brain activity to seizures. For example, Wendling et al. [133] used a model
proposed in [76] to replicate alpha and epileptic-like activity by changing the model pa-
rameters. The same group also developed a multi-region model to study the effect of
changing long-range connectivity [133]. They observed that, for high interconnection
gains, all regions showed synchronous behaviour that mimicked electrographic seizure
recordings. These results motivated other researchers to further develop and investi-
gate neural mass models to reproduce a wider range of observable brain dynamics (see
[41, 42, 120, 127] for more information).
Recently, [125] investigated the effects of network structure on seizure spread in a
four-region network through computer simulation. Their results demonstrated that seizure
spread from an onset region was highly dependent on the structure of the network. Fur-
thermore, altering the network structure by adding or removing interconnections be-
tween regions could preserve or annihilate seizures. They also presented a network
structure in which some regions show seizure behaviour while the other regions show
normal behaviour These results highlight that the configuration of populations in the
network significantly affects the initiation and propagation of epileptic seizures. These
analyses, based on computer simulations, can be studied more rigorously by tools from
control theory [4, 5] or by a bifurcation analysis.
Bifurcation analysis enables visualisation of the dynamical repertoire of a compu-
tational model undergoing parameter variations. For example, a bifurcation analysis
will show where a model that is undergoing parameter changes transitions into different
types of oscillations. Bifurcation analysis was used to show how changes in the external
input to neural mass models led to alpha-like signals and seizure-like output [65]. More
recently, a bifurcation analysis of a neural mass model with variations in a time delay
revealed a possible mechanism for the transition from alpha to seizure activity [60]. Un-
derstanding how such bifurcations occur is critical in interpreting many high-level brain
functions. Using bifurcation analysis, [20] provided evidence that functional connectivity
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may be increased during seizures.
In this chapter, we conduct bifurcation analyses for a network of two interconnected
neural mass models. This is an important step towards understanding how changes in
the network structure and inputs lead to different behaviour some of which are observed
during seizure. The results detail the rich repertoire of dynamics that the network can
generate including,
1. multiple alpha-like rhythms for all the scenarios considered in this chapter (see
Figures 2.2, 2.4, 2.6, 2.7, 2.8, 2.11, 2.13, 2.15);
2. remote spiking in both regions (see Figures 2.2 2.4, 2.6, 2.7, 2.11) or one of them (see
Figure 2.15);
3. remote spiking in one region and delta wave in another region (see Figures 2.8,
2.13);
4. remote spiking in one region and transient bursting in another region (see Fig-
ures 2.14, 2.15).
This chapter is organised as follows. In Section 2.2, we introduce the multi-region
neural mass model that is used in this study. Sections 2.3 to 2.6 present bifurcation anal-
yses for three different settings of inter-connectivity. Section 2.7 relates the estimation re-
sults to the bifurcation analyses. Finally, we demonstrate how clinical insights are gained
from our new analyses, and discuss future work in Section 2.8.
2.2 Model Description
In this section, we briefly present the mathematical representation of a neural mass model
that describes a cortical area. We start from a model proposed by [58] that is used for the
estimation result. We explain how this model can be reduced to achieve the well-known
model described in previous work [76, 133]. The [58] model contains three parts: pyra-
midal neurons, excitatory (spiny stellate) neurons, and inhibitory neurons. A pyramidal
unit receives input from three sources: distant regions u, an excitatory unit ve, and an
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inhibitory unit vi. The dynamics of the neural mass model are described by the following
set of ordinary differential equations [58],
v̇e =ze,
że =αpecpeζpeg (vp)− 2ζpeze − ζ2peve,
v̇i =zi,
żi =αpicpiζpig (vp)− 2ζpizi − ζ2pivi,
v̇p1 =zp1,
żp1 =αepcepζepg (ve)− 2ζepzp1 − ζ2epvp1,
v̇p2 =zp2,
żp2 =αipcipζipg (vi)− 2ζipzp2 − ζ2ipvp2,
v̇p3 =zp3,
żp3 =αupcupζupu − 2ζupzp3 − ζ2upvp3,
(2.1)
where the post-synaptic potential, denoted by vn, is the deviation of the membrane from
the resting potential, αmn is the gain for the post-synaptic response kernel, cmn is the
number of connections between populations, and ζmn is the reciprocal of the synap-
tic/membrane time constant. The index n (post-synaptic) may represent the pyramidal
(p), excitatory interneuron (spiny stellate) (e), or inhibitory interneuron (i) populations.
The parameter u describes the external input firing rate. vp1, vp2, vp3 are post-synaptic
potential on the pyramidal cell induced by excitatory feedback, inhibitory feedback and
external input, respectively. The post-synaptic potential of the pyramidal cell is then de-
fined as vp = vp1 − vp2 + vp3. The sigmoid function, g(vm), characterises internal firing
rates as a function of the pre-synaptic (subscript m) membrane potential, defined by
g(v) =
2e0
1+ exp (r(vth − v))
, (2.2)
where r defines the slope of the sigmoid, vth is the mean firing threshold, and 2e0 is the
maximum firing rate.
In order to achieve the model in [76, 133], it is first assumed that the following set
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of equalities holds on excitatory gains and time constants, αpe = αpi = αep = αup ≜ αe,
ζpe = ζpi = ζep = ζup ≜ ζe, αip ≜ αi, ζip ≜ ζi. These assumptions imply that the internal
mathematical models of excitatory and inhibitory neurons are the same; however, their
influence on post-synaptic potential of the pyramidal cell are different. Furthermore, the
same mathematical formulation is used to model the influence of input u and excitatory
feedback vp1 on the pyramidal cell. Therefore, we can define a new variable that incor-
porates the influence of u and vp1, leading to
v1 ≜ vp1 + vp3, v2 ≜ vp2, z1 ≜ zp1 + zp3, z2 ≜ zp2.
Given the above definition, the post-synaptic potential of the pyramidal cell can be
written as vp = v1 − v2. Furthermore, it is supposed that the co-activation of spiny stellate














It is also assumed1 that the number of connections between the input and the pyra-
midal cells is equal to one, i.e. cup = 1. Considering all aforementioned assumptions, the
tenth-order system in (2.1) is reduced to the sixth-order state-space model,
v̇0 = z0,
ż0 = αeζeg(v1 − v2)− 2ζez0 − ζe2v0,
v̇1 = z1,
ż1 = αeζe(u + cepg(cpev0))− 2ζez1 − ζe2v1,
v̇2 = z2,
ż2 = αiζicipg(cpiv0)− 2ζiz2 − ζi2v2.
(2.3)
The state space representation in (2.3) describes the reduced model of single neural
mass model. In order to interconnect the reduced neural mass models and construct a
1It should be pointed out that this assumption is not conservative mathematically since we consider
ũ ≜ cupu as a new input for (2.1).
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network, it is assumed that the pyramidal unit also receives input from neighbouring
regions that is added to the external input u. In this case, the neural mass model network




































































































d are considered known. The two state variables v3 and z3 are used to in-
terconnect region j to the other regions in the network. The effect of external regions on
local dynamics is parametrised by the coupling gain K j,l ≥ 0 and coupling outputs vl3.
Note that Ki,i = 0, i = 1, . . . , n. A schematic diagram of a two-region network is depicted
in Figure 2.1.
The model (2.4) implies that each region j shows different behaviours depending on
the region parameters, external inputs (uj(t)) and coupling gains. The complexity of the
model is increased dramatically for a network with a large number of regions. Even for
a network with two regions, it is difficult to analyse the effects of variations of param-
eters and coupling gains. In this chapter, we consider a network with N = 2 regions,
region a and region b, and provide a rigorous analysis. The model parameters and their
interpretation are given in Table 2.1 (also see [133]).
We now state the assumptions that are required for further analysis. The first as-
sumption is that the local parameters of the two regions are identical, and changes in
the network behaviour result from a varying input. This assumption implies that these
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Table 2.1: The parameters of model (2.4) from [133]
Parameter Description Value
αe, αi Average gain of excitatory
(e) and inhibitory (i) synaptic
gains






Average time constant of
post-synaptic potential. d
is the connection between
regions.
ζe = 100 s−1, ζi = 50 s−1, ζd =
33 s−1
cpe, cep, cpi, cip Average number of synaptic
contacts of excitatory and in-
hibitory connection
cpe = c, cep = 0.8c, cpi = 0.25c,
cip = 0.25c with c = 135
vth, e0, r Threshold, half of the max-
imum output, and slope of
sigmoid function g(v)
vth = 6 mV, e0 = 2.5 s−1, r =
0.56 mV−1
two regions belong to the same cortical area. For Sections 2.4 and 2.5, we will make a
second assumption that the coupling gains between the two regions are symmetric; i.e.,
K1,2 = K2,1 = K. The second assumption is relaxed in Section 2.6. Although the assump-
tions limit the generality of the results, the networks shows very complicated behaviour
when the coupling gain is varied and valuable insights are gained. The assumptions
are required to gain these insights and similar approaches have been used in previous
studies [125, 133].
Three cases are analysed (see Figure 2.1). In case I, the same input is applied to both
regions. This structure can be seen as a network of two regions that are located near each
other and receive common input. These two regions are involved in the same function;
i.e., the same input and the same hierarchical level. In case II, we assume that only re-
gion a receives input, representing two regions that could be in same area with the same
parameters, but with different levels of hierarchy. In case III, region a receives input and
the feedback from region b is removed. In Section 2.5 and 2.6, we will point out that this
change in the structure of the network induces interesting changes in the dynamics.
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Figure 2.1: The schematic diagram of network of Jansen’s model and three underlying
cases. A. The schematic diagram of the neural mass model for two cortical regions de-
scribed by equation (2.4). B. Elements of a neural mass, showing the synaptic kernel on
the left and the sigmoidal nonlinearity on the right.
2.3 Equilibria
In order to start the bifurcation analysis, the first step is to find the equilibria of the net-































































We define the EEG signal corresponding to region a and region b as ya ∶= va1 − v
a
2 and
yb ∶= vb1 − v
b
2 [133]. Now, from (2.5) and (2.6), we can write the equations describing the








































Since (2.7) is nonlinear in terms of ua, ub, Kab, Kba, a computational approach is utilised
in which the values of ua, ub, Kab, Kba are considered to be fixed, and the values of ya and
yb are obtained subsequently. Then, the equilibria of the network corresponding to those
fixed values can be determined from (2.5) and (2.6). The detailed explanations of the
underlying computational approach for each case are presented in the following sections.
The goal of the bifurcation analysis is to analyse the behaviour of the underlying network
arising around equilibria as parameters of the network are varied.
2.4 Case I: Bifurcation Analysis with a Common Input
In case I, the applied inputs and interconnection gains are considered to be same for both
regions, i.e., ua = ub = u and Kab = Kba = K. We consider u as the bifurcation parameter that
changes continuously, and consider discrete interconnection gains K = 25, 50, 100, 150.
Considering both the input u and the interconnection gain K as continuous bifurcation
parameters provides a more comprehensive analysis of the underlying networks, but is
beyond the scope of this chapter.
We categorise the equilibria of the network into two groups. The first group contains
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the set of equilibria, called symmetric equilibria, that are equal; i.e., ya = yb = ys. This
set of equilibria results from the symmetrical structure of the network, which can be




















Kg (ys) , (2.8)
which is used to compute the symmetric equilibria. The second group of equilibria cor-
respond to the asymmetric solutions, which are unequal. The asymmetric equilibria are
computed using (2.7).
Note that both (2.7) and (2.8) are nonlinear, so it is not possible to find explicit expres-
sions for ya and yb in terms of u and K. Therefore, we utilise a numerical approach to
find the solutions by changing the value of ys ∈ (−3.5, 12) in (2.8) and then calculating the
value of the corresponding input u. The asymmetric equilibria are computed using the
feature of the CL-MATCONT package [64], that exploits the continuity of solutions with
respect to the variation of u. All bifurcation analyses are performed by CL-MATCONT
toolbox.
2.4.1 Bifurcation Analysis with Weak Coupling (K = 25)
Two separate bifurcation analyses were conducted corresponding to the symmetric and
asymmetric solutions to the equilibria. The equilibria that correspond to the symmetric
solution are shown in Figure 2.2. In all figures presented in this chapter, the solid black
lines represent the stable equilibria; i.e, all eigenvalues of the Jacobian matrix have neg-
ative real parts) and the black dashed lines show unstable equilibria. Figure 2.2 shows
two subcritical Hopf bifurcations H2,1 and H2,2 that occur where the input, u = −14.46 or
u = −21.43. For a single region neural mass model, there is only one corresponding sub-
critical Hopf bifurcation [65]. These two subcritical Hopf bifurcation lead to the presence
of two limit cycles LC2,1 and LC2,2. The simulated EEG signals corresponding to each
limit cycle are shown in the upper part of Figure 2.2. Since the limit cycles are unsta-
ble, they repel nearby trajectories and, consequently, the trajectories are attracted by the
stable equilibria.
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Figure 2.2 also shows a saddle-node homoclinic bifurcation, indicated by SN2,1, when
the input u = 110.5. The saddle-node homoclinic bifurcation leads to the appearance
of two orbits2 LC2,3 and LC2,4 (see Appendix A.2 for details of Shilnikov saddle-node
homoclinic bifurcation detection) that generate epileptic-like spike and wave discharges,
as seen in the upper part of Figure 2.2. The two types of spike and wave discharges
have the same frequency as each other, but different amplitudes. The orbit LC2,3, which
is plotted in grey, terminates when the input u exceeds 125.7. This termination occurs
at SN2,2 and SN2,3, which is due to a collision of the stable cycle LC2,3 with the unstable
limit cycle LC2,1 originating from the subcritical Hopf bifurcation H2,1. Similarly, the
orbit LC2,4 plotted in red, collides at SN2,4 and SN2,5 (u = 136.4) with the unstable limit
cycle LC2,2 originating from the subcritical Hopf bifurcation H2,2.
A supercritical Hopf bifurcation H2,3 occurs when the input is increased above u =
71.56. The stable equilibrium point becomes unstable resulting from the complex eigen-
values of the Jacobian matrix crossing the imaginary axis. This Hopf bifurcation gives
rise to a stable limit cycle LC2. Another two complex eigenvalues cross the imaginary
axis when the input reaches u = 93.46 resulting in another supercritical Hopf bifurca-
tion H2,4. It should be noted that the equilibrium point remains unstable since the Jaco-
bian matrix has eigenvalues with positive real part3. These two Hopf bifurcations lead
to the appearance of two stable limit cycles LC2 and LC3. These two limit cycles disap-
pear when the input exceeds 298.6 and 313.4. Figure 2.2 shows the alpha rhythm-like
EEG for stable limit cycles with a frequency of approximately 10Hz. The two alpha-like
oscillations have slightly different amplitudes and frequencies.
During continuation, two branch points BP1 and BP2 were detected on the symmet-
ric equilibria curve. At these points, other branches of equilibria arise that correspond
to the asymmetric solution, and are depicted in Figures 2.3A and B for region a and re-
2We point out that a Shlinkov saddle-node can have more than one homoclinic orbit simultaneously
if the dimension of the underlying system (number of states) is strictly larger than 2. An example of
Shlinkov saddle-node with a pair of the homoclinic orbits is reported in the modified Morioka-Simizu
model [115]. More information can also be found in http://www.scholarpedia.org/article/
Shilnikov_saddle-node_bifurcation. In our study, the dimension of the system is 16.
3In multi-dimensional systems, Hopf bifurcation occurs if a pair of complex eigenvalues crosses the imag-
inary axis while the rest of eigenvalues can have positive or negative real parts. The type of bifurcation (su-
percritical or subcritical) is determined by computing the first Lyapunov coefficient (see [85, Chapter5]).
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gion b, respectively. Figures 2.3A1, A2, and A3 (Figures 2.3B1, B2, and B3) correspond to
the lower, middle, and upper parts of the equilibria curve in Figure 2.3A (Figure 2.3B),
respectively. The pair of equilibria for ya and yb are shown with the same colour and
linestyle. For example, if ya is an equilibrium point located on the blue solid-line in Fig-
ure 2.3A1, the corresponding equilibrium point yb is also located on the blue solid-line in
Figure 2.3B3. Figure 2.3 shows that the equilibria of ya and yb are not necessarily identical
even though the underlying network has symmetric structure. Consequently, different
EEG time series can be observed at each region with a suitable initialisation.
All bifurcations found for the asymmetric equilibria are plotted in Figures 2.4 and 2.5
for both regions. Panels A and B show the bifurcation structures for regions a and b,
respectively. Simultaneous bifurcation points and corresponding limit cycles in both
panels are color coded. During continuation, we found four subcritical Hopf bifurca-
tions H4,1, H4,4, H4,5, and H4,6 that are located in different parts of equilibria curve, and
lead to the appearance of four unstable limit cycles (see Figure 2.5). Two limit cycles
LC4,1, LC4,4 (LC4,5, LC4,6), plotted in same colour, collides via a fold bifurcation of limit
cycles (or Limit Point of Cycle (LPC)) at u = 106, which is interesting from a technical per-
spective since it is a point where a limit cycle is born under other parameter variations.
We also found four supercritical Hopf bifurcations for non-symmetric equilibria that
are indicated by H4,2, H4,3, H4,7 and H4,8, and are located in different parts of equilibria
curve. Two supercritical Hopf bifurcations H4,7 and H4,3 occur at u = 87.43, while another
two supercritical Hopf bifurcations H4,8 and H4,2 occur at for u = 88.93. As a result, four
stable limit cycles appear, which generate alpha-like oscillation (10 Hz). The correspond-
ing behaviour for LC4,7 is show in Figure 2.4. However, similar behaviour is generated
by other stable limit cycles with different amplitude. Similar to unstable limit cycles, two
limit cycles LC4,7, LC4,8 (LC4,2, LC4,3), plotted in same colour, collide via LPC at u = 106.
By considering all limit cycles detected from the symmetric and asymmetric branches
of equilibria, it is concluded that the network can generate alpha-like activity for the
input ranges 87.43 ≤ u ≤ 106 and 71.56 ≤ u ≤ 313.4, that correspond to the asymmetric and
the symmetric cases, respectively. This dynamical regime is vastly more complex than a
single region model, which generates alpha activity for 89.83 ≤ u ≤ 315.70 from one stable
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limit cycle [65].
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Figure 2.2: Bifurcation diagram for the symmetric solution for Case I with coupling gain
K = 25. The time series in the upper part of the figure show the EEG associated with
each bifurcation using the same colour The solid black lines show stable fixed points,
the solid coloured lines show stable oscillatory behaviour and the dashed lines show
unstable fixed points and unstable oscillations.
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Figure 2.3: Equilibria curves for asymmetric solutions of case I with coupling gain K = 25.
A) and B) Second branch of equilibria for regions a and b, respectively. A1-A3) Magnified
parts from sub-panels in A) corresponding to the bottom, the middle and the upper parts.
B1-B3) Magnified parts from sub-panels in B) corresponding to the lower, the middle and
the top parts. The black lines correspond to the symmetric solutions; the red, blue, green,
cyan and magenta lines correspond to asymmetric solutions. The equilibria for ya and
yb are shown with the same color and line style. For example, an equilibrium point with
blue solid-line in panel A1 corresponds to an equilibrium point with blue solid-line in
panel B3.
2.4 Case I: Bifurcation Analysis with a Common Input 33






































































































































Figure 2.4: Bifurcation diagrams of A) region a and B) region b arising from the asym-
metric equilibria for Case I with coupling gain K = 25. The time series in the upper
parts of the figure show the behaviours associated with the stable limit cycle arises from
supercritical Hopf bifurcation LC4,7.











































































































































































































































Region a Region b
Figure 2.5: Magnified parts from bifurcation diagrams in Figure 2.4.
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2.4.2 Bifurcation Analysis with Intermediate Coupling (K = 50)
The bifurcation diagram for case I with coupling gain K = 50 is qualitatively similar to
the case K = 25 in terms of types of limit cycles and shapes of equilibria branches. The
differences between K = 25 and 50 are the points at which the bifurcations occur and the
amplitudes of oscillations. Similar to the case K = 25, two orbits, resulting from a saddle-
node homoclinic bifurcation coexist for 110.5 ≤ u ≤ 114.3 and 106.2 ≤ u ≤ 134.4. Two
stable limit cycles emerge from supercritical Hopf bifurcations at u = 53.24 and u = 97.2
and vanish at u = 310.5 and u = 280.7, respectively. A similar situation to the case K = 25
is observed for the limit cycle corresponding to the second branch of equilibria. Due to
these similarities, the bifurcation diagrams are not presented.
2.4.3 Bifurcation Analysis with Strong Coupling (K = 100 and 150)
The symmetric solutions to the equilibria were computed and are plotted in Figure 2.6 for
case I with strong inter-region coupling gain (K = 100). Figure 2.6 shows two stable limit
cycles LC6,4 and LC6,5 that originate from supercritical Hopf bifurcations H6,4(H6,5) and
H6,6 respectively. The first limit cycle LC6,4 occurs for the input range 107.1 ≤ u ≤ 241.7.
The limit cycle LC6,5 arises as a result of LPC with an unstable limit cycle at the indicated
point LPC6,1, and terminates at u = 303.3. The frequency of oscillations from both LC6,4
and LC6,5 is approximately 10 Hz, corresponding to alpha-like activity. Contrary to the
network with weak coupling (K = 25), there is only one limit cycle LC6,2 that generates
spike-wave-like discharges. The limit cycle LC6,2 arises from a saddle-node homoclinic
bifurcation and collides with an unstable limit cycle through LPC at the point indicated
by LPC6,2. The frequency and amplitude of spikes for this case are approximately the
same as with weak coupling.
There are two subcritical Hopf bifurcations H6,1 and H6,2 that generate the unstable
limit cycles LC6,1 and LC6,3 respectively. The limit cycle LC6,1 emerges when the input
u = −46.74 4. The limit cycle LC6,3 begins at u = −13.28 and ends at u = 11.92 through Hopf
bifurcation H6,3. The EEG time series in the bottom part of Figure 2.6 shows decaying
4We couldn’t identify how LC6,1 ends by increasing u as CL-MATCONT package was not able to proceed
the continuation process further.
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oscillations that settle down to constant values corresponding to stable equilibria.

































































































Figure 2.6: Bifurcation diagram of Case I with coupling gain K = 100. The time series
in the insets of the figure show the simulated EEG for each bifurcation with the same
colour The solid black lines show stable fixed points, the solid colored lines show sta-
ble oscillatory behaviour and the dashed lines show unstable fixed points and unstable
oscillations.
For coupling gain K = 150, the network has two branches of equilibria. The bifurca-
tion diagram for the symmetric equilibria for K = 150 is plotted in Figure 2.7. The diagram
has a notable exception of the disappearance of the small unstable limit cycle LC6,3 which
results from a subcritical Hopf bifurcation for K = 100. The reason is that, for the corre-
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sponding range of u, the Jacobian matrix for the system 2.4 has no complex eigenvalue
with zero real part. There are also differences in the levels of the input at which other
types of bifurcations arise. For the asymmetric case of equilibria, there are two unstable
limit cycles, arising from subcritical Hopf bifurcations, that do not lead to any interesting
behavior and are not discussed further.













































































Figure 2.7: Bifurcation diagrams arising from the first branch of equilibria in Case I with
coupling gain K = 150. The time series in the insets of the figure show the simulated
EEG for each bifurcation with the same colour. The solid black lines show stable fixed
points, the solid coloured lines show stable oscillatory behaviour and the dashed lines
show unstable fixed points and unstable oscillations.
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2.5 Case II: Bifurcation Analysis of Two Coupled Neural Mass
Model with a Single Input
In this section, the bifurcation analyses of the neural mass model network are presented
where the input is applied only to region a (see Figure 2.1 ). Similar to Section 2.4, the
first step of the bifurcation analysis is finding the equilibria of the overall system. We
follow the procedure in Section 2.3, setting ub to zero. Additional notes on calculating
the equilibria for this case are provided in Appendix A.3.
Bifurcation analysis with coupling gain K = 50
Figure 2.8 depicts three branches of equilibria and bifurcation diagrams for region a and
region b. Since there is no interconnection from the second region to the first region, the
equilibria of region a are very similar in all three branches. However, the equilibria for
region b have a more complex structure (see Appendix A.3 for further explanation).
There are two stable limit cycles LC8,3 and LC8,18 on the first and the third branches of
equilibria that exist between supercritical Hopf bifurcation points (H8,2, H8,3) and (H8,8,
H8,9), respectively. These limit cycles exist for input values between u = 100 and u =
300. Similar to Case I, a supercritical Hopf bifurcation leads to a stable limit cycle which
generates stable oscillations, depicted in Figure 2.8, that resemble alpha activity. These
two limit cycles generate different types of alpha activity with the same frequency at
distinctly different amplitude ranges in region b. In order to study the behaviour of the
network near the stable limit cycles, we simulated the EEG signals with initial conditions
close to the cycles and plotted the corresponding time series shown in the lower part of
Figure 2.8. The time series associated with the stable limit cycles on the first and third
branches verify that the limit cycles are stable.
We found several subcritical Hopf bifurcations on all branches of equilibria. The one
for the first branch H8,1 results in the unstable limit cycle LC8,1. This limit cycle collides
with the limit cycle LC8,2 via a saddle-node bifurcation at the point SN8,2. The limit cycle
LC8,2 originates from a saddle-node homoclinic bifurcation at the point SN8,1. The stable
limit cycle LC8,2 produces spike-wave-like signals with a frequency of approximately
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3 Hz, which is observed in region a (Figure 2.8). However, the spike-wave-like signal
does not appear in region b as shown in Figure 2.8. Instead, region b shows an EEG
signal similar to delta-wave activity. The occurrence of delta wave activity is interesting
considering the strong links between epileptic seizures and sleep [16].
The second unstable limit cycle LC8,4 in Figure 2.8B and E originates from subcritical
Hopf bifurcation H8,4, and appears to collide with the limit cycle LC8,5 at u = 129.4. At
this point indicated by LPC8,1, LPC was detected. The limit cycle LC8,5 originates from a
homoclinic bifurcation of a saddle-saddle which was originally proposed by Shilnikov5.
The simulated EEG for LC8,4 shows that the trajectories that start near the limit cycle con-
verge to the equilibria on the first branch. Furthermore, the trajectories that start from
the limit cycle LC8,5, depicted in Figure 2.8, converge to the LC8,2 on the first branch of
equilibria. Furthermore, we notice that there are two subcritical Hopf bifurcations H8,5
and LC8,6 for the second branch of equilibria that leads to the existence of the unstable
limit cycle LC8,6. By initialising the system near to this limit cycle, the trajectories con-
verge to the limit cycle LC8,3 as shown in Figure 2.8. Therefore, the analysis indicates that
this second branch does not contribute to specific behaviours
Figure 2.8C and F, Figures 2.9-2.10 show the bifurcation diagram for the third branch
of equilibria. In contrast to the bifurcation diagram for the first equilibria, the unstable
limit cycle LC8,7, which arises from subcritical Hopf bifurcation H8,7, does not collide with
the unstable limit cycle LC8,12 resulted from a saddle-node homoclinic bifurcation SN8,3.
During continuation of the third limit cycle LC8,7, we detected LPC which is plotted by a
grey plus sign. At this point, the limit cycle LC8,7 collides with the limit cycle LC8,8 (see
Figure 2.9C1 and F1 and Figure 2.9C1(c)). By proceeding the continuation, we detected
another LPC point. We labelled the limit cycle after this point as LC8,9. We also noticed
that the toolbox detected Neimark-Sacker bifurcation of cycles6 at two points; (i) the in-
tersection of limit cycles LC8,9 and LC8,10 (Figure 2.9F1 and Figure 2.10c1(d)) (ii) the in-
tersection of limit cycles LC8,10 and LC8,11 (Figure 2.9C2 and Figure 2.9F2). To study the
corresponding simulated EEG to these limit cycles, the initial value was chosen near each
5See http://www.scholarpedia.org/article/Shilnikov_saddle-node_bifurcation.
6Neimark-Sacker bifurcation of cycles is a co-dimension 1 bifurcation corresponds to the case when the
multipliers are complex and simple and lie on the unit circle. See [85] for more details.
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limit cycle. We observed that trajectories converge to either the equilibria on the third
branch or the equilibrium point on the first branch.







































































































































































































Figure 2.8: Equilibria and bifurcation diagrams for Case II with coupling gain K = 50.
A), B), and C) are the first, second, and third branches of equilibria for region a. D), E),
and F) are the first, second, and third branches of equilibria for region b. The subpanels
show the EEG time series corresponding to the each part in the bifurcation diagrams. The
solid black lines show stable fixed points, the solid coloured lines show stable oscillatory
behaviour and the dashed lines show unstable fixed points and unstable oscillations.
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Near the saddle node point SN8,3 on the third branch, we noticed that there exists
a saddle-node homoclinic bifurcation, which results in an appearance of the limit cy-
cle LC8,12. By initialising the system close to this limit cycle, we observed that it produces
unstable spikes in region a and an oscillation in region b. These spike-wave discharges
have a frequency similar to that observed during seizures in clinical EEG recordings, un-
til the activity of each region settles to the equilibrium point. During the continuation
of this cycle, three LPCs and one Neimark-Sacker bifurcation of cycles are detected (see
Figure 2.9C1 and 2.9F1, and Figure 2.10c1(a),(b),(c)). By selecting an initial condition near
each limit cycle and simulating the EEG, we observed the solutions converge to the equi-
libria on either the first branch or the third branch.





































































































Figure 2.9: Magnified parts from the bifurcation diagram of the third branch of equilibria
in Figure 2.8C and Figure 2.8F.






















































































Figure 2.10: Magnified parts from the bifurcation diagram of the third branch of equilib-
ria in Figure 2.9C1.
2.5.1 Bifurcation analysis with coupling gain K = 250
By increasing the coupling gain to K = 250, two branches of equilibria for region b join
up, which results in the appearance of a saddle node in the joint point (refer to the Ap-
pendix A.3 and Figure A.3). As a consequence, the new saddle-node homoclinic bifurca-
tion starts that leads to new behaviour in the network, such as observing spikes in only
one region or in both regions for all inputs larger than the value at which the saddle node
arises. Figure 2.11 shows that all equilibria branches and bifurcations are detected in this
case. In order to present this case, we split the first branch of equilibria from the saddle
point and present them in two separate sub-figures (Figure 2.11A, B, D, and E).
Figure 2.11A, B, D, and E show the bifurcation diagram from the first branch of equi-
libria. There are six Hopf bifurcations detected on this branch (H11,1-H11,6) and only two
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of them (H11,2,H11,3,) are supercritical. Figure 2.11A and D illustrate two limit cycles that
arise from the bottom part of this branch. Similar to the case of K = 50, the unstable
limit cycle LC11,1 collides with the limit cycle LC11,2 that appears from the saddle-node
homoclinic bifurcation. The time series associated with these two limit cycles, depicted
in lower part of the figures, verify that the cycle causes region a to produce spikes while
region b generates delta activity. Furthermore, the stable limit cycle LC11,3, results from
supercritical Hopf bifurcation, provokes alpha activity in both regions. The bifurcation
analysis of the top part of the first equilibria branch, shown in Figure 2.11B and E, is
similar to the second branch of equilibria of the previous case; the trajectories of the net-
work initialised near these two limit cycles are either attracted by the stable limit cycles
or attracted by the stable equilibria on the bottom part of the first equilibrium curves.
From a topological point of view, the differences between the two cases with coupling
gains K = 50 and K = 250 emerge from limit cycles that arise from the third branch of equi-
libria and the appearance of a limit cycle from the saddle-node homoclinic bifurcation on
the first branch. The bifurcation analysis shows that the limit cycle LC11,4 starts near the
saddle-node homoclinic bifurcation on the first branch of equilibria, denoted by SN11,3
in Figures 2.11A, B, D, and E for u = 618, and it exists for all values of input larger than
u = 618, which means that the underlying network can generate spikes in both regions
for large values of u in contrast to all previous cases in which spikes disappear for large
values of u.
All limit cycles that emerge from the second branch of equilibria are depicted in Fig-
ure 2.11C and F and Figure 2.12. There are four Hopf bifurcations (H11,7-H11,10) among
which three are supercritical (H11,8-H11,10). All limit cycles (LC11,9, LC11,16, H11,17), origi-
nated from supercritical Hopf bifurcation, generate alpha activity with frequency 11 Hz.
The stable limit cycle LC11,16 starts at u = 280 from supercritical Hopf bifurcation and
collides with LC11,15 through LPC bifurcation at u = 100. We also observed that the limit
cycle LC11,15 collide with the limit cycle LC11,14 via LPC. We were not able to proceed
the continuation further to check the origin of the limit cycle LC11,14. The time responses
in lower part of Figure 2.12 shows that the trajectories of the network near these limit
cycles converge to the equilibria on the first branch. The stable limit cycle LC11,17 starts
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at u = 300 and exists for all values of input larger that u = 300. As a consequence, the
network can also generate alpha activity in both regions for large values of u; however,
in all previous cases, alpha activity was only observed for values of u in finite intervals.
































































































































































































































Figure 2.11: Bifurcation diagrams for case II with coupling gain K = 250. A), B), and C) are
the first, second, and third branches of equilibria for region a. D), E), and F) are the first,
second, and third branches of equilibria for region b. The lower subpanels show the EEG
time series corresponding to the each part in the bifurcation diagrams. The solid black
lines show stable fixed points, the solid coloured lines show stable oscillatory behaviour
and the dashed lines show unstable fixed points and unstable oscillations.


























































































































































































































Figure 2.12: Magnified parts from the bifurcation diagram of the third branch of equilib-
ria in Figure 2.11C and F.
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The stable limit cycle LC11,9 arises from supercritical bifurcation H11,6. However, it
collides with the limit cycle LC11,10 via LPC as shown in Figures 2.12F1 and C1(a). By
looking at these figures, it is possible to see how different bifurcations lead to different
limit cycles. We should mention that Neimark-Sacker bifurcation of cycles (indicated by
gray circle in Figure 2.12) and period-doubling bifurcations (indicated by grey hexagram
in Figure 2.12) are detected during the continuation.
Remark 2.1. We initialised the model near to the saddle node SN11,4 in order to check the exis-
tence of a limit cycle. It seems that there exists a limit cycle which generates the output depicted
in Figure 2.12. We couldn’t do the continuation from this point due to software limitations.
2.6 Case III: Bifurcation Analysis of Two Coupled Neural Mass
Model with a Single Input and Feed-Forward Structure
In this section, we present the bifurcation analysis of case III, which is graphically de-
picted in Figure 2.1. Similar to previous cases, we start by finding equilibria of the net-
work by solving (2.7) with ub and Kba set to zero. We observe that equilibrium curves for
region b are qualitatively similar to Case II. However, the equilibrium curves for region
a are slightly different. Hence, we analyse the bifurcation diagram for the network with
interconnection gains K = 50 and 250, and explain the important differences
The bifurcation diagrams of the network with K = 50 are presented in Figures 2.13
and 2.14. It can be seen that the bifurcation diagram of the first and second branches
of equilibria are qualitatively similar to the case in Section 2.5. For the third branch of
equilibria, there is a stable limit cycle LC13,7 that, similar to the previous cases, produces
the alpha activity. There is an unstable limit cycle that emerges for u = −12.15 from su-
percritical bifurcation H13,7. This limit cycle collides with other limit cycles through LPC
as can be seen in Figures 2.13C and F. By continuing along the curve, we detected several
LPC points (indicated by gray plus sign), Neimark-Sacker bifurcation of cycles (indicated
by grey circle). Since there are many of them and consequently many limit cycles, we
haven’t labelled them. However, all limit cycles can be clearly seen in Figure can be seen
in Figure 2.14. The simulated EEG for some stable limit cycles are plotted in the lower
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part of Figure 2.14.























































































































































































Figure 2.13: Bifurcation diagrams for Case III with coupling gain K = 50. A), B), and C)
are the first, second, and third branches of equilibria for region a. D), E), and F) are the
first, second, and third branches of equilibria for region b. The subpanels show the EEG
time series corresponding to the each part in the bifurcation diagrams. The solid black
lines show stable fixed points, the solid coloured lines show stable oscillatory behaviour
and the dashed lines show unstable fixed points and unstable oscillations.


























































































































Figure 2.14: Magnified parts from the bifurcation diagram of the third branch of equilib-
ria in A) Figure 2.13C and B) Figure 2.13F.
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Figure 2.15: Bifurcation diagrams for Case II with coupling gain K = 250. A), B), and
C) are the first, second, and the third branches of equilibria for region a. D), E), and
F) are the first, second, and the third branches of equilibria for region b. The subpanels
show the EEG time series corresponding to the each part in the bifurcation diagrams. The
solid black lines show stable fixed points, the solid coloured lines show stable oscillatory
behaviour and the dashed lines show unstable fixed points and unstable oscillations.
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We also observed that the simulated trajectory of the network for unstable limit cy-
cles converges to either the branch of equilibria in Figures 2.13A and D or the limit cy-
cle LC13,2. Furthermore, we found a limit cycle that appears from the saddle-node homo-
clinic bifurcation of equilibria at SN13,3 . This orbit provokes spike-wave-like discharges
in region a and periodic output that is alpha-like with some amplitude modulation, as
plotted in Figure 2.14.
The bifurcation diagrams for coupling gain K = 250 are plotted in Figure 2.15. Similar
to case II with coupling gain K = 250, there is a limit cycle LC15,4 that starts from a saddle-
node homoclinic bifurcation SN15,3 on the first branch of equilibria for u = 631. This limit
cycle generates spike-wave-like discharges with the frequency of 1.25Hz in the region b.
Region a shows constant behaviour in the time domain when the whole network evolves
on the cycle. The bifurcation diagram of the second branch of equilibria in Figure 2.15C
and F includes a stable limit cycle LC15,10, results from a supercritical Hopf bifurcation,
and generates alpha-like activity in both regions. The unstable limit cycle LC15,5 collides
with the limit cycle LC15,9, resulting from the saddle-node homoclinic bifurcation, for
u = 135.4. According to the simulated EEG, this orbit results in the appearance of spikes
with the frequency of 3Hz in the region a and delta-like output in the region b.
2.7 Relationship to Clinical Data
We have presented a series of snapshot bifurcation diagrams to explore different behav-
iors that can be observed in interconnected neural mass models. In this section, we relate
our analyses to clinical ECoG recorded from two electrode channels during seizures from
a single patient with refractory temporal lobe epilepsy. Data was obtained from a previ-
ous clinical trial (see [37] for details, the current patient is subject 3). State and parameter
estimation were conducted on two 6 minute recordings (sampled at 400 Hz), each con-
taining a different epileptic seizure. The estimation approach used a method of Gaussian
belief propagation (see Appendix A.4 for detail on the estimation method) to simultane-
ously track fast states (the membrane potentials of the population in the coupled neural
mass model and their derivatives), the slowly varying bifurcation parameter u (repre-
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senting the external input to each neural region), and a DC offset to compensate for drift
introduced by changes in the input parameter (since the data had previously been ampli-
fied using a common average reference, removing most true DC content from the signal).
In brief, the estimation proceeded as follows, data were first pre-processed using a
zero-phase bandpass (1-180 Hz) and notch filter (50Hz notch), and upsampled (lowpass
interpolation) to 1200 Hz7. Data were also scaled to reflect the dynamic range observed
in the bifurcation analysis (approximately 0 - 12 mV). The estimation algorithm has three
steps; initialisation, prediction, and update. Initialisation sets the estimation prior as a
multivariate Gaussian probability density function (pdf) over the estimation states and
parameters. The next step is to predict the posterior pdf by propagating the Gaussian
prior through the non-linear, discretised neural mass equations. The update step then
adjusts the predicted posterior based on the incoming measurement. Finally, the prior
is reinitialised as a Gaussian distribution with the same mean and variance as the poste-
rior, and the process is iterated for the next time step (dt = 11200 ). In the case of a linear
model, this estimation scheme is known as the Kalman filter [80]; however, here we are
able to use a fast, semi-analytic solution to the belief propagation step to relax the lin-
earity assumption. Nevertheless, several simplifying assumptions are used; model and
measurement errors are described by additive, white Gaussian noise, and cortical dy-
namics are assumed to be Markovian, or memoryless. These assumptions are certainly
not ideal for modelling epileptic dynamics; however, without this simplification there is
no tractable solution for tracking parameters in real time. To our knowledge this algo-
rithm reflects the current state-of-the-art for joint state and parameter estimation in the
neural mass model [58], and the best available solution for relating measured ECoG to
the hidden bifurcation parameter u.
7The band-pass filter was to remove noise from the data (it was recorded from a noisy, real-word setting
with a sampling rate of 400Hz so we expected an upper cut-off of maybe 150-180Hz. The recording device
used a common average reference, so there should be no DC content, and any DC drift is considered as
noise. So we set the lower cut-off to be something above 0Hz.) The upsampling is for a different reason.
It is because the inference uses numerical integration and when the step-size is too large we did not get
convergence. The smallest step size is about 1000Hz. So if we used 400Hz for inference it would not match
the bifurcation plots that are generated. But our data was 400Hz so it’s easiest to up-sample to 1200Hz.
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The following sections relate the estimation results for the bifurcation parameter u
in each of the three models (Case I, II, and III) for weak coupling (K = 50) to the dy-
namic snapshots that were presented in the preceding sections. The estimation is the
statistically most likely evolution of the input parameter u given a distribution condi-
tioned jointly on the model parameters and data (and subject to the assumptions out-
lined above). In addition to performing estimation, we also implemented a determin-
istic forward simulation of the coupled regions using the Runge-Kutte method on the
discretised form of equation 2.1. We ran the simulation using values for the input pa-
rameter u which were estimated from data and keeping all other values fixed (accord-
ing to Table 2.1). This step provided further insight into the predicted dynamics of the
output ECoG based on alterations in input. All code used for estimation and simu-
lation was implemented in MATLAB and Statistics Toolbox (release 2015a, The Math-
Works Inc., MA, United States) and is available online from https://github.com/
pkaroly/Bifurcation-Estimation.
2.7.1 Seizure one
Figures 2.16A, B show recorded ECoG from two channels for seizure one (data were sam-
pled at 400 Hz and bandpass filtered between 1 - 180 Hz). For interconnected model in
the Case I, the estimation results are plotted on the left wall panel of Figure 2.16C, D.
These figures indicate that, during the early stage of the seizure, the estimated input u
varies between 80 and 100 followed by a sudden increase to approximately 200. By com-
paring the estimated parameter to the bifurcation plot in the floor panel of Figure 2.16C,
D, we see that, for the first range of the input, the system has two orbits which are associ-
ated with spike generation. However, the bifurcation diagrams show that by increasing
the input, the system transitions to the limit cycle (alpha activity). There is no clear tran-
sition at the end of the seizure as the model does not transition back to a fixed point.
Consequently, if the estimated input is applied to the model in forward simulation (with
all other parameters fixed), it will show alpha activity at the end of seizure, as we see in
the right wall panel of Figure 2.16C, D. This suggests that this model configuration may
not be suitable to capture the observed behaviour for seizure one.
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Figure 2.16: Recorded ECoG from two channels for seizure one and the bifurcation dia-
grams. Panels A) and B) are ECoG recordings of the same seizure (seizure one) on two
different electrode channels. Recording was taken five minutes prior to seizure onset (red
dashed line) and continued for 1 minute after offset (red dashed line). C) and D) show
the bifurcation diagrams corresponding to case I, estimated input parameter u during
the seizure and the output ECoG after forward simulation based on the estimated in-
put. Note that the plot only shows estimation from 10s before seizure onset to 10 s after
seizure offset. E) and F) show the same plots as C) and D) but correspond to case II of the
coupled neural mass model.
2.7.2 Seizure two
The estimation process yielded a similar range of inputs for cases II and III, suggesting
that the transition between normal behaviour and epileptic activity mainly results from
the first branch of equilibria, since the bifurcation diagram associated to the first branch
of equilibria for case II (Figure 2.8A, D) is the same as case III (Figure 2.13A, D). The esti-
mation results in the left wall panel of Figure 2.16E, F show that, early in the seizure, the
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input varies between 80 and 90, then briefly reaches a peak around 200, approximately
40 s into the seizure. This input peak pushes the trajectory of the system into the limit cy-
cle after some transient spiking possibly caused by the orbit originating from the saddle-
node homoclinic bifurcation. The transition in region a also drives region b to transition
into a limit cycle. This transition corresponds to the seizure reaching its peak amplitude
on the ECoG in Channel A (Figure 2.16E). However, as the input drops to the range of
90 to 100, the system state is attracted once more to the cycle, and returns to epileptiform
spiking activity in region a and amplitude modulated alpha activity in region b.
Figure 2.17: Recorded ECoG from two channels for seizure two and the bifurcation dia-
grams. Panels A) and B) are ECoG recordings of the same seizure (seizure two) on two
different electrode channels. Recording was taken five minutes prior to seizure onset (red
dashed line) and continued for 1 minute after offset (red dashed line). C) and D) show
the bifurcation diagrams corresponding to case I, estimated input parameter u during
the seizure and the output ECoG after forward simulation based on the estimated input.
Note that the plot only shows estimation from 10s before seizure onset to 10s after seizure
offset. E) and F) show the same plots as C) and D) but correspond to case II of the coupled
neural mass model.
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Figure 2.17A, B show recorded ECoG for seizure two. The estimation results for Case I
(Figure 2.17C, D) for seizure two are very similar to the previous seizure. However, Case
II (Figure 2.17E, F) shows some differences to seizure one. The estimation for Case II
was the same of that for Case III. Here, for Case II, the input is higher (u > 110) early
in the seizure and continues to vary around this level. Conversely, during seizure one,
the peak did not occur until 40s into the seizure and then the input dropped approxi-
mately monotonically. The increased input variability during seizure two indicates that
the states of the system experienced more transients near the homoclinic orbit. Conse-
quently, in the simulated ECoG obtained from the estimated input u (right wall panels
of Figure 2.17E, F), we see epileptic spiking during the seizure only in region a, which
is consistent with simulations in Figure 2.8A, D. The difference between the results for
the two data sets suggest that during some seizures region b is driven into a limit cycle,
but during other seizures this state change does not occur. Interestingly, seizure two oc-
curred in the middle of the day (around 1pm), whereas the first seizure occurred at night
(approximately 10pm), so it is possible the different mechanisms were related to differ-
ent states of arousal, although many more seizures would be required to investigate this
hypothesis.
2.8 Discussion
This chapter presented a bifurcation analysis of a neural mass model for two cortical re-
gions. The results detail the rich repertoire of dynamics that the network can generate
and how the range of possible activity varies with changes in the external inputs and
interconnectivity gains. The bifurcation plots extend previous analyses of single region
neural mass models and show that the dynamics of the interconnected neural masses
can generate a far broader range of oscillatory dynamics, including multiple alpha-like
rhythms, transient bursting, remote spiking, and delta wave activity.
Interestingly, for all cases and all interconnectivity gains, the models were able to pro-
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duce alpha-like oscillation. Furthermore, in all of the scenarios that were explored, the
alpha-like rhythms occurred concurrently in both regions or not at all. Similar to ear-
lier studies considering a single region model [65, 120], the alpha rhythms were always
generated by stable limit cycles originated from supercritical Hopf bifurcations. A key
difference for the multiple region model is the existence of multiple types of alpha-like
rhythms, representing different limit cycles with various amplitudes ranges. It is also in-
teresting to note that network of identical regions with symmetric coupling and balanced
inputs can generate oscillations with different amplitudes across the regions. The idea of
the coexistence of multiple types of a discrete number of alpha rhythms builds on exist-
ing studies and should be investigated experimentally [59].
Our analysis revealed interesting insights into the possible mechanisms of the gener-
ation of spike-wave discharges. In case I of the symmetrical network with weak inter-
region coupling, our results are naturally similar to existing results for a single neural
mass model [65]. However, further important insights can be gained when studying
two regions. As the coupling gain is increased, we see a merger of the outer limit cy-
cle, which is responsible for the normal alpha-like rhythm, with the pathological orbit
that is responsible for the generation of spike-wave like discharges. For low inter-region
connectivity gains, the only way to transition to a seizure from alpha is via a large vari-
ations in the input. However, for intermediate and high inter-region connectivity gains,
a path to seizure exists by variations in the input. This merger of the respective limit
cycles represents one candidate explanation for the process of epileptogenesis. It should
be pointed that, for all values of connectivity gains, the model can transient from fixed
points to orbit and vise versa. These transitions are also the responsible model for seizure.
For Case II with high interconnection gains, the underlying network was only able
to generate spikes for all values of input larger than a specific value as seen in Fig-
ure 2.11. This new result shows the networks with this structure will always transition to
an epileptiform pattern of activity given a sufficiently strong input, as the orbit, resulted
from saddle-node homoclinic bifurcation, is the only stable pattern of activity. This find-
2.8 Discussion 57
ing contrasts other cases when a perturbation from other stable cycles may also be re-
quired.
In Case III (Figure 11), we alarmingly see the occurrence of spike-wave discharges in
region b due to increases in input to region a. The spikes do not occur in region a. The
reason why this is alarming is that region b was set to represent healthy activity. Region
b simply experienced a flow on effect from changes in the input to region a and is other-
wise normal. This scenario poses a problem for planning epilepsy related surgery. The
analysis shows that the presence of focal spike-wave discharges is not a sufficient condi-
tion to locate the pathology. The ideal treatment target in this scenario would be to limit
to input in region a, as removal of region b would not treat the root cause.
The interconnected neural mass models are able to produce delta wave-like activity
(Cases II and III). Interestingly, we observed stable delta wave-like activity in one re-
gion and spike-wave-like activity in the other region. Since the delta wave is observed
during sleep, these networks can be potentially utilised to model and form a deeper un-
derstanding of nocturnal seizures in which a part of brain exhibits seizure activity while
other parts do not. Our estimation results in Section 2.7 also suggested there are multi-
ple mechanisms of seizures, which may correspond to different alertness levels. A more
rigorous investigation estimating mechanisms of seizures at different times of day is the
focus of ongoing work.
The estimation results showed that the model in Case I might not be representative
of brain during and after the seizure. The estimated input could steer the model from
spike-wave-like activity to alpha activity, however, it was not able to transition back to a
resting state. As a consequence, the estimated input did not drive the system to normal
behaviour at the end of seizure. In contrast, the forward simulation using the estimated
input showed that Case II and III could generate non-identical spikes in both regions,
and also transition between spike-like activity to the normal behaviour after the end of
the seizures. These results imply that the models in Case II and III more closely cap-
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ture seizure dynamics than Case I. We can speculate from this that once a seizure has
spread, either an asymmetric, or possible alteration of the existing connectivity pattern is
required for its termination. This is consistent with the analysis of [78], who suggest that
a distinct bifurcation is required for seizure termination, compared to seizure onset.
Our estimation approach was conservative, as we estimated the input with other pa-
rameters fixed. By estimating more parameters, it may be possible to obtain a more realis-
tic approximation of the true behaviour. However, with more free parameters, it becomes
difficult or impossible to relate the estimated parameter trajectories to a bifurcation anal-
ysis. Therefore, such an extension is beyond the scope of the current work. Nevertheless,
our estimation is a qualitative picture of dynamical state changes from recorded ECoG,
which may provide insight into mechanisms of seizures. For instance, we found that
during seizure one, both regions were driven into the limit cycle, whereas in the sec-
ond seizure this was not the case. Once the system enters a limit cycle, the pathologic
state may be harder to terminate, due to a hysteresis effect whereby lowering u does not
immediately reverse the effects of the transient increase (as shown in Figure 2.16E,F).
Identifying such differences in seizure mechanisms is important for targeting treatment.
Before closing our discussion, it should be mentioned that the computational model
is a crude approximation of a real brain. Nevertheless, it is challenging to present a
more comprehensive model that describes a wide range of brain activities. The authors
caution the reader to interpret the results as possible behaviours that can be generated
from two interconnected cortical regions, rather than behaviours that will occur. Also,
we stress that the range of possible dynamics holds for the two region model. Further
increasing the complexity of the model by adding neural populations or cortical regions
will undoubtedly yield a more complicated bifurcation structure. Nevertheless, the work
is an important contribution demonstrating the flexibility of this neural mass modelling
framework.
As future work, this analysis can be extended by using co-dimension 2 bifurcation
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analysis with respect to both the interconnection gain and another network parameter.
From a technical perspective, it is also valuable to analyse the geometric property of
the cycle that is born from the saddle-node homoclinic bifurcation in the first branch of
equilibria in Cases II and III.

Chapter 3




In the previous chapter, bifurcation analyses have been presented for a network withtwo Jansen-Rit neural populations. The bifurcation diagrams showed that oscillatory
behaviours of the network result from the existence of limit cycles in the dynamic of the
network. However, a single neural population can also exhibit oscillatory behaviours
which emerge from limit cycles as shown through bifurcation analysis in [65,120]. Hence
a possible approach to study synchronisation in the network is to consider each node
as an oscillator and find the interconnection gains so that all oscillators become locally
synchronised (see Subsection 1.2.4 for the overview).
In this chapter, we consider a network of Wilson-Cowan neural populations instead of
a network of Jansen-Rit neural populations. The reason is that the Wilson-Cowan model
is less complicated than Jansen-Rit model. The Wilson-Cowan model [135] is of great in-
terest since it is parsimonious, as it describes the activity of both excitatory and inhibitory
populations of neurons and reproduces self-sustained oscillations observed in electroen-
cephalography (EEG) signals. In particular, local synchronisation of the Wilson-Cowan
model has been investigated in the literature using the centre manifold theorem [75] and
the notion of phase response curves [40]. These approaches only deal with weak cou-
plings. However, synchronisation can be observed in Wilson-Cowan networks with in-
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termediate or strong coupling if the interconnection is diffusive.
In the rest of this chapter, we use the word “node” to refer a neural population in
the network. Our methodology transforms the problem of synchronisation in the origi-
nal network to the stability analysis of master stability equation (MSE) which is obtained
from linearisation of the network dynamic around a stable limit cycle [102,113,139]. Since
we assume that the network is homogeneous, this limit cycle corresponds to a periodic
solution of each node. As a consequence, the linearised system is a linear periodically
time-varying system. The stability/instability of this system depends on eigenvalues of
Laplacian matrix of the network. We then use a similarity transformation to show the
stability/instability of linearised system can be determined by the stability/instability
of some decoupled subsystems, each of which corresponds to the Jordan blocks of the
Laplacian matrix. We exploit the cascade structure of each subsystem to show the equiv-
alence between stability/instability of each subsystem and stability/instability of a re-
duced subsystem. At this stage, we use a combination of different tools to analyse the
stability/instability of the reduced system in terms of eigenvalues of its Laplacian ma-
trix. These tools include Floquet theory, Lyapunov stability, Chetaev instability theorem,
and a numerical approach proposed in [113].
This chapter is organised as follow. In Section 3.2, we briefly introduce the Wilson-
Cowan model of a single population, as well as the network of such models with non-
identical nodes. In Section 3.3, we formulate the problem for a more general network
with identical nodes. In Section 3.4, the synchronisation conditions are established for
the network. Robustness of synchronisation is analysed in Section 3.5. Simulation results
and conclusions are presented in Sections 3.6 and 3.7, respectively.
3.2 Wilson-Cowan Model
Neural mass models describe the relationships between neural populations. Lumped
parameter neural mass models are constructed by interconnecting neural populations
that generate some realistic EEG patterns like alpha or beta waves. In this class of model,
the dynamics of each neural population can be described by a linear first-order system
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coupled with a sigmoid non-linearity that converts the average membrane potential of a
neural population into an average pulse density of action potentials. This model is given
by
ẋs = −αxs + f (ρ + I) , (3.1)
where xs ∈ R describes the average membrane potential of a single population that can be
either excitatory xE or inhibitory xI . The parameter α is the population time constant and
ρ denotes the sensory input or input from other neurons. The inputs from neighbouring




, ri > 0, j = 1, 2. (3.2)
The neural mass model of Wilson-Cowan [135] characterises the behaviour of spa-
tially localised neural populations via a lumped parameter description. This model con-
tains an excitatory and an inhibitory neural population that are coupled together and are
considered as a single “node”. The Wilson-Cowan model is described by
ẋi = −Λixi + Fi (Υi +Ξixi + Ixi) , (3.3)
where xi = [xEi , xIi]
T ∈ R2 is a stack vector of the average membrane potentials of the exci-
tatory and inhibitory populations, xEi and xIi , respectively. The vector Ixi = [IEi , IIi]
T ∈ R2
represents the exogenous inputs that include the input from neighbouring populations






















































where ai, bi, ci, di are positive constants and referred to as synaptic gains. The nonlinear
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In order to interconnect Wilson-Cowan oscillators, it is assumed that the excitatory
neural population of one node is coupled to the excitatory neural population of another
node. The same coupling configuration is assumed for connection between inhibitory
populations in two distinct nodes. In other words, if a node i is coupled to a node j with
coupling gain wij, then the excitatory neural population and inhibitory neural popula-
tion in node i are coupled to the excitatory and inhibitory neural populations in node
j with the coupling gains wij and −wij, respectively. We note that this assumption is
somewhat restrictive as these two interconnections can have different coupling gains in
general [75,129]. Figure 3.1 depicts two interconnected Wilson-Cowan models. Although
the interconnection between nodes was originally considered as a direct coupling, it has
been proposed that diffusive coupling can be utilised to control oscillatory behaviours
and, in particular, synchrony behaviour of populations [129].
Now, consider a network with N Wilson-Cowan Oscillators interconnected with dif-
fusive coupling. In this case, the dynamics of each node is represented by






























due to assuming the interconnections are restricted to being excitatory-excitatory and
inhibitory-inhibitory.
3.3 Problem Formulation
In this section, we formulate the problem of synchronisation in the network of Wilson-
Cowan oscillators. It is worth mentioning that the Wilson-Cowan model (3.6) differs from
the general model studied in [102, 113, 139]. In the Wilson-Cowan model, the nonlinear-
ity term acts on the diffusive term (xi − xj); however, in [102, 113, 139], the interactions
between nodes have been considered as diffusion between nonlinear terms in the form










Node i Node j
Figure 3.1: Schematic diagram of two interconnected Wilson-Cowan models [129]. Every
node contains an excitatory and inhibitory populations.
of f (xi)− f (xj). This fact leads to a different linearised model for the network of Wilson-
Cowan oscillators compared to the linearised model in [102, 113, 139]. We interconnect
more than two populations in (3.1) and consider a network of N homogeneous intercon-
nected nodes in which every node is described by











where xi ∈ Rn is the state vector, Υ ∈ Rn represents an external input applied to each node,
and Ξ ∈ Rn×n shows the internal coupling among states of the node. F = ( f , f , . . . , f ) ∶
Rn → Rn is a sufficiently smooth nonlinear function guaranteeing the existence of a solu-
tion. D ∈ Rn×n is an arbitrary matrix, describing the inner coupling between states of all
nodes. The interconnection between nodes and dynamics of each node are assumed to
satisfy the following assumptions.
Assumption 1. The interconnections among nodes are directed and there is no self loops. In this
case, the interconnection topology is represented by a zero-sum row matrix L ∈ RN×N, known




wij. We also assume that the
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interconnection graph has at least one globally reachable node, i.e. the node, to which, there exists
at least one path from every node in the network. In this case, the Laplacian matrix has exactly
one zero eigenvalue λ1 = 0, and other eigenvalues have positive real parts, i.e. R(λk) > 0 for
k = 2, . . . , N [104].
Assumption 2. In the absence of interconnections, i.e. wij = 0 ∀i, j = 1, . . . , N, each node (3.8)
has a periodic solution x̄(t) = x̄(t + T) produced by an asymptotically stable limit cycle that
satisfies
˙̄x = −Λx̄ + F (Υ +Ξx̄) . (3.9)
The analysis that follows is based on the master stability function approach, where
we linearise (3.8) around the oscillatory trajectory x̄(t). The linearised trajectory is given
by
ẋi =−Λxi + F (Υ +Ξx̄)+ A(t)
⎛
⎝








where A(t) = ∂F∂x ∣Υ+Ξx̄.
Define x̃i = xi − x̄, the difference between trajectories of each node and the oscillatory
trajectory. Considering (3.9) and (3.10), the dynamics of x̃i can be expressed as











which leads to the aggregated linearized system form as
˙̃x = (IN ⊗ (−Λ + A(t)Ξ)− L⊗ A(t)D) x̃, (3.12)
where x̃ = vec(x̃1, . . . , x̃N).
Let Σ be the Jordan block associated with the Laplacian matrix, i.e. L = UΣU−1. Since
the eigenvalues of L are complex, the matrices U and Σ are complex, i.e. U ∈ CN×N , Σ ∈
CN×N . Changing to new coordinates ỹ ∈ CNn, ỹ = (U−1 ⊗ In)x̃ gives
˙̃y = (IN ⊗ (−Λ + A(t)Ξ)−Σ⊗ A(t)D) ỹ. (3.13)
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λk(L) ∈ C are eigenvalues of the Laplacian matrix, and m1 + ⋅ ⋅ ⋅ + mp = N. Since Σ is a
block diagonal matrix, (3.13) is decoupled into p independent systems described by
˙̃yk = (Imk ⊗ (−Λ + A(t)Ξ)−Σk ⊗ A(t)D) ỹk , k = 1, . . . , p, (3.15)
where ỹk ∈ Cmkn, ỹk = [ỹTk,1, . . . , ỹ
T
k,mk
]T. Separating the real and imaginary part of ỹk
in (3.15) leads to
d
dt
R (ỹk) = (Imk ⊗ (−Λ + A(t)Ξ)−R (Σk)⊗ A(t)D)R (ỹk)
+ (I (Σk)⊗ A(t)D)I (ỹk)
d
dt
I (ỹk) = (Imk ⊗ (−Λ + A(t)Ξ)−R (Σk)⊗ A(t)D)I (ỹk)
− (I (Σk)⊗ A(t)D)R (ỹk) .
(3.16)
Under Assumption 1, Σ1 = 0. If (3.16) is asymptotically stable for k = 2, . . . , p, then,
according to Lemma 3 in [139], the underlying network becomes locally completely syn-
chronised, i.e. xi(t)− xj(t) → 0, i, j = 1, . . . , N for some initial condition. Hence, in the rest
of the chapter, we investigate the asymptotic stability or instability of the system (3.16).
The following lemma states that this can be done by analysing the interconnected systems
that have lower dimension than (3.16).
Lemma 3.1. Consider the dynamical system described in (3.16) and the corresponding intercon-
nected system as
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ζ̇1k = ((−Λ + A(t)Ξ)− βRk A(t)D) ζ1k + β Ik A(t)Dζ2k
ζ̇2k = ((−Λ + A(t)Ξ)− βRk A(t)D) ζ2k − β Ik A(t)Dζ1k,
(3.17)
where βRk and β Ik are the real and imaginary parts of λk respectively. If (3.17) is asymptotically
stable (unstable), then (3.16) is asymptotically stable (unstable).
Proof. Denote βRk = R(λk) and β Ik = I(λk). The structure of Σk indicates that the
























































































for i = 1, . . . , mk −1. From (3.18) and (3.19), it is observed that the system (3.16) is a cascade
structure of mk identical subsystems where the states of subsystem mk act as input for the
subsystems mk − 1, the states of subsystems mk − 1 are input for the subsystems mk − 2,
and so on.
To prove the stability part, we first point out that, for linear periodic systems, asymp-
totic stability implies uniform asymptotic stability [88, Theorem 7] and exponential stabil-
ity. If each unforced subsystem is exponentially stable, it is input to state stable (ISS) [81,
Lemma 4.6], and so the cascade interconnection of subsystems i = 1, . . . , mk − 1 is also ISS.
Since the subsystem mk is exponentially stable, the cascade system (3.16) is uniformly
asymptotically stable [81, Lemma 4.7]. It is straightforward to see that the instability of
the subsystem mk leads to instability of the whole system. This completes the proof.
3.4 Stability Analysis of the Linearised Model
According to the discussion in the previous section and Lemma 3.1, presence/absence
of local synchronisation is directly related to stability/instability of the linearised sys-
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tem (3.17), which in turn depends on the real and imaginary parts of the eigenvalues of
the Laplacian matrix L. Without loss of generality, we assume that β Ik is non-negative,
since stability or instability of (3.17) are invariant with respect to the sign of β Ik . In order
to simplify the presentation, the subscript k is dropped. We find it convenient to divide
the parameter space into three regions and, for each region, we have proven different
stability properties using different analysis method. Therefore, we divide the parameter
space Ωβ = {(βR, β I) ∣ βR > 0, β I ≥ 0} into three regions:
1. Ω1β = {(βR, β I) ∣ 0 < βR ≤ βRmin , 0 ≤ β I ≤ ψ(βR)} with ψ ∶ [0, βRmin]→ R≥0,
2. Ω2β = {(βR, β I) ∣ βR ≥ βRmax , 0 ≤ β I ≤∞},
3. Ω3β = {(βR, β I) ∈ Ωβ − {Ω1 ∪Ω2}}.
For the first region Ω1β, we present Proposition 3.1 and Proposition 3.2 to check insta-
bility and stability of the linearised model (3.17). The value of βRmin and function ψ(βR)
are also specified in these propositions. Proposition 3.1 is a result of Lemma B.1 in Ap-
pendix B.1. For β I = 0, this lemma presents an instability condition using two-time scale
averaging that can be used to develop a counterpart instability result of Proposition 3.1 of
Shafi et al. [113]. In Proposition 3.3, we show that there exists βRmax such that (3.17) always
becomes unstable in the region Ω2β. In Section 3.4.2, we present a numerical approach for
parameter space Ω3β that follows ideas from robust control [113].
3.4.1 Synchronisation in Set Ω1β
In the set Ω1β, we used the two-time scale averaging method following the same idea
in [113]; however, our result differs due to an extra term A(t) appearing in the intercon-
nection terms in (3.17). If βR = β I = 0, (3.17) is decomposed as two independent systems
with the same dynamics:
ζ̇i = (−Λ + A(t)Ξ) ζi, (3.20)
for i = 1, 2. In this case, due to Assumption 2, (3.20) has a T-periodic solution that is
associated with a stable limit cycle in the original system (3.9). We denote φi(t, t0) the
principle state transition matrix of periodic dynamics (3.20) for i = 1, 2. Since both systems
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have the same dynamics, we have φ1(t, t0) = φ2(t, t0) = φ(t, t0). The Floquet theory [54]
indicates that the φ(t, t0) is a T-periodic matrix that can be written as
φ(t, t0) = S(t) exp (H (t − t0)) R(t0) , (3.21)
where S(t) is also a T-periodic matrix and R(t) = S−1(t). The columns of S, denoted by
si, and rows of R(t) denoted by rTj , are orthonormal, i.e. r
T
j si = δij with δij = 1 if i = j,
and δij = 0 otherwise. The matrix H is known as the monodromy matrix, which satisfies
φ(t0+T, t0) = J exp (HT) J−1, where J is a matrix that contains eigenvectors of φ(t0+T, t0).
For a stable limit cycle, the monodromy matrix H has the structure H = diag(0, H2),
where H2 is an (n−1)× (n−1) Hurwitz matrix that contains non-zero Floquet exponents.
Even though computing the analytical forms of φ(t, t0), H2, S(t), and R(t) is typically
impossible, there are effective approaches, for example in [46], that can be used to com-
























































for i = 1, 2. For small values of βR, analysis of stability of (3.22) can be conducted using a
two-time scale averaging method.
Next, we present Proposition 3.1 to demonstrate an instability condition of (3.22), and
then Proposition 3.2 to provide sufficient conditions for asymptotic stability of (3.22).
Proposition 3.1. (Instability with Weak Coupling) Let rT1 and s1 be the first row and column




rT1 (τ)A(τ)Ds1(τ)dτ < 0, (3.23)
there exist βRmin ≠ 0 and ψ ∶ [0, βRmin]→ R≥0 so that
ζ̇1 = ((−Λ + A(t)Ξ)− βR A(t)D) ζ1 + β I A(t)Dζ2
ζ̇2 = ((−Λ + A(t)Ξ)− βR A(t)D) ζ2 − β I A(t)Dζ1
(3.24)
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is unstable for every βR ∈ (0, βRmin] and the corresponding β I ∈ [0, ψ (βR)]. The value of βRmin
and function ψ(.) can be obtained from Lemma B.1.
Proof. Proposition 3.1 is proven by applying Lemma B.1 (see Appendix B.1) to the
system (3.22).
Proposition 3.2. (Stability with Weak Coupling) Let rT1 and s1 be the first row and column




rT1 (τ)A(τ)Ds1(τ)dτ > 0, (3.25)
there exist βRmin ≠ 0 and ψ ∶ [0, βRmin] → R≥0 so that system (3.24) is asymptotically stable for
every βR ∈ (0, βRmin] and the corresponding β I ∈ [0, ψ (βR)]. The value of βRmin and function
ψ(.) can be obtained from Lemma B.2.
Proof. Proposition 3.2 is proven by applying Lemma B.2 (see Appendix B.1) to the
system (3.22).
Propositions 3.1 and 3.2 demonstrate that if the system is unstable (or asymptotically
stable) with β I = 0, then it stays unstable (or asymptotically stable) with sufficiently small
β I . In this case, one needs to solve the optimisation problem presented in the proof of
Lemmas B.1 and B.2 in Appendix B.1 or for every βR ∈ (0, βRmin], which itself is a com-
putational approach. It is worth mentioning that this approach is not as computationally
expensive as the numerical approach presented in the section 3.4.2. These two proposi-
tions are powerful tools when we know that β I is zero; for instance, in the undirected
case. We refer the interested reader to [4] for the undirected case.
























(r11(τ)A11(τ)w11(τ)− r12(τ)A22(τ)w21(τ))dτ < 0, (3.27)
72
Local Synchronisation of Networks of Wilson-Cowan Oscillators With Diffusive
Coupling




(r11(τ)A11(τ)w11(τ)− r12(τ)A22(τ)w21(τ))dτ > 0. (3.28)







































3.4.2 Synchronisation in Set Ω3β
In this subsection, we study stability of (3.17) for βR ∈ [βRmin , βRmax] (βRmax can be chosen
arbitrarily large) and β I ∈ [0,∞] by adopting a numerical approach proposed in [113].
We represent the matrices βRD and β I D as
βRD = M1 + B1∆1C1,
β I D = M2 + B2∆2C2,
(3.29)
where ∆i ∈ Rm×m are diagonal matrices whose diagonal entries vary in [−1, 1] for i = 1, 2.
It should be noted that the matrices Mi ∈ Rn×n, Bi ∈ Rn×m, Ci ∈ Rm×n in (3.29) are chosen
in the way that, by varying the matrices ∆1 and ∆2, the right side of (3.29) generates
all matrices βRD and β I D that are obtained by varying βR and β I respectively. Then,
the system (3.17) can be written as a linear periodically time-varying system with block
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uncertainty ∆ = diag(∆1, ∆1, ∆2, ∆2):













−ΛI + A(t)Ξ − A(t)M1 A(t)M2
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with ζ̃ = [ζT1 , ζ
T
2 ]
T ∈ R2n, and z ∈ R2m and q ∈ R4m are outputs of the linear periodic
time-varying system and uncertainty block. In order to check stability of (3.30), struc-
tured singular value (SSV) analysis is performed on a truncated harmonic state space
model of (3.30). Under the assumption that Ā(t), B̄(t) are continuous functions of t, using
Fourier series, the state space model (3.30) can be represented in the form of a harmonic
state space model




where Ā,N , B̄ are infinite-dimensional matrices with complex entries. We refer to Shafi
et al. [113] and Zhou and Hagiwara [144] for further details on such a harmonic state
space model.
Although the harmonic state space model (3.32) is an infinite dimensional model, it
can be approximated with a truncated model that considers the dominant harmonics in
the Fourier series of ζ̃(t) [107]. Once the truncated model of (3.32) is computed, the struc-
tured singular value (SSV) µ can be calculated using a numerical approach such as mussv
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in the Robust Control Toolbox. It is difficult to compute SSV by considering all possi-
ble combinations of βR and β I , since β I varies up to infinity. However, if the number
of nodes in the network is fixed, Proposition 1 in [3] states that imaginary parts of an
N-dimensional Laplacian matrix satisfy ∥β I∥ ≤ ∥βR∥ cot πN . In this case, we can split the
space into several segments and run the computational approach in every segment. If
µ ≤ 1, (3.16) is stable for all values of βR and β I in that segment. If µ > 1, we can compute
the matrix ∆ with the smallest norm that leads to instability of (3.16). It is worth mention-
ing that the matrices in (3.29) cover all possible coupling strengths for the intermediate
coupling.
Remark 3.2. As stated in [113], the proposed numerical approach leads to less conservative re-
sults than other numerical methods such as lifting approach or computation of Lyapunov expo-
nent. For large values of β I , our numerical experiences show that the mussv function faces a
convergence issue, which results from singularity of matrices in computing singular value de-
composition. For those values of β I , we checked the stability of (3.16) by computing the Lyapunov
exponent [102].
3.4.3 Synchronisation in Ω2β
As mentioned earlier, the results of this subsection are derived for the network of Wilson-
Cowan oscillators. We present a property about f (θ) that turns out to be crucial in the
proof of Proposition 3.3. Fact: The sigmoid function f (θ) (3.2) is a continuous function
with positive and bounded derivative, i.e. 0 ≤ fmin ≤ fθ(θ) ≤ fmax for all θ ∈ R. In addition,
fθ(θ)→ 0 iff θ → ±∞.
Proposition 3.3. (Instability with Strong Coupling for the Wilson-Cowan Model) Con-
sider the dynamical system described by the state space model
ζ̇1 = ((−Λ + A(t)Ξ)− βR A(t)D) ζ1 + β I A(t)Dζ2,
ζ̇2 = ((−Λ + A(t)Ξ)− βR A(t)D) ζ2 − β I A(t)Dζ1,
(3.33)
where Λ, Ξ, D are given by (3.4) and A(t) is computed from linearisation of F (3.5) around the
limit cycle. Then, there exists a positive scalar βRmax such that (3.33) is unstable for every βR ≥ β
∗
R
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αE + (β − a)A11 −
1
2(∣b∣A11 + ∣c∣A22)










where 0 < Aii ≤ Aii(t) ≤ Aii, i = 1, 2 for all t ≥ 0.
Proof. For the Wilson-Cowan model, the matrix A(t) ∈ R2×2 is a diagonal matrix that
is given by (3.26). Due to Fact 3.4.3 and boundedness of x̄(t), there exists a non-zero
positive scalar Aii,Aii such that 0 < Aii ≤ Aii(t) ≤ Aii, i = 1, 2 for all t ≥ 0. Now, consider a









i,1) with ζi = [ζi,1, ζi,2]
T. Taking the





( (−αI + (βR − d) A22(t)) ζ2i,2 + (cA22(t)+ bA11(t)) ζi,1ζi,2
− (−αE + (a − βR) A11(t)) ζ2i,1).
(3.35)





(− αI + (βR − d)A22)∣ζi,2∣
2 + (αE + (βR − a)A11)∣ζi,1∣
2
− (∣c∣A22 + ∣b∣A11)∣ζi,1∣∣ζi,2∣ .
(3.36)
For large values of βR, the first and second terms of (3.36) are positive and hence V̇ is
positive. If (3.34) holds, then V̇ > 0. Note that the set Ω ≜ {(ζ1, ζ2) ∈ R4 ∣ V ≥ 0} is
nonempty, since the candidate Lyapunov function is quadratic type. Hence, according
to Chetaev’s theorem for time-varying systems [67], the origin of (3.33) is unstable. This
completes the proof.
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3.5 Network Topology and Synchronisation
In this section, we aim to address robustness of synchronisation with respect to the per-
turbation in the interconnection gains between nodes. We restrict our analysis to a net-
work of Wilson-Cowan oscillators with N nodes and undirected interconnection. In this
case, (3.17) is decomposed to two identical and independent systems and, therefore, the
synchronisation of the network is determined by ζ̇1 = ((−Λ + A(t)Ξ)− βR A(t)D) ζ1. We
assume the eigenvalues of Laplacian matrix L satisfy
{λk(L)}Nk=2 ∈ (βRmin , βRmax), (3.37)
where (βRmin , βRmax) is the largest interval for which the initial network is synchronised.
The interconnection gains of the original network are perturbed and the associated Lapla-
cian matrix is denoted by L∆. In this case, the Laplacian matrix of the perturbed network,
referred as the “perturbed Laplacian matrix”, can be written as
L∆ = L +∆L, (3.38)
where ∆L is a “Laplacian-like” matrix, which is symmetric and zero row sum but not
necessarily positive definite. The question is to find conditions on perturbations that
lead to the presence or absence of synchronous behaviour in the perturbed network.
Proposition 3.4 guarantees the persistence of synchronous behaviour for a class of
perturbations that satisfies (3.39). However, it does not determine the effects of pertur-
bations that violate the condition, since that perturbation can either maintain the eigen-
values in the interval [βRmin , βRmax] or take at least one eigenvalue out of this interval. To
the best of our knowledge, there is no available result that answers this case in general.
Proposition 3.5 presents conditions that ensure absence of synchronous behaviour in the
perturbed network.
Proposition 3.4. Consider a network of Wilson-Cowan oscillators with N nodes and the cor-
responding Laplacian matrix L. Furthermore, assume the eigenvalues of L satisfy (3.37). This
means that the network is locally completely synchronised. Define κ = max{∣λN(∆L)∣, ∣λ1(∆L)∣}.
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If the following inequality holds,
κ ≤ min{λ2(L)− βRmin , βRmax − λn(L)}, (3.39)
the perturbed network also becomes locally completely synchronised.
Proof. Using Weyl’s inequality [19], the eigenvalues of perturbed Laplacian matrix L∆
satisfy λ1(∆L) ≤ λk(L∆) − λk(L) ≤ λN(∆L) for k = 1, . . . , N. Condition (3.39) ensures that
λ2(L∆) , λN(L∆) stay in the interval (βRmin , βRmax), which implies that the synchronisation
persists in the presence of perturbation.
Proposition 3.5. Consider a network of Wilson-Cowan oscillators with N nodes and the corre-
sponding Laplacian matrix L. Furthermore, assume the eigenvalues of L satisfy (3.37). If one of
the following inequalities holds,
min
j=1,2
{λ2+j(L)+ λ2−j(∆L)} < βRmin , (3.40)
max
j=1,...,n
{λn−j+1(L)+ λj(∆L)} > βRmax , (3.41)
the synchronous behaviour disappears in the perturbed network.







If the right side of (3.42) is smaller than βRmin , λ2(L∆) is located outside of interval [βRmin , βRmax],
which means that synchronisation vanishes in the network. Similarly, if the right hand
side of (3.43) is larger than βRmax , the network becomes desynchronised
Remark 3.3. Conditions in Propositions 3.4 and 3.5 can be numerically verified if the Laplacian-
like matrix ∆L is known. It is hard to express eigenvalues of ∆L in terms of perturbation terms
in interconnection gains; however, for some simple cases, this is possible. As an example, consider
the case where an arbitrary two nodes i and i′ with corresponding interconnection gain lii′ is
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perturbed by δlii′ . It is straightforward to check that the Laplacian-like matrix ∆L has n − 1 zero
eigenvalues and a non-zero eigenvalues 2δlii′ . For this case, condition (3.39) is simplified to

















In this section, we present simulation results to validate the proposed approach to study
of synchronisation in a network of Wilson-Cowan oscillators. The Wilson-Cowan model
exhibits oscillatory behaviour resulting from the existence of a stable limit cycle that
appears from the Andronov-Hopf-bifurcation of equilibrium point [75]. In the simu-
lations, we choose the following set of variables that guarantees oscillatory behaviour:
a = 10, b = 10, c = 10, d = −2, ρx = 2, ρy = −6.
To analyse the network, we first compute the matrix A(t) in (3.16) using the oscilla-
tory behaviour of each node. In the next step, we study the effect of weak coupling on
stability of (3.16). We then check condition (3.23) in Proposition 3.1 and (3.25) in Proposi-
tion 3.2 using the numerical approach. For a Wilson-Cowan model, the instability condi-
tion holds. This means that there exists an βRmin such that, for every interconnection gain
smaller than this value, (3.16) is unstable when β I = 0. The value of βRmin is computed
from the proof of Lemma B.1 in Appendix B.1. In our case, βRmin = 0.034. We then follow
the approach stated in Proposition 3.1 to find the region Ω1β in which the system is unsta-
ble. In the next step, we apply Proposition 3.3 to find the minimum value of βRmax such
that, for every βR ≥ βRmax , (3.16) is unstable irrespective of the value of β I . Following the
proof of the proposition, we obtain βRmax = 15, which means that Ω
2
β = {(βR, β I) ∣ βR ≥
15, 0 ≤ β I ≤ ∞} . Then, the computational algorithm in Section 3.4.2 is exploited in the
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2 ), ∆i = diag(δi, δi)
and Ci = diag(1,−1) for i = 1, 2.
The first fifteen harmonics of the Fourier series are sufficient to approximate the os-
cillatory trajectories in order to find the truncated harmonic state space model. To reduce
numerical computation errors, we split the space Ω2β into some subspaces and follow
the computational approach. As pointed out in Remark 3.2, we checked the stability or
instability of the system via computing the Lyapunov exponent for large values of β I .
The computational results reveal that the system (3.16) is stable for all βR ∈ [5, 15] when
β I = 0.
The stability/instability region for the system (3.16) is depicted in Figure 3.2. This
figure indicates that when the real parts of the eigenvalues are small, the system seems to
be unstable irrespective of the values of imaginary parts; however, Proposition 3.1 states
that for small values of real parts, there is a region in which the system is unstable. It is
an open problem to analytically show whether this is true or not in general. This figure
also shows that, in the interval βR ∈ [9.4, 15), the system is stable as long as β I is very
small. For the intermediate values of βR, the stability of system behaves in different ways
as β I increases. In the intervals βR ∈ [2, 6.4), the system is unstable for small values of β I ,
becomes stable and then unstable as β I increases. For the interval βR ∈ [4, 6.5) ∪ (7.69],
it is stable for β I small. Then it becomes unstable, stable (in small interval for β I), and
finally unstable by changing β I . In the interval βR ∈ [6.5, 7.6], the system stays stable as
long as the values of β I becomes sufficiently large.
To verify this observation, we consider a network of Wilson-Cowan models with
five nodes as illustrated in Figure 3.3 (a). The Laplacian matrix has five eigenvalues,
λ1 = 0, λ2 = 5.55, λ3,4 = −7± 3.16i, λ5 = 10.45. According to Figure 3.2, the non-zero eigen-
values locate in the stability region which implies that the network becomes synchronised
Figure 3.4 shows the underlying network becomes synchronised for this configuration.
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Figure 3.2: The stability (black) and instability (white) regions of the system (3.16) with
parameters values a = 10, b = 10, c = 10, d = −2, ρx = 2, ρy = −6.
Figure 3.3: Five diffusively coupled Wilson-Cowan oscillators with (a) directed, (b) undi-
rected interconnection and all to all interconnection with the same gain k. The dotted line
indicates the perturbed edges in the network.
In order to simulate the effect of perturbation of interconnection gains on synchro-
nisation, we consider a network depicted in Figure 3.3 (b) in which the interconnection
between all nodes are assumed to be same for simplicity. In this case, the Laplacian ma-
trix has five eigenvalues, λ1 = 0, λ2 = λ3 = λ4 = λ5 = 5K. Based on our analysis, the
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underlying network becomes synchronised if 5K ∈ [5; 15]. We first set K = 1.2. Follow-
ing the simple case in Remark 3.3, the interconnection gains between node 1 and node
2 are changed. Condition (3.44) implies that ∣δl12∣ ≤ 0.5, which means the synchronisa-
tion persists for the range of interconnection for l12 = l21 ∈ [0.7, 1.9]. On the other hand,
conditions (3.45) and (3.46) can be used to show that synchronisation vanishes for inter-
connection gains l12 = l21 ∈ [0, 7) and l12 = l21 ∈ [8.7,∞). Indeed, these two ranges of
values show that the synchronisation disappears if the interconnection gain increases or
decreases significantly. Figure 3.5 shows network behaviour for the perturbed network
when the interconnection between nodes 1 and 2 is removed.
This example indicates that the synchronisation disappears if the interconnection be-
tween two nodes is removed; however, this is not true in general. If the value of K = 1.8 is
chosen, as depicted in Figure 3.6, the network becomes synchronised even if the intercon-
nection between nodes 1 and 2 is removed. Indeed, for this choice of K, condition (3.44)
leads to ∣δl12∣ ≤ 2, which is larger than the interconnection gain K. This means that, by
removing the interconnection between these two nodes, the synchronisation may persist.
These observations are consistent with the results of [125] that were obtained through
only simulations.

























Node 1 Node 2 Node 3 Node 4 Node 5
Figure 3.4: The trajectories of heterogeneous Wilson-Cowan network depicted in Fig-
ure 3.3 (a).
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Node 1 Node 2 Node 3 Node 4 Node 5
Figure 3.5: The trajectories of heterogeneous Wilson-Cowan network depicted in Fig-
ure 3.3 (b) and coupling gain k = 1.2. The interconnection between nodes 1 and 2 is
removed.

























Node 1 Node 2 Node 3 Node 4 Node 5
Figure 3.6: The trajectories of heterogeneous Wilson-Cowan network depicted in Fig-




A new procedure was introduced to analyse synchronisation of networks of homoge-
neous Wilson-Cowan models with diffusive coupling. Using the linearised model around
a limit cycle, analytic results were developed that can be utilised to check for the existence
or absence of synchronous behaviour. Contrary to [113], we allowed the interconnection
between nodes to be directed. We proved that the network of Wilson-Cowan models
always becomes desynchronised when the Laplacian matrix has some eigenvalues with
large real values. A computational approach was presented for those eigenvalues of the
Laplacian matrix with either intermediate values of real part or small values of real part
and non-small values of imaginary part. We also addressed the presence or absence of
synchronous behaviour in the case that interconnection gains are perturbed. Simulation




On Eigenvalues of Laplacian Matrix
for a Class of Directed Signed Graphs
4.1 Introduction
In some applications, a network graph can be directed with both positive and neg-ative weights. For instance, in a network of Wilson-Cowan oscillators described in
Section 3.2, the excitatory neural population and the inhibitory neural population in one
node are coupled to the excitatory and the inhibitory neural populations in other nodes
with positive and negative coupling gains, respectively. This means that the network
graph can be seen as a signed network. The network of Wilson-Cowan oscillators with N
nodes in Section 3.2 contains 2N neurons where an excitatory neuron and an inhibitory in
a neural population i are connected to an excitatory neuron and an inhibitory in a neural
population j with the coupling weights wij and −wij, respectively. The Laplacian matrix
of the network of neurons L2N is L2N =can be written as L2N = Ds ⊗ L, where L is the
Laplacian matrix of the network of neural populations and Ds is defined by (3.6). We
incorporated the negative sign of coupling gains into the matrix Ds. As a consequence,
we ended up with the Laplacian matrix L whose off-diagonal terms are non-positive in
Section 3.3.
For some signed networks, it might be possible to represent the Laplacian matrix L1
in terms of L1 = D ⊗ L2 where L2 itself is a Laplacian of a new network with only non-
negative weights, and D is a matrix with an appropriate dimension. Then, it might be
possible to analyse the network using the Laplacian matrix L2. However, this is not the
case in general.
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The spectral characterisation of Laplacian matrix for undirected and directed graph
with non-negative weights have been reported in [36] and [3, 26, 31], respectively. For
undirected signed graphs, we are aware of some work which provide a lower and upper
bound on the number of negative and positive eigenvalues [17, 22, 23]. To the best of our
knowledge, there is no such results for directed signed graphs.
In many applications, the objective cannot be achieved if the Laplcian matrix has at
least an eigenvalue with negative real part. For some applications, the non-zero eigen-
values of the Laplacian matrix need to be positive [97,128]. To analyse the eigenvalues of
Laplacian matrix for sign graphs, one can approach the problem by starting from graphs
with non-negative weights and then perturbing pairs of nodes with negative weights
which are not necessarily infinitesimally small. This can be seen as robustness of un-
certain networks in which the negative weights are modelled as uncertainty in the net-
work. Following this approach, the robustness of signed undirected graphs was anal-
ysed by [140], and has recently been extended to a general case, i.e. graphs with arbitrary
numbers of negative weights, using tools from electrical circuit theory [34]. Robustness
of directed signed graphs was studied in [95]. However, the developed results differ from
our results as highlighted in Section 1.3.
This chapter deals with robustness analysis of directed signed graphs for two differ-
ent scenarios. In the first scenario, we start with a signed graph whose Laplacian matrix
has a single zero eigenvalue and no eigenvalue with negative real part. We then per-
turb it by choosing an arbitrary pair of nodes and perturbing the edges between them
with negative weights. We provide an upper bound on absolute value of those negative
weights such that the perturbed graph has the required property as well. In the second
scenario, we start with a graph with non-negative weights that lacks the required prop-
erty. We identify “sensitive pairs of nodes” which if are connected by infinitesimally
small negative weights, then the Laplacian matrix of the perturbed graph has at least one
eigenvalue with negative real parts. This may lead to instability (desynchronisation) in
some applications.
This chapter is organised as follows. In Section 4.2, we introduce some definitions
which are used to present the main results of this chapter. Section 4.3 states the underly-
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ing questions studied in the current chapter following by the main results, illustrative ex-
amples, and discussions. Section 4.4 demonstrates the applicability of this work through
consensus in social networks. Conclusion and remark on applicability of the results are
discussed in the section, and the proofs of some lemmas are included in Appendix C.
4.2 Preliminaries
For a given graph G(V ,E ,W), for every node i ∈ V , the reachable set R(i) is the union of
the node i and all nodes from which there exists a path to node i, i.e. R(i) = {i} ∪ {j ∈
V ∣ j ↣ i}. Next the reachable, exclusive and common sets associated with a graph G are
defined.
Definition 4.1. For a given graph G(V ,E ,W), a set of nodes R ⊆ V is called a reach set if (a)
there exists at least one node i ∈ V such thatR(i) =R, and (b) it is maximal, i.e. there is no j ∈ V
such thatR(i) ⊂R(j) (properly). LetR1, . . . ,Rd denote all reaches of the graph G. We associate
a set of reaching nodes Uk with each reach set Rk and it is defined as Uk = {i ∈ V ∣ R(i) = Rk}.
For each set Rk, the exclusive set Xk and the common set Ck are defined as Xk = Rk/∪i≠kRi and
Ck =Rk/Xk, respectively.
Remark 4.1. The description of the sets in Definition 4.1 differs from [31, Definition 2.6] as
we use the sensing convention rather the information flow one. For a given graph with sensing
convention, the same results can be obtained by using the information flow convention if the
direction of each edge is reversed.
To obtain an intuition behind the concepts in Definition 4.1, we see the weight aij ≠ 0
as an influence weight from j to i. In this case, a reach setRk is a set in which at least one
of nodes influences all others directly or indirectly, and this set cannot be included in a
bigger such set. Set Uk is the set of nodes in Rk which influences all others in Rk. Set Xk
is the set of nodes in Rk which are in no other reach set Rq with q ≠ k. Set Ck is the set of
nodes inRk which are also in some other reach setRq with q ≠ k. The following example
shows how these sets are defined for a given graph.
Example 1. The graph shown in Figure 4.2 has three reach setsR1 = {1, 2, 8, 9, 10, 11, 12},
R2 = {3, 4, 5, 8, 9, 10, 11, 12} and R3 = {6, 7}. By using the definitions of Xk and Ck for k =
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1, 2, 3, the exclusive sets and common sets includes X1 = {1, 2}, X2 = {3, 4, 5}, X3 = {6, 7},
C1 = C2 = {8, 9, 10, 11, 12} and C3 = ∅. The reaching sets are described by U1 = {1, 2},
U2 = {3} and U3 = {7}.
Figure 4.1: A directed graph with 12 nodes in Example 1.
In the following lemma, some properties of these sets are presented.
Lemma 4.1. Given a graph G(V ,E ,W) and the corresponding sets in Definition 4.1, the follow-
ing properties hold for every k = 1, . . . , d.
1. Xk ∩ Ck = ∅.
2. Uk ⊆ Xk.
3. For every i ∈ Uk, j ∈ Xk/Uk, p ∈ Xk, and m ∈ Ck, we have
(a) (i, j) ∉ E .
(b) (p, m) ∉ E .
4. For every Uk, the corresponding induced subgraph G(Uk,EUk ,WUk) is strongly connected.
5. If Ck = ∅ for some k, then Rk = Xk which means that induced subgraph G(Rk,ERk ,WRk)
is disconnected from the rest of the graph.
Proof.
Proof of 1. This property is a direct consequence of how the sets Ck, Xk are defined.
Proof of 2. Choose an arbitrary node i ∈ Uk. From the definition of Uk it follows that
R(i) = Rk and by definition of R(i) we have that i ∈ Rk. We complete the proof by
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contradiction. Assume i ∈ Ck which means there exists at least one q ≠ k such that i ∈ Cq
and subsequently i ∈Rq. This meansRk ⊂Rq which contradicts maximality ofRk. Hence
i ∉ Ck.
Proof of 3(a). Since i ∈ Uk, then ∀u ∈ Rk, u ↣ i. For the purpose of showing contra-
diction, suppose that (i, j) ∈ E . Then i ↣ j and subsequently ∀u ∈ Rk, u ↣ j which is
equivalent to j ∈ Uk. This contradicts j ∈ Xk/Uk.
Proof of 3(b). Assume that p ∈ Xk and m ∈ Ck. For the purpose of showing contradiction,
assume (p, m) ∈ E which is equivalent to j ↣ m. Since m ∈ Ck, there exists at least q such
that m ∈ Rq which along with the existence of j ↣ m implies j ∈ Rq. This concludes
Xk ∩Rq ≠ ∅ which is in contradiction with the definition of Xk.
Proof of 4. We prove the fourth property by contradiction. Since a graph with single
node is strongly connected, without loss of generality, we assume ∣Uk∣ > 1. Assume that
Gk is not strongly connected. Hence, there exists at least two nodes i, j ∈ Uk such that
i  j. This means i ∉ R(j) and since by definition of R(i), i ∈ R(i), we have R(i) ≠ R(j).
This contradicts the assumptionR(i) =R(j) =Rk. Hence, Gk is strongly connected.
Proof of 5. If Ck = ∅, from Definition 4.1, we then obtain Rk/Xk = ∅ ⇐⇒ Rk = Xk.
Furthermore,Rk ∩Ri = ∅ for all i ≠ k which means
∀u ∈Rk,∀v ∈Ri Ô⇒ (u, v) ∉ E and (v, u) ∉ E .
This completes the proof of the fifth property.
We now turn to Example 1 to illustrate that Lemma 4.1 holds in this example.
Example 1 (Continued). It is straightforward to check that the properties 1 and 2 in
Lemma 4.1 hold. To check the third property, it is observed that (3, 4) ∉ E as 3 ∈ U2 and
4 ∈ X2/U2. Note that the node 4 cannot be in the set U2 as R(4) = {3, 4, 5} ⊂ R2. It is
observed that all subgraphs induced by Uk, k = 1, 2, 3 are strongly connected. We note
that C3 is empty which means the original graph has a disconnected subgraph.
For a graph with non-negative weights, we list the properties of its Laplacian matrix
and its eigenvectors in the following lemma.
Lemma 4.2. Consider a graph G(V ,E ,W) with non-negative weights and Laplacian matrix L.
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Assume that the graph has d* reach setsRk with the corresponding sets Xk, Uk, andRk according
to Definition 4.1. Then, zero is a semisimple eigenvalue of L with multiplicity d. Denote the right
and the left eigenvectors associated with the zero eigenvalue of L that form the orthogonal bases
for its eigenspace by γ1, . . . , γd ∈ RN and µ1, . . . , µd ∈ RN , respectively. Each γk, k = 1, . . . , d
can be chosen to satisfy the following conditions:
1. [γk]i = 1 for i ∈ Xk;
2. [γk]i = 0 for i ∈ V/Rk;





γk = 1N .
Furthermore, each µk can be chosen such that their entries satisfy the following conditions:
1. [µk]i ∈ (0, 1) for i ∈ Uk;




Proof. By taking into account Remark 4.1, the fact that the eigenvalue is semisim-
ple and the results regarding γk correspond to [31, Corollary 4.1]. Denote A the adja-
cency matrix of G. By relabeling the nodes, they can be partitioned such that the first
∣X1∣ nodes in the first partition belong to the set X1, the second ∣X2∣ nodes in the sec-





Ck. This means that there exist maps ΠV ∶ V → Ṽ , ΠE ∶ E → Ẽ such that the new
graph G̃(Ṽ , Ẽ ,W̃) has d reach sets R̃k = ΠV ○Rk, exclusive sets X̃k = ΠV ○Xk, and reaching
nodes sets Ũk = ΠV ○Uk, where ○ denotes the element-wise operation on the set. There is
also a permutation matrix P ∈ RN×N that relates the adjacency and Laplacian matrices of
G̃ to the ones of G via Ã = PAP−1 and L̃ = PLP−1.
*The number of reach sets d can be found by identifying the reachable set of each node and then checking
conditions (a) and (b) in Definition 4.1.
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ÃX̃1X̃1 0 ⋯ ⋯ 0
0 ÃX̃2X̃2 ⋯ ⋯ 0
⋮ ⋱ ⋱ ⋯ ⋮
0 0 ⋯ ÃX̃dX̃d 0



















where ÃSS′ means the matrix of weights induced by set S and S′. Due to the property




































L̃X̃1X̃1 0 ⋯ ⋯ 0
0 L̃X̃2X̃2 ⋯ ⋯ 0
⋮ ⋱ ⋱ ⋯ ⋮
0 0 ⋯ L̃X̃dX̃d 0





































and L̃ŨkŨk ∈ R
∣Ũk ∣×∣Ũk ∣ is the Laplacian matrix of the induced subgraph G̃k(Ũk, ẼŨk ,W̃Ũk)
which is strongly connected (property 4 in Lemma 4.1). Hence, there exists a left eigen-
vector ν̃k ∈ R∣Ũk ∣ that corresponds to the unique zero eigenvalue of L̃ŨkŨk , i.e. ν̃
T
k L̃ŨkŨk = 0
T,
with the following properties [26],
1. [ν̃k]j ∈ (0, 1) for i = 1, . . . , ∣Ũk∣.



















is a left eigenvector for L̃ corresponding to the zero eigenvalue. Since Ũi ∩ Ũj = ∅ for
i ≠ j, µ̃Tj µ̃i = 0 which means µ̃1, . . . , µ̃d are orthogonal bases for the eigenspace of zero
eigenvalues. As L̃ = PLP−1, we have µk = PTµ̃k which along with (4.5) and the properties
of ν̃k lead to Properties 1− 3 of µk. This completes the proof.
Example 1 (Continued). Now, we illustrate the results of Lemma 4.2 by assigning
the following weights to the edges of the graph in Figure 4.2: a12 = 2, a21 = 1, a43 =
3, a45 = 5, a54 = 4, a67 = 7, a81 = 1, a83 = 3, a98 = 8, a10,9 = 9, a10,11 = 11, a10,12 = 12,
a11,10 = 10, a11,12 = 12, a12,10 = 10. The eigenvalues of the Laplacian matrix L are λ1 =
λ2 = λ3 = 0, λ4 = 1.101, λ5 = 2.265, λ6 = 3, λ7,8 = 4 + 4i, λ9 = 7, λ10 = 10.899, λ11 = 22,
λ12 = 39.735. It is observed that the Laplacian matrix has three zero eigenvalues that is
consistent with the point that the underlying graph has three reach sets. Denote the right
and the left eigenvectors associated with the zero eigenvalue of L by γ1, γ2, γ3 ∈ R12 and
µ1, µ2, µ3 ∈ R12, respectively. In order to choose γ1, we follow the properties 1 and 2 in
Lemma 4.2, leading to [γ1]1 = [γ1]2 = 1 and [γ1]6 = [γ1]7 = 0. The remaining entries












can be seen that [γ1]i ∈ (0, 1) for i ∈ C1 (properties 3 in Lemma 4.2). Similarly, we have













T and γ3 = [0T5 1 1 0
T
5 ]
T. It is now straightforward to check the
property 4 in Lemma 4.2, i.e. γ1+γ2+γ3 = 112. Turning into the construction of µ1, we use
the second property in Lemma 4.2 that leads to [µ1]i = 0 for i ∈ V/R1 = {3, . . . , 12}. The
remaining entries of µ1 are obtained by solving µT1 L = 0
T








can be observed that [µ1]i ∈ (0, 1) for i ∈ U1 (properties 1 in Lemma 4.2), and [µ1]1+ [µ1]2 =
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4.3 Problem Formulation and Results
Motivated by the applications stated in Section 4.1, we investigate the effect of negative
weights on the eigenvalues of the Laplacian matrix. Subsection 4.3.1 is mainly concerned
with finding an upper bound on the magnitude of negative weights for added edges such
that the eigenvalues of the Laplacian matrix have a specific property. We also present a
discussion on the applicability of the notion of effective resistance for directed graphs.
In Subsection 4.3.2, we analyse the eigenvalues of Laplacian matrix for a graph with
multiple negative weights whose magnitudes are infinitesimal.
4.3.1 Adding a (un)directed negative edge to directed signed graphs
In this subsection, we proceed to answering the following question:
Question 1. Consider a signed graph G1(V ,E1,W1) with the Laplacian matrix L1. Construct
a new graph G(V ,E ,W) = G1(V ,E1,W1)⊕G2(V ,E2,W2), where E2 = {(u, v), (v, u)} and
W2(u, v) = −δuv ≤ 0 and W2(v, u) = −δvu ≤ 0. Denote L the Laplacian matrix of G. Find
conditions on G1 and a bound on δuv and δvu such that
0 = λ1(L) <R(λ2(L)) ≤ ⋅ ⋅ ⋅ ≤R(λN(L)). (4.6)
We first state the following definition and lemma that are used to prove the main
results of this subsection.
Definition 4.2. Consider a signed graph G(V ,E ,W) with the Laplacian matrix L. For given two
arbitrary nodes u and v, and variables δuv, δvu, ω ≥ 0, we define r(ω, δuv, δvu) as follows
r(ω, δuv, δvu) ∶= (eu − ev)TQT(L̄ − jωI)−1Q(δuveu − δvuev), (4.7)
where L̄ = QLQT is the reduced Laplacian matrix.
Lemma 4.3. Assume for a given directed graph G(V ,E ,W) with Laplacian matrix L,
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where the set Λ contains the non-zero eigenvalues of L. Then,
1. spec{L̄} = {0, . . . , 0
´¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¶
d−1
, Λ}. Furthermore, if d = 1, then L̄ is invertible.
2. Suppose further that all weights are non-negative. L̄ is invertible and R{λi(L̄)} > 0 for
i = 1, . . . , N − 1 if and only if G is connected †.
Proof. The proof of the first part can be found in [138, Lemma1]. Even though the
lemma deals with directed graphs with non-negative weights, the same arguments are
applicable to directed signed graphs, since L1N = 0. If G is connected with non-negative
weights, then Spec(L) = {0, λ2, . . . , λN} with R{λ2} > 0 [3]. Taking into account this point
along with the first part of the lemma proves the second part.
We now present a necessity result for the non-zero eigenvalues of Laplacian matrix to
have positive real parts in the presence of a negative weight.
Theorem 4.1. Consider a signed graph G1(V ,E1,W1) with the Laplacian matrix L1. Assume
that L1 has only one zero eigenvalue and the rest of its eigenvalues have positive real parts. Con-
struct a new graph G(V ,E ,W) = G1(V ,E1,W1)⊕G2(V ,E2,W2), where E2 = {(u, v), (v, u)} and
W2(u, v) = −δuv, W2(v, u) = −δvu with δuv ≥ 0, δvu ≥ 0. Denote L the Laplacian matrix of G. If
the eigenvalues of L satisfy (4.6), then
r(0, δuv, δvu) < 1. (4.8)
Proof. Define L̄ = QLQT and suppose that the eigenvalues of L satisfy (4.6). We show
the condition (4.8) holds. In view of the first part of Lemma C.2 in Appendix C.1, if
r(0, δuv, δvu) > 1, then det (L̄−11 L̄) = det (L̄
−1
1 )det (L̄) < 0. Hence L̄ has at least one non-
positive eigenvalue. If r(0, δuv, δvu) = 1, then det (L̄−11 L̄) = 0. Thus, L̄ has at least one
zero eigenvalue. This means that the condition (4.8) is necessary for the eigenvalues of L
satisfy (4.6).
We now present a sufficiency theorem for the non-zero eigenvalues of Laplacian ma-
trix to have positive real parts in the presence of a negative weight.
†For a graph with non-negative weights, the definition of connectivity, falls somewhere between the
definitions of strong and weak connectivity [3, 137].
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Theorem 4.2. Consider a signed graph G1(V ,E1,W1) with the Laplacian matrix L1. Assume
that L1 has only one zero eigenvalue and the rest of its eigenvalues have positive real parts. Con-
struct a new graph G(V ,E ,W) = G1(V ,E1,W1)⊕G2(V ,E2,W2), where E2 = {(u, v), (v, u)} and
W2(u, v) = −δquv ≤ 0, W2(v, u) = −δqvu ≤ 0 with δ > 0 and given quv, qvu ≥ 0. Denote L the




subject to r(ω, δ1quv, δ1qvu) = 1.
(4.9)
Then, the eigenvalues of L satisfy (4.6) for all δ ∈ [0, δ∗).
Proof. Denote L2 the Laplacian matrix of G2. Since E2 = {(u, v), (v, u)}, L2 can be ex-
pressed as L2 = −(δuveu − δvuev)(eu −ev)T with δuv = δquv and δvu = δqvu. Under conditions




−Q(δuveu − δvuev)(eu − ev)TQT. (4.10)
Since L1 has only one zero eigenvalue and the rest of its eigenvalues have positive real
parts, all eigenvalues of L̄1 − jωI have positive real parts according to Property 1 in
Lemma 4.3.
We now prove the theorem for the case with quv, qvu > 0. The proof of theorem for the
cases with quv > 0, qvu = 0 or quv = 0, qvu > 0 follows the same lines. Since quv, qvu > 0, we





[L1]ii, the sum of the diagonal entries of L becomes negative. This leads L to have
at least one eigenvalue with a negative real part, and consequently, in view of Property
1 in Lemma 4.3, L̄ has that eigenvalue with negative real part. Hence, the continuity of
eigenvalues of L̄ with respect to δ states that
∃ δ∗ > 0 such that ∀ δ ∈ [0, δ∗), R{λi(L̄)}N−1i=1 > 0, (4.11)
and also with δ = δ∗, R{λi(L̄)} = 0 for some i. This means there exists at least one ω ∈ R≥0
such that λi(L̄) = jω for δ = δ∗, or equivalently det (L̄ − jωI) = 0. Using the expression of
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L̄ in (4.10) and taking into account that L̄1 − jωI is invertible, we have
det (L̄ − jωI) = det (L̄1 − jωI −Q(δuveu − δvuev)(eu − ev)TQT)
= det (L̄1 − jωI) (1− (eu − ev)TQT(L̄1 − jωI)−1Q(δuveu − δvuev))
= det (L̄1 − jωI) (1− δ∗(eu − ev)TQT(L̄1 − jωI)−1Q(quveu − qvuev))
= 0,
(4.12)
where the last two equalities are obtained by applying Lemma C.1 and taking into ac-
count δuv = δquv and δvu = δqvu. Since L̄1− jωI is invertible, we observe that det (L̄ − jωI) =
0 if and only if δ∗(eu − ev)TQT(L̄1 − jωI)−1Q(quveu − qvuev) = 1. By solving (4.9), we find
the minimum value of δ∗ such that the eigenvalues of L satisfy (4.6) for all δ ∈ (0, δ∗). The
optimisation problem (4.9) always has a solution since the continuity argument above
guarantees that the eigenvalues of L̄ cross the imaginary axis for some δ ∈ (0, δ1]. This
completes the proof of the case quv, qvu > 0.
Remark 4.2. Theorem 4.2 includes three different cases that correspond to perturbing the edge
(u, v) (quv > 0, qvu = 0), the edge (v, u) (quv = 0, qvu > 0), or both edges (u, v) and (v, u) (quv >
0, qvu > 0). The variables quv, qvu allow to incorporate all these cases in only one optimisation
problem as stated in (4.9).
The sufficiency condition (4.9) in Theorem 4.2 correspond to the minimum value of
δ∗ such that the eigenvalues of L satisfy (4.6) for all δ ∈ (0, δ∗). One of the following
statements holds for δ∗ obtained from solving (4.9):
1. δ∗ is obtained with ω1, . . . , ωk where ωi ≠ 0 for i = 1, . . . , k and k is the number of
solutions for (4.9) which is finite since the constraint is a non trivial polynomial
equation in ω by definition of r(ω, δuv, δvu);
2. or, there exists at least one zero ωi.
In the second case, the matrix L̄ has at least one zero eigenvalue with δ = δ∗ (in the
view of (4.11) ) which means that det (L̄−11 L̄) = 0 for δ = δ
∗. In this case, the condition (4.8)
becomes necessary and sufficient for the non-zero eigenvalues of Laplacian matrix have
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positive real parts in the presence of a negative weight according to the following theo-
rem.
Theorem 4.3. Consider a signed graph G1(V ,E1,W1) with the Laplacian matrix L1. Assume
that L1 has only one zero eigenvalue and the rest of its eigenvalues have positive real parts. Con-
struct a new graph G(V ,E ,W) = G1(V ,E1,W1)⊕G2(V ,E2,W2), where E2 = {(u, v), (v, u)}
and W2(u, v) = −δquv ≤ 0, W2(v, u) = −δqvu ≤ 0 with δ > 0 and given quv, qvu ≥ 0. Denote
L the Laplacian matrix of G. Let δ∗ be obtained from (4.9) with ω1, . . . , ωk being the roots of the
equality constraint. Assume further that there exists at least one zero ωi. The eigenvalues of L
satisfy (4.6) if and only if
δ (eu − ev)





Furthermore, δ∗ (eu − ev)
T QT L̄−11 Q (quveu − qvuev) = 1 and (eu − ev)
T QT L̄−11 Q (quveu − qvuev) >
0.
Proof. The necessity part results from Theorem 4.1, i.e. if the eigenvalues of L sat-
isfy (4.6), then (4.13) holds. We now show that the condition (4.13) is sufficient for the
case with quv, qvu > 0. The cases with quv > 0, qvu = 0 or quv = 0, qvu > 0 can be proven by
using the same arguments.
In the proof of Theorem 4.2, it is observed from the continuity of eigenvalues of L̄ with
respect to δ that
∃ δ∗ > 0 such that ∀ δ ∈ [0, δ∗), R{λi(L̄)}N−1i=1 > 0, (4.14)
and also with δ = δ∗, R{λi(L̄)} = 0 for some i. Since δ∗ is obtained from (4.9) with at least
one zero ωi, then there exists at least one zero eigenvalue λi(L̄) = 0 for δ = δ∗, meaning
that det (L̄−11 L̄) = 0. From the definition of r(0, δquv, δqvu) in (4.13), we have
rδ ∶= r(0, δquv, δqvu) = αδ, (4.15)
where α = (eu − ev)
T QT L̄−11 Q (quveu − qvuev).
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Let assume α > 0. Using this assumption, (4.14) can be rewritten as
∃ r∗ > 0 such that ∀ rδ ∈ [0, r∗), R{λi(L̄)}N−1i=1 > 0. (4.16)
We now need to show r∗ = 1. If r∗ < 1, according to (4.16), the real part of at least one
eigenvalue of L̄ is negative for rδ > r∗ and the real part becomes zero at rδ = r∗; however,
from Lemma C.2 in Appendix C.1, it is observed that L̄ can have zero eigenvalue(s) if and
only if rδ = 1. This contradicts the assumption r∗ < 1. Hence, r∗ = 1
To complete the proof, we should show the assumption α > 0. To do so, we show α cannot
be zero or strictly negative by considering two cases.
Case 1: To obtain a contradiction, assume α = 0. Then rδ = 0, and according to (C.2),
det (L̄−11 L̄) cannot be zero which means L̄ has no zero eigenvalue. This means that δ
∗ =
+∞ or equivalently all eigenvalues of L̄ have positive real parts. However, this is not true,




[L1]ii, the sum of the diagonal entries of L becomes
negative. This leads L to have at least one eigenvalue with a negative real part. Hence, in
view of Property 1 in Lemma 4.3, L̄ has the same eigenvalue with negative real part. This
is in contradiction with δ∗ = +∞. Therefore, α ≠ 0.
Case 2: To obtain a contradiction, assume α < 0. Thus (4.14) and (4.15) imply
∃ r∗ > 0 such that ∀ rδ ∈ (−r∗, 0], R{λi(L̄)}N−1i=1 > 0. (4.17)
Furthermore, letting rδ = −r∗ yields R{λi(L̄)} = 0 for some i as r∗ is taken as the maxi-
mum value satisfying (4.17). This means that det (L̄−11 L̄) = 0 for rδ = −r
∗ < 0. However,
according to (C.2), det (L̄−11 L̄) = 0 if and only if rδ = 1. This contradicts rδ < 0. Hence, α
cannot be negative. This completes the proof.
The key step to apply Theorems 4.2 and 4.3 is to numerically solve the optimisation
problem (4.9), which has at least one solution as explained in the proof of Theorem 4.2.
The feasible set of this optimisation problem can be interpreted in terms of the Nyquist
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dt xuv = L̄1xuv +Q(quveu − qvuev)uuv
yuv = (eu − ev)TQTxuv
(4.18)
where xuv ∈ RN−1, uuv ∈ R and yuv ∈ R denote the state, the input and the output of
the system Σuv. Consider the optimisation problem (4.9) and the system Σuv in a nega-
tive feedback structure with a proportional controller δ1. The optimisation problem (4.9)
yields the minimum value of the gain for which the Nyqiust diagram of δ1Guv(s) crosses
the critical point −1 where Guv(s) is the transfer function from uuv to yuv. Hence, to attain
δ∗, one can plot the Nyquist diagram of Σuv and find frequencies ωi, i = 1, . . . , k, at which
it crosses the real axis. Then, δ∗ = 1∣Guv(jω∗)∣ where Guv(jω
∗) ≤ Guv(jωi) for i = 1, . . . , k.
If ω∗ = 0, then we can use the results of Theorem 4.3; otherwise we should use the re-
sults of Theorem 4.2. In the following examples, we illustrate how to apply the results of
Theorems 4.2 and 4.3.
Figure 4.2: A directed graph studied in Example 2. The solid arrows represent the pos-
itive weight edges while the dashed arrows show the edges with negative weights. All
positive and negative weights are set equal to 2 and −1, respectively.
Example 2. Consider the graphs G1(V ,E1,W1), G2(V ,E2,W2) and G(V ,E ,W) depicted
in Figure 4.2 with the Laplacian matrices L1, L2, L respectively. In this figure, the solid
arrows represent the positive weights which are set equal to 2, and the dashed arrows
represent the negative weights with a36 = a63 = a38 = −1. The graph G is constructed
from the graphs G1 and G2 by adding negative weights between two pairs of nodes, i.e.
G = G1 ⊕G2.
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We now add the negative directed edge a38 = −δ. The Nyquist diagram plotted in Fig-
ure 4.3 crosses the real axis at ω1 = 0 and ω2 = ∞. Furthermore, the magnitude of the
Nyquist diagram at ω1 is smaller than of that at ω2. Hence, in view of Theorem 4.3, the
condition (4.13) is necessary and sufficient condition, leading to δ∗ = 1.94285. This means
that the eigenvalues of L satisfy (4.6) if and only if δ < 1.94285.



















Figure 4.3: The Nyquist diagram in Example 2.
Example 3. Consider the graphs G1(V ,E1,W1), G2(V ,E2,W2) and G(V ,E ,W) depicted
in Figure 4.4 with the Laplacian matrices L1, L2, L respectively. In this figure, the solid
black arrows, the dashed red arrow and the solid read arrows represent the positive
weights, the negative weight and the perturbed edges, respectively. We assign the fol-
lowing weights to the edges of the graph G1: a12 = 1, a14 = 1, a15 = 1, a21 = 1, a23 = 1,
a24 = 1, a31 = −1, a32 = 1, a35 = −0.8, a42 = −0.3, a43 = 1.5, a45 = −2, a51 = 2, a52 = 1, a53 = 2,
a54 = 1.
In the first scenario, the graph G is constructed from the graphs G1 and G2 by perturbing
positive weights between two pairs of nodes 1 and 2. According to the left Nyquist dia-
gram plotted in Figure 4.5, the Nyquist diagram crosses the real axis at ω1 = 0, ω2,3 = ±0.6
and ω4,5 = ±∞. Furthermore, the magnitude of the Nyquist diagram at ω2,3 is smaller
than others. Hence, in view of Theorem 4.3, the condition (4.13) is sufficient, leading to
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δ∗ = 0.52. This means that if δ < 0.52 the eigenvalues of L meet (4.6). On the other hand,
the necessary condition (4.8) holds for δ < 1.8.
In the second scenario, the graph G is constructed from the graphs G1 and G2 by per-
turbing positive weights between two pairs of nodes 2 and 5. According to the right
Nyquist diagram plotted in Figure 4.5, the Nyquist diagram crosses the real axis at ω1 = 0,
ω2,3 = ±0.63, ω4,5 = ±0.8 and ω6,7 = ±∞. Furthermore, the magnitude of the Nyquist dia-
gram at ω1 is smaller than others. Hence, in view of Theorem 4.3, the condition (4.13) is
necessary and sufficient condition, leading to δ∗ = 2.3239. This means that the eigenval-
ues of L meet (4.6) if and only if δ < 2.3239.
Figure 4.4: A directed graph studied in Example 3. The solid arrows represent the pos-
itive weight edges while the dashed arrows show the edges with negative weights. All
positive and negative weights are set equal to 2 and −1, respectively.
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Figure 4.5: The Nyquist diagrams in Example 3. The left Nyquist diagram corresponds
to the first scenario with the graph in Figure 4.4(a), while the right Nyquist diagram
corresponds to the second scenario with the graph in Figure 4.4(b).
Remark 4.3. The results of this subsection are different from those in [95] where sufficient con-
ditions for the upper bound δ has been derived via Nyquist stability criteria. First, we provide
the necessary result which considers the case in which both edges between any arbitrary pairs of
nodes are perturbed with negative weights. Secondly, our sufficiency result is more general than
the main result of [95] since we also allow perturbing two edges between two nodes with the same
negative weight. Our results cover a more general set of graphs as a graph with multiple nega-
tive edges might satisfy the assumption of the theorem, while [95, Theorem 1] only is applied to
graphs with no negative edges. Even though the results of this paper are interpreted via Nyquist
criteria, the definitions of systems are different from [95]. Finally, we highlight the case where the
condition becomes necessary and sufficient.
In all theorems above, it is assumed that the original graph G1 satisfy (4.6). If G1 is
connected and all of its weight are non-negative, the second part of Lemma 4.3 provides
the necessary and sufficient conditions for G1 to satisfy (4.6). In this case, the following
corollaries are obtained.
Corollary 4.1. Consider a signed graph G(V ,E ,W) with the Laplacian matrix L where it is de-
composed into two subgraphs G(V ,E+,W+) and G(V ,E−,W−) with the corresponding Laplacian
4.3 Problem Formulation and Results 103
matrices L+ and L−, respectively. Assume E− = {(u, v), (v, u)} withW−(u, v) = −δquv ≤ 0 and
W−(v, u) = −δqvu ≤ 0 with δ > 0 and given quv, qvu ≥ 0. Assume also G(V ,E+,W+) is connected,




subject to δ1(eu − ev)TQT(L̄+ − jωI)−1Q(quveu − qvuev) = 1, δ1 > 0.
(4.19)
Then, the eigenvalues of L satisfy (4.6) for all δ ∈ [0, δ∗).
Corollary 4.2. Consider a signed graph G(V ,E ,W) with the Laplacian matrix L where it is de-
composed into two subgraphs G(V ,E+,W+) and G(V ,E−,W−) with the corresponding Laplacian
matrices L+ and L−, respectively. Assume E− = {(u, v), (v, u)} withW−(u, v) = −δquv ≤ 0 and
W−(v, u) = −δqvu ≤ 0 with δ > 0 and given quv, qvu ≥ 0. Assume also G(V ,E+,W+) is connected,
and define L̄+ = QL+QT. Let δ∗ be obtained from (4.9) with ω1, . . . , ωk for i = 1, . . . , k. Assume
further that there exists at least one zero ωi. The eigenvalues of L satisfy (4.6) if and only if
δ (eu − ev)





Furthermore, δ∗ (eu − ev)
T QT (L̄+)−1 Q (eu − ev) = 1 and (eu − ev)
T QT (L̄+)−1 Q (eu − ev) >
0.
We end this subsection by commenting on the relationship between the aforemen-
tioned results and the concept of effective resistance introduced in the literature e.g.
see [140] and references there in. First, consider an undirected graph G(V ,E+,W+) with
non-negative weights and the Laplacian matrix L̄+. Assume that the graph is connected.
We construct an electrical network from the graph G(V ,E+,W+) by replacing each weighted
edge (i, j) with a resistor Rij = a−1ij as shown in Figure 4.6. Then, a constant current source
I is connected between nodes u and v, and the voltage at its terminal is calculated. The
effective resistance between nodes u and v is computed by ruv = VI . Using electrical circuit
theory, it was shown that ruv can be obtained by [82]
ruv = (eu − ev)
T QT (L̄+)−1 Q (eu − ev) , (4.21)
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which has the same expression as (4.20) with quv = qvu = 1.
Now consider the case where a negative undirected edge is added between the nodes u
and v to construct the undirected graph G(V ,E ,W) with the Laplacian matrix L. The cor-
responding equivalent electrical circuit contains two parallel resistors ruv and R− = −δ−1‡,
which correspond to the aforementioned effective resistance and the added negative
edge, respectively (Figure 4.7). In this case, the equivalent resistance between nodes u





The interpretation of the inequality (4.20)§ from the electrical circuit perspective is as
follows: the equivalent resistance Rth is positive as long as (4.20) holds. Otherwise, Rth is
either short circuit (if δ−1 = ruv) or negative (if δ−1 < ruv). By taking into account this point
and Corollary 4.1, it is concluded that the Laplacian matrix L satisfies the condition (4.6) if
and only if the equivalent resistance Rth of the corresponding equivalent electrical circuit
is positive.
For directed graphs satisfying in the conditions of Corollary 4.2, one may be inter-
ested in interpreting the condition (4.20) using the concept of effective resistance similar
to undirected graphs if directed graph satisfy assumptions of Corollary 4.2. However,
this is not directly possible. Indeed, the notion of effective resistance has been recently
introduced for both directed and undirected graphs as [137],
ruv = 2 (eu − ev)
T QTΣ Q (eu − ev) , (4.22)
where Σ is a symmetric matrix obtained from the Lyapunov equation
L̄Σ +Σ (L̄)T = IN−1. (4.23)






is a unique solution
of (4.23) and ruv has the same expression as (4.21). Unlike the case of undirected graphs,
‡Negative resistance has a practical meaning in electrical circuit theory as there exist electrical compo-
nents with this property (see [84]).
§Note that inequality (4.20) is necessary and sufficient for this case as the underlying graph is undirected.
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the expression of ruv in (4.20) (even with quv = qvu = 1) cannot be obtained from (4.22)
and (4.23), since (L̄+)−1 ≠ (L̄+)−T. This reveals that, unlike undirected graph, the upper
bound of δ cannot be interpreted by effective resistance defined in (4.22). As a result, it
is not clear how to generalise the notion of effective resistance for directed graphs with
non-negative weights by using electrical circuit theory.
Figure 4.6: An equivalent electrical circuit for a connected undirected graph G(V ,E+,W+)
with non-negative weights to measure the effective resistance between two nodes u and
v.
Figure 4.7: An equivalent electrical circuit for G(V ,E ,W) which is obtained by adding a
negative edge to G(V ,E+,W+).
4.3.2 Directed graphs with multiple negative weights
In this subsection, we examine the eigenvalues of the Laplacian matrix for graphs with
multiple negative weights by stating the following question.
Question 2. Given a graph G1(V ,E1,W1) with non-negative edge weights, identify a set of pairs
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of nodes E2 ⊆ {V ×V}/E1, E2 = {(u1, v1), . . . , (ul , vl)}, called sensitive pairs of nodes such that if a
new graph is constructed from G1 by connecting those pairs of nodes with negative weights whose
magnitudes are infinitesimal, the Laplacian matrix of the new graph has at least one eigenvalue
with negative real part.
The following theorem is aimed at answering the aforementioned question. Figure 4.8
shows a schematic diagram of a graph in which the negative edge weights connect those
pairs of the nodes.
Theorem 4.4. Consider a graph G1(V ,E1,W1) with non-negative edge weights and its Laplacian
matrix L1. Assume that G1 consists of d ≠ 1 reach sets Rk, k = 1, . . . , d with corresponding
reaching nodes sets Uk, exclusive sets Xk and common sets Ck according to Definition 4.1. Let
G(V ,E ,W) = G1(V ,E1,W1)⊕G2(V ,E2,W2) where E2 ⊆ {V ×V}/E1, E2 = {(u1, v1), . . . , (ul , vl)},
W2(uk, vk) = −εaukvk for every (uk, vk) ∈ E2 with ε being a sufficiently small positive scalar and
aukvk > 0, andW2(uk, vk) = 0 for every (uk, vk) ∈ {V ×V}/E2. If there exists at least one negative
edge weight (uk, vk) ∈ E2 such that
1. either uk ∈ Ui and vk ∈ Xj for some j ≠ i,
2. or uk ∈ Ui and vk ∈ Cj for some j (including j = i),
then the Laplacian matrix of G has at least one eigenvalue with non-positive real part.
Proof. Suppose all conditions of Theorem 4.4 hold. The Laplacian matrix of G can be
expressed as
L = L1 + L2 = L1 + εL̃2, (4.24)
where L2 is the Laplacian matrix of G2, and L̃2 is the Laplacian matrix for a graph G̃ =
(V ,E2,W̃2) with W̃2(uk, vk) = −aukvk for every (uk, vk) ∈ E2, and W̃2(uk, vk) = 0 for every
(uk, vk) ∈ {V ×V}/E2.
Without loss of generality, we suppose the nodes of G1 are labelled such that the struc-
ture of the adjacency matrix of G1 is consistent with the structure of (4.1). Since zero is
a semisimple eigenvalue of L with multiplicity d, in view of Lemmas C.3 and C.4, it is
enough show that at least the real part of one of the eigenvalues of Θ ∶= ΥL̃2Γ becomes
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negative (see Lemma C.4 for definitions of Υ and Γ). Conditions 1 and 2 in the theo-
rem statement are equivalent to statements 3 and 4 of Lemma C.4. Hence, if there exists
at least one negative edge (u, v) satisfying one of conditions 1 and 2, then according to





λi(Θ) < 0. This implies that there exists at least one eigenvalue λi(Θ) with
R{λi(Θ)} < 0.
Figure 4.8: A schematic diagram of the connections between the nodes in a graph whose
negative edges meet conditions 1 and 2 in Theorem 4.4. The solid arrows represent the
positive weight edges while the dashed arrows show the edges with negative weights.
Remark 4.4. For undirected graphs, it is straightforward to see that Ri = Ui. In view of Theo-
rem 4.4, if G is connected while G1 is not, then G2 contains negative weight edges which satisfy
the first condition of Theorem 4.4, and connect disconnected components of G1. In this case, Theo-
rem 4.4 ensures that the Laplacian matrix of G is indefinite as it is symmetric and also has negative
eigenvalue(s). This result is consistent with the result of Theorem IV.3 in [140].
Remark 4.5. In Theorem 4.4, we have characterised a class of sensitive pairs of nodes. However,
there are other classes of sensitive pairs of nodes that we have not considered. As an example,
(uk, vk) ∈ E− such that:
1. either u ∈ Ui and v ∈ Xi,
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2. or u ∈Ri/Ui and v ∈Rj for some i ≠ j.
In this case, it can be shown that the corresponding diagonal term of the matrix Θ in the proof
of Theorem 4.4 is zero. Hence, the same argument in Theorem 4.4 cannot be followed to achieve
similar results.
Example 4. We illustrate the results of Theorem 4.4 and the point mentioned in Re-
mark 4.5 using the graphs depicted in Figure 4.9. All positive weights are assigned to
be 2. We have observed in Example 1 that the graph G1 has three reaching nodes sets
U1 = {1, 2}, U2 = {3}, U3 = {7}, three exclusive sets X1 = {1, 2}, X2 = {3, 4, 5}, X3 = {6, 7} ,
and three common sets C1 = C2 = {8, 9, 10, 11, 12} and C3 = ∅.
In what follow, we demonstrate the application of Theorem 4.4. To this end, let ε1 =
0.0001 and ε2 = 0. In this case, E2 = {(7, 9), (1, 4)}. Note that
(i) the nodes 1 and 4 belong to the sets U1 and X2 (Condition 1 in Theorem 4.4);
(ii) the nodes 7 and 9 belong to the sets U3 and C1(or C2) (Condition 2 in Theorem 4.4),
which means that the negative edge satisfies the conditions of Theorem 4.4. By comput-
ing the eigenvalues of the Laplacian matrix of G, it is observed that it has two eigenvalues
with negative real parts, while the remaining eigenvalues have positive real parts.
Next, we investigate the statement of Remark 4.5 via choosing ε1 = 0, ε2 = 0.0001 and
E2 = {(3, 4), (7, 6), (6, 5), (4, 8)}. Note that
(i) the nodes 3 and 4 belong to the sets U2 and X2 (Condition 1 in Remark 4.5);
(ii) the nodes 7 and 6 belong to the sets U3 and X3 (Condition 1 in Remark 4.5);
(iii) the nodes 6 and 5 belong to the sets X3 ⊂ R3/U3 and X2 ⊂ R2 (Condition 2 in Re-
mark 4.5);
(iv) the nodes 4 and 8 belong to the sets X2 ⊂ R2/U2 and C1 ⊂ R1 (Condition 2 in Re-
mark 4.5),
which means that the negative edges of the graph depicted in Figure 4.9 meet the con-
ditions outlined in Remark 4.5. By computing the eigenvalues of the Laplacian matrix,
4.4 Application in Consensus Protocol 109
we noticed that all eigenvalues of the Laplacian matrix (excluding the single zero one)
have positive real parts, however, their real parts become negative if the absolute values
of negative weights are not small. This shows that for these negative edges, knowing that
they are negative is not enough to conclude about the sign of real parts of eigenvalues,
but their weights also play a role, unlike the one in the first case.
Figure 4.9: A directed signed graph studied in Example 4. The solid arrows represent the
positive weight edges while the dashed arrows show the edges with negative weights.
For the first case and second case ε1 = 0.001, ε2 = 0 and ε1 = 0, ε2 = 0.001, respectively.
4.4 Application in Consensus Protocol
In this section, we elucidate the application of our results to the consensus problem in
social networks with antagonistic interactions. The dynamic of the whole network with
N node is written as
ẋ = −Lx, (4.25)
where x ∈ RN , x = [x1x2 . . . xN]T is the stack vector consisting of the state of each node
in the network. L is the Laplacian matrix of the network graph. The network achieves
consensus, i.e. lim
t→∞
∥xi(t)− xj(t)∥ = 0 for all i, j = 1, . . . , N and x(0) ∈ RN , if and only if the
condition (4.6) holds [97, Lemma 2].
Consider a network with a graph network G1(V ,E1,W1) in Example 2. In Example 2,
we have shown that the Laplacian matrix L1 with these values for weights satisfies (4.6),
and consequently, the network achieves consensus. We have perturbed the network with
negative directed edge a38 = −δ. We have pointed out that the eigenvalues of L meet (4.6)
if and only if δ < 1.94285.
With the choice of δ = 1.5, the eigenvalues of L satisfy (4.6) and network achieves
consensus as shown in Figure 4.10. However, with δ = 1.95, the eigenvalues of L no
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longer satisfy (4.6) and network does not achieve consensus as shown in Figure 4.11.


















Figure 4.10: Evolution of node states over time for a network with the graph in Example 1.
The perturbation between two nodes 3 and 8 set equal to δ38 = 1.5.














Figure 4.11: Evolution of node states over time for a network with the graph in Example 1.
The perturbation between two nodes 3 and 8 set equal to δ38 = 1.95.
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4.5 Conclusion and Remark on applicability of results on Syn-
chronisation
We analysed the eigenvalues of the Laplacian matrix for a class of directed graphs with
positive and negative weights. The first part of this chapter dealt with directed signed
graphs where arbitrary negative edges were added between any arbitrary pairs of nodes
in the original graphs. Under certain condition, we showed that if the magnitude of
that added negative weight violates a computable upper bound, all eigenvalues of the
Laplacian matrix (except the single zero eigenvalue) of the original graph have positive
real parts (condition (4.6)). We pointed out that, unlike undirected graphs, it appears
that effective resistance definition does not apply directly to this case. In the second part,
we showed that if the graph is perturbed by adding edge(s) with negative weight(s) to
certain nodes, the Laplacian matrix of the perturbed graph has at least one eigenvalue
with negative real part.
There are some applications, such as consensus in social network [97] and synchro-
nisation in network of linear oscillators [110], in which condition (4.6) ensures that syn-
chronisation is achieved in the network. Furthermore, the synchronisation disappears
if there is at least one eigenvalue of the Laplacian matrix with a negative real part.
There are many networks (including networks of neural population) in which the pres-
ence/absence of synchronisation are not determined by only the condition (4.6). Our
motivation initially was to obtain results that are applicable to a network of neural mass
models. However, we were not able find a reasonable neural mass model to which our
results can be directly applied. It is still an open problem to analyse these networks with
both positive and negative edges.

Chapter 5
Summary and Future Work
5.1 Summary of Thesis
In Chapter 2, we investigated how changes in network structure can lead to pathologicoscillations that occur in the epileptic brain. Specifically, we conducted a bifurcation
analysis of a network of two neural mass models, representing two cortical regions, to
investigate different aspects of its behaviour with respect to changes in the input and
interconnection gains. The bifurcation diagrams, along with simulated EEG time series,
exhibited many behaviours in both regions when varying the input, coupling terms, and
network structure. We showed that this simple network can generate various oscillatory
activities including delta wave activity, which has not been previously reported. Our
analysis showed that spike-wave discharges can occur in a cortical region as a result of
input changes in the other region, which can have important implications for epilepsy
treatment. The bifurcation analysis was related to clinical data in two case studies.
In Chapter 3, we investigated the problem of synchronisation in a network of homo-
geneous Wilson-Cowan oscillators with diffusive coupling. Such networks can be used
to model the behaviour of populations of neurons in cortical tissue, referred to as neural
mass models. A new approach was proposed to address conditions for local synchroni-
sation for this type of neural mass models. By analysing the linearised model around a
limit cycle, we studied synchronisation within a network with direct coupling. We used
both analytical and numerical approaches to link the presence or absence of synchronised
behaviour to the location of eigenvalues of the Laplacian matrix. For the analytical part,
we applied two-time scale averaging and the Chetaev theorem, while, for the remaining
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part, we used a recently proposed numerical approach. Sufficient conditions were estab-
lished to highlight the effect of network topology on synchronous behaviour when the
interconnection is undirected. These conditions were utilised to address points that have
been previously reported in the literature through simulations: synchronisation might
persist or vanish in the presence of perturbation in the interconnection gains. Simulation
results confirmed and illustrated our results.
In Chapter 4, the eigenvalues of the Laplacian matrix for a class of directed graphs
with both positive and negative weights were studied. The Laplacian matrix naturally
arises in a wide range of applications involving networks. First, a class of directed signed
graphs was investigated in which one pair of nodes (either connected or not) is perturbed
with negative weights. A necessary condition was proposed to attain the following ob-
jective for the perturbed graph: the real parts of the non-zero eigenvalues of its Laplacian
matrix are positive. A sufficient condition was also presented that ensures the aforemen-
tioned objective for unperturbed graph. It was then highlighted the case where the con-
dition becomes necessary and sufficient. Secondly, for directed graphs, a subset of pairs
of nodes was identified where if any of the pairs is connected by an edge with infinites-
imal negative weight, the resulting Laplacian matrix will have at least one eigenvalue
with negative real part. Illustrative examples were presented to show the applicability of
the results.
5.2 Future Work
There are several future directions outlined in the sequel.
Co-dimension 2 Bifurcation Analysis for Heterogeneous Networks
In Chapter 2, the outstanding assumption is that the neural populations are homoge-
neous. However, the brain can be seen as a network of heterogeneous neural popula-
tions. It would be interesting to conduct bifurcation analysis for the case in which one
region has seizure-like related parameters (instead of standard values). This analysis
would be helpful to understand the mechanism of the seizure propagation between two
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regions that could be in different areas. Furthermore, the results can be extended by
doing bifurcation analysis with respect to changes in two parameters of the underlying
network (co-dimension 2 bifurcation). This may lead new behaviours which were not
revealed by our analysis in Chapter 2.
As mentioned in Section 2.8, our estimation approach was conservative, as we esti-
mated the input with other parameters fixed. By estimating more parameters, it may be
possible to obtain a more realistic approximation of the true behaviour. However, with
more free parameters, it becomes difficult or impossible to relate the estimated parame-
ter trajectories to a bifurcation analysis. Therefore, such an extension can be a potential
direction of research for future.
Synchronisation in a Network of Diffusive Wilson-Cowan
As future work, one can study global synchronisation in the network of diffusive Wilson-
Cowan using the Lipschitz property of the sigmoid function that converts the average
membrane potential into an average pulse density of action potentials. Since the Lips-
chitz function is also QUAD, it is worthwhile to investigate if the results of [44, 44, 45]
could be applied the the synchronisation problem.
Another interesting approach is to extend the method in Chapter 3 to a non-identical
network of Wilson-Cowan where the heterogeneity results from variations of parame-
ters in the model; for instance in matrices Υi, Ξi defined by (3.4). It is also worthwhile
to follow the same method to study local synchronisation in a network of Jansen and Rit
models [76, 133]. This model fits the general model considered in [113], however, the in-
terconnections between nodes in the network of Jansen and Rit models are not diffusive.
Developing results for this class of network will be a challenging question.
Eigenvalues of Laplacian Matrix for Directed Signed Graphs
The first part of the results in Chapter 4 considers the situation in which a single pair of
nodes is perturbed. However, the perturbation can be applied to multiple pairs of nodes
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in general. Recently, the problem has been solved for undirected graphs with an addi-
tional assumption restricting the original graph to have only positive weights [34]. This
was done using a notion of effective resistance and the methodology was borrowed from
electrical circuits. Currently, it is not clear how the problem for directed graphs can be
linked to electrical circuits. Either extending the proof technique of Chapter 4 or finding
a corresponding electrical circuit for directed graphs are interesting future directions, yet
extremely challenging.
Another possible extension of our result is to investigate the case mentioned in 4.5.
Through many examples, it was observed that the Laplacian matrix of perturbed graph
has no eigenvalue with non-positive real part for sufficiently small ε. However, this is
not the situation for the case in Theorem 4.4. We also observed that for both cases the
Laplacian matrix of perturbed graph has at least an eigenvalue with non-positive real
part if ε is increased. These observations are worthwhile to be explored further.
Synchronisation in Networks with Positive and negative Feedbacks
It is mentioned in Chapter 1 that passivity and counterclockwise property are used for
systems with negative and positive feedback, respectively. There are mathematical mod-
els such as Janesn-Rit model that have both positive and negative interconnections in
their dynamic. Hence, it is worthwhile to find a concept which can be used to analyse
these systems (perhaps by combining these two concepts). Then, it may be possible to





A.1 Jacobian matrix of the network of Jansen-Rit in (2.4)
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and h(v) = 2e0r exp(r(vth−v))
(1+exp(r(vth−v)))2
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A.2 Detection of a saddle-node homoclinic bifurcation
A homoclinic orbit is a trajectory connecting a hyperbolic equilibrium (saddle node) to
itself. There is no general method to find and identify a limit cycle; however, it is possible
to compute it using the continuation procedure provided in the MATCONT package [64].
In order to check if the bifurcation is saddle-node homoclinic, the period of oscillation
versus the bifurcation parameters is usually plotted (it is depicted for case I with connec-
tion gain 25 in Figure A.1). As the bifurcation parameter p approaches the bifurcation
point, the period of oscillation is eventually increased which means that the cycle is born
from this point.
A.3 Notes on Equilibria for Case II
As pointed out in Sections 2.3 and 2.5, the equilibria for the second case are obtained





























A.3 Notes on Equilibria for Case II 119














Figure A.1: Detecting a saddle-node homoclinic bifurcation. The period of oscillation
versus the bifurcation parameter p. The period eventually increases when the value of p














This implies that finding the equilibria of the whole network is equivalent to finding the
equilibria of each single region when the input of each region are defined by (A.5).
We first claim that, the equilibria of region a are affected significantly by changing ua
rather than changing the values of K while the equilibria of region b are affected signif-
icantly by variations of K. Since the sigmoid function satisfies g(⋅) ≤ 2e0, the following













For typical values of e0, αe, ζa, and ζd (see Table 2.1), the value of
2e0α2e
ζaζd
is on the order




K is much smaller than the variation of
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u even for large values of k. Hence, ya and, consequently, the equilibria of region a are
not affected significantly by feedback from region b due to the small interaction term
α2e
ζeζd
Kg(yb); however, the equilibria of region b are significantly affected by the output of
region a.
In order to find the equilibria, we used a numerical approach to find all values for ya
and yb which satisfy (A.4) and (A.5) for different values of ua and K. To do so, we varied
the value of yb ∈ (−20, 20) and calculated the value of ya from the second equation in





















By knowing the value of ya and yb, the associated value ua was obtained from the first



















Kg(yb)− ya) . (A.8)
Since g(v) is an strictly increasing function and 0 ≤ g(v) ≤ 2e0, (A.7) has a solution if
and only if
0 ≤ Υ(yb, K) ≤ 2e0. (A.9)
Among all values of yb ∈ (−20, 20), the acceptable ones are those that satisfy (A.9). As
a consequence, some values in the interval yb ∈ (−20, 20) may not be equilibria. For
typical values of e0, αe, ζa, and ζd (see Table 2.1), we plotted Υ(yb, K) for yb ∈ (−30, 30) and
different values of K in Figure A.2. This figure indicate that the inequality (A.9) cannot
be satisfied fur sufficiently large and small values of yb that means that there exist no
equilibria for those values of yb. From the magnified part of the figure, it is observed
that, for all values of K, there is no equilibrium point for yb ∈ (4.57, 6.07). Furthermore,
the underlying network has equilibria for all values for yb ∈ (−1.9, 4.57) if K = 250, 300.
However, this is not the case for other values of K. This indicates that the second region
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has three branches of equilibria that do not intersect for K = 50, 100, 150, 200. This point
can be seen from Figure A.3. The lower and middle branches join up as the coupling
gain is increased (for K = 250, 300), which leads to the appearance of a saddle-node in the
bifurcation diagram of the system. Hence, for the second case, we studied the bifurcation
diagram for interconnection gains K = 50, 250.





































Figure A.2: The values of Υ(yb, K) defined in A.7 for different values of coupling gain K.
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Figure A.3: Equilibria of second region for case II and for different values of coupling
gain K.
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A.4 Estimation Method
A.4.1 Augmented Model of a Cortical Region
The model of a cortical region Eq. (2.1) can be written in the form
ẋ = Ax +Bφ⃗ (Cx) , (A.10)
where x ∈ RNx is a state vector representing the postsynaptic membrane potentials gen-
erated by each population synapse and their time derivatives. There are two states per
synapse and Nx = 2Ns is the total number of states, where for Ns synaptic connections in
the models the state vector is of the form
x = [v1 z1 ⋯ vNs zNs]
⊺
.
The matrix A encodes the dynamics induced by the membrane time constants. For N
synapses, A has the block diagonal structure




















The matrix of synaptic gains from internal inputs, B, has the diagonal form
B = diag( 0 α1 ⋯ 0 αNs ) .
The vector function φ(⋅) has the following form
φ⃗ (Cx) = [0 g (c2,∶x) ⋯ 0 g (cNx−2,∶x) 0 u]
⊺
. (A.11)
The adjacency matrix, C, defines the connectivity structure of the model. It is a ma-
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trix of zeros or ones that specifies all the connections between the cell population types



















0 0 ⋯ 0 0
c2,1 0 c2,Nx−1 0
⋮ ⋱ ⋮
0 0 0 0



















For example, if the PSPs from synapses 1 and 2 are summed and transformed by the
sigmoid to give the input firing rate to synapse n, then row 2n of C with have the form
c2n,∶ = [1 0 1 0 0 0 ⋯ 0 0] .
It is necessary to discretise the model to numerically integrate the equations and run
simulations. The discrete time version of the model is
xt+1 = Aδxt +Bδφ⃗ (Cxt)+wt. (A.12)
The matrices Aδ and Bδ are discrete time versions of A and B, respectively, and are de-
fined in [58]. For ease of notation, we shall abbreviate increments or decrements in time
(by the integration time step) by t+1 or t−1, respectively. The additional term wt models
uncertainty in the system for estimation purposes.
The neural mass model is mapped to electrophysiological measurements by the ob-
servation equation
yt =Hxt + vt, (A.13)
where H ∈ RNx×Ny is the observation matrix, v ∼ N (0, R) ∈ RNy is the observation noise,
and Ny is the number of observations.
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A.4.2 Re-parametrization for Model for Inversion
To estimate the input within our framework, we assume that it is varying on a time scale
much slower than the state variables (v and z). Following this assumption we can reduce
the model dimension since




in the steady state limit. A further modification for model inversion induces a new pa-
rameter, λ, to deal with DC offsets on the EEG signals due to electrode-tissue interactions.
The offset parameter is added to the post-synaptic potential at the excitatory to pyramidal
connection Eq. (2.1),
vp1 = zp1 + λ, (A.15)
but removed from it where it feeds back to the system in the sigmoidal activation func-
tion. This way the system dynamics are unaffected by this addition, but the observation
is offset by λ (since vp1 contributes to the EEG). The additional parameter enables us to
estimate a slowly (with respect to the sate variables) changing DC offset in real data. We
also modify the form of the activation function g (⋅) to






)+ 1) , (A.16)
where ς = 1.699/r. The function g̃(⋅) enables exact propagation of Gaussian variables
through time in the estimation method. It only differs from g(⋅) slightly at the turning
points of the sigmoid and does not change the dynamics of the system significantly.
The modified vectorized activation function has the following form
˜⃗φ (Cx) = [0 g̃ (c2,∶x + ũ − λ) 0 g̃ (c4,∶x + ũ − λ) ⋯ 0 g̃ (cÑx−2,∶x)]
⊺
, (A.17)
where Ñx = Nx − 2 (from the input modification).
Any neural mass model with an arbitrary number of populations can be written in the
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form described above, including the model of the two coupled regions that we employ
in Chapter 2. It is straight forward to construct the matrices A, B and C, therefore for the
sake of conciseness, we leave the basic form of the state-space model here.
A.4.3 Augmentation for Model for Inversion
In order to perform online joint state and parameter estimation we augment the model
and concatenate the inputs and measurement offsets to the state vector. To define to the
augmented model we first define a vector of parameters as
θ = [ua ub λa λb]
⊺
.
The trivial dynamics for the parameter are model as
θ̇ = 0, (A.18)
or in discrete time as
θt+1 = θt. (A.19)
The state vector x and the parameter vector θ are concatenated to form the augmented
state vector
ξ = [xT θT]
⊺
. (A.20)
Our augmented state-space model is
ξt =Aθξt−1 +Bθφ(Cθξt−1)+wt−1, (A.21)
where wt ∼ N (0, Q). The state vector ξ ∈ RNξ×1 and matrices Aθ , Bθ , and Cθ are ∈ RNξ×Nξ
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To make the next step a little easier we will simplify the notation by dropping the
subscript θ on the system matrices and abbreviate the activation function giving
ξt =Aξt−1 +Bφ(Cξt−1)+wt−1. (A.23)
A.4.4 A Filter for the Population Model
The filter provides an estimate of the most likely sequences of states, ξ̂
+
t , and the associ-
ated error covariances, P̂+t , given (uncertain) knowledge of the biophysics and anatomy
of the brain regions of interest combined with the noisy EEG measurements, yt. The
method is based on the Kalman filter [80], but falls in the category of an assumed density




t =E [ξt∣y1, y2,⋯, yt] , (A.24)
P̂+t =E [(ξt − ξ̂
+





which are known as the a posteriori state estimate and state estimate covariance, respec-
tively. The a posteriori state estimate is computed by correcting the a priori state estimate,
which is a prediction though our model and defined as [58]
ξ̂
−
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σt =2 (diag (CP+t−1C
⊺)+ ς2) . (A.27)
The a posteriori state estimate is calculated using a weighted difference between an un-











The weighting to correct the a priori augmented state estimate, Kt, is known as the
Kalman gain. The Kalman gain is computed from the confidence in a prediction of the











and κ0 is a larger number. Following this schedule the annealing parameter will decrease
from κ0 to 1 following a geometric series. When the annealing parameter is high, the
Kalman gain is small and the measurements are not full utilized. The annealing has the
effect of slowly introducing corrections from the measurements on initialization, avoid-
ing taking large steps towards local minima when our initial uncertainty is high. The a
priori state estimate error covariance is
P̂−t =E [(ξt − ξ̂
−





=E [(Aξt−1 +Bφ(Cξt−1)+wt−1 − (Aξ̂
+
t−1 +Bφ̂t−1)) ( ⋅ )
⊺
]



















⊺ ○ 1 ×Λ⊺)B⊺, (A.32)
with Λ = (πσ)−1/2 exp (−β ○ β ○σ−1). We can analytically calculate all the elements of
P̂−t except for E [φ(ξt−1)φ
⊺(ξt−1)], which is known to have no analytic solution. Never-
theless, we can compute a precise solution (to error of 10−14) as explained in [61]. The
elements, indexed by i and j, of the matrix resulting from evaluating the expectation are
equivalent to the probabilities of the bivariate Gaussians
E [φ (Cξt−1)φ
⊺ (Cξt−1)]ij =P (x > 0, y > 0) , (A.33)




































These probabilities can be computed easily in Matlab using mvncdf, where each element
is mvncdf (0, µ, Σ). For a linear observation function, the a posteriori covariance is then
updated by using the Kalman gain to provide the correction
P̂+t = (I −KtH) P̂
−
t . (A.34)
Practically, the actual state is not known so the Kalman filter must be initialised with




0 , which provides the posteriori state estimate and state esti-




Instability Lemma in the Proof of
Proposition 3.1
B.1 Instability Using Two-Time Averaging
Lemma B.1. (Instability Using Two-Time Averaging). Consider the linear time-varying system









































































































where ŝ ∈ Rp and r̂ ∈ Rq. Assume that ℸij(t), i, j = 1, 2 are T-periodic, piecewise, continuous
functions bounded by the scalar ιij > 0, i.e. ∣ℸij(t)∣ ≤ ιij for all t ≥ 0. Now consider the average
system described by






If ℸ̄11 and H are Hurwitz, then there exists ε∗ and ψ ∶ [0, ε∗]→ R≥0 such that for every ε ∈ (0, ε∗)
and a corresponding β ∈ [0, ψ(ε)], the origin of system (B.1) is unstable.
Proof. Similar to [108,113], we change the coordinate of the system by defining a new
state š as


















Note that since ∣ ∫
T
0 (ℸ11(τ)− ℸ̄11)dτ∣ ≤ 2Tι11, if ε < ε1 ≜
1
2Tι11
, then the inverse of
H exists and, therefore, ∣H−1∣ ≤ γ = 11−2ε1Tι11 . In this case, the original system (B.1) is
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−1ℸ11(t)H , M12 =Q12 = H−1ℸ12(t)
M21 =Q21 = ℸ21(t)H , M22 =Q22 = ℸ22(t),
(B.5)
Since the matrices ℸ̄11 and H are Hurwitz, there exist positive definite matrices Ps and
Pr such that Psℸ̄11 + ℸ̄T11Ps = −I and Pr H + H





šTi Ps ši − r̂
T
i Pr r̂i. Taking the derivative of the Lyapunov function leads to
V̇ ≥(εγ − 4Tε2γι211∣Ps∣)∣š1∣
2 − 4εγι12∣Pr∣∣š1∣∣r̂1∣
+ (1− 2ει22∣Pr∣)∣r̂1∣2 − 2ει21(1+ 2εTι11)∣Pr∣∣r̂1∣∣š1∣
+ (εγ − 4Tε2γι211∣Ps∣)∣š2∣
2 − 4εγι12∣Pr∣∣š2∣∣r̂2∣
+ (1− 2ει22∣Pr∣)∣r̂2∣2 − 2ει21(1+ 2εTι11)∣Pr∣∣r̂2∣∣š2∣
+ β (2šT1 Ps(Q11š2 +Q12r̂2)− 2r̂
T
1 Pr(Q21š2 +Q22r̂2))




If ε ≤ ε12∣Ps ∣ and ε ≤ ε2 ≜
1
ι22∣Pr ∣ , the first, third, fifth, and seventh terms of (B.6) are
positive, and, hence there exists ε such that the derivative of the Lyapunov function is
positive when β = 0. Indeed, using the Schur complement, the positiveness of the right
hand side of (B.6) in the case of β = 0 is equivalent to existence of positive value ε3

















> 0 with Ψ11 = ε3γ − 4Tε23γι
2
11∣Pw∣, Ψ22 = 1 − 2ε3ι22∣Pr∣, and
Ψ12 = −(ε3γι12∣Ps∣+ε3ι21(1+2εTι11)∣Pr∣). Now, let us define ε∗ ≜ min(ε1,
ε1
2∣Ps ∣ , ε2, ε3). Then,
for every ε ∈ (0, ε∗), the inverse of the coordinate change exists and the derivative of the
Lyapunov function is positive when β = 0. Now, pick any ε̄ ∈ (0, ε∗) and denote the
evaluated matrix F at ε̄ by F̄ . We obtain the associated ψ(ε̄) by solving the following







































. Under this set up, V̇ > 0 for ε̄ and β ∈
[0, ψ(ε̄)]. Note that the set Ω ≜ {(š1, r̂1, š2, r̂2) ∈ R2(p+q) ∣ V ≥ 0} is nonempty, since the
candidate Lyapunov function is quadratic type. Hence, according to Chetaev’s theorem
for time-varying systems [67], the origin of (B.1) is unstable. This completes the proof.
Remark B.1. In the proof of Lemma B.1, it is straightforward to check that if PsQ11 =QT11Ps and



















which leads to a less conservative result.
Lemma B.2. (Stability Using Two-Time Averaging). Consider the linear time-varying system
described by the state space model (B.1). Assume that ℸij(t), i, j = 1, 2 are T-periodic, piecewise,
continuous functions bounded by the scalar ιij > 0, i.e. ∣ℸij(t)∣ ≤ ιij for all t ≥ 0. Now consider the
average system described by






If −ℸ̄11 and H are Hurwitz, then there exists ε∗ and ψ ∶ [0, ε∗] → R≥0 such that for every
ε ∈ (0, ε∗) and a corresponding β ∈ [0, ψ(ε)], the origin of system (B.1) is stable.
Proof. Similar to the proof of Lemma B.1, we change the coordinate of the system
by defining a new state š as (B.3), and obtain the system (B.4) in the new coordinate.
Since the matrices −ℸ̄11 and H are Hurwitz, there exist positive definite matrices Ps and
Pr such that Psℸ̄11 + ℸ̄T11Ps = I and Pr H +H
TPr = −I. Now, define the Lyapunov function as





šTi Ps ši + r̂
T
i Pr r̂i. Taking the derivative of the Lyapunov function leads to
V̇ ≤− (εγ − 2ε2γTι11)∣š1∣2 + εγι12∣š1∣∣r̂1∣
− (1− ει22)∣r̂1∣2 + ει21(1+ 2εTι11)∣r̂1∣∣š1∣
− (εγ − 2ε2γTι11)∣š2∣2 + εγι12∣š2∣∣r̂2∣
− (1− ει22)∣r̂2∣2 + ει21(1+ 2εTι11)∣r̂2∣∣š2∣
+ β (2šT1 Ps(Q11š2 +Q12r̂2)− 2r̂
T
1 Pr(Q21š2 +Q22r̂2))




If ε ≤ 12Tι11 and ε ≤ ε2 ≜
1
ι22
, the first, third, fifth, and seventh terms of (B.9) are negative,
and, hence there exists ε such that the derivative of the Lyapunov function is positive
when β = 0. Indeed, using the Schur complement, the positiveness of the right hand side

















< 0 with X11 = −(ε3γ − 2ε23γTι11) , X22 = −(1 − ε3ι22), X12 =
1
2(ε3γι12 + ε3ι21 +
ε23(2Tι21ι11)). Now, let us define ε
∗ ≜ min(ε1, 12Tι11 , ε2, ε3). Then, for every ε ∈ (0, ε
∗), the
inverse of the coordinate change exists and the derivative of the Lyapunov function is
negative when β = 0. Now, pick any ε̄ ∈ (0, ε∗) and denote the evaluated matrix X at ε̄ by






































. Under this set up, V̇ < 0 for ε̄ and β ∈ [0, ψ(ε̄)],
meaning that the origin of system (B.1. This completes the proof.
Remark B.2. In the proof of Lemma B.2, it is straightforward to check that if PsQ11 =QT11Ps and
B.1 Instability Using Two-Time Averaging 135



















which leads to a less conservative result.
Remark B.3. Lemma B.2 is the generalisation of Lemma A.1 in [113] for directed networks.

Appendix C
Supplementary Lemmas in Chapter 4.
C.1 Lemmas in Proof of Theorems 4.1 and 4.3
The following lemmas are used in the proofs of Theorems 4.1 and 4.3.
Lemma C.1 (Fact 2.16.3 in [19]). Let A ∈ Cn×n, assume that A is nonsingular, and let c, d ∈
Rn×1. Then
det(A + cdT) = det(A)(1+ dT A−1c). (C.1)
Lemma C.2. Consider a signed graph G1(V ,E1,W1) with the Laplacian matrix L1. Assume that
L1 has only one zero eigenvalue and the rest of its eigenvalues have positive real parts. Con-
struct a new graph G(V ,E ,W) = G1(V ,E1,W1)⊕G2(V ,E2,W2), where E2 = {(u, v), (v, u)}
andW2(u, v) = −δuv, W2(v, u) = −δvu with δuv ≥ 0, δvu ≥ 0. Denote L the Laplacian matrix of
G. Then,
Spec{L̄−11 L̄} = {1, . . . , 1
´¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¶
N−2
, 1− r(ω, δuv, δvu)}, (C.2)
where r(ω, δuv, δvu) = (eu − ev)TQT L̄−11 Q(δuveu − δvuev), and L̄ = QLQ
T and L̄1 = QL1QT the
reduced Laplacian matrices for G and G1, respectively.
Proof. Denote L2 the Laplacian matrix of G2. Since E2 = {(u, v), (v, u)}, L2 can be
expressed as L2 = −(δuveu − δvuev)(eu − ev)T. Furthermore,
Spec(L2) = {0, . . . , 0
´¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¶
N−1
,−(δuv + δvu)}, (C.3)
with the set of eigenvectors {1N , e1, . . . , eN}/{eu, ev} that corresponds to the zero eigen-
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values, and δuveu − δvuev that corresponds to the eigenvalue −(δuv + δvu). Using the first
property in Lemma 4.3 with (C.3), we have
Spec (L̄2) = {0, . . . , 0
´¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¶
N−2
,−(δuv + δvu)}, (C.4)
where L̄2 = QL2QT. The graphs G1 and G2 have the same set of nodes which means L can




−Q(δuveu − δvuev)(eu − ev)TQT. (C.5)
Since L1 has only one zero eigenvalue, L̄1 is invertible according to Lemma 4.3. By mul-
tiplying both sides of (C.5) by L̄−11 and then (eu − ev)
TQT, we obtain
(eu − ev)TQT L̄−11 L̄ = (eu − ev)




= (eu − ev)TQT(1− rδ),
(C.6)
or equivalently,
(eu − ev)TQT (L̄−11 L̄ − (1− rδ)IN−1) = 0
T
N−1. (C.7)
Since QT is a full column rank matrix, (C.7) implies that the vector QE2 ∈ RN−1 is a
left eigenvector of matrix L̄−11 L̄ ∈ R
(N−1)×(N−1) that corresponds to the eigenvalue 1 − rδ.
Showing (C.2) is equivalent to showing that X = IN−1 − L̄−11 L̄ has N − 2 zero eigenvalues.
From (C.5), we obtain
L̄1X = L̄1 − L̄ = −L̄2, (C.8)
which means spec{L̄1X} = spec{−L̄2}. Using (C.4) and noting that L̄1 is non-singular, we
conclude X has N − 2 zero eigenvalues. This completes the proof.
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C.2 Lemmas in Proof of Theorem 4.4
We recall particular case of Theorem 2.1 in [94] and present Lemma C.4 that are used in
proof of Theorem 4.4.
Lemma C.3 ([94]). Assume λ ∈ C is semisimple eigenvalue of a square matrix A ∈ RN×N
with multiplicity d. Consider a perturbed matrix A + εB where B is an arbitrary matrix and ε
introduces a small perturbation parameter. Then, there are d eigenvalues of the perturbed matrix
which are described by a first-order expansion
λi = λ + ξiε + o(ε), i = 1, . . . , d (C.9)




ε = 0. The j
th row and column of Υ and Γ are respectively, the left and right eigenvectors
of A corresponding to λ which are orthonormal, i.e. ΥΓ = Id.
Lemma C.4. Consider a graph G1(V ,E1,W1) with non-negative edge weights and its Laplacian
matrix L1. Assume,
1. G1 consists of d ≠ 1 reach setsRk, k = 1, . . . , d.
2. All nodes of G1 are labeled such that the structure of the adjacency matrix of G1 has the
structure in (4.1).
Denote γk and µk the right and left eigenvectors associated with the zero eigenvalue of L1, re-
spectively. Construct a new graph G(V ,E ,W) = G1(V ,E1,W1)⊕G2(V ,E2,W2) with E2 ⊆
{V ×V}/E1, andW2(u, v) < 0 for every (u, v) ∈ E2. Define Θ ∈ Rd×d as
Θ = ΥL2Γ, (C.10)





, Γ = [ γ1∥γ1∥ . . .
γd
∥γd∥
], and L2 is the Laplacian matrix of G2. If ∣E1∣ = 1,
the following statements are true for i = 1, . . . , d.
1. If u ∉ Ui, then [Θ]ii = 0;
2. if u ∈ Ui and v ∈ Xi, then [Θ]ii = 0;
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3. if u ∈ Ui and v ∈ Xj or v ∈ Cj for j ≠ i, then [Θ]ii < 0;
4. if u ∈ Ui and v ∈ Ci, then [Θ]ii < 0,
where the reaching nodes sets Uk, the exclusive sets Xk and the common sets Ck are described
according to Definition 4.1.
Furthermore, if ∣E2∣ > 1, then [Θ]ii ≤ 0. In this case, [Θ]ii < 0 if and only if there exists at
least one edge (u, v) ∈ E2 which satisfies either of the conditions given in statements 3 or 4.
Proof. Suppose all conditions of Lemma C.4 hold. Partition the matrix L2 in the same
way as the adjacency matrix of G1. Since all weights of G1 are non-negative, γk and µk are
characterised according to Lemma 4.2. Taking into account the structure of µi, we achieve






where L2UiXj = [ L2UiUj L2UiMj ], and µ̃i ∈ R
∣Ui ∣ contains the non-zero terms of the vector
µi
∥µi∥
. First, assume there is only a single negative edge E2 = {(u, v)} withW2(u, v) = −δ < 0.
Proof of Statement 1: If u ∉ Ui, then L2Ui = 0 leading to [Θ]ii = 0.











[µi]u (1− [γi]v) .
(C.11)
According to Lemma 4.2, [µi]u > 0 and [γi]v = 1 for v ∈ Xi which along with (C.11)
concludes [Θii] = 0.
Proof of Statements 3 and 4: For v given in statement 3 or statement 4, [γi]v = 0 or
[γi]v < 1 which using (C.11) show [Θ]ii < 0.
To deal with multiple negative edge weights, i.e. ∣E2∣ > 1, it should be noted that
the Laplacian matrix L2 can be written as a sum of Laplacian matrices each of which
corresponding to one negative edge weight. As adding a negative edge weight does
not contribute to any positive value for [Θ]ii, we conclude that the diagonal terms of
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Θ are non-positive, i.e. [Θ]ii ≤ 0 for i = 1, . . . , d. In addition, from our discussion for a
single negative edge weight, it is observed that [Θ]ii becomes negative if and only if there
exists at least one edge (u, v) ∈ E2 that meets the one of the conditions mentioned in the
statements 3 and 4. This completes the proof.
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[82] D. J. Klein and M. Randić, “Resistance distance,” Journal of Mathematical Chemistry,
vol. 12, no. 1, pp. 81–95, 1993.
[83] N. Komin, A. C. Murza, E. Hernández-Garcı́a, and R. Toral, “Synchronization and
entrainment of coupled circadian oscillators,” Interface Focus, vol. 1, no. 1, pp. 167–
176, 2011.
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