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Abstract
We derive and analyse a new variant of the iteratively regularized Landweber iteration, for solving
linear and nonlinear ill-posed inverse problems. The method takes into account training data, which
are used to estimate the interior of a black box, which is used to define the iteration process. We prove
convergence and stability for the scheme in infinite dimensional Hilbert spaces. These theoretical
results are complemented by several numerical experiments for solving linear inverse problems for the
Radon transform and a nonlinear inverse problem for Schlieren tomography.
Keywords. Iteratively regularized Landweber iteration, expert and data driven regularization, black box
strategy.
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1. Introduction
In this paper we consider the iteratively regularized Landweber iteration, as introduced in [15], for solving
(linear and nonlinear) ill–posed operator equations
F (u) = y. (1.1)
In the course of this paper, for the sake of simplicity of presentation, we restrict our attention to an
operator F : D(F ) ⊂ X → Y between real Hilbert spaces X and Y with inner products 〈·, ·〉 and norms
‖ · ‖, respectively. We denote with yδ noisy data and we assume that∥∥yδ − y∥∥ ≤ δ.
Generalizations to the Banach space setting (see [17]) are formally similar, but technically more complicated,
and thus omitted here.
In the original form, the iteratively regularized Landweber iteration, as considered in [15] (see also [8]),
consists in computing the following iterative updates
uk+1 := uk − F ′(uk)∗
(
F (uk)− yδ
)− λk(uk − u(0)), k ∈ N, (1.2)
where u(0) is an initial guess which incorporates a-priori knowledge on the solution to be recovered. In
presence of noise in the data (that is the available data are yδ), to guarantee that the iterative scheme
(1.2) is a regularization procedure, it has to be complemented with a stopping rule. The discrepancy
principle is often employed, i.e., the iteration is stopped after the first k∗ = k∗(δ, yδ) steps for which:∥∥F (uk∗)− yδ∥∥ ≤ τδ < ∥∥F (uk)− yδ∥∥ , 0 ≤ k < k∗,
for some τ > 1. Method (1.2) can be considered a modification of the Landweber iteration, i.e,
uk+1 := uk − F ′(uk)∗
(
F (uk)− yδ
)
, k ∈ N, (1.3)
when we put λk = 0 for all k ∈ N. However, opposed to the Landweber iteration (1.3), the convergence
rates analysis of (1.2) is indeed simpler, and requires less restrictive conditions on the operator F (see [8]).
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The reason for that is the presence of the damping term λk(uk − u(0)) which stabilizes the algorithm: The
modified Landweber iteration converges to a solution which is closest to u(0), which is not guaranteed for
the Landweber iteration itself without posing additional assumptions. However, the practical convergence
rates are even slower than for the Landweber iteration. The damping term λk(uk − u(0)) was originally
introduced as an additional stabilizing term in the Gauß-Newton’s method in [3]. Later, it has been
observed that it has a similar effect in all the iterative regularization methods when used as an add-on
factor. This observation is the motivation for this paper to introduce a data driven damping factor in the
Landweber iteration. We first note that the iteration (1.2) can be rewritten in the form
uk+1 := uk − 12∂u
(∥∥F (u)− yδ∥∥2 + λk ∥∥∥u− u(0)∥∥∥2) (uk), k ∈ N. (1.4)
Our objective is to include a damping factor gained from expert data (u(i), F (u(i)))1≤i≤n in the iteration
process. As a first attempt, one could generalize (1.4) by ignoring the image data (F (u(i))1≤i≤n), which
leads to
uk+1 := uk − 12∂u
(∥∥F (u)− yδ∥∥2 + λk n∑
i=1
∥∥∥u− u(i)∥∥∥2) (uk), k ∈ N. (1.5)
From an analytical point of view, this does not offer significant benefits because we expect that in general
it will converge to the solution which is closest to the mean uˆ =
∑n
i=1 u
(i). Therefore, in order to include
the image data (F (u(i))1≤i≤n) as prior information as well, we follow a black box strategy. To be more
specific, we identify an operator Aˆ, which maps each u(i) to F (u(i)), i = 1, . . . , n, and vice versa, to include
as a damping term in the Landweber iteration (1.3), i.e.,
uk+1 := uk − 12∂u
(∥∥F (u)− yδ∥∥2 + λk ∥∥∥Aˆ(u)− yδ∥∥∥2) (uk), k ∈ N, (1.6)
which, in explicit form, is equal to
uk+1 := uk − F ′(uk)∗
(
F (uk)− yδ
)− λkAˆ′(uk)∗(Aˆ(uk)− yδ), k ∈ N. (1.7)
The objective of the second term in (1.7) is to give some bias for the expert data. We mention that system
identification and black box theory was considered extensively in the sixties of the last century, see for
instance [13]. Our main results concern the proof of strong convergence and stability for scheme (1.7),
essentially under the assumptions that F satisfies the usual tangential cone condition, see (2.3), and both
F and Aˆ are Fréchet differentiable. These theoretical results are followed by many numerical experiments
for linear and nonlinear operator equations (1.1). To be more precise, we take the Radon (see [11]) and
the Schlieren (see [16]) operators as models of linear and nonlinear problems, respectively. Concerning
the operator Aˆ, we do not tackle the problem in the full generality in the sense that all the numerical
experiments are realized by restricting attention to bounded linear operators between Hilbert spaces X
and Y , that is, taking A˜ ∈ B(X,Y ), we consider
uk+1 := uk − F ′(uk)∗
(
F (uk)− yδ
)− λkA˜∗(A˜uk − yδ), k ∈ N. (1.8)
We reserve to point the general case of nonlinear operators for future work. Specifically, given n pairs of
input-output relation (u(i), F (u(i))), and defining the functional
l(T˜ ) := 12
n∑
i=1
∥∥∥T˜ u(i) − y(i)∥∥∥2
Y
,
where T˜ ∈ B(X,Y ), we define A˜ : X → Y as the bounded linear operator which satisfies
l(A˜) = min
T˜∈B(X,Y )
l(T˜ ) = min
T˜∈B(X,Y )
[
1
2
n∑
i=1
∥∥∥T˜ u(i) − y(i)∥∥∥2
Y
]
. (1.9)
The operator A˜ can be realized via a matrix A ∈ RM×N . In fact, from classical results of functional
analysis, every bounded linear operator has a matrix representation of infinite dimensions, through
complete orthonormal bases in X and Y , see for example [9]. We refer the reader to Section 3 for a
more in-depth discussion. In all the numerical experiments we compare the outcomes of the iteratively
regularized Landweber scheme (1.8) with the Landweber iteration (1.3). This is a first attempt to include
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expert data in iterative reconstruction algorithms. Nonlinear learning strategies might behave significantly
better. However, for the solution of linear ill–posed operator equations, the numerical reconstructions
of (1.8) are significantly better than the results of Landweber iterations (1.3). In the case of nonlinear
operator equations this approach is not as well suited, because we attempt to simulate a nonlinear
input-output relation by a linear operator A˜. This is a challenging topic to investigate for future research.
The outline of the paper is as follows: In Section 2 we analyze (1.7) in an infinite dimensional Hilbert space
setting and prove strong convergence and stability. In Section 3 we discuss the numerical implementation
of (1.8) and study applications to the Radon inversion, for the linear case, and to the Schlieren tomography,
for the nonlinear case, with full and limited data. In all the numerical examples we compare the outcomes
of (1.3) and (1.8).
2. Iteratively Regularized Landweber Iteration
In this section we analyze the convergence of the iteratively regularized Landweber iteration, presented in
the Introduction, which we recall here for the reader’s sake
uk+1 := uk − F ′(uk)∗
(
F (uk)− yδ
)− λkAˆ′(uk)∗(Aˆ(uk)− yδ), k ∈ N,
u0 − initial guess,
(2.1)
where λk is a suitable parameter and yδ are noisy data such that∥∥yδ − y∥∥ ≤ δ.
Moreover, we assume that (1.1) has a solution u†, possibly not unique.
For the analysis, we basically follow the approach proposed in [8, Chapters 1, 3] because such iterates can
be considered a modified version of the Landweber scheme.
It is well-known that for iterative schemes and in case of noisy data, a stopping criterion has to be added
to the scheme (2.1) in order to obtain a regularization method. For that, we employ the discrepancy
principle for which the iteration is stopped after k∗ = k∗(δ, yδ) steps once∥∥F (uk∗)− yδ∥∥ ≤ τδ ≤ ∥∥F (uk)− yδ∥∥ , 0 ≤ k < k∗, (2.2)
where τ is a positive number chosen suitably. To guarantee local convergence of the iterative schemes as
(2.1), we have to assume some conditions on the operators F and Aˆ which we summarize below.
Assumption 2.1 Let Bρ(u†) ⊆ B2ρ(u0), where Bρ(u†) denotes a closed ball of radius ρ and center u†.
We assume that
(i) F satisfies the tangential cone condition, that is∥∥F (u)− F (u†)− F ′(u)(u− u†)∥∥ ≤ ν ∥∥F (u)− F (u†)∥∥ , ∀u ∈ Bρ(u†), (2.3)
where ν > 0.
(ii) F and Aˆ have continuous Fréchet derivative F ′ and Aˆ′, respectively, with Lipschitz constants LF
and LAˆ, i.e., for all u ∈ Bρ(u†) it holds
‖F ′(u)‖ ≤ LF , (2.4a)
∥∥∥Aˆ′(u)∥∥∥ ≤ LAˆ. (2.4b)
(iii) We assume that data-driven model Aˆ cannot fully explain the model for the true data, hence∥∥∥Aˆ(u†)− y∥∥∥ ≥ CN with CN > 0 . (2.5)
Here, we present an auxiliary estimate which will be needed to prove a monotonicity property and some
convergence results of (2.1).
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Lemma 2.2 Let Assumption 2.1 be satisfied. Assume that uk ∈ Bρ(u†). Then there exists a positive
constant Cδ
Aˆ
such that ∥∥∥Aˆ(uk)− yδ∥∥∥ ≤ CδAˆ . (2.6)
Proof: Equation (2.6) follows from the triangle inequality and the Lipschitz-continuity of Aˆ′, in fact∥∥∥Aˆ(uk)− yδ∥∥∥ ≤ ∥∥∥Aˆ(uk)− Aˆ(u†)∥∥∥+ ∥∥∥Aˆ(u†)∥∥∥+ ∥∥yδ∥∥
=
∥∥∥∥∫ 1
0
Aˆ′(u† + t(uk − u†))(uk − u†) dt
∥∥∥∥+ ∥∥∥Aˆ(u†)∥∥∥+ ∥∥yδ∥∥
≤LAˆρ+
∥∥∥Aˆ(u†)∥∥∥+ ∥∥yδ∥∥ =: Cδ
Aˆ
.

We first prove that, under some suitable assumptions on λk, a monotonicity property is verified for the
scheme (2.1).
Proposition 2.3 Let Assumption 2.1 be satisfied. Assume that uk ∈ Bρ(u†) and∥∥F (uk)− yδ∥∥ ≥ τδ, (2.7)
where τ > 0 and it is such that
Cτ := 1− L2F − ν −
1 + ν
τ
≥ 0 . (2.8)
Moreover, let us assume that there’s exists a positive constant Cδλ such that the following conditions hold:
λkLAˆC
δ
Aˆ
≤ ρ, (2.9a)
λk ≤ Cδλ
∥∥F (uk)− yδ∥∥2 , (2.9b)
Cτ − 2LAˆCδAˆCδλρ > 0. (2.10)
Then uk+1 ∈ Bρ(u†) and
∥∥uk+1 − u†∥∥ ≤ ∥∥uk − u†∥∥.
Proof: Let us assume that uk ∈ Bρ(u†), then we have∥∥uk+1 − u†∥∥2 − ∥∥uk − u†∥∥2
≤2
(
− 〈F (uk)− yδ, F ′(uk)(uk − u†)〉+ ∥∥F ′(uk)∗(F (uk)− yδ)∥∥2
− λk
〈
Aˆ(uk)− yδ, Aˆ′(uk)(uk − u†)
〉
+ λ2k
∥∥∥Aˆ′(uk)∗(Aˆ(uk)− yδ)∥∥∥2 )
≤2
(
− ∥∥F (uk)− yδ∥∥2 + 〈F (uk)− yδ, F (uk)− y − F ′(uk)(uk − u†)〉
+ δ
∥∥F (uk)− yδ∥∥+ ∥∥F ′(uk)∗(F (uk)− yδ)∥∥2
− λk
〈
Aˆ(uk)− yδ, Aˆ′(uk)(uk − u†)
〉
+ λ2k
∥∥∥Aˆ′(uk)∗(Aˆ(uk)− yδ)∥∥∥2 ) =: 2(TF + TAˆ),
(2.11)
where TF and TAˆ represent the terms in F and Aˆ, respectively, in the right hand side of the second
inequality. Next, we study TF and TAˆ separately, providing for both of them a bound in terms of the
square norm of the residual of F at the k-iteration. By using (2.3), (2.4a), (2.7) and (2.8) we get
TF =−
∥∥F (uk)− yδ∥∥2 + 〈F (uk)− yδ, F (uk)− y − F ′(uk)(uk − u†)〉
+ δ
∥∥F (uk)− yδ∥∥+ ∥∥F ′(uk)∗(F (uk)− yδ)∥∥2
≤− ∥∥F (uk)− yδ∥∥2 + ν 〈F (uk)− yδ, F (uk)− y〉
+ δ
∥∥F (uk)− yδ∥∥+ L2F ∥∥F (uk)− yδ∥∥2
≤∥∥F (uk)− yδ∥∥ (−(1− L2F − ν)∥∥F (uk)− yδ∥∥+ (1 + ν) δ)
≤− Cτ
∥∥F (uk)− yδ∥∥2 .
(2.12)
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On the contrary, to estimate the term TAˆ, we utilize (2.4b), (2.6) and (2.9a) from which it follows
TAˆ =− λk
〈
Aˆ(uk)− yδ, Aˆ′(uk)(uk − u†)
〉
+ λ2k
∥∥∥Aˆ′(uk)∗(Aˆ(uk)− yδ)∥∥∥2
≤λkLAˆ
∥∥∥Aˆ(uk)− yδ∥∥∥(ρ+ λkLAˆ ∥∥∥Aˆ(uk)− yδ∥∥∥)
≤2λkLAˆCδAˆρ ≤ 2LAˆCδAˆCδλρ
∥∥F (uk)− yδ∥∥2 .
(2.13)
Finally, by inserting (2.13) and (2.12) into (2.11), we get∥∥uk+1 − u†∥∥2 − ∥∥uk − u†∥∥2 ≤ −2 (Cτ − 2LAˆCδAˆCδλρ) ∥∥F (uk)− yδ∥∥2 (2.14)
which gives the assertion of the theorem thanks to (2.10). 
Remark 2.1 We note that (2.9a) are asymptotically always satisfied if the iteration is convergent and the
damping parameters (2.9) are chosen sufficiently small. Equation 2.10 requires that the operator F is not
too non-linear and that the iterates are close to the true solution - in other words we get local convergence.
To prove a convergence result for the iteratively regularized Landweber iteration (2.1), we first need to
show that there exists a finite stopping index k∗ for which the discrepancy principle (2.2) holds.
Corollary 2.4 Under the assumptions of Proposition 2.3, let k∗ be the first index such that the discrepancy
principle (2.2) is verified. Then
k∗(τδ)2 ≤
k∗−1∑
k=0
∥∥F (uk)− yδ∥∥2 ≤ 12(Cτ − 2LAˆCδAˆCδλρ)
∥∥u0 − u†∥∥ . (2.15)
In particular, when δ = 0, we have
∞∑
k=0
‖F (uk)− y‖2 <∞. (2.16)
Proof: We sum the inequality (2.14) from 0 to the step k∗ − 1, that is
k∗−1∑
k=0
[ ∥∥uk+1 − u†∥∥2 − ∥∥uk − u†∥∥2 ] ≤ −2(Cτ − 2LACδACδλρ) k∗−1∑
k=0
∥∥F (uk)− yδ∥∥2 ,
hence ∥∥u0 − u†∥∥2 − ∥∥uk∗ − u†∥∥2 ≥ 2(Cτ − 2LAˆCδAˆCδλρ) k∗−1∑
k=0
∥∥F (uk)− yδ∥∥2 . (2.17)
Using the fact that
∥∥u0 − u†∥∥2 − ∥∥uk∗ − u†∥∥2 ≤ ∥∥u0 − u†∥∥2 and the discrepancy principle (2.2), from
(2.17) it is straightforward to obtain (2.15). Moreover, when δ = 0, we can assume τ arbitrarily large such
that Cτ − 2LAˆC0AˆC0λρ
τ→∞−→ 1− ν − L2F − 2LAˆC0AˆC0λρ and k∗ →∞. Therefore (2.15) reduces to
∞∑
k=0
‖F (uk)− y‖2 ≤ 12(1− ν − L2F − 2LAˆC0AˆC0λρ)
∥∥u0 − u†∥∥ ,
which gives the assertion of the theorem. 
Next, before proving the convergence result in case of noisy data, we show that, when δ = 0, the residual
norm of the modified Landweber iteration (2.1) goes to zero as k tends to infinity. This means that if the
iterations converge, then the limit is a solution of (1.1).
Theorem 2.5 Let Assumption 2.1, (2.6) and (2.9b) hold, with δ = 0. Then the iteratively regularized
Landweber iteration (2.1), applied to the exact data y, converges to a solution u† of F (u) = y.
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Proof: Let us define
ek = uk − u†. (2.18)
Given j ≥ k, we choose an integer h such that k ≤ h ≤ j and
‖F (uh)− y‖ ≤ ‖F (ui)− y‖ , ∀ k ≤ i ≤ j. (2.19)
Then, we consider
‖ej − ek‖ ≤ ‖ej − ek‖+ ‖eh − ek‖ . (2.20)
We only analyse the first term in (2.20) since the other one can be treated in the same way. So, we have
‖ej − eh‖2 = 〈ej − eh, ej − eh〉 = 2〈eh − ej , eh〉+ ‖ej‖2 − ‖eh‖2 . (2.21)
We only need to study the first term in the right-hand side of the previous equality since ‖ej‖2 and ‖eh‖2
are monotonically decreasing to some ε ≥ 0, thanks to Proposition 2.3 (even in the case δ = 0), hence
‖ej‖2 −‖eh‖2 converges to 0. We show that |〈eh − ek, eh〉| → 0 as k → +∞. Using the definition of ej , eh,
see (2.18), the iteration (2.1) and the fact that j ≥ h, we find
|〈eh − ej , eh〉| = |〈uj − uh, eh〉|
≤
∣∣∣〈 j−1∑
i=h
F ′(ui)∗(y − F (ui)) + λiAˆ′(ui)∗(y − Aˆ(ui)), eh
〉∣∣∣
≤
j−1∑
i=h
∣∣∣〈y − F (ui), F ′(ui)(uh − u†)〉∣∣∣+ j−1∑
i=h
λi
∣∣∣〈y − Aˆ(ui), Aˆ′(ui)(uh − u†)〉∣∣∣
=: SF + SAˆ
(2.22)
We study the two terms SF and SAˆ separately.
Term SF : the analysis can be found, for example, in [8]. For the sake of completeness, here we summarize
the principal steps to obtain an estimate of SF . Adding and subtracting ui in SF , we have
SF ≤
j−1∑
i=h
[‖y − F (ui)‖ (∥∥y − F (ui)− F ′(ui)(u† − ui)∥∥+ ‖y − F (uh)‖+ ‖F (ui)− F (uh)− F ′(ui)(ui − uh)‖)] ,
hence, applying the tangential cone condition (2.3)
SF ≤ 2ν
j−1∑
i=h
‖y − F (ui)‖2 + (1 + ν)
j−1∑
i=h
‖y − F (ui)‖ ‖y − F (uh)‖ .
From (2.19), we finally find
SF ≤ (1 + 3ν)
j−1∑
i=h
‖y − F (ui)‖2 . (2.23)
Term SA: Utilizing the hypotheses (2.6) and (2.9b), with δ = 0, we have
SAˆ ≤
j−1∑
i=h
λi
∣∣∣〈y − Aˆ(ui), Aˆ′(ui)(uh − u†)〉∣∣∣ ≤ j−1∑
i=h
λi
∥∥∥y − Aˆ(ui)∥∥∥∥∥∥Aˆ′(ui)(uh − u†)∥∥∥
≤ LAˆC0Aˆ ρ
j−1∑
i=h
λi ≤ LAˆC0AˆC0λ ρ
j−1∑
i=h
‖F (ui)− y‖2
(2.24)
Inequalities (2.24) and (2.23), inserted in Equation (2.22), give
|〈eh − ej , eh〉| ≤ (1 + 3ν + LAˆC0AˆC0λ ρ)
j−1∑
i=h
‖y − F (ui)‖2 . (2.25)
Reasoning in the same way for |〈eh − ek, eh〉| we find
|〈eh − ek, eh〉| ≤ (1 + 3ν + LAˆC0AˆC0λ ρ)
h−1∑
i=k
‖y − F (ui)‖2 . (2.26)
From these estimates, it follows that both |〈eh − ej , eh〉| and |〈eh − ek, eh〉| go to zero as k →∞ thanks
to (2.16). Therefore, from (2.21) and (2.20), we find that {ek} is a Cauchy sequence. Then, from (2.18),
we derive that {uk} is a Cauchy sequence as well hence the assertion of the theorem follows. 
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In the case of noisy data, we cannot expect that the iteratively regularized Landweber iteration converges,
since yδ might not belong to the range of the operator F . In fact, we can only obtain a stable approximation
of a solution of F (u) = y provided the discrepancy principle (2.2) is employed, i.e, the iteration is stopped
after a finite number of steps. Here, assuming that the discrepancy principle (2.2) holds, we prove a
stability result for the iteratively regularized Landweber iteration in the case of noisy data.
Theorem 2.6 Under Assumption 2.1, (2.8) and (2.9), let k∗ = k∗(δ, yδ) be chosen such that (2.2) holds.
Then, the iteratively regularized Landweber iteration (2.1) converges to a solution of F (u) = y, as δ → 0.
Proof: We recall that u† represents the limit of the iteration (2.1) when δ = 0, i.e, the case with data y.
Let {δn} be a sequence such that {δn} → 0 as n → ∞ and denote with yn := yδn the sequence of the
perturbed data. Let kn = k∗(δn, yn) be the stopping index for which the discrepancy principle (2.2) holds,
i.e. ∥∥∥F (uδnkn)− yn∥∥∥ ≤ τδn. (2.27)
We now distinguish two cases as n→∞:
(i) kn → k, k ∈ R+;
(ii) kn → +∞.
Case (i): to avoid technicalities, we can assume that kn = k, for all n ∈ N. Therefore, from (2.27) we get∥∥∥F (uδnk )− yn∥∥∥ ≤ τδn.
From the continuity hypotheses on F , F ′ and Aˆ, Aˆ′ and recalling (2.9b), we find that
uδnk → uk, F (uδnk )→ F (uk) = y, Aˆ(uδnk )→ Aˆ(uk), λδnk → 0, asn→∞.
This means that the k−th iterate of (2.1) is a solution of F (u) = y and thus the iteration terminates with
u† = uk.
Case (ii): We choose k sufficiently large such that kn > k and by Proposition 2.3 we have∥∥∥uδnkn − u†∥∥∥ ≤ ∥∥∥uδnk − u†∥∥∥ ≤ ∥∥∥uδnk − uk∥∥∥+ ∥∥uk − u†∥∥ (2.28)
Given  > 0, from Theorem 2.5 we can choose k > k¯, where k¯ = k¯(), such that∥∥uk − u†∥∥ < /2, ∀ k > k¯. (2.29)
Analogously, we can find n > n¯, where n¯ = n¯(, k), such that∥∥∥uδnk − uk∥∥∥ < /2, ∀n > n¯. (2.30)
Therefore, by (2.30) and (2.29) in (2.28), we find
∥∥∥uδnkn − u†∥∥∥ <  for n > n¯, which means that uδnkn → u†
as n→∞. 
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3. Numerical Experiments
In this section we present some numerical examples related to the iteration (2.1) both for linear operator
equations and nonlinear ones. We, first, consider the linear case for which the operator is the Radon
transform. Then, we present some results for the Schlieren model which we take as the prototype for
nonlinear operators.
All the numerical results in the following sections are based on the assumption that the damping term in
(2.1) is a bounded linear map A˜ : X → Y , hence the iterates become
uk+1 := uk − F ′(uk)∗
(
F (uk)− yδ
)− λkA˜∗(A˜uk − yδ), k ∈ N. (3.1)
To build the operator A˜ : X → Y , we assume to have some a-priori information about (1.1) in the form of
a finite set of expert data that is
(u(i), y(i)) ∈ X × Y, for i = 1, · · · , n, (3.2)
where n > 0, and we define, for T˜ ∈ B(X,Y ), the functional
l(T˜ ) = 12
n∑
i=1
∥∥∥T˜ u(i) − y(i)∥∥∥2
Y
. (3.3)
The bounded operator A˜ is defined as the operator which minimizes the functional (3.3), i.e.,
l(A˜) = min
T˜∈B(X,Y )
l(T˜ ) = min
T˜∈B(X,Y )
[
1
2
n∑
i=1
∥∥∥T˜ u(i) − y(i)∥∥∥2
Y
]
. (3.4)
Let H ∈ B(X,Y ) and t ∈ J where J ⊂ R is an interval containing the origin. Then
l(T˜ + tH)− l(T˜ )
t
= 12
1
t
{
n∑
i=1
[〈
(T˜ + tH)u(i) − y(i), (T˜ + tH)u(i) − y(i)
〉
−
〈
T˜ u(i) − y(i), T˜ u(i) − y(i)
〉]}
=
n∑
i=1
[〈
T˜ u(i) − y(i), Hu(i)
〉
+ t2
〈
Hu(i), Hu(i)
〉]
.
Therefore, as t→ 0, for each H ∈ B(X,Y ) and every (u(i), y(i)) ∈ X × Y , for i = 1, · · · , n, the operator
A˜ is defined as the operator which satisfies the condition
n∑
i=1
〈
A˜u(i) − y(i), Hu(i)
〉
= 0,
which implies that
n∑
i=1
A˜u(i) =
n∑
i=1
y(i). (3.5)
Now, denoting by {ek(x)}k∈N and {e¯j(y)}j∈N complete orthonormal families of X and Y , respectively, we
have
u(i) =
∑
k∈N
〈u(i), ek〉ek =
∑
k∈N
u
(i)
k ek, ∀i = 1, · · · , n,
y(i) =
∑
j∈N
〈y(i), e¯j〉e¯j =
∑
j∈N
y
(i)
j e¯j , ∀i = 1, · · · , n,
(3.6)
and we recall that each bounded operator between Hilbert spaces has a matrix representation given by
A˜ek =
∑
j∈N
a˜jke¯j , where a˜jk = 〈A˜ek, e¯j〉, (3.7)
see for example [9]. In this way, from (3.6) and (3.7), we find
A˜u(i) =
∑
k∈N
u
(i)
k A˜ek =
∑
k,j∈N
a˜jku
(i)
k e¯j , ∀ i = 1, · · · , n.
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Therefore, Equation 3.5 can be rewritten as
n∑
i=1
∑
k,j∈N
a˜jku
(i)
k e¯j =
n∑
i=1
∑
j∈N
y
(i)
j e¯j
that is, for each j ∈ N and i = 1, · · · , n, we have∑
k∈N
a˜jku
(i)
k = y
(i)
j .
In the sequel we approximate the matrix a˜jk, with a matrix A ∈ RM×N , that is we take a finite number
of elements of the orthonormal families of the Hilbert spaces X and Y . To be more precise, we employ
{ek}, for k = 1, · · ·N , and {e¯j}, for j = 1, · · ·M .
How to build A. For what said above, we consider
(u(i), y(i)) ∈ RN × RM , for i = 1, · · · , n, (3.8)
where n > 0. With this choice, the matrix A ∈ RM×N is defined as the linear map such that
AU = Y, (3.9)
where U ∈ RN×n and Y ∈ RM×n are the matrices which contain columnwise the data u(i) and y(i),
respectively, for i = 1, · · · , n. The matrix A can be obtained by utilizing a Singular Value Decomposition
(SVD) on U , hence
A = Y U†. (3.10)
Remark 3.1 One of the main issue of this approach is the computational burden in building the matrix
A that is the amount of the storage needed for the data. In fact the dimensions M and N of the matrix A
could be very large even for small scale inverse problems. For example, to have an idea of the size of A, in
all the numerical tests below A ∈ R33300×16384, starting from images with 128× 128 pixels.
All the numerical experiments have been accomplished using Matlab.
3.1. Linear Operator - Radon Transform. Before presenting numerical results, we briefly recall the
definition of the Radon transform in R2 and some of its properties, referring the reader for instance to
[11] and references therein for a more in-depth discussion.
Giving θ ∈ [0, pi), we denote with ϕ the unit vector in the direction of θ, that is
ϕ = ϕ(θ) = (cos θ, sin θ), (3.11)
and with ϕ⊥ its counterclockwise rotation of pi/2. Moreover, we indicate with s ∈ R the signed distance
from the origin. In this way, a line in R2 can be represented by x · ϕ = s.
The Radon transform g(θ, s) of a function u over R2 is defined by
g(θ, s) = Ru(θ, s) :=
∫
x·ϕ=s
u(x) dx =
∫
R
u(sϕ+ tϕ⊥) dt. (3.12)
The plot of this function corresponds to what in literature is called sinogram.
In the following, to avoid unnecessary technicalities, we summarize some properties of the Radon transform
for functions u in L2(R2) with compact support in Br(0), where r > 0. We denote the space of such
functions with L2Br (R
2). We recall that
(i) R is a continuous linear map from L2Br (R
2) to the space L2([0, pi)×[−r, r]) that is ‖Ru‖L2([0,pi)×[−r,r]) ≤
C ‖u‖L2
Br
(R2).
(ii) The dual operator R∗ : L2([0, pi)× [−r, r])→ L2Br (R2) is the backprojection operator, i.e,
R∗g(x) =
∫ pi
0
g(θ, x · ϕ(θ)) dθ.
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For more general results see, for example [11, 12].
In this framework, Equation (1.1) is equal to
Ru = y. (3.13)
For our numerical examples we first need to generate the matrix A, related to (3.13), following the
approach discussed at the beginning of Section 3. To this purpose, we use the following set of data and
parameters:
(a) 180 different equally distributed angles θ within the interval [0, pi); specifically, we consider the set
Θ =
{
0, pi180 ,
pi
90 , · · · , 179pi180
}
;
(b) 13 grayscale images of dimensions 128× 128 of women and men faces (7 women and 6 men taken from
different websites) and their related sinograms, which are obtained using the 180 directions of (a).
All the 13 images in our dataset have a white or gray background. See the top left image of Figure 1 to
have an idea of the pictures in our dataset.
The matrices U and Y in (3.9) are built utilizing data (u(i), y(i)), for i = 1, · · · , 13, described in (b).
Specifically, we transform each matrix representing an image or a sinogram into a vector utilizing a
column-major-order. It means that each column of U contains a different face’s image and the column
in Y , with the same index, contains the corresponding sinogram. Therefore, for our choices of images’
dimensions and the number of directions, we have N = 16384 and M = 33300, that is A ∈ R33300×16384.
With the matrix A just built, we implement the iteratively regularized Landweber iteration (3.1), adapted
to Equation (3.13), i.e
uk+1 := uk − ωRR∗
(
Ruk − yδ
)− λkA˜∗(A˜uk − yδ), k ∈ N, (3.14)
where ωR is a positive constant for which the operator norm is less or equal to 1. The operator A˜ can be
realized by the matrix A just built above, i.e., in the numerical simulation we implement A
T
(
Auk−yδ
)∥∥∥AT(Auk−yδ)∥∥∥ .
In the following simulations we compare the results of the scheme (3.14) with the Landweber iteration,
that is
uk+1 := uk − ωRR∗
(
Ruk − yδ
)
, k ∈ N. (3.15)
Here, we specify the hypotheses and the set of parameters we use in our simulations both for the scheme
(3.14) and for (3.15):
(i) We choose ωR = 1.4 × 10−3, both for (3.15) and (3.14), and for λk, in (3.14), we consider two
different cases
λk,1 = 10−2
∥∥Ruk − yδ∥∥2 and λk,2 = 8× 10−7 ∥∥Ruk − yδ∥∥22 , (3.16)
where ‖·‖2 is the spectral norm. The second value of λk is inferred by conditions (2.9) while the
first one is simply built ad hoc.
(ii) As stopping rule we use the discrepancy principle (2.2), where the choice of τ will be specified for
each test (see tables below), or a maximum number of 200 iterates;
(iii) The synthetic data yδ are generated by adding a gaussian distributed noise with zero mean and
variance σ2 equal to 10 or 2 (depending on the test) to the matrix of the exact data y, which
represents the sinogram of the image we want to reconstruct;
(iv) We define δ :=
∥∥yδ − y∥∥2;
(v) The initial guess u0 is always set to be u0 = 0.
We essentially consider four different numerical experiments with some subclasses: in Test 1 we reconstruct
an image which it has been utilized to create the matrix A, i.e, it is contained in our dataset. In Test 2a/2b
and Test 3a/3b/3c we propose the reconstruction of the same image of Test 1 but, now, considering a
set of limited data which corresponds to take a cut version of the sinogram yδ. Basically, tests 2a, 2b, 3a
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and 3b differ one from each other for the directions in which we have the data and for various choices of
the parameter τ , which imply a different number of iterations in the schemes (3.14) and (3.15). Test 3c
has the same data of Test 3a and 3b but we stop the iterates (3.14) and (3.15) employing a maximum
number of iterations which is fixed to 10, in order to highlight differences between the two schemes in the
reconstruction of the “True Image”. Finally, Test 4 gives the results concerning an image which it has
not been employed to generate the matrix A, i.e, it is not contained in our dataset.
For all the numerical experiments, the choices and values of the main parameters, utilized for the generation
of the data and to run the schemes (3.14) and (3.15), are contained in the tables below. To be more
precise, we specify the choice of the variance in the gaussian noise, the value of δ, τ and the total number
of iterates before one of the two stopping criteria in (ii) has been accomplished. Moreover, for each scheme
we also add the value of the residual
∥∥RuL − yδ∥∥2 at the last iteration L.
Test 1. In this simulation we reconstruct one of the image employed in the creation of the matrix A, see
Figure 1 for the “True Image”. The initial datum yδ is given by the sinogram of the true image y, adding a
gaussian distributed noise of zero mean ad variance σ2 = 10. In the discrepancy principle (2.2) we choose
τ = 2. See Table 1. We observe, from Figure 1 and Figure 2, how the presence of A (and the fact that
the information of the "True Image" are included in A) “helps” the iterates (3.14) in recognizing the true
image, as expected. Indeed, despite the presence of a strong noise, the iteratively regularized Landweber
scheme provides better results compared to those of the Landweber iteration (3.15) and, in addition, with
less iterates. Now, focusing the attention on the results given by the iteratively regularized Landweber
scheme, we observe that the reconstructions present some artifacts coming from the overlapping of the
information contained in A, both for λk,1 and to a greater extent for λk,2. However, it is not visible the
amount of noise which can be observed in Figure 1 e).
Test 2a/2b. The same “True Image” of Test 1 is utilized but now we suppose to have data only in a
strip of the entire sinogram. To be more precise, we cut the sinogram yδ, which in this case is given by
the sinogram y adding a gaussian distributed noise of zero mean and variance σ2 = 2, mantaining only
the information for θ from pi/4 to 134pi/180 and setting all the rest to zero. See Figure 3 and Figure 5.
The difference between Test 2a and Test 2b is only on the choice of the parameter τ : in Test 2a we select
τ = 279, in Test 2b we choose τ = 225. See Table 2 and Table 3, respectively. All the results are not
satisfied. We observe how in this specific case the bottom part of the “True Image” is more or less black
and this seems the predominant information that the scheme (3.14) is utilizing. In fact it is overlapping
images, contained in A, which are almost or completely black in the bottom part. This is also due to
the fact that the reconstruction coming from R∗(Ruk − yδ) in (3.14) works as a disturbing element for
the iteratively regularized Landweber scheme, in particular in the first iterates, since it cannot give a
reasonable reconstruction of the “True Image”.
Test 3a/3b/3c. In these simulations we study again the case of limited data, taking, as before, the true
image of Test 1. To be more precise, we cut the sinogram yδ, obtained by the sinogram y of the true image
adding a gaussian distributed noise of zero mean ad variance σ2 = 2, mantaining only the information
coming from specific directions which, differently from the Test 2a/2b, are now distributed in the entire
sinogram, see for example Figure 7. Each strip in yδ, which has non zero values, contains 11 consecutive
directions. Overall, the Radon transform is applied for 55 different angles hence the number of directions
which we are now considering is less than the case of Test 2a/2b (90 angles). See Figure 7 and Figure
9. The difference between Test 3a and Test 3b is only on the choice of the parameter τ : in Test 3a we
select τ = 145, in Test 3b we choose τ = 236. See Table 4 and Table 5, respectively. In Test 3c we do not
employ the discrepancy principle but we stop the schemes (3.14) and (3.15) after 10 iterates. The result
of the iteratively regularized Landweber scheme, with λk = 8× 10−7
∥∥Ruk − yδ∥∥22, is really interesting
because we find a reasonable reconstruction of the true image, although the limited number of data. The
fact that the strips of the data are distributed in the whole sinogram helps the term AT (Auk − yδ) in
(3.14) to detecting the true image immediately, after few iterates. This can be observed in Figure (11) e).
Test 4. In these simulations we consider the case where the true image has not been employed to build
the matrix A. The initial datum yδ is given by the sinogram of the true image y, see Figure 13, adding a
gaussian distributed noise of zero mean ad variance σ2 = 2. Moreover, we choose τ = 120. See Table 7.
We can observe how in this case the iterates in (3.14) are overlapping all the information contained in A,
in particular that ones which have some common features with the true image. For example, the dark
background and the light color of the shirt.
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Table 1. Some parameters and values of Test 1
σ2-noise δ τ Iterations
∥∥RuL − yδ∥∥2
Iter. Reg. Landweber λk,1 17 157.0944
Iter. Reg. Landweber λk,2 10 81.6081 2 11 146.3478
Landweber 41 160.0714
Figure 1. Test 1. a) Image to be reconstructed; b) Plot of the sinogram of the true image,
i.e., y; c) Plot of the gaussian noise, i.e., yδ − y; d) Reconstruction by the implementation
of (3.14) with λk = 10−2
∥∥Ruk − yδ∥∥2; e) Reconstruction by the implementation of (3.14)
with λk = 8× 10−7
∥∥Ruk − yδ∥∥22; f) Reconstruction by the Landweber iteration (3.15).
Figure 2. Test 1. A) Residual at each step implementing (3.15) and (3.14) (for λk,1
and λk,2); B) values of λk,i, for i = 1, 2, in (3.14) scheme at each iteration; C) ra-
tio of the residuals
∥∥Ruk − yδ∥∥2 /∥∥Auk − yδ∥∥2 at each iteration; D) plot of the ratio∥∥Ruk − yδ∥∥2 /(λk,i ∥∥Auk − yδ∥∥2), for i = 1, 2.
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Table 2. Some parameters and results of Test 2a
σ2-noise δ τ Iterations
∥∥RuL − yδ∥∥2
Iter. Reg. Landweber λk,1 199 13404.9757
Iter. Reg. Landweber λk,2 2 32.0493 277 189 8877.2304
Landweber 2 8387.3590
Figure 3. Test 2a. a) Image to be reconstructed; b) Plot of the cut sinogram of the true
image; c) Plot of the gaussian noise, i.e., yδ − y; d) Reconstruction by the implementation
of (3.14) with λk = 10−2
∥∥Ruk − yδ∥∥2; e) Reconstruction by the implementation of (3.14)
with λk = 8 ∗ 10−7
∥∥Ruk − yδ∥∥22; f) Reconstruction by the Landweber iteration (3.15).
Figure 4. Test 2a. A) Residual at each step implementing (3.15) and (3.14) (for λk,1
and λk,2); B) values of λk,i, for i = 1, 2, in (3.14) scheme at each iteration; C) ra-
tio of the residuals
∥∥Ruk − yδ∥∥2 /∥∥Auk − yδ∥∥2 at each iteration; D) plot of the ratio∥∥Ruk − yδ∥∥2 /(λk,i ∥∥Auk − yδ∥∥2), for i = 1, 2.
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Table 3. Some parameters and results of Test 2b
σ2-noise δ τ Iterations
∥∥RuL − yδ∥∥2
Iter. Reg. Landweber λk,1 199 13404.9757
Iter. Reg. Landweber λk,2 2 32.0493 223 199 8874.8680
Landweber 52 7146.5650
Figure 5. Test 2b. a) Image to be reconstructed; b) Plot of the cut sinogram of the true
image; c) Plot of the gaussian noise, i.e., yδ − y; d) Reconstruction by the implementation
of (3.14) with λk = 10−2
∥∥Ruk − yδ∥∥2; e) Reconstruction by the implementation of (3.14)
with λk = 8 ∗ 10−7
∥∥Ruk − yδ∥∥22; f) Reconstruction by the Landweber iteration (3.15).
Figure 6. Test 2b. A) Residual at each step implementing (3.15) and (3.14) (for
λk,1 and λk,2); B) values of λk,i, for i = 1, 2, in ML scheme at each iteration; C) ra-
tio of the residuals
∥∥Ruk − yδ∥∥2 /∥∥Auk − yδ∥∥2 at each iteration; D) plot of the ratio∥∥Ruk − yδ∥∥2 /(λk,i ∥∥Auk − yδ∥∥2), for i = 1, 2.
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Table 4. Some parameters and results of Test 3a
σ2-noise δ τ Iterations
∥∥RuL − yδ∥∥2
Iter. Reg. Landweber λk,1 199 12694.9942
Iter. Reg. Landweber λk,2 2 28.8828 145 199 7934.3064
Landweber 199 6685.6591
Figure 7. Test 3a. a) Image to be reconstructed; b) Plot of the cut sinogram of the true
image; c) Plot of the gaussian noise, i.e., yδ − y; d) Reconstruction by the implementation
of (3.14) with λk = 10−2
∥∥Ruk − yδ∥∥2; e) Reconstruction by the implementation of (3.14)
with λk = 8 ∗ 10−7
∥∥Ruk − yδ∥∥22; f) Reconstruction by the Landweber iteration (3.15).
Figure 8. Test 3a. A) Residual at each step implementing (3.15) and (3.14) (for λk,1
and λk,2); B) values of λk,i, for i = 1, 2, in (3.14) scheme at each iteration; C) ra-
tio of the residuals
∥∥Ruk − yδ∥∥2 /∥∥Auk − yδ∥∥2 at each iteration; D) plot of the ratio∥∥Ruk − yδ∥∥2 /(λk,i ∥∥Auk − yδ∥∥2), for i = 1, 2.
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Table 5. Some parameters and results of Test 3b
σ2-noise δ τ Iterations
∥∥RuL − yδ∥∥2
Iter. Reg. Landweber λk,1 199 12694.9942
Iter. Reg. Landweber λk,2 2 28.8828 232 199 7934.3064
Landweber 8 6697.3816
Figure 9. Test 3b. a) Image to be reconstructed; b) Plot of the cut sinogram of the true
image; c) Plot of the gaussian noise, i.e., yδ − y; d) Reconstruction by the implementation
of (3.14) with λk = 10−2
∥∥Ruk − yδ∥∥2; e) Reconstruction by the implementation of (3.14)
with λk = 8 ∗ 10−7
∥∥Ruk − yδ∥∥22; f) Reconstruction by the Landweber iteration (3.15).
Figure 10. Test 3b. A) Residual at each step implementing (3.15) and (3.14) (for
λk,1 and λk,2); B) values of λk,i, for i = 1, 2, in (3.14) scheme at each iteration; C)
ratio of the residuals
∥∥Ruk − yδ∥∥2 /∥∥Auk − yδ∥∥2 at each iteration; D) plot of the ratio∥∥Ruk − yδ∥∥2 /(λk,i ∥∥Auk − yδ∥∥2), for i = 1, 2.
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Table 6. Some parameters and results of Test 3c
σ2-noise Iterations
∥∥RuL − yδ∥∥2
Iter. Reg. Landweber λk,1 12689.1515
Iter. Reg. Landweber λk,2 2 10 7935.9970
Landweber 6690.3106
Figure 11. Test 3c. a) Image to be reconstructed; b) Plot of the cut sinogram of the true
image; c) Plot of the gaussian noise, i.e., yδ − y; d) Reconstruction by the implementation
of (3.14) with λk = 10−2
∥∥Ruk − yδ∥∥2; e) Reconstruction by the implementation of (3.14)
with λk = 8 ∗ 10−7
∥∥Ruk − yδ∥∥22; f) Reconstruction by the Landweber iteration (3.15).
Figure 12. Test 3c. A) Residual at each step implementing (3.15) and (3.14) (for
λk,1 and λk,2); B) values of λk,i, for i = 1, 2, in ML scheme at each iteration; C) ra-
tio of the residuals
∥∥Ruk − yδ∥∥2 /∥∥Auk − yδ∥∥2 at each iteration; D) plot of the ratio∥∥Ruk − yδ∥∥2 /(λk,i ∥∥Auk − yδ∥∥2), for i = 1, 2.
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Table 7. Some parameters and results of Test 4
σ2-noise δ τ Iterations
∥∥RuL − yδ∥∥2
Iter. Reg. Landweber λk,1 199 363.0966
Iter. Reg. Landweber λk,2 2 37.7905 3 71 113.1373
Landweber 50 113.1795
Figure 13. Test 4. a) Image to be reconstructed; b) Plot of the sinogram of the true
image; c) Plot of the gaussian noise, i.e., yδ − y; d) Reconstruction by the implementation
of (3.14) with λk = 10−2
∥∥Ruk − yδ∥∥2; e) Reconstruction by the implementation of (3.14)
with λk = 8 ∗ 10−7
∥∥Ruk − yδ∥∥22; f) Reconstruction by the Landweber iteration (3.15).
Figure 14. Test 4. A) Residual at each step implementing (3.15) and (3.14) (for λk,1
and λk,2); B) values of λk,i, for i = 1, 2, in (3.14) scheme at each iteration; C) ra-
tio of the residuals
∥∥Ruk − yδ∥∥2 /∥∥Auk − yδ∥∥2 at each iteration; D) plot of the ratio∥∥Ruk − yδ∥∥2 /(λk,i ∥∥Auk − yδ∥∥2), for i = 1, 2.
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Remark 3.2 For further information we also provide the results of the application of the filtered back-
projection algorithm (FBP), which performs the inverse Radon transform, to the noisy sinogram of the
previous tests, see Figures 15, 16, 17, 18. To do that we utilize the Matlab function “iradon” and the
filters defined in it, i.e, the Ram-Lak, Shepp-Logan, Cosine, Hamming and Hann filters. We also consider
the case of no filter in the backprojection algorithm to make a direct comparison with the results of the
Landweber iteration.
Figure 15. Results of FBP algorithm applied to the noisy sinogram of Test 1.
Figure 16. Results of FBP algorithm applied to the noisy sinogram of Test 2.
Remark 3.3 We conclude this section showing a numerical comparison between the results of the iteratively
regularized Landweber method (3.14) and the following numerical scheme
uk+1 = uk − 12∂u
∥∥ωP (Ru− yδ) + λ1k(A˜u− yδ)∥∥2 (uk),
which is the result of a perturbation argument applied to the operator R. The constant ωP is a normalization
parameter and, as before, we assume that A˜ is a linear operator. Explicitly, the previous scheme is equal
to
uk+1 = uk − (ωPR+ λ1kA˜)∗(ωP (Ruk − yδ) + λ1k(A˜uk − yδ)). (3.17)
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Figure 17. Results of FBP algorithm applied to the noisy sinogram of Test 3.
Figure 18. Results of FBP algorithm applied to the noisy sinogram of Test 4.
As before, for the numerical examples, we replace the linear continuous operator A˜ with the matrix built
at the beginning of this section. Since for the numerical scheme (3.17) we do not have an analysis of
monotonicity and convergence, we consider two different values for λ1k, working along the same lines as
the choices in Section 3.1:
λ1k,1 = 3× 10−7
∥∥Ruk − yδ∥∥2 and λ1k,2 = 3× 10−11 ∥∥Ruk − yδ∥∥22 .
On the contrary, for the scheme (3.14), we only take the choice λk,2, as defined in (3.16). We employ the
discrepancy principle or a maximum number of 300 iterations as stopping rules.
We show two different tests: Test P1 and Test P2.
In Test P1 we identify the “best” pairs (ωP , λ1k,i), for i = 1, 2, which give the best reconstructions for
the scheme (3.17). See Figure 19 for the results and Table 8 for the selections of parameters and values
of the norm of the residual at last iteration. We can observe, comparing the results, how the iteratively
regularized Landweber scheme provides the best result among all and with much less iterations. In Figure
20 it is interesting to note how the residual of (3.17), for both the pairs (ωP , λ1k,i), for i = 1, 2, decreases
rapidly in the first iterations (approximately with the same rate of the residual of (3.14)) and more slowly
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in the subsequent iterates. In fact, it can be shown how scheme (3.14) is able to “reconstruct” the true
image in these first steps.
Moreover, in Test P2 we show how small fluctuations in the choice of the pairs (ωP , λ1k) in (3.17) can
lead to sufficiently large differences in reconstructions, with the presence of more accentuated artifacts.
In Figure 21 we show the results on (ωP , λ1k,2) but similar outcomes can be also observed for the pair
(ωP , λ1k,1). See Table 9 for parameters’ choices.
Table 8. Parameters and results for (3.17) and (3.14)
ωP , ωR σ
2-noise δ τ Iterations
∥∥RuL − yδ∥∥2
Pert. Op. - λ1k,1 ωP = 10−2 148 166.9309
Pert. Op. - λ1k,2 ωP = 7.9× 10−3 10 83.9072 2 205 167.2432
Iter. Reg. Land. - λk,2 ωR = 1.4× 10−3 11 154.5796
Figure 19. Test P1. a) Image to be reconstructed; b) Plot of the sinogram of the true
image, i.e., y; c) Plot of the gaussian noise, i.e., yδ − y; d) Reconstruction by the implemen-
tation of (3.17) with λ1k,1; e) Reconstruction by the implementation of (3.17) with λ
1
k,2; f)
Reconstruction by the iteration (3.14) with λk,2.
Table 9. Choice of parameters in (3.17) for results in Figure 21
ωP λ
1
k,2 = Cλ
∥∥Ruk − yδ∥∥22 Iterations ∥∥RuL − yδ∥∥2
Pert. Op. - Case 1 7.9× 10−3 Cλ = 3× 10−11 206 166.0446
Pert. Op. - Case 2 7.9× 10−3 Cλ = 2× 10−11 299 330.9780
Pert. Op. - Case 3 7.8× 10−3 Cλ = 3× 10−11 212 166.0183
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Figure 20. Test P1. A) Residual at each step implementing (3.14) and (3.17) (for λ1k,1 and
λ1k,2); B) values of λ
1
k,i, for i = 1, 2, in (3.17) at each iteration; C) ratio of the residuals∥∥Ruk − yδ∥∥2 /∥∥Auk − yδ∥∥2 at each iteration; D)values of λk for (3.14).
Figure 21. Test P2. See Table 9 for parameters’ choices. a) Case 1; b) Case 2; c) Case 3; d)
Residuals
3.2. Nonlinear Operator - Schlieren Model. Here we briefly recall the mathematical model behind
the Schlieren tomography, which we take as prototype of a nonlinear problem. For the physical model,
i.e., the Schlieren optical system and details on data acquisition see, e.g., [4, 10, 14].
Let ηi ∈ S1, for i = 0, · · · , l − 1 be a set of recording directions, that is
ηi = η(θi) = (cos θi, sin θi),
where θi ∈ [0, pi), for i = 0, · · · , l− 1, is the angle. Taking B1(0) ⊂ R2, we define the Schlieren operator in
the direction of ηi as the square of the Radon transform, i.e.,
Fi(u) := R2i (u), i = 0, · · · , l − 1,
where Ri is defined by (3.12) with ϕ = ηi and s ∈ [−1, 1]. Physically speaking, the function u denotes a
pressure. To reconstruct u, we need to solve the system of equations
F (u) := (F0(u), · · · , Fl−1(u)) = yδ := (yδ0, · · · , yδl−1). (3.18)
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It was shown in [7] that each operator Fi, for i = 0, · · · , l− 1 is continuous and Fréchet differentiable from
H10 (B1(0)) to L2([−1, 1]) and
F ′i (u)h = 2Ri(u)Ri(h), ∀h ∈ H10 (B1(0)).
The adjoint of F ′i (u) is given by
F ′i (u)∗ : L2([−1, 1])→ H10 (B1(0))
g → f(g)
with f(g) the solution to
(I −∆)f(g) = 2R∗i (Ri(u)g), (3.19)
where I is the identity operator, ∆ is the Laplace operator on H10 (B1(0)) and R∗i denotes the adjoint of
Ri as operator from L2(B1(0)) to L2([−1, 1]), i.e,
R∗i : L2([−1, 1])→ L2([B1(0)])
w(x)→ w(〈ηi, x〉).
Now, we can create the matrix A for the Equation (3.18) using the procedure described at the beginning
of Section 3. For, we use the following set of data and parameters:
(a) 180 different equally distributed angles θ within the interval [0, pi); specifically, we consider the set
Θ =
{
0, pi180 ,
pi
90 , · · · , 179pi180
}
;
(b) 10 input images of dimensions 128× 128 of synthetic pressure functions uj , j = 1, · · · , 10, and the
related output data. See Figure 22 a) for an example of the synthetic pressure function.
We create the matrix U and Y in (3.9) utilizing the data in (b). As in the case of the Radon operator, we
transform each matrix representing an image uj (input) into a vector, using a column-major-order, which
is then inserted in the j-column of the matrix U . The same column-order is employed to concatenate the
output data to create the matrix Y . Again, we have that A ∈ R33300×16384.
With the matrix A just built, we implement the iteratively regularized Landweber scheme (3.1) adapted
to Equation (3.18). Specifically, the iterates for the Schlieren operator are given by
uk+1 := uk − α
l−1∑
i=0
[
R∗i
(
Ri(uk)(R2i (uk)− yδi
)
)
]− λkA˜∗(A˜uk − yδ), k ∈ N, (3.20)
where α is a relaxation parameter such that the norm of the operator is less or equal to 1. As in the
numerical examples of the previous section, the operator A˜ can be realized via the matrix A created above,
i.e, in the implementation of the algorithm we consider the term A
T
(
Auk−yδ
)∥∥∥AT(Auk−yδ)∥∥∥ . We compare the results
of (3.20) with the Landweber scheme for the Schlieren operator, i.e.,
uk+1 := uk − α
l−1∑
i=0
[
R∗i
(
Ri(uk)(R2i (uk)− yδi
)
)
]
, k ∈ N. (3.21)
We stress that all the numerical simulations of this section are performed without the smoothing operator
(I −∆), contained in (3.19), since both the schemes above are regularizing.
Here, we specify the hypotheses and the set of parameters we employ in our numerical experiments for
both the schemes (3.20) and (3.21):
(i) We take
∥∥F (uk)− yδ∥∥∞ = max (∥∥Fi(uk)− yδi ∥∥2), for i = 0, · · · , 179, where ‖·‖2 is the euclidean
norm;
(ii) We choose α = 10−8 and λk = 10−7
∥∥F (uk)− yδ∥∥2∞;
(iii) As stopping rule we utilize the discrepancy principle (2.2), where the choice of τ will be specified for
each test (see tables below), or a maximum number of 400 iterates;
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(iv) Each vector yδi , for i = 0, · · · , 179, of synthetic data is generated by adding a gaussian distributed
noise with zero mean and variance σ2 equal to 100 or 10 to each vector yi, , for i = 0, · · · , 179, which
represents the exact data;
(v) we define δS := max
(∥∥yδi − yi∥∥2), for i = 0, · · · , 179;
(vi) The initial guess is the constant function u0 = 0.01;
We consider three different numerical experiments with some subclasses: in Test 1S we reconstruct an
image which has been utilized to create the matrix A. In Test 2aS/2bS we propose the reconstruction
of an image containing three different piecewise functions with negative values. In details, in Test 2aS we
show the reconstruction adding noise in the data. In Test 2bS we choose a limited number of the available
data, adding some noise, and we set to zero all the values of the other directions. In Test 3aS/3bS we
propose the same experiments of Test 2a/2b but, now, the pressure to be reconstructed is positive in some
regions and negative in others.
As in the previous section, for each test we provide a table containing the values of the main parameters
utilized in the generation of the data and some results. In particular, we specify the variance of the noise
in each vector yi, for i = 1, · · · , 179, the value of δ, τ , the number of the iterates for the schemes (3.20)
and (3.21) and the residuals at last iteration L.
Test 1S. We reconstruct one of the image utilized in the creation of the matrix A, see Figure 22
for the “True Image”. All the synthetic data yδi , for i = 0, · · · , 179, are obtained by the real data yi, for
i = 0, · · · , 179, adding a gaussian distributed noise of zero mean and variance σ2 = 100. The noise in
the synthetic data is shown in Figure 22 b) in aggregate form. For the discrepancy principle (2.2) we
choose τ = 2. See Table 10. We observe, from Figure 22 and Figure 23, how the presence of A (and the
fact that the information of the "true image" are included in A) “helps” the iterates (3.20) in a better
reconstruction of the value of the pressure than the Landweber iterates (3.21). However, in Figure 22 c)
we can observe some evident artifacts which are some of the other a-priori information contained in A.
Test 2aS/2bS. In these numerical experiments, we reconstruct one of the image utilized in the creation
of the matrix A, see Figure 24 for the “True Image”, where now the piecewise functions representing the
pressure assume negative values. All the synthetic data yδi , for i = 0, · · · , 179, are obtained by the real
data yi, for i = 0, · · · , 179, adding a gaussian distributed noise of zero mean and variance σ2 = 100 in
Test 2aS, and σ2 = 10 in Test 2bS. The noise in the synthetic data for the two tests is shown in Figure
24 b) and Figure 26 in aggregate form. For the discrepancy principle (2.2) we choose τ = 3 in Test 2aS
and τ = 55 in Test 2bS. See Table 11 and Table 12. Again, in Test 2aS we notice how the presence of A
“helps” the iterates (3.20) to get a better reconstruction of all the negative values of the pressure than the
Landweber iterates (3.21), see Figure 24 and Figure 25. However, we also observe some evident artifacts
which are some of the other a-priori information contained in A.
In Test 2bS, we consider the case of limited data, which corresponds in choosing the data only of some
directions in Θ (see a for its definition) and set to zero the values of the other vectors related to the angles
not chosen, see Figure 5 b) for the directions of the available data. Comparing the results of the two
schemes, (3.20) and (3.21), we can observe a good reconstruction for the iteratively regularized Landweber
iteration. Due to the lack of information, in this reconstruction we have, near the square, more artificats
with respect to the results in Test 2aS (see Figure 24 c)). At the same time, the smoothed rectangle
behind the black triangle is disappeared and the value of the white rectangular triangle is lightly increased.
Test 3aS/3bS. In these tests we propose a similar reconstruction of Test 2aS/2bS but now we have,
simultaneously, regions with positive or negative values of the pressure. The true image we want to
reconstruct (see Figure 28) belongs to A but it comes from another dataset with respect to that one used
in Test 1S and Test 2aS/2bS. All the synthetic data yδi , for i = 0, · · · , 179, are obtained by the real data
yi, for i = 0, · · · , 179, adding a gaussian distributed noise of zero mean ad variance σ2 = 100 in Test 3aS
and σ2 = 10 in Test 2bS. The noise in the synthetic data for the two tests is shown in Figure 28 b) and
Figure 30 in aggregate form. For the discrepancy principle (2.2) we choose τ = 3 in Test 3aS and τ = 10
in Test 3bS. See Table 13 and Table 14. Again, in Test 3aS we notice how the presence of A “helps” the
iterates (3.20) to get a better reconstruction of both positive and negative values of the pressure than the
Landweber iterates (3.21), see Figure 28 and Figure 29, althought the presence of some artifacts.
In Test 3bS, we consider the case of limited data, see Figure 9 b) for the directions of available data. In
this circumstances we have chosen τ such that the schemes stop once they have reached the maximum
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number of iterations. In fact, we can appreciate more artifacts and lines in the reconstruction than that
ones visible in Test 2bS.
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Table 10. Some parameters and results of Test 1S for the Schlieren model
σ2-noise δS τ Iterations
∥∥F (uI)− yδ∥∥∞
Iter. Reg. Landweber 100 152.9834 2 58 305.7824
Landweber 162 305.0366
Figure 22. Test S1. a) Image to be reconstructed; b) Plot of the noise added in the synthetic
data, which are aggregated in a matrix form; c) Reconstruction by the implementation of
scheme (3.20) with λk = 10−7
∥∥F (uk)− yδ∥∥2∞; d) Reconstruction by the scheme (3.21).
Figure 23. Test S1. A) Residual at each step of (3.21) and (3.20) schemes; B) values of λk
in (3.20) scheme at each iteration; C) ratio of the residuals
∥∥F (uk)− yδ∥∥∞ /∥∥Auk − yδ∥∥∞
at each iteration; D) plot of the ratio
∥∥F (uk)− yδ∥∥∞ /(λk ∥∥Auk − yδ∥∥∞).
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Table 11. Some parameters and results of Test 2aS for the Schlieren model
σ2-noise δS τ Iterations
∥∥F (uI)− yδ∥∥∞
Iter. Reg. Landweber 100 159.6424 3 37 473.4882
Landweber 145 478.5204
Figure 24. Test 2aS. a) Image to be reconstructed; b) Plot of the noise added in the synthetic
data, which are aggregated in a matrix form; c) Reconstruction by the implementation of
scheme (3.20) with λk = 10−7
∥∥F (uk)− yδ∥∥2∞; d) Reconstruction by the scheme (3.21).
Figure 25. Test 2aS. A) Residual at each step of (3.21) and (3.20) schemes; B) values of λk
in (3.20) scheme at each iteration; C) ratio of the residuals
∥∥F (uk)− yδ∥∥∞ /∥∥Auk − yδ∥∥∞
at each iteration; D) plot of the ratio
∥∥F (uk)− yδ∥∥∞ /(λk ∥∥Auk − yδ∥∥∞).
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Table 12. Some parameters and results of Test 2bS for the Schlieren model
σ2-noise δS τ Iterations
∥∥F (uI)− yδ∥∥∞
Iter. Reg. Landweber 10 47.4566 55 17 2578.1544
Landweber 51 2568.7162
Figure 26. Test 2bS. Image to be reconstructed; b) Plot of the directions we use as data,
which are aggregated in a matrix form, and the noise added; c) Reconstruction by the
implementation of scheme (3.20) with λk = 10−7
∥∥F (uk)− yδ∥∥2∞; d) Reconstruction by the
scheme (3.21).
Figure 27. Test 2bS. A) Residual at each step of (3.21) and (3.20) schemes; B) values of λk
in (3.20) scheme at each iteration; C) ratio of the residuals
∥∥F (uk)− yδ∥∥∞ /∥∥Auk − yδ∥∥∞
at each iteration; D) plot of the ratio
∥∥F (uk)− yδ∥∥∞ /(λk ∥∥Auk − yδ∥∥∞).
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Table 13. Some parameters and results of Test 3aS for the Schlieren model
σ2-noise δS τ Iterations
∥∥F (uI)− yδ∥∥∞
Iter. Reg. Landweber 100 157.8877 3 130 469.4715
Landweber 128 472.8945
Figure 28. Test 3aS. a) Image to be reconstructed; b) Plot of the noise added in the synthetic
data, which are aggregated in a matrix form; c) Reconstruction by the implementation of
scheme (3.20) with λk = 10−7
∥∥F (uk)− yδ∥∥2∞; d) Reconstruction by the scheme (3.21).
Figure 29. Test 3aS. A) Residual at each step of (3.21) and (3.20) schemes; B) values of λk
in (3.20) scheme at each iteration; C) ratio of the residuals
∥∥F (uk)− yδ∥∥∞ /∥∥Auk − yδ∥∥∞
at each iteration; D) plot of the ratio
∥∥F (uk)− yδ∥∥∞ /(λk ∥∥Auk − yδ∥∥∞).
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Table 14. Some parameters and results of Test 3bS for the Schlieren model
σ2-noise δS τ Iterations
∥∥F (uI)− yδ∥∥∞
Iter. Reg. Landweber 10 49.2805 10 399 652.9151
Landweber 399 618.2133
Figure 30. Test 3bS. Image to be reconstructed; b) Plot of the directions we use as data,
which are aggregated in a matrix form, and the noise added; c) Reconstruction by the
implementation of scheme (3.20) with λk = 10−7
∥∥F (uk)− yδ∥∥2∞; d) Reconstruction by the
scheme (3.21).
Figure 31. Test 3bS. A) Residual at each step of (3.21) and (3.20) schemes; B) values of λk
in (3.20) scheme at each iteration; C) ratio of the residuals
∥∥F (uk)− yδ∥∥∞ /∥∥(Auk − yδ)∥∥∞
at each iteration; D) plot of the ratio
∥∥F (uk)− yδ∥∥∞ /(λk ∥∥(Auk − yδ)∥∥∞).
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4. Conclusion
In this paper we introduced a new variant of the iteratively regularized Landweber iteration, where
additional regularization is enforced from training data. The data driven regularization term is determined
by finding a linear system from the input-output relation of some training data.
This strategy is uneconomical in terms of the amount of usable training data, stability and matrix storage
capacity, and this asks for more advanced methods of learning (see for example [1, 6]) instead of a linear
black-box strategy as a future development. For some literature on deep learning in inverse problems, see
for example [1, 2, 5] and references therein. Looking closer to our proposed algorithm it averages data
driven regularization and physical model terms in such a way that in the beginning of the iteration the
data driven term is dominant, while during the iteration the physical model takes over the leading role.
By this sense we make sure that for data with little noise we are always close to the physical solution. Our
numerical experiments show that the iteration always reconstructs an image where the residuum is close
to the measured data. Moreover, if the desired solution is well approximated by the training data, the
reconstruction with the proposed algorithm always works better than the standard Landweber iteration.
This, in particular, applies to severely ill–posed problems of limited angle tomography. A significant
challenge are nonlinear inverse problems, such as the problem of Schlieren tomography. The inherent
non-uniqueness of the solution of the Schlieren problem gives more emphasis on selecting the right a–priori
choice, which our flexible regularization term can handle more efficiently than existing theory.
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