Selection functions are vital for understanding the observational biases of spectroscopic surveys. With the wide variety of multi-object spectrographs currently in operation and becoming available soon, we require easily generalisable methods for determining the selection functions of these surveys. Previous work, however, has largely been focused on generating individual, tailored selection functions for every data release of each survey. Moreover, no methods for combining these selection functions to be used for joint catalogues have been developed.
INTRODUCTION
Within our Milky Way, we are able to resolve stars out to large distances, but with that privilege comes a bias. The most comprehensive spectroscopic surveys can typically measure quantities for only a fraction of a percent of the stars in the Milky Way. The survey or 'observed' selection function is the probability of a star being included in the survey given its sky positions, colour, and magnitude. To make inferences regarding the intrinsic chemodynamical structure of the Milky Way, knowledge is required of the intrinsic selection function, i.e. the probability of a star being included in the survey given its intrinsic coordinates: Galactic location, metallicity, mass, and age.
The second data release (Gaia Collaboration et al. 2018 ) of the European Space Agency's (ESA) Gaia mission has pushed us far further than ever before, measuring photometry, positions, and proper motions for over 1.3 billions stars down to a G-band magnitude of 20. In parallel, several ground-based spectroscopic surveys are measuring spectra for millions of these stars. Despite an often relatively simple Contact e-mail: andrew.everall@physics.ox.ac.uk selection in colour and magnitude, taking cross-matches with other surveys or selecting stellar type sub-samples result in a selection function that is no longer simple. Furthermore, to convert the observed colour-magnitude selection function into an intrinsic one that depends on distance, metallicity, mass, and age, you need to engage with stellar isochrones. In order to understand the bias generated by selecting subsamples, we must calculate the selection functions for these surveys.
Many studies have developed survey selection functions, in which the completeness along a line of sight is given by the ratio of the number of stars in the spectroscopic survey to the number of stars in a photometric survey in the same region of colour and magnitude. and use this method to construct selection functions for halo blue horizontal branch stars and K giants in Sloan Extension for Galactic Understanding and Exploration-2 (SEGUE-II, Xue et al. 2011) . Similar methods are used in determining the selection function for the Radial Velocity Experiment (RAVE, Kordopatis et al. 2013) by Wojno et al. (2017) and the selection function for the Large Sky Area Multi-Object Fibre Spectroscopic Telescope (LAMOST, Cui et al. 2012 ) Spectroscopic Survey of the Galactic Anticentre (LSS-GAC, Xiang et al. 2017) by Chen et al. (2018) . StonkutÄŮ et al. (2016) perform a similar analysis of the Gaia-ESO survey (Gilmore et al. 2012) , taking into account the survey's observing strategy. Vickers & Smith (2018) generate a combined selection function for LAMOST (Zhao et al. 2012) , RAVE (Kunder et al. 2017 ) and the Tycho-Gaia Astrometric Solution (TGAS, Michalik et al. 2015) by binning the fields in colour, apparent magnitude, and distance using a synthetic galaxy catalogue as the assumed complete sample. Bovy et al. (2012) and Bovy et al. (2014) consider the dependence of the selection function on apparent magnitude for G-type dwarfs in the Sloan Extension for Galactic Understanding and Exploration (SEGUE, Yanny et al. 2009 ) survey and the Apache Point Observatory Galaxy Evolution Experiment (APOGEE, Majewski et al. 2017) . Their selection function along any line of sight is assumed to be uniform in apparent magnitude with limits defined either by the faintest star observed in a field or by the survey's given magnitude limit. Bovy et al. (2014) also present a selection function in distance that takes into account the dust extinction along the line of sight.
Finally, Nandakumar et al. (2017) and Mints & Hekker (2019) determine selection biases for a large number of spectroscopic surveys by binning the sample in colour-magnitude space, either using a regular grid or a specialised median binning algorithm, and comparing with the 2-Micron All Sky Survey (2MASS, Skrutskie et al. 2006) .
Amongst all previous works, fundamental aspects of the methodology remain the same. The dependence of the selection function on colour and magnitude is treated as a ratio of number counts of stars between the spectroscopic and a given photometric survey or a synthetically generated population, which is assumed to be complete and unbiased. Uncertainties in measurements in colour and apparent magnitude are not used in the calculation. The effects of overlapping coordinate fields on the selection function are not considered. Selection functions are largely constructed as a function of colour and magnitude and not converted to intrinsic coordinates, with the exception of , , and Sanders & Binney (2015) . With the exception of Vickers & Smith (2018) , no methods are presented for combining selection functions.
In this paper, we build on previous work to create seestar 1 , a python code that can be applied to any spectroscopic survey, independent of its footprint on the sky, the number of stars observed, and the selection criteria of the survey. We construct an algorithm to treat the limitations of Poisson noise when bins have small numbers of stars by using a Poisson point process, whose parameters we determine using maximum likelihood estimation. We propose how the uncertainties in colour and magnitude measurements may be incorporated into this. We include a method for calculating the union of overlapping field probabilities, which also enables selection functions of independent surveys to be combined. We use isochrones to convert the selection function depending on colour and apparent magnitude to one that depends on distance, metallicity, mass, and age. This is an essential component of chemodynamical models of the Milky 1 https://github.com/aeverall/seestar Way (Schönrich & Binney 2009; Sanders & Binney 2015; .
In Section 2, we demonstrate how to calculate the selection function in observable coordinates (colour and apparent magnitude) and intrinsic coordinates (distance, metallicity, mass, and age), and how to determine the dependence on sky position. The results of tests on a mock catalogue are presented in Section 3. Finally, we discuss our results and potential future developments and applications of this method. Section 2 is rather technical in nature, and we therefore advise readers only interested in the performance of the selection function package to skip this section.
METHOD
The selection function P(S | x) of a stellar survey is the probability of a star being in the survey, S, given the star's coordinates x. The coordinates may be observed (sky positions, apparent magnitude, and colour) or intrinsic quantities (Galactic location, metallicity, mass, and age). By Bayes' theorem
is the probability that a star chosen at random has coordinates within the volume element, d n x, where fDF(x) is the distribution function of stars in the Milky Way. P(x | S)d n x ≡ f Obs (x | S)d n x is the probability that a star picked at random from the survey has coordinates in d n x, where f Obs (x) is the distribution function of observed stars. Finally, P(S) = N Obs /NDF is the probability of a star entering the survey and is given by the ratio of the number of stars in the survey to the total number of stars in the Milky Way. Denoting the selection function P(S | x) by S(x) gives
where n Obs (x) and nDF(x) are the number densities of stars in the survey and in the Milky Way respectively, at coordinates x. We split the coordinates x into θ and v, i.e. x = (θ, v), where θ = (l, b) are the sky positions in Galactic coordinates. The sky positions, θ, tell you which region of the sky or 'patch' the star belongs to. The best method to characterize the dependence of the selection function on these patches depends on the survey design. This is described in Section 2.1. On each patch, the selection function is calculated as a function of v. In Section 2.2.1, we consider the case where v = (c, m). c and m are the colour and magnitude of the star, therefore representing the observed coordinates of the star. In Section 2.3, the observed coordinates are transformed into intrinsic coordinates, v = (s, [M/H], Mini, τ ), where s, [M/H], Mini, τ are distance, metallicity, initial mass, and age respectively. These coordinates underpin the description of the chemodynamical distribution of stars in the Milky Way.
Dependence of selection function on sky positions
To determine the dependence of the selection function on sky positions, we bin the sky into independent regions called patches, across which the selection function does not vary as a function of sky position. Therefore we can denote Θi as the event that the star's coordinates are located on patch i. Using this notation, we can define the probability of a star being located on a field given the star's sky positions as
Defining a patch
We have assumed that the selection function is independent of sky positions across any patch. This motivates us to divide the sky into smaller patches particularly in locations where we expect rapid changes in the selection function with respect to sky positions. However, using smaller patches reduces the number of stars per patch, which amplifies the effects of Poisson noise. A sufficient coarseness is required such that the effects of Poisson noise are limited but fine enough such that the dependence of the selection function on sky positions is small. Before continuing, we should briefly explain what we mean by Poisson noise and why it is so central to this work. Detections and recordings of stars in stellar catalogues can be considered as independent events, which follow a random distribution over observed coordinates. This means that the detection of stars by stellar surveys is well modelled by a Poisson point process. The signal-to-noise ratio for a Poisson point process scales with the square root of the mean signal strength, S N ∼ √ λ, where λ is the expected number of events per interval of observed coordinate space. This is derived in Section B. Therefore the larger the number of events per interval, the stronger the signal-to-noise ratio. This is why reducing the number of stars per patch in order to increase the spatial resolution also leads to a reduction in the signalto-noise ratio.
One possibility for defining the patch is by the region covered by a field in a multi-fibre spectrograph such as APOGEE. We will now use patch and field interchangeably but discuss towards the end of the paper an alternative method for defining a patch in the sky. A multi-fibre spectroscopic survey is constructed by placing fibres on a plate so that each fibre is at the image of a star. The plate covers a solid angle on the sky. The solid angle of sky observed by each plate is here referred to as a field, and the coordinates of the centre of the field define the field pointing. The distributions of fields for APOGEE and RAVE in sky positions are shown in Figures 1 and 2 respectively, where each coloured circle represents the extent of a different field, and the field pointings are located at the centre of each circle.
For a point on a single field, the selection function is the probability that the star will be observed by that field given the star's coordinates, v. If a coordinate does not lie in a field, the selection function is 0. 
Overlapping patches
For stars located on the intersections of multiple patches, the problem is more complex. The important point to make here is that the selection function for each patch must be calculated with all the stars observed on that patch included, even if they are also observed on another patch. In other words, duplicate measurements of stars in separate patches must be included. The reason is that we have assumed that the selection function for a single patch is independent of sky positions across that patch. If one patch partially overlaps with another and duplicates are removed, a dependence on sky positions in that patch is introduced. This is demonstrated in Figure 3 .
The same patches are often also measured multiple times. In the release catalogue, an identifier is provided for the field position along with the date on which the measurement was taken. The selection function in reality depends on the date of the recording due to changing observing conditions, but for simplicity we just combine the samples for repeated fields.
The full selection function in sky positions
The selection function for patch i is given by
When performing data analysis on catalogues of stars, duplicate measurements are usually removed. We need a method, which can calculate the selection function of the survey with- out duplicates. However the selection function for each patch must still be calculated using all stellar measurements on that patch. In removing the duplicate measurements from the catalogue, the catalogue contains the event that each star is selected by patch i or another field. The probability that at least one patch selects the star is given by the union of the probability of each patch selecting the star. Hence
This is calculated using all observations made on patch i, even if a duplicate observation exists on another patch. The probability of the union of being on either of the two patches is the probability that one or the other occurs. This is, by definition, always less than or equal to one. Therefore this satisfies the constraint that the selection function must be less than or equal to 1 if duplicates are not included. Appendix A gives more details about the expansion of the union to relate the full selection function to the selection functions for individual patches.
As mentioned earlier, many surveys contain multiple observations on the same field pointing. These can be observations taken on separate days to different magnitude depths. For Equation (5) to be appropriate, different observations of the same field should only be considered as separate patches if the observations are independent, i.e. if the probability of a star being selected by one observation is independent of whether the star is selected by the other observation. If the observations are dependent, as is the case if an observation is chosen deliberately to be exclusive or inclusive of the other observation, then the observations may be combined (dropping duplicates) to form a single patch in the selection function.
In the following sections, we examine the dependence of the selection function on v, in the case v represents observable coordinates, and in the case it represents intrinsic coordinates. These are calculated for a given patch, i. Having calculated the selection function for each patch as a function of v, they can be combined using the equations above to achieve the full selection function for the entire survey.
Selection function in observable coordinates
Regardless of whether v represents observable or intrinsic coordinates, the probability of a star being selected by some particular patch, i, given the star's coordinates, v, and given that the star lies on the patch (i.e. P(Θi | θ) = 1) is given by
We can replace the terms in this equation with more physical
is the probability that a star chosen at random on patch i has coordinates within the d n x volume element, where fDF(v | Θi) is the distribution function of stars in the Milky Way inside the cone projecting onto patch i.
is the probability that a star chosen at random on patch i is observed by the survey with coordinates within the d n x volume element, where f Obs (v | Θi) is the distribution function of observed stars inside the cone projecting onto patch i. Finally, P(Si) = N Obs,i /NDF,i is the probability of a star on patch i entering the survey, and is given by the ratio of the number of stars in the survey on patch i to the total number of stars in the Milky Way inside the cone projecting onto patch i. Substituting into Equation (6):
where n Obs,i (v | Θi) = f Obs,i (v | Θi)N Obs,i is the number density of stars observed by the survey on patch i and nDF,i(v | Θi) = fDF,i(v | Θi)NDF,i is the number density of stars in the Milky Way on the cone projecting onto patch i.
Observable coordinates are given by v = (c, m). Substituting into Equation (7) gives
Number density function in observed coordinates
We start by calculating the number density of stars in the Milky Way on patch i, nDF,i(v | Θi). Assuming that the photometric survey is complete in the region of colourapparent magnitude space probed by the spectrograph, it represents the distribution function in this region. The choice of photometric survey is discussed in Section 4.
The stars in the photometric survey represent a Poisson realisation of the smooth underlying number density function, nDF. The aim is to use the observed stars to estimate the true smooth number density function. We assume this function can be parameterised as gDF,i using a bivariate Gaussian Mixture Model (GMM) for each patch i. A GMM is able to fit a wide variety of distributions and has six parameters per bivariate Gaussian component. Gaussians drop off exponentially allowing for steep changes in number densities to be modelled. A bivariate Gaussian is given by
where µ ∈ R 2 is the mean of the bivariate Gaussian in colour and magnitude and Σ ∈ R 2×2 is the symmetric covariance matrix. Using this, we can write
where i ∈ R N×6 for the N components of the GMM, each with six independent parameters defining the bivariate Gaussian component, i.e. π, µ 0 , µ 1 , Σ 00 , Σ 11 and Σ 01 (Σ is symmetric so Σ 10 = Σ 01 ). We then find the parameters i by maximising the likelihood of the photometric catalogue stars. The Poisson likelihood is derived from Poisson count probabilities to give (see Appendix B)
(11) The log-likelihood is therefore given by
where vj are the colour-magnitude coordinates of star j in the photometric catalogue on patch i, and R is the region of colour-magnitude space, which we integrate over. The boundaries of R are taken from the survey's stated observation limits. Outside these limits, we know that the selection function is zero so there is no requirement to model the number density there. Employing these boundaries also enables the distribution to contain sharp cut-offs which are difficult to replicate with a smooth density function. To fit our model to the data we need to find argmin i (− log L). To achieve this we first use the k-means clustering algorithm from scikit-learn (Pedregosa et al. 2011) in Python to find initial parameters for the component means and weights. We then use the Powell optimisation algorithm (Powell 1964) to determine the maximum-likelihood solution. We empirically found this to be the fastest algorithm at finding a nearby optimum, without requiring the derivatives of the likelihood function. We note that this algorithm may find a local optimum rather than the best global optimum. However, it is able to produce adequate fits in all our test cases and is computationally more feasible than more complex algorithms that use Markov Chain Monte Carlo approaches for example.
Colour-magnitude uncertainty convolution
For a full description of the likelihood distribution of the model, the uncertainty in the measurement of the magnitude and colour from the photometric survey should be taken into account. This may be done by convolving the densities at given colour-magnitude coordinates in Equation (11) with the uncertainties. The uncertainties are well represented by a bivariate Gaussian distribution, G(v|µ = vj, Σj)
A strong advantage of using Gaussian mixture models is that the density is analytically integrable as is the convolution with Gaussian uncertainties. However the integral is bounded so the mixture model must be calculated numerically. The error convolution may still be calculated analytically under the assumption that any contributions from outside the boundaries are small. We incorporate this possibility into our package, seestar. We do not however include the error convolution for the analysis in this paper for reasons discussed in Section 4. We leave the formal inclusion of uncertainty in colour and magnitude coordinates as a future project.
Selection function in observed coordinates
The selection function in observed coordinates for patch i is P(Si | v, Θi). The stars in the spectroscopic catalogue represent a Poisson realisation of the product of the distribution function and the selection function
Therefore, we can once more use the Poisson likelihood in Equation (11), replacing nDF(v | Θi) with n Obs (v | Θi).
We parameterise the selection function P(S | v, Θi) also as a bivariate GMM in colour-magnitude space, gSF, with parameters˜ i. The parameters,˜ i, are then determined by maximizing the likelihood function
The log-likelihood is given by
To fit the selection function, we need to find argmin˜ i (− log L). Here we again use k-means clustering on the spectroscopic catalogue stars, weighted by
(Equation (7)) to initialise the component means and weights. Again Powell is then used to find the best-fit parameters for the model.
As in Section 2.2.2, the measurement uncertainty should be included in this likelihood function convolved with the density at each of the measured coordinates:
We leave the including measurement uncertainties to future work.
Intrinsic coordinates
Chemodynamical models of the Milky Way make predictions for the metallicities, masses, and ages of stars at different positions. In order to test these models against observations, the selection function is required to account for the observation biases of the survey. To use the selection function, we require a transformation between observable coordinates (colour and magnitude) and intrinsic coordinates (distance, metallicity, mass, and age). The selection function in terms of the intrinsic coordinates of the stars is
where s is the heliocentric distance, and [M/H], Mini, and τ are the star's metallicity, initial mass, and age respectively. Here we follow the same method for transforming between observable and intrinsic coordinate systems as described in Sanders & Binney (2015) and . Any combination of [M/H], Mi, and τ uniquely defines a set of coordinates, (c, M ), which are the colour and absolute magnitude of the star. Any values of M and s uniquely define a value m, the apparent magnitude of the star. Therefore any intrinsic coordinates, (s, [M/H], Mini, τ ) map uniquely to observable coordinates, (c, m) and to a unique value of the selection function, P(Si | v, Θi), from Section 2.2.3. The selection function in intrinsic coordinates for a star on patch i is therefore given by
Additionally,
and
where g iso is the mapping introduced by the isochrones. There are a variety of methods for generating the g iso map. The most common method is to adopt the nearest isochrone to the values of age and metallicity provided. For this work, we interpolate between isochrones, which improves the accuracy of the transformation.
We use the PARSEC isochrones (Bressan et al. 2012 ) on a grid of 353 ages and 57 metallicities to sample the isochrones. Ages in the range −2.40 ≤ log 10 (τ /Gyr) ≤ 1.12 with a spacing of 0.01 dex, and metallicities in the range −2.192 ≤ [M/H] ≤ 0.696 with a spacing of 0.051 dex, were considered.
Every isochrone has a maximum initial mass above which a star of the given age and metallicity cannot exist. We generate a scaled initial mass coordinate so that each isochrone varies fromMini ∈ [0, 1], A single set ofMini is selected to allow regions of the isochrones with high curvature in colour-magnitude space to be more densely sampled. The set of [M/H],Mini, and τ generates a unique value of c, M . Initial mass is distributed according to the initial mass function (IMF). To first order, this is assumed to be independent of metallicity and age. Therefore we can marginalize over initial mass, assuming that the mass of star is drawn from the Kroupa IMF (Kroupa 2001)
where ε(M) is the IMF.
Once again, this selection function is calculated for every field in the survey. The probability of the union of the fields in Equation (5) is used to determine the full selection function in intrinsic coordinates, P(S | θ, s, [M/H], τ ).
MOCK TESTS
To test the performance of the method presented in Section 2, we apply it to a catalogue for which the selection function is known. To do this we generate a mock catalogue of stars and impose a known selection function. We calculate P(S | c, m, θ) (Section 2.2.3) and P(S | s, [M/H], mi, τ, θ) (Section 2.3) and compare the derived selection function to that imposed.
Galaxia mock catalogue
We generate our mock catalogue using the Galaxia code (Sharma et al. 2011) . The thin disk is generated from the analytic Besançon model (Robin et al. 2003) . Non-circular motions in the plane of the disk are introduced through the Shu (1969) DF, and the Bullock & Johnston (2005) N-body models simulate any substructure in the halo. The code synthesises a population of stars with coordinates, trajectories and intrinsic properties including age, metallicity and mass. Given the age, metallicity, and distance, Galaxia also calculates the colour and apparent magnitude of stars as observed from the Sun by employing the nearest Padova isochrone (Marigo et al. 2008 ) from a grid of 182 ages and 34 metallicities. The PARSEC (Bressan et al. 2012 ) isochrones however present a significant update on the Padova isochrones in terms of revisions to major input physics such as the equation of state, opacities, nuclear reaction rates, and inclusion of the pre-main sequence phase. The nearest isochrone calculation method is also less accurate than the interpolation method we employ with PARSEC isochrones discussed in Section 2.3. For these reasons, we recalculate the Galaxia apparent magnitudes and colours using our method.
We generate a sample of stars from Galaxia ( with an area of 3730deg 2 , which spans across regions of low and high latitude. The sampling was H-band magnitude limited, mH < 15, similar to the limitations of the 2MASS survey (Skrutskie et al. 2006) . 2MASS can be used as the photometric catalogue for comparison with spectroscopic surveys such as RAVE (Kunder et al. 2017 ) and APOGEE (Abolfathi et al. 2018) . The H-band magnitude limit was placed using Galaxia such that stars were filtered out based on the built-in Padova magnitudes. The difference between this and our own magnitude calculation leads to some stars with a greater magnitude than the upper limit of the sample and some lower-magnitude stars being excluded. This does not significantly affect our results. The resulting Galaxia catalogue contains 66 million stars, represented by red points in Figure 4 . We will refer to this catalogue as the Galaxia photometric catalogue.
Imposed selection function
Three fields are chosen to represent the catalogue with coordinates given in Equation (24), with the labels for the fields provided in brackets. One field is in the plane whilst the other two are overlapping at high latitude, i.e. Each field has a half-opening angle of 2
• and hence a solid angle of 12.6( • ) 2 . For each field, the selection limits imposed on colour and apparent magnitude are 0.5 < mJ − mK s and 8 < mH < 13.5. These limits are chosen as they closely reflect the selection criteria for many fields of APOGEE-2 (Abolfathi et al. 2018 ). Multi-fibre spectrographs only record a fraction of observable stars either as a result of overcrowding or limits on available fibres. To generate a similar effect, 90% of stars at high latitude and 99.5% of stars in the plane are removed from the catalogue at random. The final spectroscopic catalogue contains 3691 stars. Field 1 contains 3097 stars, similar to a LAMOST field plate, which has 4000 fibers (Zhao et al. 2012) . Fields 2 and 3 hold observations for 294 and 300 stars respectively, similar to an APOGEE field plate, which has 300 fibers (Prieto et al. 2008 ). This will be referred to as the Galaxia spectroscopic catalogue.
The locations of stars in the three fields are plotted in Galactic coordinates as green points in Figure 4 . A zoom into field 1 (low latitude) is plotted in Figure 5 with the shaded blue region showing the extent of the field and the blue points giving the Galactic coordinates of stars in the spectroscopic catalogue. A zoom into fields 2 and 3 (overlapping at high latitude) is presented in Figure 6 , with the red (lower) and green (upper) shaded areas depicting fields 2 and 3 respectively. The red points and green circles provide the Galactic coordinates for stars recorded on fields 2 and 3 respectively.
Application
The Galaxia photometric and spectroscopic catalogues are used to calculate the selection functions in observable coordinates, P(S | θ, c, m), and intrinsic coordinates, P(S | θ, s, [M/H], M, τ ) following the methods described in Section 2.
We use 3 Gaussian mixture components for both the distribution function and the selection function. We find this provides a sufficiently flexible model to fit the data whilst not becoming trapped in local optima. We discuss more general methods for determining the number of components in section 4.
After fitting the method using Powell, we subsequently run a set of 36 MCMC chains for 2000 steps on log L from equation 16 using emcee (Foreman-Mackey et al. 2013), with initial walker positions given by a ball around the Powell best fit parameters. The first 1000 steps are discarded as a burn in and the remainder is kept to represent the model posterior from which the model uncertainty can be found.
We use a flat prior on all parameters of our model. We The red and green shaded regions are the extents of the fields 2 and 3 respectively. Red points and green circles are stars recorded in the spectroscopic catalogue on fields 2 and 3 respectively. There are 294 and 300 stars in the spectroscopic catalogue on fields 2 and 3 respectively. set lower bounds on the weights and covariance eigenvalues of our Gaussian components to prevent overfitting to noise in colour and apparent magnitude. The lower bound on weights also removes some local optima caused by fitting a single Gaussian component and removing any contribution from the rest.
Observable coordinates
The red points and green circles in the scatter plot of Figure 7 are the colour-magnitude coordinates of stars in the photometric and spectroscopic catalogues of field 1, respectively. Performing kernel density estimates of the data, the 1-D colour and magnitude probability density functions (PDFs) are shown in the top and right panels, respectively. The red dot-dashed line is the PDF for the photometric sample, fDF(v | Θ1). The green solid line is the PDF for the spectroscopic subsample f Obs (v | Θ1). The black dashed lines are PDFs of random subsamples of the photometric catalogue with the probability of a star being included, weighted by the value of the selection function for the star,
. From the Markov chains described above, we draw a sample of 25 models from the 68 th percentile of the resulting posterior distribution. Populations drawn from these models are shown by the cyan dashed lines and approximately represent the 1σ confidence of the model. Figure C1 has the same plots with absolute magnitude, which allows a clearer physical interpretation of the samples.
The photometric sample increases in a steep power law curve with magnitude. This is driven by a combination of the IMF, the trend that apparently fainter stars will be located at larger distances on average, and that the size of the volume element goes as d 2 .
The colour distribution shows strong features from the high-mass main sequence at the blue end (J − K ∼ −0.1), turn-off stars (J − K ∼ 0.2) and the red giant branch, red clump and AGB stars (J − K ∼ 0.6). The colour constraints imposed almost entirely select red clump and red giant stars as seen in figure 7. The distribution spectroscopic catalogue samples (cyan dashed lines) fall around the true spectroscopic catalogue (green solid line) at all colours and magnitudes suggesting that the derived selection function performs well at reproducing the spectroscopic distribution. Figure 8 demonstrates the same results for fields 2 and 3. Figure C2 replots the results with absolute magnitude. The spectroscopic catalogue has been plotted without duplicate measurements and the selection function probabilities are calculated with the union method from Section 2.1.3. At high latitudes, the sample is much more heavily dominated by the thin disk at very low distances and thick disk slightly further out. Hence we now observe lower-mass mainsequence stars with a small red giant contribution. The magnitude distribution of the photometric catalogue also drops off at mH ∼ 14.5 due to the drop-off in numbers of stars outside the thick disk. Again the fit to the spectroscopic catalogue is very good with both magnitude and colour distributions falling within the uncertainty of the true spectroscopic catalogue. The uncertainties here are larger due to the smaller numbers of stars per field. This means that the likelihood space is flatter and there is increased uncertainty due to Poisson noise. . The red points are stars from the full photometric catalogue located on the field and green stars are from the spectroscopic catalogue. The kernel density estimates on the top and right of the scatter plot show the normalised probability density function in colour and magnitude, respectively, for the photometric (red dot-dashed) and spectroscopic (green solid) catalogues. The black dashed lines show the distribution of a sample of stars drawn from the photometric sample with probabilities weighted by the derived selection function. The cyan dashed lines are 25 similar samples drawn from models in the 1σ confidence interval. The numbers give the population size in each sample with the cyan giving the mean and standard deviation of the 25 samples in the confidence interval.
We note that whilst the fits to the samples produced here are very successful, this may not always be the case. A drawback of the GMM for this problem is that the likelihood space is heavily multimodal and it is challenging to avoid local optima. We propose solutions to this problem in the Discussion section.
Intrinsic coordinates
The intrinsic 1-D age, metallicity, mass, and distance PDFs are shown for the photometric (red dot-dashed) and spectroscopic (green solid) samples of field 1 in Figure 9 . This field is dominated by thin-disk stars. We discuss the distributions individually below: Figure 8 . Colour against magnitude for stars in fields 2 or 3 of the survey (l, b = 30, 60 or 30, 61). The red points are stars from the full photometric catalogue located on the combined fields and green stars are from the spectroscopic catalogue (with duplicate measurements removed). The kernel density estimates on the top and right of the scatter plot show the normalised probability density function in colour and magnitude respectively for the photometric (red dot-dashed) and spectroscopic (green solid) catalogues. The black dashed lines show the distribution of a sample of stars drawn from the photometric sample with probabilities weighted by the derived selection function. The cyan dashed lines are 25 similar samples drawn from models in the 1σ confidence interval. The numbers give the population size in each sample with the cyan giving the mean and standard deviation of the 25 samples in the confidence interval.
• Age & metallicity: The disk is largely composed of stars that are young and metal rich, which can be seen in the age (top left) and metallicity (top right) plots of the photometric sample (red dot-dashed). The spectroscopic subsample shows a strong bimodality with distinct populations peaking at 1 Gyr and 4 Gyr. The cut in on colour, 0.5 < J − K, removes turn-off stars and the high-mass main sequence, reducing our sample to distinguishable populations of young, high-mass red clump stars and older low-mass red giants. This can seen more clearly by referring to figure C1 , where the equivalent H-R diagram is shown. • Mass: The initial mass function (IMF) declines steeply for higher masses. However, more massive stars are more luminous (M ∼ L 4 ) so we observe them out to much larger distances below the mH cut off. At low masses (∼ 0.75M ) the mass-luminosity relation dominates over the IMF so the probability density increases with mass. At high masses (M > 2.0M ) the IMF dominates and the PDF declines. This is observed in both the photometric and spectroscopic samples. However, a bimodality is introduced as in the age distribution between red clump and red giant stars.
• Distance: Distances in the photometric catalogue extend out to 16 kpc with contributions from low-mass dwarf stars peaking around 4 kpc and giants dominating out to 8 kpc due to their higher absolute magnitudes. Both populations subsequently decline with distance as a result of the faintmagnitude limit, mH < 15. In the spectroscopic sample, the distances display only peak at 8 kpc due to the red giant and red clump populations, which center around similar luminosities, dominating the sample. The selection functionweighted randomly drawn subsamples perform well at tracking the spectroscopic catalogue, which demonstrates that we can reproduce the selection biases of a survey in intrinsic coordinates.
At high latitudes (Figure 10 ), the picture is quite different. The photometric catalogue (red dot-dashed) is completely dominated by low-luminosity thin and thick disk main sequence stars at small distances with a small contribution from red giant stars in the halo. We describe the individual distributions in more detail below:
• Age & metallicity: The photometric age distribution (top left) has a wide contribution from the thin disk with a sharp contribution around 10 Gyr due to the Galaxia thick-disk model. This is reflected in the metallicities (top right), which extend to lower values due to the thick-disk contribution. The spectroscopic catalogue removes the thick disk contribution due to the colour cut removing the high-magnitude end of the main sequence. The thick disk contribution to the age distribution at τ ∼ 10 Gyr is almost completely removed, the metallicities shift higher.
• Mass & distance: The dominance of stars at small distances (bottom right) leads to a mass distribution (bottom left), which is far more concentrated at lower masses, reflecting the IMF. The colour cut on the spectroscopic sample removes the high-mass end of the main sequence, shifting the sample to even lower masses. This leaves only low-luminosity stars which can be seen out to 500 pc. The inferred selection function in figure 10 again performs well at reproducing the behaviour of the intrinsic coordinates. There is a greater spread between the PDFs for different random samples due to the increased noise as the size of the randomly-sampled catalogues is much smaller than the low latitude field.
DISCUSSION
In this paper, we have introduced a novel method for deriving selection functions of spectroscopic surveys. We have also demonstrated the success of this method on a simple test case using Galaxia. In this Section, we discuss some key points to consider when applying the method, and detail improvements that will be made in the near future.
Choice of photometric catalogue
When calculating the selection function of any spectroscopic survey, a photometric survey needs to be specified, which may be assumed complete in the region of the colourapparent magnitude space explored. The choice of photometric catalogue is dependent on the characteristics of the survey. The photometric catalogue should cover the whole footprint of the spectrograph or else a combination of photometric catalogues should be used. It is beneficial to have a photometric catalogue with observing bands closely matching the spectrograph wavelength range. This avoids any uncertainties introduced through bolometric corrections.
That said, particularly for low-latitude observations, dust attenuation is a significant factor, which suggests that infrared photometric surveys may be more appropriate. However, after the improvements proposed in Section 4.4 are imposed, it would be better to use photometric surveys in the same observation bands, as the dust extinction affects measured apparent magnitudes of both spectroscopic and photometric samples similarly.
Optimisation and model selection
The method we found best for fitting GMMs involved initialising means and weights with a k-means clustering algorithm (or weighted k-means clustering algorithm for the selection function) and running the deterministic Powell (Powell 1964) algorithm. This was successful for our test case, but given more heavily multimodal distributions, this algorithm may be less successful. Multinest (Feroz et al. 2009 ) is designed to find the global optimum of heavily multimodal maximum likelihood estimation problems. The challenge with applying this algorithm is that it requires many more iterations to find the global optimum, significantly increasing computational time. The GMM also has one additional free parameter; the number of components. Here, we have set this to 3 in all calculations, but it should ideally be derived empirically. To accomplish this we could calculate the Bayesian Evidence for a set of models with a varying numbers of components, and retain the model with the greatest evidence hence (Occam's razor is intrinsically applied). Another advantage of the multinest algorithm is that it estimates the Bayesian evidence for any model which has been optimized.
Error convolution
In Sections 2.2.2 and 2.2.3 we proposed a method for incorporating the uncertainty in colour and apparent magnitude measurements into our model. A strong benefit of the GMM is that the convolution between a Gaussian uncertainty and the model is also Gaussian which means that calculating the convolution is trivial if the integral is not bounded. However our model includes colour-magnitude boundaries, which means that bivariate Gaussians must be calculated numerically. This is achievable for the model integral in the likelihood function (Equation (13)), however numerically calculating an integral for every star in the catalogue on every iteration is computationally unfeasible. We test the assumption that the contribution to the error convolutions from outside the boundary is small and there are able to integrate analytically. However we find that for uncertainties ∼ 0.1 dex, this favours models with greater values near boundaries, which maximises the unreal contribution from outside the prior boundary. We include the analytic error convolution estimate in our code repository. It should however be used with caution due to the potential statistical biases.
Dust attenuation
In this work we have not considered the impact of dust on any attempts to derive the survey selection function. This will be an important consideration for low-latitude fields. To do this, we require an adequate 3D all-sky dust map such as the map produced by Bovy et al. (2016) which includes a patching together of Marshall et al. (2006) , Sale & Magorrian (2014) and Green et al. (2015) . We can include this in our model in Equation (20)
where x represents the observation band being used for apparent magnitude in the selection function.
Future work
To improve our method, we will look to incorporate multinest (Feroz et al. 2009 ) into our optimisation algorithm and use this to find a maximum evidence model to chose the best number of components to use. We will also consider applying a prior on values of the density function near boundaries so that the error convolution may be introduced as an analytic integral. We will be applying this method to a series of currently available multifibre spectroscopic datasets including APOGEE DR14 (Abolfathi et al. 2018) , LAMOST DR4 (Zhao et al. 2012) , RAVE DR6 (Kunder et al. 2017) , Gaia-ESO (Gilmore et al. 2012) , Galactic Archaeology with HERMES (GALAH DR2, Buder et al. (2018) ), and the Sloan Extension for Galactic Understanding and Exploration (SEGUE, Yanny et al. 2009 ). We will also apply the method to the Gaia DR2 (Gaia Collaboration et al. 2018 ) RVS subsample, applying the HEALPix (Górski et al. 2005) binning algorithm. Further into the future, we will apply this algorithm to the first data releases of upcoming multifibre spectrographs, WEAVE (Dalton et al. 2012) , MOONS (Cirasuolo et al. 2014 ) and 4MOST (de Jong et al. 2012) .
CONCLUSIONS
We have developed a method for empirically determining the selection function of multi-fibre spectrographs, where there exists a more complete photometric survey in the same region of observable (colour-apparent magnitude) parameter space. This method is applicable to all-sky spectrographs as well, through the use of a pixellation algorithm such as HEALPix (Górski et al. 2005) .
The method improves on previous works by modelling the selection function with a GMM that is fitted through the specification of a Poisson likelihood function. This generates a selection function, which accounts for Poisson noise in low-count data. This approach also allows us to define the uncertainties in our selection function by analysing the posterior distribution on the model parameters. We also describe how measurement uncertainties may be incorporated into our model although we find that the current method of applying this generates biases in the model parameter optimisation.
We further develop a union calculation, which allows the selection function to be calculated in regions of sky where fields partially or fully overlap. This can be applied when generating combined catalogues of independent surveys to produce a joint selection function. In an era where large amounts of spectroscopic data are becoming available from many independent observatories, each with their own observational limitations, combining surveys can hugely enhance our understanding of the Milky Way. We can also apply our method to subsamples of any catalogue if analysis is being done on a more specific or constrained stellar population.
Finally, we present a method of translating selection functions from observable colour-apparent magnitude coordinates into intrinsic coordinates of age, metallicity, mass and distance using the PARSEC isochrones (Bressan et al. 2012 ). This allows a much stronger insight into the effects of the selection function on stellar parameters.
We have demonstrated the effectiveness of our method on a mock catalogue generated using the Galaxia (Sharma et al. 2011 ) population synthesis code. We are successful in reproducing the applied selection function within the model uncertainty.
The code has been developed as a user-friendly Python repository at https://github.com/AndrewEverall/ seestar.git, which will continue to be improved and updated with new developments. We will look to apply our method to the several spectroscopic catalogues and make these selection functions publicly available shortly. 
In many cases, there are more than two overlapping patches. For convenience of notation, we define P(Ei) ≡ P(Si | Θi, v)P(Θi | θ) and substitute into Equation 
where P(Ei, Ej) denotes the probability of an intersection between each pair of fields, P(Ei, Ej, E k ) denotes the probability of an intersection between each group of three fields, and so on. The joint probabilities are given by We can simplify Equation (A5) for some specific circumstances:
(1) θ is not located on any patches. P(Θi | θ) = 0 ∀ i. All terms in the expansion are 0
(2) θ is located on only one patch, α. P(Θi | θ) = 0 ∀ i = α, P(Θα | θ) = 1
(3) θ is on the intersection between two fields denoted by α and β:
Ei =P(Sα | Θα, v) + P(S β | Θ β , v) (A6)
We see that, as expected, Equation (A6) is equivalent to Equation (A1) where A = α, B = β, P(ΘA | θ) = 1 and P(ΘB | θ) = 1.
APPENDIX B: POISSON LIKELIHOOD
The Poisson distribution gives the probability of n events occurring within an observation window (e.g. a colourmagnitude bin on patch i)
where λ is the mean number of events per observation. For an observation which contains many observation windows, such as a patch i with many colour-magnitude bins, the total probability and likelihood distribution is given by the product of the probability distributions for each window
where j in our case corresponds to a colour-magnitude bin, and T is the number of colour-magnitude bins on patch i. We would like to transform this into a likelihood function of a continuous intensity distribution,λ(vj), which depends on the colour-magnitude coordinates of the bin. We shrink the windows (i.e. the colour-magnitude bins) so that each window either contains 1 or 0 events. For all windows, kj! = 1 (1! = 0! = 1). λ 
where j now corresponds to a star, as there is only one star per bin that contributes to the likelihood. The product of exponentials can be replaced in the continuous limit by the exponential of an integral over the region of space, R
where N is the number of events which occur in bin, j.
APPENDIX C: CATALOGUES IN COLOUR-ABSOLUTE MAGNITUDE SPACE.
This paper has been typeset from a T E X/L A T E X file prepared by the author. Figure C1 . Colour and absolute magnitude for stars in field 1 of the survey (l, b = 30, 0). The red points are stars from the full photometric catalogue located on the field and green stars are from the spectroscopic catalogue. The histograms and kernel density estimates on the top and right of the scatter plot show the normalised probability density function in colour and magnitude respectively for the photometric (red dot-dashed) and spectroscopic (green solid) catalogues. The black dashed lines show the distribution of a sample of stars drawn from the photometric sample with probabilities weighted by the derived selection function. The cyan dashed lines are 25 similar samples drawn from models in the 1σ confidence interval. Figure C2 . Colour against absolute magnitude for stars in fields 2 or 3 of the survey (l, b = 30, 60 or 30, 61). The red points are stars from the full photometric catalogue located on the combined fields and green stars are from the spectroscopic catalogue (with duplicate measurements removed). The histograms and kernel density estimates on the top and right of the scatter plot show the normalised probability density function in colour and magnitude respectively for the photometric (red dot-dashed) and spectroscopic (green solid) catalogues. The black dashed lines show the distribution of a sample of stars drawn from the photometric sample with probabilities weighted by the derived selection function. The cyan dashed lines are 25 similar samples drawn from models in the 1σ confidence interval.
