The dynamical systems method (DSM), for solving operator equations, especially nonlinear and ill-posed, is developed in this paper. Consider an operator equation F (u) = 0 in a Hilbert space H and assume that this equation is solvable. Let us call the problem of solving this equation illposed if the operator F (u) is not boundedly invertible, and well-posed otherwise. The DSM for solving linear and nonlinear ill-posed problems in H consists of the construction of a dynamical system, that is, a Cauchy problem, which has the following properties:
(f) for some monotone operators which are not Fréchet differentiable and for some unbounded, closed, densely defined F .
In Newton-type schemes the main difficulty is to invert the derivative of the operator. A novel scheme, based on DSM, allows one to avoid this inversion.
Global convergence theorem is obtained for the regularized continuous analog of Newton's method for monotone operators. Global convergence means that convergence is established for an arbitrary initial approximation, not necessarily the one which is sufficiently close to the solution.
A general approach to constructing convergent iterative schemes for solving well-posed nonlinear operator equations is described and convergence theorems are obtained for such schemes.
Stopping rules for stable solution of ill-posed problems with noisy data are given.
Introduction
The aim of this paper is to present in a self-contained way a series of the results obtained in 10 -22 , where the DSM (dynamical systems method) in its current scope was developed. Among related ideas is the old method of steepest descent. One of the first papers, where the DSM, specifically, its version corresponding to a continuous analog of the Newton's method for well-posed equation F (u) = 0 was developed, is 5 . In 9 iterative processes for solving nonlinear well-posed equations in finite-dimensional spaces are presented, and in 4 iterative methods for solving some ill-posed problems are discussed. In 1 -3 , 7 , 26 some results which are obtained by the DSM method are given, and in 24 and 25 the efficiency of the DSM method is illustrated in the problem of stable numerical differentiation of noisy data.
The DSM method can be considered as a general method for solving operator equations, especially ill-posed, nonlinear.
At first, one may think that solving the Cauchy problem (4) of the DSM in order to solve equation (1) is replacing a simpler problem (1) by a more complicated problem (4) . However, if problem (1) is ill-posed in the sense that (3) fails, then there are no general approaches to solving (1) , and the DSM provides such an approach for a very wide class of equations (1) .
It also provides a general approach to construction of convergent iterative schemes for solving (1) . Finally, numerical solution of (4), after a discretization, amounts to solving a Cauchy problem for a system of ODE. This is an area of numerical analysis which was much studied and is well developed.
Let us now describe the idea of the DSM. Let H be a real Hilbert space, F : H → H be an operator. One wants to solve an equation
and one assumes that there is a y, possibly nonunique, such that F (y) = 0. Let u 0 ∈ H be an element, and B(u 0 , R) := {u : u−u 0 ≤ R}. Assume sup u∈B(u0,R)
where F (j) is the Fréchet derivative. We call problem (1) well-posed, if
Otherwise we call (1) ill-posed. The dynamical systems method (DSM) for solving (1) is the method consisting of the following steps: a) finding a map Φ(t, u) such that the probleṁ u = Φ(t, u), u(0) = u 0 ;u := du dt ,
has the following properties:
∃!u(t) ∀t > 0; ∃u(∞) := lim t→∞ u(t); F (u(∞)) = 0,
b) solving (4), then taking t → ∞, and finding the solution as the limit u(∞). Note that u(∞) = u(∞, u 0 ) if (1) has more than one solution. How does one find Φ? There are many ways ( 13 ) to find Φ such that (5) holds. We assume that Φ is locally Lipschitz with respect to u and continuous with respect to t. This implies local existence and unqueness of the solution to (4).
Our aim is to review some of the results obtained recently 10 -22 . These results demonstrate the power of the DSM, both as a theoretical tool for proving the existence of a solution to equation (1) , proving that F is a global homeomorphism (under suitable additional assumptions), deriving convergent iterative schemes for solving (1) , and developing numerical methods for solving a very wide class of linear and nonlinear operator equations, especially ill-posed. There is a large literature on linear ill-posed problems (e.g. see 6 ), and a less extensive one on nonlinear ill-posed problems (e.g. 27 , 10 ). Let us describe briefly the scope of the results obtained by the DSM in 10 -22 , assuming (2) unless otherwise stated:
(1) Every solvable well-posed equation (1) can be solved by the DSM method which converges exponentially fast. (2) Every solvable ill-posed linear equation (1) with a bounded operator A can be stably solved by the DSM. Here F (u) := Au − f = 0, and stably means that if the noisy data f δ are given, f δ − f ≤ δ, then there is a t δ such that lim δ→0 u(t δ ) − y = 0. (1) can be stably solved by the DSM provided that the operator T := A * A, A := F (y), maps the set {u : ||u|| ≤ r}, where r > 0 is sufficiently small, into the set β := {u : 0 < u ≤ 1}. (5) If F is monotone, hemicontinuous, defined on all of H, but (2) is not assumed, then if equation (1) is solvable, possibly nonuniquely, then its minimal-norm solution y can be stably found by the DSM.
where L is a closed, linear, densely defined in H operator, which has a bounded inverse, g is a nonlinear operator satisfying (2), and equation (1) is solvable, then its solution can be stably found by the DSM, provided, for example, that (1) is given. (10) A method for constructing a Newton-type method without inverting the derivative operator is developed.
Well-posed problems
Assume (2) and (3). Take Φ = −[F (u)] −1 F in equation (4):
This is a continuous analog of the Newton's method. From (2) and (3) it follows that Φ is Lipschitz, so (6) is locally solvable. It will be globally solvable, i.e., solvable ∀t > 0, if sup t>0 u(t) ≤ ∞. Let us prove this estimate. Let F (u(t)) := g(t). Then gġ = −g 2 by (6), so g(t) = g(0)e −t .
From (6) one gets u ≤ g(0)e −t m(R). Thus u(t) − u(0) ≤ g(0)m(R) as long as
that is, as long as the trajectory u(t) stays in the ball B(u 0 , R) for all t > 0. Assume (7) . Then ∃u(∞),
and from (6), as t → ∞, one gets F (u(∞)) = 0. We have proved that equation (1) can be solved by the DSM (6). (3) and (7) hold, then equation (6) has a unique global solution, and (5) holds. Moreover, estimates (8) hold, i.e., u(t) converges to the solution u(∞) at the exponential rate and the trajectory u(t) stays in the ball B(u 0 , R) for all t ≥ 0.
Remark 2.1. Many other choices of Φ are discussed in 13 , 14 . These choices include continuous analogs of the modified Newton's method, Gauss-Newton method, gradient method, method of simple iterations, etc.
3. Surjectivity of F Theorem 3.1. Assume (2) , (3) and let the following condition hold:
Then F is surjective.
Proof. The proof of Theorem 2.1 shows that if (9) holds, then, for any fixed u 0 , (7) holds for some R > 0. Thus (1) is solvable. The same argument holds for the equation F (u) − f = 0, for any f ∈ H. Theorem 3.1 is proved.
When is F a global homeomorphism?
Theorem 4.1. Assume (2) , (3) and let h : R + → R + , R + := (0, ∞), be a continuous function such that
Proof. From (3) it follows that F is a local homeomorphism. To prove that F is a global homeomorphism one has to prove that: a) F is surjective, and
Let us prove a). As in Section 2, one gets
where the inequality u ˙≤ u was used. Thus
This and (10) imply sup t>0 u(t) < ∞, so sup t>0 h( u(t) ) < ∞, and (11) yields u ≤ ce −t . Thus u(t) − u 0 ≤ c, u(∞) exists, and, as in Section 2, F (u(∞)) = 0. Since this argument remains valid if F (u) is replaced by F (u) − f with an arbitrary f ∈ H, the surjectivity of F follows. Thus, a) is proved.
Below we consider the equation F (u) − f = 0. Let us prove b). If u 0 − v 0 is sufficiently small, and
where c > 0 stands for various constants, then b) follows. Indeed, let u :
If s is sufficiently small, then w(s) − u 0 is as small as one wishes, and u(t, w(s)) − u(t, u 0 ) is as small as one wishes uniformly for all t > 0. Thus
Since F is a local homeomorphism, it follows that u(∞, w(s)) = u(∞, u 0 ) = u. Finitely many small steps are needed to get to w(1) = v 0 and conclude that v = u(∞, w(1)) = u(∞, u 0 ) = u.
To complete the proof, let us check (12).
Let g(t) := ψ(t) . Multiply (13) by ψ, use the formula
2 ψ 2 , and get
where the estimate F (u(t)) − f ≤ ce −t was used. Since g(t) ≥ 0, one can consider instead of (14) the following one:
Let
c , where (12) follows. Theorem 4.1 is proved.
Linear ill-posed equations
Assume
where A is a bounded linear operator, Ay = f , y is the minimal-norm solution,
Consider the equatioṅ 
hds, and, since h = Bu, it is easy to check that lim t→∞ u(t) = y. Indeed, lim ε→0 [B +ε] −1 Bu = y, where u = u(t) and ε = ε(t), and lim t→∞ t 0 e −(t−s) g(s)ds = g(∞) provided there exists g(∞) := lim t→∞ g(t). Thus (5) holds and the DSM (18) is justified. If f δ is given in place of f , then h δ will replace h in (18). Without loss of generality one may assume that h δ − h ≤ δ. Let u δ (t) solve (18) with h replaced by h δ . Let us prove:
Claim: There exists t δ , lim δ→0 t δ = ∞, such that
To prove the claim, note that
.
Therefore any t δ such that lim δ→0 t δ = ∞ and lim δ→0 δ ε(t δ ) = 0 is suitable for the claim to hold. Theorem 5.1 is proved.
Nonlinear equations with monotone operators
Assume that F is monotone in the sense
(2) holds, and
where y is the minimal-norm solution to (19). Note that if F is monotone and (2) holds, then N (F ) := {u : F (u) − f = 0} is a closed and convex set. Such sets in Hilbert spaces have a unique minimal-norm element, as is well known.
Consider the probleṁ
where A ε := F (u) + εI, I is the identity operator,
Theorem 6.1. If (2) and (21) hold, and u 0 ∈ H is arbitrary, then (5) holds (with
Proof. Consider the equation
It is known (e.g. 13 ) that if F is monotone and (2) and (21) hold, then there exists a unique solution V = V (t) to (22) and
Since
We want to prove the relation: lim t→∞ g(t) = 0. From (21) and (20) one 
It follows from (24), (21), and Example 7.1 in the next section, that g(t) ≤ cε(t) → 0 as t → ∞. Theorem 6.1 is proved.
We have used in (20) the operator A −1 := (A + I) −1 as an approximation to the inverse of the operator A := F (u), where > 0 tends to zero. This is natural because A ≥ 0 is a bounded selfadjoint operator. For such an operator one can derive the relation lim →0 A −1 Au = u, using the spectral theorem for selfadjoint operators, and assuming that u ∈ D(A), u ⊥ N (A) := {u : Au = 0}, and otherwise u is arbitrary. For non-monotone F , and also for monotone F , one may use other approximations for the inverse of A when this inverse is unbounded or does not exist. If A is selfadjoint, but not necessarily non-negative, or if A is normal, or, more generally, when A is a spectral operator, then one can use spectral theory to approximate the inverse of A. For instance, if A is selfadjoint, then one may use a function φ (A) such that lim →0 φ (A)Au = u for all u ∈ D(A), u ⊥ N (A). When A is non-selfadjoint, one may use φ (A * A) to approximate the inverse of A, when this inverse is unbounded or does not exist. The regularized Gauss-Newton method is based on such an approximation. A motivation for this is the formula (A * A) −1 A * = A −1 valid for a boundedly invertible linear operator A.
One can derive a stopping rule for problem (20) as in Section 5. If ||f δ − f || ≤ δ, and u δ (t) solves (20) with f δ replacing f , then the error E can be estimated as follows:
where V δ (t) solves (22) with f δ replacing f . One has ||V (t)−y|| := a(t) → 0 as t → ∞. Using monotonicity of F , one derives the estimate
If w δ (t) := u δ (t) − V δ (t) and g δ (t) := ||w δ (t)||, then, as in the proof of Theorem 6.1, one derives the inequality similar to (24):
where the last new term comes from the estimates
, and ||V || ≤ ||y||.
Applying Theorem 7.1, one gets the inequality g δ (t) ≤ cε(t), where c > 0 is a constant, provided that t ≤ t δ , where the stopping time t δ is found from the equation δ a = ε(t), for a fixed δ and 0 < a < 1. This equation has a unique solution t δ because ε decays to zero monotonically. Moreover, t δ → ∞ as δ → 0. The error estimate is:
because, due to the inequality 0 < a < 1, one has
A novel discrepancy principle for nonlinear equations with monotone operators is formulated and justified in 15 .
A differential inequality
Assume that γ, α, and β are continuous nonnegative functions, and there exists a µ(t) > 0 lim t→∞ µ(t) = ∞, such that
Then every solution g(t) ≥ 0 to (25) exists for all t > 0 and
Proof. Let h := ge
where
γds .
Consider the equationu
Its solution is (cf. 8 ): 
From a comparison lemma it follows that h ≤ u < (26) . In (24) 
Let λ = 4c 0 . Then the first inequality holds. The second one can be written as 4λc 1 |ε| ε 2 ≤ 1. A scaling transformation of ε, namely ε → νε,
Then there exists a solution to the equation:
Proof. Consider the probleṁ
This problem is uniquely locally solvable, because (2) and (30) imply that the right-hand side in (32) is a Lipschitz function. Let
where u(t) solves (32). Then
Thus g(t) = g 0 e −t , and (32) and (30) imply u ≤ cg0 ε e −t . Thus lim t→∞ u(t) := u(∞) exists. Passing to the limit t → ∞ in (32) one proves that u(∞) satisfies equation (31). Theorem 8.1 is proved.
A singular perturbation problem
In this Section we want to give sufficient conditions for the solution u ε to equation:
to have a limit lim ε→0 u ε = y, which solves (1). Here w ∈ H is some element. . Then
The map T is a contraction on B(R) := {z : z ≤ R}, where
where ρ = 1 − 2M 2 c(1 + c) v . Here we have used the estimate A −1
, where z, p ∈ B(R). By Taylor's formula one gets
One has
Therefore T maps B(R) into itself and is a contraction on B(R), where R is defined in (35). Indeed
if ε is sufficiently small. For such ε equations (34) and (33) are uniquely solvable and z ε ≤ O(ε) as claimed. Theorem 9.1 is proved. 
Nonsmooth monotone operators
Assumption A): Assume that F is hemicontinuous (that is, (F (u+λh), w) is a continuous function of λ in a neighborhood of λ = 0 for any u, h and w), monotone:
and ∃y : F (y) = 0, where y is the minimal-norm solution to (1). It is known that under Assumption A) the set N F := {z : F (z) = 0} is closed and convex, and such a set in H has a unique element of minimal norm, so y is uniquely defined if (1) has a solution.
Consider the problem:
Lemma 10.1. Problem (38) has a unique global solution if A) holds.
This lemma is known (see e.g. 10 ) and holds also for any integrable ε = ε(t) ≥ 0.
Lemma 10.2. The solution to (38) satisfies the estimates
where c = const > 0 and h = const > 0 is arbitrary.
Proof. Let z := u(t + h) − u(t), z := g(t)
. From (38) one getṡ
Multiply this equation by z, use the monotonicity of F and get gġ ≤ −εg 2 . So g ≤ g(0)e −εt . Let us prove the first inequality (39). Denote u(t)−y := p, p := q. Thenṗ
Multiply (41) by p, use the monotonicity of F and the inequality q ≥ 0, and getq
This implies q(t) ≤ q(0)e −εt +ε y t 0 e −ε(t−s) ds. Thus q(t) ≤ u 0 −y + y , and the first inequality (39) is proved.
Remark 10.1. We claim that the first inequality (39) holds also if ε = ε(t) > 0, where ε(t) is a locally integrable function. Indeed, since q ≥ 0, write (42) asq ≤ −εq + ε y . Let q = Q(t)e Proof. If A) holds, then equation (31) is uniquely solvable. Denote by V ε its solution. Then V ε satisfies the first and the third relation (23) . Let u(t) − V ε := η, where u(t) solves problem (38). Then (38) implieṡ
Multiply this equation by η, let η := ϕ, use the monotonicity ofF , and getφϕ ≤ −εϕ 2 . Thus, ϕ(t) ≤ ϕ(0)e −εt . If t = t ε and lim ε→0 εt ε = ∞, then
one concludes from (44) and (23) 
has a unique solution, (5) holds, and u(∞) = y. 
Unbounded operators
Consider equation (1) with F = L + g, where L is a linear, densely defined, closed operator, and g is a nonlinear operator satisfying (2) . For example, a semilinear boundary-value problem
Then (5) holds for problem (4) with 
where v ε solves the equation
Proof. [Proof of Theorem 11.1.] Equation (1) is equivalent to
Assumptions (51), (52), and Theorem 9.1 imply the conclusion of Theorem 2.1.
Proof. [Proof of Theorem 11.2.] Consider the equation
By Theorem 11.1 equation (4) 
Let us check that v 0 ∈ D(L) and pass to the limit ε n → 0 in (55). Since L is selfadjoint one has
This strong limit exists because of (55). Indeed, lim n→∞ ε n v n = 0 since v n is bounded (see (56)). Let us check that
If (60) holds then lim n→∞ g(v n ) = g(v) by the continuity of g, and (59) follows from (55). To prove (60), we first prove that v 0 = y. Assuming this for a moment, one has from (57): y ≤ lim inf n→∞ v n ≤ lim sup n→∞ v n ≤ y . Therefore (60) holds with v 0 = y. Let us prove v 0 = y. One has by the monotonicity:
where t > 0 and z ∈ D(L) is arbitrary. Since v n v 0 and t = const > 0, one gets from (61) as n → ∞ the following:
Let t → 0 in (62). Then
Since D(L) is dense in H, it follows from (63) that
However, v 0 ≤ y , and y is the minimal-norm solution to (64). Since such a solution is unique, it follows that v 0 = y, as claimed. The uniqueness of the minimal-norm solution to (64) follows from Lemma 11.1.
Lemma 11.1. If F is closed, hemicontinuous, and monotone, and D(F ) is a dense linear set, then N F = {u : F (u) = 0} is a closed and convex set.
Proof. First let us prove that N F is closed. Let F (u n ) = 0, u n → u. Then, since F is closed, one gets F (u) = 0. So N F is closed. Now let us prove that N F is convex. Note that under the assumptions of Lemma 11.1 one has:
Indeed, if u ∈ N F then the monotonicity of F implies inequality (65). Conversely, if inequality (65) holds, then set v = u + tz, where t = const > 0 and z ∈ D(F ) is arbitrary, and get −(F (u + tz), z) ≥ 0. Pass to the limit t → 0 using the hemicontinuity of F and get −(F (u), z) ≥ 0 ∀z ∈ D(F ). Since D(F ) is dense in H, this implies F (u) = 0. Lemma 11.1 is proved.
In Hilbert spaces any convex and closed set has a unique minimal-norm element.
From our argument and from (55) it follows that Lv n → η, v n → y, so Ly = η because L is closed. Theorem 11.1 is proved.
Equations in Banach spaces
Consider equation (31) in a Banach space X. Assume that ε = const > 0, F : X → X, (2) and (30) hold, and consider problem (32). Let η ∈ X * be arbitrary, ϕ(t) := F (u(t)) + εu(t), η , g(t) := F (u(t)) + εu(t) = sup η ≤1 |ϕ(t)|. Using (32) one gets
Thus g(t) ≤ g(0)e −t and, by (32), u ≤ c ε g(0)e −t . Thus u(∞) exists, and passing to the limit t → ∞ in (32) one proves that u(∞) solves (31).
We have proved that equation (31) can be solved by the DSM:
Theorem 12.1. If F : X → X, (2) and (30) hold, ε = const > 0, then equation (31) has a solution, and (5) holds for (32).
The proof of Theorem 9.1 remains valid for equation (33) in Banach spaces.
Iterative processes for well-posed problems
In this section we prove that any solvable well-posed problem can be solved by an iterative process with constant stepsize and the process converges exponentially fast.
g1ds ∈ L 1 (0, ∞), and (4) has a unique local solution.
Then (5) holds for problem (4).
Proof. Since there is a unique solution to (4), this solution exists globally if sup t>0 u(t) < ∞. Let g(t) = F (u(t)) . Using (4) one getsġg = (F u,
Lemma 13.1 is proved.
Remark 13.1. If g 1 = c 1 = const > 0, and g 2 = c 2 = const > 0, then
, iii) takes the form F (u 0 ) c2 c1 := r ≤ R, and one has
Theorem 13.1. Assume (2), (3), Φ (u) ≤ L 1 ∀u ∈ B(u 0 , R), and let F (y) = 0. Let the conditions i), ii), and iii) of Lemma 13.1 hold with g = c j , j = 1, 2, g = const > 0, and u 0 is sufficiently close to y. Then there exists an h > 0 such that the iterative process
converges to y:
where c = const , 0 < c < c 1 , and r := c2 c1 F 0 .
Proof. For n = 0 the inequalities (68) hold (see (66) with u(∞) = y). We prove that if they hold for n then they hold for n + 1. The assumption that u 0 is sufficiently close to y ensures that y = u(∞). Let w n+1 (t) solve (4) for t > t n , w n+1 (t n ) = u n , t 0 = 0, t n = nh. By Lemma 13.1 one has
and
From (70) and (71) one gets
provided that h is so small that
In (72) we have used the estimate (cf (68)):
Let us check the second inequality (68) with n + 1 in place of n:
where (71) was used. From (76), (74), and (75) one gets:
provided that
If h is sufficiently small, then (73) and (78) hold. Theorem 13.1 is proved.
Iterative process for ill-posed problems with monotone operators
Assume (2), but not (3). Let A := F (u) ≥ 0 ∀u, A ε := A+εI, and consider an iterative process
where A n := A(u n ) + ε n I, and u 0 ∈ H is arbitrary. Let y be the minimal norm solution to (1).
Theorem 14.1. Under the above assumptions one can choose ε n and h n so that
Proof. Let V n solve (22) with ε(t) = ε n . Let z n := u n − V n , z n = g n . Then u n − y ≤ g n + V n − y , and we know that lim n→∞ V n − y = 0 if lim n→∞ ε n = 0. Thus (80) holds if lim n→∞ g n = 0. Let us prove the last relation. Let b n := V n+1 − V n , lim n→∞ b n = 0. Rewrite (79) as
where we have used the Taylor formula:
From (81) one gets
Then (82) yields:
Theorem 14.1 follows from Lemma 14.1, which is stated and proved below.
then (84) implies
Proof. From (84) one gets by induction:
aj . Therefore (85) and (87) imply (86). Lemma 14.1 is proved.
Remark 14.1. One can always choose a n such that (85) holds. Indeed, let a j = log p j = log p ∀j, where 1 < p ≤ √ e. Then e 
Newton-type methods without inverting the derivative
In using Newton-type methods the most difficult part of solving numerically problem (1). This part consumes major computer time and leads to numerical errors. Let us consider a DSM of the forṁ
where A := F (u), T := A * A. Therefore, instead of an unknown u we are looking for a two-component vector u Q , where Q is an operator-function which plays the role of [F (u)] −1 in the usual Newton-type method. We prove that problem (88)-(89) has a unique global solution and (5) holds under suitable assumptions.
First, we need a lemma which is a Gronwall-type lemma for operator equations.
where T , G and Q are bounded linear operator-functions in H. Assume that
Proof. Let g := Q(t)h, b(t) := Gh, h ∈ H is arbitrary, h does not depend on t. Then (90) impliesġ = −T g + b(t). Multiply this equation by g, let (g, g) := p 2 (t), and get:
b(s) a(s)ds. Now take the supremum with respect to h, h = 1, and get (92). Lemma 15.1 is proved.
Let us state the main result of this section. 
Since T (t) ≥ c > 0, c = const , Lemma 15.1 and equation (89) imply
where M 1 is the constant from (2). Thus
We prove below that
Thus (94) yields:ġ
If kg(0) < 1, then (97) implies:
Inequality kg(0) < 1 holds if k u 0 − y < 1. This is the "closeness of u 0 to y" condition. Inequality (98) shows that u(t) → y exponentially fast. The trajectory {u(t)} t≥0 ∈ B(u 0 , R) if 
Theorem 15.1 is proved.
Remark 15.1. In the ill-posed case, when (3) fails, one can prove a similar result (see 23 ).
Equations with non-monotone operators
Let us assume (2), but not (3), let y solve equation (1) 
where ||z|| << 1 means that ||z|| is sufficiently small. This smallness requirement will be specified below. Assume also that u 0 ∈ B(y, R), and R << 1. Let u = u(t) solve (4) with the above Φ.
Theorem 16.1. Under the above assumptions (5) holds for the solution to (4) with the above Φ.
Remark 16.1. Theorem 16.1 states that the DSM with the above Φ is justified for solving equation (1) provided that (102) holds and R << 1. Condition R << 1 says that the initial approximation u 0 is sufficiently close to the solution y. This assumption is quite standard. Condition (102) means that the operator T 0 maps the punctured ball {z : 0 < ||z|| < r} of small radius r > 0 onto a set which has a non-empty intersection with the set {w : 0 < ||y − w|| < a}, where a > 0 is some, possibly large, number. In the literature such type of assumption is called sometimes a source assumption, because it says that y −ũ 0 belongs to the range of T 0 . The elementũ 0 , such that the above assumption holds, exists if the range of T 0 is dense in a cone with vertex at y, or even when this range contains a segment issued from the element y. If T 0 is compact and has a non-zero eigenvalue: T 0 φ = λφ, ||φ|| = 1, λ = 0, thenũ 0 exists: for example one may takeũ 0 = y − sφ, where s is sufficiently small. In this case z = s λ φ. Thus, assumption (102) is quite weak from the theoretical point of view. From the practical point of view it has a drawback: one does not have an algorithm for choosing suitableũ 0 .
Proof. Let us prove Theorem 16.1. Let w := u − y and g := ||w||. Using the Taylor's formula, one has:
Thus,
One has (cf 13 ):
Write T 
Multiply (4) (with the above Φ) by w, use (103) and (104), and get the inequality:
where c 0 := M 2 /2. Choose ||z|| ≤
