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Using a three-path contrast interferometer (CI) geometry and laser-pulse diffraction gratings,
we create the first matter-wave interferometer with ytterbium (Yb) atoms. We present advances
in contrast interferometry relevant to high-precision measurements. By comparing to a traditional
atom interferometer, we demonstrate the immunity of the CI to vibrations for long interaction times
(> 20 ms). We characterize and demonstrate control over the two largest systematic effects for a
high-precision measurement of the fine structure constant via photon recoil with our interferometer:
diffraction phases and atomic interactions. Diffraction phases are an important systematic for
most interferometers using large-momentum transfer beam splitters; atomic interactions are a key
concern for any BEC interferometer. Finally, we consider the prospects for a future sub-part per
billion photon recoil measurement using a Yb CI.
I. INTRODUCTION
Many of the most surprising results of quantum theory
arise from interference effects in the wave aspects of ma-
terial particles. These same effects can be harnessed in
a matter-wave interferometer for precision measurements
[1]. Matter-wave interferometers have been used for a va-
riety of precision measurements, from applications such
as measuring gravity and gravity gradients[2] or rota-
tion sensing[3] to fundamental physics such as measuring
the fine structure constant[4] or atomic polarizabilities[5].
Most precision measurements rely on incoherent sources
of atoms such as beam lines or laser-cooled clouds. How-
ever, Bose-Einstein condensates (BECs) have recently re-
ceived attention for a variety of interferometric measure-
ments because their coherence properties have the poten-
tial to greatly enhance signal strength and visibility[6, 7].
Atom interferometry has historically focused on the
alkali atoms. In this paper, we report the first matter-
wave interferometer using ytterbium (Yb). Unlike al-
kalis, the bosonic isotopes of Yb have no magnetic mo-
ment in the ground state. Eliminating the need for mag-
netic shielding makes Yb a promising atom for precision
measurements[8]. The large number of stable isotopes,
both fermionic and bosonic[9], allow a variety of prop-
erties to be modified between experiments, further en-
hancing the appeal of Yb for precision interferometry.
Unlike alkali atoms, Yb has several transitions in the
visible spectrum, including a strong dipole transition, a
weak intercombination transition, and two clock tran-
sitions. This variety of transitions is key for proposed
applications of Yb in interferometry[10][11].
Specifically, we present a contrast interferometer (CI)
using a 174Yb BEC as source. The CI is a promising
design for precision measurements of the fine structure
constant[12]. We demonstrate interferometer times as
long as 22 ms, more than three times longer than pre-
vious CIs. We show that the interferometer signal qual-
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FIG. 1. (color online) Contrast interferometer geometry and
readout. On the top left, the geometry for the contrast inter-
ferometer is depicted. The splitting pulse diffracts the BEC
into three branches, at t = 0. A mirror pulse at t = T reverses
the momenta of the moving branches. To the right, the atomic
density patterns seen at three times near t = 2T demonstrate
the source of the oscillating back-reflection signal. Light is
Bragg reflected from a high-contrast atomic density grating,
while it passes through a uniform density cloud a short time
later. At the bottom, a sample readout signal from a single
run of the interferometer, with T = 7 ms, is shown.
ity does not degrade over such long times, even without
vibrational isolation—a dramatic improvement over tra-
ditional interferometers[13]. Diffraction phases due to
pulses far from the Raman-Nath (short pulse) regime
are an important systematic effect for high-precision in-
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2terferometers utilizing large-momentum transfer beam
splitters[6, 14]. We report the first measurement of
diffraction phases for such pulses, successfully modeling
and correcting for this effect. Finally, we demonstrate
quantitative control over atomic interaction effects within
our BEC source. Controlling these interactions is impor-
tant for achieving high accuracy measurements with BEC
interferometers.
The paper is organized as follows. In section II we dis-
cuss technical advances in the interferometer itself: the
Yb source and increased interferometer time. In section
III, we discuss the diffraction phases model and its suc-
cessful implementation into our data analysis. In section
IV, we discuss the physics of atomic interactions and test
our models against experiments. Finally, in section V, we
consider scaling of precision and a variety of systematic
effects to assess the possibility of a future sub-ppb mea-
surement of the Yb photon recoil frequency and the fine
structure constant.
II. INTERFEROMETER ADVANCES
A. Yb Contrast Interferometer
In a CI, a cold cloud is released from a trap and allowed
to expand for some time. Then, at t = 0, the atomic
wave functions are diffracted into three branches (see Fig.
1) by a short standing-wave pulse of light, the “split-
ting pulse.” A simple model treats the three branches
as plane-wave states with equal densities and momenta
−2~k, 0, and 2~k, where k = 2pi/λ is the wavenumber of
the light used to make the diffraction gratings.
At t = T , a longer pulse, the “mirror pulse,” is used
to reverse the momenta of the two moving branches.
Finally, at t = 2T , a traveling light pulse probes the
cloud. Interference between the three momentum states
creates a grating of atomic density with contrast that
rises and falls over time. The grating period, λ/2, causes
the traveling pulse to coherently back-reflect when the
grating has high contrast and pass through when it has
low contrast[15]. The contrast of the density grating, and
thus the reflected light signal intensity, oscillates as
A(t) cos2
(
φ1(t) + φ−1(t)
2
− φ0(t)
)
, (1)
where A(t) is an amplitude envelope caused by the fi-
nite spatial extent of the initial condensate, as opposed
to the infinite plane waves of the simple model, and
φi(t) is the time-dependent phase of the i branch. This
signal oscillates due to the kinetic energy of the ±1
branches. An example signal is shown at the bottom
of Fig. 1. We measure the phase of the signal at time
2T , φ(2T ) = 8ωrecT + φoffset, where ωrec = ~k2/(2m) is
the recoil frequency, m is the mass of a single atom, and
φoffset contains a number of phase shifts common to inter-
ferometers of differing T . Measuring φ(2T ) for two dif-
ferent values of T allows high-precision measurement of
ωrec. This may then be combined with other fundamental
constants to arrive at the fine structure constant[16].
The experiments reported in this paper were performed
in the apparatus described in [17]. All experiments
used the isotope 174Yb, which has a recoil frequency
ωrec = 2pi × 3.7 kHz. For this work, we produced 174Yb
BECs of approximately 150,000 atoms with a cycle time
of 15 s. We also verified that a CI signal could be ob-
tained with a non-degenerate (i.e., above the condensa-
tion temperature) source. However, the signal quality
was substantially inferior to that obtained from a BEC
source.
We used a single, retro-reflected laser beam to create
the standing-wave gratings. The beam and the retrore-
flection both had Gaussian profiles with 3 mm waists.
For the readout light, we used a separate beam of much
smaller waist (≈ 200 µm). All of the beams were oriented
horizontally. The laser frequency was detuned from the
556 nm intercombination line (1S0 → 3P1) by ≈ 450Γ,
where Γ = 2pi × 182 kHz is the natural linewidth. Some
data sets were taken with blue detuning and others with
red detuning. No substantial differences were found be-
tween the two as, even at our peak t = 0 densities of
9 × 1013 cm−3, index of refraction effects fall below our
level of sensitivity. For the readout light, the detuning
was reduced to 50Γ. A substantial technical advantage of
using such a narrow transition is that all of these frequen-
cies can be accessed with a single 200 MHz acousto-optic
modulator.
For the splitting pulse we used a square pulse of length
1.5 µs. The mirror pulse was a Gaussian with intensity
1/e half-width 30 µs. This pulse achieved a second-order
diffraction efficiency of 90%. The readout pulse was typ-
ically a 180 µs square pulse.
B. Large T and Vibration Insensitivity
Most interferometer geometries use an externally ap-
plied diffraction grating—either material gratings or
standing waves of light—as a ruler to read out the fi-
nal phase. In a CI, two matter-wave gratings are pro-
duced which serve as phase rulers for one another. This
eliminates the requirements for complex control of the
external grating. For a light-pulse interferometer this in-
volves, at minimum, active vibration control of optics[13].
This insensitivity of the CI to vibrations has allowed us
to extend the interferometer time to 22 ms without any
vibration control. Figure 2a shows an absorption image
of the BEC at the time when the mirror pulse is applied
for such an experiment, demonstrating the spatial sepa-
ration (90 µm) between the nearest neighboring coherent
branches of the wave function. We see no loss of visibility
or signal-to-noise ratio over this time (see Fig. 2b). The
interferometer time in this work was limited purely by
the atoms falling out of the diffraction beams. In the fu-
ture, this can be mitigated with larger beams or moving
to a vertical interferometer geometry.
3FIG. 2. (color online) Vibration insensitivity. In a) an absorp-
tion image made at the time of the mirror pulse demonstrates
the clear separation of the arms in a T = 11 ms CI. In b) the
blue, open circles indicate the visibility of a traditional in-
terferometer, which drops off strongly around T = 1.5 ms,
due to vibrations. The red, filled circles show the CI visibility
measured in the same apparatus. (Error bars are smaller than
the markers.) For all CI data sets, we see sample standard
deviations in the phase between 130 and 190 mrad, with no
clear trend versus T . Part c) shows signals from the tradi-
tional interferometer as fraction of atoms in the ±2~k states
after the final pulse. These show the fall-off in visibility with
increasing T .
To compare the CI to a more traditional atom inter-
ferometer, we created an identical, three-branch interfer-
ometer, but with an external diffraction grating readout.
The weak traveling-wave pulse at the end of the CI was
replaced by a short standing-wave pulse identical to the
splitting pulse. The populations in the ±2~k states os-
cillate at 4ωrec as the time of the final pulse is scanned.
We observe this oscillation in time-of-flight absorption
images. As seen in Fig. 2b, the visibility of this signal
begins to decline sharply around T = 1.5 ms, while the
CI signal continues essentially unchanged to T = 11 ms.
The current state of the art for recoil measurements is
part per billion (ppb) accuracy[4]. Controlling unwanted
interactions is key to this level of accuracy. The symme-
try of the CI geometry controls several external perturba-
tions. The phase measured in a CI, eq (1), is insensitive
to any external field that causes a constant shift of energy
or an energy gradient across the interferometer. Given
the small volume sampled by the CI, and Yb’s lack of
magnetic moment, the effects of external fields can be
reduced or measured and subtracted to below the ppb
level, as will be described in Section V.
We now turn, instead, to the two largest systematic
shifts for a fine structure constant measurement with a
Yb CI: diffraction phases and atomic interactions. The
immunity of a CI to outside influence allows us to cleanly
probe and control these effects.
III. DIFFRACTION PHASES
Diffraction phases were first suggested as an impor-
tant systematic effect in a CI by Buchner et al. [18].
They have been studied previously with diffraction from
material gratings[19] and from light-pulse gratings near
the Raman-Nath regime (τ  1/√ΩRωrec, where τ is
the length of the pulse and ΩR is the Rabi frequency
for one of the diffraction beams) [20]. In this regime,
the diffraction phases are essentially unaffected by small
fluctuations in intensity or pulse duration between shots
and so cancel in the final analysis.
While our splitting pulse falls in the Raman-Nath
regime, the mirror pulse falls between it and the easy to
calculate Bragg (τ  pi/2ωrec) regime[21]. Pulses in this
intermediate regime are critical elements to recoil mea-
surements both as mirror pulses and for acceleration of
moving interferometer branches. In this regime, diffrac-
tion phases depend sensitively on small changes of inten-
sity or pulse shape from shot to shot. To correct for these
changes, we record the time-dependent intensity of each
mirror pulse.
We treat the laser pulses as single-atom effects, ignor-
ing collective effects and energy shifts due to inter-atomic
interactions. For our detunings and the reduced atomic
density at the time of the mirror pulse, collective effects
(e.g., super-radiance[22]) are negligible. The single par-
ticle Hamiltonian is
p2
2m
+~ω0 |e〉 〈e| + e−iωt |e〉 〈g|
(
Ω1e
ikx + Ω2e
−ikx)+ h.c.,
where ω0 is the energy difference between ground (|g〉)
and excited (|e〉) electronic states, ω is the angular fre-
quency of the light, and Ωi is the Rabi frequency of the
ith diffraction beam. We calculate the effect of each pulse
numerically, using the measured time dependence of the
intensity[23]. For simulation purposes, the intensity at
the position of the BEC is needed, whereas only the total
power in the diffraction beams can feasibly be recorded.
Calibration of local intensity for a given power is obtained
by recording the effect of mirror pulses with varying pow-
ers.
After calculating the diffraction phase we subtract it
from the phase of the contrast signal, φ(2T ). We extract
φ(2T ) by fitting a sine wave to the signal and finding its
phase at time 2T . Figure 3 shows data before and after
this correction. In addition to a uniform noise width, we
also see a marked drift in phase over time. This drift is
eliminated in the corrected data, showing that it arose
from drifts in laser intensity. We also note that the noise
width is reduced by the correction. Overall, the stan-
dard deviation of the data set drops from 440 mrad to
4FIG. 3. (color online) Diffraction phase correction. The un-
filled, blue circles show the phase of the CI signal before any
systematic corrections. The filled, red circles show the same
data after correcting for the diffraction phase with a numer-
ical model. Both short-time jitter and hours-scale intensity
drifts are corrected by the diffraction phase analysis.
140 mrad. The ability to correct for phase shifts induced
by both laser drift and random laser noise gives good
confirmation of our model. All data discussed below have
these corrections applied.
Experiments with different T have the atoms in differ-
ent parts of the diffraction beam when the mirror pulse
occurs. Thus, local intensity will differ across T , even for
pulses with identical power and temporal shape. Sub-
stantial differences in diffraction phase between experi-
ments at different T can accrue from these local inten-
sity differences. So, the diffraction phase is an important
systematic effect even with perfect control of laser pulse
powers. Our simulations can correct for this shift to the
0.1 mrad per pulse level, limited by the accuracy of the
power to local intensity calibration.
IV. ATOMIC INTERACTIONS
Finally, we consider atomic interactions. We use the
mean-field approximation, wherein all atoms are assumed
to have the same single-particle wave function. Each
atom feels an effective potential due to the other atoms
in the BEC. The potential can be parametrized purely
by the s-wave scattering length as. This approach leads
to the Gross-Pitaevskii equation (GPE):
i~
∂ψ
∂t
= − ~
2
2m
∇2ψ + 4pi~
2Natas
m
|ψ|2ψ, (2)
where ψ is the mean-field wave function. In this work, our
Yb BECs typically contain Nat ≈ 150, 000 atoms. This
large number coupled with the small scattering length of
174Yb (as = 5.6 nm) make the GPE accurate to better
than 1%.
To simplify the GPE, and to clarify the physics, we
combine scaling solutions and the slowly-varying enve-
lope approximation (SVEA)[24]. These techniques allow
each of the branches populated by the splitting pulse to
FIG. 4. (color online) Interaction effects. The four important
interaction effects are illustrated. Below each illustration are
the scaling of the effect with splitting parameter, x, density
at time of splitting, ρ, the difference between 2T and the time
of perfect overlap, ∆t, and T . The branches are represented
by red, black, and blue lumps. Solid lines show density pro-
files, and dashed lines show phase profiles. The gray box in
the phase curvature illustration highlights that the center of
the black 0~k branch interferes with the wings of the ±2~k
branches. Values given to illustrate the relative sizes are for
an experiment with T = 11 ms, 2 ms of expansion time, and
x = 0.01± 0.01.
be treated independently. Each momentum branch of
the condensate then obeys a GPE with extra interaction
terms to describe interactions between branches. The
phase evolution depends on the ratio in which atomic
density splits between the various branches. We intro-
duce an asymmetry parameter, x, such that the ratio of
densities is 1−x : 1 + 2x : 1−x for the −2~k, 0, and 2~k
branches. The four interaction effects seen in the SVEA
are summarized in Fig. 4.
First, there are intrabranch energy shifts. These shifts
arise from the interaction energy of a single branch of an
atom with the total atomic density in that branch of the
interferometer. From equation 1, the phase of the signal
will be shifted by the difference between intrabranch en-
ergy for the moving versus non-moving branches. Thus,
the phase shift is proportional to −xρT , where ρ is the
atomic density just before the initial splitting.
There are similar interbranch interactions. During the
time the branches of the interferometer are overlapped
in space the 2~k branch of an atom will interact with
the total atomic density in the 0 branch of the BEC.
This gives an energy shift analogous to that from in-
trabranch interactions. Similar shifts arise for all other
pairs of momentum states. Importantly, interbranch in-
teractions are twice as strong due to the distinguishabil-
ity of the two branches. The moving branches have a
shift proportional to ρ((1 + 2x) + 0.5(1 − x))/3 (the 0.5
comes from the moving branches overlapping with one
another half the time they overlap with the nonmoving
branch) while the shift on the non-moving branch is pro-
portional to ρ(2)(1−x)/3. Thus, the overall effect scales
as ρ(7x− 1)/6.
Additionally, as the branches separate they exert forces
on each other that accelerate the moving branches. This
increases the momentum from t = 0 to t = T by an
5amount ~∆k ∝ (1 + x)ρ. However, the mirror pulse is
not exactly a mirror. Rather, it changes the momentum
by ±4~k. The branch with momentum ~(2k + ∆k) just
before t = T will have momentum ~(−2k + ∆k) just
after t = T . Thus, the term 4~2k∆k will cancel out of
the total phase accumulation. Only the term quadratic in
∆k from the total kinetic energy survives. Thus, the total
phase shift from this effect is proportional to (∆k)2T ∝
(1 + x)2ρ2T .
A final, less obvious effect of interactions involves the
phase curvature across the condensate. Due to the ac-
celeration effect, the branches may not be perfectly over-
lapped at time 2T . The actual time of perfect overlap is
referred to as the closing time of the interferometer. In
this case, the grating is formed by the interference be-
tween non-analogous parts of the different branches. In
figure 4 the gray box highlights the fact that the center
of the 0 momentum branch interferes with the wings of
the ±2~k branches. The phase accumulated due to in-
teractions in the BEC before splitting is curved like the
density profile that generates it, as first demonstrated in
[25]. Therefore, the phase is greatest in the center of a
branch and decreases into the wings. This effect scales
like (∆t)2, where ∆t is the difference in time between
the proper closing time and the time when data is taken.
This shift can be made negligibly small by taking data
at ∆t = 0 rather than at 2T . Taking data at ∆t = 0
spoils the cancellation of the 4~2k∆k term in the accel-
eration shift. Thus, a trade-off must be made in deciding
between 2T and the closing time. In this work all data
was taken around 2T .
To test the accuracy of these calculated corrections,
we apply them to two T = 11 ms data sets differing only
in their density splittings, one with x = 0.29 ± 0.01 and
another with x = −0.14 ± 0.01. In these experiments,
the BEC is allowed to expand for only 2 ms before the
splitting pulse. For a high-precision data set, the ex-
pansion time may be 10 ms, which reduces the density,
and thus the interaction effects, by a factor of more than
10. The artificially short expansion time, and resultant
high density, used for these two data sets magnifies the
interaction effects. Before applying interaction shift cor-
rections, their phase difference is 0.70 ± 0.03 rad. After
applying the corrections, the difference is 0.02± 0.1 rad.
The large error bar is due to uncertainty in trap geom-
etry and turn-off. In a high-precision recoil experiment,
trap parameters can be both better controlled and bet-
ter measured, reducing the uncertainty. Together with
longer expansion times, these should enable correction of
interaction effects at the < 5 mrad level.
V. FUTURE PROSPECTS
We apply the diffraction phase and atomic interaction
corrections described in Sections III and IV to all our
data. On separate data runs, we have achieved accura-
cies of 45 and 60 ppm in the Yb recoil frequency (which
translates into 23 and 30 ppm in alpha, respectively).
Unfortunately, uncertainty in trap shape and turnoff lim-
its our current accuracy. Comparing larger data sets
taken on different days allows us to achieve higher pre-
cision. However, these comparisons show greater inaccu-
racy indicating that there are experimental parameters
that drift from day to day. Better measurement and con-
trol of all experimental parameters such as trap shape
will be key to future work, but should not constitute a
substantial impediment.
To assess the scalability of our interferometer, we have
made two separate measurements of the Yb recoil fre-
quency with 7 ppm precision, one with ∆T = 6 ms (un-
certainty in φ(2T ), δφ = 7 mrad in 500 runs) and a
second with ∆T = 10 ms (δφ = 12 mrad in 150 runs) by
combining data sets from different days. We use these
precision benchmarks to discuss scaling to higher preci-
sion through acceleration of the moving branches.
Competitive recoil measurements will require accel-
eration of the moving branches of the CI to momenta
±2N~k, where N is an integer. As the phase evolution in
the CI scales with N2[12], achieving N = 100 would allow
a precision of 0.7 ppb simply by scaling current results.
At this level, improved tests of QED could be made[26–
28]. Achieving N = 100 requires reasonable extension
of previously demonstrated techniques for large coherent
accelerations, using either Bloch oscillations[14, 29] or a
sequence of Bragg pulses[6]. The diffraction phase sys-
tematic scales like N1/2[30]. The interaction systematic
does not scale withN at all. Therefore, our demonstrated
control of these effects is encouraging for the prospect of
achieving sub-ppb accuracy in an N = 100 experiment.
Systematic effects can be organized into three groups:
Interactions of atoms with external fields, the diffraction
laser beams, and each other. Having addressed atom-
atom interactions in Section IV, we consider the sizes
of external field interactions and laser beam interactions
other than the diffraction phase, which was dealt with in
Section III. The results are summarized in Table I.
The phase of the signal depends on the combination of
phases seen in (1). Thus, only interactions which cause
a curvature of phase evolution across the interferometer
can actually shift the measured phase. As mentioned
above, a precision of 0.7 ppb in ωrec can be reached with
our current phase precision of 12 mrad in a T = 10 ms
CI, if acceleration up to N = 100 is added. As a bench-
mark for accuracy, we will discuss systematic shifts at
the 1 mrad level for such a CI, which corresponds to
< 0.1 ppb in ωrec.
External magnetic fields have no effect on the ground
state of 174Yb. They can shift the excited state energy
and thus potentially affect the laser beam interactions.
However, the linearly polarized light used for the diffrac-
tion pulses can be decomposed into equal magnitudes
of right and left circularly polarized light. This shows
that an applied magnetic field which splits the excited
3P1 state will, to leading order, have no net effect, as
one of m = ±1 will shift away from resonance while
6the other shifts toward. To reduce the residual shift of
the diffraction phase (largest laser beam interaction shift)
to the 1 mrad level, the difference in magnetic field be-
tween runs of different T must be ≤ 1 G. Magnetic field
shifts larger than this would substantially harm BEC
production, likely leading to a complete loss of atoms.
Thus, such large magnetic field shifts would be readily
detectable[31].
External (quasi-static) electric fields can affect the in-
terferometer through the Stark shift. The energy of an
atom in a static electric field is EStark = pE2, where p is
the atomic polarizability[32, 33] and E is the magnitude
of the electric field. The curvature of the energy along
the interferometer axis, z, gives
∆EStark = p
[(
∂E
∂z
)2
+ E ∂
2E
∂z2
]
(∆z)
2
.
Treating the closest possible charge (accumulated charge
on the vacuum viewports, 5 cm from the atoms) as a
point source, we find the charge must be no larger than
0.3 nC to keep the differential Stark shift to 1 mrad.
A charge this large could easily be detected with an
electrometer[34]. The Stark shift due to blackbody ra-
diation can be considered as a quasi-static effect as well.
The variation of the black body field in a vacuum cham-
ber is far too small to have a noticeable impact on the
CI phase[33].
The CI is sensitive to curvature of the gravitational
potential, which corresponds to gradients in the accel-
eration due to gravity, g. To subtract the shifts due to
gravity, the gradient of g must be measured to an ac-
curacy of 3 × 10−6 s−2. Commercial gradiometers can
measure at least two orders of magnitude better than
this[35].
The remaining potential shifts are due to the geometry
of the diffraction beams and to index of refraction shifts
of the recoil momentum. In a future experiment, we plan
to increase the beam waists for the diffraction beams to
w = 8 mm. For beams this size, the wavefront curvature
and Guoy phase combine to give a shift of the momentum
per photon of −4 mrad [36]. As this shift is always nega-
tive and is a well-known function of beam waist, some of
this shift can be corrected for. Finally, the long Rayleigh
range zR = piw
2/λ = 360 m makes the relative intensity
variation 5× 10−10 over the 8 mm peak path separation.
For our planned beam intensity and an illumination time
of 1 ms at this separation, we find a shift of ≈ 10 nrad.
Deviation of the two diffraction beams from perfect
counter propagation reduces the net momentum transfer
to 2k cos(δ) where δ is the half-angle between the beams.
By carefully coupling the beams into one another’s single
mode fibers, the deviation can be constrained to roughly
δ = 3 × 10−5[36]. This leads to a shift of −7 mrad.
Like the wavefront curvature and Guoy phase, this shift
is always negative and has an easily fit functional form.
Therefore, part of this shift can be measured and cor-
rected.
Interaction Relative Shift (ppb)
Electric Fields < 0.1
Magnetic Fields < 0.1
Blackbody Radiation < 0.1
Gravity Gradients < 0.1∗
Wavefront Curvature and Guoy
Phase
< 0.2∗
Beam Alignment < 0.4∗
Index of Refraction < 0.1
TABLE I. Systematic shifts of ωrec. The relative size of sys-
tematic shifts discussed in the text are summarized. Values
with an ∗ reflect size after corrections described in the text.
For the experiment discussed, 1 ppb would correspond to a
18 mrad shift.
The index of refraction, n, only affects the initial split-
ting pulse, as the other pulses cause ≈ 100% population
transfer for each of the three spatially separated branches
of the interferometer[37]. By the same argument given
above for the interaction induced momentum kick, the in-
dex of refraction shift is only proportional to the square
of the momentum shift.
In our current experiments with an expansion time of
10 ms before the splitting pulse we have n − 1 = −3 ×
10−5. This shifts the total phase by 4ωrec(n − 1)2(2T ).
With N = 100, this is a fractional shift of magnitude
9× 10−14, or 2 µrad.
In conclusion, we have demonstrated the first matter-
wave interferometer with Yb. We have substantially ex-
tended the reach of contrast interferometry by demon-
strating experimental times more than three times longer
than previously possible and explicitly showing immu-
nity to vibrations. Combining the CI geometry and the
Yb atom controls or eliminates a number of potential
systematic shifts for a future sub-ppb-level recoil mea-
surement. Finally, we have shown control over the two
largest remaining systematic effects for recoil measure-
ments with a CI. These effects are relevant to other
high-precision atom interferometers, as well: Diffraction
phases are a concern for any interferometer with large-
momentum beam-splitting via multiple transitions with-
out changing internal state, and atomic interactions are a
concern for any BEC interferometer. The level of control
demonstrated in this work is encouraging for the prospect
of achieving sub-ppb precision and accuracy with a Yb
BEC CI.
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