Gradients of the Log-Posterior for Correlated Gaussian Errors
In the following, we present a detailed derivation of the expressions for the gradients of the negative log-posterior given by eq 4 of the main text in the log-weights and forces formulation for correlated Gaussian errors. Expressions for the gradients for uncorrelated errors presented in the main text are special cases of the more general expressions derived here.
For correlated Gaussian errors, the likelihood is given by P ({y i }|w) ∝ exp (−χ 2 /2), with
such that eq 4 of the main text takes on the form
The components of the vector of residuals r are given by ij , we may write
We derive the gradients of the negative log-posterior given by eq 2 by separately evaluating the gradients of the relative entropy S KL and of χ 2 . To derive the gradients of the relative entropy S KL given by eq 3 of the main text in the log-weights and forces methods below, we use the chain rule and first derive here the gradient with respect to the weights w α . We take into account that weights are normalized and set w N = 1 − N −1 α=1 w α and write
The derivative of the first term of eq 5 with respect to w γ is given by
The derivative of the second term of eq 5 with respect to w γ is given by
where we used that ∂w N /∂w γ = −1 and ∂ ln w N /∂w γ = −1/w N . Thus, we obtain
Log-Weights
We derive the gradient of the negative log-posterior given by eq 2 with respect to the logweights given by eq 12 of the main text.
To calculate the gradient of the relative entropy we apply the chain rule, i.e.,
Inserting eq 8 into eq 9 and using
and
we obtain
where
To calculate the gradient of χ 2 given by eq 4 with respect to the log-weights we use the chain rule,
Thus, the gradient of eq 4 with respect to the log-weights becomes
Consequently, the gradient of the negative log-posterior with respect to the log-weights for correlated Gaussian errors is given by
For uncorrelated errors the covariance matrix is diagonal and the gradient of χ 2 simplifies to
such that we recover eq 14 of the main text as expected.
Generalized Forces
For correlated Gaussian errors, the generalized forces are given by
where f j = y j − Y j . These forces determine the weights via eq 19 of the main text. To calculate the gradient of L given by eq 2 with respect to the forces we use the chain rule,
By applying the chain rule, we obtain the gradient of the relative entropy with respect to the forces,
where we used eqs 8 and 19.
Next, we calculate the gradient of χ 2 given by eq 4 with respect to w α . Because of the normalization condition N α=1 w α = 1, we only have N − 1 independent variables. Using that w N = 1 − N −1 α=1 w α , we write
Consequently, ∂r i /∂w γ = r γ i − r N i for γ < N . We obtain for the gradient of eq 4 with respect to w γ for γ < N : ∂χ
and ∂χ 2 /∂w N = 0. By applying the chain rule and using eqs 19 and 22, we obtain
Consequently, for correlated Gaussian errors the gradient of the negative log-posterior in eq
For uncorrelated errors, eq 23 simplifies to
i.e., we recover eq 20 of the main text, which in the notation used in here in Supplementary Information takes on the form
2 Refinement of Ala-5 using J-Couplings
Comparison of Optimization using Generalized Forces and Log-
Weights
Ensemble refinements using generalized forces and log-weights give very similar results across the full range of the confidence parameter θ. The correlation of the optimal weights for Ala-5 refined against J-couplings is shown in Figure S1A Figure S2: Variation of S KL and χ 2 with θ, to determine the optimal value of the confidence parameter θ for the reweighting of Ala-5 using the original (blue) and DFT1 sets of Karplus parameters (green). Values of θ of 9.43 and 5.58, respectively, provide a compromise between minimizing χ 2 and small changes to the reference weights for BioEn S KL of about 0.5, as highlighted by squares.
BioEn ensemble refinement produced very similar trends no matter which Karplus parameters were used to calculate the J-couplings. We performed independent Ala-5 ensemble refinement with three different set of Karplus parameters: the empirical parameters 2 (origi-nal) and two set of parameters obtained from density functional theory 3 (DFT1 and DFT2).
For further analysis of optimization with the original and DFT1 parameter sets we picked refined ensembles with S KL = 0.5. Irrespective of which set of Karaplus parameters we used to calculate J-couplings the polyproline-II conformation becomes more populated and the α-helical like conformation less populated ( Figure 3D in main text, Figure S4D and Figure S3D ). The changes in the populations of the conformational states, as defined previously, 4 are summarized in Figure S5 
