Using a formulation of quantum mechanics based on the theory of orthogonal polynomials, we introduce a four-parameter system associated with the Hahn and continuous Hahn polynomials.
I. INTRODUCTION
Using the well-established connection between scattering and the asymptotics of orthogonal polynomials in the energy [1] [2] [3] , we introduced a formulation of quantum mechanics based on the theory of orthogonal polynomials [4] [5] [6] [7] . The traditional role of the potential function in describing the physical properties of the system is taken up by a complete set of orthogonal polynomials. All structural and dynamical features of the physical system are deduced from the properties of these polynomials. For example, the bound state energies are obtained from the spectrum formula of the associated polynomial. Additionally, the energy density of states is obtained from the distribution of the zeros of the polynomial for a large degree (see, for example, the Appendix in Ref. [8] ). In fact, these energy polynomials carry more information than the potential function. For example, in three dimensional problems with spherical symmetry, the polynomials already contain the angular momentum quantum number whereas the potential function does not (see, for example, the Coulomb problem and isotropic oscillator treated using this formulation in section 2 of Ref. [7] ).
The total wavefunction of a conservative quantum mechanical system at an energy E is written as Ψ(t, x) = e −iEt/ ψ(x, E) and the associated Hamiltonian acts on it as follows HΨ = i ∂ ∂t Ψ = EΨ. In the proposed formulation, the time-independent wavefunction of the system, |ψ(x, E) , is treated as a local vector in an infinite dimensional space and written in terms of its projections {f n } ∞ n=0 along "local unit vectors", {|φ n (x) }. That is, we write |ψ(x, E) = n f n |φ n (x) . In the language of calculus, our terminology of "local unit vectors" means square integrable basis functions {φ n (x)} and it is assumed that this sum is bounded. Moreover, for a faithful representation of the physical system, the basis {φ n (x)} must form a complete set. If the quantum system is parameterized by a set of real numbers {µ}, then the wavefunction projections would be written as the parameterized energy functions {f µ n (E)} ∞ n=0 and the state of the system at the energy E is written as
If we write f µ n (E) = f µ 0 (E)P µ n (ε), where ε is some proper function of E and {µ}, then P µ 0 (ε) = 1 and we have shown elsewhere [5] that completeness of the basis and normalization of the density of state make {P 2 and the orthogonality relation reads as follows
where
2 and dζ(ε) is an appropriate energy integration measure. Therefore, we can rewrite the wavefunction expansion (1) as follows
However, physical requirements dictate that all physically relevant polynomials must have the following asymptotic (n → ∞) behavior
where τ and ξ are real positive constants that depend on the particular energy polynomial.
The studies in [1] [2] [3] [4] [5] [6] [7] show that A µ (ε) is the scattering amplitude and δ µ (ε) is the phase shift.
Bound states, if they exist, occur at discrete energies {E(ε k )} that make the scattering amplitude vanish, A(ε k ) = 0. The number of these bound states is either finite or infinite and we write the k th bound state as
where {Q µ n (ε k )} are the discrete version of the polynomials {P µ n (ε)} and ω µ (ε k ) is the cor-
If it happens that A(ε k ) = 0 for complex {E(ε k )} then these correspond to resonances provided that the imaginary part of E(ε k ) is negative (clarification of this sign constraint is found after Eq. (7) in the following section).
Using the polynomial formulation of quantum mechanics outlined above, the authors in Ref. [5] studied quantum systems corresponding to the two-parameter Meixner-Pollaczek polynomial and to the three-parameter continuous dual Hahn polynomial. Special cases of these systems include, but not limited to, the Coulomb, oscillator and Morse problems.
Most notably though, new systems that do not belong to the conventional class of exactly solvable problems were also found. Their associated scattering phase shift and bound states energy spectra were obtained analytically. In Ref. [6] and using the same formulation, we presented a four-parameter system associated with the Wilson polynomial and its discrete version, the Racah polynomial. Recently, we have shown for the first time that many of the well-known quantum mechanical systems are, in fact, associated with the Wilson-Racah polynomial class [7] . These include, but not limited to, the Pöschl-Teller, Scarf, Eckart, and Rosen-Morse potentials (the trigonometric as well as the hyperbolic versions).
In the following section, we introduce the four-parameter quantum systems associated with the continuous Hahn polynomial and its discrete version, the Hahn polynomial. We obtain the phase shift for the continuum scattering states and the bound/resonance energy spectrum for the discrete states.
II. THE HAHN QUANTUM SYSTEM
For this system, the expansion coefficients of the continuous energy wavefunction in 
where the parameter µ is positive. For µ < 0, the spectrum formula (A6) gives
where k = 0, 1, . . . , N and N is the largest integer less than or equal to −µ. These values are real only if a = 0 otherwise they are complex. Thus, we conclude that bound states exist only if a = 0 where the finite energy spectrum is
2 and the corresponding boundsate wavefunctions are written as Eq. (5) with the discrete Hahn polynomials as expansion coefficients. Now, the time phase factor e −iEt in the total wavefunction Ψ(t, x) implies that if E is complex then its imaginary part must be negative so that the corresponding state decays in time indicating resonance, otherwise the state will grow unphysically with time.
Therefore, a must be negative and Fig. 1 shows the location of these resonance energies in the lower half of the complex energy plane for a given µ and several values of a. Resonances with k < a − µ are located in the third quadrant of the complex energy plane (i.e., with negative real energy part). Sometimes, these are referred to as "bound states embedded resonances" [9] .
We construct the second example by making a different selection of polynomial parameters. Let us choose µ = ν = κ/λ and z = 2V /λ 2 with V being a real parameter of inverse squared length dimension. The scattering phase shift is parameterized by V , a and b and reads as follows
The spectrum formula (A6) gives the following discrete energies
Therefore, bound states exist only if a = −2V /λ 2 where the energy spectrum becomes simply
and it is of an infinite size (i.e., N → ∞). On the other hand, the energies in (9) with a < −2V /λ 2 correspond to resonances for all k > −(a + 2V /λ 2 ) and they are located in the fourth quadrant in the complex energy plane. Figure 2 shows the location of these resonance energies in the lower half of the complex energy plane for a given V and several values of a.
The third and final example is associated with the following parametrization: z = E/λ 2 , µ = γE/λ 2 where γ is a dimensionless real parameter. The scattering phase shift for b = −a
The spectrum formula (A6) results only in resonance energies as follows
where k = 0, 1 . . . , N and N is the largest integer less than or equal to γa where γa > 0.
These are displayed in Fig. 3 for a given a and several values of γ.
It should be noted that we have obtained all properties of the physical system, including the scattering phase shift, bound states and resonance energies, without specifying any basis set {φ n (x)}. Choosing a basis will fix the physical configuration of the problem that corresponds to these physical properties. In other words, there are possibly many physical configurations with the same physical features. To understand this, we make a very simple analogy to standard vector quantities in physics such as the force and electric field, etc. We can write these vector quantities in, say, the Cartesian coordinates with basis unit vectors {x,ŷ,ẑ} as F = f xx +f yŷ +f zẑ . All physical information about the quantity F are contained in its components {f x , f y , f z } whereas the basis unit vectors {x,ŷ,ẑ} are essentially dummy; they are only required to be complete so that a faithful representation of F is obtained. In fact, we can still write the same physical quantity in another coordinate system, such as spherical coordinates with basis unit vectors {r,θ,φ}, as F = f rr + f θθ + f ϕφ . However, the new components {f r , f θ , f ϕ } are different from the Cartesian components {f x , f y , f z }, but they contain the same physical information. On the other hand, if we keep the same components in the new basis by writing F = f xr + f yθ + f zφ then the result will be a physically different F . In this simple analogue and by comparison to Eq. (1), the objects F , {f x , f y , f z }, and {x,ŷ,ẑ} play the same role as ψ µ (x, E), {P µ n (ε)} and {φ n (x)}, respectively. Thus, keeping the same polynomials while changing the basis results in a different physical setting. However, unlike the basis unit vectors {x,ŷ,ẑ} there is an additional restriction on the choice of basis {φ n (x)}. It goes as follows: Since the orthogonal polynomials satisfy a three-term recursion relation (e.g., Eq. (A3) in Appendix A), then the basis must produce a tridiagonal matrix representation for the wave operator. Because only then will the matrix wave equation become equivalent to the three-term recursion relation. Technical details where this matter is analyzed is given in Ref. [10] . However, for ease of reference, we give a general outline here and as follows. The wave equation in configuration space is [H(x) − E]|ψ(x) = 0, where H(x) is the Hamiltonian operator. Using the expansion of the wave function in Eq. (3), we can rewrite this as √ ρ µ n P µ n J(x)|φ n (x) = 0, where J(x) is the wave operator H(x) − E. Projecting from left on this equation by φ m (x)| and writing the matrix elements of the wave operator as J mn = φ m (x)|J(x)|φ n (x) , we obtain the matrix wave equation n J mn P µ n = 0. If this is to be equivalent to the recursion relation (A3), then the matrix representation of the wave operator J in the basis {φ n } must be tridiagonal and symmetric giving
Note that the symmetry requirement is guaranteed by the Hermiticity of the Hamiltonian.
In the following section, we consider specific physical configurations associated with the continuous Hahn polynomial and reconstruct the corresponding potential function.
III. POTENTIAL FUNCTIONS ASSOCIATED WITH THE HAHN SYSTEM
In this section, we construct the potential function and wavefunction associated with four examples of Hahn quantum mechanical systems. We start by choosing a complete set of square integrable basis functions. For the first two examples, we consider the following elements of the Jacobi basis
where P (α,β) n (y) is the Jacobi polynomial of degree n in y and −1 ≤ y(x) ≤ +1. A n is the normalization constant whereas the parameters α and β are greater than −1. First, we consider the problem in three dimensions with spherical symmetry and zero angular momentum and take y(r) = 2 tanh 2 (λr) − 1, where r is the radial coordinate and λ −1 is a length scale parameter. If we also choose the basis (13) to be orthonormal (i.e., φ n |φ m = δ nm ) with respect to the integration measure λdr then we must take 2σ = α + 1, 2τ = β + 
. We write the Hamiltonian operator as H = T + V (r), where T is the kinetic energy operator − , which we refer to as the reference Hamiltonian H 0 , in the basis (13) is tridiagonal and symmetric as follows
. Now, the matrix wave equation in the orthonormal basis (13) is J nm = H nm − Eδ nm making Eq. (12) reads as follows
Comparing this equation with the three-term recursion relation of the continuous Hahn polynomial (A3) and taking E = λ 2 z, we obtain the following elements of the tridiagonal Hamiltonian matrix
(2n + 2µ + 2ν − 1)(2n + 2µ + 2ν + 1) .
Thus, the matrix elements of H 0 and H are now given in terms of the parameter set {α, β, µ, ν, a, b, λ}. Consequently, the matrix elements of the potential V (r) in the basis (13) are obatined as V nm = H nm − (H 0 ) nm . Using one of four methods developed in Ref. [10] , we can obtain a very good approximation of the potential function V (r) using only its matrix elements and the basis (13) in which they are represented. For example, the second method established in Section 3.2 of [10] gives
where M is some large enough integer. Rescaling the energy and potential parameters by will make the basis orthonormal if we also take the normalization constant as
with λ = π/L. The work in section III.A.1 of Ref. [11] shows that if we write V (x) =
and
, then the matrix representation of the Hamiltonian
in the basis (13) becomes
The total Hamiltonian matrix is still given by Eq. (16) above. Hence, the matrix elements of the potential function V (x) are now easily obtained as V nm = H nm − (H 0 ) nm . Using these { V nm } and the basis elements (13) together with the choice b = −a, the second method of [10] as depicted by (17) gives the potential functions V (x) and V (x) shown in Fig. 5 for a given set of polynomial parameters {α, β, µ, ν, a}.
For the next two examples, we consider the following Laguerre basis
where L β n (y) is the Laguerre polynomial of degree n in y and y(x) ≥ 0. A n is the normalization constant whereas the dimensionless real parameter β is greater than −1. We start by considering the one dimensional problem with y(x) = e λx and −∞ < x < +∞. If we also like to work in an orthonormal basis set then we must choose 2α = β + 1 and take A n =
Γ(n+1) Γ(n+β+1)
. In section II.B.1 of Ref. [11] , we show that if we write V (x) = (13) is tridiagonal and symmetric as follows
The total Hamiltonian matrix is still given by Eq. (16) . Using that and (20) 
Using this and the total Hamiltonian matrix (16), we obtain the matrix elements of the potential V (r) as V nm = H nm − T nm . With E = λ 2 z and b = a, we obtain the potential function V (r) shown in Fig. 7 using the second method in Ref. [10] as represented by Eq. (17) and for a given set of parameters { , µ, ν, a}.
It is our observation that in all four examples above the sought after potential function V (V in the last one) is found to be a linear function of y. That is, V (x) = V 0 + V 1 y(x), where V 0 and V 1 are real constants that depend on the parameters {α, β, µ, ν, a, b, λ, }. This linear behavior could be explained as follows. The matrix representation of the potential function
where y = dy dx , p n (y) is the Jacobi or Laguerre polynomial and ρ(y) is the associated weight function. Now, H and H 0 are tridiagonal matrices; thus, so is { V nm }. The three-term recursion relation and orthogonality of the Jacobi and Laguerre polynomials dictate that for this to happen V (x) must be a linear function of y. Therefore, we end up with the following:
1. In the first example,
and to force the potential to vanish at infinity we must choose
, which is the hyperbolic Pöschl-Teller potential.
2. In the second example,
which is a generalization of the trigonometric Scarf potential [12] .
3. In the third example, V (x) = V 0 + V 1 e λx making V (x) = λ 2 8 e 2λx + V 1 e λx + V 0 , and to force the potential to vanish at x = −∞ we must chose V 0 = 0 resulting in the one-dimensional Morse potential.
4. In the forth example, V (r) = V (r) = V 0 + V 1 r 2 , which is the three-dimensional isotropic oscillator.
IV. CONCLUSION
Using a formulation of quantum mechanics based on orthogonal polynomials, we introduced a new four-parameter quantum system whose scattering states are associated with the continuous Hahn polynomial and bound states are associated with its discrete version, the Hahn polynomial. These polynomials constitute the expansion coefficients of the wavefunction in a complete set of square integrable basis elements that produce a tridiagonal matrix representation for the wave operator. Depending on the values of the physical parameters, the system consists of either continuous energy scattering states or a finite number of discrete energy bound/resonance states. The scattering phase shift and energy spectrum were obtained analytically. To establish correspondence with the standard formulation of quantum mechanics, we also obtained the potential functions associated with several physical configurations.
It also satisfies the following symmetric three-term recursion relation
(2n + 2µ + 2ν − 1)(2n + 2µ + 2ν + 1) P µ n+1
The asymptotics (n → ∞) of the continuous Hahn polynomial is derived in Appendix B and shown as formula (B6). Comparing that with the general formula of Eq. (4), we obtain the scattering amplitude and phase shift as follows
Therefore, the scattering amplitude vanishes if µ + i(z + a) = −k where k = 0, 1, . . . , N and N is the largest integer less than or equal to −µ. Consequently, the bound states and/or resonance energies are obtained from the following spectrum formula
Now, the corresponding discrete wavefunction will be written in terms of the hypergeometric 
where parameter α or β are either greater than −1 or less than −N . The normalized discrete weight function is
That is, 
(n + 1)(N − n)(n + α + 1)(n + β + 1)(n + α + β + 1)(n + N + α + β + 2) (2n + α + β + 1)(2n + α + β + 3) Q N n+1
Appendix B: Asymptotics of the continuous Hahn polynomial
Using the method of uniform asymptotic expansion for difference equations [14, 15] and the matching technique in the complex plane developed in [16, 17] , the authors of [18] derived the large-n asymptotic for the continuous Hahn polynomials and their zeros via n 4e
where p n (x) = instead of x = nt giving
By setting A(z) = Γ(a + iz)Γ(b + iz) and with the use of Stirling's formula, we have
A combination of (B2) and (B3) gives
To obtain the asymptotic formula for the normalized continuous Hahn polynomial (A1), we reparameterize the polynomial using real numbers as a → µ + ia and b → ν − ib with µ and ν positive. Using Eqs. (9.4.1) and (9.4.4) in [13] and the formula for the normalized continuous Hahn polynomial (A1), we have P µ n (z; ν, a, b) = k n p n (z), where k n is the leading coefficient. With a use of Stirling's formula, we have
Therefore, the asymptotic formula (B4) can be rewritten as follows is associated with the Jacobi basis (13) . We took the physical parameters {L, α, β, µ, ν, a} = {2, 1.5, 3.5, 3, 4, 2.5}. with the Jacobi basis (19). We took the physical parameters {λ, β, µ, ν, a} = {1, 2.7, 3, 4, 2.5}. 2r 2 + V (r) for the fourth example in Sec. III, which is associated with the Jacobi basis (19). We took the physical parameters {λ, , µ, ν, a} = {2, 1, 3, 4, 2.5}.
