1. Introduction. Texture has been defined as incorporating the recurring patterns with a typical frequency whereas, texture analysis involves classifying or segmenting textural attributes based on the shape of a smaller aspect, solidity and course of persistence [1] . Furthermore, texture classifications have become a common pattern and have been employed in many fields, such as; satellite image classification, image retrieval, remote sensing images, industrial images and medical images classification [2] . The main goal of texture classification is to classify images into homogeneous classes that have the same textural pixels [3] . [4] has proposed a pattern recognition theory which runs surface roughness classification by comparing the investigated surface with other common surfaces. Also, [5] used two commonly extracted features, namely, histogram and edge detection and idea principal component analysis based on an artificial neural network technique, to classify a database of multi-class machined textures. Another study conducted by [6] used a real time visual inspection system for the enhancement of rail images based on the local normalization (LN) method. [7] have proposed a multi-scale algorithm using unsupervised extraction. They implemented the method based on the most significant edges. They designed the algorithm in order to deal with speckled SAR (Synthetic-aperture radar) images. [8] perform an edge detection method based on the Canny Edge Detection algorithm to extract the main image schematic and shape. They also used the K-means algorithm in order to differentiate among the regions in the image for improving the matching process that occurs between the user query and the needed database images' features. Also, [9] have compared and evaluated six methods to segment three sets of images that have four Brodatz textures each. The methods are the Haralick method, run length, gray level difference, Fourier spectrum, Gabor features and pixel statistics. Their results have shown that Gabor features and Haralick features were the best among others. [10] proposed an algorithm for texture classification to extract features by using Nonsubsampled Contourlet Transform and Least Square support 2. The Methodology. The methodology presented in this study is applied to the textured images to be later on classified in RF and DT classifiers. The aim is to show the tested image in a vector of features, which is referred to as the input vector which will then be directed to the RF or DT classifiers for classification. Hence, this method begins with the first stage, which is the features extraction stage using histogram, edge detection and bi-orthogonal wavelet methods from the tested image as depicted in Figure. 1. The second stage is the choice of the input vectors from the extracted features to be classified using RF and DT classifiers. 2.1. Databases. The database used consists of two parts; the first part is considered the main part in our work which is the engineering machined surface specimens and, its six types of machining processes, namely, turning, grinding, horizontal milling, vertical milling, lapping, and shaping. The second part, Brodatz textures originate from a book called "Textures: A Photographic Album for Artists and Designers", and published in 1966 [15] . The pictures in this book were taken by Phil Brodatz, a highly skilled professional photographer.
.Extraction of Texture
Features. The process of representing or modifying the original data is called feature extraction. Statistical, structural, and spectral strategies are basically used in image processing for detailing the texture of a region. The process of choosing an appropriate subset of features is known as feature selection. The purpose of feature selection is to enhance the consequence of learning. In the next 2 Vector Machine classifiers. Recently, research works usually depend on supervised classifiers or unsupervised classifiers in texture classification approaches. For example, [11] examined the Random Forest (RF) classifier to improve the image segmentation method and measure their importance in classification. [12] used the support vector machine technique to classify five texture images based on the prospect weighted incorporation method of three feature extraction methods, including the Gray-Level Co-occurrence Matrix, Semivariogram Function and Gaussian Markov Random Fields. [13] proposed approaches that evaluated on the brodatz and CUReT databases and compared various texture classification methods. [14] have compared a number of features that were extracted from the Haralick method, Fourier transforms, Gabor filters and pixel patterns to classify Brodatz textures.
This work is mainly based on a two stage process: the image analysis stage and the image classification stage. The aim of the first stage is to apply a histogram, edge detection, and bi-orthogonal wavelet feature extraction techniques on two different types of homogenous databases. The second stage is to classify the input vector of each image using Random Forest (RF) and Decision Tree (DT) classifiers. This paper has been organized as follows: Section 2 explains our methodology; Section 3 presents the evaluation of the experimental results; and Section 4 presents the conclusion.
subsections, we discuss the feature extraction methods and the means of choosing the input vector from every method.
Figure 2: Two D -Wavelet Transformation
The components with an extremely higher frequency have been extracted from the images, so as to have the ideal precision in the arrangement of the two databases; which offer better performance, and consequently the two dimensional bi-orthogonal makes over the tested images; and then extract the three details (horizontal, diagonal and vertical) with 0 0 , 90 0 and 45 0 being their orientation respectively. Several tests were performed on the various types of selected features. The final selection was formulated with the following: 1. Sum: total number of pixel amount that exist in a detailed component. 2. Maximum: the leading component in a varying selection in the line of a myriad of extents. 3. Mean: the total amount of components in a diverse selection. This image is then used as the input vector for the chosen classifier. The output gives 36 of these input vectors from the other surfaces that were worked on or whose databases were engineered and divided into a total of six matrices based on the type of the class. Each of these six matrices were of a uniform size (6 × 256). Along with these matrices, the output also gives us 110 vectors from the Brodatz textures databases, which are organized by a matrix of size (110 × 256). These matrices consist of columns that are used as the input vectors in order to train each data set individually and to test them for the classifiers. 2.4. Method for Detection Edge. Edge detection is a basic operation in image processing to find a change in density. The edges in any image refer to the abrupt change in the density gradient in the image. The edge detection method has been applied to obtain new images with discovered edges [16] . Based on edge the detection method, edges of machined surface images are horizontally and vertically extracted at 0º and 90º degrees, and a Canny edge method is applied to obtain new images with edges detected. The variance and mean of each of these images are recorded and correspondingly saved in a vector at the length column, which equals to the number of column (1280 × 2) elements. These column elements are applied to each of the images, giving 36 vectors from the data set of the machined surfaces, which are divided into six matrices, based on the type of class, with a (2560 × 6) matrix. These column elements also give 110 vectors of textures from the Brodatz database; they are organized by a (110 × 2560) matrix size. Each data set is then trained by these matrices' columns, which are separately employed as input vectors, and are then used for evaluation of the classifier. 2.5. Biorthogonal Wavelet Method. Biorthogonal wavelets are the more desirable ones in image processing applications. Image contents are prevented from shifting between sub-bands by these symmetrical wavelets allowing the image boundaries an extension. To carry out the image application the two-dimensional wavelets transform and lead to a deterioration of approximate coefficients at level i in four components as shown in Figure 2 . The image also shows approximation at level i+1, and the details only in the orientations that exist (horizontal, diagonal and vertical). 2. The number M of input variables is used to determine the assessment at a node of the tree; m should be much less than M. 3. A training set is selected or the tree by choosing n times replacing it from all N number of available training cases (i.e., by taking a bootstrap sample). The rest of the cases can be used to estimate the errors by
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[17] 5. Median: this is the median value of components in a wide number of choices. 6. Range: this constitutes the least and most amounts of the components in line with the different extents of selections.
The aforementioned 6 features were cumulated from the 3 details formed by transformation of the image, and then its collection so as to get a final trajectory measuring as long as 18 elements demonstrating each image. Based on each data set, the production courses are separated into mediums. The columns of these matrices are sized at (36×18) and (110×18) for database2 which are utilized for testing and training the classifiers just as how it is usually done with the other methods. 2.6. CombinationMethod. Three stages involve the attaining of this method. Firstly, the features extraction step which cover histograms, edge detection, bi-orthogonal wavelets which are then implemented to the image texture. The selection of the input vectors from the features that were extracted to make a combination between three of the vectors comes second in the line of steps and we get the vector length (2834). Thirdly these vectors classified by the RF and DT classifiers as shown in Figure. The purpose of the second case is to learn the properties of applications of the supervised DT classifier on data sets that are not similar and tested by utilizing multiple removal methods described previously. These removal methods are the same methods that were used in the first study case section, such as histogram, edge detection, bi-orthogonal wavelet transform. A classifier is shown as an algorithmic separation of the instance space. A rooted tree is formed by the nodes existing in the decision tree, which means it is an engaged tree consisting of nodes called "root" and one which does not harbor inbound limits. The existing nodes consist of a single inbound edge each. An outbound edge existent node can be considered the inner node. The rest of the nodes are referred to as final nodes. Each inner node divides the case area to more than one sub-area in a decision tree, according to specific distinct numbers of the contributing traits. The large number of cases has trials that take into account each trait in such a manner so as to have the circumstance area divided based on the importance of the trait. The classification is carried out by directing the instances from the root to the leaf of the tree based on the outcome of the tests along the way.
3. Experimental Result. This section presents the overall outcome of our work and rates of precision depending on the RF and DT classifiers. The analysis and discussions of these results have been illustrated in detail in order to carry out a wide comparison and view about the best texture analysis methods, and also the best classification techniques. The first database used in this study comprised 36 multi-class engineering surface images of size (1024 × 1280). Furthermore, the second database has been prepared by collecting the images (1 to 110) of size (640 × 640) from the Brodatz album. 3.1. Results of RF-Based Texture Classification. The test outcomes of three distinct textural features extraction techniques based on the machined textures database have revealed that, the employment of histogram, edge detection, and bi-orthogonal wavelet transform and combination methods have yielded the higher classification precision. Figure.4 shows the variations in classification rates. Based on this figure, we can note that, using the feature extraction method and the combination method with RF is the best composition for classification, since the RF yields a higher precision rate in classification that means less complexity and less time in training. This is proved by using 36 multi-class engineering surface images.
The training and recalling have been performed to all images, using the same supervised RF model. As mentioned above, in this work, the Brodatz texture images have been used as a second database for verifying and confirming the precision of the results when using the engineering machined surfaces database. Table 1 reveals that the precision of results of the classified Brodatz textures ranges between 98.36% and 99.09% respectively, and it nearly matches the results obtained by our first data. Figure 5 . Based on this figure, we cannot that the experimental results show that using the bi-orthogonal wavelet transformation method and combination method for features extraction yields the highest precision rates in classification. 
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The training and recalling have been performed to all images using the same supervised DT model. As mentioned earlier in this work, the Brodatz texture images have been used as a second database for verifying and confirming the precision of the results when using the engineering machined surfaces database. Table 2 reveals that the precision of the results of the classified Brodatz textures ranges between 97.53% and 99.74% respectively, and it is higher than the results obtained by our first database. Figure 6 with the results in Figure 7 . The comparison of the RF and DT classifiers regarding the precision rate and complexity have facilitated to classify and identify the type of machine process for the tested image, in terms of the engineering machined surfaces database. 
Conclusion.
The overall aim of this study is to investigate the possibilities of the texture classification process, which mainly depends on efficient image analysis by features extraction.
The results of the analysis had revealed that the RF classifier gives a higher precision rate in classifying the texture images and much less time in training. The RF classifier achieved 97.2% precision rate and used three features extraction and combination methods in classification of the machined work-pieces. It achieved a precision between 98.36% and 99.09% in classification of the Brodatz textures. The precision rate of DT ranges between 91.1% and 97.4% and the DT classifier achieved a precision rate of 97.4% when used with the combination method in classifying the machined database, while the precision rate ranged between 99.42% and 99.74% for the Brodatz textures. Both, RF and DT classifiers have been proven as successful for studying classification in image processing. The above results have been compared with the work of [19] , in which they have used the Artificial Neural Network, which yielded an accuracy of 95.4% for the machined work-pieces dataset and 86.5% for the Brodatz textures dataset. Hence conclude that, the current study has achieved a higher and better accuracy.
