By using Density Matrix Renormalization Group (DMRG) technique we study the phase diagram of 1D extended anisotropic Heisenberg model. We analyze the static correlation functions for the spin operators both in-and out-of-plane and classify the zero-temperature phases by the range of their correlations. On clusters of 64, 100, 200, 300 sites with open boundary conditions we isolate the boundary effects and make finite-size scaling of our results. Apart from the ferromagnetic phase, we identify two gapless spin-liquid phases and two massive ones. Based on our phase diagram and on estimates for the coupling constants known from literature, we classify the ground states of several edge-sharing materials.
I. INTRODUCTION
Recently, an increasing attention has been paid to the materials containing edge-sharing CuO 2 chains (e.g. 3) . It has been found by using several complementary experimental techniques that the lowenergy physics in such materials is one-dimensional 4 . It has been also concluded that in such insulating materials the spins, localized on the copper ions, interact via ferromagnetic interaction with their nearest neighbors, while a considerable next-nearest neighbor (NNN) interaction has been argued to be antiferromagnetic. In addition, at least in one material (LiCuVO 4 ), about 6% exchange anisotropy has been measured by using paramagnetic resonance 5 . Another manifestation of such anisotropy is the dependence of the saturation value of the external magnetic field on its direction 4 .
It is widely accepted that to study such systems, a 1D extended anisotropic Heisenberg model with ferromagnetic (F) nearest-neighbor (NN) interaction and antiferromagnetic (AF) NNN one should be used. In order to estimate the values of the exchange interactions in these materials, temperature and magnetic field dependencies of the integrated quantities, such as susceptibility and magnetization, have been compared with those of various 1D spin models, calculated exactly on small clusters. The F-AF Heisenberg model appeared to be the only compatible 2 . Excluding the symmetry breaking in XYplane, the resulting Hamiltonian could have at most four parameters: two in-plane interaction constants and two out-of-plane ones. Let us denote these as follows It is worth noting that the Hamiltonian (1.1) with J ⊥ > 0 can be easily mapped onto the one with J ⊥ < 0. Indeed, for a bipartite lattice, the transformation: n . We choose AF sign of J ⊥ to be compatible with our previous work 9 , although in the edge-sharing CuO 2 materials J ⊥ should be negative. Finally, it is worth noting that the model (1.1) can be also represented as a two-leg zigzag ladder as show in Fig. 1 .
From the theoretical point of view, F-AF Heisenberg model is a challenge both for analytical and numerical methods. The model (1.1) has been extensively studied in its antiferromagnetic region (J z < 0). For what concerns the ferromagnetic region (J z > 0), a few results should be mentioned. First of all, it is worth noting that despite the non-integrability of the model, there exist two points in its parameter space where the analytic expression for the ground state energy and wave functions are known. These are the points: (J z = −1, 19 has been predicted by means of the Renormalization Group analysis of the effective field theory in the limit of two AF chains coupled by a weak F inter-chain coupling. A gapped dimer phase, surrounded by the gapless spin-liquid ones, has also been identified by using the level-crossing analysis of the excited states obtained by Lanczos diagonalization on small rings 20, 21 . Similar results were found by using the Quantum Renormalization Group 22 . In addition, a dimerized gapped phase 23 and incommensurate power-law correlations 24 have been found on the AF side of the model (J z < 0). On the other hand, in Ref. 25 by means of the perturbation theory around the mean-field solution of weakly anisotropic F-AF Heisenberg model, only spinliquid gapless phases have been found. This result might be an artefact of the perturbation theory, since a perturbation can not change the underlying mean-field ground state unless one is summing up an infinite number of diagrams.
Despite the existence of exact Bethe-ansatz solution, it is still extremely difficult to obtain closed analytic expressions for the correlation functions (see e.g. 26, 27 ) even for the isotropic antiferromagnetic Heisenberg model (J ′ = 0, J ⊥ = J z ). Asymptotic analytical results come mainly from the Quantum Field Theory. In Ref. 28 it has been shown, based on the Conformal Field Theory, that the long-range behavior (r → ∞) for the isotropic antiferromagnetic Heisenberg model has a highly non-trivial form:
where α, β = x, y, z. As soon as the rotational invariance is broken, however, the correlation functions of the nearest-neighbors anisotropic Heisenberg (XXZ) model assume a simple power-law form: In the past we have already considered the ferromagnetic (J z > 0) model (1.1) in connection with the question of ergodicity of the system's dynamics 9, 30, 31 , by means of the Lanczos and Exact Diagonalization techniques. Therein a zero-temperature phase diagram has been constructed, based on whether the dynamics of the z-projection of local spin was ergodic or not. Different types of ergodic phases have been identified depending on how the non-ergodic constant was approaching zero within the finite-size scaling. Another insight into the physics of (1.1) has been made from the entanglement studies of the phase transitions in the vicinity of the ferromagnetic phase. Two different types of behavior can be identified, depending on whether J ′ or J ⊥ is increased 32, 33, 34 . By means of Lanczos, it was impossible to understand deeper the nature of the underlying phases without analyzing the asymptotic behavior of the correlations at large distances and accurate finite-size scaling for large clusters. That is why we revisit the phase diagram of (1.1) in the present manuscript using the Density Matrix Renormalization Group (DMRG).
This article is organized as follows: after the definition of the model and the method used to analyze it in Section II, we briefly revisit the classical phase diagram of (1.1) at T = 0 in Section III. In Section IV, we describe the various phases found in the quantum phase diagram of (1.1).
II. METHOD OF ANALISYS
In the present work, we focus our attention on studying the spin- block. The real-space spin-spin correlation functions are calculated by means of the finite-system algorithm.
A few words should be said about the determination of the phase boundaries on a finite-size cluster. When the correlation length becomes comparable to the cluster size, it is not possible to determine the exact location and the order of the transition, but only the region in the phase diagram, where the transition should occur in the bulk. Such region usually shrinks increasing the cluster size. Moreover, the properties of a cluster with OBC converge slower to the thermodynamic limit in comparison to those of the clusters with e.g. periodic boundary conditions. On the other hand, the method of levelcrossing 20, 21 , successfully applied to the determination of the phase boundaries in Lanczos and Exact Diagonalization techniques, cannot be used efficiently in DMRG calculations, since clusters with OBC lack many of the important symmetries. Nevertheless, DMRG has the important advantage of being able to simulate systems as large as several hundreds of sites. In an OBC system, the boundary effects penetrate inside the system at some finite length λ b (λ b /a 20 in our analysis, where a is the lattice constant). Therefore, on a cluster of hundred or several hundreds of sites, the central part of the cluster behaves effectively as a bulk system. The long-range part of the correlations can be safely observed in this part of the cluster. In the present paper, the transitions we deal with are the transitions between a massive and a massless phases. In such a case, the phase boundary can be estimated from the massive side as the point where the correlation length becomes of the order of the cluster size, while from the massless side as the point where the power-law behavior ceases to be observed. The difference between these two points is a measure of uncertainty in determining the exact position of the transition line. This uncertainty decreases with the system size.
III. CLASSICAL PHASE DIAGRAM
Before considering the phase diagram of (1.1) it is instructive to take a look at the classical limit of this model and its phase diagram at T = 0. The calculations are rather straightforward and will be just sketched here. In classical case, the spins are represented by the classical vectors of constant length s. One has to minimize the energy functional of the system, containing the scalar products between the nearest and next-nearest vectors, subject to the constraint that the length of each vector be s. Fourier transform brings the Hamiltonian in the "diagonal" form (i.e. the operators S α q and S α q ′ , where α = x, y, z, are not coupled unless q ′ = −q):
Here γ z (q) and γ ⊥ (q) are defined as follows:
In such circumstances it is easy to see that the global minimum of the energy is realized by taking only one component with q = q 0 and maximal value S q0 = s √ N and putting all the others to zero. q 0 is chosen such that either of the following conditions takes place:
In the former case all spins are aligned along the z-axis, while in the latter they are parallel to the XY -plane. The above conditions give rise to the classical phase diagram depicted in Fig. 2 (left panel) . In the absence of quantum correlations the system possesses a perfect long-range order, either commensurate or incommensurate, with periodicity vectors q as shown in Fig. 2 . There are three phases in the classical limit of the model (1.1) in the range J ′ > 0, J ⊥ > 0. The first one is the ferromagnetic phase (Ferro) with all spins fully polarized along the z-axis. The second phase is an in-plane Néel antiferromagnet, while the third one is the in-plane incommensurate spirally ordered phase with the periodicity vector q = arccos(J ⊥ /4J ′ ). The Ferro phase is separated from the Néel one by the line J ⊥ = J z , J ′ < J z /4, while the Néel phase is separated from the Spiral one by the line
Finally, the Spiral phase is separated from the Ferro one by the curve
IV. QUANTUM PHASE DIAGRAM
Quantum fluctuations radically modify the classical picture. Long-range correlations with constant values of correlation functions, independent on distance, are substituted by either quasi-long-range ones with power-law behavior at large distances, or by short-range exponentially-decaying ones. In the quantum phase diagram of (1.1) we observe five phases as shown in the right panel of Fig.2 .
In our previous studies 9 we have located the position of one of these phases (Ferro) within the range 0 < J ⊥ < J z and J ′ 0.31J z . Contrarily to the isotropic Heisenberg ferromagnet, where the ground state is L+1-times degenerate, in the anisotropic model (1.1) the ferromagnetic phase has only two degenerate ground states with all spins either "up" or "down". Therefore, the Ferro phase is structurally identical to that of the classical phase diagram, the only difference being the shape of the phase boundary.
We now describe the remaining four phases of quantum phase diagram in Fig. 2 , which we have found by use of the methods reported in Section II.
A. Spin-liquid-I (XXZ-like) phase
Above the ferromagnetic phase (J ⊥ > J z ) and for moderate values of
we find a phase that we called Spin-liquid-I or XXZ-like because of its similarity to the ground state of AF XXZ model. A typical behavior of the correlations in this phase is shown in Fig. 3 . The relevant in-plane correlations are antiferromagnetic and power-law decaying, with periodicity vector π and critical exponent η ⊥ , which is a function of both J ⊥ and J ′ :
For what concerns the out-of-plane channel, the relevant correlations are always ferromagnetic:
with the exponent close to −2. This fact confirms once again the analogy with XXZ model. Since DMRG deals with open boundary conditions (OBC), it is important to keep the boundary effects under control. With OBC, a two-site correlation function depends not only on the distance between the two sites, but also on the position of these sites. To minimize boundary effects, in the measurements of the two-site correlations, we choose these two sites as symmetric as possible with respect to the center of the cluster. In this way, the boundary effects, owing to the nonequivalence of the lattice points under OBC, can be overcome. We have studied the dependence of our results on the cluster size for a typical point in the Spin-liquid-I phase. As shown in Fig. 4 , a progressive increase of L increases the portion of points, lying on a straight line, common for all values of L under investigation. The greater is the absolute value of η ⊥ (η z ), the smaller are the boundary effects, since for large a exponent the correlations decay fast enough on the scale of the cluster size L.
The dependence of η ⊥ on coupling constants along several lines with fixed values of J ⊥ and J ′ are shown in Fig. 5 , left and right panels respectively. η appears to be monotonically decreasing as a function of J ′ . In the case when J ⊥ is constant, upon approaching the transition towards the massive phase M-II (see Fig. 2 ), η ⊥ shows a tendency to diverge to minus infinity. Peculiarly, all the curves cross at the same point around J ′ ≈ 0.3J z , which means that at this point η ⊥ is independent of J ⊥ .
In order to check the quality of our DMRG data, we compare our results for η ⊥ at the line J ′ = 0 with the known "exact" result of bosonization for the XXZ model given by the formula (1.4). One can see from the right panel of Fig.5 that our points fall exactly on the bosonization line, meaning that our calculations (DMRG and the chosen cluster size) can access the bulk lowenergy physics, described by the bosonization. Between J ′ = 0.27J z and J ′ = 0.3J z there is a change of convex-
is approximately independent on J ⊥ , especially for J ⊥ far from 1, confirming the presence of a crossing point. The limiting value at J ⊥ → ∞ of the critical exponent for the in-plane correlations appears to be −1/2, as follows also from (1.4). This means that for J ⊥ large enough J ′ becomes always irrelevant. the raw data for both in-plane and out-of-plane correlation functions are shown in the respective insets. It is more convenient to plot the correlation functions separating the inter-and intra-chain parts. Both in-and out-of-plane correlation functions have antiferromagnetic character in the intra-and inter-chain channels with periodicity vector q ∼ π/2. The power-law decay of the correlations becomes clear after applying the logarithmic scale on both axes. Although the dominant NNN interaction (J ′ ) is isotropic, the corrections coming from the anisotropic NN ones (J z , and J ⊥ ) induce anisotropy in the correlations.
The out-of-plane correlations appear to have the same exponent η z for both intra-and inter-chain correlations. Moreover, for the intra-chain correlations, there is an additional modulation by a harmonic term ∼ (1 + α sin(2πx/4)), where x is the distance along a leg of the ladder and α ≪ 1. Such modulation, might be a trace of a less-relevant correlations (i.e. of a correlation with smaller exponent) which we are not able to measure directly. Contrarily to the out-of-plane channel, in the in-plane one the exponents of intra-(η ⊥1 ) and interchain (η ⊥2 ) correlations appear to be slightly different, as shown in Fig. 6 . The cluster-size dependence of the intra-chain correlations is shown in Fig. 7 . Once again, by increasing the system size L, the power-law character of the correlations becomes more and more evident. The convergence to the thermodynamic limit, however, is somewhat slower in comparison with the Spin-Liquid-I phase (see Fig.7 ), since now we are measuring the correlations along a leg of the ladder and the maximum distance along a leg is only half of the system size.
The critical exponents for the intra-and inter-chain correlations are not universal and depend on the particular values of J ′ and J ⊥ . J ′ dependence of the intra-chain correlation exponents for in-plane η ⊥ and out-of-plane η z is shown in Fig. 8 . For J ⊥ < 0.9, J z η z < −1 and η ⊥ > −1, while for J ⊥ > 0.9J z η z > −1 and η ⊥ < −1. When J ′ increases, both exponents tend to −1 as in this case the system resembles more and more the XXZ model on two noninteracting legs.
C. Massive phases
The two massive phases (M-I, M-II) exhibit qualitatively different correlations and the transition line between them goes from the point (J ′ = J z /4, J ⊥ = J z ) to the point (J ′ = 0.41J z , J ⊥ = 0.5J z ), as shown in Fig. 2 . The transition lines are determined by the behavior of the correlation functions. In a massless phase, the correlation functions are linear in the log-log scale (power-law decay), while for a massive phase they are linear in the semi-log scale (exponential decay).
The first massive phase (M-I) is located in the region 0.31J z < J ′ < 0.43J z , 0 < J ⊥ < J z . M-I is adjacent to the ferromagnetic phase and shows finite magnetization in the vicinity of the transition line, which gradually goes to zero for J ′ 0.35J z . In the M-I phase, residual ferromagnetic correlations induce a very complex structure of the static spin form factor in the z-direction. In addition to the residual finite magnetization, which shifts up the whole plot of S z r S z r+d , the boundary effects are enhanced with respect to what we find in the other phases and in the in-plane channel. That is why we explore this phase on clusters of the maximal reachable size on our machines: 300 sites. At short distances (d < 20), in the out-of-plane channel the correlations are dominated by an exponential incommensurate contribution, as shown in the left panel of Fig. 9 . Qualitatively different behavior appears for d > 20. At medium distances (20 < d < 250) we observe incommensurate long-range correlations with apparently no decay. Finally, when the spins are situated at the opposite sides of the cluster, the correlations between them grow as the spins approach the borders of the cluster, being this behavior a clear evidence of a boundary effect.
As it can be seen from Fig. 9 , the in-plane correlations present exponential decay. As we have already mentioned, the model (1.1) can be also considered as a zigzag ladder. Hence, there could be an a priori distinction between intra-and inter-chain correlations. The correlations we measured distinguish whether the two sites stay on the same leg or not. The inter-chain in-plane correlations have smaller correlation length with respect to the intra-chain ones, and go gradually to zero as J ⊥ → 0, since in that case the two legs of the ladder remain coupled only in the z-channel. In the left panel of Fig. 10 , we plot the J ′ dependence of the in-plane intra-chain correlation length ξ ⊥ for several values of J ⊥ . ξ ⊥ (J ′ ) appears to be independent of J ⊥ at least close to the transition line Ferro→M-I. On a ladder of 100 sites, the maximum distance along the legs is of 50 lattice constants. On approaching the transition M-I→Spin-liquid-II phase for J ⊥ = 0.0 and 0.5J z , ξ ⊥ reaches its maximum value, while for the transition along the line J ⊥ = 0.7J z , it does not occur, since there is a transition towards another massive phase (M-II).
The issue of finite magnetization in the M-I phase, rather unexpected, deserves a separate study through the finite-size scaling in order to conclude whether it might be a bulk feature. In the M-I phase and for the values of L accessible to us, we find a close relation between the finite residual magnetization and the correlation length ξ ⊥ in the in-plane channel, as shown in the left and middle panels of Fig. 11 . Namely, the decrease of the magnetization per site is accompanied by the increase of ξ ⊥ . The former appears to be almost size independent for J ′ < 0.4J z . At J ′ > 0.4J z , finite magnetization steps of height 1/L appear. This occurs because, for a finite cluster, the z-component of the total spin can only increment by one. The disappearance of magnetization is accompanied by the divergence of the correlation length ξ ⊥ in the in-plane channel (left and middle panels of Fig. 11 ). On increasing J ′ , ξ ⊥ reaches a maximal value (of the order of L/2) at J ′ = 0.42 ÷ 0.44J z and, for greater values of 
J
′ , a power-law fit appears to be more appropriate.
In the M-II phase, when both J ′ and J ⊥ become large enough, the correlations change qualitatively. In this phase, the ratio J ⊥ /J ′ is limited from below and above. The out-of-plane correlations exhibit an exponential decay as functions of the distance between any two sites, regardless whether they belong to the same or different legs (see left panel of Fig. 12 ). We have also investigated J ′ dependence of the out-of-plane intra-chain correlation length ξ z for several values of J ⊥ in the M-II phase, as reported in the right panel of where l = 0, . . . , 24 for a 100 site cluster. One can easily verify by looking at Fig. 1 that the sequence d 0 (l) corresponds to the case when both i and j belong to the same leg and i − j is even. Similarly, the sequence d 2 (l) comprises all the cases when both i and j belong to the same leg and i − j is odd. The remaining two sequences d 1 (l) and d 3 (l) are realized when i and j belong to different legs. All four sequences appear to be modulated by the same harmonic term, but with different phases. Peculiarly, the phase shift between d 0 (l) and d 2 (l) equals to π and the same does the phase shift between d 1 (l) and d 3 (l). Finally, the phases of d 0 (l) and d 1 (l) differ by π/2. Summarizing, we can conclude that the in-plane correlations of the M-II phase assume the following asymptotic form:
where On a cluster of 100 sites, the out-of-plane correlation length ξ z approaches its saturation value of about ξ c z ∼ 35a, while the system undergoes the phase transition towards the Spin-Liquid-II phase, and hence ξ c z /L ∼ 0.35 for L = 100. This value should be compared to L/2 = 50 since we are speaking about the intra-chain correlations. In the right panel of Fig.11 we report the J ′ -dependence of ξ z for different system sizes. The ratio ξ c z /L ranges from 0.3 for L = 300 to 0.375 for L = 64 while the "uncertainty" range, i.e. the width of the transition on a finite system, decreases as expected.
V. CONCLUSIONS
We have performed an extensive numerical study of the model (1.1) within the following range of the Hamiltonian parameters: J z = 1, 0 < J ⊥ < 2.5, 0 < J ′ < 1.0. We have constructed a zero-temperature phase diagram based on the DMRG calculations for 64, 100, 200, 300 site system with open boundary conditions.
We have identified several phases within this phase diagram, based on the behavior at large distances of the correlation functions. We have found two phases with quasi-long-range behavior, among which one appears to be a generalization of the ground state of XXZ model, and another possesses rather complex correlation picture, which distinguishes between intra-and inter-chain dis-tances. We have discovered two massive phases. One of them (M-II) separates the two massless phases, while the other (M-I) divides a massless phase from the ferromagnetic one. Although these two massive phases present qualitatively different correlations, they share a common feature. Both of them develop when one of the NN couplings is less efficient respect to the other and to J ′ . Indeed, in the phase M-I, J ⊥ is limited respect to the other couplings, while in M-II the relative weight of J z goes to zero with respect to J ⊥ and J ′ . A further insight into the nature of these phases can be obtained by studying more specific properties of their ground 
