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Abstract—Estimating the orientations of nodes in a pose graph
from relative angular measurements is challenging because the
variables live on a manifold product with nontrivial topology
and the maximum-likelihood objective function is non-convex
and has multiple local minima; these issues prevent iterative
solvers to be robust for large amounts of noise. This paper
presents an approach that allows working around the problem
of multiple minima, and is based on the insight that the
original estimation problem on orientations is equivalent to
an unconstrained quadratic optimization problem on integer
vectors. This equivalence provides a viable way to compute
the maximum likelihood estimate and allows guaranteeing that
such estimate is almost surely unique. A deeper consequence of
the derivation is that the maximum likelihood solution does not
necessarily lead to an estimate that is “close” to the actual nodes
orientations, hence it is not necessarily the best choice for the
problem at hand. To alleviate this issue, our algorithm computes
a set of estimates, for which we can derive precise probabilistic
guarantees. Experiments show that the method is able to tolerate
extreme amounts of noise (e.g., σ = 30◦ on each measurement)
that are above all noise levels of sensors commonly used in
mapping. For most range-finder-based scenarios, the multi-
hypothesis estimator returns only a single hypothesis, because the
problem is very well constrained. Finally, using the orientations
estimate provided by our method to bootstrap the initial guess of
pose graph optimization methods improves their robustness and
makes them avoid local minima even for high levels of noise.
I. INTRODUCTION
A pose graph is a model used in probabilistic robotics to for-
malize the Simultaneous Localization and Mapping (SLAM)
problem [1]. Each node in the graph represents the pose of a
mobile robot at a given time, whereas an edge exists between
two nodes if a relative measurement (inter-nodal constraint) is
available between the two poses. Relative measurements might
be obtained by means of proprioceptive sensors (e.g., wheel
odometry) or exteroceptive-sensor-based techniques (e.g., scan
matching or visual odometry).
The objective of pose graph optimization is to estimate
the nodes poses that maximize the likelihood of inter-nodal
measurements. Once the poses have been estimated, it is
possible to construct a map of the environment by placing
all measurements in the same global coordinate frame.
The difficulty in obtaining the maximum likelihood estimate
of robot poses is mainly connected with the angular com-
ponent: also in a planar case, the nodes orientations belong
to a product of manifolds (SO(2)n, with n the number of
observable poses) that have a nontrivial topology. This makes
the maximum likelihood problem nonlinear and non-convex,
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with multiple local minima (see Wang et al. [2] for an
exhaustive analysis of a simple instance of the problem). In
fact, if the orientations were known, pose optimization would
be a linear problem, see e.g., [3].
This paper considers the problem of estimating the nodes
orientation from pairwise relative angular measurements,
which is referred to as the orientation graph optimization
problem. We provide a multi-hypothesis global optimization
method that does not suffer from local minima, even with
extreme amounts of noise. In the context of SLAM, we will
show that having a global estimate of the orientations improves
the robustness of iterative solvers such as g2o [4].
Related work in robotics: The formulation of SLAM as
a nonlinear optimization problem on a graph traces back to
Lu and Milios [5]. Gutmann and Konolige [6] discuss how
to build a pose graph in incremental fashion from laser scan
measurements. A large amount of subsequent work focuses
on speeding up computation. Duckett et al. [7] use a Gauss-
Seidel relaxation to minimize residual errors. Konolige [8]
describes a reduction scheme to improve efficiency of non-
linear optimization. Thrun and Montemerlo [1] describe a
conjugate gradient-based optimization that enables large scale
estimation. Frese et al. [9] propose a multilevel relaxation
technique that considerably reduces the computation time by
applying a multi-grid algorithm. Olson et al. [10] propose
an alternative parametrization for the problem, which entails
several advantages in terms of computation and robustness.
Grisetti et al. [11] extend such framework, proposing a method
(Toro) that is based on stochastic gradient descent and uses
a tree-based parametrization to optimize the poses in both
planar and three-dimensional scenarios. Kaess et al. [12]–[14]
present a very elegant formalization of SLAM using a Bayes
tree model and investigate incremental estimation techniques.
Several recent papers focus on the manifold structure of
the problem: the domain of the problem is a product of
manifolds SE(2) or SE(3), and this aspect requires a suitable
treatment when using iterative optimization techniques [15],
or closed-form problem-specific methods [16]–[18]. Kuem-
merle et al. [4] describe the g2o framework for solving general
optimization problems with variables belonging to manifolds.
Olson and Agarwal [19], and Sünderhauf and Protzel [20],
[21] propose relevant extensions of this framework, with the
purpose of increasing estimation robustness in the presence
of outliers. The theoretical analysis of the problem is slightly
behind applications; see Knuth and Barooah [22], Huang et
al. [23], and the previously mentioned Wang et al. [2].
The state-of-the-art techniques for pose graph optimization
are iterative approaches that minimize a cost function starting
from an initial guess. None can guarantee convergence to a
global minimum, and it is observed that they get easily trapped
in local minima in presence of large orientation noise.
Related work in other fields: In this paper we limit ourselves
to the robotics perspective of pose graph optimization and
relative benchmarks, but one must point out that there exist
many other applications, such as attitude synchronization [24]
and calibration of camera networks [25], which consider
problems that are formally equivalent or very similar to pose
graph optimization. It is common for these problems to be
formulated in a multi-agent context, where the problem is
to estimate in a distributed way some local state of the
agent (pose, position, orientation, etc.) with many variations
according to the kind of measurements available (relative
distance, relative bearing, etc.). For example, Barooah and
Hespanha [3], [26] consider the problem of estimating posi-
tions of robots in a team from relative position measurements,
assuming known orientations. Knuth and Barooah focuses on
distributed computation [27]. The case in which the nodes
positions have to be estimated from bearing measurements
was pioneered by Stanfield [28] and further developed in more
recent work [29]–[31]. Another common setup is the one in
which nodes positions are estimated from pairwise distance
measurements [32]–[35].
Paper outline: Our results derive from the joint application
of graph theory, differential geometry, and integer program-
ming. We do not assume any prior knowledge and Section II
recalls all necessary preliminaries.
Section III recalls the usual maximum likelihood formaliza-
tion for the orientation estimation problem, with extra care to
the assumptions and the problem symmetries.
Section IV proves that the maximum likelihood optimization
problem with domain SO(2)n, where n is the number of
observable nodes, is equivalent to an unconstrained quadratic
integer optimization problem on Z�, where � is the number
of cycles in the graph (Theorem 16). First, we show that it is
possible to map the nonlinear maximum likelihood estimation
problem from the manifold to a vector space, by including
integer-valued unknowns (regularization terms). The corre-
sponding maximum likelihood problem becomes a mixed-
integer program [36]. Further, the objective function for this
problem can be separated into two terms in a way that allows
a two-stage optimization, in which one first optimizes over
the regularization terms, and then the maximum likelihood
estimate of the nodes orientation is computed in a closed form.
The conclusion, given in Theorem 16, is that the maximum
likelihood estimate is unique with probability one, and that
the global maximum of the likelihood function can be found
by solving an unconstrained quadratic integer program.
Section V describes several properties of the probability
distribution of the maximum likelihood estimator that imply
that the estimate may suffer from a bias. As a simple example
demonstrates, since the problem is highly nonlinear, minimiz-
ing the data error does not imply that the estimation error is
low. By contrast, in a linear problem, the maximum likelihood
estimator is also unbiased and a minimum variance estimator.
Our conclusion is that in this problem the maximum likelihood
estimate is not necessarily the most useful information when
the noise is large. Motivated by this result we look for a multi-
hypothesis estimator for which we can derive stronger results.
Section VI and Section VII describe the MOLE2D algorithm,
which returns a set of multiple hypotheses for the nodes orien-
tations. We can give probabilistic guarantees on the output of
this algorithm, namely that at least one hypothesis is “close” to
the actual nodes orientations within a given confidence level.
The algorithm is able to return only a small set of plausible
hypotheses, provided that the “frame of reference” is chosen
appropriately. The frame of reference is given by the free
choice of a cycle basis matrix that must be supplied. It can be
proven that choosing the minimum cycle basis minimizes the
expected number of hypotheses. However, because the exact
minimum cycle basis is expensive to compute, it is worth
exploring several approximations as alternatives. With the right
choice of cycle basis, in common problem instances the set
of estimates contains a single element, because the problem is
very well constrained. In this case, we are able to completely
characterize the distribution of the estimator, which is rare in
the context of nonlinear estimation.
Section VIII discusses the performance of MOLE2D on stan-
dard SLAM datasets, both for orientation estimation and for
full pose optimization. For the case of orientation estimation,
we explore the trade-off in performance implied by the choice
of the cycle basis matrix used by MOLE2D. The results confirm
the theoretical predictions. For the case of pose optimization,
we show that simply substituting the orientation estimate
computed by MOLE2D in place of the odometric initial guess
greatly enhances the robustness to noise in an iterative solver
such as g2o.
Relation with previous work: Previous work by the first
author and colleagues [37], [38] highlighted the importance of
orientation estimation in pose graph optimization and proposed
a fast approximation for solving for the orientations, and
then solving for the translations given the orientations. Such
previous work motivated this development, but the approach
of the present work follows a different route. This paper
presents a formal treatment of the orientation-only estimation
problem; rather than proposing an approximation, we care
about finding the exact maximum likelihood (orientation)
estimate. In hindsight, the results of this paper allow to
conclude that the rounding operation proposed to solve the
wraparound problem in [38] is only a heuristic to solve a
quadratic integer program, which does not necessarily lead to
the optimal solution [39]. This paper also asserts in Section
V that, after all, the maximum likelihood estimate may not be
the best choice for the problem at hand, hence it proposes
to switch to a multi-hypothesis approach. More in detail,
the proof of equivalence to a quadratic integer program, the
MOLE2D algorithm, and the experimental results are original
and have not been published in previous work or submitted to
conferences.
II. PRELIMINARIES
This section introduces some preliminaries of graph theory,
differential geometry, and modulus algebra. Table I summa-
rizes the most important symbols appearing in the paper.
TABLE I
SYMBOLS USED IN THIS PAPER
Graph
G = (V , E) Directed graph
m Number of edges
n+ 1 Number of nodes
n Number of observable variables
V Vertex set; |V| = n+ 1
E Edge set; |E| = m
e = (i, j) ∈ E Edge between nodes i and j
� Number of cycles; � = m− n
wij Weight associated to edge (i, j)
A ∈ R(n+1)×m Incidence matrix of G
A ∈ Rn×m Reduced incidence matrix of G
Cycle bases
CG The set of all cycle basis for G
c ∈ {−1, 0,+1}m Row vector describing a circuit
W (c,w) Weight of a cycle
W (C,w) Weight of a cycle basis
MCB(G,w) Minimum cycle basis for a given weight function
C ∈ Z�×m Matrix describing a cycle basis
CL,CT Canonical ordering of C according to a spanning
tree T
FCB Fundamental cycle basis built from a spanning tree
Geometry of angles
SO(2) 2D rotation matrices
Exp : R→SO(2) Exponential map
Log : SO(2)→P(R) Logarithmic map
Log0 : SO(2)→R Principal logarithmic map
�·�2π : R→(−π,+π] 2π modulus operation
Orientation estimation (intrinsic formalization)
r◦i ∈ SO(2) Unknown node orientation
ri ∈ SO(2) Optimization variables for node orientation
dij ∈ SO(2) Relative orientation measurement
εij ∈ SO(2) Measurement error
�ij ∈ R Gaussian noise producing εij
σij Standard deviation of �ij
Orientation estimation (in (−π,+π] coordinates)
θˇ◦ ∈ (−π,+π]n Unknown orientations
θˇ ∈ (−π,+π]n Optimization variables for orientations
δˇ ∈ (−π,+π]m Relative orientation measurements
Pδ ∈ R
m×m Measurement covariance
Mixed-integer formalization in k and θ
θ ∈ Rn Real-valued optimization variables for orientations
k ∈ Zm Regularization vector
θˇ�|k Estimate of θˇ◦ given k ∈ Zm
Reduced formalization in cycle space
γ ∈ Z� Integer vector living on the cycles
γˆ ∈ Zm Estimator for γ
θ�|γ Real-valued estimate of θˇ◦ given γ
θˇ�|γ = �θ�|γ �2π Wrapped estimate of θˇ◦ given γ
θˇ� = θˇ�|γ
�
Max. likelihood estimate of θˇ◦
Γ Set of estimates for γ returned by INTEGER-
SCREENING
Θ Set of estimates of θˇ◦ returned by MOLE2D
Miscellanea
P(S) Power set of the set S
|S| Cardinality of the set S
In n× n identity matrix
0n (column) Vector of all zeros of dimension n
1n (column) Vector of all ones of dimension n
�·� Floor operator
Trace{P } Trace of the matrix P
χ2�,α quantile of the χ
2 distribution with � degrees of
freedom and upper tail probability equal to α
A =


−1 0 0 0 0 0 0 0 +1
+1 −1 0 0 0 0 0 0 0
0 +1 −1 0 0 0 +1 0 0
0 0 +1 −1 0 0 0 0 0
0 0 0 +1 −1 0 0 0 0
0 0 0 0 +1 −1 0 0 0
0 0 0 0 0 +1 −1 −1 0
0 0 0 0 0 0 0 +1 −1


C1 =
�
+1 +1 +1 +1 +1 +1 0 +1 +1
+1 +1 0 0 0 0 −1 +1 +1
�
C2 =
�
+1 +1 0 0 0 0 −1 +1 +1
0 0 +1 +1 +1 +1 +1 0 0
�
Fig. 1. A toy graph with vertex set V comprising nodes from A to H , and
edge set E comprising edges 1 to 9. For our example we assume that each
edge has a unitary weight. A spanning tree (which is also a spanning path in
this case) is given by edges {1, 2, 3, 4, 5, 6, 8}; the corresponding chords are
edge 7 and edge 9 (reported as dashed lines in the figure). The figure also
shows the incidence matrix of the graph, while the reduced incidence matrixA
is obtained from A by deleting the first row. C1 is a cycle basis matrix
for the graph, whose first circuit includes edges {1, 2, 3, 4, 5, 6, 8, 9} and
second circuit includes edges {3, 4, 5, 6, 7}. C2 is a minimum cycle basis,
whose first circuit includes edges {3, 4, 5, 6, 7} and second circuit includes
edges {1, 2, 7, 8, 9}.
A. Computational graph theory
Chen [40] is a popular reference for standard concepts of
computational graph theory. Our notation is compatible with
Kavitha et al. [41], from which we take the more specific
results about cycle bases.
A directed graph G is a pair (V , E), where V is a finite set
of elements, called vertices or nodes, and E is a set containing
ordered pairs of nodes. A generic element e ∈ E , referred to as
edge, is in the form e = (i, j), meaning that edge e, incident
on nodes i and j, leaves node i and is directed towards node j
(i is called tail and j is called head).
A weighted graph has also a nonnegative weight associated
to each edge; we denote with w the weight function that
associates a weight wij to each edge e = (i, j).
The number of nodes and edges are denoted with n + 1
and m, respectively, i.e., |V| = n+1 and |E| = m. Our graph
has n + 1 nodes, rather than n, because only n independent
variables will be observable, and this choice will simplify the
notation later on.
The incidence matrix A of a directed graph is a matrix
in {−1, 0,+1}(n+1)×m that describes the structure of the
graph. Each column of A corresponds to an edge, and the
column corresponding to edge e = (i, j) has only two non-
zero elements, one on the i-th row (equal to −1) and the other
on the j-th row (equal to +1). Figure 1 shows an intuitive
example.
The reduced incidence matrix A is obtained from A by
removing one row. Without loss of generality, in this paper
we assume that it is the first row, which corresponds to the
first node that is set to the origin of the reference frame. If A
has dimensions n+ 1×m, A has dimension n×m.
A spanning tree of a graph is a subgraph with n edges that
contains all the nodes in the graphs. For a given spanning
tree, the edges of the original graph that do not belong to the
spanning tree are called chords.
A cycle is a subgraph in which every node appears in an
even number of edges. A circuit is a cycle in which every
node appears exactly in two edges. A (directed) circuit can be
described by a vector of m elements in which the e-th element
is +1 or −1 if edge e is traversed respectively forwards (from
tail to head) or backwards, and 0 if it does not appear in the
circuit. Therefore, a circuit can be represented by a vector
in {−1, 0,+1}m. In a cycle, instead, an edge can appear
twice or more. Correspondingly, a cycle is represented by a
vector c ∈ Zm. If the graph is weighted, then we can associate
a weight to any cycle, by summing together the weights of
the edges traversed by the cycle. If a cycle is described by a
vector c ∈ Zm, then the weight of the cycle is given by
W (c,w) =
�
(i,j)∈E
wij |cij |. (1)
A cycle basis of a graph is a minimal set of circuits such
that any cycle in the graph can be written as a combination
of the circuits in the basis. We define CG as the set of all
cycle basis of the graph. The number of independent circuits
in the cycle basis is called cyclomatic number and it is equal
to � = m− n.
A cycle basis matrix is a matrix C ∈ Z�×m, such that each
row c(t) describes one of the circuits in the cycle basis:
C =


c(1)
...
c(t)
...
c(�)

 ∈ Z�×m. (2)
The weight of a cycle basis is the sum of the cycles weights:
W (C,w) =
��
t=1
W (c(t),w). (3)
If there is a weight associated to every cycle basis, then we
can look for a basis that has minimum weight. This is called
minimum cycle basis (MCB):
MCB(G,w) .= argmin
C∈CG
W (C,w). (4)
In the rest of the paper we consider a weight function w
that associates to each edge the variance of the corresponding
measurement, as formalized in Section III. Therefore, we use
the notation “MCB” omitting the dependence on the graph
and on the weight function, and implying that we consider a
minimum uncertainty cycle basis.
Cycle bases matrices and incidence matrices have an array
of interesting properties.
Lemma 1 (Orthogonal complements [42]). For a connected
graph G, the transpose of the cycle basis matrix CT is
an orthogonal complement of the transpose of the reduced
incidence matrix AT, i.e.,
1) (AT CT) is a square matrix of full rank; and
2) CAT = 0�×n.
In order to simplify the notation, and without loss of
generality, we order the edges such that the first n edges belong
to a spanning tree T and the remaining � edges are chords with
respect to T . This allows to write the cycle basis matrix C as
C = (CT CL), (5)
where CT ∈ Z�×n contains the columns in C corresponding
to edges in T , and CL ∈ Z�×� contains the columns in C
corresponding to chords with respect to T .
B. Modulus operation
The map �·�2π is a function from R to the interval (−π,+π]:
�·�2π : R → (−π,+π], (6)
which can be written explicitly as
�ω�2π .= ω + 2π
�
π − ω
2π
�
∈ (−π,+π], (7)
where �·� is the floor operator. Therefore, for a given ω, it is
well defined the value kω ∈ Z such that
�ω�2π = ω + 2πkω. (8)
The integer kω = �π−ω2π � is the regularization term necessary
for the result to be in (−π,+π] [43].
Notice that for all kˆ ∈ Z, it holds |ω+2πkω| ≤ |ω+2πkˆ|,
since �ω�2π = ω + 2πkω ∈ (−π,+π] (by definition of the
map �·�2π) and we cannot further reduce the absolute value
of a quantity in (−π,+π] by adding or subtracting a multiple
of 2π. Therefore, it also holds that
kω = argmin
k∈Z
|ω + 2πk|, (9)
and, for the same reasoning,
| �ω�2π | = |ω + 2πkω| = min
k∈Z
|ω + 2πk|. (10)
This is a simple property of �·�2π :
�ω1 + ω2�2π = ��ω1�2π + �ω2�2π�2π. (11)
C. Differential geometry of angles
The exponential map for the manifold SO(2) is a map from
the tangent space so(2) � R to the manifold:
Exp : R → SO(2). (12)
This map is onto (surjective) but not 1-to-1 (bijective).
The logarithmic map is the right inverse of the exponential
map, and it maps an angle in SO(2) to all possible elements
in the tangent space that have the same exponential:
Log : SO(2)→ P(R). (13)
Here, “P(R)” denotes the power set of R. Note that the
fact that the exponential map is not invertible is an intrinsic
property and does not depend on the choice of a particular
parametrization. The logarithmic map satisfies the Lie group
property
Log(s−1) = −Log(s) (14)
and the Abelian property
Log(s1s2) = Log(s1) + Log(s2). (15)
The principal logarithm map Log0 is a 1-to-1 function that
chooses one particular element on the tangent space:
Log0 : SO(2)→ R, (16)
namely, the closest to the origin. A property of the principal
logarithm is that
Log0(s) = �Log(s)�2π . (17)
If we parametrize the manifold SO(2) with angular co-
ordinates in (−π,+π], then the coordinate version of Exp
is simply the modulus �·�2π , while the principal logarithm
maps a rotation matrix to the corresponding angle of rotation
in (−π,+π].
D. Wrapped Gaussian distribution on the circle
The wrapped Gaussian distribution on the circle is the
generalization of a Gaussian distribution [44], [45], in the
sense that it is the solution of the heat equation on the circle,
and has several other analogous properties. It can be obtained
by applying the exponential map to a Gaussian variable that
lives on the tangent space:
ε = Exp(�), with � ∼ N (0, σ2). (18)
The probability density function for a wrapped Gaus-
sian Wσ2 : SO(2)→ R+ can be written as
Wσ2(ε) = 1σ√2π
+∞�
k=−∞
exp
�−(Log0(ε) + 2πk)2
2σ2
�
. (19)
Note that Log0 returns a value in [−π,+π).
A wrapped Gaussian may show a very different behaviour
w.r.t. a Gaussian density. For instance, as the noise increases, a
Gaussian density would tend pointwise to 0, while the wrapped
Gaussian distribution tends to the uniform distribution on the
circle:
lim
σ2→∞
Wσ2 = 12π . (20)
Other properties are instead maintained, such as the closure
with respect to convolution [45].
Lemma 2. If s1 ∼ Wσ21 and s2 ∼ Wσ22 , then the product s1s2
has distribution Wσ21+σ22 .
III. PROBLEM STATEMENT: MAXIMUM LIKELIHOOD
ORIENTATION ESTIMATION
Let G be a directed graph with n + 1 nodes and m
edges, and call E the set of edges in G. Let each node be
assigned an unknown orientation represented by a rotation
matrix r◦i ∈ SO(2). Suppose that it is possible to measure
the relative orientation of two nodes sharing an edge. For
any edge (i, j) ∈ E , the observation dij ∈ SO(2) is a noisy
measurement of the relative orientation:
dij = (r
◦
i )
−1r◦j εij ∈ SO(2), (21)
where r◦i is the true (unknown) orientation of the i-th node
and εij is a random variable on SO(2) that represents the noise
in the measurements, and that we assume to be distributed
according to a wrapped Gaussian with variance σij > 0 (see
Section II-D).
The graph G is weighted, and the corresponding weight
function isw : (i, j)→ σ2ij , so that the weight of an edge is set
to the variance of the corresponding orientation measurement.
For now, all quantities are members of the manifold SO(2).
This first formalization of the orientation estimation problem
is thus intrinsic on the manifold.
Problem 1 (Intrinsic formulation of maximum-likelihood
orientation estimation in the absolute frame). Given the set
of relative observations {dij} ∈ SO(2)m, for (i, j) ∈ E
and the corresponding variances σij > 0, find the set of
minimizers S1 ⊂ SO(2)n+1 that satisfies
S1 = argmin
{ri}∈SO(2)n+1
�
(i,j)∈E
− logWσ2ij (d
−1
ij r
−1
i rj). (22)
We are using the symbol ri to denote the optimization
variable associated to the orientation of the i-th node, while r◦i
is the true orientation of the node. Adding Gaussian priors
is easy by using virtual measurements, but we do not do it
explicitly.
In this paper, we pose all optimization problems as finding
a set of minimizers, rather than the “optimal solution”. The
set of minimizers is indicated as Si for Problem i. Only in
some cases we will be able to conclude there is a unique
solution, and hence Si has only one element. We need to be
careful about keeping track of the set of minimizers, because
the first part of the paper (Section IV) consists in transforming
one problem to another, sometimes changing the domain or
introducig extra variables. To facilitate bookkeeping, we use
the concept of symmetry: a symmetry of an optimization prob-
lem is an invertible transformation of the unknown variables
that preserves the value of the objective function. Speaking
of symmetries is a formal way of speaking of unobservability
from the algebraic/geometric point of view.
Problem 1 has one symmetry that corresponds to the well-
known fact that the absolute orientations are not observable
from only relative measurements: the relative measurements
do not change if the nodes orientations are rotated by the
same amount. Formally, for any rotation matrix s, the objective
function (22) is invariant if we apply the invertible function
fs : SO(2)
n+1 → SO(2)n+1 (23)
{ri} �→ {s ri}. (24)
Following standard procedures, to avoid this ambiguity we
fix the orientation of the first node to the arbitrary value r0 =
( 1 00 1 ). This corresponds to setting the absolute frame aligned
with the first robot pose. Therefore, we can restate the problem
considering only n nodes instead of n+ 1.
TABLE II
RELATIONS AMONG PROBLEMS DEFINED IN THIS PAPER
problem variables solutions symmetries of solutions set
Problem 1 {ri} ∈ SO(2)n+1 S1 For any s ∈ SO(2), {ri} �→ {sri}.
|
Fixing
reference frame
↓
Problem 2 {ri} ∈ SO(2)n S2 none
|
Choice of
coordinates
↓
Log0 ↓ ↑ Exp
Problem 3 θˇ ∈ (−π,+π]n S3 none
|
Real-valued
parametrization
↓
ϕ34 ↑
Problem 4 θ ∈ Rn S4 For any p ∈ Zn, θ �→ θ − 2πp.
|
Introduction of
regularization
terms
↓
ϕ45 ↑
Problem 5 (θ,k) ∈ Rn × Zm S5 For any p ∈ Zn, (θ,k) �→ (θ − 2πp,k +ATp).
|
Separability of
error function
↓
ϕ56 ↑
Problem 6 k ∈ Zm S6 For any p ∈ Zn, k �→ k +ATp.
|
Minimality of
parametrization
↓
ϕ67 ↑
Problem 7 γ ∈ Z� S7 none
Problem 2. (Intrinsic formulation of maximum-likelihood
orientation estimation) Given a set of relative observa-
tions dij ∈ SO(2)m, for (i, j) ∈ E , and the corresponding
variances σij > 0, find the set of minimizers S2 ⊂ SO(2)n
that satisfies
S2 = argmin
{ri}∈SO(2)n
�
(i,j)∈E
− logWσ2ij (d
−1
ij r
−1
i rj), (25)
having fixed r0 = ( 1 00 1 ).
It is easy to see that the function must admit a minimum, as
it is bounded below and defined on the compact set SO(2)n.
Does this problem admit a unique minimum? This is cer-
tainly the case in a noiseless setup and for a connected graph,
as proven by Proposition 3.
Proposition 3. (Observability of orientations) In the noiseless
case, S2 contains exactly one element if and only if the graph
is connected.
Proof: If the graph is not connected, then there are clearly
an infinite number of solutions. Assume then that the graph
is connected. In this case there exists a spanning tree. In the
spirit of other proofs regarding the observability of multi-agent
localization [31], [46], we proceed to show that the constraints
along the spanning tree are sufficient for observability.
A minimum of the objective (25) corresponds to a maximum
of
�
(i,j)∈E logWσ2ij (d
−1
ij r
−1
i rj); moreover, the maximum of
a sum of functions cannot exceed the sum of the maxima, i.e.,
max
{ri}∈SO(2)n
�
(i,j)∈E
logWσ2ij (d
−1
ij r
−1
i rj) ≤ (26)
�
(i,j)∈E
max
ri,rj∈SO(2)
logWσ2ij (d
−1
ij r
−1
i rj)
.
= Jˆ .
We will now show that, in the noiseless case, there exists a
solution, say {r�i } ∈ SO(2)n, that attains the upper bound Jˆ
(i.e., for {r�i }, eq. (26) holds with equality), and that such solu-
tion is unique. This implies that {r�i } ∈ SO(2)n is the unique
global maximum of the likelihood, and, in turn, it is the unique
global minimum of the cost (25). For this purpose we notice
that the peak of each wrapped Gaussian Wσ2ij (d
−1
ij r
−1
i rj) is
attained at for d−1ij r
−1
i rj = I2 [45]. Therefore, we want to
show that there exists a solution that satisfies
d−1ij r
−1
i rj = I2 (27)
for all (i, j) ∈ E and that such solution is unique. Consider a
spanning tree rooted at node 0, that has orientation r0 = I2.
This spanning tree exists for the hypothesis of connectivity.
Consider a branch of the tree and call i1 the first node
encountered after the root, along this branch. Impose the
condition (27) for the edge connecting node 0 and node i1:
d−10i1r
−1
0 ri1 = I2.
Recalling that r0 = I2, we conclude that the only orientation
for node i1 satisfying the previous equation is r�i1 = d0i1 (i.e.,
the orientation is equal to the relative measurement w.r.t. the
root). Call i2 the second node along the spanning tree and
impose the condition.
d−1i1i2r
−1
i1
ri2 = I2.
Again, this leads to a unique solution r�i2 = ri1di1i2 =
d0i1di1i2 . Repeating the same reasoning along all nodes in
the branch of the spanning tree we obtain a unique orientation
for each node that assure the satisfaction of equation (27)
for all edges of the spanning tree. Now, we notice that, in
a noiseless setup, the measurements corresponding to chords
of the spanning tree are redundant, in the sense that if
equation (27) is satisfied for all edges of the spanning tree,
then, it needs be satisfied for the chords, too. Therefore, we
found a (unique) solution {r�i } ∈ SO(2)n that is feasible for
the original problem and attains Jˆ , and this solution needs
to be the global maximum of
�
(i,j)∈E logWσ2ij (d
−1
ij r
−1
i rj),
and, therefore, it is the unique global minimum of (25).
Because of the observability condition of Proposition 3, in
the rest of the paper we take the following assumption.
Assumption 4. The graph G is connected1.
A. Choosing coordinates
As a first step, we make a choice of coordinates for the
nodes orientation and measurements. We include this passage
in the Problem Statement section since it leads to the problem
formulation that is commonly adopted in literature.
We use the coordinates θˇ◦ ∈ (−π,+π]n for the true
unknown orientations, the coordinates θˇ ∈ (−π,+π]n for the
optimization variables, and the coordinates δˇ ∈ (−π,+π]m
for the relative measurements. Formally, these are defined as
the principal logarithm of quantities that live on SO(2):
θˇ◦i
.
= Log0(r
◦
i ), (28)
θˇi
.
= Log0(ri), (29)
δˇij
.
= Log0(dij). (30)
The θˇ◦ is the estimand, i.e., what we want to estimate (also
later the mark “◦” will label unknown quantities that need be
estimated). We now want to write the objective function (25)
as a least-squares cost, depending on the coordinates θˇ and δˇ.
This is one of the first passages in which we must be
careful. It is only possible to write the likelihood as a quadratic
function if σij is small enough. As σij grows, the likelihood
of the measurement (i, j) tends to a constant that cannot be
represented as a quadratic function.
1As in related work, the notion of connectivity is referred to the undirected
version of G; for this reason, it is also referred to as weak connectivity [3].
Assumption 5. The uncertainty of a single relative orientation
measurement does not “spill over” the ±π boundaries:
3σij � π. (31)
This is not a strict assumption in robotics because angular
measurements are usually much more precise than the given
threshold.
In any case, if the uncertainty of some relative measurement
is larger, we can use a simple trick. Because the convolution of
two wrapped Gaussians is still a wrapped Gaussian (Lemma
2), we can replace one edge with a large variance σ2ij with two
edges with smaller variances whose sum is σ2ij . Consequently,
we can assume without loss of generality that Assumption 5
is satisfied.
Assumption 5 allows to write the log-likelihood function as
a quadratic function.
Lemma 6 (Quadratic approximation of wrapped Gaussian
likelihood). If Assumption 5 is satisfied, then
− logWσ2ij (εij) ≈
|Log0(εij)|2
2σ2ij
+ log
�
σij
√
2π
�
. (32)
Proof: The proof is a direct consequence of the expression
of the wrapped Gaussian distribution (19):
Wσ2ij (εij) = 1σij√2π
+∞�
k=−∞
exp
�
−(Log0(εij) + 2πk)2
2σ2ij
�
3σij�π≈ 1
σij
√
2π
exp
�
−(Log0(εij))2
2σ2ij
�
,
which implies (32).
Lemma 6 allows writing the likelihood using only the
coordinates θˇ, δˇ and the modulus operation �·�2π.
Lemma 7 (Quadratic approximation in coordinates). If As-
sumption 5 is satisfied, then
− logWσ2ij (d
−1
ij r
−1
i rj)� 12σ2ij
���θˇj−θˇi−δˇij�2π��2 + c, (33)
with the constant c equal to log
�
σij
√
2π
�
.
Proof: From (32), and recalling the definition of dij in
(21) it follows that
− logWσ2ij (d
−1
ij r
−1
i rj) � 12σ2ij |Log0(d
−1
ij r
−1
i rj)|2+c. (34)
The rest of the proof consists of algebraic manipulation based
on properties that we have already introduced:
|Log0(d−1ij r−1i rj)|2
=
���Log(d−1ij r−1i rj)�2π��2
(Using the property of Log0 in (17).)
=
���Log(d−1ij ) + Log(r−1i ) + Log(rj)�2π��2
(Using the property of SO(2) in (15).)
= |�−Log(dij)− Log(ri) + Log(rj)�2π|2
(Using the property of SO(2) in (14).)
= |�−�Log(dij)�2π−�Log(ri)�2π+�Log(rj)�2π�2π|2
(Using the property (11).)
= |�Log0(dij)− Log0(ri) + Log0(rj)�2π|2
(Using the property (17).)
=
���δˇij + θˇj − θˇi�2π��2 .
(Using the definition (28).)
Based on Lemma 7, we can restate Problem 2 as the
minimization of a quadratic function (but still with the �·�2π
nonlinearity).
Problem 3 (Angular coordinates formulation of maxi-
mum-likelihood orientation estimation). Given the observa-
tions δˇij ∈ (−π,+π], for (i, j) ∈ E , and the corresponding
variances σij > 0, find the set of minimizers S3 ⊂ (−π,+π]n
that satisfies
S3 = argmin
θˇ∈(−π,+π]n
�
(i,j)∈E
1
σ2ij
| �θˇj − θˇi − δˇij�2π |2, (35)
having fixed the first node orientation to θˇ0 = 0.
For clarity, and without loss of generality, the constant term
in (33) is omitted in (35).
This formulation is the same as the one used in related
work [15], [38], however, rather than tacitly assuming that the
uncertainty of each measurement does not “spill over” the π
boundary, we will be explicit on how to deal with the modulus
operation.
1) From Problem 3 to Problem 2: The conversion between
the solutions of the two problems is just a change of coordi-
nates:
S2 = Exp(S3), (36)
S3 = Log0(S
2). (37)
2) Symmetries of Problem 3: If Assumption 5 is satisfied,
Problem 3 is just a restatement in different coordinates of
Problem 2, so they have the same symmetries. In the noiseless
case, the solution is unique (Proposition 3). We still do not
know what happens in the noisy case, but we can anticipate
(Proposition 14) that, for general data, the solution is unique.
B. Why is Problem 3 hard?
Besides the exponential mapping, Problem 3 appears to be
close to a standard linear estimation problem. Actually, this is
not the case. In standard linear estimation the cost function
to minimize (to obtain the maximum likelihood estimate)
is quadratic, hence it has a single minimum. Convexity, in
the linear case, guarantees that (most) iterative optimization
algorithms can efficiently compute the global minimum. The
cost function (35), instead, is non-convex and has several local
minima (Figure 2).
Moreover, we will show in Section V that the problem is
actually even more challenging: even if one is able to compute
a global minimum of the cost function (35) (which quantifies
the data error, i.e., the mismatch between the expected and
the actual measurements) this does not guarantee that the
corresponding orientation estimate is accurate (in the sense of
having small estimation error, which is the mismatch between
the estimate and the actual orientations).
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Fig. 2. Value of the cost (35) as a function of two robot orientations, while
the remaining orientations are kept fixed. The data is taken from the INTEL
dataset (Section VIII-A).
IV. MAXIMUM LIKELIHOOD ESTIMATION ON SO(2):
FROM ANGLES TO INTEGERS
This section shows that the nonlinear, nonconvex, con-
strained Problem 3 is equivalent to an unconstrained quadratic
integer optimization problem.
Table II shows our strategy: we will convert Problem 3,
which is defined on (−π,+π]n, where n is the number of
nodes, through a series of intermediate formulations, until
we arrive at Problem 7, which is defined on the integers Z�,
where � is the number of cycles in the graph. The final result
of this section, Theorem 16 on page 13, says that the solution
of Problem 3 is almost surely unique, and that we can obtain
such solution by solving Problem 7.
The road towards that result is quite long, and it goes
through different reformulations of the optimization problem,
defined on different domains, according to two principles:
sometimes it is convenient to solve a simpler problem in a
larger space; and sometimes it is possible to shrink the domain.
The set Si is the set of minimizers of the i-th problem.
At each step on the road we characterize the properties of
this set, and in particular we derive its symmetry group. This
is important because some of the intermediate formulations,
namely Problem 4 to Problem 6, have multiple solutions.
These are not ambiguities of the original problem, but rather
artifacts of our choice of using a redundant representation.
Describing the symmetry groups formally makes us able to
quantify the redundancy and make sure we are not forgetting
any solution or introducing new spurious solutions.
The maps ϕij project the solutions S
j to the solutions Si.
These maps are not all invertible. The final conclusion, how-
ever, is that the composition of these maps is surjective, so
that we are sure that, by solving Problem 7 and then applying
the composition, we recover all solutions of Problem 3.
Structure of the section: Section IV-A formulates Prob-
lem 4, whose optimization variable θ is defined on the set
of real numbers (hence not constrained in (−π,+π]n, as it is
for Problem 3). Here, we work on a larger domain, and hence
we introduce an additional ambiguity, which is that each entry
of θ is determined only modulo 2π.
Section IV-B formulates Problem 5, which is defined
on (θ,k) ∈ Rn × Zm, m being the number of edges in
the graph. The new variable k ∈ Zm can be interpreted
as compensation terms that we introduce to keep track of
“angular excess”.
Section IV-C shows that, given the value of k, the value of θ
can be recovered in a closed form using linear estimation: in
fact, if we knew k, the problem would be linear.
Section IV-D formulates Problem 6, which is defined only
on k ∈ Zm. The insight is that the integer and the real part
of the problem can be solved separately, thus allowing a two-
stage optimization procedure.
Section IV-E formulates Problem 7, which is defined on
an integer variable γ ∈ Z�. While k lives on the edges, γ
lives on the cycles of the graph. We show that γ is a minimal
parametrization for our problem.
Finally, Section IV-G puts together the chain of implica-
tions, and shows that the solution set S7 can be mapped
surjectively to S3, and we can easily compute S3 once we
know S7.
A. Real-valued formulation
The first step is the reformulation of Problem 3 as an
unconstrained optimization problem for real variables θ ∈ Rn.
Problem 4 (Real-valued formulation of maximum-likeli-
hood orientation estimation). Given the observations δˇij ∈
(−π,+π], (i, j) ∈ E and the corresponding variances σij > 0,
find the set S4 ⊂ Rn that satisfies
S4 = argmin
θ∈Rn
�
(i,j)∈E
1
σ2ij
| �θj − θi − δˇij�2π |2, (38)
having fixed θ0 = 0.
We use a check mark ( ·ˇ ) to label quantities belonging to
(−π,+π] in order to distinguish them from quantities in Rn.
For example, θˇ ∈ (−π,+π] and θ ∈ Rn.
1) From Problem 4 to Problem 3: While Problem 4 has
multiple solutions due to the symmetry, they are all equivalent
when they are projected down to the manifold using the
exponential map
ϕ34 : R
n → (−π,+π]n (39)
θ �→ �θ�2π . (40)
More formally, the set S3 can be obtained from S4 by applying
the map ϕ34, as stated in the following proposition.
Proposition 8. S3 = ϕ34(S4).
Proof: In order to prove the claim, we have to show
that (i) for any θ� ∈ S4, the variable �θ��2π is in S3,
and (ii) for any solution θˇ� ∈ S3 there exists at least
one θ� ∈ S4, such that θˇ� = �θ��2π . Let us start from the
first implication. We note that problems (38) and (35) have
the same objective and we use the notation J (x), to denote
the value of this objective for a given vector x; therefore,
for any θ� ∈ S4, J (θ�) is the optimal objective of (38),
while for any θˇ� ∈ S3, J �θˇ�� is the optimal objective
of (35). Therefore, we want to prove that for any θ� ∈ S4, it
holds J (�θ��2π) = J
�
θˇ�
�
, i.e., �θ��2π attains the optimal
objective in (35). Let us prove this equality. First of all we
notice that �θ��2π satisfies the constraints in (35), by definition
of exponential map; therefore, �θ��2π is a feasible solution
for problem (35) and it must hold (a) J (�θ��2π) ≥ J
�
θˇ�
�
(�θ��2π cannot be better than the optimal solution). Now we
notice that problem (38) is the same as (35) but without the
constraints for the angles to belong to (−π,+π]; therefore, it
must hold (b) J (θ�) ≤ J �θˇ�� (relaxing constraints can only
improve the objective). Finally, using property (11), we can
easily see that (c) J (�θ��2π) = J (θ�). Combining relations
(a), (b), and (c) we obtain:
J
�
θˇ�
� (a)≤ J (�θ��2π) (c)= J (θ�) (b)≤ J �θˇ�� (41)
which implies J (�θ��2π) = J
�
θˇ�
�
, proving the first state-
ment. For the second claim, we notice that relation (41) also
implies J (θ�) = J
�
θˇ�
�
. This fact tells us that any solu-
tion θˇ� ∈ S3 also attains the minimum of (38), i.e., θˇ� ∈ S4.
Moreover, since θˇ� ∈ (−π,+π]n, it holds that θˇ� = �θˇ��
2π
,
therefore, for each θˇ� ∈ S3, we can choose an element of S4,
namely θ� = θˇ�, such that �θ��2π = θˇ� belongs to S3, which
proves the second claim.
Using this result, we can solve the unconstrained Problem 4,
obtaining a solution θ� ∈ Rn, and then compute an optimal
solution of Problem 3 as θˇ� .= �θ��2π ∈ (−π,+π]n.
2) Symmetries of Problem 4: Note that this problem has
more solutions than Problem 3. This is an artifact of the real-
valued parametrization. In particular, if θ ∈ Rn is a solution,
also θ − 2πp is a solution, for any integer vector p ∈ Zn.
Note, instead, that if θ is a solution, not necessarily θ + s1n
is a solution, because we have fixed the first node (unless s is
a multiple of 2π).
B. Mixed-integer formulation
Problem 4 is an optimization problem in real variables, but
its residual errors are still nonlinear and difficult to minimize.
We now get to the core idea of this paper: instead of solving
a nonlinear problem in real variables, we choose to solve a
linear problem in mixed (integer and real) variables.
The “trick” is that one can get rid of the exponential map
in the expression of the residuals
| �θj − θi − δˇij�2π |2, (42)
by the introduction of a 2π factor that depends on an inte-
ger kij :
|θj − θi − δˇij + 2πkij |2. (43)
More precisely, by using the property (10), it holds that
| �θj − θi − δˇij�2π |2 = minkij |θj − θi − δˇij + 2πkij |2. (44)
With the introduction of the regularization terms, the error
function (38) can be written as�
(i,j)∈E
1
σ2ij
|θj − θi − δˇij + 2πkij |2. (45)
This can be written in a more compact form using the reduced
incidence matrix A of the graph (Section II-A). Suppose that
there is an ordering of the edges from 1 to m, so that the
measurements can be written as an m-dimensional vector
δˇ ∈ (−π,+π]m. (46)
Define accordingly the regularization vector
k = (k1 k2 · · · km)T ∈ Zm, (47)
and the measurement covariance
Pδ = diag(σ21 , σ
2
2 , . . . , σ
2
m) ∈ Rm×m. (48)
If A ∈ {−1, 0,+1}(n+1)×m is the incidence matrix of the
graph, its transpose A
T ∈ {−1, 0,+1}m×(n+1) is a linear
operator that transforms a quantity on the nodes (in Rn)
to a quantity on the edges. Using this vector notation, and
recalling the definition of the reduced incidence matrix given
in Section II-A, we obtain the following reformulation that
uses both integer and real-valued variables.
Problem 5 (Mixed-integer formulation of maximum-likeli-
hood orientation estimation). Given the vector δˇ ∈ (−π,+π]m
and the diagonal positive definite matrix Pδ ∈ Rm×m, find the
set of minimizers S5 ⊂ Rn × Zm that satisfy
S5 = argmin
(θ,k)∈Rn×Zm
��ATθ − δˇ + 2πk��2
P
−1
δ
. (49)
Problem 5 has quadratic objective and includes both con-
tinuous and discrete variables, hence belongs to the class of
mixed-integer convex programs [36].
1) From Problem 5 to Problem 4: From the solutions of
Problem 5 we can obtain the solutions to Problem 4 using the
projection map
ϕ45 : R
n × Zm → Rn (50)
(θ,k) �→ θ. (51)
Proposition 9. ϕ45(S5) = S4.
Proof: We show how to transform Problem 4 into Prob-
lem 5. Using property (10) we can rewrite (38) as
min
θ∈Rn
�
(i,j)∈E
1
σ2ij
min
kij∈Z
|θj − θi − δˇij + 2πkij |2,
which corresponds to
min
θ∈Rn, kij∈Z,(i,j)∈E
�
(i,j)∈E
1
σ2ij
|θj − θi − δˇij + 2πkij |2. (52)
Therefore, kij are only slack variables that substitute the
exponential map, and finding the optimal θ for (52) is the same
as finding the optimal θ for Problem 4. Then, we conclude the
proof by noting that in Problem 5, we only wrote (52) using
a compact matrix notation.
2) Symmetries of Problem 5: Note that we are now working
on a larger space Rn × Zm: we are overparametrizing the
problem in order to make the corresponding cost function
quadratic. Therefore, we might have enlarged the number of
solutions. In fact, we introduced the following symmetry. For
any vector p ∈ Rn, such that ATp is an integer vector, the
following transformation leaves the error function invariant:
(θ,k) �→ (θ − 2πp,k +ATp). (53)
Because AT has full column rank, this is the only symmetry.
We note that, for the particular structure of the matrix AT
(having −1 and +1 as only nonzero elements in each row,
and having some rows with a single nonzero element being
either −1 or +1) only integer vectors p ∈ Zn may produce
an integer ATp.
C. Solving for θ given known k
Before further manipulation of Problem 5, we introduce
formulas for the estimation of θ in the case k was known.
Once the regularization vector k is known, say k = k¯,
the optimization problem becomes an unconstrained quadratic
problem in θ ∈ Rn:
min
θ∈Rn
��ATθ − δˇ + 2πk¯��2
P
−1
δ
. (54)
This problem can be solved in a closed form. Denote by θ�|k
the optimal θ for a fixed k:
θ�|k = (AP−1δ A
T)−1AP−1δ (δˇ − 2πk). (55)
D. Separating the integer-valued and the real-valued problems
This section shows that the cost function (49) is separable
into two terms, enabling a two-stage optimization in which the
cost is first optimized with respect to k and then the optimal
choice of θ is computed in closed-form.
The following lemma gives the separability result. It uses
a cycle basis matrix C , and it is valid for any cycle basis. In
Section VI-C we discuss the implications of the choice of a
particular cycle basis matrix.
Lemma 10. For any given cycle basis matrix C, minimizing
the cost (49) is the same as minimizing
�θ − θ�|k�2
(AP−1
δ
AT)
+
��2πCk −Cδˇ��2
(CPδCT)−1
, (56)
where θ�|k is a function of k and is given in (55).
Proof: The proof consists of straightforward algebraic
manipulations. For compactness, we name the matrices
X
.
= AT(AP−1δ A
T)−1A, Y .= CT(CPδCT)−1C. (57)
Expand the term �ATθ − δˇ + 2πk�2
P
−1
δ
in (49) to obtain
(58)
�θ�2AP−1
δ
AT − 2δˇTP−1δ ATθ + 4πkTP−1δ ATθ
+ 4π2�k�2
P
−1
δ
− 4πδˇTP−1δ k + �δˇ�2P−1
δ
.
Because �δˇ�2
P
−1
δ
does not depend on the optimization vari-
ables, minimizing (58) is the same as minimizing
f1(θ,k)
.
= �θ�2AP−1
δ
AT − 2δˇTP−1δ ATθ + 4πkTP−1δ ATθ
+ 4π2�k�2
P
−1
δ
− 4πδˇTP−1δ k.
(59)
To show that minimizing f1(θ,k) in (59) is the same as
minimizing (56), we rewrite the latter as
(60)
�θ�2AP−1
δ
AT − 2(θ�|k)T(AP−1δ AT)θ
+�θ�|k�2
AP
−1
δ
AT
+4π2 �k�2Y −4πδˇTY k+�δˇ�2Y
Using the matrices X and Y , and recalling the definition
of θ�|k in (55), (60) can be rewritten as
(61)
�θ�2AP−1
δ
AT − 2(δˇ − 2πk)TP−1δ ATθ
+
��δˇ − 2πk��2
P
−1
δ
XP
−1
δ
+ 4π2 �k�2Y − 4πδˇTY k + �δˇ�2Y .
We can further develop the previous expression, computing
the products in the second and in the third summand:
(62)
�θ�2AP−1
δ
AT − 2δˇTP−1δ ATθ
+ 4πkTP−1δ A
Tθ + �δˇ�2
P
−1
δ
XP
−1
δ
+ 4π2 �k�2P−1
δ
XP
−1
δ
− 4πδˇTP−1δ XP−1δ k
+ 4π2�k�2Y − 4πδˇTY k + �δˇ�2Y .
Because �δˇ�2
P
−1
δ
XP
−1
δ
and �δˇ�2Y are constant and do not
depend on θ and k, minimizing (62) is the same as minimizing
f2 (θ, k)
.
= �θ�2AP−1
δ
AT − 2δˇTP−1δ ATθ
+ 4πkTP−1δ A
Tθ + 4π2 �k�2P−1
δ
XP
−1
δ
− 4πδˇTP−1δ XP−1δ k + 4π2 �k�2Y − 4πδˇTY k.
(63)
Comparing (59) and (63), one concludes that the first three
terms in f1 (θ,k) and f2(θ,k) coincide, and it only remains
to show equality for the last terms. Rewrite (63) as
(64)
�θ�2AP−1
δ
AT − 2δˇTP−1δ ATθ + 4πkTP−1δ ATθ
+ 4π2kT(P−1δ XP
−1
δ + Y )k
− 4πδˇT(P−1δ XP−1δ + Y )k.
Since Pδ is positive definite, the technical result of Lemma
23 (in appendix) implies that
P−1δ = P
−1
δ A
T(AP−1δ A
T)−1AP−1δ +C
T(CPδC
T)−1C.
(65)
Hence P−1δ = P
−1
δ XP
−1
δ + Y , and (64) becomes
(66)�θ�
2
AP
−1
δ
AT − 2δˇTP−1δ ATθ + 4πkTP−1δ ATθ
+ 4π2kTP−1δ k − 4πδˇTP−1δ k,
which can be easily seen to coincide with (59). Since the
objective functions f1 (θ, k) and f2 (θ, k) coincide, prob-
lems (49) and (56) have the same solutions.
A consequence of writing the error function as in (56)
is that a separability principle holds: we can obtain the
maximum-likelihood solution using a two-stage approach: first
we estimate the k, and then we estimate θ given k. This
aspect is formalized later, in Proposition 11. Intuitively, the
cost function (56) comprises two terms, the first that can be
made equal to zero choosing θ = θ�|k, and the second, that
does not depend on θ and can be minimized by working on k.
Since we already have a closed-form expression for θ given k
the only problem that we have to solve is finding k.
Problem 6 (Integer formulation of maximum-likelihood ori-
entation estimation in edge space). Given the vector δˇ ∈
(−π,+π]m and the diagonal positive definite matrix Pδ ∈
Rm×m, and a cycle basis matrix C ∈ Z�×m, find the set of
minimizers S6 ⊂ Zm that satisfy
S6 = argmin
k∈Zm
��Ck − 12πCδˇ��2(CPδCT)−1 . (67)
Notice that (67) is the same as the second summand in (56),
and we only rearranged the 2π term.
1) From Problem 6 to Problem 5: Proposition 11 assures
that solving Problem 6 is the same as solving Problem 5, if
we convert the solutions using the map
ϕ56 : Z
m → Rn × Zm (68)
k �→ (θ�|k,k). (69)
Proposition 11. ϕ56(S6) = S5.
Proof: Since AP−1δ A
T is positive definite, the first term
in (56) is non-negative. This implies that, for any k, the
minimum is attained for θ = θ�|k (which annihilates the
first summand in the objective function). Moreover, the second
summand in (56) does not depend on θ.
Summarizing the chain of implications presented so far, we
conclude that for any solution k� of Problem 6 we can obtain
a solution (θ�,k�) of Problem 4. Moreover, from θ� we can
easily obtain the solution of our original problem (Problem 3)
by applying the modulus operation to θ�.
2) Symmetries of Problem 6: Because (49) and (56) are
completely equivalent, they have the same symmetries. How-
ever, it is interesting to find the symmetries of Problem 6
directly. Notice that the reorganization of the terms made the
term Ck explicit. Because the CPδCT is positive definite,
the only symmetries are described by the kernel of C. For any
integer vector q ∈ kerC, this transformation does not change
the value of the objective function:
k �→ k + q, for q ∈ kerC ∩ Zm. (70)
Recall that C is a full-row-rank � ×m matrix, where � is
the dimension of the cycle space. Its kernel kerC has thus
dimension m − �, which is equal to n. As it happens, AT is
an orthogonal complement of C, so that it provides a base
for its kernel. Therefore, any q ∈ kerC ∩ Zm can be written
as q = ATp, for some p ∈ Zn. Therefore, the symmetry can
be written as
k �→ k +ATp, for p ∈ Zn, (71)
which confirms the symmetry in (53).
E. From k towards a minimal parameterization γ
The cycle basis matrix C is a “fat” �×m matrix, because
the number of cycles � is much less than the number of
edges m. Therefore, there will be an infinite number of k�
such that the product Ck� attains the minimum of (67). This
infinite number is precisely described by the symmetry (71).
Consequently, we will have an infinite number of optimal
orientation estimates θ�|k
�
. Fortunately, the next proposition
assures that the infinite cardinality of solutions is an artifact
created when passing from SO(2) to the reals. In, particular,
we show that all vectors k having the same product Ck lead
to orientation estimates θ�|k that differ by integer multiples
of 2π, hence corresponding to the same estimate, after an
exponential map is applied.
Proposition 12 (Equivalence of k satisfying Ck = γ).
Consider a k and the corresponding orientation estimate θ�|k;
then any k¯ such that Ck¯ = Ck satisfies
θ�|k¯ = θ�|k + 2πD(k − k¯), (72)
where D is a suitable integer matrix.
Proof: Consider two regularization vectors k1 and k2
such that Ck1 = Ck2 = γ. Recall that θ�|k1 =
(AP−1δ A
T)−1AP−1δ (δˇ − 2πk1) and similarly θ�|k2 =
(AP−1δ A
T)−1AP−1δ (δˇ − 2πk2). Define δ�|k1 = ATθ�|k1
and δ�|k2 = ATθ�|k2 . If the orientation of the first node is
set to zero, δ�|k1 and δ�|k2 uniquely identify θ�|k1 and θ�|k2 ,
since θ�|ki can be rewritten as an integer-valued linear com-
bination of δ�|ki , i = 1, 2; for instance, the orientation
of node j can be rewritten as θ�|kij =
�
e∈p(0,j) λeδ
�|ki
e ,
where p(0, j) is the set of edges along a path connecting
node 0 and node j and λe is +1 if the edges e is traversed in
forward direction along the path, −1 otherwise. In general, we
have θ�|ki = Dδ�|ki , i = 1, 2, where D is an integer-valued
matrix (D is a left integer pseudoinverse of AT). Therefore,
determining δ�|ki is the same as determining θ�|ki , i = 1, 2.
The difference δ�|k2 − δ�|k1 can be written as
δ�|k2 − δ�|k1 = 2πAT(AP−1δ AT)−1AP−1δ (k1 − k2) (73)
(By Lemma 23)
= 2π(k1 − k2) + (74)
−2πPδCT(CPδCT)−1(Ck1 −Ck2).
Since by assumption Ck1 = Ck2, the second term in (75)
disappears, and one obtains
(75)δ�|k2 − δ�|k1 = 2π(k1 − k2).
Therefore, elements of δ�|k1 and δ�|k2 only differ by multiples
of 2π; then, θ�|k2−θ�|k2 =D(δ�|k2−δ�|k1) = 2πD(k1−k2),
and since D is an integer-valued matrix, also the elements
of θ�|k1 and θ�|k2 only differ by multiples of 2π, which
concludes the proof.
The previous result enables to solve Problem 6 directly on
the slack variable
γ = Ck ∈ Zm. (76)
In fact, all k producing the same γ = Ck are equivalent, in
the sense specified in Proposition 12. Because C is an integer
matrix and k is an integer vector, also γ is an integer vector.
The vector γ clearly depends on the particular choice of the
cycle basis matrix C .
The final formulation of the problem uses only γ.
Problem 7 (Integer formulation of maximum-likelihood ori-
entation estimation in cycle space). Given the vector δˇ ∈
(−π,+π]m and the diagonal positive definite matrix Pδ ∈
Rm×m, and a cycle basis matrix C ∈ Z�×m, find the set of
minimizers S7 ⊂ Z� that satisfy
S7 = argmin
γ∈Z�
�γ − γˆ�2
P
−1
γ
(77)
with γˆ = 12πCδˇ, and Pγ =
1
4π2CPδC
T.
1) From Problem 7 to Problem 6: Given a γ, there is a
simple way to compute a k satisfying Ck = γ, assuming that
the rows of C are ordered appropriately as in (5).
Lemma 13. Given a vector γ ∈ Z� and a cycle basis matrix
written as C = (CT CL), an integer solution to Ck = γ can
be computed as
k =
�
0n
C−1L γ
�
. (78)
Proof: From Liebchen [47, Lemma 3 and Theorem 7] it
follows that CL is invertible and det(CL) = ±1. Moreover,
becauseCL is an integer matrix with unitary determinant, nec-
essarily C−1L is itself integer (see Schrijver [48], or just think
that the inverse is the adjoint matrix over the determinant).
Therefore, C−1L γ is an integer vector. Finally, we can show
that Ck = γ by inspection:
Ck = (CT CL)(0
T
n (C
−1
L γ)
T)T = CL(C
−1
L γ) = γ. (79)
We use the notation
C† =
�
0n
C−1L
�
(80)
to remark that C† is a right (integer) pseudoinverse of C.
2) Symmetries of Problem 7: The objective function (77)
is convex so it would be tempting to just say that there is
only one minimum. However, we should be careful because
the intuitions of convex optimization often fail in integer
programming. For example, Figure 3 shows a case in which
a convex objective function has two integer solutions.
What we can say is that this cannot happen for general data.
Proposition 14.
��S7�� = 1 with probability 1.
Proof: The set S7 is the set of minimizers of (77), which
is an objective function of the form
�γ − µ�2P , (81)
