Background: Hidden Markov models are widely employed by numerous Bioinformatics programs used today.
Conclusions:
The new parameter training method of posterior sampling training provides a computationally very efficient and robust way of training the parameters of hidden Markov models and is also comparatively easy to implement. Together with the first linear-memory algorithm for Viterbi training that we present here (and the linear-memory algorithm for Baum-Welch training introduced earlier), parameter training can now be attempted even for complex models and long training sequences.
Background
Hidden Markov models (HMMs) and their variants are widely used for analyzing biological sequence data.
Bioinformatics applications range from methods for comparative gene prediction (e.g. [1, 2] ) to methods for identifying protein domains (e.g. [3] ) and predicting protein interfaces (e.g. [4] ), inference models for genome-wide association studies (e.g. [5] ) and disease association tests for inferring ancestral haplotypes (e.g. [6] ).
Most of these Bioinformatics applications have been set up for a specific type of analysis and a specific biological data set. The model's states and the implemented prediction algorithms determine the the type of analysis that can be performed, whereas the parameters of the HMM are typically chosen to optimize the prediction performance for a particular data set. As the quality of the predictions depend on the model's parameters, these parameters have to be carefully chosen in order to maximize the prediction performance. For example, a gene prediction method whose parameters have been initially chosen to predict genes in the mouse genome should not be expected to predict fugu genes with the same performance, but its parameters should first be adapted to the fugu genome. As most methods that employ HMMs have been set up with a particular data set in mind, they risk becoming obsolete or sub-optimal unless their parameters can be readily adapted to new biological data sets. Manually finding a good set of parameter values that yields a high prediction performance can be a very time consuming task which is not guaranteed to improve the performance.
Efficient algorithms for automatic parameter training are thus of great importance for adapting existing applications to new data sets and for improving their prediction performance, thereby prolonging their life-span beyond the data set for which they were initially devised. [7] shows the benefits of having a readily retrainable model for non-comparative gene prediction. He presents the SNAP gene prediction program which can be easily adapted to new genomes provided a "bootstrap" set of known gene structures exists for parameter training.
The aim of parameter training is to determine values which optimize the HMM's performance in terms of sensitivity and specificity. All existing training algorithms derive parameter values from a set of training sequences (the training set). Once the parameters have been determined, the performance of the trained HMM can then be evaluated in terms of sensitivity and specificity by analyzing a set of test sequences whose annotation we know (the test set) and by comparing the predicted to the known annotation. In order for any training procedure to be successful, we thus need three ingredients: (1) a large and diverse training set, (2) a large and diverse test set which does not overlap the training set and whose annotation we know and and (3) a parameter training algorithm which can analyze the training set in a computationally efficient way and derive parameter values that improve the prediction performance.
There already exist several training algorithms for HMMs. Viterbi training [8] is an iterative training procedure that derives new parameter values φ from the observed counts of emissions and transitions in the Viterbi paths [9] of the training sequences. The iteration stops when the Viterbi paths of the training sequences no longer change. Viterbi training is typically easiest to implement as most HMMs generate predictions by calculating the Viterbi path. Viterbi training is employed by several Bioinformatics applications, e.g. non-comparative methods for predicting genes in fungal genomes [10] , where it is combined with a Markov chain Monte Carlo strategy) and non-comparative methods for predicting genes in prokaryotes [11] . Baum-Welch training [12] is an expectation maximization (EM) algorithm [13] . As the Viterbi algorithm, Baum-Welch training is an iterative algorithm. In each iteration, the estimated number of counts for each transition and emission is derived by considering all possible state paths in the model (rather than the single Viterbi path) for all training sequences X . The iteration is typically stopped after a fixed number of iterations or once the change in the log-likelihood is sufficiently small. Baum-Welch training is guaranteed to find a local optimum of the likelihood P (X |φ) [8] , whereas Viterbi training finds parameter values φ that maximize the likelihood for both parameter values φ and the Viterbi state paths Π * , P (X |φ, Π * ). Baum-Welch training using the forward and backward algorithm [8] is, for example, implemented into the prokaryotic gene prediction method EasyGene [14] and the HMM-compiler
HMMoC [15] . The result of Viterbi training and Baum-Welch training may strongly depend on the chosen set of initial parameter values. We have by now a linear-memory algorithm for Baum-Welch training [16, 17] that is not only computationally very efficient, but also relatively easy to implement. in the training set. The training is stopped after a fixed number of iterations or as soon as the change in the log-likelihood is sufficiently small. We also present a linear-memory algorithm for posterior sampling training that does not require an entire matrix to be kept in memory. This new and computationally efficient algorithm renders parameter training even for complex HMMs and long training sequences practical and is also comparatively easy to implement.
Methods and Results

Posterior sampling training
In order to simplify the notation in the following, we will assume without loss of generality that we are dealing with a 1st-order HMM where the Start state and the End state are the only non-silent states. Our description of the existing and the new algorithms easily generalize to higher-order HMMs, HMMs with more silent states (provided there exists no circular path in the HMM involving only silent states) and n-HMMs which read n un-aligned input sequences at a time rather than only a single input sequence.
The HMM is defined by
• a set of states S = {0, 1, . . . , M }, where state 0 denotes the Start and state M denotes the End state and where all other states are non-silent,
• a set of transition probabilities T = {t i,j |i, j ∈ S}, where t i,j denotes the transition probability to go from state i to state j and i∈S t i,j = 1 for every state i ∈ S and
• a set of emission probabilities E = {e i (y)|i ∈ S, y ∈ A}, where e i (y) denotes the emission probability of state i for symbol y and y∈A e i (y) = 1 for every non-silent state i ∈ S and A denotes the alphabet from which the symbols in the input sequences are derived, e.g. A = {A, C, G, T} we are dealing with DNA sequences.
We also define:
• T max is the maximum number of states that any state in the model is connected to, also called the model's connectivity.
• X = {X 1 , X 2 , . . . , X N } denotes the training set of N sequences, where each particular training
In the following and to simplify the notation, we pick one particular training sequence X ∈ X as representative which we denote
• Π denotes a state path in the HMM.
For a given HMM and a given input sequence X, the full probability P (X) of the sequence in the HMM defines a posterior distribution P (Π|X) over state paths Π via the equation:
Sampling a state path using the forward algorithm and backtracking
Before we introduce the new algorithm, we first explain how we can sample a state path from the posterior distribution P (Π|X) using a combination of existing algorithms [8] . We first calculate all values in the two-dimensional forward matrix using the forward algorithm before then invoking a back-tracking procedure to sample a state-path.
• f i (k) denotes the sum of probabilities of all state paths that have read the input sequence X up to and including sequence position k and that end in state i, i.e.
s(x k ) denotes the state that reads sequence position x k from input sequence X. We call f i (k) the forward probability for sequence position k and state i.
• p i (k, m) denotes the probability of selecting state m as the previous state while being in state i at sequence position k (i.e. sequence position k has already been read by state i). For a given sequence position k and state i, p i (k, m) defines a probability distribution over previous states as
The forward matrix is calculated using the following forward algorithm:
Initialization: at the start of the input sequence, consider all states m ∈ S in the model and set
Recursion: loop over all positions k from 1 to L in the input sequence and loop, for each such sequence position k, over all states m ∈ S\{0} = {1, . . . , M } and set
Termination: at the end of the input sequence, i.e. for k = L, set
Once we have calculated all forward probabilities f i (k) in the two-dimensional forward matrix, i.e. for all states i in the model and all positions k in the input sequence, we can then use the following back-tracking procedure to sample a state path from the posterior distribution P (Π|X).
The back-tracking starts at the end of the input sequence, i.e. in k = L, in the End state, i.e. i = M , and selects state m as the state for the previous sequence position k − 1 with probability:
This procedure is continued until we reach the start of the sequence and the Start state. The resulting succession of chosen previous states corresponds to one sampled state path. 
We now describe a novel algorithm for training the parameter of an HMM using state paths sampled from We first describe the new algorithm for training the parameters of an HMM using state paths sampled from the posterior distribution. This algorithm corresponds to an iterative procedure. The iterations are stopped once a maximum number of iterations have been reached or once the change in the log-likelihood is sufficiently small.
In the following,
• let E q i (y, X, Π) denote the number of times that state i reads symbol y from input sequence X in state path Π given the HMM with parameters from the q-th iteration and
denote the number of times that a transition from state i to state j is used in state path Π for sequence X given the HMM with parameters from the q-th iteration.
In the following, the superfix q will indicate from which iteration the underlying parameters of the HMM derive. If we consider all N sequences of the training set X = {X 1 , . . . X N } and sample K state paths Π n k with k ∈ {1, . . . K} for each sequence X n in the training set, the step which updates the values of the transition and emission probabilities can be written as:
Equations (3) and (4) assume that we know the
e. that we know how often each transition and emission is used in each sampled state path Π n k for every training sequence
If our computer has enough memory to use the forward algorithm and the backtracking procedure described above, each iteration in the training algorithm would require
L i is the sum of the N sequence lengths in the training set X and max i {L i } the length of the longest sequence in training set X . As we do not have to keep the K sampled state paths in memory, the memory requirement can be reduced to O(M max i {L i }).
For many Bioinformatics applications, however, where the number of states in the model M is large, the connectivity T max of the model high or the training sequences are long, these memory and time requirements are too large to allow automatic parameter training using posterior sampling training.
A linear-memory algorithm for posterior sampling training
We now introduce a linear-memory algorithm for posterior sampling training. The idea for this algorithm stems from the following observations:
(1) If we consider the description of the forward algorithm above, in particular the recursion in Equation (1), we realize that the calculation of the forward values can be continued by retaining only the values for the previous sequence position.
(2) If we have a close look at the description of the backtracking algorithm, in particular the sampling step in Equation (2), we observe that the sampling of a previous state only requires the forward values for the current and the previous sequence position. So, provided we are at a particular sequence position and in a particular state, we can sample the state at the previous sequence position if we know all forward values for the previous sequence position. Observations (1) and (2) above imply that local information suffices to continue the calculation of the forward values (1) and to sample a previous state (2) if we already are in a particular state and sequence position, whereas observation (3) reminds us that in order to sample from the correct probability distribution, we have to start the sampling at the end of the training sequence. Given these three observations, it is not obvious how we can come up with a computationally more efficient algorithm. In order to realize that a more efficient algorithm does exist, one also has to note that: (4) While calculating the forward values in the memory-efficient way outlined in (1) above, we can simultaneously sample a previous state for every combination of a state and a sequence position that we encounter in the calculating of the forward values. This is possible because of observation (2) above. Given all observations (1) to (5) above, we can now formally write down a new, linear-memory algorithm which calculates T q i,j (X, Π) and E q i (y, X, Π) in a computationally efficient way. In order to simplify the notation, we consider one particular training sequence X = (x 1 , . . . x L ) of length L and omit the superfix for the iteration q, as both remain the same throughout the following algorithm. T i,j (k, m) denotes the number of times the transition from state i to state j is used in a sampled state path that finishes at sequence position k in state m and E i (y, k) denotes the number of times state i read symbol y in a state path that finishes at sequence position k in state m. As introduced earlier, f i (k) denotes the forward probability for sequence position k and state i and p i (k, m) the probability of selecting state m as the previous state while being in state i at sequence position k. In the following, i, j, n ∈ S, y ∈ A and l ∈ S denotes the sampled previous state.
Initialization: at the start of the training sequence X and for all states m ∈ S, set
Recursion: loop over all positions k from 1 to L in the training sequence X and loop, for each such sequence position k, over all states m ∈ S\{0} = {1, . . . , M } and set
At the end, Section 2 introduced a new algorithm for parameter training, called posterior sampling training, as well as a linear memory algorithm for this type of training. The main difference with respect to Viterbi training is that we sample K state paths in a non-deterministic way from the posterior distribution P (Π|X) rather than considering only a single Viterbi path. We can thus adapt the ideas of section 2 to devise a linear-memory algorithm for Viterbi training once we have realized that all we need to do is to replace the probabilistic sampling of a previous state by the deterministic choice of the previous state as the state from which the Viterbi matrix element at the current state and sequence position was derived.
As in section 2, E q i (y, X, Π) denotes the number of times that state i reads symbol y from input sequence X in state path Π given the HMM with parameters from the q-th iteration and T q i,j (X, Π) denote the number of times that a transition from state i to state j is used in state path Π given the HMM with parameters from the q-th iteration.
In the following, the superfix q will indicate from which iteration the underlying parameters derive. If we consider all N sequences of a training set X = {X 1 , . . . X N } and the Viterbi path Π n for each sequence X n in the training set, the recursion which updates the values of the transition and emission probabilities can be written as:
These expressions are strictly analogous to equations 3 and 4 in section 2. As before, these equations require that we already know the values of T q i,j (X n , Π n ) and E q i (y, X n , Π n ), i.e. how often each transition and emission is used in the Viterbi path Π n for training sequence X n .
One straightforward way to determine these T q i,j (X n , Π n ) and E q i (y, X n , Π n ) values would be to calculate the two-dimensional Viterbi matrix for every training sequence X n , to then derive a Viterbi state path Π n from the Viterbi matrix using the well-known traceback procedure [9] and to simply count how often each transition and each emission was used in that Viterbi state path. Using this strategy, every iteration in the Viterbi training algorithm would require O(M max i {L i } + max i {L i }) memory and
L i is the sum of the N sequence lengths in the training set X and max i {L i } the length of the longest sequence in training set X . However, for many Bioinformatics applications where the number of states in the model M is large, the connectivity T max of the model high or the training sequences are long, these memory and time requirements are too large to allow automatic parameter training using this algorithm.
A linear-memory version of the Viterbi algorithm, called the Hirschberg algorithm [18] , has been known since 1975. It can be used to derive Viterbi paths in linearized memory while increasing the time requirement by up to a factor of two. One significant disadvantage of the Hirschberg algorithm is that it is not as easy to implement as the Viterbi algorithm. Only a very few HMM-based applications in Bioinformatics actually employ it, see e.g. [1, 19] where the algorithm is used in conjunction with a pair-HMM. Using the Hirschberg algorithm, every iteration in the Viterbi training algorithm would thus
L i is the sum of the N sequence lengths in the training set X and max i {L i } the length of the longest sequence in training set X . However, as we will see in the following, this can be further improved.
Our previous observations (1) to (5) (V2) If we have a close look at the description of the traceback procedure [9] , we realize that we only have to remember all Viterbi matrix elements at the previous sequence positions in order to deduce the state from which the Viterbi matrix element at the current sequence position and state was derived.
(V3) If we want to derive the Viterbi path Π from the Viterbi matrix, we have to start at the end of the sequence in the End state M .
Observations (V1) and (V2) imply that local information suffices to continue the calculation of the Viterbi matrix elements (V1) and to derive a previous state (V2) if we already are in a particular state and sequence position, whereas observation (V3) reminds us that in order to derive the Viterbi path, we have to start at the end of the training sequence. Given these three observations, it is as in section 2 not obvious how we can come up with a computationally more efficient algorithm for training with Viterbi paths. In order to realize that a more efficient algorithm does exist, one also has to also note that: (V4) While calculating the Viterbi matrix elements in the memory-efficient way outlined in (V1), we can simultaneously keep track of the previous state from which the Viterbi matrix element at every current state and sequence position was derived. This is possible because of observation (V2) above.
(V5) In every iteration q of the training procedure, we only need to know the values of T Given all observations (V1) to (V5), we can now formally write down a new, linear-memory algorithm which calculates T q i,j (X, Π) and E q i (y, X, Π) in a computationally efficient way with linearizes the memory requirement and which is -compared to the Hirschberg algorithm -easy to implement. In order to simplify the notation, we describe the following algorithm for one particular training sequence X and omit the superfix for the iteration q, as both remain the same throughout the algorithm. As before, T i,j (k, m) denotes the number of times the transition from state i to state j is used in a Viterbi state path that finishes at sequence position k in state m and where E i (y, k) denotes the number of times state i read symbol y in a Viterbi state path that finishes at sequence position k in state m. In the following,
• v i (k) denotes the Viterbi matrix element for state i and sequence position k, i.e. v i (k) is the probability of the Viterbi state path, i.e. the state path with the highest overall probability, that starts at the beginning of the sequence in the Start state and finishes in state i as sequence position k and i, j, n ∈ S, y ∈ A and l ∈ S denotes the previous state from which the current Viterbi matrix element v m (k) was derived.
Initialization: at the start of training sequence X = (x 1 , . . . , x L ) and for all m ∈ S, set
At the end, 
Practical evaluation of the different training methods
The previous sections discuss the theoretical advantages and disadvantages of the different parameter training methods in detail. They are summarized in Table 1 . In order to investigate how well the different methods do in practice, we implemented Viterbi training, Baum-Welch training and posterior sampling training for the well-known example the dishonest casino [8] . This casino consists of a fair and a loaded dice. The fair dice generates numbers from A = {1, 2, 3, 4, 5, 6} with equal probability, whereas the loaded dice generates the same numbers in a biased way. The properties of the dishonest casino are readily captured in a four-state HMM shown with 8 transition and 12 emission probabilities, six each for each of the two non-silent states. Fixing the values of the transition probabilities from the Start to two non-silent states and those from the two non-silent states to the End state leaves us to choose the value of four transition probabilities. Due to the constraint that i∈S t(i, j) = 1 for all i ∈ S, however, we only have to train two independent transition probabilities. Together with the emission probabilities of the two non-silent states, we thus have to train 14 independent parameters.
We implemented each of the three training methods using the most time and memory efficient versions, i.e. using the linear-memory algorithm for Baum-Welch training [16, 17] , the linear-memory algorithm for Viterbi training presented here as well as the linear-memory algorithm for the new type of posterior sampling training introduced here. In order to investigate how strongly the outcome of the three training methods depends on the initial parameter values, we generated three sets of randomly chosen initial parameter values which we presented to every training method. Our set of training sequences consists of 10 sequences of length 30000 each which were generated using the original HMM of the dishonest casino.
Using the original HMM of the dishonest casino we generated a further 20 sequences of length 30000 each to be used as test set for three-fold cross-evaluation.
Performance of the three training methods
Our first goal was to investigate how the prediction performance varies as function of the number of iterations. Figure 1 shows the performance as function of the number of iterations for all three training methods. We tried to reduce other factors which may affect the comparison and thus decided not to use pseudo-counts. For posterior sampling training, we also investigate how the performance depends on the number of state paths sampled for every training sequence in every iteration.
Viterbi training terminated after a few iterations and with a very low performance due to too many parameters being set to zero. In Viterbi training, a parameter is set to zero (and remains zero) as soon as a Figure 1 shows that the performance of each training method does not strongly depend on the initial set of randomly chosen parameter values and that these difference further decrease with more iterations.
Parameter convergence of the three training methods
The objective of parameter training is not only to get a high prediction performance, but also to recover the parameter values of the model which was originally used to generate the training sequences. We therefore investigated how well the trained parameter values converge to the reference parameter values. To summarize, posterior sampling training produces significantly better results than Baum-Welch training both in terms of prediction performance and parameter convergence. For our HMM, posterior training works as well whether we sample one or five state path per training sequence and iteration. Viterbi training is the least successful of the three investigated training methods. It is not robust with respect to low counts for some transitions and emissions and terminates after a few iterations with a low performance.
Posterior sampling training by sampling only a single state paths from the posterior distribution thus turns out to be a considerably more robust and reliable parameter training strategy than Viterbi training which also takes only one state path into account. Generally, and for more complex hidden Markov models and hidden Markov models with more variation in the values of their transition and emission probabilities, we expect a larger number of sampled state paths to improve parameter training.
Conclusion and discussion
A wide range of Bioinformatics applications is based on hidden Markov models. The prediction performance of these applications depends to a large extent on the values of the model's transition and emission probabilities. For most applications, these values have been chosen, often manually, for a particular data set. Unless we have reliable ways of automatically training the parameter values for new data sets, we may not only limit the predictive power for one particular data set, but also have no way of adapting the same application to new data sets. Many existing applications would thus gain much wider applicability if they could be readily retrained for new data sets. Only few of the many existing HMM-based applications implement parameter training methods and those who do typically implement Viterbi training.
We here introduce a new method for parameter training, called posterior sampling training, which samples state paths from the posterior distribution to train parameter values in an iterative procedure. We present a computationally efficient algorithm for posterior sampling training which linearizes the memory requirement and which is comparatively easy to implement. We not only study the theoretical properties of the new algorithm, but also investigate its practical properties by implementing it for the well-known example of the dishonest casino and by comparing it to Baum-Welch and Viterbi training.
Our studies show that Baum-Welch training and posterior sampling training provide a significantly more robust and reliable way of training parameter values than Viterbi training. The new training method of posterior sampling is superior to Baum-Welch training as it requires fewer iterations to reach the same maximum performance and as the parameters values converge faster to their reference values. This holds even when only one state path is sampled for every training sequence in every iteration, thereby making posterior sampling training also more time and memory efficient than Baum-Welch training.
We hope that the algorithms and the new parameter training method presented in this study will encourage the implementation of automatic parameter training methods for more Bioinformatics applications. Tables   Table 1 - 
