Abstract. We give error estimates for a mixed finite element approximation of the two-dimensional elliptic Monge-Ampère equation with the unknowns approximated by Lagrange finite elements of degree two. The variables in the formulation are the scalar variable and the Hessian matrix.
Introduction
Let Ω be a convex polygonal domain of R 2 with boundary ∂Ω. We are interested in a mixed finite element method for the nonlinear elliptic Monge-Ampère equation: find a smooth convex function u such that det(D 2 u) = f in Ω u = g on ∂Ω. denotes the Hessian matrix of u and det D 2 u denotes its determinant. The function f defined on Ω is assumed to satisfy f ≥ c 0 > 0 for a constant c 0 > 0 and we assume that g ∈ C(∂Ω) can be extended to a functiong ∈ C(Ω) which is convex in Ω.
We consider a mixed formulation with unknowns the scalar variable u and the Hessian D 2 u. The scalar variable and the components of the Hessian are approximated by Lagrange elements of degree k ≥ 2. The method considered in this paper was analyzed from different point of views in [9] and [4] for smooth solutions of (1.1). In both [9] and [4] the convergence of the method for Lagrange elements of degree k = 1 and k = 2 was left unresolved. In this paper we resolve this issue for quadratic elements.
The ingredients of our approach consist in a fixed point argument, which yields the convergence of a time marching method, a "rescaling argument", i.e. the solution of a rescaled version of the equation, and the continuity of the eigenvalues of a matrix as a function of its entries. This is the same approach we took in the case of the standard finite element discretization of the Monge-Ampère equation [3] .
With the mixed methods, one can apply directly Newton's method to the discrete nonlinear problem and still have numerical evidence of convergence to a larger class of non smooth solutions than what is possible with the standard finite element discretization. We refer to [9, 8] for the numerical results. Moreover with the standard finite element discretization [3] , convexity must be enforced weakly through appropriate iterative methods. Although the number of unknowns in the mixed methods is
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higher, in [9, 8] the discrete Hessian was eliminated from the discrete equations in the implementation. However, as observed in [4] this prevents numerical convergence for smooth solutions when linear elements are used to approximate all the unknowns. We note that in [9] a stabilized method was proposed which works numerically for non smooth solutions in two dimension. It consists in using piecewise constants for the discrete Hessian and linear elements for the scalar variable. The analysis for smooth solutions of the lowest order methods discussed in [4, 9] cannot be done with the approach of this paper. The techniques used in this paper generalize to the threedimensional problem but only for k ≥ 3. It should be possible to extend the approach taken in this paper to the formulation where discontinuous elements are used to approximate the unknowns [9] . Numerical results reported in [9] indicate the latter approach could lead to a less accurate approximation of the Hessian. For simplicity, and to focus on the methodology we present, we do not consider such an extension in this paper.
We organize the paper as follows. In the second section we introduce some notation and preliminaries. The error analysis of the mixed method is done in section 3.
Notation and Preliminaries
We use the usual notation L p (Ω), 2 ≤ p ≤ ∞ for the Lebesgue spaces and H s (Ω), 1 ≤ s < ∞ for the Sobolev spaces of elements of L 2 (Ω) with weak derivatives of order less than or equal to s in L 2 (Ω). We recall that H 1 0 (Ω) is the subset of H 1 (Ω) of elements with vanishing trace on ∂Ω. We also recall that W s,∞ (Ω) is the Sobolev space of functions with weak derivatives of order less than or equal to s in L ∞ (Ω). For a given normed space X, we denote by X 2 the space of vector fields with components in X and by X 2×2 the space of matrix fields with each component in X.
The norm in X is denoted by ||.|| X and we omit the subscript Ω and superscripts 2 and 2 × 2 when it is clear from the context. The inner product in
2×2 is denoted by (, ) and we use , for the inner product on L 2 (∂Ω) and L 2 (∂Ω) 2 . For inner products on subsets of Ω, we will simply append the subset notation.
We denote by n the unit outward normal vector to ∂Ω. We recall that for a matrix A, A ij denote its entries and the cofactor matrix of A, denoted cof A, is the matrix with entries (cof A) ij = (−1) i+j det(A) For a scalar function v we denote by Dv its gradient vector and recall that D 2 v denotes the Hessian matrix of second order derivatives. The divergence of a matrix field is understood as the vector obtained by taking the divergence of each row.
In this section and section 3 we assume that (1.1) has a solution which is sufficiently smooth. Put σ = D 2 u. Then the unique convex solution u ∈ H 3 (Ω) of (1.1) satisfies the following mixed problem:
It is proved in [4] that the above variational problem is well defined.
2.1. Discrete variational problem. We denote by T h a triangulation of Ω into simplices K and assume that T h is quasi-uniform. We denote by V h the standard Lagrange finite element space of degree k ≥ 2 and denote by Σ h the space of symmetric matrix fields with components in the Lagrange finite element space of degree k ≥ 2. Let I h denote the standard Lagrange interpolation operator from H s (Ω), s ≥ k+1 into the space V h . We use as well the notation I h for the matrix version of the Lagrange interpolation operator mapping
where g h = I hg . It follows from the analysis in [9, 4] that (2.2) is well-posed for k ≥ 3 and error estimates were given. In section 3 we give an error analysis valid for k ≥ 2.
For v h ∈ V h , we will make the abuse of notation of using D 2 v h to denote the Hessian of v h computed element by element. We will need the broken Sobolev norm
2.2.
Properties of the Lagrange finite element spaces. We recall some properties of the Lagrange finite element space of degree k ≥ 1 that will be used in this paper. They can be found in [7, 5] . We have Interpolation error estimates.
2.3. Algebra with matrix fields. We collect in the following lemma some properties of matrix fields, the proof of which can be found in [4, 1] .
For two 2 × 2 matrix fields η and τ 
we have
The following lemma was used implicitly in [1, 3, 2] .
Lemma 2.3. Assume 0 < α < 1 and α ≤ (m + M)/(2m) for constants m, M > 0. Let B be a symmetric matrix field such that
Proof. Since λ 1 (B) and λ 2 (B) are the minimum and maximum respectively of the Rayleigh quotient ((Bz) · z)/||z|| 2 , where ||z|| denotes the Euclidean norm of R 2 , we have for
This implies
If we assume in addition that |w|
It follows that
Since ν = (m + M)/2, we have
If we define
by the assumptions on α, we have 0 < β < 1.
We can define a bilinear form on V h by the formula
and using the definition of β, we get assuming that |p|
This completes the proof.
Error analysis of the mixed method for smooth solutions
We will assume without loss of generality that h ≤ 1. The goal of this section is to prove the local solvability of (2.2) for Lagrange elements of degree k ≥ 2. We define for ρ > 0,
We define
In [4] the local solvability of (2.2) was obtained by a fixed point argument which consists in a linearization at the exact solution of (1.1). To be able to obtain results for quadratic elements we use a time marching method combined with a rescaling argument. This is the point of view we took in [3, 2] . We first describe the time marching method at the continuous level.
Let ν > 0. We consider the sequence of problems
Put σ r+1 = D 2 u r+1 . We obtain the equivalent problems
where tr A denotes the trace of the matrix A.
We are thus lead to consider the sequence of discrete problems: find (u
given an initial guess (u Let α > 0. We define a mapping T :
where
Let I denote the 2 × 2 identity matrix. We first make the following important observation.
For v ∈ V h ∩ H 1 0 (Ω) and τ = vI, we have div τ = Dv and since v = 0 on ∂Ω, we have in addition τ n = 0 on ∂Ω. Thus using (3.7) we obtain
Similarly, we obtain that if (w h , η h ) solves (3.1), then
(Ω). Lemma 3.1. The mapping T is well defined and if (αw h , αη h ) is a fixed point of (3.4)-(3.6) with w h = g h on ∂Ω, then (w h , η h ) solves the nonlinear problem (2.2).
Proof. To prove the first assertion, it is enough to prove that if (w h , η h ) ∈ V h × Σ h is such that w h = 0 on ∂Ω and
, then w h = 0 and η h = 0.
Using (3.9), we obtain 0 = −(tr η h , v) = (Dw h , Dv), for all v ∈ V h ∩ H 1 0 (Ω). Thus |w h | 2 H 1 = 0. This proves that w h = 0 by Poincaré's inequality. Using τ = η h we obtain as well η h = 0.
The proof of the second assertion is immediate.
We recall from [4, Remark 3.6], see also [9, 8] , that for v h ∈ V h , there exists a unique
holds. To see this consider the problem: find η h ∈ Σ h such that
For τ ∈ Σ h , we define F (τ ) = −(div τ, Dv h ) + Dv h , τ n . Clearly F is linear. By the Schwarz inequality, (2.5) and (2.7) 
Proof. For τ ∈ Σ h , by (2.1) and (3.10) we have
By the Schwarz inequality, (2.5) and (2.7)
This proves the result.
It follows from Lemma 3.3, with µ = 0, that (I h u, H(I h u)) ∈ B h (ρ), i.e. the ball B h (ρ) = ∅ for ρ = C 0 h k for a constant C 0 > 0. See also [4, Lemma 3.5] . As a consequence, see also [9] , (3.12)
The motivation to introduce a discrete Hessian H(v h ) in this paper, as opposed to the approach in [4] , is given by Lemma 3.4 below.
Lemma 3.4.
If w h is a fixed point ofT 1 , then (w h , H(w h )) is a fixed point of T and equivalently, if (w h , η h ) is a fixed point of T , then w h is a fixed point ofT 1 .
Proof. The result was given as [4, Remark 3.6 ] . Let w h be a fixed point ofT 1 . We have T 1 (w h , H(w h )) = w h and by (3.7) and (3.10), T 2 (w h , H(w h )) = H(T 1 (w h , H(w h ))) = H(w h ). This proves that (w h , H(w h )) is a fixed point of T .
Conversely if (w
This completes the proof. Lemma 3.5. We have for 0 ≤ α ≤ 1
for a positive constant C 1 .
Proof. Since T 1 (αI h u, H(αI h u)) − αI h u = 0 on ∂Ω, by (3.8) and (3.5) we have using
Therefore, using (3.9), we get
On the other hand since f = det D 2 u = det σ, by (2.8) and Remark 3.2, on each element
for some t ∈ [0, 1].
Thus by (3.12) and (2.4)
Thus by (2.9) and (3.12)
Therefore by (2.3) and (3.15)
And so combining (3.14)-(3.16), (3.12), Cauchy-Schwarz inequality, the interpolation error estimate (2.3) and Poincare's inequality, we get
from which (3.13) follows.
We will need the following lemma Lemma 3.6. Let (w h , η h ) ∈ Z h . Then for a piecewise smooth symmetric matrix field P
(Ω) and for a constant C which depends on || cof P || H k+1 (T h ) .
Proof. The proof is the same as the proof of [4, Lemma 3.7] . There the proof was given for P = D 2 u, but it carries over to the general case of this lemma line by line. The dependence of the constant C on || cof P || H k+1 (T h ) arises from the use in the proof of the approximation property
Proof. Recall that for (w h , η h ) ∈ B h (ρ), we have η h = H(w h ). We have by (2.4), (3.12)
The next lemma states a crucial contraction property of the mapping T 1 in αB h (ρ).
for 0 < a < 1, h sufficiently small, α = h k+2 and ν = (m + M)/2.
(Ω). Using (3.8) and (3.5) we obtain
Therefore, using (2.8), we have for some t ∈ [0, 1] and with the notation
and thus for h sufficiently small, by Lemmas 2.2 and 2.3 we get
On the other hand, by Lemma 3.6, with P = I, we have
Applying Lemma 3.6, with P = Q, we get
Finally, since by (2.10)
we get using Lemma 3.7
We conclude from (3.19)-(3.23) that
Using the inverse estimate (2.6) and noting that ρ ≤ h
Since γ < 1, and α = h k+2 , for h sufficiently small, Ch + Cαh|| cof Q|| H k+1 (T h ) + Cα < 1 − γ. We conclude from (3.24) that (3.18) holds.
Lemma 3.9. For ρ = min(C 0 , C conv )h k , the mappingT 1 has a unique fixed point in αB h (ρ) for α = h k+2 .
Proof. Note that by (3.18),T 1 is a strict contraction in αB h (ρ) for ρ ≤ min(C 0 , C conv )h k . We now show thatT 1 maps αB h (ρ) into itself. Let v h ∈B h (ρ). We have by (3.18) and (3.13)
Therefore for h sufficiently small, C 1 h k+1 ≤ min(C 0 , C conv )(1 − a) and so
The result then follows from the Banach fixed point theorem.
We can now state the main result of this paper Proof. Recall that for (u h , σ h ) ∈ B h (ρ), we have σ h = H(u h ). The result follows from Lemmas 3.4, 3.9 and 3.1, the definition of B h (ρ) and (3.12).
The local solution u h given by Lemma 3.9 satisfies ||u h − I h u|| H 1 ≤ Ch k . Since by Lemma 3.4, (u h , H(u h )) is a fixed point of T , by Lemma 3.1, (u h , H(u h )) solves (2.2) . By the definition of B h (ρ) σ h = H(u h ) and by (3.12), we have ||σ h − I h σ|| H 1 ≤ Ch k−1 .
