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Abstract—The expected reward in a linear stochastic bandit model is an unknown linear function of the chosen decision vector. In this
paper, we consider the case where the expected reward is an unknown linear function of a projection of the decision vector onto a
subspace. We call this the projection reward. Unlike the classical linear bandit problem, we assume that the projection reward is
unobservable. Instead, the observed “reward” at each time step is the projection reward corrupted by another linear function of the
decision vector projected onto a subspace orthogonal to the first. Such a model is useful in recommendation applications where the
observed reward is corrupted by each individual’s biases. In the case where there are finitely many decision vectors, we develop a
strategy to achieve O(logn) regret, where n is the number of time steps. In the case where the decision vector is chosen from an
infinite compact set, our strategy achieves O(n2/3(logn)1/2) regret. Experiments verify the efficiency of our strategy.
Index Terms—linear bandit, multi-armed bandit, orthogonal projection
F
1 INTRODUCTION
MULTI-ARMED bandit (MAB) problems, introduced byRobbins [1] model the exploration and exploitation
trade-off of sequential decision making under uncertainty.
In its most basic paradigm, at each time step, the decision
maker is given d decisions from which he is supposed
to select one, and as a response, he observes a stochastic
reward after each decision-making. The decision made at
each time step is based on the information gathered at all
the previous time steps. Therefore, in order to maximize
the expected cumulative reward, exploitation of the current
empirically best decision and exploration of less frequently
chosen decisions should be balanced carefully. Stochastic in-
dependence of rewards is assumed for different decisions in
some works like [2]–[6], which enables the decision maker to
learn the statistical information of each decision separately
but leads to regret that scales linearly with the number of
decisions. In other works like [7]–[11], reward dependence
between decisions is assumed, which enables the decision
maker to gather information for more than one decision at
each time step. One specific assumption of dependence is
that decisions are vectors containing numerical elements,
and the expected reward of choosing each decision is an
unknown linear function of the decision vector [10]–[12].
In [10], [11], the authors proposed effective strategies that
balance exploration and exploitation based on the optimism-
in-the-face-of-uncertainty principle. This principle maintains
a high probability confidence set for the estimated coeffi-
cient vector of the linear function, and at each time step,
the decision maker chooses a pair of decision vector and
coefficient vector from the decision set and the confidence
set respectively so that the product of them is maximized.
Note that the independent d-armed bandit problem can be
viewed as a special case of the general linear stochastic
bandit problem, where the set of d available decisions serves
as a standard orthonormal basis of Rd [10].
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The linear stochastic bandit model has been successfully
applied to some real-world problems like personalized news
article recommendation [13], advertisement selection [14]
and information retrieval [15]. For example, in news rec-
ommendation applications, typical features, including the
news’ topic categories, the users’ race, gender, location, etc.,
can be treated as the decision vectors, while the users’ clicks
are the rewards. A plausible recommendation scheme is to
get as many clicks as possible. Another common scenario
chosen to motivate the bandit scheme in the literature
is sequential clinical trials [16]–[18] which have the aim
of balancing the correct identifying of the best treatment
(exploration) and the as effective as possible treatment of
patients during the trials (exploitation). The classical se-
quential clinical trials containing d different treatments can
be modeled as an independent d-armed bandit problem,
while the more feasible and general way is to model the
treatment decision set as a set of mixed drugs instead. One
decision here corresponds to one mixed drugs treatment
with specific dosages of each kind. The reward at each time
step is the curative efficacy after applying the mixed drug
treatment to a patient at each trial.
However, in some scenarios, the decision maker is more
interested in some other criterion than maximizing the
cumulative reward in the standard linear stochastic ban-
dit model. One example is a discrimination-aware movie
recommendation system. To avoid racially discriminatory
recommendations, a user’s race should not play any role in
the recommendation system. However, the observed reward
(number of clicks) may be biased by racial factors. A black
user may have a history of following a particular black actor,
but it does not mean that he or she should be recommended
movies with black actors. For example, Netflix last year
angered black subscribers with targeted posters containing
black actors no matter how minor their roles in the film
are.1 In principle, to prevent discriminations, the protected
attributes such as race or gender should not be used in
recommendation algorithms. Nonetheless, discarding such
1. https://www.youtube.com/watch?v=AP5cIGieI0U
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2attributes directly and modeling the reward as a linear
function of the other unprotected attributes will introduce
system bias during the learning process if the inherent
assumption is that the reward is a linear function of all
attributes. Another scenario is in some clinical trial cases, the
objective is to maximize the curative effect on one disease of
the mixed drugs treatment, while the patients who have this
disease concurrently have another disease and need to take
other drugs which have a positive or negative impact on
the targeted disease. One typical example is the treatment
of hypertension in chronic kidney disease. Hypertension
is present in more than 80% of the patients with chronic
kidney disease, and drugs like ACEi and ARB targeted
for reducing proteinuria may also have an effect on blood
pressure [19]. To study the effect of mixed drug treatment
targeted for controlling hypertension, the decision maker is
supposed to remove the impact of drugs like ACEi and ARB.
In this paper, we propose a linear stochastic bandit for-
mulation that maximizes the (expected) cumulative reward
over a subspace of decision attributes, based on the reward
observed for the full space. Specifically, the decision vector is
projected orthogonally onto a target subspaceU . The reward
is then explicitly decomposed into two components, one of
which is due to the decision vector projected onto U , and
the other is due to the decision vector projected onto U⊥. We
call the first component the projection reward and the second
component the corruption reward. We develop a strategy that
achieves O(log n) cumulative projection regret when there
are finitely many decision vectors, where n is the number of
time steps. In the case where the decision vectors are drawn
from an infinite compact set, we achieve a cumulative
projection regret of O(n2/3(log n)1/2). Here, the projection
regret at each time step is defined as the difference between
the current expected projection reward of making one de-
cision and the oracle best expected projection reward. This
algorithm is based on the t-greedy policy [2], which is a
simple and well-known algorithm for the standard finite
multi-armed bandit problem. In the following, we use the
terms âA˘IJdecisionâA˘I˙ and âA˘IJarmâA˘I˙ interchangeably in
our formulation.
1.1 Summary of Our results and Related Work
To the best of our knowledge, few studies have been done in
the decomposition of the linear stochastic bandit problem.
But there are several lines of related work: 1) the linear
stochastic bandit model; 2) the multi-objective Pareto bandit
problem.
In the linear stochastic bandit model, the decision maker
predicts the reward of choosing one decision based on
the given context vector of this decision. In [20], the au-
thor provided the first analysis of this problem under the
name of “Associative Reinforcement Learning with Linear
Value Functions”. He proposed an algorithm based on least
squares estimation and high probability confidence bounds,
and showed that it has O(
√
dn log3/2(n|D|)) regret upper
bound for the case of finitely many decisions, where |D|
is the number of decisions. Reference [17] extended the
algorithm of [17] to the problem with an arbitrary compact
set of arms and proved that their policy hasO(d
√
n log3/2 n)
regret upper bound. References [10], [11] further improved
the regret upper bound of the policies based on the new
smaller confidence sets established using martingale tech-
niques in their work. In [21], the authors proposed a linear
bandit formulation with hidden features where the reward
of choosing one decision is the summation of two compo-
nents, one of which is a linear function of the observable
features, and the other is a linear function of the unob-
servable features. They applied a UCB type linear bandit
policy with the coordinate descent [22], [23] algorithm in
which estimating the hidden features and the unknown
coefficients together over time is achieved. However, our
work is different from the above work in two ways. First,
our objective is to maximize only the cumulative projection
reward rather than the reward observed for the full space.
Second, we consider a more general formulation where the
decision vectors are projected onto two arbitrary orthogonal
subspaces.
In the stochastic multi-objective multi-armed bandit
(MOMAB) problem [24]–[27], the reward of making one
decision is a vector rather than the single objective in
the standard multi-armed bandit problem. Because of the
possible conflicting objectives, a set of Pareto optimal arms
[25] with the partial order on the multi-objective space [28]
is considered in the MOMAB problem instead of a single
best arm. Scalarization techniques can be used to transform
MOMAB problem to a single objective MAB, and one arm
belongs to the Pareto optimal set is regarded as the best
arm in a particular scalarization function. In our work, we
consider the decomposition of the reward where the de-
composition formulation is similar to a two-objective MAB
applied with a linear scalarization function [25]. However,
the difference between our model and MOMAB with the
linear scalarization is that we can only observe the reward
summation at each time step rather than the reward vector
in MOMAB, and our objective is to minimize the cumulative
projection regret rather than minimizing the three types of
regret defined in [25].
In this paper, we study the orthogonal projection prob-
lem in linear bandits, where the projection reward is defined
as an unknown linear function of a projection of the decision
vector onto a target subspace U . In the case where there
are finitely many decision vectors, we develop a strategy
to achieve O(log n) cumulative projection regret, where n
is the number of time steps. In the case where the de-
cision vector is chosen from an infinite compact set, our
strategy achieves O(n2/3(log n)1/2) cumulative projection
regret. In the linear stochastic bandit literature, the best
cumulative regret upper bound for the general compact
decision set isO(
√
npolylog(n)) [10], [11], where polylog(n)
is the polylogarithmic order of n. If a further smoothness
assumption, from [11], of the decision set is added, we show
that it is possible to achieve the O(
√
n) projection regret
upper bound in our formulation with a policy. However, the
existence of a policy with O(
√
npolylog(n)) upper bounded
cumulative projection regret for the general compact deci-
sion set remains an open question.
The rest of this paper is organized as follows. In Sec-
tion 2, we present our system model and assumptions. In
Section 3, we introduce the strategy and analyze the sub-
linear cumulative projection regret. In Section 4, we present
simulations to test the performance of our strategy. Section 5
3concludes the paper.
Notations: We use Ec to denote the complement of
the event E. The indicator function 1A(ω) = 1 if and
only if ω ∈ A. I is the identity matrix. Let xᵀ denote
the transpose of vector x. We use ‖x‖2 to denote the
2-norm
√〈x, x〉 for any vector x. Also, we use ‖x‖A
to denote the weighted 2-norm
√〈x, Ax〉 for any vector
x, where A ∈ Rd×d is a positive definite matrix. For
non-negative functions f(n) and g(n), we write f(n) =
O(g(n)) if lim supn→∞ f(n)/g(n) < ∞, f(n) = o(g(n))
if limn→∞ f(n)/g(n) = 0, and f(n) = Θ(g(n)) if 0 <
lim infn→∞ f(n)/g(n) ≤ lim supn→∞ f(n)/g(n) <∞.
2 SYSTEM MODEL
Let D ⊆ Rd be a compact set of decisions from which the
decision maker has to choose a decision Xt at each time step
t. The observed reward rt after choosing Xt is given by
rt = 〈Xt, θ〉+ ηt, (1)
where θ ∈ Rd is a fixed but unknown parameter and ηt is
the i.i.d. random noise.
In the standard linear bandit problem, the performance
of a policy is measured by the difference between the deci-
sion maker’s cumulative reward and the cumulative reward
achieved by the oracle policy with knowledge of θ. Formally,
the goal of the decision maker is to minimize the cumulative
regret over n time steps defined by
R(n) =
n∑
t=1
(〈X∗, θ〉 − E [〈Xt, θ〉] ), (2)
where X∗ = arg maxx∈D 〈x, θ〉 is the optimal decision in
the standard linear bandit problem.
In our orthogonal projection linear bandit model, we
consider a decomposition of the observed reward into two
components. Let U , whose dimension is u ≤ d, be a sub-
space of the Euclidean vector space Rd. Let U⊥ = {q ∈ Rd :
〈q, p〉 = 0,∀p ∈ U} be the orthogonal complement of U . It
is a standard result [29] that Rd = U⊕U⊥, and each w ∈ Rd
can be written uniquely as a sum p + q, where p ∈ U and
q ∈ U⊥. We define the linear orthogonal projection operator
as PU : Rd 7→ U such that PU (w) = p. In general, PU can be
represented by a d×d matrix whose rank is u. The expected
reward can therefore be decomposed as
〈Xt, θ〉 = 〈PU (Xt) + PU⊥(Xt), PU (θ) + PU⊥(θ)〉
= 〈PU (Xt), PU (θ)〉+ 〈PU⊥(Xt), PU⊥(θ)〉. (3)
We call 〈PU (Xt), PU (θ)〉 the projection reward on subspace
U , which is denoted by rUt . The other part of the observed
reward, 〈PU⊥(Xt), PU⊥(θ)〉, is called the corruption reward.
Different from the standard linear bandit model, where the
reward can be observed (with some random perturbation),
in our orthogonal projection linear bandit model, we do not
directly observe the projection reward rUt . Furthermore, the
cumulative projection regret is defined as
RU (n) =
n∑
t=1
(〈PU (X∗U ), PU (θ)〉 − E [〈PU (Xt), PU (θ)〉] ),
(4)
where X∗U = arg maxx∈D 〈PU (x), PU (θ)〉 is the best pro-
jection decision. The objective in our model is to minimize
the cumulative projection regret RU (n) rather than the
cumulative regret R(n).
For a concrete illustration, consider again the discrim-
ination prevention problem in a movie recommendation
system described in Section 1. The decision set D here
contains the movies that are to be recommended to the
users. Without loss of generality, assume the last d − u
dimensions of the decisions are protected features like age
and race of the actors and actresses appearing in the movie.
To eliminate the effect of those features when doing the
recommendations, the system should only consider the first
u dimensions. In this case, PU is a diagonal matrix whose
(i, i) entry is 1 for i = 1, · · · , u and 0 otherwise. In [30], the
authors proposed to control the discrimination effect in a
linear regression model, where PU in their formulation can
also be viewed as a special diagonal matrix.
We use span(D) to denote the set of finite linear com-
binations of decision vectors in D. In the ideal case, if at
each time step t the reward rt is available without the
random noise ηt, and if D is specified by linear inequality
constraints, the problem then degenerates to a linear pro-
gramming problem as follows:
max
x∈D
〈PU (x), PU (θ)〉
= max
x∈D
〈PU (x), θ〉
= max
x∈D
〈
PU (x), Pspan(D)(θ) + Pspan(D)⊥(θ)
〉
= max
x∈D
(〈
PU (x), Pspan(D)(θ)
〉
+
〈
PU (x), Pspan(D)⊥(θ)
〉)
.
(5)
However, since Pspan(D)⊥(θ) is unobservable even in the
ideal case, and arg maxx∈D
〈
PU (x), Pspan(D)(θ)
〉
is not
equal to X∗U in general when
〈
PU (x), Pspan(D)⊥(θ
〉
) 6= 0,
a linear cumulative projection regret is therefore inevitable
in the worst case. In order to get a sublinear cumulative
regret, further assumptions are required. One reasonable
assumption is
〈
PU (x), Pspan(D)⊥(θ)
〉
= 0 for all θ. This is
equivalent to saying U ⊆ span(D). To see this, note that
Pspan(D)⊥(θ) ∈ kernel(P ᵀU ) = (PU (Rd))⊥ = (PU⊥)(Rd). It
follows that span(D)⊥ ⊆ U⊥, which means U ⊆ span(D).
We therefore make the following assumption throughout
this paper.
Assumption 1. U ⊆ span(D), the dimension of span(D) is k,
where u ≤ k ≤ d, and ‖PU (θ)‖2 > 0. In addition, the decision
maker has access to k linearly independent decisions in D.
We use Dk ⊆ D to denote the set containing the k lin-
early independent decisions in Assumption 1. The condition
‖PU (θ)‖2 > 0 guarantees θ /∈ U⊥. We also make another
assumption which is standard in the literature on the linear
bandit problem.
Assumption 2. ‖θ‖2 ≤ S, and maxx∈D ‖x‖2 ≤ H . ηt is
drawn i.i.d. from a zero-mean sub-Gaussian distribution with
parameter σ, i.e., E
[
eξηt
] ≤ eξ2σ2/2 for all ξ ∈ R.
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3.1 Projection Greedy Strategy
The decision set D may contain finitely or infinitely many
arms. In this section, we present a strategy with two settings,
the first is applicable for the finite-arm case, and the other
is applicable for the infinite-arm case. In the following, we
use θˆt to denote the L2 regularized least square estimate of
θ with parameter λ > 0, after the decision making at time
step t:
θˆt = V
−1
t
t∑
i=1
riXi, (6)
where Vt =
∑t
i=1XiX
ᵀ
i + λI . Our Greedy Projection Strat-
egy (GPS) is based on t-greedy policy [2], which is a simple
and well-known algorithm for the standard finite multi-
armed bandit problem. At each time step t, the t-greedy
policy chooses with probability 1 − t the arm with the
highest empirical average reward, and with probability t
a random arm. Since in our problem, we focus our atten-
tion on the project reward, GPS chooses with probability
1− t the arm with the highest empirical average projection
reward defined as:
r¯xt−1 =
〈
PU (x), PU (θˆt−1)
〉
, (7)
for all x ∈ D. Another difference is, at each time step t, GPS
chooses with probability t a random arm from Dk rather
than D. We define two different settings of t as follows, to
handle the finite- and infinite-arm cases, respectively:
ft = min
{
1,
α|Dk|
t
}
, it = min
{
1,
α|Dk|
t1/3
}
, (8)
where “f” stands for finite, “i” stands for infinite, and α > 0
is a fixed positive constant.
The GPS strategy is summarized in Algorithm 1.
Algorithm 1 GPS
Inputs: Set t to 
f
t or 
i
t according to the number of arms;
set hyper parameter α > 0 and λ > 0.
1: loop
2: Update t.
3: With probability 1 − t, choose arg maxx∈D r¯xt−1 and
with probability t choose a random arm from Dk.
4: Update r¯xt . Set t = t+ 1.
5: end loop
Note that we have a hyper parameter α > 0 in Al-
gorithm 1. In the following theorems, we give a sufficient
condition for the strategy to achieve O(log n) for the finite-
arm case. We also show that our infinite-arm strategy
achieves O(n2/3(log n)1/2) regret for the infinite-arm case.
The empirical impact of α is further studied in Section 4.
Parameter λ can be set as a moderate value like H2.
3.2 Regret Analysis
3.2.1 Finitely Many Arms
Theorem 1. When D contains finitely many arms,
for α > max{ 24dH2σ2minx6=X∗
U
∆2xδDk
, 10}, where ∆x =
〈PU (X∗U )− PU (x), PU (θ)〉 and δDk is a constant that depends
on Dk, GPS has cumulative projection regret of order O(log n),
where n is the number of time steps.
Theorem 1 shows that if we choose α to be sufficiently
large, GPS achieves order optimal regret. We prove Theo-
rem 1 in the following.
Proof: For any arm x ∈ D, let the random variable
Nxn denote the total number of time steps within the first t
time steps at which arm x was chosen. It follows that Nxn =∑n
t=1 1{Xt=x}.
Since
E
[
RU (n)
]
= E
n∑
t=1
(
〈PU (X∗U ), PU (θ)〉 − 〈PU (Xt), PU (θ)〉
)
=
∑
x∈D
E [Nxn ] ∆x
=
∑
x∈D
∆x
n∑
t=1
P (Xt = x) , (9)
where ∆x = 〈PU (X∗U )− PU (x), PU (θ)〉 is the projection
regret of arm x, it is enough to show the probability
P (Xt = x) = O(t−1) for all suboptimal x ∈ D\{X∗U}. In
the following, for simplicity, we use a simplified notation
r¯∗t = r¯
X∗U
t . It is obvious that
P (Xt = x) ≤ t|Dk| + (1− t)P
(
r¯xt−1 ≥ r¯∗t−1
)
, (10)
and the term P
(
r¯xt−1 ≥ r¯∗t−1
)
on the right hand side can be
decomposed to
P
(
r¯xt−1 ≥ r¯∗t−1
) ≤ P(r¯xt−1 ≥ 〈PU (x), PU (θ)〉+ ∆x2
)
+ P
(
r¯∗t−1 ≤ 〈PU (X∗U ), PU (θ)〉 −
∆x
2
)
.
(11)
We next bound the term P
(
r¯xt−1 ≥ 〈PU (x), PU (θ)〉+ ∆x2
)
in (11). The analysis for P
(
r¯∗t−1 ≤ 〈PU (X∗U ), PU (θ)〉 − ∆x2
)
is the same.
Let βt = σ
√
3d log(t+ 1) + λ1/2S. From the proof of
Theorem 2 in [10], we have that with probability at least
1− δ, ∀t ≥ 0,∀x ∈ Rd∣∣∣〈x, θˆt − θ〉∣∣∣ ≤ ‖x‖V −1t
(
σ
√
d log
(
1 + t
δ
)
+ λ1/2S
)
.
(12)
Since 〈PU (x), PU (θ)〉 = 〈PU (x), θ〉 for orthogonal pro-
jection operator PU , by setting δ = 1t2 in (12), we get for all
x ∈ D\{X∗U},
P
(
r¯xt − 〈PU (x), PU (θ)〉 > βt‖PU (x)‖V −1t
)
≤ P
(〈
PU (x), θˆt
〉
− 〈PU (x), θ〉 >(
σ
√
d log
(
1 + t
t2
)
+ λ1/2S
)
‖PU (x)‖V −1t
)
.
≤ 1
t2
. (13)
5It follows that
P
(
r¯xt ≥ 〈PU (x), PU (θ)〉+
∆x
2
)
= P
(
r¯xt ≥ 〈PU (x), PU (θ)〉+
∆x
2
∣∣∣∣ ∆x2 > βt‖PU (x)‖V −1t
)
· P
(
∆x
2
> βt‖PU (x)‖V −1t
)
+ P
(
r¯xt ≥ 〈PU (x), PU (θ)〉+
∆x
2
∣∣∣∣ ∆x2 ≤ βt‖PU (x)‖V −1t
)
· P
(
∆x
2
≤ βt‖PU (x)‖V −1t
)
≤ 1
t2
+ P
(
∆x
2
≤ βt‖PU (x)‖V −1t
)
.
(14)
We next show that when the hyper parameter α is large
enough, P
(
∆x
2 ≤ βt‖PU (x)‖V −1t
)
= O(t−1).
From Assumption 1, since U ⊆ span(D), we show the
increasing of the eigenvalues of Vt in span(D) which will
help us to bound the value of ‖PU (x)‖V −1t .
We have
Vt = λI +
∑
x∈D
Nxt xx
ᵀ
= λPspan(D)⊥(I) + λPspan(D)(I) +
∑
x∈D
Nxt xx
ᵀ
.
The eigenvectors and corresponding eigenvalues of Vt can
therefore be divided into two groups, in one of which the
eigenvectors are in span(D), and in the other the eigenvec-
tors are in span(D)⊥. This conclusion is obvious and can
be easily proved by induction. Let λDt,min be the smallest
eigenvalue of Vt in span(D) and λ
Dk
t,min be the smallest
eigenvalue of (λI+
∑
x∈Dk N
x
t xx
ᵀ
) in span(D). If we define
y1 = arg min
y∈span(D),‖y‖22=1
〈y, Vty〉,
we then have
λDt,min = y
ᵀ
1Vty1
≥ yᵀ1 (λI +
∑
x∈Dk
Nxt xx
ᵀ
)y1
≥ min
y∈span(D),‖y‖22=1
y
ᵀ
(λI +
∑
x∈Dk
Nxt xx
ᵀ
)y
= λDkt,min (15)
Because PU (x) ∈ span(D), using (15), we obtain
P
(
∆x
2
≤ βt‖PU (x)‖V −1t
)
≤ P
((
∆x
2βt
)2
≤ ‖PU (x)‖
2
2
λDt,min
)
= P
(
λDt,min ≤
4β2t ‖PU (x)‖22
∆2x
)
≤ P
(
λDkt,min ≤
4β2tH
2
minx 6=X∗U ∆
2
x
)
(16)
Set
f : {y : y ∈ span(D), ‖y‖22 = 1} 7→ y
ᵀ
(
∑
x∈Dk
xx
ᵀ
)y (17)
Then f(y) > 0 since Dk contains k linearly independent
arms. We can get δDk =def inf f(y) > 0 since f(y) is a
continuous function on a compact set. Define the event:{
δDkN
x
t >
4β2tH
2
minx6=X∗U ∆
2
x
, for all x ∈ Dk
}
.
Under this event, from the last equality in (15), we get
λDkt,min >
4β2tH
2
minx 6=X∗
U
∆2x
.
Therefore, we have
P
(
λDkt,min ≤
4β2tH
2
minx 6=X∗U ∆
2
x
)
≤
∑
x∈Dk
P
(
Nxt ≤
4β2tH
2
minx 6=X∗U ∆
2
xδDk
)
≤
∑
x∈Dk
P
(
N˜xt ≤
4β2tH
2
minx 6=X∗U ∆
2
xδDk
)
,
(18)
where N˜xt is the number of times that arm x ∈ Dk was
chosen randomly during the first t time steps. From the proof
of Theorem 3 in [2] (where Bernstein’s inequality [31] was
used), we have
P
(
N˜ tx ≤
1
2|Dk|
t∑
i=1
i
)
≤ exp
(
− 1
10|Dk|
t∑
i=1
i
)
(19)
For t ≥ t′ = α|Dk|, t = ft = α|Dk|t , and we obtain
1
2|Dk|
t∑
i=1
i =
1
2|Dk|
t′∑
i=1
i +
1
2|Dk|
t∑
i=t′+1
i
≥ α
2
log
t
α|Dk| (20)
If α2 log
t
α|Dk| ≥
4β2tH
2
minx 6=X∗
U
∆2xδDk
and α ≥ 10, from (18)
to (20), we have
P
(
λDkt,min ≤
4β2tH
2
minx 6=X∗U ∆
2
x
)
≤
∑
x∈Dk
P
(
N˜xt ≤
4β2tH
2
minx 6=X∗U ∆
2
xδDk
)
≤
∑
x∈Dk
P
(
N˜xt ≤
α
2
log
t
α|Dk|
)
≤
∑
x∈Dk
P
(
N˜xt ≤
1
2|Dk|
t∑
i=1
i
)
≤
∑
x∈Dk
exp
(
− 1
10|Dk|
t∑
i=1
i
)
≤ k
(
α|Dk|
t
) α
10
≤ O(t−1), (21)
where the second and third inequality follows from
1
2|Dk|
∑t
i=1 i ≥ α2 log tα|Dk| ≥
4β2tH
2
minx 6=X∗
U
∆2xδDk
, the penul-
timate inequality follows from (20), and (21) follows from
α ≥ 10.
6Recall that βt = σ
√
3d log(t+ 1) + λ1/2S. Therefore, if
α > max{ 24dH2σ2minx 6=X∗
U
∆2xδDk
, 10}, from (14), (16) and (21), we
have
P
(
r¯xt ≥ 〈PU (x), PU (θ)〉+
∆x
2
)
≤ 1
t2
+ P
(
∆x
2
≤ βt‖PU (x)‖V −1t
)
≤ 1
t2
+ P
(
λDkt,min ≤
4β2tH
2
minx6=X∗U ∆
2
x
)
≤ O(t−1), (22)
where the first inequality follows from (14), and the second
inequality follows from (16).
Similarly, we have P
(
r¯xt ≤ 〈PU (X∗U ), PU (θ)〉 − ∆x2
)
=
O(t−1). Then, using (10) and (11), we obtain
P (Xt = x) ≤ α
t
+O(t−1) = O(t−1), (23)
and, using (9), we conclude E
[
RU (n)
]
= O(log n). The
proof of Theorem 1 is now complete.
3.2.2 Infinitely Many Arms
Theorem 2. When D is a compact set containing infinitely
many arms, GPS has cumulative projection regret of order
O(n2/3(log n)1/2), where n is the number of time steps.
Proof: The contribution to the projection regret at time
step t comes from two cases: 1) whenXt is chosen randomly,
or 2) when Xt is chosen as arg maxx∈D r¯
x
t−1. We denote
these two event as Et and Ect respectively.
E
[
RU (n)
]
= E
n∑
t=1
〈PU (X∗U ), PU (θ)〉 − 〈PU (Xt), PU (θ)〉
=
n∑
t=1
tE [ 〈PU (X∗U )− PU (Xt), PU (θ)〉 |Et ]
+ (1− t)E [ 〈PU (X∗U )− PU (Xt), PU (θ)〉 |Ect ]
≤
n∑
t=1
2HSt + E [ 〈PU (X∗U )− PU (Xt), PU (θ)〉 |Ect ] ,
(24)
where the inequality follows from Assumption 1,
‖PU (x)‖2 ≤ ‖x‖2 for all x, and Cauchy-Schwarz inequality.
We next get an upper bound for the second term
E [ 〈PU (X∗U )− PU (Xt), PU (θ)〉 |Ect ] in (24).
Under the event Ect , Xt = arg maxx∈D r¯
x
t−1. We have
〈PU (X∗U )− PU (Xt), PU (θ)〉
=
〈
PU (X
∗
U )− PU (Xt), PU (θˆt−1)
〉
+
〈
PU (X
∗
U )− PU (Xt), PU (θ)− PU (θˆt−1)
〉
≤
〈
PU (X
∗
U )− PU (Xt), PU (θ)− PU (θˆt−1)
〉
, (25)
where the inequality follows from Xt = arg maxx∈D r¯
x
t−1.
We use the notation βt defined in the proof of Theorem 1
again. For any t ≥ 2, let the event Ft be{
〈PU (X∗U −Xt), PU (θ)〉 ≥ ‖PU (X∗U −Xt)‖V −1t−1βt−1
}
.
From (12) and (25), since P
ᵀ
U (x)PU (θ) = P
ᵀ
U (x)θ for orthog-
onal projection operator PU we have
P (Ft+1)
≤ P
(〈
PU (X
∗
U −Xt+1), θ − θˆt
〉
≥ ‖PU (X∗U −Xt+1)‖V −1t βt
)
≤ P
(〈
PU (X
∗
U −Xt+1), θ − θˆt
〉
≥ ‖PU (X∗U −Xt+1) ‖V −1t
(
σ
√
d log
(
1 + t
t2
)
+ λ1/2S
))
≤ 1
t2
, (26)
where the final inequality follows from the concentration
inequalities (12) with δ = 1t2 .
We then have
E
[ 〈PU (X∗U )− PU (Xt+1), PU (θ)〉 ∣∣Ect+1 ]
= E
[ 〈PU (X∗U −Xt+1), PU (θ)〉 ∣∣Ect+1, Ft+1 ]P (Ft+1)
+ E
[ 〈PU (X∗U −Xt+1), PU (θ)〉 ∣∣Ect+1, F ct+1 ]P (F ct+1)
≤ 2HS
t2
+ E
[
‖PU (X∗U −Xt+1)‖V −1t βt
∣∣∣Ect+1 ]
≤ 2HS
t2
+ E
[
2Hβt
√
1
λDt,min
∣∣∣∣∣Ect+1
]
(27)
≤ 2HS
t2
+ E
[
2Hβt
√
1
λDt,min
]
(28)
≤ 2HS
t2
+ 2Hβt
√√√√E[ 1
λDt,min
]
(29)
≤ 2HS
t2
+ 2Hβt
√√√√E[ 1
λDkt,min
]
. (30)
Here the first equality follows from the independence of
Ft+1 and Ect+1. (27) follows because ‖PU (X∗U −Xt)‖2V −1t ≤‖PU (X∗U − Xt)‖22(λDt,min)−1. (28) follows because Ect+1 and
λDt,min are independent. (29) follows from Jensen’s inequality.
(30) follows from (15).
We next show that E
[
1
λ
Dk
t,min
]
= O(t−2/3). We need to
first show P
(
λDkt,min < t
2/3
)
≤ O(e−t2/3). Similar to what
we have done in (18), define the following event:{
Nxt >
3α
4
t2/3, for all x ∈ Dk
}
.
Under this event, from the last equality in (15), we get
λDkt,min >
3α
4 t
2/3δDk .
Therefore, we have
P
(
λDkt,min ≤
3α
4
t2/3δDk
)
≤
∑
x∈Dk
P
(
Nxt ≤
3α
4
t2/3
)
≤
∑
x∈Dk
P
(
N˜xt ≤
3α
4
t2/3
)
,
(31)
7where N˜xT is the number of times that arm x ∈ Dk was
chosen randomly during the first t time steps. Recall from
(19) that
P
(
N˜ tx ≤
1
2|Dk|
t∑
i=1
i
)
≤ exp
(
− 1
10|Dk|
t∑
i=1
i
)
(32)
For t ≥ t′ = (α|Dk|)3, t = it α|Dk|t1/3 and we obtain
1
2|Dk|
t∑
i=1
i =
1
2|Dk|
t′∑
i=1
i +
1
2|Dk|
t∑
i=t′+1
i
≥ 3α
4
t2/3 +
α3|Dk|2
2
(33)
It follows from (31) to (33) that
P
(
λDkt,min ≤
3α
4
t2/3δDk
)
≤
∑
x∈Dk
P
(
N˜xt ≤
3α
4
t2/3
)
,
≤
∑
x∈Dk
P
(
N˜ tx ≤
1
2|Dk|
t∑
i=1
i
)
,
≤ k exp
(
−3α
20
t2/3
)
(34)
Now, we can conclude
E
[
1
λDkt,min
]
= E
[
1
λDkt,min
∣∣∣∣∣λDkt,min > 3α4 t2/3δDk
]
P
(
λDkt,min >
3α
4
t2/3δDk
)
+ E
[
1
λDkt,min
∣∣∣∣∣λDkt,min ≤ 3α4 t2/3δDk
]
P
(
λDkt,min ≤
3α
4
t
2
3 δDk
)
≤ 4t
−2/3
3αδDk
P
(
λDkt,min >
3α
4
t2/3δDk
)
+
1
λ
exp
(
−3α
20
t2/3
)
≤ 5t
−2/3
3αδDk
, (35)
when t is large enough, where the penultimate inequality
follows from (15).
From (30) and (35), when t is large enough, we have
E
[ 〈PU (X∗U )− PU (Xt+1), PU (θ)〉 ∣∣Ect+1 ]
≤ 2HS
t2
+ 2Hβt
√√√√E[ 1
λDkt,min
]
≤ 2HS
t2
+ 2Hβt
√
5
3αδDk
t−
1
3 (36)
Finally, from (24), we have
E
[
RU (n)
]
≤
n∑
t=1
2HSt + E [ 〈PU (X∗U )− PU (Xt), PU (θ)〉 |Ect ]
≤
n∑
t=1
2HSα|Dk|
t1/3
+ 2Hβt
√
5
3αδDk
t−
1
3 + C1
≤
∫ n
1
2HSα|Dk|
x1/3
+ 4Hσ
√
5d log x
αδDk
x−
1
3 dx+ C2
= O(n2/3(log n)1/2), (37)
where C1 and C2 are two constants. The proof of Theorem 2
is now complete.
3.3 Additional Smoothness Assumption
In this subsection, we discuss that if additional smooth-
ness assumptions of the decision set D are avail-
able, we can achieve better cumulative projection re-
gret order than O(n2/3(log n)1/2). Define X∗U (θ) =
arg maxx∈D P
T
U (x)PU (θ). One typical assumption is
Assumption 3. If ∀θ1, θ2 ∈ Rd, ∃J ∈ R+, s.t.
‖PU (X∗U (θ1)−X∗U (θ2))‖2 ≤ J
∥∥∥∥ PU (θ1)‖PU (θ1)‖ − PU (θ1)‖PU (θ1)‖
∥∥∥∥
2
.
(38)
This is to say the projection of the decision set D and all
θ ∈ Rd onto the subspace U satisfies the SBAR(J) condition
[11], [32]. For example, if the decision set D is a ball or
an elliposid, it satisfies the condition (38). In the proof of
Theorem 2, we bound (25) with O
(
βt(E
[
1/λDkt,min
]
)1/2]
)
=
O(t−1/3 log t). With the additional Assumption 3, we can
improve this bound, and further get a tighter upper bound
for the cumulative projection regret. We state the following:
Theorem 3. If in GPS, t = st = min
{
1, α|Dk|√
t
}
, GPS has
cumulative projection regret of order O(
√
n), where n is the
number of time steps.
Proof: We still can use (24) and (25) from the proof of
Theorem 2. We have
E [〈PU (X∗U )− PU (Xt), PU (θ)〉 | Ect ]
≤ E
[〈
PU (X
∗
U )− PU (Xt), PU (θ)− PU (θˆt−1)
〉 ∣∣∣Ect ]
≤ E
[
‖PU (X∗U )− PU (Xt)‖2
∥∥∥PU (θ)− PU (θˆt−1)∥∥∥
2
∣∣∣Ect ]
≤ E
[
J
∥∥∥∥∥ PU (θ)‖PU (θ)‖ − PU (θˆt−1)‖PU (θˆt−1)‖
∥∥∥∥∥
2
∥∥∥PU (θ)− PU (θˆt−1)∥∥∥
2
∣∣∣∣∣Ect
]
≤ E
 2J
∥∥∥PU (θ)− PU (θˆt−1)∥∥∥2
2
‖PU (θ)‖
∣∣∣∣∣∣∣Ect

≤ E
2J
∥∥∥PU (θ − θˆt−1)∥∥∥2
2
‖PU (θ)‖
 (39)
where, the first inequality follows from (25), the second
inequality follows from Cauchy-Schwarz inequality, the
third inequality follows from Assumption 3, the penultimate
inequality follows from Lemma 3.5 in [11], and the last
inequality follows from independence.
8We next bound E
[∥∥∥PU (θ − θˆt)∥∥∥2
2
]
. From (6), we have,
θˆt = (
t∑
i=1
XiX
ᵀ
i + λI)
−1
t∑
i=1
riXi
= (
t∑
i=1
XiX
ᵀ
i + λI)
−1
t∑
i=1
Xi(X
ᵀ
i θ + ηi).
which yields
E
[∥∥∥PU (θ − θˆt)∥∥∥2
2
]
≤ E
∥∥PU (λV −1t θ)∥∥22 +
∥∥∥∥∥
t∑
i=1
PU (V
−1
t Xi)ηi
∥∥∥∥∥
2
2

≤ λ2S2E
[
1
(λDt,min)
2
]
+ ζE
[
t∑
i=1
PU (V
−1
t Xi)
ᵀ
PU (V
−1
t Xi)
]
≤ λ2S2E
[
1
(λDt,min)
2
]
+ ζE
[
t∑
i=1
tr
(
PU (V
−1
t )V
−1
t (XiX
ᵀ
i )
)]
≤ λ2S2E
[
1
(λDt,min)
2
]
+ ζE
[
tr
(
PU (V
−1
t )V
−1
t (
t∑
i=1
XiX
ᵀ
i
)]
≤ λ2S2E
[
1
(λDt,min)
2
]
+ ζE
[
dλmax(PU (V
−1
t ))
]
≤ λ2S2E
[
1
(λDt,min)
2
]
+ dζE
[
1
λDt,min
]
≤ λ2S2E
[
1
(λDkt,min)
2
]
+ dζE
[
1
λDkt,min
]
(40)
where the second inequality has used the condition that ηt
are i.i.d. and the standard result that E
[
η2t
] ≤ ζ where ζ
is a constant depending on σ since ηt has the zero-mean
sub-Gaussian distribution with parameter σ.
Using the similar but tedious argument as that in the
proof of Theorem 2, we can show
E
[
1
λDkt,min
]
= O(t−1/2), and E
[
1
(λDkt,min)
2
]
= O(t−1). (41)
Finally, using (24), (24) and (40), we have
E
[
RU (n)
]
≤
n∑
t=1
2HSst + E [ 〈PU (X∗U )− PU (Xt), PU (θ)〉 |Ect ]
≤
n∑
t=1
O(t−1/2)
= O(n1/2). (42)
The proof of Theorem 3 is now complete.
4 SIMULATIONS AND PERFORMANCE EVALUATION
In this section, we verify the efficiency of our strategy by
performing simulations on synthetic data and the Wine
Quality2 [33] dataset.
We include the following strategies for comparison:
2. http://archive.ics.uci.edu/ml/datasets/Wine+Quality
1) the Uncertainty Ellipsoid (UE) policy [11], which
chooses
arg max
x∈D
r¯xt−1 + α
√
log tmin{d log t, |D|}‖x‖V −1t−1
at each time step t,
2) the Original Greedy Strategy (OGS) by replacing
arg maxx∈D r¯
x
t−1 with arg maxx∈D x
ᵀ
θˆt−1 in GPS,
3) the Careless Greedy Strategy (CGS) where the Xi in
GPS are all replaced by PU (Xi).
The full CGS is shown in Algorithm 2, where
θ˜t = (
t∑
i=1
PU (Xi)(PU (Xi))
ᵀ
+ λI)−1
t∑
i=1
riPU (Xi).
Algorithm 2 CGS
Inputs: Set t to 
f
t or 
i
t according to the number of arms;
set hyper parameter α > 0 and λ > 0.
1: loop
2: Update t.
3: With probability 1− t, choose
arg max
x∈D
〈
PU (x), PU (θ˜t−1)
〉
,
and with probability t choose a random arm from
Dk.
4: Update
〈
PU (x), PU (θ˜t−1)
〉
. Set t = t+ 1.
5: end loop
In each simulation, we perform 2000 trials, each with 104
time steps. To compare the projection regret performance
of different strategies, we compute the empirical average
cumulative projection regret over all the trials. For conve-
nience, this average is referred to as the average cumulative
projection regret.
4.1 Experiments on synthetic data
In this section, we compare the performance of different
strategies using synthetic data. We use three settings in the
simulations:
(a) For the finite-arm case, in each trial, we generate the
decision set D ⊆ Rd containing K decisions, in which
each decision is associated with a d-dimension feature
vector. Each dimension of the feature vector is drawn
i.i.d. from the uniform distribution U(−1, 1). Each di-
mension of the ground-truth parameter θ is also drawn
from U(−1, 1). We next generate the orthogonal projec-
tion matrix PU = A(A
ᵀ
A)−1A
ᵀ
, where A is a d × u
(u < d) matrix whose elements are generated randomly
from U(−1, 1). ηt at each time step is drawn i.i.d. from
the Gaussian distribution N (0, σ2) with variance σ2.
The decision set D, parameter θ and projection matrix
PU are fixed in each trial.
(b) We use the same setting as in setting (a) except that the
projection matrix PU in this setting is a diagonal matrix
whose (i, i) entry is 1 for i = 1, · · · , u and 0 otherwise.
This means that the last d − u dimensions of decision
vectors are the protected features.
9(c) For the infinite-arm case, in each trial, the decision set
D is limited to a convex set for ease of computation.
Specifically, we use the convex set D:
D =
{
x :
d∑
i=1
x(i) log x(i) ≤ 5 and ∀i, x(i) ≥ 0
}
,
(43)
where x(i) is the i-th entry of x and 0 log 0 := 0. θ, PU
and ηt are generated the same way we have done in
setting (a).
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(b) Using setting (c) with d = 4,
and u = 2
Fig. 1. Regret comparison between different strategies with σ = 0.5 and
varying α.
In the following, GPS, OGS, and CGS use the setting
 = ft described in Section 3 when using setting (a) and (b)
for the finite-arms case. Accordingly,  = it is used when
using setting (c) for the infinite-arms case. In all simulations,
the parameter λ is set to 1.
4.1.1 Varying α
All the strategies require a parameter α. We do simulations
using setting (a) with d = 10, K = 45, σ = 0.5, u = 5,
and varying α, and setting (c) with d = 4, σ = 0.5, u =
2, and varying α . Figs. 1a and 1b show how the average
cumulative projective regret at time step 104 changes with
varing α in each strategy. We observe the following:
• We note that a moderate α is optimal for each strategy.
When α is too large, the strategy explores too fre-
quently, leading to a large projection regret as expected.
On the other hand, a small α results in little exploration,
therefore, good decisions cannot be detected efficiently.
• In Fig. 1a, GPS with α = 1 outperforms all the other
strategies. This is because the other strategies do not
have an asymptotically unbiased estimation of the pro-
jection reward. Fig. 1b shows similar results.
In the following simulations, for a fair comparison, we tune
the parameter α for each strategy. Specifically, we set α = 1
for all the strategies except UE, which is given a α = 0.1
when using setting (a) and (b). When using setting (c), we
set α = 0.1 for all the strategies except GPS, which is given
a α = 0.01.
4.1.2 Results and Analysis
In the simulations for the finite-arm case using setting (a)
and (b), we set d = 10, K = 45, σ = 0.5 and u = 5. The
simulation results are shown in Figs. 2a, 2b, 3a and 3b. We
observe the following:
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Fig. 2. Performance comparison between different strategies using set-
ting (a) with d = 10, K = 45, σ = 0.5 and u = 5.
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Fig. 3. Performance comparison between different strategies using set-
ting (b) with d = 10, K = 45, σ = 0.5 and u = 5.
• The average cumulative projection regrets of different
strategies are shown in Figs. 2a and 3a. We see that GPS
has obvious sublinear cumulative projection regret per-
formance. UE, OGS and CGS all suffer from a linearly
increasing cumulative projection regret. This verifies
that if our objective is to maximize the cumulative
projection reward, GPS is more applicable.
• Figs. 2b and 3b show the percentage of trials where
the best decision is found successfully by different
strategies. We see that GPS finds the best decision in
most trials.
In the simulations for the infinite-arm case using setting
(c), we set d = 4, σ = 0.5 and u = 2. From Fig. 4, we
also observe that GPS has obvious sublinear cumulative
projection regret performance. UE, OGS and CGS all suffer
from a linearly increasing cumulative projection regret. This
verifies the efficiency of GPS for the infinite-arm case.
4.2 Experiments on real dataset
In this section, we compare the performance of different
strategies on the Wine Quality dataset which contains 11-
dimension description vectors of 4898 white wines, and
their ratings (scores between 0 and 10). At each trial, we
random select 200 wines with rating 4, 5, 6, 7 and 8, as the
decision set D, since among all the wines there are only 5
wines with ratings larger than 8 and 20 wines with ratings
less than 4. Each dimension of the wine description vector
is a physicochemical characteristic like volatile acidity, chlo-
rides, or density. Due to privacy and logistic issues [33], only
the physicochemical characteristics and ratings are available
(e.g., there is no data about grape types, wine brand, wine
selling price, etc.), we add one additional feature which
10
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Fig. 4. Average cumulative projection regret using setting (c) with d = 4,
u = 2 and σ = 0.5.
is drawn i.i.d from U(0, 1) as the protected feature. The
corresponding rating of each wine is then corrupted by
subtracting 4 times this protected feature value from the
original rating. In this experiment, we take the original
rating as the projection reward. Finally, we add a constant 1
as the constant feature to each description vector. If we put
the protected feature as the final dimension of each wine,
then d = 13, u = 12, and the projection matrix PU is defined
as a diagonal matrix whose (i, i) entry is 1 for i = 1, · · · , 12
and 0 otherwise. We use  = ft in this experiment. The
results are shown in Fig. 5, from which we observe that GPS
outperforms all the other strategies.
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Fig. 5. Average cumulative projection regret using the Wine Quality
dataset.
5 CONCLUSION
We have formulated the orthogonal projection problem in
the linear stochastic bandit model, where the objective is to
maximize the cumulative projection reward over a subspace
of decision attributes. We have developed a strategy and
showed that it achieves sublinear projection regret for the
finite- and infinite-arm cases. Experiments verify the effi-
ciency of our strategy.
Our formulation and strategy are useful in avoiding
discrimination in recommendation systems. In this paper,
we have assumed that the target subspace is known be-
forehand when decomposing the reward. However, in some
real scenarios, for example, in discrimination prevent in rec-
ommendation system, we should first find out a reasonable
subspace to perform the orthogonal projection. It is neces-
sary to develop such subspace construction techniques.
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