Abstract. Positivity properties of the Hadamard powers of the matrix 1 + x i x j for distinct positive real numbers x 1 , . . . , x n and the matrix | cos((i − j)π/n)| are studied. In particular, it is shown that (1 + x i x j ) r is not positive semidefinite for any positive real number r < n−2 that is not an integer, and | cos((i − j)π/n)| r is positive semidefinite for every odd integer n ≥ 3 and n − 3 ≤ r < n − 2.
Introduction
Positive definite matrices are fundamental objects of study in matrix analysis and have applications in diverse areas such as engineering, statistics, quantum information, medical imaging and mechanics. A classical problem in matrix analysis involves the study of functions that act entrywise on matrices and preserve positivity. See, for instance, [7, 8, 9, 10, 12, 15, 16] . In particular, the study of entrywise power functions t → t r has been of special interest to various mathematicians; see [2, 6, 7, 9] .
According to a theorem of Schur, the mth Hadamard power A •m = a m ij of a positive semidefinite matrix A = a ij is again positive semidefinite for every positive integer m. A positive semidefinite matrix is called doubly nonnegative if all its entries are nonnegative. If A is a doubly nonnegative matrix and r is a positive real number, then the rth Hadamard power of A is the matrix A
•r = a r ij . FitzGerald and Horn [6] extensively studied the Hadamard powers of doubly nonnegative matrices. They showed that n−2 is the 'critical exponent' for n×n doubly nonnegative matrices, i.e., n−2 is the least number for which A
•r is doubly nonnegative for every n × n doubly nonnegative matrix A and r ≥ n − 2. They also showed that for every positive real number r < n − 2 that is not an integer, we can find a doubly nonnegative matrix whose rth Hadamard power is not positive semidefinite.
If A has arbitrary real (not necessarily nonnegative) entries, we consider a natural extension of real Hadamard powers. For a real positive semidefinite matrix A and a positive real number r, we denote the matrix |a ij | r by |A|
•r
• . In particular if r = 1, then we denote the matrix |a ij | by |A| • . If A is a 2 × 2 real positive semidefinite matrix, then |A|
• is positive semidefinite for all positive real r. But this is not true for higher dimensions. In fact, for every positive real r that is not an even integer, we can find a real positive semidefinite matrix A for which |A|
• is not positive semidefinite. (See [2] ). When r is an even positive integer, then a r ij = |a ij | r . Hence by Schur's theorem, |A|
• is positive semidefinite in this case. Hiai [9] proved an analogue of the theorem of FitzGerald and Horn for n × n real positive semidefinite matrices. He showed that for every n×n real positive semidefinite matrix A, n−2 is the least number for which |A|
• is positive semidefinite for all r ≥ n − 2.
Recently there has been a renewed interest in the study of positivity properties of Hadamard powers of positive semidefinite matrices. Motivated by problems occurring in statistics, Guilllot, Khare and Rajaratnam have been studying various problems related to Hadamard powers. See [7, 8] .
If r < n − 2, there are two classes of examples in the literature. FitzGerald and Horn [6] considered the n × n doubly nonnegative matrix A with i, jth entry (1 + εij) and showed that if r is not an integer and 0 < r < n − 2, then A
•r is not positive semidefinite for a sufficiently small positive number ε. In this paper we show that this remains true if we replace εij with x i x j for any distinct positive real numbers x 1 , . . . , x n . Theorem 1.1. Let x 1 , . . . , x n be distinct positive real numbers. Let X be the n × n matrix
(1.1)
Then X •r is positive semidefinite if and only if r is a nonnegative integer or r > n − 2.
Bhatia and Elsner [2] studied another interesting class of n × n positive semidefinite Toeplitz matrices with real entries
They showed that for every even positive integer n, the matrix |C|
•r •
is not positive semidefinite if n − 4 < r < n − 2. The case when n is odd remained open. In the next theorem we address this case.
Theorem 1.2. Let n ≥ 3 be an odd integer and let C be the n × n matrix given by (1.2). Then |C|
• is positive semidefinite if and only if r is a nonnegative even integer or r > n − 3.
We prove Theorem 1.1 in Section 2. An essential ingredient of our proof comes from a recent analysis of the eigenvalue behaviour of a family of special matrices that was initiated in [4] . We continue with this analysis in Section 2, and prove some related results on the way. Theorem 1.2 is proved in Section 3.
Proof of Theorem 1.1
Let p 1 , . . . , p n be distinct positive real numbers and let r be a nonnegative real number. Let P r be the n × n real symmetric matrix
The numbers of positive and negative eigenvalues of P r were computed for all real r in [4] . The next proposition follows from Theorem 1 of [4] .
Proposition 2.1. Let P r be the n × n matrix given by (2.1). For each r ≥ 0 the sign of the determinant of P r is given by ε n,r where
2) If r = 0, 1, . . . , n − 2, the determinant is zero. In this case, we take ε n,r = 0.
A matrix A is said to be strictly sign regular (SSR) with signature ε = (ε 1 , . . . , ε n ) (ε k ∈ {−1, 1}) if every k × k subdeterminant of A is nonzero with sign ε k , ( * ) for all 1 ≤ k ≤ n. Let 1 ≤ m < n. Then the matrix is called SSR m with signature ε = (ε 1 , . . . , ε m ) if the condition ( * ) holds for all 1 ≤ k ≤ m. An SSR matrix is called strictly totally positive (STP) if all ε k 's equal 1, i.e., all k × k subdeterminants are strictly positive. One can refer to [5, 13] for a detailed study of these matrices. Let p 1 < p 2 < · · · < p n and q 1 < q 2 < · · · < q n be positive real numbers. For r in R, let S r be the n × n matrix
In our next theorem we show that the n × n matrix S r is an SSR matrix for every real number r = 0, 1, . . . , n − 2.
Theorem 2.2. Let r be a nonnegative real number. The matrix S r , defined in (2.3), is SSR if r = 0, 1, . . . , n − 2 with signature (ε k,r ) k≤n , and is SSR r if r = 0, 1, . . . , n − 2.
In particular, the matrix P r given by (2.1) is SSR for r = 0, 1, . . . , n− 2 and is SSR r whenever r = 0, . . . , n − 2.
To prove Theorem 2.2, we use the following extension of Theorem 4 of [4] . Proposition 2.3. Let p 1 , . . . , p n be distinct positive real numbers. Let c 1 , . . . , c n be real numbers, not all of which are zero. For each real number r, define the function f r on (0, ∞) as
Then f r has at most n − 1 zeros. (Here we follow the convention that the number of zeros of the identically zero function is zero.)
Proof. We denote the number of zeros of the function f r by Z(f r ), and the number of sign changes in the tuple (c 1 , . . . , c n ) by V (c 1 , . . . , c n ), see [4] . We prove the inequality
. . , c n ) for all r in R, by induction on V (c 1 , . . . , c n ). This can be proved by following arguments similar to those used in the proof of Theorem 4 of [4] . We give a brief sketch, referring the reader to [4] for more details.
The case when V (c 1 , . . . , c n ) = 0 is trivial. Assume that Z(f r ) ≤ k− 1 whenever V (c 1 , . . . , c n ) = k −1. Now suppose that V (c 1 , . . . , c n ) = k, k > 0. We can assume that c i = 0 for all i = 1, . . . , n. Let j be an index, 1 < j ≤ n, such that c j−1 c j < 0, and choose a real number u such that p j−1 < u < p j . Consider the function
where
Proof of Theorem 2.2. Let r = 0, 1, . . . , n − 2. The matrix S r defined in (2.3) is singular if and only if there exist real numbers c 1 , . . . , c n , not all of which are zero, satisfying
This is possible only when the function f r defined in (2.4) is either identically zero or has at least n zeros q 1 , . . . , q n . The function f r is identically zero if and only if f r (x 0 ) = 0 for all nonnegative integers k and for all x 0 > 0. This is possible only when r = 0, 1, . . . , n − 2. Hence f r is not identically zero. Also the number of zeros of f r is at most n − 1 by Proposition 2.3. Hence S r is nonsingular. Now by using a homotopy argument, continuity of the determinant function, and the intermediate value theorem, we obtain that the n×n matrix S r is nonsingular and its determinant has the same sign as that of the determinant of P r , i.e., ε n,r , given by Proposition 2.1. Since each k × k submatrix of S r is again of this form, each k × k subdeterminant of S r is nonsingular and has sign ε k,r . Theorem 2.4. Let p 1 < p 2 < · · · < p n , q 1 < q 2 < · · · < q n be positive real numbers and let r be a nonnegative real number. Consider the n × n matrix
Then for each r = 0, 1, . . . , n − 2, H r is SSR with signature (ε
Proof. We can write H r as
Here D is the positive diagonal matrix with entries q 1 , . . . , q n on its diagonal. We have 1
where V is the antidiagonal matrix with its antidiagonal consisting of all ones. The determinant of V is (−1) ⌊n/2⌋ . Hence, by Theorem 2.2, if r = 0, 1, . . . , n − 2, then H r is nonsingular and its determinant has sign ε ′ n,r = (−1) ⌊n/2⌋ ε n,r . Now the theorem follows from the fact that every k × k submatrix of H r is again of the form H r .
Proof of Theorem 1.1. Without loss of generality we can assume that x 1 < · · · < x n . Let r be a positive real number. The matrix X
•r is a special case of H r when p i = q i = x i . Hence X
•r is SSR with signature (ε ′ k,r ) n k=1 when r = 0, 1, . . . , n − 2. If r > n − 2, then X
•r is positive definite. Now let r < n − 2.
Suppose that 2k < r < 2k + 1 ≤ n − 2 for some nonnegative integer k. Then the sign of every (2k + 3)
Thus X •r is not positive semidefinite in this case. A similar calculation shows that X
•r is not positive semidefinite for 2k + 1 < r < 2k + 2 ≤ n − 2.
Remark 2.5. If the numbers x 1 , . . . , x n are arranged in either increasing or decreasing order, then the matrix X
•r is STP for r > n − 2 and is not positive definite when 0 ≤ r ≤ n − 2.
The inertia of a Hermitian matrix A is the ordered triple In A = (ρ, ζ, η), where ρ, ζ, η, respectively, denote the number of positive, zero and negative eigenvalues of A. Theorem 2.6. Let x 1 , . . . , x n be positive distinct numbers, and let X be the n × n matrix defined in (1.1).
(i) X •r is positive definite for every r > n − 2, and In X •r = (n, 0, 0).
(ii) If r = 0, 1, . . . , n − 2, then X
•r is positive semidefinite with rank r + 1, and In X
•r = (r + 1, n − (r + 1), 0).
⌉). (iv) All the eigenvalues of X
•r are simple.
Proof. (i) follows from Theorems 1.1 and 2.4. Let r = 0, 1, . . . , n − 2. Then
where W is the (r + 1) × n Vandermonde matrix . Since x i = x j for i = j, W has rank r + 1. The matrix D 0 is invertible. Hence X
•r has rank r + 1. Therefore In X •r = (r + 1, n − r − 1, 0). Let m < r < m + 1 ≤ n − 2. Without loss of generality, we can assume that x 1 < · · · < x n . By Theorem 2.4 X
•r is SSR with signature (ε To prove (iii) and (iv), we use arguments similar to those used in [3] . Since each entry of the kth exterior power Λ k X •r is a k × k subdeterminant of X
•r and X •r is SSR, all the entries of Λ k X •r have the same sign ε ′ k,r . Let λ 1 , . . . , λ n be the eigenvalues of X
•r arranged so that |λ 1 | ≥ |λ 2 | ≥ · · · ≥ |λ n |. Then λ 1 λ 2 · · · λ k is the eigenvalue of Λ k X •r that has the maximum modulus. Perron's theorem tells us that if A is an entrywise positive square matrix, then the eigenvalue of A that has the maximum modulus is positive and simple. Since the entries of Λ k X •r have sign ε ′ k,r , the eigenvalue λ 1 λ 2 · · · λ k is simple and has sign ε ′ k,r . Thus all the eigenvalues λ 1 , λ 2 , . . . , λ n are simple. For k = 1, . . . , m + 2 X
•r is entrywise positive. Thus λ 1 , λ 2 , . . . , λ m+2 are positive. Since λ 1 · · · λ m+3 < 0, λ m+3 < 0. Now λ 1 · · · λ m+3 λ m+4 < 0 implies λ m+4 > 0, and λ 1 · · · λ m+4 λ m+5 > 0 implies λ m+5 < 0. Continuing in this manner for each j = 1, . . . , n − m − 2 we have λ m+2+j < 0 if j is odd, and λ m+j > 0 if j is even.
Thus the number of negative eigenvalues of X
•r is ⌈(n − m − 2)/2⌉, and the number of positive eigenvalues is n − ⌈(n − m − 2)/2⌉. Corollary 2.7. Let p 1 , . . . , p n and q 1 , . . . , q n be positive real numbers such that p i /q i = p j /q j if i = j. For r > 0, the n × n matrix
r is positive definite if and only if r > n − 2.
Proof. Let s j = p j /q j , j = 1, . . . , n. The proof follows from the congruence (
where D is the diagonal matrix with diagonal entries q 1 , . . . , q n . Corollary 2.8. Let 0 < x 1 < x 2 · · · < x n < π/2, and let r be a positive real number. Then the n × n matrix cos r (x i − x j ) is positive definite if and only if r > n − 2.
Proof. Take p i = cos x i and q i = sin x i , 1 ≤ i ≤ n. Since 0 < x 1 < · · · < x n < π/2, p i and q i satisfy the conditions of Corollary 2.7. The proof follows from the identity cos(x i − x j ) = cos x i cos x j + sin x i sin x j , and Corollary 2.7.
3. Proof of Theorem 1.2 Lemma 3.1. Let n and k be integers such that n is odd and 0 ≤ 2k < n. Then exactly n − 2k − 1 eigenvalues of the n × n matrix |C|
Proof. We can write the n × n matrix |C| Let D be the n × n diagonal matrix with its jth diagonal entry cos 2k (jπ/n), and let z j = tan(jπ/n). Since n is odd, cos(jπ/n) = 0 for every j = 1, . . . , n. Thus D is invertible and each z j is finite. We have
where W is the (2k + 1) × n Vandermonde matrix
and D 0 is the (2k + 1) × (2k + 1) diagonal matrix with its jth diagonal entry
, j = 1, . . . , 2k + 1. Since z i = z j for all i = j, W is a full rank matrix. By the hypothesis 2k < n, the rank of W is 2k + 1. The matrices D and D 0 are invertible. Hence the rank of |C| We shall use the following generalized version of the Descartes rule of signs, see pp. 46, Problem 77 in [14] . Proposition 3.2. Let a 1 , . . . , a n , µ 1 , . . . , µ n be real numbers such that µ 1 > µ 2 > · · · > µ n . Let f be the function defined on R as f (x) = a 1 e µ 1 x + a 2 e µ 2 x + · · · + a n e µnx .
Then the number of real zeros of f is at most the number of sign changes in the tuple (a 1 , . . . , a n ).
We shall use the fact that the eigenvalues of an n × n circulant matrix
are given by
where w = e ι2π/n .
Proof of Theorem 1.2. Let n = 2m + 1 be an odd integer and let r ≥ 0. Using the fact that | cos(π − x)| = | cos x|, we see that |C|
• is a circulant matrix. Hence the eigenvalues of |C| Let 1 ≤ j ≤ m. Note that cos θ changes sign whenever θ crosses an odd multiple of π/2. So to count the number of sign changes of ζ j we need to track the number of times the argument θ j,k moves past one such value. Since (2j − 1)π/2 < θ j,m < jπ and 0 = θ j,0 < θ j,1 < · · · < θ j,m , θ j,k 's cross the values π/2, 3π/2, . . . , (2j − 1)π/2 exactly once, i.e., for each p = 1, 2, . . . , j there exists a unique k that satisfies θ j,(k−1) < (2p − 1)π/2 < θ j,k . Hence the number of sign changes in ζ j is j, and by Proposition 3.2 Z j ≤ j.
This gives cos θ j ′ ,k = cos θ j,k , and consequently ζ j ′ = ζ j . This implies λ j (r) = λ j ′ (r) for all r ≥ 0.
(3.1)
The total number of zero eigenvalues of |C| Let r be not an even integer and let 0 < r < 2m − 2. From (3.2) and (3.3), we see that • is positive definite for r > 2m − 2, each λ j (r) > 0 for r > 2m − 2. The last sign change of λ j (r) occurs at r = 2(j − 1). Thus λ j (r) > 0 for r > 2(j − 1), and λ j (r) < 0 for 2(j − 2) < r < 2(j − 1).
(3.5) This implies that |C| •r
• is not positive semidefinite whenever r ∈ (2(j − 2), 2(j − 1)), j = 2, 3, . . . , m.
Finally we give the inertia of |C|
• in the following theorem. Theorem 3.3. Let n = 2m + 1 be an odd positive integer and let C be the n × n matrix defined in (1.2). Let 0 ≤ 2(k − 1) < r < 2k ≤ n − 3. By (3.5), λ j (r) > 0 for j = 0, 1, . . . , k, and λ k+1 (r) < 0. A sign change of λ j (r) occurs at each of its zero. Since the only zeros of λ j (r) are 0, 2, . . . , 2(j − 1), λ k+2 (r) > 0. We argue in a similar manner for λ k+3 (r), . . . , λ m (r). thus for each j = 1, . . . , m − k λ k+j (r) < 0 if j is odd, and λ k+j > 0 if j is even. By (3.1) we have λ 2m+1−j (r) = λ j (r) for each j = 1, . . . , m. Hence the number of negative eigenvalues of |C| Again by (3.1), we know that all the eigenvalues except λ 0 (r) are repeated at least twice. Since |C|
•r
• is entrywise positive, at least one eigenvalue must be simple. Hence λ 0 (r) is the only simple eigenvalue.
