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Abstract
Tensor type data are used recently in various application fields, and then a typical
rank is important. Let 3 ≤ m ≤ n. We study typical ranks of m× n× (m− 1)n
tensors over the real number field. Let ρ be the Hurwitz-Radon function defined
as ρ(n) = 2b + 8c for nonnegative integers a,b,c such that n = (2a+ 1)2b+4c and
0 ≤ b < 4. If m ≤ ρ(n), then the set of m× n× (m− 1)n tensors has two typical
ranks (m−1)n,(m−1)n+1. In this paper, we show that the converse is also true: if
m> ρ(n), then the set of m×n×(m−1)n tensors has only one typical rank (m−1)n.
1 Introduction
An analysis of high dimensional arrays is getting frequently used. Kolda and Bader [6]
introduced many applications of tensor decomposition analysis in various fields such as
signal processing, computer vision, data mining, and others.
In this paper we concentrate to discuss 3-way arrays. A 3-way array
(ai jk)1≤i≤m, 1≤ j≤n, 1≤k≤p
with size (m,n, p) is called an m×n× p tensor. A rank of a tensor T , denoted by rankT , is
defined as the minimal number of rank one tensors which describe T as a sum. The rank
depends on the base field. For example there is a 2× 2× 2 tensor over the real number
field whose rank is 3 but is 2 as a tensor over the complex number field.
Throughout this paper, we assume that the base field is the real number field R. Let
Rm×n×p be the set of m×n× p tensors with Euclidean topology. A number r is a typical
rank of m×n× p tensors if the set of tensors with rank r contains a nonempty open semi-
algebraic set of Rm×n×p (see Theorem 2.2). We denote by typical rankR(m,n, p) the set
of typical ranks of Rm×n×p. If s (resp. t) is the minimal (resp. maximal) number of
typical rankR(m,n, p), then
typical rankR(m,n, p) = [s, t],
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the interval of all integers between s and t, including both, and s is equal to the generic
rank of the set of m×n× p tensors over the complex number field [4]. In the case where
m = 2, the set of typical ranks of 2×n× p tensor is well-known [12]:
typical rankR(2,n, p) =


{p}, n < p ≤ 2n
{2n}, 2n < p
{p, p+1}, n = p ≥ 2
Suppose that 3≤m≤ n. If p> (m−1)n then the set of typical ranks of m×n× p tensors is
just {min(p,mn)}. If p = (m−1)n then the set of typical ranks of m×n× p tensor is {p}
or {p, p+1} [11]. Until our paper [10], only a few cases where typical rankR(m,n,(m−
1)n) = {(m− 1)n,(m− 1)n+ 1} [2, 4] are known and we constructed infinitely many
examples by using the concept of absolutely nonsingular tensors in [10]: If m≤ ρ(n) then
typical rankR(m,n, p) = {p, p+ 1}, where ρ(n) is the Hurwitz-Radon number given by
ρ(n) = 2b+8c for nonnegative integers a,b,c such that n = (2a+1)2b+4c and 0≤ b < 4.
The purpose of this paper is to completely determine the set of typical ranks of m×
n× (m−1)n tensors:
Theorem 1.1 Let 3 ≤ m ≤ n and p = (m−1)n. Then it holds
typical rankR(m,n, p) =
{
{p}, m > ρ(n)
{p, p+1}, m ≤ ρ(n).
We denote an m1 ×m2 ×m3 tensor (xi jk) by (X1; . . . ;Xm3), where Xt = (xi jt) is an
m1×m2 matrix for each 1 ≤ t ≤ m3. Let 3 ≤ m ≤ n and p = (m−1)n. For an n× p×m
tensor X = (X1; . . . ;Xm−1;Xm), let H(X) and ˆH(X) be a p× p matrix and an mn× p matrix
respectively defined as follows.
H(X) =


X1
X2
.
.
.
Xm−1

 , ˆH(X) =


X1
X2
.
.
.
Xm


Let
R= {X ∈ Rn×p×m | H(X) is nonsingular}.
This is a nonempty Zariski open set. For X = (X1; . . . ;Xm−1;Xm) ∈R, we see
ˆH(X)H(X)−1 =


En
En
.
.
.
En
Y1 Y2 · · · Ym−1

 ,
where (Y1,Y2, . . . ,Ym−1) = XmH(X)−1. Note that rankX ≥ p for X ∈ R. Let h be an
isomorphism from the set of n× p matrices to Rn×n×(m−1) given by
(Y1,Y2, . . . ,Ym−1) 7→ (Y1;Y2; . . . ;Ym−1).
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Then h(XmH(X)−1) ∈ Rn×n×(m−1). We consider the following subsets of Rn×n×(m−1).
For Y = (Y1;Y2; . . . ;Ym−1) ∈ Rn×n×(m−1) and a= (a1, . . . ,am−1,am)⊤ ∈ Rm, let
M(a,Y ) =
m−1
∑
k=1
akYk−amEn
and set
C= {Y ∈ Rn×n×(m−1) | |M(a,Y )|< 0 for some a ∈ Rm}
and
A= {Y ∈ Rn×n×(m−1) | |M(a,Y )|> 0 for all a 6= 0}.
The subsets C and A are open sets in Euclidean topology and C∪A = Rn×n×(m−1). In
[10], we show that A is not empty if and only if m ≤ ρ(n) and that rankX > p for any
X ∈R with h(XmH(X)−1) ∈ A. In this paper, we show that there exists an open subset F
of C such that F= C and rankX = p for any X ∈R with h(XmH(X)−1) ∈ F.
2 Typical rank
Due to [8, 11] and others, a number r is a typical rank of tensors of Rm1×m2×m3 if the
subset of tensors of Rm1×m2×m3 of rank r has nonzero volume. In this paper, we adopt the
algebraic definition due to Friedland. These definitions are equivalent, since for any r≥ 0,
the set of tensors of rank r is a semi-algebraic set by the Tarski-Seidenberg principle (cf.
[1]).
For x=(x1, . . . ,xm1)⊤ ∈Cm1 , y=(y1, . . . ,ym2)⊤ ∈Cm2 , and z= (z1, . . . ,zm3)⊤ ∈Cm3 ,
we denote (xiy jzk)∈Cm1×m2×m3 by x⊗y⊗z. Let ft : (Cm1×Cm2×Cm3)t →Cm1×m2×m3
be a map given by
ft(x1,1,x1,2,x1,3, . . . ,xt,1,xt,2,xt,3) =
t
∑
ℓ=1
xℓ,1⊗xℓ,2⊗xℓ,3.
Let S be a subset of Rm1×m2×m3 . S is called semi-algebraic if it is a finite Boolean combi-
nation (that is, a finite composition of disjunctions, conjunctions and negatios) of sets of
the form
{(ai jk) ∈ Rm1×m2×m3 | f (a111, . . . ,am1,m2,m3)> 0} (2.1)
and
{(ai jk) ∈ Rm1×m2×m3 | g(a111, . . . ,am1,m2,m3) = 0},
where f and g are polynomials in m1m2m3 indeterminates x111, . . . ,xm1,m2,m3 overR. Then
S is an open semi-algebraic set if and only if it is expressed as a finite Boolean combina-
tions of sets of the form (2.1), and it is a dense open semi-albebraic set if and only if it is
a Zariski open set, that is, expressed as
{(ai jk) ∈ Rm1×m2×m3 | g(a111, . . . ,am1,m2,m3) 6= 0}.
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Theorem 2.2 ([4, Theorem 7.1]) The space Rm1×m2×m3 , m1,m2,m3 ∈ N, contains a fi-
nite number of open connected disjoint semi-algebraic sets O1, . . . ,OM satisfying the fol-
lowing properties.
(1) Rm1×m2×m3 r∪Mi=1Oi is a closed semi-algebraic set Rm1×m2×m3 of dimension less
than m1m2m3.
(2) Each T ∈ Oi has rank ri for i = 1, . . . ,M.
(3) The number min(r1, . . . ,rM) is equal to the generic rank grank(m1,m2,m3) ofCm1×m2×m3 ,
that is, the minimal t ∈ N such that the closure of the image of ft is equal to
Cm1×m2×m3 .
(4) mtrank(m1,m2,m3) := max(r1, . . . ,rM) is the minimal t ∈ N such that the closure
of ft((Rm1 ×Rm2 ×Rm3)k) is equal to Rm1×m2×m3 .
(5) For each integer r ∈ [grank(m1,m2,m3),mtrank(m1,m2,m3)], there exists ri = r for
some integer i ∈ [1,M].
Definition 2.3 A positive number r is called a typical rank of Rm1×m2×m3 if
r ∈ [grank(m1,m2,m3),mtrank(m1,m2,m3)].
Put
typical rankR(m1,m2,m3) = [grank(m1,m2,m3),mtrank(m1,m2,m3)].
We state basic facts.
Proposition 2.4 Let r be a positive number and U a nonempty open set of Rm1×m2×m3 . If
every tensor of U has rank r, then r is a typical rank of Rm1×m2×m3 .
Proof Let O1, . . . ,OM be open connected disjoint semi-algebraic sets as in Theorem 2.2.
Since dim(Rm1×m2×m3r∪Mi=1Oi)< m1m2m3, there exists i∈ [1,M] such that U ∩Oi is not
empty.
Proposition 2.5 Let m1,m2,m3,m4 ∈ N with m3 < m4. Then
grank(m1,m2,m3)≤ grank(m1,m2,m4)
and
mtrank(m1,m2,m3)≤mtrank(m1,m2,m4).
Proof Let U be the nonempty Zariski open subset U of Cm1×m2×m4 consisting of all
tensors of rank grank(m1,m2,m4) and put
V = {(Y1;Y2; . . . ;Ym3) ∈ C
m1×m2×m3 | (Y1;Y2; . . . ;Ym4) ∈U}.
Then V is a nonempty Zariski open set of Cm1×m2×m3 . For the subset U ′ of Cm1×m2×m3
consisting of all tensors of rank grank(m1,m2,m3), the intersection V ∩U ′ is a nonempty
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Zariski open set. Since rankY ≤ rank(Y ;X) for Y ∈Cm1×m2×m3 and (Y ;X)∈Cm1×m2×m4 ,
we see
grank(m1,m2,m3)≤ grank(m1,m2,m4).
Next, take an open semi-algebraic set V of Rm1×m2×m3 consisting of tensors of rank
mtrank(m1,m2,m3). Then there are s ∈ typical rankR(m1,m2,m4) and an open semi-
algebraic set O of Rm1×m2×m4 consisting of tensors of rank s such that {(A;B)|A ∈V,B ∈
Rm1×m2×(m4−m3)}∩O 6=∅. Thus
mtrank(m1,m2,m3)≤ s ≤ mtrank(m1,m2,m4).
The action of GL(m)×GL(n)×GL(p) onRm×n×p is given as follows. Let P=(pi j)∈
GL(n), Q = (qi j) ∈ GL(m), and R = (ri j) ∈ GL(p). The tensor (bi jk) = (P,Q,R) · (ai jk)
is defined as
bi jk =
m
∑
s=1
n
∑
t=1
p
∑
u=1
pisq jtrkuastu.
Therefore,
(P,Q,R) · (A1; . . . ;Ap) = (
p
∑
u=1
r1uPAuQ⊤; . . . ;
p
∑
u=1
rpuPAuQ⊤).
Definition 2.6 Two tensors A and B is called equivalent if there exists g ∈ GL(m)×
GL(n)×GL(p) such that B = g ·A.
Proposition 2.7 If two tensors are equivalent, then they have the same rank.
A 1×m2×m3 tensor T is an m2×m3 matrix and rankT is equal to the matrix rank.
The following three propositions are well-known.
Proposition 2.8 Let m1,m2,m3 ∈ N with 2 ≤ m1 ≤ m2 ≤ m3. If m1m2 ≤ m3, then typical
rank of Rm1×m2×m3 is only one integer m1m2.
Proposition 2.9 An m1×m2×m3 tensor (Y1; . . . ;Ym3) has rank less than or equal to r if
and only if there are an m1× r matrix P, an r×m2 matrix Q, and r× r diagonal matrices
D1, . . . ,Dm3 such that Yk = PDkQ for 1 ≤ k ≤ m3.
Proposition 2.10 Let X = (xi jk) be an m1×m2×m3 tensor. For an m2×m1×m3 tensor
Y = (x jik) and an m1×m3×m2 tensor Z = (xik j), it holds that
rankX = rankY = rankZ.
For an integer 2 ≤ m < n < 2m, the number n is an only typical rank of Rm×n×2.
Indeed, it is known that
Theorem 2.11 ([7]) Let 2 ≤ m < n. There is an open dense semi-algebraic set O of
Rm×n×2 of which any tensor is equivalent to ((Em,O);(O,Em)) which has rank min(n,2m).
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Furthermore, by Proposition 2.5, typical rankR(m,m,2) is equal to either {m} or {m,m+
1}. Let U be an open subset of Rm×m×2 consisting of (A;B) such that A is an m×m
nonsingular matrix and all eigenvalues of A−1B are distinct and contain non-real numbers.
For m≥ 2, the set U is not empty and any tensor of U has rank m+1 (cf. [9, Theorem 4.6])
and therefore typical rankR(m,m,2) = {m,m+1} by Proposition 2.4.
Theorem 2.12 ([11, Result 2]) Let m,n, ℓ∈N with 3≤m≤ n≤ u. If (m−1)n< u <mn,
then typical rank of Rm×n×u is only one integer u.
Ten Berge showed it by applying Fisher’s result [3, Theorem 5.A.2] for a map defined
by using the Moore-Penrose inverse. However the Moore-Penrose inverse is not contin-
uous on the set of matrices and thus not analytic. So, until this section, we give another
proof for reader’s convenience.
Let 3≤ m≤ n, p = (m−1)n, p < u < mn and q = u− p−1. For W ∈M(n−1,n;R),
the set of (n−1)×n matrices, we define a vector W⊥ = (a1, . . . ,an)⊤ in Rn by
a j = (−1)n+ j|W[ j]|
for j = 1, . . . ,n, where W[ j] is an (n−1)× (n−1) matrix obtained from W by removing
the j-th column.
The following properties are easily shown.
(1) W⊥ = 0 if and only if rankW < n−1.
(2) WW⊥ = 0.
Let Ak be an n×u matrix for 1≤ k≤m. Let B j be a q×u matrix defined by (Op+1,Eq)
for j ≤ p+ 1, and by (Op,e j−p−1,Diag(E j−p−2,0,Eu− j)) for p+ 2 ≤ j ≤ u, where Ek
is the k× k identity matrix and e j is the j-th column of the identity matrix with suitable
size. Put
X j =


A2− jA1
A3− j2A1
.
.
.
Am− jm−1A1

 and Yj =
(
X j
B j
)
(2.13)
for 1 ≤ j ≤ u, and
H = (Y⊥1 , . . . ,Y
⊥
u ). (2.14)
We define a polynomial h on Rn×u×m by
h(A1;A2; . . . ;Am) = |H|.
We show that the polynomial h(A1;A2; . . . ;Am) is not zero. It suffices to show that
h(A1;A2; . . . ;Am) 6= 0 for some tensor (A1;A2; . . . ;Am). We prepare a lemma.
Let f (a1, . . . ,am−1,b) =
∣∣∣∣∣∣∣∣∣
a1−b · · · am−1−b
a21−b2 · · · a2m−1−b2
.
.
.
.
.
.
am−11 −bm−1 · · · a
m−1
m−1−bm−1
∣∣∣∣∣∣∣∣∣
.
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Lemma 2.15 If a1, . . . ,am−1,b are distinct eath other, then f (a1, . . . ,am−1,b) 6= 0.
Proof It is easy to see that
f (a1, . . . ,am,b) =
∣∣∣∣∣∣∣∣∣∣∣
1 0 · · · 0
b a1−b · · · am−1−b
b2 a21−b2 · · · a2m−1−b2
.
.
.
.
.
.
.
.
.
bm−1 am−11 −bm−1 · · · a
m−1
m−1−bm−1
∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣
1 1 · · · 1
b a1 · · · am−1
b2 a21 · · · a2m−1
.
.
.
.
.
.
.
.
.
bm−1 am−11 · · · a
m−1
m−1
∣∣∣∣∣∣∣∣∣∣∣
6= 0.
Lemma 2.16 Let v = (1, . . . ,1)T ∈ Rn, A1 = (En, . . . ,En,v,Oq) and
As+1 = (A1e1,2sA1e2, . . . ,usA1eu) = A1Diag(1s,2s, . . . ,us)
for 1≤ s≤m−1. Then the (u−1)×u matrix Yj defined in (2.13) satisfies that Y⊥j = t je j
for some t j 6= 0. In particular, h(A1;A2; . . . ;Am) 6= 0.
Proof Let
Dt,s, j = Diag(((t−1)n+1)s− js,((t−1)n+2)s− js, . . . ,(tn)s− js)
be an n×n matrix. Then
As+1− jsA1 = (D1,s, j,D2,s, j, . . . ,Dm−1,s, j,((p+1)s− js)v,Oq).
For a v×w matrix G = (gi j), we denote by
G={b1,...,br}={a1,...,ac}
the r× c matrix obtained from G by choosing a1-, . . ., ac-th columns and b1-, . . ., br-th
rows, that is (gbia j), and put
G={a1,...,ac} = G
={1,...,v}
={a1,...,ac}
, G≤c = G={1,...,v}={1,...,c}, G
≤r
≤c = G
={1,...,r}
={1,...,c}.
First we suppose that j > p. Put St = {t,n+ t,2n+ t, . . .,(m− 2)n+ t} and M j,t =
(Yj)=St=St = (X j)
=St
=St . Note that M j,t is nonsingular by Lemma 2.15, since
|M j,t|= f (t,n+ t,2n+ t, . . .,(m−2)n+ t, j).
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We consider the p× p matrix (Yj)≤p≤p = (X j)≤p. There exists a permutation matrix P such
that
P−1(X j)≤pP = Diag(M j,1,M j,2, . . . ,M j,n).
Thus we get
|(X j)≤p|= ∏
1≤t≤m−1
|M j,t|
which implies that (X j)≤p is nonsingular. Thus rankYj = u−1 and Y⊥j = t je j for some
t j 6= 0, since the j-th column vector of Yj is zero.
Next suppose that j ≤ p. The j-th column of Yj is zero. Let
Z j = (X j)={1,...,p+1}r{ j}
be the p× p matrix obtain from (X j)≤p+1 by removing the j-th column. It suffices to
show that rankZ j = p. We express j uniquely by ns0 + t0 for a pair (s0, t0) of integers
with 0 ≤ s0 ≤ m−2 and 1 ≤ t0 ≤ n. Let
T = {sn+ t0 | 0≤ s ≤ m−2,s 6= s0}∪{p+1}.
There exist permutation matrices P and Q such that
PZ jQ =

 Diag1≤t≤n,t 6=t0 M j,t Op−m+1,m−2 ∗
Om−1,p−m+1 (X j)
=St0
=T


of which last column corresponds to the (p+1)-th column of X j. We get the equality
|Z j|= (−1)a|(X j)
=St0
=T | ∏
1≤t≤m−1,t 6=t0
|M j,t|.
Again by Lemma 2.15, Z j is nonsingular and Y⊥j = t je j for some t j 6= 0.
Thus the polynomial h is not zero. Consider a nonempty Zariski open set
S = {(A1;A2; . . . ;Am) ∈ Rn×u×m | h(A1;A2; . . . ;Am) 6= 0}.
Note that the closure S of S is equal to Rn×u×m. For (A1;A2; . . . ;Am) ∈ S and X j,Yj,H
matrices given in (2.13) and (2.14), AkY⊥j = jk−1A1Y⊥j for 1 ≤ k ≤ m and 1 ≤ j ≤ u.
Since
AkH = (AkY⊥1 ,AkY⊥2 , . . . ,AkY⊥u )
= (A1Y⊥1 ,2k−1A1Y⊥2 , . . . ,uk−1A1Y⊥u )
= A1HDiag(1,2k−1, . . . ,uk−1),
it holds that Ak = A1HDiag(1,2k−1, . . . ,uk−1)H−1 for each k. By Proposition 2.9, we get
rank(A1;A2; . . . ;Am)≤ u. Any number of typical rankR(m,u,n) is greater than or equal to
u which is equal to the generic rank of Cm×n×u, since (m−1)n < u < mn. This completes
the proof of Theorem 2.12.
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Corollary 2.17 Let 3 ≤ m ≤ n. Then the set of typical ranks of m×n× (m−1)n tensors
is either {(m−1)n} or {(m−1)n,(m−1)n+1}.
Proof The typical rank of Rm×n×((m−1)n+1) is only (m−1)n+1 by Theorem 2.12 and
the minimal typical rank of Rm×n×(m−1)n is equal to (m− 1)n, since it is equal to the
generic rank of Cm×n×(m−1)n. Thus the assertion follows from Proposition 2.5.
3 Characterization
From now on, let 3 ≤ m ≤ n, ℓ = m− 1 and p = (m− 1)n. For an n× n× ℓ tensor
(Y1; . . . ;Yℓ), consider an n× p×m tensor X(Y1, . . . ,Yℓ) = (X1; . . . ;Xm) given by


X1
.
.
.
Xm

=


En
En
.
.
.
En
Y1 Y2 · · · Yℓ

 . (3.1)
Note that rankX(Y1, . . . ,Yℓ) ≥ p, since rankX(Y1, . . . ,Yℓ) is greater than or equal to the
rank of the p× p matrix (3.1). In generic, an m×n× p tensor is equivalent to a tensor of
type as X(Y1, . . . ,Yℓ).
We denote by M the set of tensors Y = (Y1; . . . ;Yℓ) ∈ Rn×n×ℓ such that there exist an
m× p matrix (xi j) and an n× p matrix A = (a1, . . . ,ap) such that
(x1 jY1 + · · ·+ xm−1, jYm−1− xm jEn)a j = 0 (3.2)
for 1 ≤ j ≤ p and
B :=


AD1
.
.
.
ADℓ

 (3.3)
is nonsingular, where Dk = Diag(xk1, · · · ,xkp) for 1 ≤ k ≤ ℓ.
Lemma 3.4 rankX(Y1, . . . ,Yℓ) = p if and only if (Y1; . . . ;Yℓ) ∈M.
Proof Suppose that rankX(Y1, . . . ,Yℓ) = p. There are an n× p matrix A, a p× p matrix
Q and p× p diagonal matrices Di such that Xk = ADkQ for k = 1, . . . ,m. Since

X1
.
.
.
Xℓ

= Ep =


AD1
.
.
.
ADℓ

Q,
B is nonsingular. Then (Y1, . . . ,Yℓ)B = ADm implies that ∑ℓk=1YkADk = ADm. Therefore,
the j-th column vector a j of A satisfies (3.2). Therefore (Y1, . . . ,Yℓ) ∈M. It is easy to see
that the converse is also true.
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For an n×n× ℓ tensor Y = (Y1; . . . ;Yℓ), we put
V (Y ) = {a ∈ Rn |
ℓ
∑
k=1
xkYka= xma for some (x1, . . . ,xm)⊤ 6= 0}.
The set V (Y ) is not a vector subspace of Rn. Let ˆV (Y ) be the smallest vector subspace of
Rn including V (Y ). Let
S= {Y ∈ Rn×n×ℓ | dim ˆV (Y ) = n}.
Proposition 3.5 M⊂S holds.
Proof Let Y ∈M. Consider the matrix B in (3.3) for any m× p matrix (xi j) and any
n× p matrix A = (a1, . . . ,ap) satisfying the equation (3.2). By column operations, B is
transformed to a p× p matrix having a form(
P11 On,p−dim ˆV (Y )
P21 P22
)
where P11 is an n×dim ˆV (Y ) submatrix of A. Since B is nonsingular, P11 is also nonsin-
gular, which implies that dim ˆV (Y ) = n.
By Corollary 2.17, Lemma 3.4 and Proposition 3.5, we have the following
Proposition 3.6 If rankX(Y ) = p then Y ∈ S. In particular, S 6= Rn×n×ℓ implies that
typical rankR(m,n, p) = {p, p+1}.
Theorem 3.7 ([10]) If (Y1; . . . ;Yℓ;En) is an absolutely nonsingular tensor, then it holds
that rankX(Y1, . . . ,Yℓ)> p.
Here (Y1; . . . ;Yℓ;Ym) is called an absolutely nonsingular tensor if |∑mk=1 xkYk| = 0 im-
plies (x1, . . . ,xm)⊤ = 0. Therefore,
Proposition 3.8 dim ˆV (Y ) = 0 if and only if (Y ;En) is an n×n×m absolutely nonsingu-
lar tensor.
Note that there exists an n× n×m absolutely nonsingular tensor if and only if m is
less than or equal to the Hurwitz-Radon number ρ(n) [10].
Proposition 3.9 Let Y and Z be n×n×m tensors. Suppose (P,Q,R) ·Y = Z for (P,Q,R)∈
GL(n)×GL(n)×GL(m). Then V (Y ) = Q⊤V (Z) = {Q⊤y | y ∈ V (Z)}. In particular,
dim ˆV (Z) = dim ˆV (Y ).
Proof Suppose that ∑mk=1 xkZky = 0. Then from the definition of the action, it follows
that
m
∑
k=1
dk
m
∑
u=1
rkuPYuQ⊤y = P(
m
∑
u=1
(
m
∑
k=1
dkrkuYu))Q⊤y = 0.
Thus Q⊤y ∈V (Y ).
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Corollary 3.10 S is closed under the equivalence relation.
The closure of the set of all n× p×m tensors equivalent to X(Y1, . . . ,Yℓ) for some
Y1, . . . ,Yℓ is Rn×p×m. Furthermore, the following claim holds. Let V be the set of n×
p×m tensors (X1; . . . ;Xm) such that A = (X⊤1 , . . . ,X⊤ℓ ) is a nonsingular p× p matrix and
(Y1; . . . ;Yℓ) given by (Y1, . . . ,Yℓ) = A−1Xm lies in M. Any tensor of V has rank p. If M is
dense in Rn×n×ℓ then V is dense in Rn×p×m.
4 Classes of n×n× ℓ tensors
We separate Rn×n×ℓ into three classes A, C, and B as follows. Let A be the set of tensors
Y such that (Y ;En) is absolutely nonsingular. By Proposition 3.8, we have the following
Proposition 4.1 A∩S=∅.
From now on, we use symbols x1, . . . ,xℓ,xm as indeterminates over R. For Y =
(Y1; . . . ;Yℓ) ∈ Rn×n×ℓ, we define the n× n matrix with entries in R[x1, . . . ,xℓ,xm] as fol-
lows.
M(x,Y ) =
ℓ
∑
k=1
xkYk− xmEn
Note that fixing a1, . . . ,aℓ, the determinant |M(a,Y )| is positive for am ≪ 0, where a =
(a1, . . . ,aℓ,am)
⊤
. Set
C= {Y ∈ Rn×n×ℓ | |M(a,Y )|< 0 for some a ∈ Rm}.
Note that C is not empty, and if n is not congruent to 0 modulo 4 then A is empty since
m ≥ 3. Set B= Rn×n×ℓr (A∪C). The class B contains the zero tensor.
Proposition 4.2 A and C are open subsets of Rn×n×ℓ.
Recall that
A= {Y ∈ Rn×n×ℓ | |M(a,Y )|> 0 for all a 6= 0}.
Thus it holds
B= {Y ∈ Rn×n×ℓ | |M(b,Y )|= 0 for some b 6= 0 and
|M(a,Y )| ≥ 0 for all a }.
Proposition 4.3 B is a boundary of C. In particular, Rn×n×ℓ is a disjoint sum of A and
the closure C of C.
Proof It suffices to show that B⊂ C. Let Y = (Y1; . . . ;Yℓ) ∈B. There are a nonzero
vector b = (b1, . . . ,bℓ,bm)⊤ ∈ Rn with |M(b,Y )| = 0 and an element g ∈ GL(ℓ) such
that g ·Y = (Z1;Z2; . . . ;Zℓ) and Z1 = ∑ℓk=1 bkYk. Then |Z1−bmEn| = 0. Take a sequence
{Z(u)1 }u≥1 such that |Z
(u)
1 −bmEn| < 0 and limu→∞ Z
(u)
1 = Z1. Thus, (Z
(u)
1 ;Z2; . . . ;Zℓ) ∈ C
and then g−1 · (Z(u)1 ;Z2; . . . ;Zℓ) ∈ C. Therefore, Y ∈ C.
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Corollary 4.4 If A is not empty then B is a boundary of A.
The set B contains a nonzero tensor in general. We give an example.
Example 4.5 Let A = (A1;A2;A3) be a 6×6×3 tensor given by
X(x1,x2,x3) = x1A1 + x2A2− x3A3 =


−x3 −x2 0 0 0 −x1
x1 −x3 x2 0 0 0
0 x1 −x3 x2 0 0
0 0 x1 −x3 −x2 0
0 0 0 x1 −x3 x2
−x2 0 0 0 x1 −x3


Then |a1A1+a2A2−a3A3|= a23(a1a2−a23)2+(a31+a32)2 ≥ 0. The equality holds if a3 = 0
and a1 = −a2. Thus dim ˆV ((A1;A2)) = 1. Let B =


1 · · · 1
0 · · · 0
.
.
.
.
.
.
0 · · · 0

 be a 6× 6 matrix. If
x3 = y, x1 =−y2, and x2 =−2y/5, then
|X + yB| = y6(y6 + y5−7y4/5+161y3/125−167y2/125+629y/625−2926/15625).
Thus, if |a3| is sufficiently small then |X(−a23,−2a3/5,a3)+a3B|< 0.
Proposition 4.6 If m≤ ρ(n−1) then C 6⊂S, where ρ(n−1) is a Hurwitz-Radon number.
Proof Let (A1; . . . ;Aℓ;En−1) be an (n−1)× (n−1)×m absolutely nonsingular tensor.
Put Bk = Diag(ak,Ak) for 1 ≤ k ≤ ℓ and Bm = Diag(1,En−1) = En, and B = (B1; . . . ;Bℓ).
Then it is easy to see that B ∈ C and |∑ℓk=1 xkBk− zBm|= 0 implies z = ∑ℓk=1 akxk. There-
fore V (B) = {a(1,0, . . . ,0)⊤ ∈ Rn | a ∈ R}. In particular B /∈S.
5 Irreducibility
In the space of homogeneous polynomials in m variables, there exists a proper Zariski
closed subset S such that if a polynomial does not belong to S then it is irreducible [5,
Theorem 7], since m ≥ 3. Let P(m,n) be the set of homogeneous polynomials in m
variables x1, . . . ,xm with real coefficients of degree n such that the coefficient of xnm is one.
Its dimension is
(
m+n−1
m−1
)
−1. Let Iℓ be a nonempty Zariski open subset of P(m,n) such
that any polynomial of Iℓ is irreducible. Note that | −M(x,Y )| ∈ P(m,n). This section
stands to show the following fact.
Proposition 5.1 The set
{Y ∈ Rn×n×ℓ | |−M(x,Y )| ∈ Iℓ}
is a nonempty Zariski open subset of Rn×n×ℓ.
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Let fℓ : Rn×n×ℓ → P(m,n) be a map which sends (Y1; . . . ;Yℓ) to |∑ℓk=1 xkYk + xmEn|.
Note that |−M(x,Y)| ∈ Iℓ if and only if fℓ(Y ) ∈ Iℓ. Since Iℓ is a Zariski open set,
Tℓ := {Y ∈ Rn×n×ℓ | fℓ(Y ) ∈ Iℓ}
is a Zariski open subset of Rn×n×ℓ. Then it suffices to show that Tℓ is not empty. First,
we show it in the case where m = 3.
The affine space P(3,n) is isomorphic to a real vector space of dimension n(n+3)/2
with basis
{xa1x
b
2x
c
3 | 0 ≤ a,b,c≤ n,a+b+ c = n,c 6= n}.
Let G be a map from Rn×n×2 to Rn(n+3)/2 defined as
G((Y1;Y2)) = φ(|x1Y1 + x2Y2 + x3En|),
where φ : P(3,n)→ Rn(n+3)/2 is an isomorphism. It suffices to show that the Jacobian
matrix of G has generically full column rank. To show this, we restrict the source of G to
S := {(Y1;Y2) ∈ Rn×n×2 |Y1 =


u11 0 · · · 0
u21 u22
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
un1 · · · un−1,1 un1

 ,Y2 =


0 0 · · · v1
−1 0 · · · v2
.
.
.
.
.
.
.
.
.
.
.
.
0 · · · −1 vn

}
of dimension n(n+3)/2, say G|S : S → Rn(n+3)/2.
Lemma 5.2 The Jacobian of G|S is nonzero.
Proof Put g(Y ) := f (Y )− xn3 for Y ∈ S. Suppose that for constants c(v j), c(ui j), the
linear equation
n
∑
j=1
c(v j)
∂g
∂v j
+ ∑
1≤ j≤i≤n
c(ui j)
∂g
∂ui j
= 0 (5.3)
holds. We show that all of c(v j), c(ui j) are zero by induction on n. It is easy to see that
the assertion holds in the case where n = 1. As the induction assumption, we assume that
the assertion holds in the case where n−1 instead of n. We put
λ j = u j jx1 + x3 and µ(a,b) =
b
∏
t=a
λt .
After a partial derivation, we put ui j = 0 (i > j) and then have the following equations:
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∂g
∂v j
= x
n− j+1
2 µ(1, j−1) (1≤ j ≤ n)
∂g
∂u j j
= x1µ(1, j−1)
∣∣∣∣∣∣∣∣∣∣∣
λ j+1 v j+1x2
−x2 λ j+2 v j+2x2
.
.
.
.
.
.
.
.
.
−x2 λn−1 vn−1x2
−x2 λn + vnx2
∣∣∣∣∣∣∣∣∣∣∣
(1≤ j ≤ n)
∂g
∂ui j
= −x1x
n−i
2 µ( j+1, i−1)
∣∣∣∣∣∣∣∣∣∣∣
λ1 v1x2
−x2 λ2 v2x2
.
.
.
.
.
.
.
.
.
−x2 λ j−1 v j−1x2
−x2 v jx2
∣∣∣∣∣∣∣∣∣∣∣
(1≤ j < i ≤ n)
By seeing terms divisible by λ1 in the left hand side of (5.3), we have
n
∑
j=2
c(v j)
∂g
∂v j
+ ∑
2≤ j≤i≤n
c(ui j)hi j = 0,
where
hi j =−x1xn−i2 µ( j+1, i−1))
∣∣∣∣∣∣∣∣∣∣∣
λ1 0
−x2 λ2 v2x2
.
.
.
.
.
.
.
.
.
−x2 λ j−1 v j−1x2
−x2 v jx2
∣∣∣∣∣∣∣∣∣∣∣
.
Note that
∂g
∂v j
= λ1
∂g′
∂v j
(2 ≤ j ≤ n), and
hi j = λ1
∂g′
∂ui j
(2 ≤ j ≤ i ≤ n)
where g′ is the determinant of the (n− 1)× (n− 1) matrix obtained from x1Y1 + x2Y2 +
x3En by removing the first row and the first column minus xn−13 . Therefore by the induc-
tion assumption,
c(v j) = c(ui j) = 0 (2 ≤ j ≤ i ≤ n)
since ∂g
′
∂v j
,
∂g′
∂ui j
(2 ≤ j ≤ i ≤ n) are linearly independent. By (5.3), we have
c(v1)x
n
2 + c(u11)
∂g
∂u11
−
n
∑
i=2
c(ui1)v1x1x
n−i+1
2 µ(2, i−1) = 0. (5.4)
By expanding at the n-th column, we have
∂g
∂u11
=
n−1
∑
i=2
vix1x
n−i−1
2 µ(2, i−1)+ x1(λn + vnx2)µ(2,n−1).
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Therefore, the equation (5.4) implies that
c(v1)x
n
2 +
n
∑
i=2
(c(u11)vi− c(ui1)v1)x1x
n−i+1
2 µ(2, i−1)+ c(u11)x1µ(2,n) = 0.
In this equation we notice the coefficients corresponding to xs2, 0 ≤ s ≤ n. Then we have
c(ui1) = c(v1) = 0 for 1 ≤ i ≤ n.
Therefore, we conclude that ∂g∂v j
,
∂g
∂ui j
(1≤ j≤ i≤ n) are linearly independent, which
means that the Jacobian of G|S is nonzero.
By Lemma 5.2, there is an open subset S of Rn×n×2 such that the rank of the Jacobian
matrix of G at Y has full column rank for any Y ∈ S. Then f2(S)∩ I2 is not empty and thus
T2∩S is not empty. In particular, T2 is not empty.
Now we show that Tℓ is not empty in the case where ℓ > 2. Let q : Rn×n×ℓ →Rn×n×2
be a canonical projection which sends (Y1; . . . ;Yℓ) to (Yℓ−1;Yℓ). Put ˆT = q−1(T2 ∩ S)
and let q¯ : P(m,n)→ P(3,n) be also a canonical projection which sends a polynomial
g(x1, . . . ,xm) to g(0, . . . ,0,x1,x2,x3). The following diagram is commutative.
ˆT
⊂
−−−→ Rn×n×ℓ
fℓ−−−→ P(m,n)y qy q¯y
T2∩S
⊂
−−−→ Rn×n×2
f2
−−−→ P(3,n)
Note that if g(x1, . . . ,xm) ∈ P(m,n) is reducible then so is g(0, . . . ,0,x1,x2,x3) ∈ P(3,n).
The set ˆT is a nonempty open subset of Rn×n×ℓ with the property that fℓ(Y ) is irreducible
for any Y ∈ ˆT. Thus Tℓ is not empty, since ˆT⊂ Tℓ. This completes the proof of Proposi-
tion 5.1.
6 Proof of Theorem 1.1
In this section we show Theorem 1.1.
Let xˇ= (x1, . . . ,xℓ)⊤ for x= (x1, . . . ,xℓ,xm)⊤, and put
ψ(x,Y ) :=


(−1)n+1|M(x,Y )n,1|
(−1)n+2|M(x,Y )n,2|
.
.
.
(−1)n+n|M(x,Y )n,n|

 , xˇ⊗ψ(x,Y ) :=


x1ψ(x,Y )
x2ψ(x,Y )
.
.
.
xℓψ(x,Y )


and
U(Y ) := 〈aˇ⊗ψ(a,Y ) | |M(a,Y )|= 0〉.
Lemma 6.1 If dimU(Y ) = p, then Y ∈M.
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Proof Let dimU(Y ) = p. Then there are a j = (a1 j, . . . ,am j)⊤ ∈U(Y ) for 1 ≤ j ≤ p
such that
B′ = (aˇ1⊗ψ(a1,Y ), . . . , aˇp⊗ψ(ap,Y ))
is nonsingular. Note that M(a j,Y )ψ(a j,Y ) = 0 for 1 ≤ j ≤ p and
B′ =


AD1
.
.
.
ADℓ

 ,
where A = (ψ(a1,Y ), . . . ,ψ(ap,Y )) and Dk = Diag(ak1, · · · ,akp) for 1 ≤ k ≤ ℓ. Thus
Y ∈M.
For an n× ℓ matrix C = (c1, . . .cℓ), we put
g(x,Y,C) :=
∣∣∣∣M(x,Y )<n∑ℓk=1 xkc⊤k
∣∣∣∣ ,
where M(x,Y )<n is the (n−1)×n matrix obtained from M(x,Y ) by removing the n-th
row.
Lemma 6.2 Let C = (c1, . . . ,cℓ) be an n×ℓ matrix. The following claims are equivalent.
(1) dimU(Y ) = p.
(2) g(a,Y,C) = 0 for any a ∈ Rm with |M(a,Y )|= 0 implies C = O.
Proof Let C = (c1, . . . ,cℓ) be an n× ℓ matrix. Put d = (c⊤1 , . . . ,c⊤ℓ )⊤ ∈ Rp. The inner
product of this vector d with aˇ⊗ψ(a,Y ) is equal to g(a,Y,C). Therefore d belongs to
the orthogonal complement of U(Y ) if and only if g(x,Y,C) = 0 for any a ∈ Rm with
|M(a,Y )|= 0. Thus the assertion holds.
For any i and k with 1 ≤ i ≤ n−1 and 1 ≤ k ≤ n, let s(k)i be an elementary symmetric
polynomial of degree i with variables α1, . . . ,αk−1,αk+1, . . . ,αn. Put
Sn =


1 1 . . . 1
s
(1)
1 s
(2)
1 . . . s
(n)
1
s
(1)
2 s
(2)
2 . . . s
(n)
2
.
.
.
.
.
.
.
.
.
s
(1)
n−1 s
(2)
n−1 . . . s
(n)
n−1


.
Lemma 6.3 The determinant |Sn| of the n×n matrix Sn is equal to
∏
1≤i< j≤n
(αi−α j).
In particular, if α1, . . . ,αn are distinct each other, then Sn is nonsingular.
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Proof For any i and k with 1≤ i ≤ n−1 and 2≤ k ≤ n−1, let t(k−1)i be an elementary
symmetric polynomial of degree i with variables α2, . . . ,αk−1,αk+1, . . . ,αn. For 1 ≤ i ≤
n−1 and 1 ≤ k ≤ n, we have s(k)i − s
(1)
i = (α1−αk)t
(k−1)
i−1 . Then
|Sn|= ∏
2≤k≤n
(α1−αk)
∣∣∣∣∣∣∣∣∣
1 1 . . . 1
t(1)1 t
(2)
1 . . . t
(n−1)
1
.
.
.
.
.
.
.
.
.
t(1)n−2 t
(2)
n−2 . . . t
(n−1)
n−2
∣∣∣∣∣∣∣∣∣
.
Therefore we have the assertion by induction on n.
The following lemma is obtained straightforwardly.
Lemma 6.4∣∣∣∣∣∣∣∣∣∣∣
α1 + z a1
α2 + z a2
.
.
.
.
.
.
αn + z an
b1 b2 . . . bn 0
∣∣∣∣∣∣∣∣∣∣∣
=−(zn−1,zn−2, . . . ,1)Sn


a1b1
a2b2
.
.
.
anbn

 .
Proof We see the left hand of the equation is equal to
−
n
∑
k=1
akbk
∏1≤i≤n(αi + z)
αk + z
=−
n
∑
k=1
akbk
(
n
∑
i=1
s
(k)
i−1
)
zn−i
=−
n
∑
i=1
(
n
∑
k=1
akbks
(k)
i−1
)
zn−i
=−(zn−1,zn−2, . . . ,1)


∑nk=1 akbk
∑nk=1 akbks(k)1
.
.
.
∑nk=1 akbks(k)n−1

 .
Corollary 6.5 Let α1, . . . ,αn−1 be distinct complex numbers, a1, . . . ,an−1 nonzero com-
plex numbers, and b1, . . . ,bn−1 complex numbers. If∣∣∣∣Diag(α1, . . . ,αn−1)+ zEn−1 ab⊤ 0
∣∣∣∣= 0
for any z ∈ R, then b= 0, where a= (a1 . . . ,an−1)⊤ and b= (b1, . . . ,bn−1)⊤.
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Proof Since Sn


a1b1
a2b2
.
.
.
anbn

= 0 and Sn is nonsingular, we have (a1b1, . . . ,anbn) = 0⊤.
The set
U1 = {Y ∈ Rn×n×ℓ | |M(x,Y )| is irreducible}
is a nonempty Zariski open subset of Rn×n×ℓ (see Proposition 5.1). Let W be the subset
of Rn×n consisting of matrices
(
A1 A2
A3 A4
)
such that all eigenvalues of A1 are distinct over
the complex number field and every element of the vector P−1A2 is nonzero complex
number where A1 ∈ R(n−1)×(n−1), P ∈ C(n−1)×(n−1) with P−1A1P is a diagonal matrix.
Note that the validity of the condition that every element of the vector P−1A2 is nonzero
is independent of the choice of P. We put
U2 := {(Y1; . . . ;Yℓ) ∈ Rn×n×ℓ | Yk ∈W,1≤ k ≤ ℓ}.
The set U2 is a nonempty Zariski open subset of Rn×n×ℓ and U := U1∩U2 is also.
Lemma 6.6 Let Y ∈ U2 and d1, . . . ,dℓ ∈ Rn−1. If∣∣∣∣ M(a,Y )<n∑ℓk=1 akd⊤k 0
∣∣∣∣= 0
for any a= (a1, . . . ,am)⊤ ∈ Rm, then d1 = · · ·= dℓ = 0.
Proof Let 1 ≤ k ≤ ℓ. Take ak = 1 and a j = 0 for 1 ≤ j ≤ ℓ, j 6= k and put Yk =(
A1 A2
A3 A4
)
, where A1 is an (n− 1)× (n− 1) matrix. Since Yk ∈W , there are a matrix
P ∈ C(n−1)×(n−1) and distinct complex numbers α1, . . . ,αn−1 such that
Diag(P,1)−1
(
(Yk−amEn)<n
d⊤k 0
)
Diag(P,1) =
(
Diag(α1, . . . ,αn−1)−amEn−1 P−1A2
d⊤k P 0
)
and every element of P−1A2 is nonzero. Then we have d⊤k P = 0⊤ by Corollary 6.5 and
thus dk = 0.
The following lemma is essential for the proof of Theorem 1.1.
Lemma 6.7 U∩C⊂M. In particular, C⊂M holds.
Proof Let Y ∈ U∩C and fix it. There exists a= (a1, . . . ,aℓ,am)⊤ such that |M(a,Y )|<
0. Then there is an open neighborhood U of (a1, . . . ,aℓ)⊤ and a mapping µ : U →R such
that
|M(
(
y
µ(y)
)
,Y )|= 0
18
for any y ∈ U . Thus |M(x,Y )| = 0 determines an (m− 1)-dimensional algebraic set.
Let C be an n× ℓ matrix. Now suppose that g(a,Y,C) = 0 holds for any a ∈ Rm with
|M(a,Y )|= 0. We show that g(x,Y,C) is zero as a polynomial over elements of x. As a
contrary, assume that g(x,Y,C) is not zero. The degree of g(x,Y,C) corresponding to the
m-th element of x is less than m which is that of |M(x,Y)|. Furthermore, since M(x,Y )
is irreducible, M(x,Y ) and g(x,Y,C) are coprime. Then there are polynomials f1(x),
f2(x) ∈ R[x1, . . . ,xℓ,xm] and a nonzero polynomial h(xˇ) ∈ R[x1, . . . ,xℓ] such that
f1(x)M(x,Y)+ f2(x)g(x,Y,C) = h(xˇ)
as a polynomial over elements of x, by Euclidean algorithm. However, we can take
b ∈U so that h(b) 6= 0. Then the above equation does not hold at x =
(
b
µ(b)
)
. Hence
g(x,Y,C) must be the zero polynomial over elements of x. Let c⊤k = (c1k, . . . ,cnk). By
seeing the coefficient of xn−1m xk, we get cnk = 0 for 1 ≤ k ≤ ℓ. Therefore C = O by
Lemma 6.6. By Lemmas 6.2 and 6.1 we get Y ∈M. Therefore U∩C is a subset of M.
Then C= U∩C⊂M.
Theorem 6.8 S=M= C holds.
Proof We have M⊂S by Proposition 3.5. By Propositions 4.1 and 4.3, the set S is a
subset of C and then S⊂ C. Therefore S=M= C by Lemma 6.7.
Proof of Theorem 1.1. For almost all Y ∈ A, rankX(Y ) = p+1 by Theorem 3.7. Since
A is an open set, if A is not an empty set, then typical rankR(m,n, p) = {p, p+1} ([10,
Theorem 3.4]). Suppose that A is empty. Then M = Rn×n×ℓ and the closure of the set
consisting of all n× p×m tensors equivalent to X(Y ) for some Y ∈M is Rn×p×m. Recall
that any tensor X(Y ) for Y ∈M has rank p. By Theorem 2.2, p is the maximal typical
rank of Rn×p×m. Therefore,
typical rankR(m,n, p) = typical rankR(n, p,m) = {p}
holds.
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