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Das explosionsartige Anwachsen des World Wide Web (WWW) in den letzten
Jahren und die damit verbundene Flut von bereitgestellten Daten machen es un-
umga¨nglich, relevante von unwichtigen Informationen zu trennen. Weltweit stel-
len Firmen, Beho¨rden, Universita¨ten, andere Forschungseinrichtungen und Privat-
personen aus verschieden motivierten Gru¨nden Informations- und Serviceangebo-
te bereit. Dabei handelt es sich sowohl um einfache Textdokumente als auch um
Schnittstellen zu Datenbanken. Auch als Erstvero¨ffentlichungsquelle ist das WWW
nicht zu unterscha¨tzen. Viele Arbeiten werden zu erst oder in einigen Fa¨llen nur im
WWW vero¨ffentlicht. Der Drang nach Steigerung der Aktualita¨t la¨sst das WWW
aufgrund der Schnelligkeit der elektronischen Informationsvermittlung zu der Al-
ternative schlechthin im Bezug auf die klassischen Medien wie Zeitung, Fernsehen,
Rundfunk oder auch Buch werden.
Sucht der Nutzer in der Masse von Dokumenten nach zu einem Thema relevan-
ten Informationen, steht er vor mehreren Problemen. Zuna¨chst muss er WWW-
Datenquellen finden, die relevante Daten zur Verfu¨gung stellen. Dies geschieht im
Allgemeinen unter Zuhilfenahme von diversen Suchmaschinen, welche aufgrund
von Stichworten die Metadaten einer gewissen Anzahl von registrierten Dokumen-
ten durchsuchen und eine Ergebnismenge zuru¨ckliefern. Aufgrund der Mo¨glichkeit
von Doppeldeutigkeiten von Daten liegt es am Nutzer, diese Dokumente selbst zu
durchforsten, um eine mo¨gliche Relevanz zum beno¨tigten Thema zu erkennen.
Ziel dieser Studienarbeit ist es, kontextbezogene Webseiten um beschreibende Me-
tadaten anzureichern. Dabei wird eine Kombination von Wrappermethoden und
wissensbasierten Verfahren eingesetzt. Mit Hilfe dieser generierten Metadaten soll
nun ein weiteres Schrumpfen der Datenmenge ermo¨glicht werden, um nur noch
kontextrelevante Dokumente zu behalten. Kapitel 2 bescha¨ftigt sich mit Metada-
ten und einer mo¨glichen Klassifizierung dieser. Anschließend wird das Wrapper-
Toolkit W4F zur Erzeugung von HTML-Wrappern untersucht. Wissensbasierte
Verfahren aus dem Projekt GETESS werden dann in Kapitel 4 vorgestellt. Ab-
schließend wird eine Kombination der beiden Verfahren vorgestellt und eine Imple-




Ziel dieses Kapitels ist es die Notwendigkeit von Metadaten zu verdeutlichen. Im
Verlauf des Kapitels wird versucht, den Begriff Metadaten zu definieren, um ansch-
liessend mo¨gliche Klassifikationen von Metadaten zu erla¨utern.
2.1 Sinn von Metadaten
Anwendungsgebiet und Nutzen von Metadaten sind sehr gross. Anhand von zwei
Beispielen sollen Verwendungszweck und Notwendigkeit von Metadaten verdeut-
licht werden.
2.1.1 Information Retrieval, Suche in grossen Datenbesta¨nden
Anstatt im Information Retrieval grosse Datenbesta¨nde mit aufwendiger Volltext-
suche zu durchforsten, besteht die Mo¨glichkeit Metadaten anzulegen, da diese um
ein Vielfaches kleiner sind und damit schneller durchsucht werden ko¨nnen. Die
Effizienz der Suche wird so unter Umsta¨nden enorm verbessert. Zwar gibt es si-
cherlich auch im Information Retrieval Methoden und Techniken, die Effizienz in
der Suche und Qualita¨t im Suchresultat garantieren, was aber nicht dagegen spricht,
Metadaten gezielt einzusetzen. Die Tatsache, dass die durchschnittlich beno¨tigte
Datenu¨bermittlungszeit sinkt, ist hierbei ein nicht zu vernachla¨ssigender Aspekt.
Bedeutung gewinnt diese Technik gerade im Bezug auf die sta¨ndig zunehmende
Vernetzung von Rechnern. Die Suche nach Informationen von auf entfernt liegen-
den Rechnern wird verbessert, wenn man vor dem Herunterladen der Daten weiss,
ob diese sich als nu¨tzlich erweisen. Metadaten erlauben in diesem Kontext die
Brauchbarkeit der Daten gezielt zu ermitteln.
2.1.2 “Origina¨rer“ Sinn der Metadaten
Neben dem bisher genannten Bereich, der fu¨r die Nutzung von Metadaten spricht,
gibt es ein klassiches Beispiel aus dem Alltag, das auf intuitive und versta¨ndliche
Art den Zweck von Metadaten illustriert. Dieser Ansatz wurde mit dem Ausdruck
origina¨rer Sinn von Metadaten u¨berschrieben, da es sich wahrscheinlich um den ur-
spru¨nglichsten Sinn u¨berhaupt handelt: Bei einer Bibliothek handelt es sich um eine
Menge von Bu¨chern (Dateneinheiten). Bu¨cher lassen sich mit Hilfe von Attributen
verschlagworten, so dass ein Katalog (Metadatenbank, Metadata Dictionary) ent-
steht, der die wichtigsten Suchkriterien (Metadaten) umfasst. Dazu geho¨ren etwa
der Titel, der Autor, Erscheinungsdatum, assoziative Schlagwo¨rter aus dem Schlag-
wortverzeichnis oder andere Klassifizierungsattribute. Daneben werden noch wei-
tere Informationen zu finden sein, etwa der Verwahrungsort, Verweise auf andere
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Bu¨cher oder weitere externe Verweise wie beispielsweise auf Publikationen in an-
deren Fachbibliotheken. Mit Hilfe des Kataloges la¨sst es sich auf einfache und
effiziente Weise unter Angabe von wenigen Informationen suchen. Es kann also
u¨ber die Relevanz eines Buches entschieden werden, ohne dass es vorher gelesen
wurde.
Es gibt natu¨rlich weitere Aspekte und Szenarien, die den Gebrauch von Metadaten
befu¨rworten, aber weniger mit dem Thema dieser Studienarbeit zu tun haben.
2.2 Begriffsdefinition - Was sind Metadaten?
Wie bereits festgestellt, handelt es sich bei Metadaten um ”Daten u¨ber Daten”, al-
so Daten, die verschiedene Eigenschaften von Datensa¨tzen beschreiben und den
inhaltlichen Kontext herstellen. Es bleibt festzustellen, dass es keine einheitliche
Definition gibt und so Autoren viele eigene Definition proklamieren. Eine kurze,
treffende Definition la¨sst sich im Entwurf der ISO Spezifikation 11179 finden. Me-
tadaten werden dort beschrieben als
“The information and documentation which makes data sets understandable
and shareable for users“
Die genannte ISO Definition 11179 ist die wichtigste Definition, die auf Metadaten
Anwendung finden kann. Dort werden in sechs Abschnitten die Aufgaben, Prin-
zipien und Richtlinien fu¨r die Klassifizierung, Attributierung, Namenskonvention
(Identifikation) und Strukturierung von Daten diskutiert.
2.3 Klassifikation von Metadaten
In diesem Abschnitt werden einige Mo¨glichkeiten der Klassifikation von Meta-
daten diskutiert. Hierbei handelt es sich nur um eine Auswahl von Klassifikati-
onsmo¨glichkeiten und erhebt keinen Anspruch auf Vollsta¨ndigkeit. So ist es mo¨glich
Metadaten nach ihrer Inhaltsabha¨ngigkeit oder Nutzungsart zu unterteilen.
2.3.1 Klassifikation nach der Inhaltsabha¨ngigkeit
  inhaltsabha¨ngige Metadaten
Inhaltsabha¨ngige Metadaten beziehen sich auf den Inhalt des Dokumetes bzw.
der Information. Ein Beispiel fu¨r solche Metadaten sind Schlu¨sselworte.
  inhaltsunabha¨ngige Metadaten
Inhaltsunabha¨ngige Metadaten beziehen sich auf Informationen, die nichts
mit dem Inhalt des Dokuments, welches sie beschreiben, zu tun haben. Hier-
bei handelt es sich sowohl um identifizierende Metadaten (ID-Nummer, Ver-
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sionsnummer,...) als auch um administrative Metadaten (Aufbewahrungsort,
Status,...).
2.3.2 Klassifikation nach der Nutzungsart
  aktive Nutzung der Metadaten
Ein System (Metadata Repository, System Catalog), das aktive Nutzung der
Metadaten betreibt, ist immmer konsistent mit der zugrundeliegenden Da-
tenstruktur. Alle ¨Anderungen in Struktur und Daten werden automatisch im
System gea¨ndert.
  passive Nutzung der Metadaten
Dem gegenu¨ber ko¨nnen bei passiver Nutzung von Metadaten Inkonsistenzen
zwischen Metainformationen und Datenstruktur auftreten. Akteure der Da-
tenbank (Administratoren, Endanwender) sind selbst verantwortlich fu¨r die
Aktualita¨t und Konsistenz ihrer Dokumentation von Struktur und Prozessen
der Datenbank.
Weitere Klassifikationsmo¨glichkeiten sind beispielsweise in1 aufgefu¨hrt, hier aber
nicht weiter erwa¨hnt, da sie fu¨r die Bearbeitung des mir gestellten Problems unrele-
vant sind. Fu¨r den Verlauf der Studienarbeit wird die Klassifikation der Metadaten
nach der Inhaltsabha¨ngigkeit von Bedeutung sein.
1nach [Ma01]
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3 Datengewinnung durch Abfragen des WWW
Inhalt dieses Kapitels ist das automatische Gewinnen von Daten durch Abfragen
von WWW-Datenquellen. Der Zugriff wird durch eine Software, dem sogenannten
Wrapper, realisiert. Da das WWW als Datenquelle fu¨r den menschlichen Nutzer
konzipiert wurde, sind Probleme bei der Datenextraktion mittels einer Mensch-
Maschinen-Schnittstelle nicht vermeidbar. Derzeit sind Wrapper aber die einzige
Mo¨glichkeit, um Daten aus WWW-Datenquellen abzufragen.
Im Abschnitt 3.1 wird der Begriff Wrapper gekla¨rt und auf Konzepte fu¨r das Wrapper-
Design eingegangen. Der Hauptabschnitt 3.2 ist dann dem W4F-Toolkit als Ver-
treter von Toolkits zur Wrapperimplementierung gewidmet. Abschliessend werden
Probleme, die beim Einsatz von Wrappern bei der Abfrage von WWW-Datenquellen
auftreten und somit eine Einschra¨nkung des Einsatzbereiches darstellen, aufgefu¨hrt.
3.1 Design und Aufgabe von Wrappern
3.1.1 Aufgabe von Wrappern
Was versteht man unter einem Wrapper?
Als Wrapper wird eine Software bezeichnet, die Daten und Anfragen zwischen zwei
Datenmodellen konvertiert. Im Zusammenhang mit dem WWW bedeutet es folgen-
des:
Ein Wrapper fu¨r eine WWW-Datenquelle extrahiert die im HTML-Dokument im-
plizit gespeicherten Daten und konvertiert diese in explizit gespeicherte Daten eines
Datenmodells. Das HTML-Dokument ist das Ergebnis einer Anfrage an die WWW-
Datenquelle mittels des HTTP-Protokolls2.
Den Ablauf kann man sich folgendermaßen vorstellen:
Ein Client verbindet sich u¨ber eine URL (Unifed Request Locator), unter Angabe
der ¨Ubertragungsmethode (GET oder POST) fu¨r die zu u¨bermittelnden Parame-
ter, mit einem Server. Der HTTP-Server liefert bei einer erfolgreichen Anfrage
ein HTML-Dokument zuru¨ck. Desweiteren wird immer eine Menge von HTTP-
Parametern zuru¨ckgeliefert, die dem Client zu behandelnde Fehlerzusta¨nde, Autho-
risierungszusta¨nde, Umleitungen, ... mitteilen.
Fu¨r die implizit im Dokument gespeicherten Daten mu¨ssen nun eine Zielstruk-
tur und der Datentyp ermittelt werden. Bei der Bestimmung des Datenmodells
sind HTML-Struktur und Text-Struktur hilfreich. Desweiteren werden Verfahren
2Eine genaue Beschreibung von HTTP und HTML ist in [MK97] zu finden
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zur Extraktion der Daten aus dem HTML-Dokument beno¨tigt. Dieses Reverse-
Engeneering ist Aufgabe des Wrapper-Entwicklers.
3.1.2 Design von Wrappern
Inhalt dieses Abschnitts sind Entwurfskriterien und zwei Design-Konzepte fu¨r Wrap-
per. Zuna¨chst werden Entwurfskriterien fu¨r Wrapper aufgefu¨hrt, aus welchen ver-




Da sich das Layout von Dokumenten im WWW recht ha¨ufig a¨ndert, ist eine
leichte Anpassbarkeit an diese ¨Anderungen erforderlich.
  Robustheit
Wrapper sollen nicht bei jeder kleineren Layout- ¨Anderung scheitern, sondern
trotzdem den Großteil der Daten extrahieren.
  Wiederverwendbarkeit
Eine fertige Extraktionslo¨sung soll auch bei anderen Wrappern oder Doku-
menttypen einsetzbar sein.
  Portierbarkeit
Plattformunabha¨ngigkeit ist eine wu¨nschenswerte Eigenschaft von Wrappern.
Der Einsatz eines unter Windows geschriebenen Wrappers soll beispielsweise
auch in einer Unix-Umgebung mo¨glich sein.
  Implementierungsunabha¨ngigkeit
Ein nachtra¨glicher Wechsel der Programmiersprache ist ebenfalls ein Kriteri-
um fu¨r das Wrapper-Design.
Klassisches Design
Sind Extraktionslo¨sung und Zieldatenstruktur Bestandteil des Programmcodes in ei-
ner Programmiersprache, so wird der Wrapper als klassisch bezeichnet. Es gibt kei-
ne Trennung zwischen Programmcode fu¨r Programmablauf, Datenextraktion und
Abbildung auf die Zieldatenstruktur. Eine negative Folge dieser Eigenschaft zeigt
sich bei einer eventuell no¨tig werdenden Anpassung des Wrappers, da der gesamte
Programmcode analysiert werden muss. Außerdem sind Probleme bei der Wie-
derverwendbarkeit der Extraktionslo¨sung nicht ausgeschlossen, da der Programm-
code fu¨r die Extraktion nur schwer vom Programm getrennt werden kann. Ein
nachtra¨glicher Wechsel der Programmiersprache ist nicht mo¨glich, der Wrapper
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mu¨sste neu geschrieben werden. Geringe Probleme im Bezug auf die Portierbarkeit
ko¨nnten nur auftreten, wenn die Verfu¨gbarkeit der gewa¨hlten Programmiersprachen
auf anderen Plattformen nicht gewa¨hrleistet werden kann.
Design-Richtlinien des W4F-Toolkits
Um den oben genannten Entwurfskriterien fu¨r einen Wrapper zu entsprechen, wur-
den von den W4F-Entwicklern Design-Richtlinien aufgestellt und im W4F-Tolkit3
umgesetzt. Diese werden im folgenden beschrieben.
  Die Verwendung einer modularen dreistufigen Schichtenarchitektur gewa¨hr-
leistet Unabha¨ngigkeit und Wiederverwendbarkeit. Die Schichten stellen die
Teilaufgaben des Wrappers dar und werden mit Retrieval-Schicht, Extrakti-
onsschicht und Abbildungsschicht bezeichnet.
– Das Abfragen der WWW-Datenquelle mit dem HTML-Dokument als
Ergebnis ist die Aufgabe der Retrieval-Schicht.
– In der Extraktionsschicht werden die Daten von Interesse aus dem HTML-
Dokument extrahiert. Die benutzte Sprache soll die HTML-Struktur und
die Struktur der Text-Elemente ausnutzen ko¨nnen.
– Die Abbildung der extrahierten Daten auf die weiterverwendbare Ziel-
datenstruktur ist Aufgabe der Abbildungsschicht.
  Die einzelnen Schichten werden deklarativ spezifiziert. Da jede durch ei-
ne Menge von Spezifikationsregeln beschrieben wird, gibt es eine eindeutige
Semantik, die wiederum Versta¨ndlichkeit, leichte Wartbarkeit und Wiederver-
wendbarkeit sichert. Die zur Implementation benutzte Programmiersprache
kann leicht ausgetauscht werden, ohne die Spezifikation a¨ndern zu mu¨ssen.
Ein weiterer Vorteil ist die leichte Erlernbarkeit der Spezifikationssprache, da
sie weniger ma¨chtig ist, als es Programmiersprachen sind.
  Die Extraktion der Daten muss an deren Granularita¨t anpassbar sein. Das
heißt, dass die Datenstruktur sowohl anhand der HTML-Struktur ermittelbar,
als auch die Textstruktur innerhalb der HTML-Tags auswertbar sein muss.
Durch Kommas getrennte Aufza¨hlungen ko¨nnen beispielsweise durch regula¨re
3Entnommen aus [SA00] und [Go00]
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Ausdru¨cke ausgewertet werden.
  Um eine eindeutige Identifikation der Elemente und eine einfache Navigation
im HTML-Dokument zu ermo¨glichen, wird das HTML-Dokument abstrakt
repra¨sentiert. Dies wird durch eine deklarative Spezifikation erreicht.
  Werkzeuge zur Unterstu¨tzung des Users bei der Erstellung und Wartung von
Wrappern helfen unno¨tigen Aufwand zu vermeiden und die Einarbeitungszeit
zu verku¨rzen.
Im na¨chsten Abschnitt wird die Wrapper-Implementierung unter Beru¨cksichtigung
der Design-Richtlinien mittels des W4F-Toolkits beschrieben.
3.2 Das W4F-Toolkit
W4F bedeutet World Wide Web Wrapper Factory und wurde von der Universita¨t
Pennsylvania (USA) und der Telecom (E.N.S.T.) Paris (Frankreich) entwickelt. Das
Toolkit ist bis Version 1.21 frei verfu¨gbar.
W4F basiert auf Java und besteht aus mehreren Komponenten.
Dabei handelt es sich um:
  W4F-Parser
Er dient zur Analyse von HTML-Dokumenten und zeichnet sich durch eine
hohe Fehlertoleranz aus. Dies bedeutet, dass auch fehlerhafte HTML-Seiten
analysiert werden ko¨nnen. Der Parser unterstu¨tzt HTML 3.2.
  W4F-Compiler
Zur Generierung von Java-Klassen zur Wrapperspezifikation wird der W4F-
Compiler verwendet. Seine generierten Klassen sind in jedem Java-Programm
anwendbar.
  W4F-Laufzeitmodul
Das mitgelieferte Laufzeitmodul erlaubt die Ausfu¨hrung der generierten Java-
Wrapper als selbsta¨ndige Programme. Es ist beispielsweise beim Testen von
geschriebenen Wrappern eine nicht zu unterscha¨tzende Hilfe.
  Werkzeuge zur Unterstu¨tzung des Nutzers
Die mitgelieferten Werkzeuge funktionieren allerdigns nur ab dem Internet
Explorer 4 und sind besonders fu¨r Einsteiger interessant.
3 Datengewinnung durch Abfragen des WWW 12
– Formular-Wizard
Dient als Hilfe bei der Erstellung von Retrieval-Regeln fu¨r WWW-Seiten,
die Formulare enthalten. Er gibt die wesentlichen Elemente eines HTML-
Formulares aus.
– Extraktions-Wizard
Dieser Wizard hilft bei der Erstellung von Extraktionsregeln. Er gibt den
identifizierenden Pfadausdruck eines vom Nutzer in einer HTML-Seite
selektierten Textelementes an.
– Abbildungs-Wizard
Dieses Hilfetool hilft dem Nutzer bei der Abbildung vom intern verwen-
deten Datenformat NSL auf nutzerdefinierte Datenstrukturen.
Nach diesem kurzen ¨Uberblick folgt im na¨chsten Abschnitt eine Beschreibung der
Wrapper-Erstellung mit W4F.
3.2.1 Prinzipielle Arbeitsweise eines W4F-Wrappers
Der vorgestellten Schichtenarchitektur entsprechend, besteht ein Wrapper aus drei
Teilen. In der Retrieval-Schicht erfolgt das Laden des durch die Retrieval-Regeln
spezifizierten HTML-Dokumentes. Es dient als Eingabe fu¨r den HTML-Parser,
der daraus eine abstrakte Darstellung, den HTML-Baum oder Analysebaum, er-
stellt. Jedes Element des HTML-Dokumentes kann anhand des Analysebaumes
u¨ber einen Pfadausdruck eindeutig identifiziert werden. In der Extraktionsschicht
werden die durch Extraktionsregeln spezifizierten Elemente extrahiert und in der
NSL-Datenstruktur (Nested String List) gespeichert. In der darauffolgenden Ab-
bildungsschicht erfolgt das Mapping dieser Daten auf die gewu¨nschte Zieldaten-
struktur. Das Ergebnis ist dann ein Java-Objekt bzw. ein Java-Standarddatentyp. In
Abbildung 1 ist die prinzipielle Arbeitsweise eines Wrappers dargestellt.
























Abbildung 1: Prinzipielle Arbeitsweise eines Wrappers
Im folgenden wird auf die einzelnen Schichten detaillierter eingegangen.
  Die Retrieval-Schicht
In dieser Schicht wird durch Angabe von Retrieval-Regeln4 festgelegt, wel-
ches HTML-Dokument mit welchen Parametern von welcher Web-Adresse





Der Retrieval-Block im Wrapper-Quelltext beginnt mit dem Schlu¨sselwort
RETRIEVAL RULES. Es ist zwar mo¨glich mehrere Retrieval-Rules zu defi-
nieren, aber zu jedem Zeitpunkt ist nur eine Regel aktiv, wodurch gewa¨hrleistet
wird, dass immer nur ein HTML-Dokument an die Extraktionsschicht u¨berge-
ben wird. Abschließend folgen je ein Beispiel fu¨r die ¨Ubertragungsmethoden
GET und POST.
Laden eines HTML-Dokumentes mit Hilfe der GET-Methode
Die URL ist in dieser Regel variabel und eventuelle Parameter werden in
ihr u¨bergeben.
4Die ausfu¨hrliche Grammatik ist in [W4F] zu finden.







Dem gegenu¨ber sieht ein Beispiel fu¨r die Verwendung der POST-Methode
folgendermaßen aus.
Laden eines HTML-Dokumentes mit Hilfe der POST-Methode
Parameter werden in diesem Beispiel in Form von Name-Wert-Paaren hinter







PARAM: ”keyword-query- $keyword$, mode- ”books”;

Nach Abarbeitung des Retrieval-Blocks wird das geladene HTML-Dokument
an die Extraktionsschicht u¨bergeben.
  Die Extraktionsschicht
Sobald ein HTML-Dokument geladen wurde, beginnt der HTML-Parser mit
der Erstellung des zugeho¨rigen Analysebaums. Dabei handelt es sich um ei-
ne eineindeutige Zuordnung von HTML-Dokument und Analysebaum, d.h.
dasselbe HTML-Dokument ist wieder aus dem Analysebaum ermittelbar und
umgekehrt.
Er besteht aus drei Bausteinen. Dabei handelt es sich um:
– Wurzel
Die Wurzel repra¨sentiert den Startknoten im Analysebaum und wird mit
HTML bezeichet.
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– Interne Knoten
Geschlossene HTML-Tags werden als internen Knoten abgebildet und
mit deren Namen bezeichnet. Sie kapseln Unterba¨ume, haben also Kin-
der und ko¨nnen Attribute besitzen. Bei dieser Art von Tags handelt es
sich um die HTML-Sprachelemente, die durch Start- und Endmarke ge-
bildet werden, wie z.B.         
– Bla¨tter
Bla¨tter des Analysebaums werden aus den offenen HTML-Tags gebil-
det und erhalten deren Namen als Bezeichnung. Ausserdem werden
Textstu¨cke auf die Bla¨tter im Analysebaum abgebildet und mit PCDA-
TA bezeichnet. Sie haben keine Kinder, ko¨nnen aber Attribute besitzen.
Zur Veranschaulichung wird der zum folgenden HTML-Dokument geho¨rende
Analysebaum in Abbildung 2 dargestellt.
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Die Identifikation der Elemente des Baumes sowie der Zugriff auf diese er-
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folgt u¨ber Pfadausdru¨cke, die aus Knotennamen, Operatoren, Indizes bzgl.
der Knotennamen und Attributnamen gebildet werden. Die Indizes werden
links absteigend vergeben, d.h. es wird zuerst links absteigend im Baum nach
einem vorgegebenen Knotennamen gesucht und das Auftreten geza¨hlt. Stim-
men Za¨hler und Index u¨berein, wurde der gesuchte Knoten gefunden. Index-
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Abbildung 2: Beispiel eines HTML-Baums
Zur Bildung der Pfadausdru¨cke stehen zwei - entstanden aus verschiedenen
Navigationsansa¨tzen - Operatoren zur Verfu¨gung.
– Punkt-Operator . :
Dieser Operator zeichnet sich durch die Ausnutzung der Baumstruk-
tur aus. Hinter jedem Element im Pfadausdruck wird durch den Punkt-
Operator getrennt der unmittelbare Kindknoten im Analysebaum ange-
geben. Damit ist es mo¨glich zu jedem Knoten genau einen Pfadausdruck
anzugeben.
Beispiele:
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– Pfeil-Operator -  :
Charakteristisch fu¨r diesen Operator ist seine Orientierung am Fluss
im HTML-Dokument. Ausgehend von einer Position im Analysebaum
wird das na¨chste Auftreten des angegebenen Knotens unter Beru¨cksichti-
gung des Indexes im Dokument gesucht. Dabei arbeitet er u¨ber die Hier-
archie des Baumes hinweg. Fu¨r einen Knoten lassen sich mehrere Pfad-
ausdru¨cke angeben.
Beispiel:




    
– Pfeil-Operator -/  :
Auch dieser Operator orientiert sich am Fluss im HTML-Dokument. Im
Gegensatz zum vorherigen Pfeil-Operator wird aber nur der im Pfadaus-
druck angegebene Teilbaum durchsucht.
Beispiel:




    
Es wird nur die erste Zeile der Tabelle nach Bildern durchsucht. Ist
hier kein Bild enthalten, so wird abgebrochen und im Gegensatz zum
ersten Pfeiloperator, das HTML-Dokument nicht weiter durchsucht.
Eine Kombination der genannten Operatoren ist jederzeit mo¨glich. Als Index
fu¨r ein Pfadelement ko¨nnen auch Wildcards oder Intervalle verwendet wer-
den, so dass mehrere Knoten das Ergebnis bilden.
Beispiele:
Alle Anker innerhalb eines HTML-Dokuments:
	
  
Alle Listenelemente der 3. bis 5. ungeordneten Liste des HTML-Dokumentes:
	
     
Interne Knoten und Bla¨tter ko¨nnen HTML-Attribute besitzen, wa¨hrend
PCDATA-Bla¨ttern Textwerte als Attribute zugeordnet werden. Alle mo¨glichen
Eigenschaften der Knoten eines HTML-Baumes sind in Tabelle 1 beschrie-
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ben.
Wurzel Interne Knoten Bla¨tter PCDATA
Kinder x x - -
HTML-Attribute - x x -
Textwert - - - x
Tabelle 1: Eigenschaften von Knoten eines HTML-Baums
Ihre Eigenschaften ko¨nnen mit Hilfe spezieller Zugriffsfunktionen abgefragt
werden. Dies geschieht durch das Anha¨ngen des Punktoperators und der
gewu¨nschten Funktion an das letzte Element des Pfadausdrucks. Dabei ste-
hen folgende Zugriffsfunktionen zur Verfu¨gung:
– Funktion txt :
Diese Funktion liefert den Textwert eines PCDATA-Blattes oder eine re-
kursive Verknu¨pfung der Textwerte im gesamten Unterbaum eines Kno-









– Funktion src :
Ergebnis dieser Funktion ist der HTML-Code zu einem Knoten. Die





– Funktion getAttr(Attributname) :
Der Attributwert des angegebenen HTML-Attributes eines Knotens wird
mit dieser Funktion zuru¨ckgegeben. Der Wurzel wird als Attribut der
empfangene HTTP-Kopf zum HTML-Dokument zugeordnet.





– Funktion numberOf(Knotenname) :
Alle Vorkommen eines Knotens im Unterbaum werden geza¨hlt. Als
Sonderfall za¨hlt numberOf(all) alle Knoten eines Unterbaums.
Beispiel:
Anzahl aller HTML-Tags im HTML-Dokument
	
 !"
Die Anwendbarkeit der Funktionen ist in der Tabelle 2 zusammengefasst.
Wurzel Interne Knoten Bla¨tter PCDATA
txt x x - x
src x x x x
getAttr() x x x -
numberOf x x - -
Tabelle 2: Zugriffsfunktionen der Knotentypen
Die vorgestellten Pfadausdru¨cke benutzt man bei der Bildung von Extrakti-
onsregeln, die in der Sprache HEL5 (HTML Extraction Language) spezifiziert
werden. Als Ergebnis werden die Attributwerte bestimmter Knoten im intern
verwendeten NSL-Format geliefert. Eine NSL (Nested String List) ist eine
geschachtelte Liste von String-Listen beliebiger Tiefe. Der Datentyp NSL ist
folgendermaßen definiert:
NestedStringList ::= String  listOf(Nested String List)  null .
Die Struktur einer NSL besteht aus Dimension, Tiefe und Zahl der Nestungen
und wird durch die angegebenen Pfadausdru¨cke und deren Verknu¨pfungen
mit HEL-Operatoren bestimmt.
Beispiel:
NSL der Form listOf(listOf(string))
# 	 	
     
Weitere HEL-Sprachelemente sind die Operatoren match, split und #. Fu¨r
5die genaue Grammatik ist in [W4F] zu finden
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weitere Informationen sei auf [W4F] verwiesen.
Der Extraktions-Block im Wrapper-Quelltext beginnt mit dem Token EX-
TRACTION RULES. Es folgen die Extraktionsregeln, wobei die Variable
auf der linken Seite der Extraktionsregel im Abbildungsblock deklariert sein
muss, falls sie auf einen anderen Datentyp als das intern verwendete NSL-
Format abgebildet werden soll.
  Die Abbildungsschicht
Aufgabe der Abbildungsschicht ist die Definition des Zieldatentyps, auf den
die durch Extraktionsregeln gewonnenen NSL-Konstrukte abgebildet werden
sollen. Fu¨r jede Extraktionsregel wird genau eine Abbildung festgelegt. Dies
geschieht durch eine Typdeklaration der Extraktionsvariable im Abbildungs-
block. In [W4F] ist die genaue Grammatik zu finden.
W4F bietet die Mo¨glichkeit, die NSL auf Java-Standarddatentypen (String,
int, float) und deren Array-Erweiterungen abzubilden.
Beispiel:
Abbildung der Extraktionsvariable pointers auf ein zweidimensionales String-
Array
$  %& 

Der deklarierten Variable pointers werden Verweisnamen und die URL aller
Anker im Dokument zugewiesen.
%&  	 	
    '"

Sollen komplexe NSL-Strukturen abgebildet werden, so muss der Nutzer ei-
gene Java-Objekte (auch die Array-Erweiterungen) angeben, deren Konstruk-
tor NSL verarbeiten kann. Die Konvertierung von NSL zu Java ist dann in der
Konstruktorroutine zu implementieren. Weil keine Abbildungsregeln mehr
spezifiziert werden, ist die Art der Abbildung nicht mehr deklarativ, sondern
nur noch ein Interface.
Beispiel:
Die Extraktionsvariable pointers wird auf Liste von Pointer-Objekten abge-
bildet.
&  %& 

%&  	 	
    '"

()* & 
%  & 

$   !+ 
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Die Klassen NSL List und NSL String werden von W4F zu Verfu¨gung ge-
stellt, u¨ber die der Zugriff auf die NSL-Elemente abla¨uft.
Mit dem Token SCHEMA beginnt im Wrapper-Quelltext der Abbildungs-
block. Es folgen die Typdeklaration der Extraktionsvariablen und die Extrak-
tionsregeln.
3.3 Probleme bei der Arbeit mit WWW-Datenquellen
Beim automatischen Abfragen von Daten aus dem WWW sto¨sst man schnell auf
Grenzen. So sind beispielsweise mit dem Einsatz von Javascript, ActiveX, Java-
Applets und anderen Plugins zur Darstellung von Informationen auf WWW-Seiten
diese Daten fu¨r Wrapper-Systeme verloren, da keine klare Seitenbeschreibung mehr
existiert. Einzig bei Javascript, das zur Dynamisierung des sonst statischen HTML-
Codes benutzt wird, ist eine Auswertung des mit u¨bermittelten Quellcodes denkbar
und somit die Ermittlung der dadurch dargestellten Informationen. Aufgrund der
Komplexita¨t dieser Scriptsprache ist aber eine Auswahl bestimmter Konstrukte er-
forderlich.
Selbst bei reinem HTML tauchen Probleme bei der automatisierten Datengewin-
nung auf. Dazu folgen einige Beispiele:
  Ha¨ufiger Layoutwechsel und teilweise fehlerhafter HTML-Code erfordern
robuste und leicht anpassbare Wrapper
  Bei der Ersetzung von Text durch nicht mehr auswertbare Bilder stoßen Wrap-
per ebenfalls auf ihre Grenzen.
  Der Einsatz von Frames erho¨ht den Aufwand bei der Datengewinnung durch
Wrapper, da das nach außen als Einheit wirkende HTML-Dokument aus meh-
reren Teilseiten besteht und diese vom Wrapper abgefragt werden mu¨ssen.
  Dynamisch durch ein Programm erzeugte HTML-Dokumente ko¨nnen Wrap-
per ebenfalls vor Probleme stellen. Beim automatischen Ausfu¨llen eines
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HTML-Formulares kann beispielsweise eine Ergebnisseite erzeugt werden,
auf die der Wrapper nicht vorbereitet ist, da dieses Ergebnis noch nie auftrat.
  Erzeugt ein Programm ein Formular mit dynamisch generierten Variablenna-
men, so stellt das einen Programmierer, der einen Wrapper fu¨r ein solches
Formular schreiben soll, vor erhebliche Probleme.
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4 Wissensbasierte Verfahren aus dem Projekt GE-
TESS
Dieses Kapitel soll einen kurzen ¨Uberblick u¨ber das Projekt GETESS und die darin
angewandten Verfahren zur Erzeugung von Informationskondensaten auf Basis von
Ontologiewissen geben.
4.1 Einleitung
Ziel des Projektes GETESS (GErman Text Exploitation and Search System) ist die
Realisierung eines Suchdienstes, der sich von existierenden Suchdiensten in der
Hinsicht unterscheidet, dass die zu untersuchenden Texte detailliert inhaltlich analy-
siert werden. Dabei werden Informationskondensate (Abstracts) auf Basis von lin-
guistischem und Ontologien-Wissen unter Verwendung einer natu¨rlichsprachlichen
Dialogschnittstelle, die es dem Nutzer erlaubt, seine Suchanfrage in natu¨rlichsprach-
lichen Phrasen zu formulieren und im Dialog zu konkretisieren, gebildet. Als Er-
gebnis wird eine Menge von HTML-Dokumenten geliefert, deren Inhalt dem Be-
nutzer natu¨rlichsprachlich auf Basis der Abstracts als Zusammenfassung pra¨sentiert
wird. Die Informationen werden in relationalen Datenbanken gespeichert. Such-
auftra¨ge werden als Kombination von Information-Retrieval-Suchkommandos und
Datenbankanfragen (IRQL) formuliert.
Es handelt sich um ein vom BMBF gefo¨rdertes 3-Jahres-Projekt, das von den Part-
nern DFKI Saarbru¨cken (automatische Sprachverarbeitung), Universita¨t Karlsruhe
(Konstruktion von Ontologien), GECKO mbH Rostock (Dialoggestaltung) und der
Universita¨t Rostock (Suchmaschinen mit Datenbanktechnik) getragen wird.
4.2 Die GETESS-Architektur
Die GETESS-Architektur gliedert sich in vier Hauptkomponenten: das Dialogsy-
stem, die Datengenerierung, das Knowledge Aquisition Tool und die Suchmaschi-
ne.
  Datengenerierung
Die Erstellung von Stichwort-Index und Index-Eintra¨gen fu¨r Informationen
aus Datenbanken, den sogenannten Abstracts, ist die Aufgabe der Datenge-
nerierung. Als Eingabe dienen sowohl Textdokumente (HTML, PS, RTF, ...)
als auch verschiedene Arten von Datenbanken.
  Abstracts
Das grundlegende Element des GETESS-Systems bilden die sogenannten
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Abstracts. Sie stellen neben dem herko¨mmlichen Stichwort-Index die Such-
basis des Systems dar. Ein Analysesystem (Abstract-Generator) zwischen
Suchmaschine und Informationen sorgt fu¨r die Kondensation der Informatio-
nen in sprachunabha¨ngige, gewichtete Zusammenfassungen, den Abstracts.
Die Ontologie nimmt als Basis der Abstract-Generierung eine wichtige Stel-
lung ein. Die so generierten Abstracts dienen als Basis und Ergebnis der
Suchanfragen. Wenn man eine Suchmaschine fu¨rs Internet erstellt, geht man
davon aus, dass sehr viele Informationen vorhanden sind und somit eine große
Menge von Abstracts generiert werden mu¨ssen. Das bedeutet, dass Datenban-
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Sprachspezifische und domainspezifische Informationen aus einer Ontologie
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werden verwendet, um eine Suchanfrage zu erstellen und beantworten. Es
wird angestrebt, den Benutzer in seiner Suchbeschreibung zu fu¨hren, d.h.
eine Suchanforderung zu erstellen, die seine Wu¨nsche hinsichtlich Umfang
und Qualita¨t der Information spezifiziert. Durch das Anbieten von Ober-
und Unterbegriffen wird beispielsweise eine Eingrenzung des Suchraums er-
reicht. Eine bessere Spezifizierung des Suchvorgangs wird durch eine Aus-
handlung treffender Ober- und Unterbegriffe im Dialog erreicht. Dies ist hilf-
reich, wenn dem Benutzer keine treffenden Suchbegriffe einfallen oder ihm
im Dokument verwendete Begriffe nicht bekannt sind. Der Einsatz von Dia-
loghistorie und Benutzer-Profile ermo¨glicht einen zielgerichteten Dialog zur
Kla¨rung bzw. zur Konkretisierung der Suchanfragen.
  Knowledge Aquisition Tool
Zur Aktualisierung des GETESS-Wissens wurde das Knowledge Aquisition
Tool entwickelt. Diese kann durch ha¨ufige Nutzer-Anfragen zu einem spezifi-
schen Thema oder neue Dokumente initiiert werden und zu einer Anpassung
der Ontologie, der verwendeten Lexika fu¨r die Analyse der natu¨rlichen Spra-
che fu¨hren.
  Ontologie
Die zentrale Stellung im GETESS-System nimmt die Ontologie ein. Sie be-
schreibt eine konkrete Doma¨ne, welche beispielhaft fu¨r Tourismus und Fi-
nanzinfos umgesetzt wurde. Die Vorgabe des Kontext-Wissens zur Abstract-
Bildung und die Auflo¨sung von linguistischen Mehrdeutigkeiten sind Aufga-
ben der Ontologie. Sie wird auf Basis einer definierten Menge von Internet-
Informationen entwickelt und sta¨ndig weiterentwickelt. Die Beschreibung,
wie die Abstracts in die Datenbank gespeichert werden, ist ebenfalls Aufgabe
der Ontologie.
4.3 Ontologie und Domainlexikon
Wie schon mehrfach erwa¨hnt, nehmen die Ontologie und das Domainlexikon in-
nerhalb des Projektes GETESS eine herausragende Stellung ein. In diesem Kapitel
sollen ihre Aufgaben verdeutlicht werden.
Als Ontologie wird in GETESS eine Menge von Begriffen verstanden, die u¨ber
inhaltliche Beziehungen zueinander geordnet sind. So ist beispielsweise Unter-
kunft ein Oberbegriff fu¨r Hotel, Jugendherberge oder auch Pension. Bei der On-
tologieentwicklung wurden zwei wesentliche Ziele verfolgt. Zum einen stellt das
Ontologiesystem Dienste zur Verfu¨gung, die von anderen Modulen des GETESS-
Systems genutzt werden. Zum anderen wirkt die Modellierung aber auch struktur-
gebend auf die Datenbankschemata der anderen Module und dient damit als seman-
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tisches Bindeglied zwischen Front-End und Back-End. Konkret lassen sich diese
beiden Verwendungszwecke anhand der Interaktionen mit den anderen Modulen
des GETESS-Systems beschreiben:
  Interaktion mit dem Modul fu¨r die Analyse natu¨rlichsprachlicher Eingaben:
Natu¨rlichsprachliche Anfragen und das Parsen von Texten liefern syntakti-
sche Beziehungen zwischen Worten und Phrasen. Diese liefern Hinweise
daru¨ber, welche Objekte inhaltlich relationiert werden sollen. Kla¨rung, ob
und wie aufgrund der inhaltlichen Zusammenha¨nge relationiert werden kann,
ist Aufgabe der Ontologie.
Beispiel:
Die Phrase Rostocker Rathaus wurde in einem Text erkannt und eine syn-
taktische Beziehung Rostocker und Rathaus festgestellt. Durch Abfrage der
Ontologie wird jetzt festgestellt, ob aus Sicht der Ontologie eine semantische










Abbildung 4: Semantische Relationierung textueller Informationen
Es wird ein Eintrag fu¨r den Begriff Rostock im Lexikon gefunden, der einen
Verweis auf einen Eintrag in der Datenbank entha¨lt. Es ist bekannt, dass
dieses Objekt eine Instanz der Klasse Stadt und diese wiederum in der Onto-
logie definiert ist. Fu¨r Rathaus ist wiederum ein a¨hnlicher, direkter Verweis
auf die in der Ontologie beschriebene allgemeine Klasse von Ratha¨usern defi-
niert. ¨Uber die Ontologie erfolgt nun die Suche nach sinnvollen semantischen
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Relationierungen zwischen Rostock und Rathaus. Fu¨r den in Abbildung 4
angegebenen Ausschnitt aus der Ontologie werden zwei Relationierungen ge-
funden. Das ist zum einen die Relation hat Gebaeude und zum anderen die
Relation hat Rathaus. Die Beschreibungen dieser Relationen werden von
der Klasse Ort an die Klasse Stadt vererbt. Da es sich bei der Relation hat
Rathaus um die speziellere handelt, wird sie als sinnvollere Alternative an-
gesehen und als Ergebnis zuru¨ckgegeben. Rostock und Rathaus werden als
Ergebnis der Ontologieabfrage u¨ber hat Rathaus relationiert und diese Infor-
mation mit in die Abstract-Datenabnk eingebracht.
  Interaktion mit dem Datenbanksystem:
Wie schon erwa¨hnt, bestimmt die Ontologie, wie die aus den Texten gene-
rierten Abstracts und damit die im Datenbanksystem zu speichernden seman-
tischen Relationierungen aussehen. Dies muss sich natu¨rlich in den Klassen-
beschreibungen des Ontologiemodells im Datenbankschema niederschlagen.
Andererseits ist es so, dass das Datenbanksystem das Ontologiesystem zu
Hilfe nehmen kann, um Inferenzen durchfu¨hren zu lassen.
  Interaktion mit dem Dialogsystem:
Neben natu¨rlichsprachlichen Anfragen kann das Wissen der Ontologie natu¨r-
lich auch direkt u¨ber grafische Schnittstellen dem Benutzer zur Verfu¨gung
gestellt werden, um interessante Informationen zu liefern. Die Schnittstel-
le kann benutzt werden, um u¨ber Mausklicks komplexe Anfragen zusamm-
zustellen. Je nach Versiertheit mit dem System kann der Benutzer die fu¨r
ihn effizienteste Anfragemethode wa¨hlen. Dies wird zuna¨chst eine einfache
natu¨rlichsprachliche Anfrage sein, allerdings bieten bei zunehmendem Wis-
sen die in der Ontologie modellierten Konzepte einen mo¨glicherweise einfa-
cheren, da zielgerichteteren, Zugang zum System.
Wie es in den Erla¨rungen zur Ontologie bereits angeklungen ist, wird durch das
Parsen von Texten eine syntaktische Beziehung zwischen Worten und Phrasen er-
kannt. Dies geschieht in GETESS auf der Basis des flachen Textverarbeitungssy-
stems SMES. SMES wurde am DFKI im BMBF-Projekt PARADIME entwickelt.
In SMES wird eine systematische Trennung zwischen domainunabha¨ngiger lin-
guistischer Kernfunktionalita¨t und domainspezifischer Templateverarbeitung ver-
folgt. Die Kernkomponenten umfassen: Textscanner, eine schnelle und effizien-
te Morphologiekomponente (inklusive Behandlung von Komposita und robustem
Lexikonzugriff, Performanz: 5000 Wo¨rter/Sek.), ein Chunk-Parser auf der Basis
kaskadierter endlicher Automaten und Methoden zur Templategenerierung. SMES
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verfu¨gt u¨ber umfangreiche linguistische Wissensquellen (u¨ber 150.000 Lemata,
Grammatiken zur Erkennung von Eigennamen, generische Nominal- und Pra¨positio-
nalphrasen und eine Satzgrammatik mit einem Subkategorisierungslexikon von u¨ber
15.000 Eintra¨gen). SMES ist in eine Client/Server-Architektur integriert, die eine
schnelle und einfache Verfu¨gbarkeit neuer Funktionalita¨ten erlaubt. Fu¨r das Pro-
jekt GETESS wurden die linguistischen Wissensquellen von SMES um fu¨r die
GETESS-Doma¨ne relevante Quellen erweitert. Ein Schwerpunkt lag dabei in der
Integration von Domainwissen in die flache Textverarbeitung. Dazu waren folgende
Schritte no¨tig:
  Definition der Abbildung von Lexikoneintra¨gen und terminalen Elementen
der Ontologie,
  Erweiterung der Grammatiken um eine domainspezifische Schnittstelle.
Das Domainlexikon als Schnittstelle zur Ontologie wird mittels einer einfachen
ASCII-basierten Schnittstelle realisiert. Auf Basis dieser ASCII-Schnittstelle wur-
den einige Perl-Programme definiert, welche eine automatische Konvertierung in ei-
ne STP(flache Textanalysekomponente von SMES)-interne Lisprepra¨sentation vor-
nehmen. Das Format des Domainlexikons ist sehr einfach aufgebaut. Ein Lexi-
koneintrag beschra¨nkt sich jeweils auf eine einzige Zeile. Diese ist in vier Spalten
unterteilt. Die Trennung der Spalten erfolgt durch Hash(#). Die erste Spalte entha¨lt
den Stamm des Wortes, die zweite seine Kategorie, die dritte das zugeho¨rige Kon-
zept und die vierte Spalte kann, falls vorhanden, die Slotangabe enthalten. Ist ein
Wort zwei oder mehr Konzepten zuzuordnen, so wurde der Eintrag mehrfach vor-
genommen. Die Auflistung der Eintragungen erfolgt in alphabetischer Reihenfolge







#  N 
#  N 
#  N 
#  V 
#  N
#   :zimmer 
#   hotel 
#   gasthof 
#   :preis_auskunft 
#   :zimmer
#   :ausstattung 
#   konferenzausstattung 
#   konferenzausstattung 
 
#   :ausstattung
Abbildung 5: Ausschnitt aus dem Domainlexikon
In der flachen Textanalyse selbst, u¨bernimmt ein Chunk-Parser die syntaktische
Analyse von morphologisch analysierten Wortsequenzen. Ein Chunk-Parser be-
steht aus einem System von Modulen. Jedes Modul besteht aus einer Grammatik
zur Analyse eines bestimmten Phrasentyps, z.B. Nominalphrasen, Prepositional-
phrasen oder Verbgruppen. Die Grammatiken sind uniform als endliche Automaten
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kodiert, um die angestrebte Robustheit und Effiziens zu erreichen. Nach dem Par-
singprozess werden alle Phrasen ausgefiltert, die keine Beziehung zum Domainlexi-
kon haben. Weiterfu¨hrende Informationen sind unter anderem in den Publikationen
[MS1], [MS2], [MS3] und [GE99] zum Projekt zu finden.
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5 Kombination von Wrappermethoden und Ontolo-
giewissen
Ziel dieser Studienarbeit ist es, Methoden zu entwickeln, die HTML-Dokumente
um beschreibende Metadaten anreichern. Dabei soll eine Kombination von Wrap-
permethoden und wissensbasierten Verfahren aus dem Projekt GETESS eingesetzt
werden.
5.1 Konzept zur Kombination
Das Anreichern von HTML-Dokumenten um beschreibende Metadaten erfolgt prin-
zipiell in drei Schritten: dem Laden lokaler oder im WWW liegender HTML-
Dokumente, dem Wrappen von Daten und anschließender Datenextraktion auf Ba-
sis von Ontologiewissen. Die Ergebnisse werden im Dokument als Metadaten ge-
speichert.
Der Benutzer hat die Mo¨glichkeit, die um Metadaten anzureichernden HTML- Do-
kumente lokal von seinem Rechner oder aus dem WWW zu laden. Es dient dann
als Eingabe fu¨r den Wrapper, welcher Metainformationen, die sich aus der Struk-
tur des HTML-Dokumentes ableiten lassen, extrahiert. Außerdem wird sa¨mtlicher
Textinhalt extrahiert, bearbeitet und mit dem Ontologiewissen verglichen. In Text
und Ontologie vorkommende Daten werden zu Metadaten. Sowohl die gewrappten
als auch die u¨ber das Ontologiewissen gewonnenen Metadaten werden ins HTML-
Dokument eingefu¨gt und lokal gespeichert. Die prinzipielle Vorgehensweise ist in
der folgenden Abbildung dargestellt.































Abbildung 6: Prinzip der Kombination von Wrappermethoden und wissensbasier-
ten Verfahren
Nach der oben beschriebenen Konzeption wird im folgenden Abschnitt eine pro-
totypische Implementierung vorgestellt.
5.2 Prototypische Implementierung anhand der Beispieldoma¨ne
”Geschichte Mecklenburg-Vorpommerns”
Ein wichtiger Aspekt bei der Implementation des vorgestellten Konzeptes war die
Suche nach einer geeigneten Doma¨ne. Aufgrund des Vorhandenseins von Beispiel-
dokumenten zur Geschichte Mecklenburg-Vorpommerns wurde diese Thematik
fu¨r den Aufbau einer Ontologie und somit als Wissensbasis zugrunde gelegt. Den
genauen Aufbau der Ontologie entnehme man spa¨ter folgeneden Erla¨uterungen.
Die verwendeten Beispieldokumente wurden aus einer Distribution zur Geschichte
Mecklenburg-Vorpommerns entnommen.
In den folgenden Abschnitten wird die Beispielimplementation na¨her erla¨utert und
auf vorkommende Besonderheiten eingegangen. Nach dem Start der Applikation
hat der Benutzer die Mo¨glichkeit zu entscheiden, von welchem Ort ein HTML-
Dokument geladen werden soll. Das HTML-Dokument kann von einem lokalen
Speichermedium oder aus dem WWW geladen werden. Das erhaltene HTML-
Dokument wird an einen Wrapper gegeben und durch diesen verarbeitet. In Anhang-
A sind der Quelltext der entsprechenden Wrapper-Spezifikation und in Anhang-B
der Quelltext der daraus generierten java-Klasse zu finden. Durch den Wrapper
werden Metadaten, die sich direkt aus der Struktur des HTML-Dokumentes ab-
leiten lassen, ausgelesen. Exemplarisch wurde dies anhand der Auswertung des
TITLE-Tags implementiert. Anschließend wird der gesamte textuelle Inhalt des
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HTML-Dokuments in einer (NSL List) gesammelt und u¨bergeben. Nun werden
die Token jeden Listenfeldes separiert und in einem SET gespeichert. Dieser Da-
tentyp wurde gewa¨hlt, um doppelte Eintra¨ge zu vermeiden. Desweiteren wurde als
Methode des Information Retrieval eine Stoppwortliste angelegt, um Fu¨llwo¨rter wie
beispielsweise an, als, und, der, die, das, ... zu entfernen und so die Gro¨ße des SETs
”maximal” zu minimieren. Um einen kontrollierten Zugriff auf den Inhalt des SETs
zu garantieren, wird es in ein ARRAY umgewandelt. Damit wurde der Textinhalt
des HTML-Dokumentes fu¨r eine Verarbeitung durch die Ontologie vorbereitet.
Aufbau der Ontologie
In der Ontologie werden Begriffe einander zugeordnet, die in inhaltlicher Bezie-
hung zueinander stehen. Diese Begriffe werden als Konzepte bezeichnet und als












Ontologie als Baumstruktur Speicherung der Ontologie in Tabelle
Abbildung 7: Aufbau und Speicherung der Ontologie
Anstatt eine lexikalische und morphologische Analyse der HTML-Dokumente
mit Hilfe einer umfangreichen Grammatik durchzufu¨hren, wird eine zweite Tabel-
le angelegt, die als Lexikon und Morphologie fungiert und die mo¨glichen Aus-
pra¨gungen der einzelnen Konzepte entha¨lt. Als Auspra¨gung eines Wortes werden
z.B. die verschiedenen Zeit-, Personen-, Kasus-, und Komparationsformen verstan-
den. Die Tabelle dient als Schnittstelle zwischen Textinhalt und Ontologiewissen.
Der prinzipielle Aufbau ist in der folgenden Tabelle demonstriert.













Abbildung 8: Prinzip der Speicherung von Auspra¨gungen zu einzelnen Konzepten
Die konkreten Tabellen zur Beispieldoma¨ne sind im Anhang-F und Anhang-G
zu finden.
Wie oben beschrieben, wurden sa¨mtliche Token des Textes des zu analysierenden
HTML-Dokumentes in einem Array gespeichert. Nun werden alle Elemente des
Arrays durchlaufen und mit den Inhalten der Auspra¨gungstabelle verglichen. Wird
ein Element gefunden, welches gleichzeitig eine Auspra¨gung eines Konzeptes in
der Tabelle darstellt, so wird das zugeho¨rige Konzept ermittelt. Dieses dient in der
Ontologiehierarchie als Einstiegspunkt. Jetzt wird in der Hierarchie bis zur Wurzel
gegangen, wobei jeder zwischen Wurzel und Konzept vorkommende Knoten mit in
eine Konzeptliste aufgenommen wird. Zu Metadaten werden somit sa¨mtliche im
Text gefundenen Auspra¨gungen und die dazu aufgestellte Konzeptliste. Nachteil
dieser Art der Analyse ist, dass es unmo¨glich ist, Mehrdeutigkeiten zu erkennen, da
nur das Vorkommen von Auspra¨gungen u¨berpru¨ft wird, aber nicht deren inhaltliche
Bedeutung.
Ergebnis der Analyse des HTML-Dokumentes sind zwei Arten von Metadaten.
Dies sind einerseits die gewrappten und andererseits die mit Hilfe von Ontologie-
wissen gewonnenen. Sie werden in der anschließend beschriebenen Form in den
Header des HTML-Dokumentes eingefu¨gt. Beide Arten von Metadaten haben das
Attribut name, welches beschreibt, um welche Sorte es sich handelt. Bei den ge-
wrappten Metadaten folgt das Attribut Titel, welches den Inhalt des TITLE-Tags
repra¨sentiert. Die mit Hilfe der Ontologie gewonnenen Metadaten hingegen besit-
zen zwei weitere Attribute. Das Attribut Originaltext beschreibt eine im Dokument
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vorkommende Auspra¨gung eines Konzeptes und das Attribut Auspra¨gung von die
zugeho¨rige Konzeptliste.
Im angereicherten HTML-Dokument sieht dies folgendermaßen aus:
<html>
<head>
<meta name ="Metadaten_gewrappt" Titel="Mecklenburg von 1815 bis 1847">
<meta name ="Metadaten_aus_Ontologiewissen" Originaltext ="Neustrelitz"
Auspra¨gung_von ="stadt:land:region:geschichtsereignis">




Dem Anwender wird die Mo¨glichkeit gegeben, den Quelltext des mit Metadaten
angereicherten HTML-Dokumentes zu manipulieren und es anschließend zu spei-
chern.




Da es sich bei dem in dieser Studienarbeit implementierten Ansatz zur Anreiche-
rung von HTML-Dokumenten um beschreibende Metadaten durch Kombination
von Wrappermethoden und wissensbasierten Verfahren um einen Prototypen han-
delt, sind logischerweise noch einige Schwa¨chen vorhanden, deren Eliminierung
eine Verbesserung der Qualita¨t der Implementation darstellen wu¨rde. Beispielswei-
se wa¨re es denkbar, durch den Einsatz von Grammatiken Mehrdeutigkeiten auf-
zulo¨sen oder Sinnzusammenha¨nge zu erkennen. Eine verbesserte syntaktische und
morphologische Analyse der Texte wa¨re mit Hilfe eines umfangreicheren Lexikons
vorstellbar. Aber auch schon wa¨hrend des Wrappens sind durchaus Mankos vor-
handen. Eine sta¨rkere Einbeziehung der Dokumentenstruktur beim Wrappen wa¨re
nur ein Beispiel. Man ko¨nnte eventuell dem Anwender die Mo¨glichkeit geben, ei-
gene Extraktionsregeln zu schreiben und so das Ergebnis des Wrappens dynamisch
seinen Erfordernissen anzupassen.
Als weiterfu¨hrende Projekte wa¨ren Szenarien denkbar, die die gewonnenen Metada-
ten nutzen um die analysierten HTML-Dokumente weiter zu verarbeiten, beispiels-
weise in Datenbanken zu speichern.
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7 Anha¨nge


















7.2 Anhang B — Quelltext fu¨r die generierte Wrapper-Klasse.
/**************************************************
class schu
This class was generated automatically by W4F
**************************************************/
/**************************/













public class schu {
/**************************/
/** type declarations */
/**************************/
public NestedStringList inhalt ;




// No mapping defined
//
/*******************************/
/** Retrieval method 0 */
/*******************************/
static schu get(String url) throws IOException,
UnknownHostException, edu.upenn.w4f.parser.ParseException {
String __url ;
RetrievalAgent __ra = new RetrievalAgent() ;
__url = url ;




/** Constructor 1 */
/**************************/
public schu(DataInputStream __in, Hashtable __header) throws IOException,
UnknownHostException, edu.upenn.w4f.parser.ParseException {
HtmlParser __hp = new HtmlParser() ;
HtmlNode __root = __hp.parse(__in) ;
__root.addAttributes(__header) ;
HtmlPathParser __hpp = new HtmlPathParser() ;
int __i ;
Condition __conditions[] ;
// loading extraction rules
__conditions = null ;
titel__extract_1 = __hpp.parseCorrectPath(".head[0].title[0].text", __conditions) ;
__conditions = null ;
inhalt__extract_1 = __hpp.parseCorrectPath("->pcdata[0-].text", __conditions) ;
// building object
try {
inhalt = (inhalt__extract_1.getNSLFrom(__root)) ;
} catch (edu.upenn.w4f.htmlpath.NoSuchElementException e1) {
inhalt = null ;
}
try {
titel = NslToJava.to_String(titel__extract_1.getNSLFrom(__root)) ;
} catch (edu.upenn.w4f.htmlpath.NoSuchElementException e1) {




/** Constructor 2 */
/**************************/






/** Constructor 3 */
/**************************/
public schu(RetrievalAgent ra, String url, String postdata, String extraHeader)
throws IOException, UnknownHostException, edu.upenn.w4f.parser.ParseException {






public String toString() {
String result = new String() ;
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result += "inhalt : " + inhalt + "\n" ;




















public class swing_main extends JFrame
{
//variablendeklarationen
static final String RED = "Red";
static final String BLACK = "Black";
static private final String newline = "\n";
static private Writer out;
private String indentString = " ";



















super("Tool zur Anreicherung von Webseiten um beschreibende Metadaten");
//Erstellen eines Frames
setSize(800,600);
// styles der schriftarten festlegen
final Hashtable paraStyles;
paraStyles = new Hashtable();
SimpleAttributeSet attr = new SimpleAttributeSet();
attr = new SimpleAttributeSet();
StyleConstants.setForeground(attr, Color.red);
paraStyles.put(RED, attr);
final AttributeSet bigStyle = (AttributeSet) paraStyles.get(RED);
final AttributeSet normalStyle = (AttributeSet) paraStyles.get(BLACK);
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//der ganze Swing - Kram
log = new JTextArea(5,20);
log.setMargin(new Insets(5,5,5,5));
log.setEditable(false);
JScrollPane logScrollPane = new JScrollPane(log);
contentPane = new JPanel();
fc = new JFileChooser();
menu = new JMenuBar();
datei = new JMenu("Datei");
punkt1 = new JMenuItem("lokale Webseite laden");
punkt2 = new JMenuItem("Webseite laden");
punkt3 = new JMenuItem("Exit");
knopf = new JButton("File Parsen");
knopf2 = new JButton("save File");
knopf2.setEnabled(false);
//das linke JTextPane
doc = new DefaultStyledDocument();
mypane = new JTextPane (doc);
scrollPane = new JScrollPane(mypane);




doc1 = new DefaultStyledDocument();
mypane1 = new JTextPane (doc1);
scrollPane1 = new JScrollPane(mypane1);
JViewport vp1 = scrollPane1.getViewport();
vp1.add(mypane1);
scrollPane1.setPreferredSize(new Dimension(380,500));
//wenn aktuelle File geparsed werden soll
knopf.addActionListener(new ActionListener()
{




//instanz von metadaten_main und speicherung des ergebnisses in liste
metadaten_main schu = new metadaten_main();























int leng1 = liste.length;
int c1 = 0;
//festlegen an welche stelle die metadaten eingetragen werden
int InsertAnStelle = ext.indexOf("<head>");





String begin = ext.substring(0,InsertAnStelle+6);




















public void actionPerformed(ActionEvent c)
{
int returnVal = fc.showSaveDialog(swing_main.this);
if (returnVal == JFileChooser.APPROVE_OPTION)
{ File file = fc.getSelectedFile();
//this is where a real application would save the file.
log.append("Saving: " + file.getAbsolutePath() + "." + newline);
try
{
System.out.println("Speichere in: " + file.getAbsolutePath());























JOptionPane bla = new JOptionPane();








System.out.println("folgender Fehler ist aufgetreten URL: " + v);
}
System.out.println(inputValue);
/*if (inputValue.equals("") == true)
{
//custom title, error icon
JOptionPane.showMessageDialog(bla,










Text = new StringBuffer();
/*URL verb = new URL(inputValue);
BufferedReader eingabestrom = new BufferedReader(
new InputStreamReader(verb.openStream()));
String inputLine;




URL verb = new URL(inputValue);
URLConnection conn = verb.openConnection();










//bei erfolgreichem einlesen wird parseknopf aktiviert
knopf.setEnabled(true);
































//lokales File wird geladen
punkt1.addActionListener(new ActionListener()
{





int returnVal = fc.showOpenDialog(swing_main.this);




















FileReader eingabestrom = new FileReader(file);
int gelesen;
Text = new StringBuffer(10);
boolean ende = false;









// Datei wieder schliessen
eingabestrom.close();
ext = Text.toString();


























//this is where a real application would open the file.
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public static void main(String [] argv)
{
























//methode um url der html-seite an die generierte klasse schu.class zu geben
//und ergebnis zu verarbeiten, um es als String[] zuru¨ckzugeben
//wird von swing_main aufgerufen
public String[] toParseFile(String url)throws Exception
{
//instanz von schu
schu f = schu.get(url) ;
//zu testzwecken, gewrappte u¨berschrift der html-seite
System.out.println("Die ¨Uberschrift lautet: " + f.titel);
//gewrappter textinhalt der seite als NSL_List geholt
NSL_List nsl = (NSL_List) f.inhalt;
int size = nsl.size();
int i =0;
//Set, um darin Textinhalt, wort fu¨r wort ohne dopplungen zu speichern
Set testset = Collections.synchronizedSet(new HashSet());
/*jedes element der NSL_List wird in String verwandelt,
bearbeitet und im Set testset gespeichert
*/
for (i=0; i<size; i++)
{
String name = ((NSL_String) nsl.elementAt(i)).toString();
name = name.replace(’(’ ,’ ’ );
name = name.replace(’)’ ,’ ’ );
name = name.replace(’,’ ,’ ’ );
name = name.replace(’|’ ,’ ’);
name = name.replace(’"’ ,’ ’);
name = name.replace(’?’ ,’ ’);
name = name.replace(’!’ ,’ ’);
name = name.replace(’:’ ,’ ’);
name = name.replace(’;’ ,’ ’);
name = name.trim();
if (name.indexOf("@") == -1)
{




System.out.println(name + " FeldNr.:" + i );
Vector fu¨llwo¨rter=new Vector();
String a = "mit";
String b = "der";
String c = "die";
String d = "das";
String e = "wo";
String f1 = "ein";
String g = "u¨ber";
String h = "als";
String i1 = "an";
String j = "am";
String k = "eine";
String l = "zu";
String m = "so";
String n = "und";
String o = "kein";
String p = "jeden";


















//stringtokenizer, um jeden token der NSL_List zu extrahieren und
//ins testset zu speichern
StringTokenizer st = new StringTokenizer(name);
while (st.hasMoreTokens())
{







int d = testset.size();
System.out.println(d);
//umwandlung testset im array
String[] x = (String[]) testset.toArray(new String[0]);
//fu¨r testzwecke um arrayinhalt zu u¨berpru¨fen
int leng = x.length;
System.out.println(leng);
int c = 0;
for (c=0; c<(leng); c++)
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{
System.out.println("array-felder "+ x[c]+ " , " + c);
}
//instanz von DbKram, um ontologie abzufragen
final DbKram test = new DbKram();
//u¨bergabe des arrys an DbKram und ergebnis in Set liste abspeichern
Set liste = test.eintraege(x);
System.out.println(liste.size());
int p =liste.size();
//liste in array umwandeln und an letzte stelle des feldes
//die gewrappte u¨berschrift abspeichern
String[] liste1 = (String[]) liste.toArray(new String[p+1]);
liste1[p] = f.titel.toString();
//fu¨r testzwecke
int leng1 = liste1.length;
int c1 = 0;
for (c1=0; c1<(leng1); c1++)
{
System.out.println("array-felder "+ liste1[c1]+ " , " + c1);
}


















static Connection conn = null;
//klasse, die einen vorga¨nger zu einem konzept als string zuru¨ckliefert
public String konzepte(String konzept)
{
String returne = "";
String cmd1 = "SELECT vertreter, vorgaenger FROM geschichte where vertreter =’"+ konzept+"’";
Statement query1 = null;


















public Set eintraege(String[] inhalt)
{
Set returner = Collections.synchronizedSet(new HashSet());
if(connectDBServer()!=false)
{
int leng = inhalt.length;
int c = 0;
for (c=0; c<(leng); c++)
{
System.out.println("aktuelle Auspra¨gung: "+ inhalt[c]+ " , " + c);
String cmd = "SELECT auspraegung, konzept FROM einstieg where auspraegung =’"+ inhalt[c]+"’";
System.out.println(cmd);
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Statement query = null;









String hilfstring = konzepte(rs_query.getString(2));String konzepthierarchie = hilfstring;








System.out.println("konzepthierarchie danach "+ konzepthierarchie);
}
returner.add("<meta name =\"Metadaten_aus_Ontologiewissen\"














//schließt die connection zum Server








System.out.println("SchuERROR: Die Verbindung konnte







//o¨ffnet eine Connection zum DB-Server
public static boolean connectDBServer()
{
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