ABSTRACT A stochastic hybrid system (SHS) is a type of model describing real-world systems, who are both dynamic and hybrid. System performance evaluation is a key technology related to mission accomplishment and safety, where a rational selection of performance indicators is an important guarantee of truly and accurately evaluating system performance. This paper proposes a performance evaluation algorithm of SHS. First, the concept of fuzzy health degree is proposed and the SHS model studied in this paper is established. Then, the procedure of the algorithm is presented in detail, including hybrid state estimation based on a modified interacting-multiple-model algorithm, discretization of continuous variables, and quantitative calculation of fuzzy health degree. In order to validate the effectiveness of the proposed algorithm, an experiment of a quadrotor with sensor anomalies is made where the system performance is quantitatively described by using the fuzzy health degree. Comparative studies are also made and discussed.
I. INTRODUCTION
An effective way of evaluating system performance in-situ is to rely on the Prognostics and Health Management (PHM) framework [1] . As shown in Figure 1 , PHM is an approach utilizing system models and measurements to perform functions, including performance evaluation, performance prediction, intelligent decision-making, etc [2] . In the PHM framework, the plant and its PHM system itself form a closed-loop system, where the PHM system can be divided into a monitoring level, a prediction level and a management level. In all three levels and related techniques, system performance can be always characterized by some physical and mathematical quantities, namely performance indicators. Obviously, a rational selection of performance indicators is an important guarantee of truly and accurately evaluating system performance. In current research, the existing performance indicators can be mainly classified into four types [3] : process variables, data features, residuals and reliable probabilities.
Process variables are intuitive parameters which are able to reflect the dynamic feature and status of a dynamical system or process. They can change rapidly when an unexpected behavior occurs. Thus, process variables are the most common performance indicators in practice. References [4] and [5] used the resistance and capacity to perform health monitoring and residual life prediction of Lithium-Ion batteries. References [6] - [8] used the terminal voltage and temperature for performance evaluation and prediction of electronic products and nuclear systems. Although process variables are capable of characterizing system performance, the variation of process variables might be not explicitly and monotonously correlated to the dynamic performance of some practical systems [9] , [10] . Thus, current research uses signal processing approaches and tools to generate artificial quantities for purpose of performance quantification, including data features [11] and residuals [12] . Data features are derived values from raw sensor signals, intended to be informative, non-redundant and facilitated to indicating the characteristics of system performance. In rotating machinery and its components, features are always extracted by data-driven approaches [13] . Details of various features and related extraction methods including timedomain methods, frequency-methods and time-frequency methods can be seen in [14] - [16] . Residuals are quantitative inconsistencies between the actual and expected behavior of a dynamical system or process [17] . Since any such an inconsistency may be caused by an anomaly, residuals are commonly used in the study of fault detection and isolation [12] . Related works are presented in [18] and [19] . Considering the tight relation between PHM and system reliability, there exists research using reliable probabilities to measure system performance. The relevant phrases include real-time reliability [20] , performance reliability [21] and dynamic reliability [22] . These methods take the time-dependent behavior of the system into account by dealing with the system model, sensor data and environmental disturbance, and provide the probability of the system being in a certain status at a certain time.
Another critical factor of accurately evaluating system performance is the accurate modeling of the studied system. In practice, some real-world systems are [23] : 1) dynamic, i.e., their state changes (deterministically and/or stochastically) in time; 2) hybrid, i.e., they are characterized by both discrete modes and continuous variables (e.g., components' health conditions, like functioning, failed, and continuous physical process variables, like temperatures and pressures). In current literatures, Stochastic Hybrid System (SHS) [24] , [25] is always used to describe such a hybrid dynamic process with interacting continuous dynamics and discrete dynamics. At each time, the evolution of SHS is confined in a continuous state space indexed by the discrete mode (continuous dynamics), or jumps from one discrete mode to another (discrete dynamics) and starts a new continuous evolution in another continuous state space. Studies covering performance evaluation of SHS include hybrid state estimation [26] , fault detection [27] and dynamic reliability (probabilistic reachability) analysis [28] , [29] . In these studies, process variables, residuals and reliable probabilities are used as performance indicators, respectively.
In the above research on both general dynamical systems and SHS, system performance is viewed as a binary value {0, 1} in most situations, obtained by a comparison between the performance indicator and its failure threshold. Even if the reliable probabilities are used as the performance indicator, the failure threshold of the selected performance indicator is binary. The value ''1'' means that the system performance is normal, while the value ''0'' indicates an anomalous system performance. Actually, for complex dynamical systems such as SHS, system performance evolving from normal to failed goes through a series of degradation states. It is inappropriate and limited to characterize the system degradation with a fixed and binary failure threshold. In order to deal with this limitation, [30] and [31] applied fuzzy reliability theory to PHM, and presented an implementation process to achieve performance evaluation and prediction of general dynamical systems. Considering the effectiveness of the fuzzy reliability as the performance indicator, this paper proposes a definition of fuzzy health degree for SHS on the basis of fuzzy reliability, and presents a performance evaluation algorithm of SHS based on fuzzy health degree. In this paper, the concept of fuzzy health degree is first proposed. Then, given the SHS model of a studied real-world system, an implementation process of performance evaluation algorithm is provided, including hybrid state estimation based on a modified Interacting-Multiple-Model (IMM) algorithm, discretization of continuous variables and quantitative calculation of fuzzy health degree. In order to validate the effectiveness of the proposed algorithm, an experiment of a quadrotor with sensor anomalies is made, where the system performance is quantitatively calculated by using the fuzzy health degree, and comparative studies are also made and discussed.
The major contribution of this paper lies in three aspects. First, the concept of fuzzy health degree is proposed for dynamical system on the basis of the fuzzy performance reliability, and applied to SHS as a new performance indicator. From the perspective of performance indicators, the fuzzy health degree is a performance indicator defined in fuzzy-state space, which is a complement of the current health degree defined in the binary-state space. Second, a performance evaluation algorithm for SHS model is comprehensively proposed, including hybrid state estimation, discretization of continuous variables and quantitative calculation of fuzzy health degree. The proposed performance evaluation algorithm is a complement of current in-situ performance evaluation studied in the binary-state space. Third, the proposed method is applied to the performance evaluation of quadrotors, and an experiment is performed to validate the effectiveness and availability of the proposed method in real practical scenario rather than correctness verification based on simulations.
The remainder of this paper is organized as follows. Section II presents the concept of fuzzy health degree and an establishment of the SHS model studied in this paper. Section III lists the procedure of the proposed performance evaluation algorithm. Section IV uses a case study of a quadrotor with sensor anomalies to validate the effectiveness and availability of the proposed method in real practical scenario. Section V gives a conclusion, and indicates future development of the proposed method.
II. FUZZY HEALTH DEGREE AND SHS MODELING A. FUZZY HEALTH DEGREE
In order to make the paper self-contained, a brief introduction of fuzzy reliability is presented in this part [30] - [32] . On this basis, the concept of fuzzy health degree is introduced.
Fuzzy reliability theory extends the traditional binary state space {0, 1} into a fuzzy state space [0, 1], and models fuzzy state transitions for a component or system representing various degrees of success and failure. For a discrete domain U = {S 1 , S 2 , · · · S N }. In the domain U, fuzzy success states are defined as
and fuzzy failure states are defined as
The physical meaning of fuzzy success/failure states is a division of system performance, representing various degrees of success and failure (degradation levels). In the fuzzy state space, the system operational states can be described with the fuzzy membership values, rather than just successful and failed states through single threshold segmentation. Without loss of generality, it is usually considered that
where m ij represents the transition from state S i to state S j . In the domain U T , a transition from a fuzzy success state to a fuzzy failure state is defined as [32] 
Here, T SF is viewed as a fuzzy event, and its corresponding membership function µ T SF m ij is determined as [32] 
Here, β F|S (S i ) is interpreted as the weight that state S i is attached to the fuzzy failure state compared to the fuzzy success state. In this case, only if condition
is true, a transition from state to state promotes the transition from fuzzy success to fuzzy failure.
Definition 1 [32] : For S i ,S j ∈U, the fuzzy interval reliability over a time interval [t 0 , t] is
where π ij (t 0 , t) is the transition probability from state S i to state S j over the time interval [t 0 , t]. The fuzzy reliability is at time t is R (t) = R (0, t).
As indicated in [30] , Definition 1 is inappropriate to be used in real-time performance evaluation. Thus, [30] presented an algorithm of fuzzy performance reliability for the purpose of PHM, and [31] further provided a modified algorithm of fuzzy performance reliability for general dynamical systems. In this paper, the concept of fuzzy health degree for performance evaluation study can be defined by the definition of fuzzy performance reliability. The details are addressed in the following theorems.
Theorem 1 [30] : For S i ,S j ∈U and a time interval [t 0 , t], the fuzzy health degree at time t is
where p S i (t 0 ) is the state probability of state S i at time t 0 . Here, the time interval [t 0 , t] is a sliding calculation interval during the real-time performance evaluation.
Theorem 2 [31] :
. Further, suppose that the system performance is in state S i at time t 0 with the probability p S i (t 0 ), where
Then, the fuzzy health degree at time t is
B. SHS MODELING
The SHS model studied in this paper is a special class of SHS, where the continuous dynamics is described by a set of stochastic differential equations, and the discrete dynamics is modeled by a first-order Markov chain. Define an SHS with a tuple H = (Q, n, F, u, w , Q, v , R, , p, Init), which is detailed as follows.
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Q := {q 1 , q 2 , · · · , q m } is a finite set of discrete modes for m ∈ N. n : Q −→ N assigns each discrete mode q ∈ Q a continuous state space R n . Let x denote the continuous variable vector. Then, the hybrid state s = (q, x) is defined on the hybrid state space S = Q × R n .
2) CONTINUOUS DYNAMICS (F, u, w , Q, v AND R)
For a discrete mode q j ∈ Q, the continuous dynamics is described by a stochastic differential equation:
where x ∈ R n×1 is the continuous variable vector, u ∈ R n u ×1 is the system input; F : R n×1 × R n u ×1 → R n×1 is a nonlinear process equation; y ∈ R n y ×1 is the system measurement vector; C q j ∈ R n y ×n is the measurement matrix. The item w ∼ N (0, Q) is the process noise, and w is the driven matrix, satisfying w w ∈ R n×1 ; the item v ∼ N (0, R) is the measurement noise, and v is the driven matrix, satisfying v v ∈ R n y ×1 .
3) DISCRETE DYNAMICS ( AND p)
:= π ij m×m ∈ R m×m is the transition probability matrix of a first-order Markov chain, with transition probabilities as
and
The meaning of (2) is the probability of being in mode q j at time k, given that the system was in mode q i at time k − 1. Following the Markov property, the system mode at time k only depends on the system mode at time k − 1, without considering former time instances.
be the vector of discrete mode probabilities. Then
4) INITIAL CONDITION (Init )
Init is the initial condition of the SHS. Let the symbol f (·) be the probability density function (pdf). The initial distribution of the hybrid state s (0) = (q (0) , x (0)) can be described as
where p j (0) 0 for ∀q j ∈ Q and m j=1 p j (0) = 1. For clarification, taking m = 3 as an example, the structure of the proposed SHS model is depicted in Figure 2 . 
III. PROCEDURES OF PERFORMANCE EVALUATION ALGORITHM
The procedure of the performance evaluation algorithm is shown in Figure 3 . First, given an SHS model H = (Q, n, F, u, w , Q, v , R, , p, Init) as shown in (1)-(4), the hybrid state is estimated in real-time by a modified IMM algorithm. Meanwhile, each continuous variable is discretized into several discrete fuzzy states. Then, in order to quantitatively evaluate system performance, the fuzzy health degree of each continuous variable is calculated, and the fuzzy health degree of the SHS is further obtained. 
A. HYBRID STATE ESTIMATION
In this part, the hybrid state estimation of the SHS is performed by a modified IMM algorithm. First, the classic IMM algorithm is presented. Then, two modifications are made for the purpose of accurate hybrid state estimation and convenient calculation of fuzzy health degree.
1) CLASSIC IMM ALGORITHM
The classic IMM algorithm is a recursive estimator [27] . In each recursive cycle, it consists of four steps: 1) modelconditional reinitialization (interacting or mixing of the estimates), where the input to the filter of each mode is obtained by mixing the estimates of all filters at the previous time under the assumption that the system is in this particular mode at the present time; 2) model-conditional filtering, performed in parallel for each mode; 3) mode probability update, based on the model-conditional likelihood functions; 4) estimate fusion, which yields the overall state estimate as the weighted sum of the updated state estimates of all filters. The detailed procedure of the classic IMM algorithm is provided as follows.
• Step 1.
Compute the predicted mode probability from k − 1 to k:
Compute the mixing probability at time k − 1 :
Compute the mixing estimate at time k − 1 :
Compute the mixing covariance at time k − 1 :
Compute the predicted state from k − 1 to k:
Compute the predicted covariance from k − 1 to k:
where
.
Compute the measurement residual at time k:
Compute the residual covariance at time k:
Compute the filter gain at time k:
Update the estimated state at time k:
Update the covariance matrix at time k:
• Step 3. Mode probability update (for j = 1, 2, · · · , m) Compute the likelihood function at time k:
Update the mode probability at time k:
Recognize the current mode at time k:
(18)
• Step 4. Estimate fusion (for output purpose)
Compute the overall estimate at time k:
Compute the overall covariance matrix at time k:
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2) MODIFIED IMM ALGORITHM
In the classic IMM algorithm, the transition probability is assumed to be constant over the studied time interval. However, as indicated in [33] and [34] , the unchanged transition probability can mislead the mode recognition to intermittently declare a false recognition result, especially when the continuous behavior under different modes is similar. In addition, according to the classic IMM algorithm, the real-time distribution of f x (k) q j (k) , Y k cannot be approximated as a Gaussian distribution, since the mixing covariance in
Step 1 will change the covariance of x under mode q j in a non-Gaussian way. This will lead to difficulty in calculating the fuzzy health degree due to a non-Gaussian distribution of f x (k) q j (k) , Y k . Considering the above deficiencies, two modifications are made to the classic IMM algorithm [35] .
a: MODIFICATION 1 An update of transition probability is added to the classic IMM algorithm. Suppose the system is in mode q i at time k − 1, and in mode q j at time k, q i = q j . Let (k) = π ij (k) m×m be the transition probability matrix. Further define an elementary matrix as
Then, the transition probability matrix (k) is updated as
After the update, mode q j at time k becomes currently dominant instead of mode q i , and the restriction that real discrete dynamics should be precisely known as a priori is relaxed.
b: MODIFICATION 2 In (8), omit the step of mixing covariance, and just let
. After this modification, the distribution of continuous variables under a specific mode at time k, written as f x (k) q j (k) , Y k , can be approximated as [36] 
Without the mixing covariance step, it will not influence the performance of the IMM algorithm in our research, which will be shown in Section IV. Meanwhile, the distribution of mode probability is obtained by (17) . Thus, the distribution of the hybrid state s = (q, x) of the SHS, written as f q j (k) , x (k) Y k , can be viewed as a Gaussian Mixture Model (GMM) [37] . By applying Modifications 1&2 to the classic IMM algorithm, the modified IMM algorithm is proposed, and the procedure of the algorithm is presented in Table 1 . 
B. DISCRETIZATION OF CONTINUOUS VARIABLES
Suppose a continuous variable x l ∈ x. Given an interval x l,lower , x l,upper , the continuous variable x l can be discretized into discrete states as
After discretization, x l is classified into a set of discrete states U = {S 1 , S 2 , · · · S N }. The principle of continuous variable discretization is to satisfy (23)- (25) are only an alternative discretization method by multi-threshold segmentation. Actually, for ''monotonically non-increasing'' membership functions as shown in Figure 4 , a discretization by (23 )- (25) can guarantee
. For other types of membership functions, the discretization method should be adjusted according to the detailed membership function shape of continuous variables. 
C. FUZZY HEALTH DEGREE CALCULATION
According to expected mission requirements of the studied read-world system and practical engineering requirements, different fuzzy membership functions µ S (·) and µ F (·) can be allocated to each continuous variable x l ∈ x, l = 1, 2, · · · , n [30] . Meanwhile, according to (22) , for any continuous variable x l ∈ x under mode q j , we have
wherex l,j is the lth component ofx j under mode q j ; P (l,l),j is the component of P j at the lth row and lth column. Then, the state probability of S i ∈U under mode q j at time k is obtained as
According to Theorem 2, the fuzzy health degree of all continuous variable x l under mode q j at time k can be calculated as
After this, the fuzzy health degree of the SHS under mode q j at time k is
where (·) is a function that reflects the performance relation between the SHS and the continuous variables. Generally, the function (·) could have two types:
where w l is the weight coefficient of x l in the SHS, satisfying w l = 1. Equation (27) considers that all continuous variables influence the performance of the SHS in a serial manner, and any continuous variable is able to totally influence the system performance; equation (28) considers that each continuous variable influences the performance of the SHS in a weighted manner, and the system performance is a weighted sum of performance of all continuous variables.
From (26) , for ∀q j ∈ Q, we have {R 1 (k) , · · · , R j (k) , · · · , R m (k)}. Then, the fuzzy health degree of the SHS at time k is
where p j (k) is the mode probability of mode q j obtained by (17) .
IV. A CASE STUDY: QUADROTOR WITH SENSOR ANOMALIES
In this section, an experiment of quadrotor with sensor anomalies is presented. Quadrotor is a multi-rotor helicopter that is lifted and propelled by four rotors [38] . It is classified as rotorcrafts, as opposed to fixed-wing aircrafts, because the lift is generated by a set of rotors (vertically oriented propellers). By changing the speed of each rotor, it is possible to specifically generate a desired total thrust; to locate for the center of thrust both laterally and longitudinally; and to create a desired total torque, or turning force. Recently, quadrotors are adopted in both military and civil applications such as search and rescue [39] , package delivery [40] , border patrol [41] , military surveillance [42] and agricultural production [43] . A fault or failure in any part of the quadrotor may lead to catastrophic disasters. Therefore, in order to ensure safety, it is necessary for a quadrotor to have a PHM module so that it can automatically change the control strategy and mission planning after detecting an anomaly. In this section, an SHS-based modeling of quadrotors is first established. Then, following the procedure of the proposed algorithm, the performance of the studied quadrotor is evaluated and discussed.
A. SHS-BASED MODELING OF QUADROTORS 1) QUADROTOR DYNAMICS
Equation (29) presents a general dynamic model of quadrotors [44] : (29) where
contains continuous (process) variables of the quadrotor. The components p x , p y , p z represent the quadrotor's position in the earth-fixed frame; the components v x , v y , v z represent the quadrotor's velocity in the earthfixed frame; the components φ, θ, ψ represent the angles of roll, pitch and yaw, respectively; the components v φ , v θ , v ψ represent the angular velocity of φ, θ, ψ, respectively; The parameters J x , J y , J z are the moments of inertia along x, y, z directions, respectively; m is the mass of the quadrotor; g is the acceleration of gravity. The positive direction of z-axis of the earth-fixed frame points to the ground. The control input
T includes a total lift and moments of angles φ, θ, ψ, respectively. With the estimatedx by a designed observer and an expected control target
T , the control input u = u z , u φ , u θ , u ψ T can be calculated by a PD controller as
Equations (30) and (31) describe a position controller of the quadrotor. To obtain the discrete-time dynamic model of the quadrotor, equation (29) is discretized through the Euler method [45] as (32) where T is the discretization time. Combining (32) with an observation equation and related noise items, we have general dynamic model of quadrotors:
where the function
; the vector y contains system measurements, and C is the corresponding parameter matrix. Without loss of generality, let C = I 12 be an identity matrix, which means all variables in x are directly measured. The items w and v are the process noise and measurement noise, satisfying that
where Q and R are the covariance matrices. The matrices w and v are the corresponding noise driven matrices. Note that (33) is a discrete-time stochastic continuous (variable) system.
2) SHS MODELING
In this experiment, we considers sensor anomalies, including the GPS and barometer. Thus, in the SHS-based quadrotor model, three discrete modes should be included. According to the definition of the SHS model, we have
where q 1 is a fully healthy status, q 2 is a GPS anomalous status and q 3 is a barometer anomalous status, respectively.
For ∀q j ∈ Q, the continuous dynamics has a form of (33) . Combining (1) and (33) , for each state q j , j = 1, 2, 3, we have
As to the observation equation, for state q 1 representing the fully healthy status, we have
where c i is the ith row vector of C 1 . For state q 2 representing the GPS anomalous status, the components p x , p y of x may be incorrectly measured, even the GPS measurements are completely lost. Then, we have
which is interpreted that C 2 is the rest part of subtracting the rows c 1 and c 2 from C 1 . The meaning of C 2 is that when a GPS anomaly occurs, the continuous dynamics under state q 2 does not consider GPS measurements, despite whether the GPS can generate measurements or not. According to this principle, for states q 3 , we have
because the height p z is the 3rd component of x. The observation noise v and the corresponding noise driven matrix v under states q 2 and q 3 can be also obtained following the similar variation of the matrix C j . Besides the continuous dynamics, the discrete dynamics is a first-order Markov chain with transition probabilities as The failure rate or anomaly rate of onboard components embedded on quadrotors and the related reliability test data are helpful for determining the value of the transition probability π ij .
Here, note that the SHS-based model can be extended for considering more kinds of unhealthy situations. For example, other sensors such as compass and gyroscope anomaly can be also modeled as new discrete modes following the principles above. 
3) MODEL CONFIGURATION
The parameters in the quadrotor dynamics are shown in Table 2 .
For the configuration of the modified IMM algorithm, the process noise w and the noise driven matrix w are set as: It can be seen that state q 1 is dominant in the configuration of . However, the transition probability matrix will be updated in the modified IMM algorithm. Thus, the restriction that true discrete dynamics should be precisely known as a priori is relaxed.
B. EXPERIMENT PROCESS AND RESULT ANALYSIS 1) EXPERIMENT SCENARIO
In our experiment, a quadrotor with a Pixhawk autopilot is used to perform a hover mission as shown in Figure 5 . After the power is turned on, the pilot unlocks the quadrotor at t = 29.1s; the quadrotor enters into a hover status at a fixed position in space at t = 38.5s; a large noise is injected to the GPS measurement at t = 43.7s; the large noise is removed from the GPS measurement, and a large noise is injected to the barometer measurement at t = 62.0s. After the quadrotor enters into a hover status, the pilot no longer manipulates the sticks on the remote controller, and the quadrotor is automatically controlled by the autopilot to keep it staying at the fixed position in space. 
2) HYBRID STATE ESTIMATION
By the proposed modified IMM algorithm, the hybrid state of the SHS-based model is estimated. Figure 6 depicts the measured and true values of p x , p y , p z . It can be seen that when t ∈ [43.7, 62 .0], the GPS measurement is influenced by large disturbance. After t = 62.0s, the GPS measurement is recovered and the barometer measurement is suffered from large disturbance. Figure 7 presents the estimated value of p x , p y , p z obtained by the modified IMM algorithm. Figure 8 presents the probability distribution of discrete modes in the SHS-based model, and Figure 9 presents the mode identification result. From Figures 6-9 , we can conclude that: i) given the system measurements, the true values of the quadrotor's continuous variables x can be estimated by the modified IMM algorithm; ii) when the GPS and barometer measurement are influenced by large disturbance, the estimated values p x ,p y ,p z will be deviated from the true values p x , p y , p z ; iii) besides the estimated continuous variables x, the discrete mode of the quadrotor can be also identified by the modified IMM algorithm. 
3) FUZZY HEALTH DEGREE CALCULATION
In order to calculate the fuzzy health degree, related membership functions and discretization method of continuous variables should be defined. In our experiment, the mission of the quadrotor is a persistent surveillance at a fixed position. Thus, the performance evaluation of the quadrotor in our experiment should concentrate on a consistency between the expected hover position and the true quadrotor position. Define a real-time three-axis distance where
is the expected hover position in space. For x ∈ [0, +∞), its fuzzy success membership function is defined as:
x ∈ (4, +∞) and its fuzzy failure membership function is
Further, discrete fuzzy states of x can be obtained by discretizing x as following
After discretization, x is classified into a set of discrete states U= {S 1 , S 2 , · · · S N }, and it satisfies that
. Similarly, the fuzzy membership functions of y , z and the discretization methods can be defined. According to the above configuration and the result of real-time continuous variable estimation under mode q j , the fuzzy health degrees of { x , y , z } can be calculated by Theorem 2, written as {R x ,j (k) , R y ,j (k) , R z ,j (k) |k = 0, 1, · · · }. Then, by (27) and (28), we have VOLUME 6, 2018 where w x = w y = w z = 1 3 . For the performance of the SHS, we have Figure 10 depicts the values of R sys1 and R sys2 . It can be seen that when sensor anomaly occurs, the values of R sys1 and R sys2 will decrease to some extent. The difference lies in how we view the relation between system performance and continuous variable performance. For the fuzzy health degree R sys1 , a deviation from the expected hover position in any direction can be totally reflected in the variation of R sys1 . In other words, if any x , y or z is greater than 4, R sys1 will decrease to 0, because all continuous variables influence the performance of the SHS in a serial manner. However, for the fuzzy health degree R sys2 , a deviation from the expected hover position in a specific direction can be only reflected in the variation of R sys2 with a specific weight. For example, if x is greater than 4 and y , z ∈ [0, 2], R sys2 will only decrease to 2 3 , because all continuous variables influence the performance of the SHS in a weighted manner. 
4) COMPARATIVE STUDIES
In order to validate the advantage of the proposed performance evaluation algorithm, two comparative studies are presented here. In the first comparative study, we use a general dynamic model (shown in (33) ) to replace the SHS-based quadrotor model. Then, Extended Kalman Filter (EKF) is used to estimate the continuous variables x of the quadrotor instead of the modified IMM algorithm. The estimation result is shown in Figure 11 . Comparing Figure 11 with Figure 7 , it indicates that the values of p x , p y , p z estimated by EKF fluctuate heavily, while the estimates of p x , p y , p z obtained by the modified IMM algorithm vary steadily. The reason is that when a specific system measurement, for example the GPS measurement, is polluted by large noise, a discrete mode switch will occur in the SHS-based model. In such a case, the estimate of {p x , p y } will be calculated by an integral of {v x , v y } rather than filtered from the noisy measurement. This processing manner can ensure the estimation accuracy in a short-time horizon. A further quantitative comparison result is present in Table 3 , where the maximum and mean absolute errors of p x , p y , p z are calculated. It can be seen that the modified IMM algorithm can result in a more satisfactory estimation. In addition, based on the estimates of p x , p y , p z obtained by EKF, the fuzzy health degree can be also calculated and depicted in Figure 12 . Comparing Figure 12 with Figure 10 , it can be seen that the values of R sys1 and R sys2 in Figure 12 are very different from the values in Figure 10 . Furthermore, the values of R sys1 and R sys2 in Figure 12 fluctuate more heavily than those in Figure 10 due to the fluctuant estimates of p x , p y , p z by EKF. This comparative study demonstrates that the SHS-based model is more advantageous in performance evaluation than the general dynamic model, and the fuzzy health degree calculated by the estimate from the SHS-based model is more suitable as a performance indicator. The second comparative study is to demonstrate the advantage of the fuzzy health degree over the non-fuzzy health degree as a performance indicator. Reference [28] defined a concept of (non-fuzzy) health degree in the binary-state space. Here, we calculate the defined non-fuzzy health degree H sys based on the estimates of p x , p y , p z obtained by the modified IMM algorithm. The result is shown in Figure 13 . Comparing Figure 13 with Figure 10 , it demonstrates that when a sensor anomaly occurs, the value of H sys rapidly decreases to 0 in a short-time horizon [43s, 53s]. The deficiency is that H sys cannot comprehensively indicate the variation of system performance, especially when the system works in a degraded condition. Since the fuzzy health degree uses fuzzy state transitions representing various degrees of success and failure, it can not only indicate the performance degradation of the quadrotor, but also describe the detailed variation of the degradation. Even though H sys and R sys1 decrease to 0 at about t = 55s, R sys1 can also reflect the slight performance variation before this time index. In addition, after t = 55s, H sys has reached 0, while R sys2 can also vary between the value range [0.3, 0.6], reflecting an accurate degradation variation. This comparative study demonstrates that the fuzzy health degree is more advantageous than the non-fuzzy health degree for evaluating system performance.
V. CONCLUSION
This paper proposes a performance evaluation algorithm of SHS based on the fuzzy health degree. The concept of fuzzy health degree is proposed, and the procedure of the performance evaluation algorithm is presented in detail, including hybrid state estimation based on a modified IMM algorithm, discretization of continuous variables and quantitative calculation of fuzzy health degree. A case study of quadrotor with sensor anomalies is presented to validate the effectiveness of the proposed method. The advantages of the proposed performance evaluation method and the required SHS-based modeling include: 1) the SHS-based modeling concerns the safety issues of a real-world system. The discrete and continuous dynamics in SHS can model different health statuses and corresponding dynamic behavior. The simulation results show that the performance of the SHS-based model behaves better than the general dynamic model. 2) The fuzzy health degree introduced in this paper gives a quantitative indicator of system performance, which is beneficial for understanding the working condition of real-world systems. Furthermore, it is more suitable to evaluate system performance compared with the non-fuzzy health degree. In future research, the proposed method can be extended in three aspects: 1) other anomalies such as propulsion system anomaly and communication breakdown can be added into the SHS-based quadrotor model to extend the applicability of the proposed method. 2) Since the health degree is calculated on the system process variables, the health evaluation result is sensitive to external disturbances, which bring fluctuations to process variables. In order to solve this problem, the wind model should be added in the SHS-based quadrotor model, or a performance evaluation algorithm of a homogeneous quadrotor team should be established. The two manners can both effectively evaluate the amplitude and form of the external disturbance, and eliminate its influence on fuzzy health degree calculation. 3) After evaluating the performance of the quadrotor or detecting the anomaly occurrence, a failsafe mechanism is required to provide a suitable failsafe measure to guarantee the safety of the quadrotors. Thus, scientific methods should be studied to design a logically correct failsafe mechanism in future research.
