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Рассмотрена задача оценивания авторегрессионных параметров зашумленного речевого сигнала в частотной обла-
сти. На основании частотного представления авторегрессионного сигнала проиллюстрированы методика расчета
функции правдоподобия, а также реализация метода ожидания-максимизации для итеративного оценивания авто-
регрессионных параметров. Анализ различных мер искажения речевых сигналов показал, что работа в частотной
области обеспечивает такую же точность, как и соответствующие подходы во временной области, но при существен-
но меньших вычислительных затратах. Предложен и исследован двухэтапный метод оценивания авторегрессионных
параметров зашумленного речевого сигнала в частотной области.
Розглянуто задачу оцiнювання авторегресiйних параметрiв зашумленого мовного сигналу в частотнiй областi. На
базi частотного представлення авторегресiйного сигналу проiлюстровано методику розрахунку функцiї правдопо-
дiбностi, а також реалiзацiю методу очiкування-максимiзацiї для iтеративного оцiнювання авторегресiйних параме-
трiв. Аналiз рiзних мiр спотворення мовних сигналiв показує, що робота в частотнiй областi забезпечує таку саму
точнiсть, як i вiдповiднi пiдходи в часовiй областi, але при iстотно менших обчислювальних затратах. Окрiм то-
го, запропоновано й дослiджено двоетапний метод оцiнювання авторегресiйних параметрiв зашумленного мовного
сигналу в частотнiй областi.
The paper deals with considering of estimation of noisy speech autoregressive parameters in frequency domain. The
method for calculating of likelihood function and implementation of the Expectation-Maximization method for the iterati-
ve estimation of speech autoregressive parameters have been illustrated on the base of frequency representation of the
autoregressive signal. The analysis of different speech distortion measures shows that operation in frequency domain
provides the similar accuracy as the corresponding approaches in time domain, but with essentially lower computational
expenses. Moreover, a two-stage method for estimating of speech autoregressive parameters in frequency domain has been
presented and investigated.
ВВЕДЕНИЕ
Авторегрессионные модели широко использую-
тся при обработке аудиосигналов и изображений,
анализе экономических процессов и в других обла-
стях, в частности, при цифровой обработке рече-
вых сигналов. Большинство современных методов
речевой обработки основаны на авторегрессион-
ной модели речеобразования, которая имеет сле-
дующее представление во временной области:
s(n) = −
p∑
k=1
aks(n − k) + gw(n), (1)
где s(n) – дискретизированный речевой сигнал;
w(n) – возбуждающий процесс; g – коэффициент
усиления; ak (k = 1, . . . , p) – авторегрессионные
коэффициенты, определяющие спектральную оги-
бающую речевого сигнала [1].
Известно, что эффективность систем обработки
речи, основанных на вычислении авторегрессион-
ных параметров, резко ухудшается в присутствии
фонового шума, т. е. когда доступен для измере-
ния не сам речевой сигнал s(n), а его сумма с шу-
мом v(n):
z(n) = s(n) + v(n). (2)
Это обусловило большую актуальность разрабо-
тки помехоустойчивых методов оценивания ав-
торегрессионных параметров речи. Этой пробле-
ме посвящено большое количество исследователь-
ских работ [2 – 8].
Большинство помехоустойчивых методов оце-
нивания авторегрессионных параметров являются
разновидностями метода ожидания-максимизации
(Expectation-Maximization – EM), позволяюще-
го получить оценку максимального правдоподо-
бия [9]. Точная реализация этого метода приме-
нительно к оцениванию авторегрессионных пара-
метров речи, которая может считаться эталоном
для сравнения с остальными алгоритмами, приве-
дена в работе [5]. Общая проблема итеративного
подхода метода EM заключается в необходимости
иметь хорошее начальное приближение, так как
для низких отношений сигнал-шум некачествен-
ная инициализация метода EM может дать схо-
димость к локальному минимуму вместо локаль-
ного максимума [5]. Заметим также, что эталон-
ный метод характеризовался высокими вычисли-
тельными затратами калмановского сглаживания,
поскольку все расчеты выполнялись во временной
области.
В работах [6 – 8] нами предложен двухэтапный
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метод оценивания авторегрессионных параметров,
в котором начальное приближение для метода EM
строится путем максимизации функции правдо-
подобия на ограниченном множестве авторегрес-
сионных квантов, предварительно вычисленных
с помощью алгоритма K-средних. Однако сопут-
ствующие вычислительные затраты оказываются
достаточно высокими (более 100 миллионов опера-
ций с плавающей точкой) и могут существенно во-
зрасти при реализации на цифровых сигнальных
процессорах с фиксированной точкой.
Учитывая сказанное, в данном исследовании
мы предлагаем видоизменить методику оценива-
ния авторегрессионных параметров путем замены
модели авторегрессионного сигнала во временной
области моделью в частотной области. Как будет
показано, это приводит к существенному сокраще-
нию вычислительных затрат по расчету функции
правдоподобия и реализации метода EM. При этом
предложенные методы сохраняют такую же точ-
ность вычислений, что и методы, работающие во
временной области.
В первом и втором разделах статьи рассмотрена
блочная модель авторегрессионного сигнала в ча-
стотной области и расчет функции правдоподобия
на основании этой модели. Третий раздел посвя-
щен реализации метода EM в частотной области.
В четвертом разделе производится анализ вычи-
слительных затрат предложенных методов и фор-
мулируется двухэтапный метод оценивания авто-
регрессионных параметров, работающий в часто-
тной области. В экспериментальном разделе рабо-
та метода оценивается по различным критериям
качества обработки речевых сигналов.
1. БЛОЧНАЯ МОДЕЛЬ АВТОРЕГРЕССИ-
ОННОГО СИГНАЛА
Для реализации метода оценивания авторегрес-
сионных параметров в работах [6 – 8] рассматрива-
лась блочная модель зашумленного авторегресси-
онного сигнала (1), (2) во временной области:
Z(k) = gA−1W (k) + V (k), (3)
где S(k),W (k),V (k),Z(k) – соответственно блоки
из L значений речевого сигнала, возбуждающего
процесса, шума и наблюдений на k-ом фрейме,
S(k)=[s((k−1)L+1), s((k−1)L+2), . . . , s(kL)]T ,
W (k)=[w((k−1)L+1), w((k−1)L+2), . . . , w(kL)]T ,
V (k)=[v((k−1)L+1), v((k−1)L+2), . . . , v(kL)]T ,
Z(k)=[z((k−1)L+1), z((k−1)L+2), . . . , z(kL)]T .
Отбеливающая теплицева матрица заполнена
исходными авторегрессионными коэффициентами
модели (1):
Aij =


1, i = j,
ai−j, j < i ≤ j + p,
0, i < j или i > j + p.
(4)
Предполагается, что помеха окрашена и ха-
рактеризуется собственными авторегрессионными
коэффициентами b1,. . . , bq, т. е. вектор V может
быть представлен как
V (k) = hB−1U(k), (5)
где усиление h и отбеливающая матрица B имеют
тот же смысл, что и g и A для речевого сигнала.
В данном исследовании мы предлагаем заме-
нить модель (3) представлением в частотной обла-
сти:
Zω(n) =
gWω(n)
Aω(n)
+
hUω(n)
Bω(n)
, (6)
где нижние индексы “ω” означают преобразования
Фурье исходных массивов:
Zω(n) =
L∑
l=1
z(l)e−2piiln/L, n = 1, . . . , L;
W ω(n) =
L∑
l=1
w(l)e−2piiln/L, n = 1, . . . , L;
Uω(n) =
L∑
l=1
u(l)e−2piiln/L, n = 1, . . . , L.
Матрицы Aω(n) и Bω(n) определяются анало-
гичным образом:
Aω(n) = 1 +
p∑
k=1
ake
−2piikn/L, n = 1, . . . , L;
Bω(n) = 1 +
q∑
k=1
bke
−2piikn/L, n = 1, . . . , L.
Фактически, представление в частотной обла-
сти (6) эквивалентно замене в модели (3) тепли-
цевых матриц A и B на соответствующие им цир-
кулятные матрицы [10].
2. РАСЧЕТ ФУНКЦИИ ПРАВДОПОДОБИЯ
В ЧАСТОТНОЙ ОБЛАСТИ
На основе модели (6) функция правдоподобия
авторегрессионных параметров записывается в ви-
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де
p(Zω/θ)=(2pi)
−0.5L
[
det Cov{Zω,Zω}
]
−0.5
×
× exp
[
−0.5ZTωCov
−1{Zω,Zω}Zω
]
,
(7)
где вектор θ включает в себя авторегрессионные
параметры сигнала и шума,
θ = [a1, . . . , ap, g, b1, . . . , bq, h].
Из соотношения (6) получим выражение для ко-
вариационной матрицы наблюдений в частотной
области
Cov{Zω,Zω} = Ldiag{Ps + Pv}, (8)
где Ps – квадрат спектра (амплитудно-частотной
характеристики) авторегрессионного фильтра с
коэффициентами ak (k=1, . . . , p) и усилением g,
Ps(n) =
g2
|Aω(n)|2
, n = 1, . . . , L. (9)
Аналогично определяется массив Pv:
Pv(n) =
h2
|Bω(n)|2
, n = 1, . . . , L. (10)
В отличие от представления во временной области,
ковариационная матрица (8) является диагональ-
ной, что упрощает последующие расчеты.
Подставляя выражения (8) – (10) в формулу (7),
получаем
p(Zω/θ) = (2pi)
−0.5L×
×
[ L∏
n=1
δn
]
−0.5
exp
[
−0.5
L∑
n=1
δn|Zω(n)|
2
]
,
(11)
где весовые коэффициенты δn (n=1, . . . , L) опре-
деляются следующим образом:
δn =
1
L (Ps(n) + Pv(n))
.
Более удобен для записи логарифм функции прав-
доподобия:
log p(Zω/a, g) = C − 0.5
L∑
n=1
log δn−
−0.5
L∑
n=1
δn|Zω(n)|
2,
(12)
где C – некоторая константа, не оказывающая вли-
яния на его максимизацию.
3. РЕАЛИЗАЦИЯ МЕТОДА EM В ЧАСТО-
ТНОЙ ОБЛАСТИ
С формальной точки зрения метод EM требует
определения так называемых “неполных” и “пол-
ных” данных [9]. Пусть вектор Zω представляет
“неполные”, а вектор X – “полные” данные:
X = [Sω, V ω]. (13)
На E-шаге метода EM вычисляется апостериор-
ное значение логарифма функции правдоподобия
вектора полных данных:
Q
(
θ, θˆ
(l)
)
= E
{
log p(X/θ)/Zω, θˆ
(l−1)
}
, (14)
где l – номер итерации метода EM.
Выражение для log p(X/θ) может быть получе-
но по аналогии с формулой (12). Согласно [11,
(6.2)] в предположении об устойчивости авторе-
грессионных моделей сигнала и шума, используя
соотношения
L∑
n=1
log |Aω(n)| ≈ 0,
L∑
n=1
log |Bω(n)| ≈ 0
и опуская не зависящие от θ константы, получаем
logp(X/θ) =
= −L log g − 0.5g−2
L∑
n=1
|Sω(n)|
2|Aω(n)|
2−
−L log h− 0.5h−2
L∑
n=1
|V ω(n)|
2|Bω(n)|
2.
(15)
При выводе этой формулы учитывалось свойство
некоррелированности сигнала и шума.
Подставляя соотношения (15) в (14), получаем
E{logp(X/θ)/Zω} =
= −L log g − 0.5g−2×
×
L∑
n=1
E{|Sω(n)|
2/Zω}|Aω(n)|
2−
− L log h− 0.5h−2×
×
L∑
n=1
E{|V ω(n)|
2/Zω}|Bω(n)|
2.
(16)
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Рисунок. Блок-схема предложенного метода
Величины E{|Sω(n)|
2/Zω}, E{|V ω(n)|
2/Zω} мо-
гут быть получены по формуле для апостериорной
корреляции [14]:
E{|Sω(n)|
2/Zω} =
= L
PsPv
(Ps + Pv)
+ |Zω|
2 P
2
s
(Ps + Pv)2
,
(17)
E{|V ω(n)|
2/Zω} =
= L
PsPv
(Ps + Pv)
+ |Zω|
2 P
2
v
(Ps + Pv)2
.
(18)
При этом спектры Ps, Pv определяются согласно
формул (9), (10) через оценки параметров с пре-
дыдущей итерации.
На M-шаге метода EM максимизируется выра-
жение (16). Дифференцирование (16) по a1,. . . , ap,
g приводит к следующим соотношениям для оце-
нок авторегрессионных параметров:
p∑
j=1
rs(i− j)aˆj = −rs(i), i = 1, . . . , p, (19)
gˆ =
√√√√ 1
L
[
rs(0) +
p∑
k=1
aˆkrs(k)
]
, (20)
где коэффициенты rs(k) (k=0, . . . , p) – первые
p+1 элементов обратного преобразования Фурье
от массива (17).
Аналогично, формулы для оценок авторегресси-
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онных параметров шума имеют вид
q∑
j=1
rv(i− j)bˆj = −rv(i), i = 1, . . . , q, (21)
hˆ =
√√√√ 1
L
[
rv(0) +
q∑
k=1
bˆkrv(k)
]
, (22)
где коэффициенты rv(k), (k=0, . . . , q) – первые
q+1 элементов обратного преобразования Фурье
от массива (18).
Системы (19) и (21) являются теплицевыми и
могут быть решены рекурсивным методом Левин-
сона –Дарбина [1].
Таким образом, повторяя итеративно E- и
M-шаги, можно получить искомые оценки ав-
торегрессионных параметров речевого сигнала
aˆ1, . . . , aˆp, gˆ и шума bˆ1, . . . , bˆq, hˆ.
4. СТРУКТУРА ПРЕДЛАГАЕМОГО МЕ-
ТОДА ОЦЕНИВАНИЯ АВТОРЕГРЕССИОН-
НЫХ ПАРАМЕТРОВ И АНАЛИЗ ВЫЧИ-
СЛИТЕЛЬНЫХ ЗАТРАТ
Новая методика вычисления функции правдо-
подобия и реализации алгоритма EM позволя-
ет изменить процедуру оценивания авторегресси-
онных параметров, изложенную в [7, 8]. Общая
структура предлагаемого двухэтапного метода по-
казана на рисунке.
Как видно из блок-схемы, все вычисления про-
водятся со спектрами мощности сигналов и их
авторегрессионных моделей. Так, на первом эта-
пе оперируют спектрами квантов авторегрессион-
ных параметров и спектром наблюдений. Факти-
чески, алгоритм проверяет насколько спектр ка-
ждого из квантов апроксимирует спектр наблюде-
ний по критерию максимального правдоподобия.
Заметим, что спектры авторегрессионных квантов
могут быть вычислены заранее и храниться в по-
стоянном запоминающем устройстве. На втором
этапе проводится итеративное уточнение спектра
авторегрессионной модели. Начальные оценки для
авторегрессионных параметров шума могут быть
получены с помощью детектора пауз и последу-
ющего усреднения их спектра мощности (см., на-
пример, [12]).
Поскольку основными операциями метода явля-
ются быстрые преобразования Фурье, общее их ко-
личество существенно зависит от числа машинных
циклов, требуемых для одного такого преобразо-
вания. В дальнейшем предполагаем, что для об-
работки фрейма длиной L (если L – степень двух)
последнее составляет
NБПФ = αL log2L,
где α – коэффициент, зависящий от типа вычи-
слительной платформы. Мы рассмотрели три его
возможных величины:
• α = 3 – теоретическое значение [10];
• α = 1;
• α = 0.3 – значение, достижимое благодаря ап-
паратной реализации быстрого преобразова-
ния Фурье на цифровых сигнальных процес-
сорах.
Общее количество операций в секунду для пре-
дложенного метода оценивания в частотной обла-
сти составляет
N =N1+N2 =fs
[
α log2 L+4M+
+K
(
14+4α log2 L+
4p2+4q2+3p+3q
L
)]
,
(23)
где N1, N2 – количество операций для первого и
второго этапов метода во временной области со-
ответственно; fs – частота дискретизации; M –
число квантов; K – число итераций. Это означа-
ет, что для базовой конфигурации M =16 кван-
тов, K=5 итераций EM, частоты дискретизации
fs=8000 Гц, порядков авторегрессионных моде-
лей p=10, q=8, длины фрейма L=256 (32 мс) и
α=1 величина (23) составляет примерно 2.5 мил-
лионов операций в секунду.
В то же время, затраты двухэтапного метода,
работающего во временной области [7, 8], состав-
ляли порядка
N ′=N ′1 +N
′
2 =fs
[
M(p2 + 8p)+
+K
(
8p2+8pq+
9q2
2
+
p3
3
+
41p
3
+
29q
2
)]
,
(24)
где N ′1, N
′
2 – количество операций для первого и
второго этапов метода в частотной области.
Сравнение вычислительных затрат методов во
временной и в частотной областях представлено
в табл. 1. Из нее видно, что работа в частотной
области позволяет сократить число операций в
(22.3 . . .73.2) раз для различных α. Что касается
затрат собственно метода EM, они сокращаются
соответственно в (20.5 . . .87.7) раз.
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Табл. 1. Итоговая экономия вычислительных затрат
Относительное α
число операций 0.3 1 3
N ′1/N1 44.1 40.9 33.5
N ′2/N2 87.7 47.4 20.5
N ′/N 73.2 45.9 22.3
N ′/(N + NБФК) 33.2 26.2 16.3
Табл. 2. Сравнение мер спектрального искажения
для различных методов
Разновидность Отношение сигнал-шум, дБ
метода EM 5 10 15 20
[7, 8] (ВО) 3.77 3.10 2.50 2.00
Предлагаемая (ЧО) 3.79 3.10 2.47 1.90
[5] (ВО) 4.24 3.34 2.55 1.91
Табл. 3. Сравнение мер Итакуры –Саито
для различных методов
Разновидность Отношение сигнал-шум, дБ
метода EM 5 10 15 20
[7, 8] (ВО) 0.79 0.48 0.33 0.24
Предлагаемая (ЧО) 0.78 0.48 0.30 0.20
[5] (ВО) 1.11 0.66 0.39 0.22
Табл. 4. Сравнение нормированных мер Итакуры –Саито
для различных методов
Разновидность Отношение сигнал-шум, дБ
метода EM 5 10 15 20
[7, 8] (ВО) 0.36 0.26 0.18 0.12
Предлагаемая (ЧО) 0.37 0.26 0.18 0.11
[5] (ВО) 0.46 0.29 0.18 0.10
Табл. 5. Сравнение сегментных отношений сигнал-шум
для различных методов
Разновидность Отношение сигнал-шум, дБ
метода EM 5 10 15 20
[7, 8] (ВО) 5.42 8.53 12.05 15.99
Предлагаемая (ЧО) 5.36 8.45 12.00 15.96
Предлагаемая (ЧО) + БФК 5.36 8.54 12.13 16.10
[5] (ВО) 4.20 7.97 11.9 16.06
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Если требуется не только оценить авторегрес-
сионные параметры речи, но и восстановить исхо-
дный речевой сигнал, его оценка может быть полу-
чена с помощью блочного фильтра Калмана [7, 8],
что приводит к выполнению
NБФК = ((p+ 1)(p+ 8) + 5q)fs (25)
дополнительных операций (см. последнюю строку
табл. 1).
5. АНАЛИЗ ТОЧНОСТИ ПРЕДЛОЖЕННО-
ГО ПОДХОДА
Проверим, приводят ли методы, основанные на
временной (3) и частотной (6) моделях авторе-
грессионного сигнала, к одинаковым оценкам
авторегрессионных параметров. В экспериментах
использовались русскоязычные сбалансиро-
ванные предложения, произносимые четырьмя
дикторами-мужчинами и двумя дикторами-
женщинами и оцифрованные с частотой 8000 Гц.
Эти сигналы были смешаны с аддитивной окра-
шенной помехой при различных отношениях
сигнал-шум – 5, 10, 15 и 20 дБ. Оценивание
авторегрессионных параметров проводилось на
фреймах продолжительностью 32 мс (L=256
отсчетов) для порядков авторегрессионных моде-
лей сигнала и шума p=10 и q=8 соответственно.
Были проанализированы следующие методы:
1) метод EM во временной области (ВО) с ини-
циализацией, предложенной в [7, 8];
2) предлагаемый метод, основанный на модели в
частотной области (ЧО);
3) метод EM во временной области (ВО) [5] с
инициализацией по методу линейного пред-
сказания.
Для двух первых методов рассматривалась кон-
фигурация с M=16 квантов. Для реализации ме-
тода EM использовались K=5 его итераций. Ме-
тоды сопоставлялись на основании следующих
критериев:
1) среднее спектральное искажение [13];
2) мера Итакуры–Саито [15];
3) нормированная мера Итакуры–Саито (лога-
рифм отношения правдоподобия) [15];
4) сегментное отношение сигнал-шум при очис-
тке речи от шума с помощью блочного филь-
тра Калмана [7,8], основанного на полученных
оценках авторегрессионных параметров.
Как видно из табл. 2 – 5, при существенной эко-
номии вычислительных ресурсов предложенный
метод по всем проанализированным критериям
обеспечивает практически такую же точность, что
и метод, работающий во временной области [7, 8].
ВЫВОДЫ
1. Предложен подход к оцениванию параметров
авторегрессионной модели речевого сигнала,
основанный на ее представлении в частотной
области.
2. На основании частотной модели разработана
методика расчета функции правдоподо-
бия авторегрессионных параметров. Также
изложена реализация алгоритма ожидания-
максимизации (Expectation-Maximization)
для оценивания авторегрессионных параме-
тров в частотной области.
3. Анализ различных мер искажения речевых
сигналов показал, что предложенные подхо-
ды в частотной области обладают такой же
точностью, что и соответствующие им подхо-
ды во временной области, но характеризуются
существенно меньшими вычислительными за-
тратами.
4. Сформулирован и исследован двухэтапный
метод оценивания авторегрессионных параме-
тров зашумленного речевого сигнала, являю-
щийся частотной версией ранее предложенно-
го авторами метода, оперирующего с времен-
ной областью.
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