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Balanced Scorecard – A management instrument which translates an organization's 
mission and strategy into a comprehensive set of performance measures that 
provides a framework for strategic measurement and management (Federal 1997). 
Benchmarking – The process of continuously comparing and measuring an organization 
against business leaders anywhere in the world to gain information which will 
help the organization take action to improve its performance (Federal 1997). 
Closed Projects – Plans which xplain in tremendous detail what is to be achieved during 
the project so that right from the outset everyone knows what is to be done (Reiss 
1996). 
Corporate Sustainability – A business approach that creates long-term shareholder 
value by embracing opportunities and managing risks deriving from economic, 
environmental and social developments (DJSI World 2004). 
Customer-driven organization – An organization, which maintains a focus on the needs 
and expectations, both spoken and unspoken, of customers, both present and 
future, in the creation and/or improvement of the product or service provided.  
Such an organization includes customers’ preferences and requirements, as well 
as their standards for performance, timeliness, and cost (Federal 2003). 
Cycle of Decay – A decline in project-based enterprise performance over time resulting 
from the use of financial accounting data, and not control data, for decision 
making (Ames and Hlavacek 1990). 
Enterprise Engineering – The art of understanding, defining, specifying, analyzing, and 
implementing business processes for the entire enterprise life cycle, so that the 
enterprise can achieve its objectives, be cost effective, and be more competitive in 
its market environment (Vernadat 1996) 
Enterprise Sustainability – The sustainable enterprise: (1) Understands the growth 
economics of its product and service markets and of the economy as a whole (i.e. 
sustainable economic growth); (2) Manages its growth to appropriate financial 
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and operating leverage, equity accumulation, and asset utilization objectives (i.e. 
enterprise sustainable growth); (3) Cultivates distinctive competencies and 
combines resources in hard-to-duplicate ways (i.e. sustainable competitive 
advantage); (4) Exercises stewardship over the complete life-cycle of its products 
and services (i.e. sustainable development and green growth); and (5) Deploys its 
products and services in ways that maintain adequate operational capacity, speedy 
time-to-market, and efficient supply chain use (i.e. logistic sustainment) 
(Enterprise Sustainability 2002). 
Exceptions – Non-routine situations in which project workers lack information to 
proceed with activities and require assistance from their management (Galbraith 
1974). 
Government Performance and Results Act (Public Law 103-62) – A law that creates a 
long-term goal-setting process to improve federal program effectiveness and 
public accountability by promoting a new focus on results, service quality, and 
customer satisfaction (Federal 1997). 
Kaizen – A principle dedicated to unending improvement via the setting, measuring, and 
achieving of ever-higher goals (Greenwood and Reeve 1994). 
Management by Projects – A managerial strategy whereby (Eskerod 1996): (1) The 
tasks of the firm are done in projects; (2) Several projects are performed 
simultaneously; (3) The projects share a common resource pool (also human 
resources); (4) The responsibility is delegated to the projects; (5) The authority 
lies with the project manager; (6) The project team member may not have a 
superior outside the project, referring to the project manager only; (7) The 
objectives of the projects are often not fully determined in the early phases; and 
(8) The employees can be assigned to several projects or other tasks at the same 
time. 
Metrics – The elements of a measurement system consisting of key performance 
indicators, measures, and measurement methodologies (Federal 1997). 
Navigational Neurosis – That, which results from bad decisions, inconsistent and 
competing improvement programs, and other negative behaviors within an 
organization (Pollock 1993) 
Net Present Value (NPV) – Compares the value of a dollar today versus the value of that 
same dollar in the future after taking inflation and return into account 
(Investopedia 2004). 
Ontological Theories – Formal models of the concepts that are used in enterprise 
representations.  They capture rules and constraints of the domain of interest, 
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allowing useful inferences to be drawn, to analyze, execute (e.g. for the purpose 
of simulation), cross check and validate models (IFIP-IFAC Task Force 1999). 
Ontology – That department of the science of metaphysics, which investigates and 
explains the nature and essential properties and relations of all beings, as such, or 
the principles and causes of being (Webster’s 1996).  The science concerning the 
foundations of knowledge (Vernadat 1996).  A systematic account of existence 
(Howe 2001).  An explicit, formal specification of how to represent the objects, 
concepts and other entities that are assumed to exist in some area of interest and 
the relationships that hold among them (ibid).  The hierarchical structuring of 
knowledge about things by subcategorizing them according to their essential (or 
at least relevant and/or cognitive) qualities (ibid). 
Open Projects – Projects that start out with a very vague scope and which adjust the 
balance between the scope of the work and the timescale (Reiss 1996). 
Performance Measurement – The ongoing monitoring and reporting of program 
accomplishments, particularly progress towards pre-established goals.  
Performance measures may address the type or level of program activities 
conducted, the direct products and services delivered by a program, and/or the 
results of those products and services (GAO 1998).  Performance measurement 
involves determining what to measure, identifying data collection methods, and 
collecting the data.  It improves the management and delivery of products and 
services.  Finally, it improves communications internally among employees as 
well as externally between the organization and its customers and stakeholders 
(DOE 1996). 
Phantom Project – The project an enterprise may or may not be executing, often 
depending on the outcome of competitively bid situations (Reiss 1996). 
Planning program – The initial version of a program.  It contains many possible ways to 
accomplish the main objective, and is used to find and relate all possible ways 
(Frumerman et al. 1987). 
Program – The coordinated management of a portfolio of projects to achieve a set of 
business objectives (CCTA 1993).  A long-term undertaking, which is usually 
made up of more than one project; sometimes incorrectly used as a synonym for 
“project” (Archibald 1992).  A group of projects that are managed in a 
coordinated way to gain benefits that would not be possible were the projects to 
be managed independently (Ferns 1991). 
Program Evaluations – Individual systematic studies conducted periodically or on an ad 
hoc basis to assess how well a program is working.  They are often conducted by 
experts external to the program or by program managers (GAO 1998). 
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Program management – The coordinated support, planning, prioritization and 
monitoring of projects to meet changing business needs (Ferns 1991). 
Project – A complex effort, usually less than three years in duration, made up of 
interrelated tasks, performed by various organizations, with a well-defined 
objective, schedule, and budget (Archibald 1992).  The temporary and unique 
organization and coordinated execution of many activities to achieve a beneficial 
outcome. 
Project Management – The art and science of coordinating people, equipment, 
materials, money, and schedules to complete a specified project on time and 
within approved cost (Oberlender 1993). 
Quality – The ratio of delivery over expectations (Reiss 1996) 
Reference Architecture – A framework that organizes existing enterprise integration 
knowledge and contains the methods, models, and tools, which are needed to 
build and maintain the integrated enterprise, be it a part of an enterprise, a single 
enterprise, or a network of enterprises (IFIP-IFAC Task Force 1999). 
Resource Improvement Coefficient (RIC) – A measure that is independent of total 
resource demand.  RIC relates the variation of a selected resource histogram to an 
ideal resource histogram (i.e., rectangle-shaped resource histogram) (Harris 
1978). 
Schedule Compression – The use of techniques that shorten the project duration but 
result in an increase in project cost (CII 1988). 
Schedule Reduction – The use of techniques that shorten the project duration but do not 
result in an increase in project cost (CII 1995). 
Strategic Management – An integrated systems approach for leading and managing in a 
changing world by building consensus of the leadership group both in shared 
vision of the desired future state and a clarified mission for the organization, and 
by gaining support and participation of the people in the organization to identify 
the specific changes that must be made, implementing them, and assessing 
organizational performance (Federal 1997). 
Strategic Planning – The continuous and systematic process whereby guiding members 
of an organization make decisions about its future, develop the necessary 
procedures and operations to achieve that future, and determine how success is to 
be measured (Federal 1997). 
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System – An organized collection of people, machines, procedures, documents, data, or 
any other entities such that they interact with each other as well as with their 
environment to reach a pre-defined goal (Aktas 1987). 
Task – A short-term effort (a few weeks to a few months) performed by one 
organization, which may combine with other tasks to form a project (Archibald 
1992). 
Technology Transfer – The sharing of knowledge and facilities among industries, 
universities, governments, laboratories, and third party intermediaries (NTTC 
1996).   
Theory – A set of statements or principles devised to explain a group of facts or 
phenomena, especially one that has been repeatedly tested or is widely accepted 
and can be used to make predictions about natural phenomena (American 
Heritage 2000). 
Vertical – Corresponds to the business of the customer and the nature of the building 
program.  Common ‘verticals’ at BSW International include all forms of ‘big box’ 
structures such as discount retail stores, wholesale clubs, electronics outlets, and 
supermarket chains as well as restaurants, hotels, and institutional facilities 
(Daman 2001c).   
Working program – The program arrived at by screening the planning program and 
deciding which elements of it will be implemented by actual development activity 






Conventional thought dictates that what cannot be measured, cannot be improved.  
In a quest for improved operational and financial performance, many project-based 
enterprises have developed numerous methods to measure success.  Unfortunately, many 
of these methods appear to be neither applicable beyond the project boundary nor able to 
promote effective and proactive decision-making.  As a potential remedy, a theoretical 
framework was developed using principles of Enterprise Engineering to create a 
performance measurement system for project-based organizations.  Known as ARIES 
(Agile Resource Information and Execution System), the framework builds upon existing 
project and program management knowledge in order to provide a quantitative 
methodology for evaluating aspects of enterprise sustainability.  By incorporating 
specific measures, the framework is also able to create a graphical depiction of the 
enterprise’s operational performance.  To validate the framework, retrospective data were 
obtained from a successful Architecture and Engineering (A/E) firm that designs and 
oversees commercial building projects.  Analysis of the data provided a picture of the 
framework’s immediate and long-term benefits for project-based enterprises.  From this 
picture managers can make improved decisions regarding existing and future work, 
thereby positively impacting the operational performance of the enterprise and enabling it 






“TO LEAD ITS INDUSTRY FOR ANOTHER HUNDRED YEARS, ANY COMPANY OPERATING 
TODAY WILL HAVE TO BE EXPONENTIALLY BETTER THAN IT ALREADY IS.” 
RILEY P. BECHTEL, CHAIRMAN AND CEO, BECHTEL GROUP, INC. 
Chapter 1 Introduction 
 
The problems faced by architecture, engineering, and construction (A/E/C) 
enterprises are serious and far-reaching.  Despite the complexities involved, construction 
management researchers and practitioners familiar with the A/E/C industry need a 
method of measuring success based on factual data that enables the results from different 
projects to be compared and aggregated (Griffith et al. 1999).  Yet, few methodologies 
exist, if any, which formalize comparisons of this type (Fischer et al. 1998).  As a result, 
this research sought to create a theoretical framework of A/E/C enterprise operational 
performance capable of evaluating the economic and logistic aspects of enterprise 
sustainability. 
In many ways, the A/E/C industry may provide one of the best contexts that can 
be used to illuminate the need for a framework designed to promote enterprise 
sustainability for specific firms.  This is partially because the A/E/C industry has long 
been criticized for its slow acceptance and use of modern management methods, systems, 
and frameworks to plan and execute projects (Business Roundtable 1982).  “Many 
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people, both inside and outside the A/E/C industry, view this as a primary cause of 
serious delays in schedules and large cost overruns that have troubled the industry 
(ibid.).”  In fact, since 1964, the construction productivity in the United States has 
actually declined by a compound rate of -0.48 percent as a constant of contract 
expenditures compared to effort hours of daily workers.  This trend can be seen in Figure 
1-1 by comparison with all other United States non-farm industries that improved by a 
compound rate of 1.71% during the same period of time (i.e., 1964 to 1999). 
 
 
Figure 1-1: U.S. Industrial Productivity Index 1964-1999 (After Teicholz 2001) 




The dynamic world of construction will inevitably become more complex in the 
future (Paulson 1995), compelling project owners and contractors to pursue strategies that 
improve performance.  Plus, the ongoing changes and fierce competition of the A/E/C 
sector reduce the ability of industry firms to predict the implications that strategic 
decisions will have on project and company performance (Alarcón et al 1999).  In 
addition, the ever-varying capital structures, business models and business goals of the 
various organizations involved in a construction project compound these issues (Fischer 
et al. 1998).  As a result, many industry firms are continually engaged in assessing ways 
in which their productivity, quality and operations can be improved (Elzinga et al. 1995).  
Still, few A/E/C firms focus on the critical need of obtaining a complete and correct 
understanding of the business process of the organization (Abeysinghe and Urand 1999; 
Halpin and Huang 1995).  Thus, it is suggested in the literature that construction-related 
firms in the A/E/C industry should develop strategies and systems in order to maintain 
and/or improve their standing amongst their competition. 
This dissertation documents research wherein concepts of Enterprise Engineering 
were applied to an advanced A/E/C company that designs and develops repetitive 
commercial projects.  Specifically, aspects of operations concerning resource utilization, 
contract value, and owner/client satisfaction were examined in order to establish a 
theoretical framework known as ARIES (Agile Resource Information and Execution 
System) for evaluating aspects project performance, program performance and enterprise 
sustainability.  It describes the process of framework creation and details the methods by 
which several ontological theories were evaluated and incorporated within this research 
effort.  This dissertation also documents the research process itself and demonstrates how 
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known constructs of program management were combined with specific measures of 
operational performance to create a graphical depictions of enterprise sustainability for a 
particular A/E/C firm.  While the two key components of this research (i.e., enterprise 
sustainability and program management) are both defined in the Glossary and described 
in detail in this chapter, they do comprise the underpinnings of the theoretical framework 
capable of providing A/E/C companies with a new and improved perspective of their 
operations.  Such a perspective may possibly enable management of these firms to make 
better decisions about existing and future work, thereby allowing them to compete more 
effectively in a rapidly changing business world. 
This chapter (i.e., Chapter 1) begins by describing the research questions in the 
first subsection.  It then documents the research problem and the research context (i.e., in 
Sections 1.2 and 1.3, respectively) which provided the impetus for this study as well as 
the need for solutions to the research questions.  The fourth subsection (i.e., Section 1.4) 
contains the rationale concerning the strategy chosen to answer the questions posed for 
this particular research investigation.  Finally, the chapter concludes by providing the 
reader with a guide to the remaining five chapters of the dissertation. 
1.1 The Research Questions 
The need for this research is clear: project-based enterprises in the A/E/C industry 
face a multitude of problems that are generally difficult to handle from a methodological 
or organizational standpoint.  By virtue of the nature of their operations, these enterprises 
face demands from numerous groups such as their customers, their employees and their 
peers.  As a result, many of the firms in the A/E/C industry have lost sight of their 
primary objective: to make decisions that maximize overall organizational success rather 
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than the success of any individual project (Fricke and Shenhar 2000).  While it is clear 
that an A/E/C enterprise must support its projects (Soares and Anderson 1997), the 
inverse directive (i.e., that projects must support their enterprise) is not as 
straightforward.  Thus, the first research question is:  
Can a method be created to assess the contribution of an enterprise’s 
projects toward its economic and logistic sustainability goals? 
This question guided the research along three primary paths of inquiry, namely: 
(1) why A/E/C enterprises execute projects; (2) what compromises A/E/C enterprise 
performance; and (3) what new knowledge is required.  Searching for answers to these 
inquiries provided direction for the research, eventually leading to other questions, 
solutions and contributions to the body of knowledge.  The initial starting point was an 
understanding that benefits accruing to both the A/E/C enterprise and the customer are 
the reasons behind the initiation and execution of projects (Reiss 2000).  However, this 
ontological theory, amongst many others described in Chapter 2, did not explain what 
compromises enterprise performance. 
The origin for that path of inquiry began with the possibility that when A/E/C 
enterprise projects create significant overloads on company resources, they may become 
stretched out, thereby affecting their schedule or time-to-market performance.  To 
compensate, individual managers were found to instinctively choose courses of action 
that were beneficial to their assigned projects (Boznak 1987) and to make decisions on 
project priorities that were not necessarily in line with enterprise priorities (Crow 2003).  
In turn, this might cause the organization to suffer from delays produced by other projects 
(Archibald 1992).  In addition, resource overloads may cause project personnel to take 
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shortcuts, undermining the desired process and forcing the enterprise to take one of two 
actions: add resources through permanent hires or contract and subcontract labor; or 
change the resource requirements by deferring project starts (Crow 2003).  As neither 
option is generally considered desirable, the research sought to examine processes by 
which projects and enterprises were managed.  This direction is maintained by many 
studies such as one conducted by the Federal Benchmarking Consortium (1997), which 
determined that “a focus on organizational capacity is supporting new and continued 
emphasis on process management as a way of ensuring that inefficient and ineffective 
processes do not get in the way of the drive for success.” 
Many A/E/C companies are losing their ability to balance operational processes 
with harsh business realities, and are trying to improve their work processes with the use 
of effective project management techniques (Fricke and Shenhar 2000).  Indeed, it may 
be possible to benefit even more from the ‘management by projects’ strategy.  Doing so 
may call for a more active attitude towards managing the project portfolio by focusing on 
cooperation and the coordination of knowledge and competencies (Eskerod 1996).  
Indeed, the grouping of projects into programs might maximize the benefits accruing to 
the organization (Ferns 1991) by allowing programs to act as a bridge between strategy 
and projects, providing a technique for structuring and managing the process, and 
increasing the chances of achieving a set of business objectives (McElroy 1996; CCTA 
1993).  Certainly the literature does suggest that well-constructed programs have the 
ability to (ibid.): (1) Identify the dominant linkages and interdependencies between 
projects; (2) Provide a mechanism for classification and prioritization of projects; and (3) 
Allow projects to be assimilated on an incremental basis.  However, the determination of 
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whether or not program management ontological theories could play a role in the 
development of this research remained an open question at this study’s outset. 
Nonetheless, the process of program management was identified as a potential 
component of this research in the belief that it might be able to provide a solution to the 
first research question.  This is despite the fact that the literature has been notably silent 
on methods and considerations for program organization and strategy (Frumerman et al. 
1987).  Further, very few project-based A/E/C enterprises formally define their work 
within a program management context (Reiss 1996).  This is due to both a lack of 
knowledge regarding program management concepts and the overriding and incorrect 
belief amongst project management professionals that a program is merely a complex 
project (Mulva and Vanegas 2002; Archibald 1992).  As a result, a method of assessing 
the performance of projects and programs was needed, requiring a second research 
question:  
Can a method be developed to compare the performance of enterprise 
projects and programs relative to each other? 
This question was intended to guide the research and demonstrate the potential 
power of program management as a discipline and not merely as a euphemism for a ‘big’ 
or ‘complex’ project.  Researchers such as Griffith et al. (1999) had already observed that 
“a measurement can be developed that is based on objective project performance and this 
measurement can be successfully used to compare projects of different types and sizes,” 
providing a degree of assurance that it was possible to develop such a method.   The 
second question also helped shape the research in finding a solution for the first research 
question.  The reason why is straightforward: if the difference in performance between 
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projects and programs could be identified, then by supposition, so could the difference in 
performance between programs and the enterprise.  Further, if these differences were 
established quantitatively, the constituting process improvements (e.g., program 
management) would provide project-based enterprises with a ‘roadmap’ to high payback 
areas (Back and Moreau 2000).  In this regard, it was believed that this ‘roadmap’ could 
serve as the basis for a framework that project-based enterprises could use to assess the 
contribution of their projects toward their economic and logistic sustainability goals, 
therein addressing the first research question as well as the research problems. 
1.2 The Research Problems 
The ultimate result of the management practices of an organization is 
performance – market performance, operational performance and financial performance 
(Ernst & Young 1992).  However, after implementing numerous operational and 
management practices that were reputed to lead to improved quality and overall 
performance, companies have experienced mixed results (ibid.).  In many cases, 
companies lacked the ability to tie operational and financial goals to the quality 
improvements and processes that they were implementing.  Without these ties, the 
companies found themselves continuously improving processes only to find that cost 
savings disappeared into the organization as the company itself moved onto new agendas 
and initiatives (Greenwood and Reeve 1994).  One remedy may be a methodology that 
permits planning, analysis and (re)design of a process independent of the practices or the 
technologies that enable it (Back and Moreau 2000).  If such a methodology were to be 
adopted by A/E/C enterprises, it should likely incorporate effective measurements that tie 
detailed operational performance results to the expectations of the company and its 
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customers.  Doing so might allow the enterprise to fully understand the impact from its 
operations and process improvements at both an individual and aggregate level, and make 
informed decisions regarding current and future work.  However, such a methodology 
does not exist for A/E/C enterprises, thus forming the basis for this research.  The 
sections which follow further detail three main research problems that this study 
attempted to address. 
1.2.1 Problem 1: The Project Management Dichotomy 
Before launching into the development of a methodology, it is important to 
understand the relation the research problem has to project-based enterprises in the A/E/C 
industry.  Foremost amongst the problems associated with these organizations is a long-
standing dichotomy that exists between project-level and company-level management.  
For many of the firms in the A/E/C industry, project-level production processes tend to 
focus solely upon technical outputs while company-level processes merely support the 
administrative aspects of the projects (Soares and Anderson 1997).  The result is that this 
dichotomy often leaves few managers responsible for understanding how each project 
contributes to or impacts enterprise performance.  In fact, recent studies have identified 
that in many companies, projects are often started without regard to organizational 
priorities or resources, resulting in project personnel being overcommitted on average by 
75% and working for companies where less than 25% of them have adequate resources to 
undertake all their planned projects (Crow 2003).  Accordingly, many A/E/C enterprises 
do not have a clear view of what the company should look like after five years, or even 
after six months (ibid.).  They are simultaneously ‘fighting fires’ and continuously 
rebuilding, depending on changing conditions in the market, in technology and in the 
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skills of their employees (Angling 1988).  Therefore, one remedy of the project 
management dichotomy explored by this research is the creation and implementation of a 
comprehensive framework designed to prioritize projects and improve the utilization of 
resources. 
1.2.2 Problem 2: The Dilemma of Program Management 
Today’s A/E/C management explicitly understands and uses techniques that, in 
some cases, may help one project succeed at the expense of another (Fricke and Shenhar 
2000).  This serious problem is sometimes made worse by a lack of acknowledgement of 
fundamental incongruities among the objectives, principles and techniques of project 
management, as well as the needs of flexible project-based forms of organization 
(Partington 1996).  Consequently, the need for effective techniques for what is commonly 
called multi-project, portfolio, or program management has become clearer.  In fact, it 
has been suggested that up to 90%, by value, of all projects occur in the multi-project 
context (Turner 1993).  However, within most A/E/C firms, the combination of projects 
(i.e., the portfolio of projects) is commonly treated as one ‘large project’ or ‘big network’ 
and is inappropriately processed using single-project techniques (Scheinberg and Stretton 
1994; Kara and Kayis 2001).  This situation is compounded by the fact that the 
techniques and approaches, which are at the core of program management as a discipline, 
are not well documented or established, yet are being practiced tentatively by managers 
(Pellegrinelli 1997).  As a result of these trends, a dilemma exists surrounding the 
practice of program management.  Therefore, this research’s development methodology 
examined many of the precepts of program management as ontological theories 
consistent with the management of an A/E/C enterprise. 
 
 11 
1.2.3 Problem 3: The Issues of Human Resources 
Problems may also exist within the ranks of employees at project-based 
enterprises in the A/E/C industry.  Primarily, these problems have taken two forms: 
motivational and educational.  Motivationally, the existence of powerful project 
managers can sometimes create problems because they tend to maintain their own project 
at the highest possible level of innovation and performance (Muffatto 1998).  Most do not 
wait for ‘top-down’ orders and instead carry out actions themselves to attract resources 
and attention to their own project (Eskerod 1996).  Thus, one project may succeed at the 
expense of another within a single A/E/C firm. 
From an educational standpoint, a problem exists concerning the academic 
preparation required for senior and executive level positions, especially within many 
A/E/C companies.  While several employees of these firms have technical or project 
management backgrounds, as they ascend the career ladder, they are often forced to 
address corporate-level management issues from a technical or project-level perspective, 
for which they are ill-prepared (Chinowsky 2000).  However, in decentralized 
organizations, one of the most difficult tasks is to get everyone to pull toward the 
common goal – the overall success of the firm (Schneider and Sollenberger 2000).  So, 
although the potential elimination of employee problems can assist in the pursuit of a 
common goal, problems of this kind can be difficult to remedy which is exactly why this 




1.3 The Research Context 
Each year, Engineering News Record (ENR) magazine publishes a list of the top 
400 contractors in the United States.  As context for this research, an examination of the 
1973 and 2004 lists revealed some interesting facts.  Of the top one hundred firms listed 
in 1973, only twenty-eight percent were still on the full list of 400 companies in 2004 
(ENR 1973; ENR 2004).  This finding is interesting because several explanations 
regarding the other seventy-two percent may exist.  One explanation may be that project-
based A/E/C companies, such as ENR’s top 400 construction firms, might not be 
equipped with the right tools, systems and management practices to sustain themselves 
on a long-term basis.   However, other explanations may concern the possibility of 
mergers or other factors.  Regardless, these findings from ENR provides some context for 
this research 
In the last decade, the performance of project-based enterprises in the A/E/C 
industry has come under intense scrutiny from their customers because the benefits 
emanating from projects and programs were being adversely impacted by the poor 
performance of the A/E/C enterprises themselves (Daman 2001a).  An example 
concerning the expansion of a chain of discount retail stores highlights this growing 
phenomenon (ibid.).  To begin the example, the management of a particular discount 
retailer announced in the first quarter of 2000 that it would open 200 new stores during 
calendar year 2001.  The company simultaneously explained that this program would 
increase revenues from new store sales by $10.4 billion, which calculates to $2 million 
per week per store given that the stores open consistently throughout a calendar year.  To 
assist them with this program, the discount retail firm proceeded to hire numerous 
project-based architecture, engineering, and construction (A/E/C) companies.  However, 
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as 2002 began, the discount retailer only received an additional $9.2 billion from new 
store sales in 2001.  Consequently, several brokerage houses on Wall Street cut their 
ratings of the discount retail firm, citing an 11.5% reduction in new store revenues and 
indicating that the company was losing business.  However, in reality, the company was 
not losing business, but rather, the project-based A/E/C firms they hired had delivered 
each store, on average, three weeks late.  As a result, this example highlights the situation 
that several A/E/C enterprises face: the need for change and performance improvement. 
For the most part, project-based organizations (i.e., such as A/E/C firms) consider 
their operations and planning processes to be decentralized because the actual plans of 
the organization – the initiatives, milestones, schedules, resource allocations, etc. – do not 
exist at the corporate level where financial goals have traditionally enjoyed top billing 
(Federal Benchmarking Consortium 1997).  As a result, vast differences often do exist 
within project-based organizations regarding the goals of project (line) management, the 
executive suite and their customer.  These differences may represent a lack of goal 
congruency for which no methodology exists.  Thus, “research is needed to identify 
major project goals and their relations to project participants’ goals and to devise a 
system that fosters and does not hinder the fulfillment of these goals (Fischer et al. 
1998).”  However, such a system may need to incorporate aspects of program 
management so that the use of company capacity is maximized and in alignment with the 
organization’s business strategy and long-term planning objectives.  While such a system 
may have the ability to sustain an A/E/C enterprise, it will only be successful long-term if 
it is capable of providing timely, accurate, relevant, and complete information (Workman 
2001c) within a simple-to-understand framework.  Thus, to provide context for this 
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research, five different topics (i.e. enterprise sustainability, program management, 
project-based organizations, goal congruency, and systems) are explored in the next five 
subsections.  These topics were chosen in particular to further illustrate the situation 
faced by A/E/C enterprises, and by extension, to other project-based firms.  Moreover, 
these topics demonstrate why the research problems are compelling and why a new 
theoretical framework is needed to assist A/E/C companies in their quest for enterprise 
sustainability.  Finally, this section concludes with a look toward the path ahead. 
1.3.1 Enterprise Sustainability 
The concept of enterprise sustainability has two important dimensions.  The first 
pertains to the ability of a particular firm to work alongside other project-based firms as 
partners.  The second dimension concerns a project-based enterprise’s approach toward 
its customers (Mohsini 1989).  While this research only addresses this second view of 
enterprise sustainability, an understanding of both provides context.  This subsection 
describes both, starting by describing enterprise sustainability in partnering arrangements. 
The primary objective for any project-based enterprise, such as those in the A/E/C 
industry, is the attainment of project requirements and constraints.  Secondary objectives 
are particular to each organization, broadly corresponding to categories such as survival 
in the market place, enhancement of the organization’s domain and its position in the 
market place (ibid.).  Although straightforward for one enterprise, these two objectives 
become complicated in partnering arrangements when other project-based enterprises are 
involved as is often the case on large programs and projects.  Indeed, where two or more 
project-based firms are partnered, each may need to consider the others’ primary and 
secondary objectives and commit to working toward the establishment of an environment 
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where each partnered firm can be successful.  However, failure to do so may actually 
jeopardize the attainment of secondary objectives for certain firms, thereby potentially 
impacting their individual enterprise sustainability.  Moreover, if one firm abandons the 
partnership, the primary objectives for every other firm will be jeopardized (ibid.).  This 
may lead to a situation where the remaining firms may be unable to remedy the situation, 
affecting their secondary objectives as well.  Thus, as the number of partnered 
arrangements has increased due to increasing project size in the A/E/C industry (Zapalac 
1994), the effect described here has become more common although few methods exist to 
address this aspect of enterprise sustainability. 
Evidence exists which suggests that project-based companies such as those in the 
A/E/C industry can become increasingly sustainable if appropriate attention is paid to the 
delivery of benefits to their customers through efficient operations (Enterprise 
Sustainability 2002).  Often, this necessitates an objective method to prioritize projects 
according to the progress made by both project-based firms and their customers toward 
the specific goals of each.  Lacking such a method, at least one A/E/C firm has sought to 
ensure the delivery of project benefits to customers by being selective about their project 
portfolios (Bechtel 1998).  Either way, methods of ensuring enterprise sustainability are 
needed to: (1) understand the growth economics of their service markets; (2) manage 
growth to appropriate asset utilization objectives; (3) cultivate distinctive competencies 
and combine resources in hard-to-duplicate ways; and (4) deploy services in ways that 




In short, this may mean that A/E/C enterprises need to be able to evaluate the 
economic and logistic aspects of their operations in order to remain viable over an 
extended period of time.  Certainly, many enterprises of all types desire to simultaneously 
increase profitability and improve customer satisfaction while maintaining or decreasing 
resource utilization across all their projects.  However, the potential difference between 
A/E/C industry firms and those in other industries is that no methods or frameworks exist 
capable of evaluating enterprise sustainability, at least not prior to this research. 
1.3.2 Program Management 
The strategic management of a project-based enterprise, such as those in the 
A/E/C industry, centers on the allocation of organizational capacity (Federal 
Benchmarking Consortium 1997).  Decisions regarding the current capacity or 
expectation of future capacity are often critical delimiters as strategies and directions for 
the enterprise are being chosen.  However, evidence exists that the needs of customers 
must also drive strategic direction in project-based organizations (ibid.).  Therefore, a 
comprehensive management paradigm that promotes goal congruence through the use of 
management techniques such as program management may be required by A/E/C firms to 
ensure that the intended benefits of strategic decisions are realized.  Beyond project 
management, program management places more emphasis on being a business tool and 
strategic aid (Russell 1998), thereby allowing the horizon for business planning to go 
beyond one year to create the longer-term plans (Federal Benchmarking Consortium 
1997) capable of improved goal congruence and enterprise sustainability. 
Although having program management as a central focus at an A/E/C company 
may allow management the opportunity to balance current and future business prospects 
 
 17 
with new business strategy, technology, and methods, it may also prove to be an 
additional burden.  This duality concerning central focus as well as additional complexity 

























Figure 1-2: The Central Focus of Program Management (After Strange 1998) 
 
Closer inspection of the figure reveals that while programs can be viewed as 
strategic concepts supported by projects as their tactical means to produce measurable 
results, management of both is often needed.  Indeed, project managers are usually tasked 
with supervising the tactical side of the business delivering the goals and objectives of 
their projects (i.e., time, cost and quality goals).  Program managers, on the other hand, 
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tend to focus more on the portfolio of projects in order to strategically manage, prioritize 
and apply changes from the business environment to the portfolio of projects.  Often, 
these efforts may have the desired effect of creating a bridge between the enterprise and 
project-level management.  In fact, this is one desired aspect of a program: to establish an 
intermediate level within the management of an A/E/C in an effort to accommodate a 
number of variables external to the firm. 
One such variable can be seen in Figure 1-2, that of political influences.  In this 
example, politics may exert a negative influence on supporting the firm’s ultimate future 
business goals (i.e., withdrawing funding or future investments).  Equally, it may also be 
supportive and motivating towards the realization of immediate strategic objectives, thus 
providing a positive influence.  The combined effect is the creation of a polarized 
influence on program management, causing the program to have to balance current 
strategy with future objectivity – something not easily handled and communicated from 
project-level management (Strange 1998). 
Nonetheless, throughout the twentieth century, virtually all project-based 
enterprises and research organizations focused solely upon the project as their base level 
of analysis (Griffith 2002).  While some efforts such as pre-project planning have 
attempted to infuse project management with some sensitivity to the economics of the 
project, many other efforts have neglected the interrelated projects that several A/E/C 
enterprises maintain in their portfolios.  Still, the concept of pre-project planning is 
accepted amongst A/E/C firms as a good idea.  Indeed, many project-based owner 
organizations involved in the A/E/C industry have popularized this concept by 
developing asset development processes (ADP’s) to “gate” project development and 
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protect investment in projects.  In this regard, Texaco’s Business Roadmap for Asset and 
Value Enhancement (BRAVE) is a good example of an ADP which can be seen in 
Appendix I.  While ADP’s can help ensure project performance (ibid.), they cannot 
ensure benefits on a larger scale with regard to a company’s business strategy and long-
range planning efforts.  Indeed, it is as important for A/E/C companies to inquire “Are we 
doing the project right?” as it is to ask “Are we doing the right project?”   
Figure 1-3, based on the work of Strange (1998) provides a sample diagram that 
could potentially be used as a template by an A/E/C enterprise to integrate the benefits of 





















































As can be seen in the figure, many of the processes and major information flows 
that surround the activity of program management link it to the company’s corporate 
planning and business strategy activities.  In doing so, program management can become 
an integral part of a company’s capital budgeting process where decisions are made about 
what projects can and cannot be pursued (Federal Benchmarking Consortium 1997).  In 
such an environment, the ‘buy-in’ of corporate objectives and goals may occur, often 
empowering program management staffs to deliver benefits that are expected to be 
achieved.  In fact, under such an arrangement, project management may actually become 
simpler due to the fact that it would probably be confined to traditional tasks of planning, 
monitoring, and control.  Similarly, risk mitigation and change management in an 
environment illustrated in Figure 1-3 may be managed at the program level, possibly 
enhancing an A/E/C company’s competitive position through execution economies of 
scale.  Most importantly, the arrangement shown in Figure 1-3 provides a basis and 
context from which several research problems can be addressed. 
1.3.3 Project-Based Organizations 
There are very few authors and almost no researchers on the subject of the 
organization as a collective of projects (Van Der Merwe 1997).  Indeed, much of the 
attention surrounding an A/E/C enterprise focuses not on the organization itself, but 
rather on the practices and technologies of the particular organization of concern.  Thus, 
in order to understand the many issues facing A/E/C companies, some explanation is 
needed.  For the purposes of this research, organizations have been classified according 
to their managerial basis (i.e., project or operations-based) and entity type (i.e., job or 
flow-shop).  This classification scheme is illustrated in Figure 1-4. 
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Although the research context pertains to project-based enterprises in the A/E/C 
industry, Figure 1-4 is important because this research’s data and results may pertain to 
other project-based companies not in the A/E/C industry as discussed in Chapter 6.  Still, 
the data for this research were obtained from a ‘project-based’, ‘flow-shop’ Architecture 
and Engineering (A/E) design firm called BSW International headquartered in Tulsa, 
Oklahoma.  Figure 1-4 may also be important for companies in the process of re-
engineering their enterprises in order to transition from one quadrant to another in the 
classification scheme.  A good example may be Toyota, who has been slowly shifting 
their lean production strategy towards mass customization and increased product 
offerings (Womack et al. 1990) in preparation for a move to a system that could 
potentially offer customers tailor-made products (Pine et al. 1993).  Regardless, in the 
context of this research, a primary concern is the move of ‘project-based’, ‘job-shop’ 
organizations, such as traditional A/E/C firms, from the upper-left corner to the lower-left 
corner.  Movement of this type may signify that the implementation of new systems and 
methods may be needed to enable improved operational performance.  Consequently, the 
subsections that follow illuminate the context of ‘project-based’, ‘job-shop’ organizations 




















Figure 1-4: Organizational Classification 
 
1.3.3.1 Service Companies 
In general, the most profitable 20% of (projects) can generate about 300% of 
profits for service companies (Cooper and Kaplan 1999).  In contrast, the remaining 80% 
of (projects) collectively lose about 200% of profits, leaving the enterprise with its 100% 
of profits.  This situation can be shown as a graph of cumulative profitability commonly 
known as the ‘whale curve’ (ibid.).  One such curve can be seen in Figure 1-5 for a 
representative service company (i.e., such as an A/E/C firm), where the height of the 
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Figure 1-5: The ‘Whale Curve’ of Cumulative Profitability 
(After Cooper and Kaplan 1999) 
 
In many cases, firms such as those in the A/E/C industry are unaware of the 
magnitude of the situation shown by the ‘whale curve’ partly because many of these 
companies rely on outdated methods to calculate profits and costs, putting themselves at a 
serious disadvantage and damaging their ability to compete (Kanal 1992).  The situation 
portrayed by the ‘whale curve’ is also often created by customers of the company who 
demand a complex mix of services for which the firm is not adequately compensated 
(Cooper and Kaplan 1999).   In fact, many demanding customers are often some of the 
largest customers of the service companies’ (i.e., because it is difficult for smaller 
customers to generate 200% of lost profits) (ibid.).  However, the problem of determining 
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which customers and which projects are losing money remains.  An improved method of 
determining the cost-volume-profit relationship for multi-(project) service firms is 
obviously needed (Metzger 1993). 
For A/E/C firms as well as service companies in general, a separation often exists 
between the decisions by management to incur costs and the decisions by customers that 
which generate revenues (Cooper and Kaplan 1999).  For this reason, service companies 
are often in need of systems capable of monitoring operations while simultaneously 
measuring the costs and profitability of (projects) and customers (ibid.).  Systems of this 
type potentially could provide managers with insight as to where their efforts are both 
helpful and hurtful to enterprise operations.  Still, based on the author’s experience, many 
A/E/C companies lack such systems.  In fact, often managers at these firms know neither 
the costs of the services they produce and deliver nor the cost of serving their different 
types of customers (ibid.), primarily because these costs are lost within highly detailed 
systems designed to track expenses, line item by line item, in thousands of different cost 
centers.  Additionally, the marginal cost (i.e., the increase in spending resulting from an 
incremental transaction or customer) for many A/E/C companies is minimal as their 
resources are essentially “fixed” over the short-term (ibid.).  So, unlike ‘operations-
based’ firms, A/E/C companies often cannot use the marginal cost as a basis for pricing.  
Nevertheless, A/E/C industry firms must still recoup their “fixed” costs somehow.  Thus, 
this research was intended to illustrate the relationship between the decisions to incur 
costs and deploy resources, thereby addressing the context of A/E/C company operations. 
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1.3.3.2 Project Management Firms 
In the 1990’s, many service companies outside the A/E/C industry began to 
embrace the ‘management by projects’ strategy and transform themselves into project 
management firms.  Some of these firms viewed the strategy as an important tool “with 
the necessary flexibility and responsiveness to survive in an extremely turbulent context, 
where the ability to change and be innovative is imperative (Eskerod 1996).”  Indeed, 
many companies believed that the strategy would simplify management duties by simply 
“assigning work to the right people and clearly explaining what is expected and when the 
work must be completed (Oberlender 1993).”  However, for many project management 
firms, the benefits of the strategy never materialized. 
One explanation why the benefits of project management were not realized 
concerns itself with the fact that a ‘management by projects’ strategy often leads to a 
situation in which several projects have to be accomplished side by side – something 
many firms, including those in the A/E/C industry, were often ill-prepared to handle.  In 
addition, many firms’ project managers saw the strategy as a means of competition 
between the company’s projects and conceptualized the situation as a ‘zero-sum’ game, 
where if one project won, another probably had to lose (Eskerod 1996).  However, such a 
viewpoint violated the basic tenets of the strategy wherein each team member was 
expected to contribute to the processes’ operation and share responsibility for the 
processes’ performance (Persico 1989).  As a result, ‘Isolated’ project managers became 
accustomed to making decisions using limited analysis and large doses of intuition 
(Alarcón et al 1999).  Therefore, these conditions combine to provide context to this 
research by demonstrating that the overarching benefits of the ‘management by projects’ 
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strategy may still be necessary toward the goal of improving and sustaining the 
enterprise, given a framework capable of highlighting the ‘zero-sum’ scenario. 
1.3.4 Goal Congruency 
To attempt to quantify and manage the time and cost benefits of one A/E/C 
project in isolation from others would be a misleading exercise (Back et al 2000).  
Indeed, suboptimal enterprise performance would likely result (ibid.).  This underscores 
the need to look at projects as required intermediate steps toward the fulfillment of a 
well-conceived corporate strategy (ibid.) – bridging internal differences between project 
management and the executive suite.  However, few A/E/C firms address the problem of 
the project management dichotomy by managing their operations at an intermediate level.  
A study by Soares and Anderson (1997) of project-based A/E/C firms identified fifty-
eight business processes, fourteen of which were classified as ‘company-level’ with the 
remaining forty-four classified as ‘project-level’ processes.  Interestingly, fifty-one out of 
the fifty-eight processes were “considered to provide direct support to production 
processes at the project level (ibid.).”  Yet, the study identified no business processes 
belonging to both the ‘project-level’ as well as the ‘company-level’.  In fact, only one 
study of this nature could be located in the literature wherein a system for “middle-up-
and-down management (Luiten et al. 1993)” was created for a planning process.  
Consequently, this research maintains that the idea of internal goal congruency remains 
elusive for many A/E/C companies. 
For most project-based A/E/C firms, a distinction is normally made between 
project success and the success of the project management effort (de Wit 1986).  Indeed, 
a highly successful project for one stakeholder may be an utter failure for another 
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stakeholder (Griffith et al. 1999).  So, this is typically the case that exists between many 
A/E/C enterprises and their customers.  Despite close customer-supplier relationships 
reputed to help trim overall cost (Magnet 1994), this distinction brings up the question of 
whether or not the A/E/C enterprise is giving away services just to obtain business 
(Anderson and Narus 1995).  Still, many A/E/C companies are not in the position to 
answer this question, thereby providing context for this study.  One notable exception to 
this distinction concerns the Boeing Commercial Aircraft (BCA) Company.  Through its 
Define and Control Aircraft Configuration (DCAC) initiative (as described in Appendix 
C), BCA has taken several innovative steps to simultaneously improve its performance 
consistent with the desires of its customers.  BCA’s example of goal congruency provides 
some assurance that a method can be developed to address the research problems. 
1.3.5 Systems 
The need exists for top management of A/E/C enterprises to have confidence that 
planning is directed towards optimum corporate and project performance.  In addition, 
many A/E/C enterprise managers desire to have adequate feedback on actual compared to 
forecasted achievement for functional, corporate and customer performance goals so that 
they can quickly evaluate the consequences of specific cost trade-offs and alternative 
business strategies (Archibald 1976).  As a result, project-based enterprises may require 
systems based on frameworks capable of linking properties of resource utilization with 
the revenues earned from their deployment on projects.  By understanding such linkages 
management may be able to make improved decisions about (Cooper and Kaplan 1999): 
(1) the customer segment it wishes to serve; (2) the method of delivering (projects) to 
those customers; and (3) the quantity and mix of resources it will supply 
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The creation of such systems should not unduly burden the enterprise.  Potential 
new systems should be carefully designed and implemented so as to provide management 
with information at the most appropriate level of granularity.  “The goal is not to have the 
most accurate system, but to have the best system that balances the cost of errors with the 
cost of measurement (ibid.).”  However, an appropriate system may also need to 
incorporate aspects of goal congruency and strategic management as well so that an 
implementing A/E/C enterprise might consistently operate at a high level of performance, 
thereby promoting is own sustainability. 
1.3.6 The Path Forward 
Creating a stronger link between strategy and projects has been a consistent theme 
in the development of the philosophy of project management by a number of project 
management authors (Cleland 1994; Lord 1993).  Indeed, project-based companies such 
as those in the A/E/C industry cannot afford to wait to be told what customers want, they 
have to figure it out for themselves and earlier than anyone else (Federal Benchmarking 
Consortium 1997).  In order to accomplish these objectives, A/E/C firms may need a 
theoretical framework capable of categorizing the contribution of project performance 
toward long-term enterprise sustainability.  Having information of this type may enable 
managers at A/E/C firms to develop projects that can be delivered to customers at prices 
that more than cover the costs of resources used, allowing the firm to serve customers in 
profitable relationships (Cooper and Kaplan 1999).  In fact, one benefit of such a 
framework may be that an A/E/C company might be able to handle more projects and 
produce more revenue and net income without increasing total personnel and capital 
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investment (Archibald 1976).  Certainly, this would be a welcome outcome for a majority 
of A/E/C firms. 
1.4 The Research Strategy 
The idea behind developing enterprise integration frameworks is that a large part 
of business processes, as required by the integrated or extended enterprise, are in fact 
similar and common to every type of business (Vernadat 1996).  This includes project-
based enterprises such as those in the A/E/C industry, which, by and large, have been 
unable to capitalize on business processes common across individual projects.  As a 
result, the first goal of this research was to find examples of A/E/C enterprises where 
individual projects had been integrated and managed as distinct and separate programs.  
Eventually, this search resulted in a second goal to determine whether or not the 
discipline of program management could provide improved performance beyond the 
simple aggregation of project outcomes.  Thus, if positive empirical evidence could be 
found suggesting this performance improvement, the research had a third goal of 
quantifying the improvement amongst projects and programs in relative and absolute 
terms both within-class and between-class.  Finally, the research had a fourth goal of 
assessing the contribution of projects toward an A/E/C enterprise’s long-term economic 
and logistic objectives.  In fact, these goals are consistent with the research questions 
detailed in section 1.1.  Consequently, successful attainment of the four goals highlighted 
here depended on a robust approach to the research consisting of: (1) a focus on program 
management organizations; (2) the use of ontological theories to create a hypothesis 
regarding performance improvement for project-based enterprises; and (3) the 
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development of a theoretical framework to address the research questions.  Each of these 
three elements are discussed next. 
1.4.1 Program Management Organizations 
The division and assignment of resources, prioritization and customized 
management style play a major role in the success of multi-project management (Fricke 
and Shenhar 2000).  For this reason, an extensive search was conducted as part of this 
research to locate program management organizations that had implemented multi-
project management as the basis of their operations.  Based on the author’s experience, 
this search was anticipated to not uncover very many organizations of this type.  Indeed, 
more common are project-based firms, which occasionally execute programs.  Examples 
of these firms can be found in Appendices D, E and F.  However, from a research 
perspective, it was desirable to find a program management organization that executed 
similar projects.  In this regard, two organizations were found.  One, Boeing Commercial 
Aircraft (see Appendix C) implemented many aspects of program management as a 
cornerstone of its DCAC (Define and Control Aircraft Configuration) initiative.  The 
second, an A/E/C industry firm, BSW International (see Appendix B) developed program 
management practices, techniques, and technologies to assist with the design and 
development of scope-similar commercial buildings.  While both firms have embraced 
novel approaches to their management of company operations, BSW International’s use 
of program management was more compelling from a research and methodological 
standpoint, primarily because the A/E/C industry provided context for this study.  Plus, 
BSW firm simply “lives, eats, and breathes program management (Workman 2001a).”  
However, despite their status as a leading architecture and engineering (A/E) program 
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management organization, BSW International (BSW) still “needed methods and systems 
to track operational improvements (Ridgeway 2001).”  For these reasons, BSW was 
identified as a very good A/E/C organization to use as a source of case studies for this 
research effort.  Moreover, the employees and management team at BSW were very 
interested in the research and eager and willing to assist in whatever way they could. 
To provide context to their operations, BSW International provides a number of 
services as an A/E design firm.  Their primary service offering is program management 
oversight (PMO) for the ‘rollout’ of commercial buildings such as hotels, shopping 
centers, and restaurants, amongst many others.  As can be seen in Figure 1-6, their PMO 
‘rollout’ practices permit the overlap of the activities and phases traditionally employed 





















Program Management Oversight (PMO)
 
Figure 1-6: Comparison of Rollout Strategies for Commercial Buildings 
 
While BSW’s implementation of PMO potentially requires increased coordination 
and rework, it also potentially provides the firm’s customers with a significant time-to-
market advantage through the overlap of project activities and, occasionally, through the 
elimination of the traditional bid and award phase.  As a result, BSW’s use of program 
management may increases the value delivered to their customer.  However, the 
definition of value is different for different organizations (Federal Benchmarking 
Consortium 1997).  It must be considered both in terms of individual project value and as 
part of a portfolio for both the provider and its customer (ibid.) in order to increase the 
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long-term viability of both organizations.  This consideration is the primary focus of this 
research. 
1.4.2 Enterprise Engineering 
Enterprise Engineering can be defined as the art of understanding, defining, 
specifying, analyzing, and implementing business processes for the entire enterprise life 
cycle, so that an enterprise can achieve its objectives, be cost effective, and be more 
competitive in its market environment (Vernadat 1996).  It is at the crossroads of many 
disciplines concerned with the design, reengineering, and continuous improvement of the 
business processes of enterprises (ibid.).  As a result, it can provide much-needed 
enterprise integration, offering the potential to add new value and to create competitive 
advantage for individual firms or groups of firms (Fischer et al. 1998).  One way it does 
so is by recognizing and identifying feedback loops on various levels of enterprise 
performance as they relate to a firm’s projects and mission.  To achieve such feedback, 
Enterprise Engineering incorporates performance indicators and evaluation criteria 
designed to evaluate the impact of changes to operational processes and the organization 
in general (IFIP-IFAC Task Force 1999).  However, one of the biggest strengths of the 
Enterprise Engineering approach is that it provides an encompassing methodology 
capable of governing the design of specific enterprise frameworks and systems in much 
the same way that engineers design buildings, automobiles, or semiconductors (Levitt 
and Kunz 2002).  This characteristic has greatly assisted researchers and practitioners in 
their quest to create solutions that lead to improved enterprise performance. 
Enterprise Engineering depends upon reference architectures.  Reference 
architectures organize existing enterprise integration knowledge and contain the methods, 
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models, and tools that are needed to build and maintain the integrated enterprise, be it a 
part of an enterprise, a single enterprise, or a network of enterprises (IFIP-IFAC Task 
Force 1999).  Since reference architectures have potential applications within all types of 
enterprises (ibid.), reference architectures are also proving to be very useful to the 
academic community dealing with new enterprise analysis techniques and solutions for 
implementation covering the whole enterprise life cycle (Vernadat 1996).  It is for this 
reason that reference architectures were important to this research.  They permitted 
detailed exploration of the processes necessary for project-based enterprises (i.e., 
specifically including those in the A/E/C industry) to become more agile and responsive 
to changes in the marketplace, in technology, and in the demand for their services.  Most 
importantly, a specific reference architecture, known as GERAM (Generalized Enterprise 
Reference Architecture and Methodology), provided the structure by which the research 
problems were addressed in the creation of a methodology to answer the research 





Figure 1-7: Generalized Enterprise Reference Architecture and Methodology (GERAM) 
Framework Components (After IFIP-IFAC Task Force 1999) 
 
The following list briefly describes the components of the GERAM framework, 
which can be seen in Figure 1-7.  The following ‘bullets’ detail the role of each 
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component in this research (note that more information about the GERAM framework 
itself can be found in Section 2.3). 
• GERA (Generalized Enterprise Reference Architecture) is probably the most 
important component of the GERAM framework (IFIP-IFAC Task Force 
1999).  It describes the basic concepts used in Enterprise Engineering and 
integration.  In this research, GERA provided a method to delineate the 
boundaries of the research scope and highlighted the role of program 
management in this study. 
• GERAM distinguishes between the methodologies of Enterprise Engineering 
(EEM) and the modeling languages (EML) that are used by the methodologies 
to describe and model the structure, content, and behavior of the enterprise 
entities in question (ibid.).  In this research, EEM highlighted the components 
of the theoretical ARIES framework and the ‘common’ elements of contract 
value (CV), resource utilization (RU), and revenue weeks (RW) in particular 
(see Section 2.2.3 for more information).  The use of EMLs in this research 
was also confined to a set of ratios, which normalized performance 
comparisons.  Besides providing a common language for framework creation, 
these languages enabled the incorporation of human roles in enterprise 
operation as well as business processes and their supporting technologies 
(ibid.). 
• The process of Enterprise Engineering are often enhanced by using partial 
models (PEM), which are reusable reference models and designs of human 
roles, processes or technologies (ibid.).  In the context of this research, PEMs 
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comprised many of the best practices currently employed by program 
management organizations such as BSW International and highlighted in 
Chapter 2 as ontological theories.  In fact, these practices could be modified 
for use by other ‘project-based’ enterprises outside of the A/E/C industry 
operating in a ‘flow-shop’ environment. 
• The semantics of the enterprise modeling languages (EMLs) may be defined 
by ontological theories, meta models, and glossaries that are collectively 
called generic enterprise modeling concepts (GEMCs) (ibid.).  This research 
used a glossary and several ontological theories to establish the ARIES 
theoretical framework.  As an example, one ontological theory mandated 
usage of both a resource improvement coefficient (RIC) and a power factor 
(PF) to quantify resource utilization performance (see Section 3.2). 
• The methodology (EEM) and the languages (EMLs) used for Enterprise 
Engineering are supported by Enterprise Engineering tools (EETs) (ibid.).  In 
this research, EETs primarily consisted of the various visual and graphical 
depictions used by the ARIES framework.  These depictions served as an EET 
capable of helping to build company-specific enterprise models for other 
project-based enterprises. 
• The Enterprise Engineering process produced enterprise models (EMs) that 
represent all or part of enterprise operations, including its manufacturing or 
service tasks, its organization and management, and its control and 
information systems (ibid.).  In the context of this research, EMs included the 
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company-specific visual and graphical depictions of enterprise performance 
for the data that were collected from BSW International. 
• The operational use of enterprise models (EMs) is supported by specific 
enterprise modules (EMOs) that provide prefabricated products like human 
skill profiles for specific professions, common business procedures (e.g., 
banking and tax rules) or IT infrastructure services, or any other product, 
which can be used as a component in the implementation of an enterprise 
operational system (EOS) (ibid.).  These models can be used to guide the 
implementation of the operational system of the enterprise as well as to 
improve the ability of the enterprise to evaluate operational or organizational 
alternatives, thereby enhancing its current and future performance potential.  
For these reasons, neither EMO nor EOS components are included in this 
research as these two components represented development beyond the scope 
of the research (i.e., specific systems for individual project-based enterprises).  
However, these components could provide opportunities for future extensions 
of the research. 
GERAM provides a description of all the elements recommended in Enterprise 
Engineering and integration and sets the standard for the collection of tools and methods 
from which any enterprise would benefit to more successfully tackle initial integration 
design (IFIP-IFAC Task Force 1999).  As the reference architecture with the widest 
scope available, GERAM was intended to facilitate the unification of methods of several 
disciplines used in the change process, such as methods of industrial engineering, 
management science, control engineering, communications and information technology 
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to allow their combined use, as opposed to segregated application (ibid.).  In addition, 
because all proposed reference architectures and methodologies can be characterized in 
GERAM, developers of particular architectures gain from being able to commonly refer 
to the capabilities of their specific architectures and delineate what users can and cannot 
expect from implementation.  For these reasons, GERAM was selected as a template for 
this research’s methodology, the specific application of which is described in Chapter 3. 
1.4.3 Ontological Theories and the Research Hypothesis 
The academic world has the responsibility of developing ontological theories as a 
formalization of the knowledge associated with enterprise organizations and operations as 
a basis for the necessary theory of Enterprise Engineering (Vernadat 1996).  Since this 
research sought to create a new theory regarding the long-term sustainability of project-
based enterprises in the A/E/C industry, the precepts of Enterprise Engineering were 
followed as the basis for this research’s approach.  Specifically, the GERAM reference 
architecture was used as a template to ensure that no aspects of the research were 
overlooked.  As a point of departure for this study, generic enterprise modeling concepts 
(GEMCs) were collected as ontological theories and definitions through extensive 
literature review and interviews of domain experts, respectively.  The resulting sets of 
GEMCs, which apply to this research are documented in Chapter 2 of this dissertation.  
However, the importance of these sets of ontological theories extends beyond 
documenting the body of knowledge pertinent to this research. 
Only recently has the value of domain ontologies become obvious for Enterprise 
Engineering and integration activities (Benjamin et al. 1995).  As the science concerning 
the foundations of knowledge, ontologies can be very useful in representing a particular 
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class of enterprise for which no directly reusable representation exists (Vernadat 1996).  
Further, they provide definitions of a shared vocabulary for the domain of discourse, 
thereby allowing semantic unification of concepts represented in different formalisms 
(ibid.).  Ontologies are much more than taxonomies.  Their application within a new 
enterprise modeling method provides enterprises with specific, yet reproducible, models 
designed to unify operations and improve performance (ibid.).  Thus, the research 
hypothesis: 
Existing ontological theories of project-based enterprise operation can be 
assimilated into a new and robust method capable of: (1) quantifying the 
performance improvement of programs beyond that obtained by their 
constituent projects; and (2) qualifying the impact upon the sustainability 
of the enterprise under consideration. 
In accordance with the scientific method of investigation, this hypothesis was 
tested using retrospective project performance data obtained from BSW International.  As 
mentioned in the previous subsection, BSW was chosen because the firm manages its 
operations using program management.  However, this was not the only reason for its 
selection.  BSW was also selected because “the engineering/design phase of a project has 
fewer variables to track than the construction phase, and its budget and progress is more 
directly related to man-hour expenses, which are more easily tracked (Eldin 1991).”  
Plus, success in developing an effective and integrated methodology for the 
engineering/design phase may improve researchers’ abilities to move to a more 
challenging task, namely the development of true integrated systems for tracking the 
construction phase of A/E/C industry firms (ibid.).  In addition, another reason for 
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selecting BSW was due to its volume of similar-scope projects.  Such projects are rare in 
the A/E/C industry, especially within a high-design environment (i.e., requiring 
‘stamped’ architecture and engineering contract documents (C/D’s)).  A classification of 
















Figure 1-8: Classification of Sample A/E/C Enterprise Design Projects 
(After Workman 2001b) 
 
This research collected and tested extensive data from 167 projects executed by 
BSW International.  While only one firm provided data, each project represents a specific 
case study that, in concert with other projects, supported a claim of generality (Pedersen 
et al. 2000), experimental consistency, and validation of this research (see Section 3.3).  
Hence, the research hypothesis was proposed by this research as a new theory explaining 
the phenomena described by the research problem and advocating the sustainability of 
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A/E/C enterprises as well as other project-based enterprises by extension.  Importantly, 
the theory itself is considered a conceptual framework due to its explanation of the 
observations (Wudka 1998) obtained from research data.  Known as ARIES (Agile 
Resource Information and Execution System), this conceptual framework has contributed 
to the knowledge base through its positioning of Enterprise Engineering, integration, and 
relationship concepts (Vernadat 1996) for project-based enterprises in the A/E/C 
industry. 
1.4.4 Agile Resource Information and Execution System (ARIES) 
“All high-performance organizations must be interested in developing and 
deploying effective performance measurement and performance management systems, 
since it is only through such systems that they can remain high-performance 
organizations (National 1997).”  Indeed, “every organization needs a clear and cohesive 
performance measurement framework that is understood by all levels of the organization 
and that supports objectives and the collection of results (ibid.).”  These statements are 
especially true of A/E/C enterprises, which tend to lack integrated management systems.   
Consequently, a key component of this research’s approach was the development 
of the ARIES integrated performance measurement system as a theoretical framework.  
This framework was developed on two fronts: performance measurement and 
performance evaluation.  The performance measurement focus was on determining what 
to measure, what data collection methods to use, and which data to collect.  On the other 
hand, performance evaluation sought to quantify the relationships that exist between 
project activities and programmatic outcomes and to assess progress toward enterprise 
 
 43 
sustainability performance.  The key to developing both aspects of performance-based 
management (DOE 1996) was a clear focus on the resources of project-based enterprises.   
The ARIES system was developed on the premise that providing managers with 
information about the management of their resources would lead to better decisions 
regarding their allocation amongst the firm’s projects.  Additionally, if this resource 
information were presented in a clear and straightforward format, it could potentially 
form the basis of a flexible and agile execution framework for all the projects in an A/E/C 
firm’s portfolio.  Yet, in order to achieve improved results, the organization’s processes 
themselves “needed to be integrated and coordinated to ensure consistent operation of the 
organization with respect to its objectives (Vernadat 1996).”  To meet this requirement, 
the ARIES framework built on the integration of project activities through program 
management.  Further, it used the ‘building blocks’ of resources to provide a platform for 
the horizontal and vertical integration of measures.  However, ARIES itself did not create 
operational plans (i.e., automate processes or transactions).  Instead, it provided a 
comprehensive picture of enterprise performance from which managers could potentially 
make effective decisions to integrate organizational processes and promote sustained 
operational performance. 
One project-based company that created a resource-based project management 
system is Setpoint, a firm that designs and builds factory automation equipment.  
Managers at the company “had never seen a project management system that worked, and 
one of their primary goals was to invent one (Burlingham 2002).”  The managers posited 
that “if you don’t like something, you set it up as an engineering problem, and then you 
solve the problem (ibid.).”  In this case, their ‘engineering problem’ was how to manage 
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projects.  Interestingly, to solve the problem, they realized that they would have to delve 
into the accounting process, which plays a major role in the way projects are tracked 
(ibid.).  Setpoint managers believed that a company’s values are embedded in its 
accounting system and that a lot of its problems come from that system as well, so they 
rethought the entire way that a project-based company handles its numbers internally 
(ibid.).  Setpoint managers also examined the projects that they currently had and realized 
that they could shuffle resources around.  They immediately negotiated new, extended 
delivery dates for less profitable projects and turned them over to contract labor.  They 
then deployed their “high-powered internal resources on the most profitable (projects) 
(ibid.).”  Finally, the managers developed a highly-visible ratio of gross profit to 
operating expense for each project in the company’s portfolio and posted the results on 
the shop floor.  Their solution was simple, yet profound.  Employees were immediately 
empowered to increase the ratios by adjusting where they spent their time.  Setpoint’s 
project and enterprise performance drastically improved overnight. 
The example of Setpoint affected this research in two primary ways: (1) it 
provided an appreciation for the wealth of untapped information residing in enterprise 
accounting systems and (2) it provided confidence in the Enterprise Engineering 
approach to framework development.  In addition, it demonstrated the possibility of 
developing a new theory as a framework to promote aspects of enterprise sustainability 
for project-based enterprises.  In this regard, the research of Jin and Levitt (1996) created 
a micro-contingency theory of project-based organizations, while the research of Shenhar 
and Dvir (1996) developed a typological theory of project management.  In effect, these 
research efforts paved the way for a new theory of project-based enterprise sustainability 
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through program management.  New theory is important in these areas, especially 
because at least one author has suggested that program management theory could prove 
to be the ideal point of culmination for all management theory in three critical areas: (1) 
organizational structure; (2) control; and (3) the prioritizing of projects (Van Der Merwe 
1997).  As a result, the ARIES theoretical framework was intentionally developed on the 
basis of these three critical areas. 
1.5 Summary – A Guide to the Dissertation 
The outcome of this research was the creation of the ARIES theoretical 
framework as a research product and methodology.  In particular, the treatments of 
baseline analyses, planning horizon, resource management and graphical visualization for 
A/E/C enterprises are research outcomes.  These outcomes provide an impact by 
demonstrating that there are aspects of A/E/C enterprise operation that can be improved 
and sustained through the implementation of program management.  In addition, the 
research’s handling of program management provided a contribution by developing a 
new way to measure enterprise sustainability.  In qualitative terms, this was accomplished 
by graphically defining a region of enterprise sustainability.  Yet, this research also 
contributed to the project management body of knowledge (PMBOK) by establishing 
measures of improvement that could be used to compare the performance of projects and 
programs executed using program management techniques.  In fact, the processes by 
which these and other contributions were evolved are the topic of this section. 
The starting point for this research and dissertation was an overall research 
design, which can be seen in Figure 1-9.  As the objective of this dissertation is to 
document the research, the processes illustrated by this figure were used as a template to 
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ensure comprehensive coverage of the research herein.  Consequently, this chapter began 
by describing the ‘push’ for this research.  This led to the creation of two research 
questions in light of the problems and needs confronting A/E/C enterprises.  This chapter 
also provided a context for the research by explaining many ways in which the research 
problems are important.  Finally, it concluded with this study’s working hypothesis and 
the strategies employed to guide the overall research effort. 
Chapter 2 provides an overview of existing ontological theories relevant to this 
research, thereby partly encompassing the point of departure for the research effort.  
Specifically, three key topics are covered in this chapter: (1) resource management, (2) 
program management implementation, and (3) the use of the GERAM framework as a 
template for this research’s methodology.  However, additional information regarding: 
(1) the “state of the art” in project management; (2) the origins and implementation of 
programs; (3) the principles of enterprise management; (4) the elements of enterprise 
sustainability; and (5) a summary of existing frameworks for program management, 
decision-making, and planning are included in Appendix A.  In particular, this Appendix 
provides additional information regarding this research’s point of departure especially as 
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Figure 1-9: Research Design (After Vanegas 2000) 
 
Chapter 3 describes the research methodology.  It is divided in two primary parts: 
(1) research methods and (2) research plan.  Whereas Chapter 2 discussed the research’s 
knowledge foundation from an ontological perspective, the research methods subsection 
provides background on specific techniques used by the research.  This includes the use 
of retrospective (i.e., accounting) data and case-based reasoning (CBR), amongst many 
others.  The research plan found in Chapter 3 covers specific constructs used during the 
research process such as baseline determination methods, timesheets, resource 
management coefficients, ratios, case study research methods, the GERAM framework, 
graphical methods, and measures of distance.  The chapter concludes with a focus on 
research validation and the ‘validation square’ (Pedersen et al. 2000) in particular.  
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Above all, Chapter 3 addresses how the methods of the research do or do not answer the 
research questions. 
Chapter 4 details the research’s data collection efforts.  The chapter takes a 
summary look at the amount, nature, and location of experimental research data.  It also 
examines the means of data collection.  Primarily, this consisted of a research team based 
at the Georgia Institute of Technology in Atlanta, Georgia and the ‘institutional 
infrastructure’ (see Figure 1-9) of BSW International in Tulsa, Oklahoma.  Chapter 4 also 
describes several challenges encountered during data collection efforts.  Finally, Chapter 
4 concludes with a detailed account of the data synthesis constructs used (i.e., project 
phases and “virtual” companies) and the computational methods employed. 
Chapter 5 contains the results of research execution.  The chapter begins by 
analyzing the application of experimental data to the ARIES theoretical framework (i.e., 
the research product).  For several reasons, the concept of a planning horizon was 
subsequently introduced and new research results were obtained from a modified ARIES 
framework.  Next, the chapter provides an analysis of framework performance.  
Highlights of these results include measures of improvement between projects and their 
parent program.  Chapter 5 ends with a detailed account of the research’s validation 
process and potential, proposed answers for the research questions. 
Chapter 6 concludes the dissertation with a description of the research 
contribution.  It does so by detailing the new knowledge created by the research methods 
and the ARIES framework on three fronts: (1) intellectual merit; (2) broader impact; and 
(3) future research extensions.  Finally, it also details prospective uses of the ARIES 
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theoretical framework amongst A/E/C industry firms in order to possibly improve their 






“IF THE OTHER GUY’S GETTING BETTER AND YOU’RE NOT GETTING BETTER ANY 
FASTER THAN THE OTHER GUY’S GETTING BETTER…THEN YOU’RE GETTING WORSE.” 
– ANONYMOUS 
Chapter 2 Ontological Theories 
Historically, many solutions to problems facing project-based enterprises have 
come about through the transfer of technology from industries and research groups 
through literature or other forms of transmission.  Accordingly, this research sought out 
subsets of ontological theories, which were used in the development of methods for 
conducting the research and for creating the ARIES theoretical framework.  As a result, 
this chapter comprehensively covers: (1) resource management methods, (2) program 
management implementation processes, and (3) aspects of the GERAM Enterprise 
Engineering framework used by this research and its primary products.  Besides 
extensive literature review, several interviews were conducted at BSW International to 
document many of their program management strategies and technologies.  Through 
these processes, numerous ontological theories were discovered that ultimately assisted 
this research effort.  Each is covered in detail in subsequent sections. 
In particular, the methods and techniques of resource management comprise a 
knowledge domain, which, upon further development, could be capable of helping create 
answers for the questions posed by this research.  From a historical perspective, this 
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knowledge domain represents one area that many project-based enterprises have looked 
toward to help them improve their performance.  However, this study took a different 
approach toward the ontological theories of resource management.  Instead of direct 
application, these theories were used to craft a new perspective of resource utilization, 
which ultimately lead to a new realization regarding the efficiency of managing groups of 
personnel. 
Unlike project management, program management puts more emphasis on being a 
business tool and a strategic aid (Russell 1998).  While projects are concerned with 
minimizing the resources needed, programs are concerned with maximizing the use of 
resources – especially from an enterprise perspective.  Thus, programs are strategic 
concepts within which projects tactically operate to produce measurable results (ibid.).  
They consist of several best practices designed to generate benefits in excess of those 
which constituent projects could generate on their own.  However, because programs are 
prone to the accusation of value subtraction due to additional bureaucracy (Pellegrinelli 
1997), considerable attention was paid to the processes and metrics for tracking value 
added by the programs themselves within this chapter.  This is because if a project within 
a program delivers according to plan, it does not mean necessarily that the program has 
added value.  As a result, comparative techniques were developed by this study within a 
comprehensive framework to forward a benchmark for evaluating program performance 
and value added. 
The Generalised Enterprise Reference Architecture and Methodology (GERAM) 
framework provided a template for the creation of the ARIES theoretical framework.  
Through the direct application of its perspective views, entity types, and seven of its nine 
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components, the GERAM framework helped to ensure the creation of robust research 
methods and products.  For this reason, this particular framework is presented in this 
chapter as ontology of enterprise engineering itself.  Taken together, the knowledge 
domains contained in this chapter (i.e., resource management, program management 
implementation, and the GERAM framework) comprise the primary underpinnings of 
this study.  For this reason, each are detailed extensively in the next three main sections 
of this chapter. 
2.1 Resource Management 
The firm that operates in the dynamic environment is characterized by a 
continuous, randomly arriving stream of work, which must be executed by a relatively 
fixed level of multiple resources.  Practitioners in this environment are concerned with 
scheduling their limited resources to accomplish the work in such a manner that they, at 
minimum, remain competitive over time (Dumond 1992).  Yet, project scheduling 
research has generally reported on the static environment where a known project requires 
the scheduling of resources to accomplish a sequence of tasks, which is technologically 
feasible (ibid.).  Plus, there are few procedures to keep track of staff levels and make 
adjustments to suit changed requirements (Business Roundtable 1982).  As a 
consequence, many of the latest developments in the discipline of resource management 
were of little assistance to this research effort in discerning the contribution of an 
enterprise’s projects over time. 
Resource Management allocation and analysis techniques were, however, an 
integral part of developing a method to compare projects and programs.  Since resources 
can be characterized by their consumption, sharing, mobility, autonomy, and pre-emption 
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patterns (Vernadat 1996), constructs can be created that allow for comparison.  In fact, 
resources can be compared along many of their dimensions including their (ibid.): 
• Type 
• Nature (consumable or non-consumable) 
• Capacity 
• Availability (defined as a calendar on a given horizon) 
• Roles (defined by a set of capabilities) 
• Functionality (defined by a set of functional operations) 
• Location 
• Costs per unit (of time, etc.) 
Importantly, these dimensions provide constraints that allow effective resource 
allocation between projects and programs, especially when quantitative measures are 
used.   
Few companies can remain competitive in today’s business environment without 
effectively managing the cost of resources (Hegazy 1999).  But tackling this problem is 
not as straightforward as merely tracking resource costs.  It involves allocation of 
resources as Leachman (1990) illustrates: 
 “Suppose an activity to repair 10 valves in a shop can be assigned 
anywhere from 8 to 40 manhours per day and requires 80 total manhours 
to complete.  If the shop capacity currently available to this job is 10 
manhours per day and will become 20 manhours two days later, the shop 
manager would prefer to allocate 10 manhours to the job for the first two 
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days and then upgrade the allocation to 20 manhours on the third day in 
order to finish the job in 5 days.” 
However, the shop manager could also have allocated eight manhours per day and 
finished the job in ten days.  Consequently, every project activity can be performed in 
one mode amongst several alternative modes with each one corresponding to a different 
combination of time duration, cost and absorption of resources (Speranza and Vercellis 
1993).  In the context of project management, choosing, which mode to use depends on 
forecasting how each mode contributes to the achievement of project objectives. 
Historically, project resource management has focused on the objectives of either 
reducing the total number of resources or reducing their amount of time on the project.  
To keep the total number of resources low, resource leveling attempts to reduce the sharp 
variations among the peaks and valleys in the resources demand histogram while 
maintaining the original project duration (Moselhi and Lorterapong 1993; Hiyassat 
2001).  Resource leveling allows for gradual hiring at project initiation and gradual 
reduction of force (ROF) as the project nears completion.  It also keeps total resource 
numbers low, which is especially important when resources with particular skill sets are 
difficult to obtain.  On the other hand, resource allocation attempts to reschedule project 
activities so that a limited number of resources can be efficiently utilized while keeping 
the unavoidable extension of the project to a minimum (Hegazy 1999).  Resource 
allocation tends to avoid ‘gaps’ in resource usage while keeping their amount of time on 
the project as short as possible.  By doing so, project managers can avoid the unnecessary 
expense of idle resources.  However, these two techniques deal with two distinct sub-
problems that can only be applied to a project one after the other rather than 
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simultaneously.  Accordingly, “they do not guarantee (either individually or combined) a 
project schedule that minimizes the overall project time or cost (Karshenas and Haber 
1990).” 
One well-known resource management heuristic is the minimum moment 
algorithm (Harris 1978).  As can be seen in Equation 2-1, the objective of this algorithm 
is to minimize daily fluctuations in resource use by taking the moment of the number of 
resources (y-axis) in each successive j day (x-axis) and summing them together (see 
Figure 2-1).  This algorithm can then be used to compare the resource histograms of 
alternate modes of project delivery. 
Equation 2-1 (After Harris 1978) 

















However, it is the objective of project managers to optimize both the allocation 
and leveling aspects of resources (Ahuja 1976; Hegazy 1999).  As the minimum moment 
(Mx) algorithm does not take into consideration the resource utilization period, the 
minimum moment (My) can be taken around the vertical axis to provide a good indicator 
of the resource release date on a project.  This moment can be seen in Equation 2-2. 
Equation 2-2 (Hegazy 1999) 





Having the moment calculations defined, a project manager may choose to 
minimize the double moment (Mx + My) when the focus is on simultaneously leveling 
and allocating resources on a project (ibid.).  A comparison of the double moments for 
two sample histograms is illustrated in Figure 2-2.  Interestingly, the histogram on the 
right [(Mx + My) = 189] has virtually the same double moment as the histogram on the 









































Mx = 66, My = 123
 
Figure 2-2: Comparison of the Double Moment (After Hegazy 1999) 
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Other researchers have used operations research techniques to simultaneously 
level and allocate project resources.  Easa (1989) and Liu et al. (1995) used linear and 
integer programming to obtain resource selections that optimized time and cost of a 
construction project.  However, previous research conducted by Patterson (1984) 
demonstrated that integer programming approaches to resource constrained project 
scheduling were not effective.  These conflicting studies led researchers such as Senouci 
and Adeli (2001) and Chan et al. (1996) to use genetic algorithms (GA’s) in the creation 
of models broad enough to encompass both resource leveling and limited resource 
allocation objectives for particular problems. 
Despite these advances, heuristic models are still the main approach to solving 
resource-constrained allocation problems (Leu and Yang 1999).  Yet, most are too 
inflexible and difficult to use for day-to-day operational decision-making.  Some 
heuristics stipulate that each activity in a project must be started exactly once, in a given 
time period, and for a given mode of accomplishment (Speranza and Vercellis 1993).  
Others, such as resource allocation and leveling heuristics, do not address the 
uninterrupted deployment of resources (Harris and Ioannou 1998) between projects.  
They simply search the resources available for a slot of free time large enough to accept 
the project work that needs to be allocated (Russell 1998).  As a result, these heuristics 
ignore slots of time, which are free but too short (ibid.), thereby missing the opportunity 
to schedule resources for separate and concurrent projects. 
Surprisingly, no studies in the literature were found that solve the problem of 
resource allocation between several independent projects.  Burkov and Novikov (1999) 
postulated that “given the resource allocation for every project, the problem of allocation 
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and aggregation inside the multi-project can be solved by minimizing the time of 
implementation for all the projects.”  Yet, the authors did not detail how this could be 
accomplished.  Deckro et al. (1991) suggested the use of a performance measure to gauge 
the feasibility of solutions to the multi-project resource-scheduling problem.  Other 
researchers proposed that multi-project resource allocation was best handled through a 
formal project selection process and central capacity planner (Scheinberg and Stretton 
1994; Knolmayer 1987) guided by a “director of projects” (Payne 1995) who would serve 
as an “integrator” (Felch 1994) able to resolve resource conflicts.  From heuristics to 
measurements and work processes to human roles, the scope of potential solutions for the 
problem of multi-project resource allocation varies widely.  Consequently, the 
development of methods that take advantage of the multi-project problem structure offers 
the most promise for an effective solution procedure for this class of resource 
management problem (Deckro et al. 1991). 
One such measure is the Resource Improvement Coefficient (RIC) developed by 
Robert Harris (1978).  As can be seen in Figure 2-1, when resources are arranged in a 
histogram over a fixed interval, the minimum moment of the elements exists when the 
histogram is shaped as a rectangle over this interval. 
In fact, if {A} is the set of resources being considered, then: 




yi = {A} 
 













and the minimum moment of the ideal histogram can be written as: 









Omitting the 1/2 yields: 










This moment is the minimum possible for any resource histogram regardless of 
the total amount of the resource.  At any stage, the moment of the current histogram can 
be divided by the above minimum moment, and the result is the resource improvement 
coefficient, RIC: 
Equation 2-7 (ibid.) 
Σ yin 2RIC =
Σ 2yi( )
 
where it is understood that the summation is over the n intervals covered by the 
histogram.  Ideally, the value of this coefficient would be one; hence, the nearer the value 
of the RIC is to one, the more closely the resource histogram is to a rectangle (ibid.). 
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What is most unique about the RIC is that resource histograms can be added 
together element by element, to obtain a combined histogram.  This is increasingly 
important in the program environment where the contribution of each project must be 
assessed by itself and relative to the other projects.  However, before combining 
histograms, the effect or weight of each must be derived.  By letting the absolute 
difference between two successive (monthly) resource sums for project 1 be defined by 
  as follows, the resulting equation is: 
Equation 2-8 (ibid.) 
 
Summing all the differences in the histogram yields: 
Equation 2-9 (ibid.) 
 
Similarly, for project 2 the differences are: 
Equation 2-10 (ibid.) 
 
and the ratio of these  are equal to a constant KD and can be written as: 






Equation 2-12 (ibid.) 
 
The weight of the sum of differences for project 1 compared to the total found 
when project 1 and project 2 are added together is determined as follows: 
Equation 2-13 (ibid.) 
 
Once the weight of each histogram has been determined, the two can be compared 
on an equal footing (Hiyassit 2000) and parallel interactions between them can be 
assessed (Son and Skibniewski 1999).  Although the Resource Improvement Coefficient 
will be used in Section 3.2 to modify resource utilization data, it is important to realize 
that a long history of development exists concerning the combination and preemption of 
resources.    
Burgess and Killebrew (1962) were the first to minimize the sum of the squares 
used to evaluate resource utilization.  They also identified that this minimization would 
result in histogram close to the shape of a rectangle.  Wagner et al. (1964) and Popescu 
(1976) were the first to create different objective functions that could be used for resource 
leveling.  Adrian (1976) paralleled this work by developing a quantitative method that 
could be used by construction contractors to maximize their profit or their rate of return 
objectives through the leveling of resources.  By the late 1970’s, Clough and Sears (1979) 
demonstrated that the ability to create and maintain adequate resources did not 
necessarily require leveling algorithms, but rather, skilled field supervision.  Regardless, 
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other researchers such as Moder et al. (1983), Martinez and Ioannou (1993), and 
Bandelloni et al. (1994) continued to develop resource leveling algorithms and heuristics.  
Despite the current level of sophistication regarding the assessment of resource 
utilization, it is the interaction with cost and schedule variables, which produces the most 
effective program measurement and evaluation system possible.   
One method, which holds significant promise is program management.  While 
project managers want to keep resource numbers down, program managers want to keep 
resource utilization up (Reiss 1996).  Whereas project management is concerned with 
control of the critical path and methods, program management is concerned with timing 
and resource requirements (ibid.).  These differences belie the need for better resource 
management through program management.  Since projects typically require variable 
staffing-resource profiles, program managers are perfectly positioned to ensure that staffs 
are used in the most effective way and are transferred between projects with a minimum 
of disruption (Ferns 1991).  Moreover, program managers are likely to generate 
additional cost savings, owing to the more efficient use of resources and the adoption of 
common tools and procedures for all projects within their purview (ibid.).  Over the 
short-term, program managers strive to keep their resources busy 100% of the time, yet 
they are also able to keep a lookout for their long-term use (Reiss 1996).  In short, these 
traits allow program managers to allocate resources amongst multiple projects in ways 
that project managers cannot. 
2.2 Program Management Implementation 
“Program management has evolved a core set of actions, structural arrangements 
and approaches, which, when compared with project management, are distinct and 
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address conceptually different issues (Pellegrinelli 1997).”  By providing an organizing 
structure and processes for the coordination of related projects, program management 
avoids many of the pitfalls inherent to project management, which often lead to project 
failure, namely (Morris and Hough 1986): 
• Lack of objective evaluation; 
• Lack of clear and agreed objectives; 
• Poor leadership and teamwork; 
• Lack of risk management; 
• Contractual disputes; 
• Organizational and political issues; 
• Poor visibility of projects by senior management owing to weak reporting; 
• Lack of prioritization, both within and between projects; 
• Inefficient use of resources; 
• Projects led by technology, rather than user needs; 
• Development by backlogs of work; 
• Lack of recognition and understanding of dependencies, both within and 
between projects; 
• Reengineering, owing to lack of attention to interfaces with other projects, 
systems and procedures. 
While program management is not a remedy for poor project performance, it does 
provide a separate approach to the delivery of projects, thereby avoiding the imposition 
of sometimes inappropriate project level concepts and practices (Pellegrinelli 1997).  
Indeed, a program is a framework for grouping existing projects or defining new projects, 
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and for focusing all the activities required to achieve a set of major benefits.  By 
managing projects in a coordinated way, program management is able to extract benefits, 
which would otherwise not be realized if the projects were managed independently 
(ibid.). 
The basic differences between a program and a project are shown in Table 2-1.  
These differences are important because the loose definition of the term ‘program’ has 
contributed to a lack of understanding of the benefits that program management can 
provide (Ferns 1991).  In fact, most practitioners incorrectly assume that a program is 
merely a ‘big project’ as opposed to a way to describe the organizing structure and 
processes used to coordinate and direct related projects (Pellegrinelli 1997). 
 
Table 2-1: Comparison of Programs and Projects  
(After Reiss 1996 and Pellegrinelli 1997) 
Program Project 
An organizing framework A process for delivering a specific outcome 
May have an indefinite time horizon Will have a fixed duration 
Evolves in line with business needs Has set objectives 
May involve the management of multiple, 
related deliveries 
Involves the management of single delivery 
Focused on meeting strategic or extra-project 
objectives 
Focused on delivery of an asset or change 
Program manager facilitates the interaction of 
numerous managers 
Project manager has single point 




The differences between programs and projects have serious implications 
regarding their management.  Historically, project management has been defined as “the 
art and science of coordinating people, equipment, materials, money and schedules to 
complete a specified project on time and within approved cost (Oberlender 1993).”  On 
the other hand, program management provides “coordinated support, planning, 
prioritization and monitoring of projects in order to meet changing business needs (Ferns 
1991).”  Thus, the differences between program and project management are illustrated in 
Table 2-2. 
 
Table 2-2: Comparison of Program and Project Management (After Reiss 1996) 
Program Management Project Management 
Many simultaneous projects One project at a time 
Personal relationship with skilled resources Impersonal relationship with unskilled 
resources 
Concentration on resources Resources less important 
Need to maximize utilization of resources Need to minimize demand for resources 
Projects tend to be similar to each other Projects tend to be dissimilar to each other 
The team must ensure that the project’s aim 
helps the organization move forward 
The team does not care what happens to the 
project after they finish their part 
Concentration on the corporate objectives Concentration on the project alone 
There are few available tools There are loads of available tools 
 
Program management is also not the same as multi-project management.  
Whereas multi-project management has typically concerned itself with resource 
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management (Speranza and Vercellis 1993; Fricke and Shenhar 2000), the nature and 
practice of program management encompasses more.  Besides managing scarce resources 
consistent with technical objectives, program management examines the generative and 
organizing aspects of a project portfolio (Pellegrinelli 1997).  As a result, a logical 
precedence relationship exists within a program’s decision process for managing projects 
individually and collectively, which is absent in multi-project management. 
One of the best examples of the generative aspects of program management 
comes from the automotive industry where ‘platforms’ serve as the basis for design 
transfer amongst new products.  Automakers realized a long time ago that high levels of 
engineering productivity in individual projects alone may or may not contribute to 
making a firm more effective in new product development.  But different ways to manage 
multiple new product development projects such as taking repeated advantage of designs 
and components in more than one product did boost the effectiveness and the efficiency 
of the entire firm (Nobeoka and Cusumano 1995).  Accordingly, automakers depend on 
program management to transfer design knowledge between different projects via 
platforms.  Aside from a ‘new design’ strategy (i.e., Type I), incremental or re-use of 
existing platform designs follow one of three types of strategy (i.e., Types II, III and IV): 
‘rapid design transfer’, ‘sequential design transfer’ and ‘design modification’ (ibid.).  
Each can be seen pictorially in Figure 2-3 along with their average lead and lag times as 











Past Project (Other Product Line)
Predecessor
Type I: New Design
Type II: Rapid Design Transfer
Type III: Sequential Design Transfer
Type IV: Design Modification
Avg. Lead Time = 60.0 Months
Avg. Lead Time = 50.2 Months
Avg. Time Lag = 15.0 Months
Avg. Lead Time = 50.1 Months
Avg. Time Lag = 66.6 Months
Avg. Lead Time = 49.4 Months
Avg. Time Lag = 81.2 Months  
Figure 2-3: Automotive Design Transfer Practices (After Nobeoka and Cusumano 1995) 
 
Although ‘rapid design transfer’ provides the shortest average time lag, it also 
requires the most program management support.  This is because a new project begins to 
receive a core design from a base project before the base project has completed its design 
engineering.  For ‘rapid design transfer’ to be successful, seamless planning, 
communication, and coordination between projects and amongst functional managers is 
crucial (ibid.).  However, the automotive industry is not the only industry using program 
management to generate, organize and monitor their projects.  Schmidt (1993) and 
Marcroft (1991) have chronicled the use of program management techniques and 




Program management has also incorporated a number of new names such as 
parallel product development, concurrent engineering, simultaneous engineering, product 
delivery process, concurrent product development, product-process integration, early 
manufacturing involvement, product realization process, and cross-cultural management, 
among others (Keys 1991).  Common to each is an objective of obtaining a benefit not 
available through traditional project management.  For instance, concurrent engineering 
provides the benefit of reduced completion time through the simultaneous design of 
product and process (Nevins and Whitney 1989).  Kunz et al. (1996) extended this view 
of concurrent engineering to also include the design of the program organization, even at 
the expense of other ongoing projects.  Consequently, concurrent engineering can be 
considered one form of program management. 
Above all, programs focus on benefits.  As a result, “a key lesson, which emerges 
from studying organizations, which use projects extensively is the importance of not 
slipping into the implicit view of programs as large projects (Pellegrinelli 1997).  
Ontological theories do exist for the organizational use of program management.  These 
theories are primarily concerned with the arrangement of portfolios of projects to 
maximize benefits.  They include numerous best practices and measurement and 
evaluation guidelines designed to help attain improved operational performance.  The 
following subsections detail these three sets of ontological theories (i.e., program 
management benefits, best practices, and measurement and evaluation methods) that were 
incorporated within this research effort. 
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2.2.1 Program Management Benefits 
Programs create value by improving upon the management of projects in 
isolation, especially where the working environment is made up of myriad interrelated 
projects and where project integration – in terms of both development and deliverables – 
is crucial to competitive success (Pellegrinelli 1997).  The benefits of implementing 
programs include (ibid.): 
• Greater visibility of projects to senior management and more comprehensive 
reporting of progress (while project reporting systems focus on performance 
against plan or specific objectives, program reporting can better address 
strategic performance by tracking progress relative to competitors); 
• Better prioritization of projects (each project’s role within the organization’s 
overall development is specifically identified, and managed and resources are 
easily re-allocated to critical projects even after funds have been assigned to 
individual projects); 
• More efficient and appropriate use of resources (dedicated resources, which 
tend to be more productive, can become cost-effective within a program 
context); 
• Projects driven by business needs (project and line managers’ personal 
agendas, such as the desire to apply the latest technology, utilize existing staff, 
or fulfill personal research interests can be kept in check); 
• Better planning and coordination (incidence of work backlogs and duplication 
of core functionality and components can be reduced); 
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• Explicit recognition and understanding of dependencies (re-engineering due to 
inadequate interface management with existing systems and other projects can 
be minimized). 
While these advantages are not guaranteed, the application of program 
management can make the most of resources (i.e., personnel, money, and time) and effort 
expended on projects, and can sustain the drive to maximize the benefits to the business.  
However, it is important to remember that successful benefit delivery need not depend on 
successful projects (Reiss 2000).  A poorly managed project might still deliver benefits 
due to changes in the client’s business environment.  In fact, benefits normally have an 
indirect relationship with each project.  Consequently, benefits are typically derived when 
combined with the outcome of other projects and are maximized when a successful 
outcome is achieved by each project in the program.  Therefore, within a program, it is 
often helpful to classify projects in terms of their ability to deliver benefits.  Specifically, 
Reiss (2000) has identified four project classifications: 
• Direct projects: projects with direct benefits; 
• Enabling projects: projects that deliver no direct benefit but are vital to the 
delivery of a whole range of benefits from other projects; 
• Passenger projects: projects that can only add to benefits expected from other 
projects; 
• Synergistic projects: a group of projects, each of which makes no (or only a 
small) contribution, unless combined into a program. 
Programs also require continual adjustments to their composition in order to 
preserve benefits.  These adjustments are required to avoid the erosion of benefits 
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resulting from internal or environmental changes.  This phenomenon is commonly known 
as ‘benefits creep’ (ibid.).  To steer clear of benefits creep, program management requires 
that individual projects be dropped or modified and new projects be introduced in order 
to maximize benefits (Reiss 1996).  Extracting the full benefits of programs requires 
recognition of the uniqueness and distinctiveness of program management, without which 
there remains a tendency to leverage inappropriate project concepts and overlook nascent 
program level concepts (Pellegrinelli 1997).  Yet successful program management also 
requires that a program’s projects be grouped in certain ways.   
 
 
[Codes for commonality: S: systems (complex interfaces), R: resources, C: contractors, E: engineering, 
SW: software, M: market research.  Read matrix as follows: select project (e.g., Project 5) along the x-axis, 
and read that Project 5 has potential for common (a) software and resources with Projects 1, 4 and 7, (b) 
market research with Project 3, (c) resources and contractors with Project 2.  Project 5 would not benefit 
from grouping with projects 6 or 8.] 
Figure 2-4: Example of a Program Benefits Matrix (After Ferns 1991) 
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Figure 2-4 provides a framework for the grouping of projects into programs along 
shared dimensions and interdependencies.  Often, shared resources and common 
engineering, software or contractors serve as integrating mechanisms for programs (Ferns 
1991) and aid in the centralization of operations.  Doing so “transforms the traditional 
trial-and-error process of planning and implementing strategic projects into a 
manageable, repeatable design discipline (Levitt and Kunz 2002).”  It also dramatically 
improves the delivery of portfolio programs, which contain ‘repeater’ projects, such as 
the design and construction of similar building programs.  However, alternative 
perspectives do exist.  Michael Rogers, the architectural design supervisor for 
McDonald’s, maintains that the “intangible value of local architects outweighs the 
efficiency of centralization” for their building programs (Branch 1993).  Nonetheless, the 
success of all project-based enterprises (i.e., ‘centralized’ or ‘decentralized’) depends 
upon effective project selection and efficient organization. 
Since projects result in deliverables and deliverables result in benefits, the 
introduction of a formal project selection process that chooses only the most appropriate 
projects engenders a confidence in team members that the deliverables are achievable, 
which, in turn,  is reflected in improved productivity, working relations, and profitability 
(Payne 1995).  Such a process also provides a “top-down approach” to the management 
of benefits in a program management environment (Reiss 2000).  In the context of 
deciding whether the organization can cope with another project, a formal project 
selection process helps consider the impact of the additional project on the existing 
“basket” of projects.  Contrary to common practice, it may not be wise, or even 
permissible, to work for an additional client when there are already too many others in 
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the firm’s portfolio of projects (Payne 1995).  Consequently, the key advantage of a 
project selection process is that both the business managers and the program managers 
can identify the specific objectives of each program in order to maximize benefits (Ferns 
1991). 
From an organizational standpoint, project managers are not generally well placed 
to monitor benefits and there is a strong case for the roles of delivering projects and 
delivering benefits to be separated.  Since project managers do not have the mind set to 
consider the validity of their projects (Reiss 2000), a program manager is often needed to 
report to a program client regarding the delivery of benefits.  In this environment, the 
program manager is responsible for the interfaces between, and the coordination of, all 
the projects within the program (McElroy 1996).  Effectively, this means that the 
program manager supervises project managers.  Sometimes the program manager is 
supplemented by a general manager or a manager of project management in the pursuit of 
benefits (Archibald 1992).  In a similar fashion, the program client is often assisted by 
numerous project sponsors (ibid.).  However, the particular managerial arrangement of 
each program depends upon the level of needed program performance and the level of 
present skill or understanding of each employee that is involved (Eidgahy 1995).  When 
financial signals, expectations and levels of actual performance are considered together, a 
linkage exists that empowers employees to continually improve their operating 
performance (Cooper and Kaplan 1999).  As a result, most program managers are able to 
reconcile the demands of project deliverables and program benefits.  In fact, most possess 
an innovative (as opposed to adaptive) thinking style, which allows them to be less 
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concerned with attention to detail and more focused on the attainment of benefits (Tullett 
1996). 
Evidence exists that program management is also evolving to provide a variety of 
services within a flexible, cooperative team structure.  Ideally, a team would be created 
composed of members from a variety of disciplines who would contribute information 
concerning their special needs to the other team members (Oliva 1990).  This promotes 
organizational development at all levels and often the program manager would serve as a 
teacher and adviser to other employees of the firm (Carter 1995).  Program managers 
with matrix management experience and who are adept at understanding organizational 
behavior and cross-functional work assignments are even being asked by executive 
management to lead teams without any direct management review (Oliva 1990).  While 
more time must be spent on the front end to establish communication and staff 
integration, the team approach to program management provides an appropriate ‘training 
ground’ for future executives.  Moreover, the approach saves time and cost (Carter 1995), 
produces solid documentation (ibid.), and provides the ability to predict resource 
requirements across numerous projects – making for better planning and progress 
monitoring (Reiss 1996). 
Leadership in the program environment means matching the right person to the 
project while simultaneously evaluating program classification and adaptation (Fricke 
and Shenhar 2000).  It also requires developing methods for allocating resources and 
project prioritization.  Consequently, simple tools are needed to model the relationships 
between projects and benefits and to map their interactions (Reiss 2000).  These tools 
will create an ordered framework for the strategy formulation process, thereby ensuring 
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that critical elements are identified and that a complete set of actions is specified and 
assigned without critical interfaces being overlooked (McElroy 1996).  Above all, a 
framework of this type will assure that the primary benefits of program management – 
meeting business needs, generating savings and reducing risk (Ferns 1991) – are 
maximized.  Many best practices for program management are already available to assist 
in the attainment of these goals. 
2.2.2 Program Management Best Practices 
There are as many forms of program management as there are programs (Carter 
1995).  Program managers, who are managing programs as opposed to large projects, 
have intuitively developed, if not perfected, the necessary techniques to achieve success 
(Pellegrinelli 1997).  In general, the techniques tend to be more qualitative and heuristic 
than conventional project techniques, reflecting the uncertainty and complexity of most 
programs (ibid.).  However, these techniques are necessary for two reasons.  First, it can 
be very difficult for a program manager to get an overview of the project pool and 
prioritize between various projects (Eskerod 1996).  Second, since each project in a 
program develops differently over time, the results they achieve depend upon a complex 
interplay between the given conditions and the project manager’s ability to work within 
the program to manage and improve these conditions (ibid.).  As a result, it is important 
to have mechanisms, formal or informal, to select and eliminate projects and to have 
techniques capable of improving program outcomes.   
Companies need to devote more attention to managing the collection and mix of 
projects within their programs (Fricke and Shenhar 2000).  One of the key attributes of 
program management is the ability to respond to changing conditions.  It may be 
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problematic to go on developing projects and products, which do not respond to the 
market.  It is therefore imperative that companies have the flexibility to stop projects so 
that others can be carried out (Eskerod 1996).  This means that programs have to be 
updated and modified continuously over extended periods of time (Eidgahy 1995).  It 
also means that companies need to focus on how resources are allocated between projects 
and how changes impact their performance and project portfolios (Adler et al. 1996; 
Brown and Eisenhardt 1997; Wheelwright and Clark 1992).  Yet companies must also be 
able to define the benefits they are seeking through program execution (note that 
Appendix G contains a series of questions that were used by the Vité Corporation to help 
companies realize program benefits).  Only then will project-based firms realize the 
benefits that successful program management can yield.  Consequently, this section 
contains three primary subsections detailing: (1) the roles and responsibilities of 
enterprise personnel in program management, (2) program management strategies, and 
(3) program management techniques.  Each are discussed subsequently as ontological 
theories generated from either the literature or specific examples obtained from BSW 
International. 
2.2.2.1 Program Management Roles and Responsibilities 
There are several roles for managers and other personnel that are specific to 
program organizations. These roles are needed because programs depend upon proper 
resource deployment across projects and must be coordinated with line management 
(Pellegrinelli 1997).  In practice this may mean that program personnel take on tasks 
traditionally accomplished by line management.  In the absence of distinct program roles 
and responsibilities, an organization tends to “shoe-horn programs into project-level 
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thinking and the benefits are lost (ibid.).”  Consequently, strong program managers, 
project managers, resource managers and other resources are a prerequisite for successful 
program management. 
The program client or sponsor acts as agent for the business as a whole in 
determining the strategic requirements for the program and assumes responsibility for 
achieving the benefits from the investment (ibid.).  On the other hand, the program 
manager has overall responsibility for realizing the anticipated benefits from the program.  
Some organizations refer to the program manager as the manager of project management 
(Archibald 1992) or the program director (Turner and Speiser 1992), though these roles 
are virtually the same.   
As can be seen in Figure 2-5, program directors must have ‘helicopter’ skills 
(Ferns 1991) to ‘hover’ over the organization to understand, determine, and guide the 
relationship of its resources and projects to its organizational goals.  However, these 
skills are rare.  Indeed, a program director must have a sound understanding of business, 
user needs, and political skills (ibid.).  Plus, they must be excellent people managers 
(Russell 1998). 
Program directors must also supervise and work with both project managers and 
resource managers to execute programs successfully.  Program directors must also 
determine how many of project managers and resource managers are needed.  In this 
regard, Van Der Merwe (1997) has developed a formula to calculate the number of 
project managers required for a particular program.  But, regardless of the number of 
project managers needed, each must deliver specific, named projects and their individual 
objectives within the time and resource window allotted them (Turner and Speiser 1992; 
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Reiss 1996).  As with managers of stand-alone projects, project managers in a program 
are still responsible for developing project networks, work breakdown structures (WBS) 
and resource-loaded schedules as illustrated in Figure 2-6.   
 
 
Figure 2-5: The Role of Program Directors (After Turner and Speiser 1992) 
 
Effective program management depends upon resource managers.  “The 
objectives of resource managers are to deliver the contracted milestones while achieving 
the most efficient utilization of the available resources (Turner and Speiser 1992).”  To 
be sure, they are responsible for the management of a number of specific, named 
resources (Reiss 1996).  This is a departure from project management, which focuses on 
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classes of resources (e.g., welders, pipefitters, process engineers, etc.).  However, this 
distinction is necessary in order for resource managers to simultaneously schedule 
resources consistent with project work package plans and with overall program or 
enterprise resource plans.  This duality in the role of resource managers can be seen in 
Figure 2-7.  Besides the roles and responsibilities of enterprise personnel, specific 
strategies are usually elements of successful program execution. 
 
 





Figure 2-7: The Role of Resource Managers (After Turner and Speiser 1992) 
 
2.2.2.2 Program Management Strategies 
Several specific techniques have become program management best practices.  
These techniques respond to three basic needs of program managers: (1) resource 
allocation, (2) project selection and (3) dealing with ‘phantom’ projects.  Figure 2-8 
demonstrates the technique of moving a project within a program to better allocate and 
level resources (Turner and Speiser 1992), whereas Figure 2-9 demonstrates the 





Figure 2-8: Moving a Project (After Turner and Speiser 1992) 
 
 
Figure 2-9: Stretching Projects (After Turner and Speiser 1992) 
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In fact, the techniques showed in Figures 2-8 and 2-9 work in tandem with project 
selection systems to help evaluate the context (e.g., projects, clients, contractors) of each 
program and its anticipated impact upon the enterprise.  Some organizations even use 
mathematical answer-scoring systems to establish pass or fail criteria for the selection of 
projects for a specific program (Payne 1995).  Regardless of implementation, the use of a 
formal procedure for project selection improves program success rates (ibid.).  This is 
important, especially when dealing with ‘phantom’ projects (i.e., the ‘maybe’ project – 
the one the company may or may not be executing).  Whether the ‘phantom’ projects are 
initiated top-down from executives or bottom-up from management, they require that 
provisions be made for their incorporation into program plans.   
Consequently, program managers have evolved three methods for accommodating 
these projects: (1) don’t plan them at all, (2) make different plans, or (3) ‘play the odds’ 
(Reiss 1996).  The choice of method depends upon the risk tolerance of each program 
manager.  Some program managers prefer the first option as they feel that time spent 
preparing for a project that may not be a reality is time wasted.  Other program mangers 
prepare alternative plans if a small number of ‘phantoms’ are anticipated or ‘play the 
odds’ if the likelihood of execution is known.  Regardless of the type or number of 
‘phantom’ projects, successful program managers, such as those at BSW International, 

















Through its use of Gantt charts representing projects in a program, Figure 2-10 
depicts ‘ideal’, ‘uncontrolled’ and ‘managed’ programs as observed in practice (Branch 
1993).  Program management organizations such as BSW begin with an ‘ideal program’ 
plan wherein a group of ten projects is arranged in a stepwise fashion, and then work to 
avoid the ‘uncontrolled program’ so common to the development of repetitive building 
programs.  Through their work processes, strategies and technologies, BSW is able to 
produce a ‘managed program’ consisting of reliable delivery dates that its clients depend 
upon to maximize their revenues from the benefit of having new buildings.  Indeed, of 
utmost concern to BSW’s customers, or program owners are the ‘revenue weeks’ 
generated by completion of program projects.  Revenue weeks combine both aspects of 
time and money and serve as a surrogate for owner investment effectiveness.  In fact, 
Patton (2001a) has said that “revenue weeks equate to shareholder value.”  Not 
surprisingly, BSW has discovered that a correlation exists between the delivery of 
revenue weeks and the financial success of their clients – a primary ontological theory 
used by this study. 
Another ontological theory is the determination of revenue weeks (RW) at BSW 
International.  Figure 2-11 shows a typical schedule profile for completion of a program 
at BSW, which consists of ten projects and 180 ‘delivered’ revenue weeks.  In the figure, 
revenue weeks are shown in the upper right hand corner as ‘planned’ and ‘delivered’ and 
are calculated as the sum of weeks remaining in the calendar year for each project beyond 
the completion of construction.  However, the determination of revenue weeks can also 
be calculated as the average area remaining between the program ‘completion line’ and 
the end of the calendar year multiplied by the number of planned and delivered project 
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‘slots’.  The trapezoidal area depicting revenue weeks is illustrated in Figure 2-11 by 
dashed lines.  Sample calculations are shown in equations 2-14 and 2-15 where the first 
project slot contributes 28.00 revenue weeks and the fifteenth contributes 18.67 revenue 
weeks. 
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15 Planned Project Slots
10 Delivered Projects
270 Planned Revenue Weeks
180 Delivered Revenue Weeks
NOV DEC





Figure 2-11: Revenue Weeks Determination 
  
Equation 2-14 
Planned Revenue Weeks = (28.00 weeks + 18.67 weeks) * 15 slots = 350 
                 2 
Equation 2-15 
Delivered Revenue Weeks = (28.00 weeks + 18.67 weeks) * 10 slots = 233 
                     2 
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The difference between planned and delivered revenue weeks is known at BSW 
as ‘fallout’.  ‘Fallout’ depends upon building type and site criteria.  It is both variable and 
location dependent (Daman  2001a), meaning that projects designed and developed for 
cities in Southern California may have a higher ‘fallout’ percentage than those designed 
for construction in Texas or Oklahoma.  Due to the fact that BSW experiences 20-30% 
average ‘fallout’ of planned projects from those actually delivered, the firm spends a lot 
of time planning their programs.  As a result, BSW’s planning process includes 60 to 90 
days of intense discussions with employees of the customer to understand the nature of 
their business and their building programs.  Simultaneously, BSW also investigates the 
cost and schedule of their customers’ markets in order to develop a consistent program 
strategy.  The result is a prototype building design with numerous variables and 
components – the firm calls it the ‘Mr. Potato Head approach’ – that can easily be 
adapted to local conditions via technologies such as CAD (Branch 1993). 
Another program management strategy employed by BSW can be seen in Figure 
2-12.  Here, the ability for Program managers at BSW to accommodate delayed projects 
is illustrated.  In the figure as the dark gray project extends towards the end of August for 
completion, a program manager at BSW simply ‘reslots’ the project at a later date in the 
program schedule (Step 1).  The intervening four projects are rescheduled by moving 
them earlier in the program (Step 2). ‘Reslotting’ of this type works because it is 
generally easier to regain two weeks each on four projects than to make up ten weeks on 
a single delayed project.  Using this combination of steps, a program manager at BSW 
can preserve customer revenue weeks whilst simultaneously eliminating excessive 
project expediting costs.  As a result, BSW’s program buffer decreases risk by providing 
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a project recovery option unavailable to traditional project-based organizations.  
However, other strategies of mitigating program risk exist. 
 




Figure 2-12: BSW Program Buffer 
 
Risk analysis at the project level is about assessing at the outset the reasons why a 
project might not meet its time, cost and quality objectives, whereas risk analysis at the 
program level tends to address wider issues.  As a result, any program investment should: 
(1) generate benefits over an expected period of time and (2) maintain or enhance the 
organization’s competitive position (Pellegrinelli 1997).  To accomplish these objectives, 
Sanvido (1994) has argued that the integration of the design process is necessary to limit 
risk and liability arising from poor performance.  Such integration arises from the 
comprehensive management of interfaces and dependencies between projects (Ferns 
1991).  Accordingly, the discipline of concurrent engineering has emerged to capitalize 
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on the integrative benefits of using designs in more than one project and product as 
effectively and quickly as possible (Nobeoka and Cusumano 1995).  It has even been 
used effectively across multiple organizations at multiple sites (Cutkosky et al. 1993).  
However, solid program management is still needed due to changing design requirements 
evolving from customer needs, market competition, and government regulations.  In 
addition, design personnel frequently change from project to project within a program 
and the benefits of familiarity are often lost.  These factors have resulted in a need for 
more research in concurrent engineering.  Few research projects of this nature exist in 
design and construction (Oxman 1995), though some progress is being made in the areas 
of simulation and modeling for programs.  Program management technologies of this 
type are discussed next. 
2.2.2.3 Program Management Technologies 
In the early 1970’s, Galbraith (1974) observed how program managers could 
become burdened by large numbers of ‘exceptions’ (i.e., non-routine situations in which 
project workers lacked the information to proceed and require assistance from their 
management).  His view of organizations has advanced theories of organizational design 
and has been a prime motivator in the development of modeling and simulation for the 
program environment.  Subsequent research conducted at Stanford University confirmed 
the need to model program organizations working on interacting projects in order to 
generate aggregate performance predictions from the ground-up (Jin and Levitt 1996; 
Levitt and Kunz 2002).  Much of this research has been commercialized by the Vité 
Corporation and ePM, LLC in their SimVision® software, which takes a unique look at 
program execution.  As can be seen in Figure 2-13, the software ties the allocation of 
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resources to project and program activities and simulates the probability of outcomes 
such as schedule performance and work backlog, amongst others, for all projects in the 



















Figure 2-13: SimVision® Program Modeling and Simulation (After ePM 2003) 
 
The development of software such as SimVision® underlines the need to gain an 
overall, holistic and systemic view of program execution.  As a result, there has recently 
occurred a surge of interest in the program community regarding continuous system 
simulation (Spurr et al. 1993).  This form of simulation presents a very useful mechanism 
 
 90 
for modeling, analyzing, and synthesizing operations with other aspects of the business 
via open-systems thinking (Fowler 1997).  The use of continuous system simulation is a 
departure from the long-standing use of discrete-event simulation for projects.  “Discrete-
event simulation never gained widespread use in the projects industry because existing 
implementations did not represent many of the relevant characteristics of project 
components or resources and because it is tedious to collect and assemble the required 
input data necessary for these simulation networks (Tommelein 1994).”  Although 
discrete-event simulation can easily handle varying modeling conditions, such as 
resource constraints, resource sharing strategies and others (Leu and Hwang 2001), 
program simulation is really more about helping people to see a little way into the future 
and make decisions that affect the project (Reiss 1996) and less about automating 
decision-making.  While simulation of all kinds facilitates knowledgeable cost/benefit 
analysis and other evaluation criteria (Back et al. 2000), it is ultimately the systems, 
technologies, and tools, which enact the greatest impact to program execution 
performance.  As a result, the program management technologies of BSW International 
are primarily highlighted in the remainder of this subsection. 
In reality, BSW’s production process is an exquisitely crafted assembly line that 
uses customized software and advanced computing technology to update prototypes 
regularly, to track changes, and to accommodate new information (ibid.).  The heart of 
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Figure 2-14: BSW Production Work Order (PWO) System (After Daman  2001c) 
 
Built on a C++ motif, UNIX platform, BSW’s PWO system contains about 
eighteen hundred options that architects and engineers can select in order to automatically 
generate a prototypical building design, which is 80% complete (Daman 2001c).  The 
PWO system is supplemented by a ‘kit of parts’ strategy that allows company designers 
to rapidly reconfigure different parts of each building in order to adapt them to the 
selected building site.  However, this approach leads to a large number of interfaces 
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between multiple projects (Payne 1995), so BSW has pioneered the development of 
sophisticated change management systems. 
Some of BSW’s clients routinely make over 150 changes per month to their 
prototype designs (Daman 2001b).  This volume of changes necessitated the development 
of the change management system illustrated in Figure 2-15 in order to avoid the 
propagation of excess design and development costs.   
 
 




As can be seen in Figure 2-15, the system schedules changes to be reviewed and, 
upon approval, incorporated into the building prototype.  When a new site is selected for 
development by one of BSW’s customers, the prototype is then downloaded 
electronically to be site adapted for the subsequent production of detailed production 
drawings and specifications.  Effectively, this eliminates the need to make changes during 
construction, thereby avoiding unnecessary construction costs.  Consequently, BSW has 
been able to reduce construction costs for their largest customers from $22 to $14 per 
square foot over a ten year period without making adjustments for inflation.   
BSW derives a significant performance advantage through advanced 
communication and reporting technologies.  The company firmly believes that data must 
be: (1) timely, (2) accurate, (3) relevant, and (4) complete (Workman 2001c).  As a result, 
much of BSW’s data resides inside relational databases designed to track all types of 
information concerning design and development of customer projects (Daman 2001c).  
Even employee activities are tracked electronically (Roper 2001b).  Yet, BSW’s 
technologies extend far beyond progress updating.  All the data required to design, build, 
and commission a building is maintained and updated in at least three significant 
reporting processes.  While these reports are used internally to ensure timely and quality 
completion of activities, they have become increasingly important to BSW’s clientele in 
preparing for facility turnover and start-up (Daman 2001c).  From an enterprise 
perspective, BSW mainly keeps tabs on its financial objective of making $10,000 per 




Aside from BSW International’s program management systems, the only other 
similar system found in the literature was developed by the Ebasco Corporation in the 
early 1990’s.  Employees with Ebasco developed a program-level control and monitoring 
system for work on heavy civil construction projects in Cobb County, Georgia (Bernstein 
and Lazicki 1992).  Known as PMICS (for Program Management Information and 
Control System), the system provided comprehensive information over an on-line 
network to support decision making regarding all the projects that the company was 
executing in the county.  The system allowed program managers to make effective 
decisions regarding the interaction and priority of individual projects and the allocation of 
scarce resources amongst them.  However, PMICS did not provide Ebasco management 
with any information regarding other, non-Ebasco projects in Cobb County’s portfolio.  
Thus, decisions made by Cobb County managers on non-Ebasco projects could 
theoretically impact projects that the firm was executing.  Although the PMICS system 
did incorporate a few specific measures of program management performance (ibid.), 
other forms of flexible measurement and evaluation were available in the literature for 
use as ontological theories for this research. 
2.2.3 Program Management Measurement and Evaluation 
Legendary American football coach Vince Lombardi once said, “If you don’t 
keep score, you’re only practicing.”  Project-based organizations’ scores are kept via the 
discipline of performance measurement.  In fact, “leading-edge organizations of all types, 
whether public or private, use performance measurement to gain insight into, and make 
judgments about, the effectiveness and the efficiency of their programs, processes and 
people (National 1997).”  But performance measurement yields many other benefits for a 
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project-based organization.  One such benefit is that it provides a structured approach for 
focusing on a program’s strategic goals and objectives.  It also provides a mechanism for 
reporting program performance to upper management (ibid.) and can serve as an early 
warning system to improve accountability (GAO 1998).  Partially because most complex 
programs terminate with less than total success, the satisfaction of program objectives has 
become a semi-quantitative judgment of how completely or well these objectives are 
obtained (Frumerman et al. 1987).  For programs, performance measures come in three 
forms: (1) they may address the type and level of program activities from a process 
viewpoint, (2) they may assess the product or service delivered by program outputs, or 
(3) they may evaluate the outcomes of these same products and services (GAO 1998).  To 
help create better performance measures for organizations of all types, the National 
Performance Review (1997) developed a specific methodology, which includes the 
following five components: 
• Conceptual framework.  Examples of a conceptual framework for organizing 
measurement systems include the use of: (1) a balanced set of measures, (2) 
target setting, (3) benchmarking, (4) objective-setting workshops, and  (5) the 
Malcolm Baldridge National Quality Award criteria 
• Executive involvement 
• Sense of urgency 
• Communication 
• Tailored organizational process 
Still, the most important part of performance measurement is the development of 
a conceptual framework.  This can be created through the analysis of best practices in 
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similar organizations or through in-depth studies such as peer-review surveys and case 
studies (DOE 1996).  The framework itself must be simple and meaningful to all the 
program stakeholders that will use it to assess a program’s effectiveness.  It must be 
clearly defined and yet simple and understandable so that both the enterprise and its 
customer can make individual evaluations of the program’s effectiveness as compared to 
their respective objectives regarding its execution (Eidgahy 1995).  Consequently, this 
subsection covers general and specific metrics that project-based organizations can use to 
assess their program performance and evaluate the outcomes of program execution.  It 
also includes methodologies to better manage programs using this information. 
A conceptual framework is most effective for an organization when it includes 
process, result and strategic indicators of performance, which relate to broad 
organizational goals and objectives (Jain 1997).  In developing new conceptual 
frameworks, twenty percent of the development effort often generates eighty percent of 
the needed results (Basic Guide to Program Evaluation 2003).  As a result, most recent 
frameworks for performance measurement have centered on the development of critical 
success factors.  Pinto and Slevin (1987, 1992) were among the first to discover that the 
most important factors were those related to satisfying customer needs.  Ashley et al. 
(1987) expanded upon these success factors to include objective measures of project 
performance.  Freeman and Beale (1992) developed a series of critical success factors for 
projects based upon financial factors.  For project-based organizations, these critical 
success factors serve as comparisons to help them gauge the performance of their projects 
and programs relative to each other and those of other organizations (Frost 2002). 
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Most recently, organizations such as the Construction Industry Institute (CII) and 
Independent Project Analysis (IPA) have each developed sophisticated databases of 
project performance.  These databases normalize around project objectives to develop 
parametric models for each particular project, which resides in the database (Griffith 
2002).  The problem with databases of this kind is that they do not take into account the 
individual variations that exist from organization to organization.  Blake (1978) 
suggested that each project-based organization must create individualized measures of 
success.  Plus, programs must be viewed from a more holistic perspective and with 
reference to the direction the business is moving (Pellegrinelli 1997).  Effectively, this 
means that performance measurement data for programs should be normalized and 
expressed in relative terms, such as ratios and percentages, to make reporting more 
meaningful and to allow extended comparison with performance data from other 
organizations (DOE 1996).  Yet, these types of performance measures can be very 
difficult to create.  Performance measurement of creative processes such as design work 
involves ideas, calculations, evaluation of alternatives and other tests that are not 
expressed as physically measurable quantities (Oberlender 1993).  Beyond budgeted 
man-hours (Eldin 1991), it is difficult to determine how much design work has been 
accomplished because the work itself does not have a common unit of measure.  As a 
result, Frost (2002) developed a model of metric maturity, which can help gauge the 
acceptance of an enterprise’s performance measures over time.  As can be seen in Figure 
2-16, there are six dimensions of metric maturity in an organization.  As the measures 
mature along these dimensions, an increasingly comprehensive picture of enterprise 
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performance can be created.  Ultimately, it is this picture, which can be developed into a 
formal framework, model or method to promote performance improvement. 
 
 
Figure 2-16: Indicators of Metric Maturity for Project-Based Organizations 
(After Frost  2002) 
 
The conventional ‘one-line’ method of multi-project planning is rather limited in 
its ability to handle time, resources, costs and other key project parameters (Scheinberg 
and Stretton 1994).  As a result Shankar and Nagi (1996) have classified performance 
measurement constraints into task, resource, and cash flow types for the development of 
performance models or methods.  No models are available to evaluate the combined 
effect of these three constraints (Schmidt 1993).  Combined internal interaction problems 
of this kind (ibid.) have few methods to integrate cost, duration and progress data while 
incorporating the variable nature of project and program activity (Barraza et al. 2000).  
Consequently, many researchers have proposed integrated models to optimize any one of 
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these variables.  However, a feasible method or model can only exist if any improvement 
in one objective or attribute does not cause degradation in any other objective or attribute 
(Leu and Yang 1999).  In order to maximize net present value of a set of projects, 
Speranza and Vercellis (1993) created an optimization model, which scheduled projects 
over a variable time horizon while holding resources at constant levels.  Alternatively, 
Chan et al. (1996) created a model to allocate resources to a single project while holding 
the due date constant.  This model, however, did not take any financial considerations 
into account.   
Finally, several authors have created models and methods to maximize schedule 
performance under varying resource profiles.  These types of performance measurement 
are commonly known as time/cost trade-off methods (Leu and Yang 1999).  Some of 
these models, such as those of Tsubakitani and Deckro (1990) and of Senouci and Adeli 
(2001), used heuristic methods to minimize schedule.  Others like those created by Leu et 
al. (1999) and Mattila and Abraham (1998) used operations research methods and 
mathematical formulations, respectively, to minimize project duration in a multi-project 
environment.  Some researchers, such as Son and Skibniewski (1999), went so far as to 
divide project activities in order to reduce project duration under varying resource 
profiles.  However, all of the existing performance measurement models and methods 
incorporate a balance between the key portfolio indices – which are most relevant to the 
program at any particular stage (Scheinberg and Stretton 1994).  No provisions have  
been made for the simultaneous consideration of time, cost and resource performance 
measures.   
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Regardless of size, sector or specialization, all high performing organizations tend 
to be interested in the same general aspects of performance: to maximize financial 
considerations, improve customer satisfaction and streamline internal business 
operations.  In this respect, multi-project organizations are no different.  The 
simultaneous management of program throughput times, resource allocations and project 
budgets is a complex process of balancing the often conflicting interests of multiple 
participants (Platje 1994; Angling 1988; Eskerod 1996).  As a result, program managers 
are most often interested in understanding how the controllable key decisions, such as 
time, costs, and resource usage for the different activities interact in terms of 
productivity, service and reliability (Speranza and Vercellis 1993).  In this regard, Kim 
and Schniederjans (1989) have demonstrated that understanding resource profiles can 
help improve cash management during peak periods from a schedule perspective.  Poiaga 
(1989) has suggested a network approach wherein each activity is associated with a 
resource, cost and duration attribute.  This approach assimilates with Wiley et al.’s (1998) 
suggestion that the classic work breakdown structure (WBS) be used as a framework to 
provide an aggregate model to integrate aspects of funding, resource utilization and time 
duration.  However, as important as these factors are taken together, each must be 
considered individually as well. 
For a profit-oriented organization, revenues or earnings may provide a good 
measure of its productivity or effectiveness (Jain 1997).  Obviously clients are looking 
for more cost-effective methods, and those who can develop more efficient and effective 
processes will dominate the marketplace (Halpin 1993).  However, managers in the 
1980’s learned that competition was taking place along a time dimension as well as a cost 
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dimension (Cooper and Kaplan 1999).  Consequently, reducing cycle and throughput 
times of internal processes has become a critical objective of most project-based 
organizations (ibid.).  In a study by Platje (1994), significant reductions in the throughput 
times of projects were achieved by introducing a program management team as a 
mechanism to couple the planning cycles at the portfolio and individual project levels.  
This stands to reason because if process cycle time can be accurately predicted for 
complex programs, enterprises are in a much better position to determine how proposed 
initiatives for process improvement might actually impact overall performance (Back et 
al. 2000).  Interestingly, this was the goal of Persimmon Homes, a modular housing 
manufacturer in Washington, Georgia, which implemented a number of technology and 
process improvements to reduce cycle times.  Further explanation of the experience of 
Persimmon Homes is included in Appendix D. 
Lastly, resource utilization must be considered as an integral component of 
program measurement.  In the three ways that projects and activities can be interrelated, 
two are resource dependent (Archibald 1992).  Accordingly, managers are often asked to 
determine the resource levels, which would make their programs most competitive or 
profitable (Dumond 1993).  This reflects a trend wherein a more generalized production 
model is necessary to reflect situations where each project in a program can be assigned 
any level of resources (Leachman et al. 1990).  In fact, because resource utilization is a 
measure of the efficiency of the use of resources (Dumond 1993), managing capacity in 
service organizations is an essential component of operational and financial performance 
(Greenwood and Reeve 1994).  One study conducted by Dumond (1993) has determined 
that greater resource utilization can be achieved by adding excess capacity to enterprise 
 
 102 
projects and programs.  The study found that eighteen percent (18%) excess capacity 
seemed to be optimal.  This finding points towards the need to have other measures that 
are independent of the total resource demand.   
Three ratios were used as formal measures by this research in the development of 
the ARIES framework.  Each relates aspects of project-based enterprise operational 
performance concerning revenues, cycle time, and resource utilization.  Although the 
specifics regarding each ratio are discussed in subsequent chapters, each is considered to 
be a measure of quality per Equation 2-16. 
Equation 2-16 (After Reiss 1996) 
Quality = Delivery / Expectation 
Using this equation, this research was able to consider the delivery and 
expectation of revenues, cycle time, and resource utilization from various perspectives.  
As a result, the ratios used in this research have the potential to help address many of the 
shortcomings of project-based enterprises.  These ratios are also meaningful at all levels 
of the enterprise, from the front-line management of projects to the executive suite.  Since 
the measures themselves are quantitative, they should be easily understood and yet serve 
as a basis for many forms of qualitative evaluation.  While these evaluations can be 
accomplished at any level, this research was particularly concerned with evaluation at the 
program level. 
Program evaluations are individual systematic studies conducted periodically or 
on an ad hoc basis to assess how well a program is working.  They are often conducted 
by experts external to the program or by program managers (GAO 1998).  Four basic 
types of program evaluation exist.  The first type is a process evaluation, which queries 
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whether or not the program is operating as intended.  The second type of evaluation looks 
at outcomes.  Here the focus is on determining if the organization is really performing the 
right program activities to bring about the outcomes desired by the customer (Basic 
Guide to Program Evaluation 2003).  It may also assess program processes to understand 
how outcomes are produced.  The third type of program evaluation is the impact 
evaluation, which compares program outcomes with what would have happened in the 
absence of the program.  This evaluation is accomplished in order to assess the program’s 
net impact (GAO 1998).  Cost-benefit and cost-effectiveness analyses are the final types 
of program evaluation.  These analyses compare a program’s outcome or outputs with the 
costs and resources expended to produce them (ibid.).  However, because program 
evaluation is external to the execution of the program, several persistent problems exist in 
using them to improve performance.  Wholey (1994) has identified disagreements over 
program goals, unrealistic objectives, situations where performance information is too 
costly to obtain, and circumstances where program managers are unable to make 
necessary improvements as large impediments to the discipline of program evaluation.  
Consequently, most project-based organizations use ongoing performance measures 
instead.   
Far too often enterprises of all types rely on their own instincts to conclude what 
their customers or clients really need and whether the products or services they are 
providing are indeed needed (Basic Guide to Program Evaluation 2003).  Obviously, for 
these companies, the need exists to verify the level of performance and manage the 
enterprise on that basis.  In many leading organizations, the process of performance-
based management has lead to a better understanding of how individual employees 
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contribute to the performance goals of an enterprise (National 1997).  Many of these 
enterprises maintain performance measurement systems.  While each system is unique, 
all successful ones share several characteristics: (1) they combine qualitative and 
quantitative measures; (2) their output and outcome measures reflect the strategic goals of 
the enterprise; (3) their measures are benchmarked against similar organizations or 
historic values; (4) they take cues from customer needs and service; and (5) they have 
feedback mechanisms to improve the measurement system over time (Otto and 
Ariaratnam 1999) as part of an ‘input-process-output-outcome’ continuum. 
While formal performance measurement systems are commonplace, simpler 
performance scorecards can be used to organize performance measures according to 
various aspects of performance.  These ‘balanced scorecards’ can also be customized to 
reflect the unique purpose, direction, operations and strategic priorities of the enterprise 
(Frost 2002).  Once a scorecard is in place, it can be used to:  
• Impact resource allocation decisions; 
• Benchmark for internal and external process improvement; 
• Adjust goals, targets, baselines and value delivered to the customer; 
• Improve service and product delivery mechanisms. 
Thus, it is apparent that while good performance information can provide the 
basis for improved decision-making, it does not necessarily provide the leadership to 
make needed changes happen (Kimm 1996).  Consequently, the information itself should 
be presented in the most useful way possible.  Often, this requires dedicated Enterprise 
Engineering and a robust methodology.  The specific reference architecture used by this 
research in the creation of the ARIES theoretical framework is discussed next. 
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2.3 The GERAM Enterprise Engineering Framework 
While many reference architectures are available, the GERAM framework 
(Generalized Enterprise Reference Architecture and Methodology) is the most 
comprehensive (IFIP-IFAC Task Force 1999).  As can be seen in Figure 1-7, the 
GERAM Framework is comprised of nine components, which work together to provide a 
customized framework for any particular enterprise.  The framework’s largest and 
primary component is GERA (General Enterprise Reference Architecture), which defines 
the generic concepts recommended for use in enterprise engineering and integration 
projects (ibid.).  These concepts can be classified as: (1) human-oriented concepts, (2) 
process-oriented concepts and (3) technology-oriented concepts (ibid.).  These three 
concepts work together to provide an all-encompassing view of any enterprise, as 
opposed to other reference architectures, which may focus on any one of the three 
concepts in particular.  Consequently, GERA’s human-oriented concepts cover the 
capabilities, skills, know-how and roles of employees in enterprise organization and 
operation.  These concepts also explore the ways in which human roles are organized so 
that they interoperate with other human and technology elements in defining enterprise 
operations (ibid.).  Lastly, the human-oriented concepts describe the capabilities and 
qualities of humans, such as educational background or professional registration.  In 
addition, because the roles of employees can be expected to change over time, enterprise 
capabilities improve or decline.  Thus, GERA helps manage and deploy human resources 
effectively under complex and changing circumstances, something key to the competitive 
position of any enterprise. 
Process-oriented concepts deal with enterprise operations and cover entity life-
cycle phases, types and views.  These concepts are intended to capture the functionality 
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(i.e., what has to be done) and the behavior (i.e., when things are done) of specific 
enterprises.  As can be seen in Figure 2-17, GERA’s process-oriented concepts include 
seven life cycle phases. 
 
 
Figure 2-17: GERA Entity Life-Cycle Phases (After IFIP-IFAC Task Force 1999) 
 
These seven phases provide the boundaries that define the enterprise.  The 
concept of the enterprise defines its mission and strategy while setting forth its 
requirements from a functional, informational and capacity standpoint.  Next, the design 
of the enterprise is considered from an information and resource standpoint for both 
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preliminary and detailed design activities.  The life-cycle phases also encompass entity 
start-up along with the operation of the enterprise, wherein a customer’s product is 
produced.  Obviously, the ‘product’ of the operation phase is often the design of another 
enterprise.  But beyond the phases, Figure 2-17 also shows that GERA can accommodate 
successive intervals of redesign as an enterprise tries to improve through reengineering.   
Unique to GERA is the fact that its process-oriented concepts include recursive 
enterprise entity types (IFIP-IFAC Task Force 1999).  These entity types can be seen in 
Figure 2-18 wherein the operation of each entity develops the design and implementation 
details of each successive entity.  Consequently, GERA’s process-oriented concepts 
provide one of the only ‘food chain’ type relationships between entities from an 
enterprise design perspective.   
As an example, the strategic enterprise management entity (Entity Type 1) defines 
the necessity for, and the starting of, any enterprise engineering and integration effort.  
The enterprise engineering and integration entity (Entity Type 2) provides the means to 
carry out the specific efforts defined by Entity Type 1.  In turn, Entity Type 2 employs a 
methodology (Entity Type 5) to define, design, implement and build the operation of the 
enterprise entity (Entity Type 3).  This entity uses the operational system provided by 
Entity Type 2 to define, design, implement and build the products and customer services 
of the enterprise (Entity Type 4).  Finally, GERA’s technology-oriented concepts deal 
with various methods used to support processes and include all types of information and 
manufacturing technology to enhance communications and the development of specific 





Figure 2-18: GERA Recursive Entity Types (After IFIP-IFAC Task Force 1999) 
 




• Enterprise Engineering Methodology (EEM) 
Describe the processes of enterprise engineering and integration using a 
structured procedure with detailed instructions for each enterprise engineering 
and integration activity. 
• Enterprise Modeling Languages (EML) 
Provide constructs to describe human roles, operational processes, and 
functional contents as well as the supporting information and production 
technologies. 
• Generic Enterprise Modeling Concepts (GEMC) 
These concepts may be defined by glossaries and ontological theories to 
improve the analytic capabilities of engineering tools. 
• Partial Enterprise Models (PEM) 
Capture characteristics common to many enterprises within one or more 
industrial sectors.  
• Enterprise Engineering Tools (EET) 
Support the processes of enterprise engineering and integration by 
implementing an enterprise engineering methodology through the analysis, 
design and use of enterprise constructs. 
• Enterprise Models (EM) 
Models, which represent the reality of the operations of a particular enterprise 




• Enterprise Modules (EMO) 
Consist of building blocks or systems that can be utilized as resources in 
enterprise engineering and integration.  
• Enterprise Operational Systems (EOS) 
Support the operation of a particular enterprise via system specifications and 
modules. 
Collectively, these components allow for the creation of both generic and specific 
methodologies including models and tools for particular project-based firms.  An 
enterprise engineering framework created using GERAM components is invaluable for 
project-based organizations in order to help them to realize their operational and financial 
performance objectives.  Application of the GERAM framework to these organizations is 
anticipated to provide dramatic improvements in operational performance measures.  
Certainly, the GERAM framework’s comprehensive suite of components was invaluable 
to this research, especially since it was able to incorporate existing ontological theories in 
the development of new ones. 
2.4 Summary – The Usage of Ontological Theories 
Although this research effort discovered several examples of project-based 
enterprises with a programmatic focus, the clearest examples came from the automotive 
industry.  In particular, this industry’s practice of developing common platforms for a 
variety of new vehicles (e.g., a platform could spawn vehicles as diverse as a sedan, a 
convertible, and a sport-utility vehicle) offered a way to manage the long-term viability 
of an organization by driving its development culture.  Specifically, this program 
approach to the development of new automobiles: (1) reduced development and 
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manufacturing costs, (2) reduced development time, (3) reduced systemic complexity, 
and (4) provided for better learning across projects (Muffatto, 1998).  Additionally, 
platforms in the automotive industry were considered to be integrating mechanisms as 
well.  Accordingly, they offer a means of developing a cross-functional team. 
The concept of automotive platforms provided confidence for this research that 
improved enterprise performance could be achieved through: (1) the concerted 
management of resources, (2) the implementation of program management, and (3) the 
use of the GERAM framework as a “roadmap” for the research effort.  Taken together, 
these topics of inquiry provided a foundation of ontological theories from which a 
definitive approach toward the research was created.  Indeed, in concert with the 
Glossary, these theories comprise the Generic Enterprise Modeling Concepts (GEMC) 
for this research effort. 
This chapter provided an overview of the specific knowledge domains, techniques 
and concepts used to create this research’s methodology.  In particular, only the domains 
relevant to the constructs developed by this study were highlighted in this chapter.  
Consequently, additional information addressing other knowledge domains concerning 
the research problem and context can be found in Appendix A.  Nonetheless, the 
ontological theories described here assisted the development of this research’s process, 






“BAD COMPANIES ARE DESTROYED BY CRISES; GOOD COMPANIES SURVIVE THEM; 
GREAT COMPANIES ARE IMPROVED BY THEM.” – ANDY GROVE, CHAIRMAN AND CO-
FOUNDER, INTEL CORPORATION 
Chapter 3 Research Process 
Today’s concepts and perceptions in project management theory are not sufficient 
to help deal with the multi-project situation, simply because they are based on the wrong 
assumptions (Eskerod 1996).  Indeed, projects are not performed in a stable environment.  
The content of their activities and the duration of those activities are not as predictable as 
current project management literature assumes.  In fact, projects are open systems, 
meaning that the decision-making process is both ‘top-down’ and ‘bottom-up’.  
Consequently, a new theory and strategy for the multi-project situation is needed.  
Development of this theory will require the full concepts and attributes of the 
enterprise engineering process.  It will also require a specific design in the form of a 
theoretical and conceptual framework.  Moreover, because engineering design requires 
both science and art to achieve a goal, it is fundamentally different from other analytical 
aspects of engineering (Pedersen et al. 2000).  From the perspective of science, the 
particular techniques used in this framework must be fundamentally different than current 
optimization methods.  Primary amongst these tried-and-true techniques is the Critical 
Path Method (CPM), the limitations of which have long been recognized and widely 
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discussed in the literature (Arditi 1983; Birrell 1980; Davis 1974; Levitt et al. 1988).  
Due to the fact that CPM focuses on a single project and does not readily scale up to 
handle multiple projects in a single framework, the goal of meeting a schedule deadline 
takes precedence over the management goals of using resources efficiently and 
controlling costs.  Being task-based rather than resource-based, CPM is simply not robust 
enough to handle multiple execution alternatives (Grobler and Subick 1993).  So, while 
CPM has been recognized as the dominant planning tool, its limitations have been all too 
obvious.  A quantum leap can be made in the planning and control of projects and 
programs using an agile multi-resolution framework of execution (ibid.). 
Where the art of project management is concerned, better sequencing of projects 
gives managers and executives greater control in allocating and using internal and 
external resources.  Yet, it also reveals where capabilities and processes need to be 
improved.  Over time, executives can focus on developing skills and adding critical 
resources to improve corporate performance (Whitson 1992).  Still, the fact remains that 
no corporate program management systems exist, which recognize both short-term and 
long-term enterprise requirements (Reiss 1996).  One explanation may be that for many 
project-based organizations, remuneration for services provided is often executed under a 
term contract, a service order, or some similar contractual arrangement requiring the 
customer to pay for all man-hours used (Eldin 1991).  This format, however, should not 
lead to ineffective management of project services, but rather, a focused search to 
develop a management approach that maximizes gains and minimizes losses.   
The creation of a practical guide to cost, scheduling and resource integration for 
managing major projects and programs benefits both the enterprise and its customer by 
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maximizing the output of each dollar spent (ibid.).  By highlighting the interaction 
between projects, an interesting opportunity exists for program management to bring 
structure to the generalist approach, while still serving the needs of the stricter scientific 
approach (Levene and Braganza 1996).  Indeed, project cost minimization cannot be 
adequately achieved using mathematical optimization techniques (Hegazy 1999).  Yet, a 
schedule that efficiently employs limited resources, avoids daily fluctuations, and reduces 
project and program duration is eventually less costly (ibid.).  This necessitates the 
development of a quantitative methodology designed to examine improvements to project 
processes with respect to both time and cost (Back et al. 2000). 
A generalized methodology, like generalized architectures, is applicable to any 
enterprise regardless of the industry served (IFIP-IFAC Task Force 1999).  Therefore, in 
an enterprise engineering methodology, the processes relating to the different tasks of 
enterprise engineering should be defined independent of each other in order to allow 
further combination in the context of the particular engineering activity (ibid.).  To do 
this, the major part of an engineering design method must be a structured approach that 
defines not only all the steps and phases to be followed, but also the way in which as 
many people as possible can be involved in the analysis and creation of the resulting 
manufacturing or service system (ibid.). 
This chapter provides an overview of the methods used in this research to create a 
theoretical framework to address enterprise sustainability for project-based organizations.  
This includes elements of the plan that were followed to bring this framework from 





























Figure 3-1: Philosophy of Research Process (After Conflict Management 1990) 
 
Starting in the lower left-hand corner, Chapter 1 of this dissertation has already 
documented the problems faced by project-based enterprises operating ‘in the real world’.  
By contrast, Chapter 2 and Appendix A provided a theoretical analysis of what is 
potentially wrong with these firms and described numerous applied methods currently 
purported to help solve these problems.  However, this research views these theories, 
techniques, and practices as ‘building blocks’ towards a better approach of what might be 
done.  Consequently, this chapter prescribes a methodology, which can be followed by 
specific project-based organizations to improve their performance and long-term 
viability.  Subsequent chapters will make the difficult transition towards providing 
specific actions these organizations can use in their pursuit of enterprise sustainability.  In 
particular, the research aspects of data collection, the application of the framework, and 
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analysis of its performance are contained in Chapters 4, 5, and 6.  Most importantly, this 
chapter concludes by providing specific constructs through which this research was 
validated.  In doing so, it lays the groundwork to define this research’s contribution to the 
body of knowledge. 
3.1 Research Methodology 
One requirement of a methodology to quantify time and cost is that it must 
encompass the entire project execution process (Back and Moreau 2000).  As outlined in 
Chapter 2, many ‘state-of-the-art’ project management techniques have improved aspects 
of project execution such as scheduling or resource management.  However, based on the 
author’s experience, most of these techniques have been unable to holistically improve 
performance for a program or enterprise.  By the same token, disconnect still exists 
amongst simultaneously achieving the goals of project execution and the objectives of 
enterprise sustainability.  As a result, this section explains the methodology this research 
used to promote the goal congruency of project and enterprise management.  The specific 
implementation of the methodology within a project-based organization with repetitive-
scope projects is also explored in detail.   
This implementation, however, does permit the application of this methodology 
for other types of project-based enterprises operating in industries of all types.  The 
reason why is simple.  By using the GERAM framework, the techniques and methods 
developed by this research are both generic and company-specific.  The fundamental 
components of the framework proposed by this research are not intended to be company, 
-project, -location, or -situation dependent.  As a result, a theoretical framework has been 
created as generic guidelines intended for wide industry use without limitation to project 
 
 117 
specifics.  However, other GERAM components have been incorporated that allow the 
framework to be easily modified to represent accurately the unique performance 
characteristics of specific project-based organizations.  Consequently, the majority of this 
section is devoted to explaining the in-depth application of each GERAM component in 
the creation of the framework developed by this research.  In particular, seven of the nine 
GERAM components illustrated in Figure 1-7 were incorporated.  This section singles 
out the specific concepts and constraints incorporated in each of the seven components.  
Still, the remaining two GERAM components (EMO and EOS components) will be 
covered to provide a comprehensive picture of how the theoretical framework could be 
used in the future and what additional aspects could be developed.  By limiting the scope 
of the research methodology in this fashion, the resulting theoretical framework is crafted 
entirely of soft system methodologies (SSM). 
Soft system methodologies (SSM) determine what information an organization 
requires.  They are necessary because most enterprises and systems are far more complex 
in practice than in concept, requiring a broad and adaptive methodology (Reynolds et al. 
1997).  By contrast, hard system methodologies (HSM) primarily include techniques used 
to create functional requirements specifications to define the information needs of an 
organization.  However, one of the major constraints of HSM’s is the rigid structures that 
they impose on an enterprise (ibid.).  For this reason, the theoretical framework 
developed by this research is premised upon specific techniques residing within 
components of a specific open systems architecture.  Indeed, other methods exist where 




The analytical hierarchy process (AHP) is a good example of a decision-making 
framework crafted from specific performance ratios.  AHP addresses issues faced by 
decision makers concerning problems involving risk, uncertainty, diversity of factors, and 
varying opinions and judgments (Saaty 1980).  The framework permits evaluation and 
comparison of elements of a decision, which are ranked in a hierarchy through a series of 
pairwise comparisons.  Comparison values are assigned from a pre-determined scale of 
relative importance known as the ratio scale.  For instance, the consistency ratio (CR) 
yields a measure of the actual problem to be solved relative to the theoretical problem.  
To better understand this ratio, consider that if a person prefers spring twice as much as 
summer and summer twice as much as winter, that person should prefer spring four times 
as much as winter and the consistency ratio would be zero.  However, real life problems 
are full of inconsistencies (i.e., team A beats team B, team B beats team C, and team C 
beats team A), so AHP allows for a margin of inconsistency as well (ibid.). 
Aside from ratios, many project-based enterprises use mathematical factors for 
estimating and planning decisions.  The six-tenths rule is a good example of how 
mathematics plays an important role in corporate estimating frameworks.  Basically, the 
six-tenths rule postulates that the cost of equipment for a specific project varies as its size 
does, raised to the 0.6 power.  Thus, if a 500-gallon tank costs $200,000, then a 1000-
gallon tank would be predicted to cost $303,143 as shown in Equation 3-1. 






Over time, the six-tenths rule has created a culture wherein equipment is often 
expressly designed, procured, and fabricated for a specific application.  Yet, this rule has 
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also greatly simplified estimating for project-based enterprises, giving them a degree of 
assurance that estimates generated from other methods are reliable as well. 
Similarly, this research proposes concepts such as ratios and factors as necessary 
elements in a comprehensive framework to gauge the relative efficiency of managing 
projects and programs for specific enterprises.  It advocates an ‘apples-to-apples’ 
comparison between projects and programs that are independent of scope, delivery 
system, and contract type.  Above all, the methodology proposed here provided a way to 
approach the questions posed by this research in Chapter 1.  In doing so, these methods 
created a framework that can be used by particular project-based enterprises to improve 
their long-term operational and financial viability.  Thus, each component of the GERAM 
framework is discussed in the following subsections as it pertains to this research. 
3.1.1 Generalized Reference Architecture (GERA) 
Project-based organizations have to develop an ability to link projects together to 
ensure that they produce a result greater than the total sum of their parts (McElroy 1996).  
Doing so will require a much more far-sighted approach than these enterprises have been 
used to.  It will mean that they must adapt or even abandon techniques, systems, and 
methodologies, which although suitable for discrete projects, are too inflexible for the 
more fluid program and enterprise management environment (ibid.).  Fortunately, the 
Generalized Reference Architecture (GERA) component of the GERAM framework 
defines a sophisticated subdivision of the elements necessary to create both a generic and 
specific theoretical framework to promote enterprise sustainability.  In particular, GERA 
identifies several subdivisions and views of each enterprise entity that can be used in the 
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development of a theoretical framework.  This research uses two: the model content view 




Figure 3-2: GERA Entity Views (After IFIP-IFAC Task Force 1999) 
 
Entity model content views include the enterprise elements related to functions, 
information, resources, and organizational concerns (IFIP-IFAC Task Force 1999).  In 
the ARIES theoretical framework, the function view represents the activities and the flow 
of control for a project-based organization.  It specifically incorporates the view of 
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projects and programs from a customer perspective.  However, the three other entity 
model content views all pertain to the operations of the project-based enterprise itself.  
The information view collects knowledge about material, data, and experience as used 
and deployed by project managers in the course of enterprise operations.  The resource 
view supplements the information view by including representation for humans, technical 
agents, and technological components of the project-based enterprise by program 
managers.  Finally, the organization view represents the responsibility and authorities of 
all entities operating in the theoretical framework.  It caters to the structure of the project-
based enterprise by organizing the firm into larger units such as functional departments 
and divisions.  At this level, the firm’s executive management is able to view all 
programs in the context of enterprise operations.  As a result, the combination of all four 
views provides unification for the firm and goal congruent results that are pleasing both 
to the enterprise and to its customer.  Indeed, because this is the intention of project-
based organizations, this duality in mission is reflected in the purpose view. 
The purpose view provides for simultaneous management and control of the 
enterprise as well as the relationships with its customers as can be seen in Figure 3-2.  
While the customer service and product view represents the mission of the enterprise 
entity being studied, the management and control view represents the functions necessary 
to supervise the portion of the project enterprise, which produces products or delivers 
services for the customer (ibid.).  Still, the ARIES theoretical framework does not include 
any implementation or manifestation of views.  These views primarily support automated 
tasks in the creation of dedicated hardware and software, those which are considered to 
be future applications of this research.  In addition, these views closely relate to the 
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GERAM components of enterprise modules (EMO) and enterprise operational systems 
(EOS) that are not included in the ARIES framework.  Yet, the GERA entity views are 
important because they ensure comprehensive coverage of the elements necessary to 
answer research questions and put forward a meaningful and useful framework for 
project organizations. 
As discussed in Chapter 2, GERA also includes recursive entity types that are 
important to this research’s methodology.   For development of the ARIES theoretical 
framework, all five entity types that can be seen in Figure 2-18 were used.  Specifically, 
the author served as the Strategic Management Entity (entity type 1) for the creation of 
the ARIES framework.  He defined the necessity for an enterprise engineering effort to 
alleviate many of the problems faced by project-based enterprises as outlined in Chapter 
1.  Through his efforts, an Engineering Implementation Entity (entity type 2) was created 
consisting of a faculty member and graduate students with the Construction Engineering 
and Management (CEM) program at the Georgia Institute of Technology in Atlanta, 
Georgia.  With specific directions from entity type 1, entity type 2 established the design 
and implementation of a methodology necessary to assist the reengineering efforts of 
entity type 3.  In this regard, BSW International of Tulsa, Oklahoma agreed to participate 
and make enterprise performance data available in its role as the Enterprise Entity (entity 
type 3).  Despite BSW’s need for an enterprise framework to improve sustainability 
(Ridgeway 2001), its focus on designing and developing commercial buildings with 
repetitive scopes went unchanged.  This fact allowed the Product Entity (entity type 4) to 
remain unaffected.  If anything, design and delivery of commercial building Contract 
Documents (C/D’s) proceeded without interruption.  Much of the reason why has to do 
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with the Methodology Entity (entity type 5), which consisted of the ARIES framework in 
concept only.  The establishment of tasks for entity type 5 by the Strategic Management 
Entity supported entity types 2 and 3 in the pursuit of creating better performing 
‘downstream’ entities (types 3 and 4, respectively).  However, in the end, all five entity 
types worked together to identify and develop specific concepts of enterprise integration 
as a prerequisite for the formal creation of the ARIES framework. 
For project-based organizations, only those elements of projects that are common 
need to be integrated, and this usually means resources (Payne 1995).  In fact, because 
the optimization of portfolio performance requires the sub-optimization of individual 
projects, the suggestion that only common elements, such as resources, should be 
integrated is validated (ibid.).  Consequently, it is necessary to consider the effect of the 
integration of multiple projects into one large framework.  Yet, to do so, enterprise 
engineering entities must limit the integration to those elements using common resources.  
As a result, the Strategic Management and Engineering Implementation Entities 
identified the potential of program management as the necessary ‘bridge’ between 
projects and their parent organization from the perspectives of individual employees, 
enterprise managers, and customers.  Subsequently, these entities identified the potential 
role that resource histograms could play in the development of the ARIES theoretical 
framework.  In particular, the sum of statical moments was incorporated to examine the 
aggregation of projects and programs within an enterprise.  As the theory states, “the sum 
of statical moments tends to be minimal over a period of time as the shape of the 
combined resource histogram approaches the shape of a rectangle (Hiyassit 2001).”  
While difficult to achieve in reality, it is obvious that most enterprise resource histograms 
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are indeed shaped like rectangles, especially when hiring and reduction of force efforts 
are minimized.  Consequently, project resource histograms with significant peaks and 
valleys can be smoothed when incorporated into a program.  This phenomenon provided 
the impetus for the Engineering Implementation Entity to develop specific techniques 
through which the amount of improvement between projects and programs could be 
quantified as an aid toward the goal of long-term enterprise viability.  
Finally, the use of the generalized reference architecture provided a boundary for 
the scope of this research.  Due to the fact that ‘state of the art’ project management 
practices do not work anymore for the management of large building programs (Keeter 
2001a), this research focused on the development of a resource-based framework for 
program management organizations.  Although very few project-based organizations 
qualify as program management organizations, a wide-reaching search was initiated by 
the Engineering Implementation Entity to locate those enterprises executing the portfolio 
or business cycle programs.  After a period of eight months, only four such enterprises 
were located by the team.  Each of these program management organizations executed 
architecture and engineering design and development repeater projects as part of a 
program characterized by its focus on synergistic benefits delivery.  Moreover, these 
organizations defined themselves by the strong model of program organization, even 
including many of the program phases such as initiation, definition and planning, 
renewal, and dissolution in their operations.  While it could be established that the pool of 
enterprises positioned to implement the ARIES theoretical framework is very small, to do 
so would ignore broad, future impact for project-based enterprises of all types.  Instead, 
 
 125 
these select firms were chosen expressly because they exhibit many of the characteristics 
necessary to advance the body of knowledge in the area of project management. 
3.1.2 Enterprise Engineering Methodology (EEM) 
Enterprise engineering methodologies are comprised of a set of structured 
procedures with detailed instructions for each enterprise engineering and integration 
activity (IFIP-IFAC Task Force 1999).  Usually, the enterprise integration process itself 
is directed toward a repetitive service or manufacturing enterprise (ibid.).  This process 
generally incorporates a methodology that is specifically oriented to the type of enterprise 
under consideration.  For project-based enterprises, the most useful methodologies are 
quantitative, process-oriented, and focused squarely on the entire project (Back and 
Moreau 2000).  Moreover, these methodologies can be applied to any project delivery 
system (ibid.).  Enterprise engineering methodologies themselves may be described in 
terms of descriptions with detailed instructions for each type of activity in the integration 
process (IFIP-IFAC Task Force 1999).  This allows not only a better understanding of the 
methodology, but assists the user in the process of engineering or reengineering new 
entities or existing enterprises, respectively.  Increasingly, enterprise engineering 
methodologies extend both to the mission fulfillment part and the management part of the 
enterprise under consideration (ibid.).  In fact, such a methodology may even propose that 
separate models or descriptions be prepared for these two perspectives.  
As a result, the methodology developed for use by this research explicitly 
incorporates the concept of a planning horizon.  Many authors, such as Archibald (1992), 
have indicated that a planning horizon should extend as far as firm, proposed, and 
forecasted project activities will allow.  In contrast, Kim and Schniederjans (1989) have 
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suggested that in order to limit a methodology’s complexity, depth, and breadth, that 
evaluation of project performance be limited to a given planning horizon.  In this regard, 
the Federal Benchmarking Consortium (1997) agrees.  This group advocates a planning 
horizon of three to five years, which is updated on a yearly cycle.  Still, some members of 
this consortium indicated that their firms “think for five years and plan for six months 
(ibid.).”  Regardless of duration, some authors such as De Maio (1994) have suggested 
that framework inputs and outputs be completely confined within a planning horizon.  
Consequently, for many project-based enterprises, an appropriate timing of cash flows 
appears to be a critical factor of success in connection to a wide range of projects 
(Speranza and Vercellis 1993).  Many researchers have established planning horizons by 
using durations aimed at maximizing the net present value (NPV) of projects and 
programs (Doersch and Patterson 1977; Elmaghraby and Herroelen, 1988; Russell, 1970; 
and Russell 1986).  Yet, the most important aspect of a planning horizon is its ability to 
organize and group projects and programs in order to compare performance on an 
equivalent basis.  As a result, this research incorporated the concept of a planning horizon 
as an integral part of determining schedule performance for project-based enterprises. 
The other significant component of this research’s methodology is the concept of 
the baseline, which has proven to be one of the most practical and effective concepts for 
managing projects and programs of all sizes (Bernstein and Lazicki 1992).  One of the 
main reasons that a baseline is so important is its ability to represent the current or 
present state of process performance (Back and Moreau 2000).  However, because the 
baseline case forms the basis for evaluating all proposed reengineering and/or work 
process improvements, it is especially important that it accurately represent the real world 
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condition (Back et al. 2000).  In addition, baseline performance measures can often be 
very useful to graphically see the relationship between time and cost, and how it might 
change as process improvement initiatives are applied (ibid.).  One such process 
improvement initiative is project and program simulation.  Here, a baseline case is 
needed to assess the performance of multiple alternative management interventions in the 
pursuit of a superior trade-off amongst project scope, resources, and development time 
(Levitt and Kunz 2002).  Consequently, the concept of a baseline assessment is a primary 
component of this research’s methodology.  Not only does it establish a significant 
portion of the components of the ARIES theoretical framework, it also provides the basis 
from which project and program performance can be evaluated. 
As a data-driven quantitative methodology, the ARIES theoretical framework 
relies heavily on accounting data.  For project-based enterprises, accounting systems 
normally include information about company personnel in the form of time records, 
along with some assessment with where this time was spent.  In addition, these 
accounting systems normally contain information about activity, project, and program 
costs and even rudimentary forms of progress information.  As a result, these systems 
facilitate communication between employees, managers, and executives who are 
generally concerned with a few primary measures critical to their responsibilities 
(National 1997).  Armed with accounting system data, company employees at all levels 
can not only react to, but can also institute proactive measures to improve performance 
(ibid.).  Effectively, this means that data that resides in accounting systems provides a 
good point of leverage in developing and implementing this research’s new theoretical 
framework intended to improve enterprise sustainability. 
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Foremost amongst this research’s enterprise engineering methodology is the 
importance of time, cost, and resource utilization.  Research conducted by Nobeoka and 
Cusumano (1995) indicates that these three factors are capable of comparing projects and 
programs in a meaningful way that is independent of scope, contract type, or delivery 
system, especially when control factors were incorporated.  For example, resource 
utilization can be measured in man-hours and adjusted for the contribution of vendors or 
suppliers external to the firm itself (ibid.).  Where resources are concerned, control 
factors can be introduced by: (1) adding resource rates together, (2) leveling daily 
resource sums, and (3) separating daily resource sums into their respective histograms 
values at the conclusion of the project or program (Hiyassat 2001).  Much of this data 
exists in the accounting system of project-based organizations.  As a result, an extensive 
amount of consideration was given to the collection and normalization of accounting 
system data for use within the ARIES theoretical framework.  Specifically, the elements 
of time, cost, and resource utilization were identified as the only elements available to 
compare the performance of project and program execution in a systematic and 
purposeful way. 
3.1.3 Enterprise Modeling Language (EML) 
Enterprise modeling languages provide constructs to describe human roles, 
operational processes, and to support information and production technologies (IFIP-
IFAC Task Force 1999).  These constructs must be categorized in a way that 
organizational outputs encompass both short-term results and long-term goals and 
objectives (Jain 1997).  To do this, enterprise modeling constructs should incorporate 
metrics of organizational effectiveness that include process, result, and strategic 
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indicators as necessary components of a comprehensive paradigm (ibid.).  Consequently, 
this subsection provides an overview of how time, cost, and resource utilization metrics 
were refined and assimilated into the ARIES theoretical framework. 
The relationship between the rationale for a program’s existence and provisions 
for its management are clearly reflected in the composition of its resources, planning 
horizon, and cost objectives (Pellegrinelli 1997).  For this reason, and for those outlined 
previously, this research used elements of time, cost, and resource utilization as its 
‘building blocks’.  However, each of these elements had to be modified to accurately 
reflect the execution of projects and programs within a program management 
organization.  This was done in order to control for variables that would otherwise create 
misleading results upon comparing projects and programs with each other.  Indeed, cost 
data were modified to reflect the contract value (CV) by removing all monies received by 
the project-based enterprise for work not directly related to the activities of their 
personnel.  For example, reimbursable expenses for travel to the project location were 
removed from project and program cost data.  Similarly, a planning horizon was 
established to permit the calculation of revenue weeks (RW) as a surrogate measure of 
time performance.  Lastly, resource utilization (RU) was determined by first obtaining the 
time records for personnel working on the specific projects and programs of interest.  
Subsequently, these employee time records had to be modified to reflect a measure of 
managerial efficiency regarding their deployment onto various operations of their parent 
enterprise.  Due to these needs, enterprise modeling constructs were required to: (1) 
reflect the managerial efficiency of supervising resources and (2) establishing ratios of 
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the three basic elements (e.g., CV, RW, and RU) so that projects and programs could be 
compared with each other on an equivalent or ‘apples to apples’ basis. 
To develop enterprise frameworks, potentially more than one modeling language 
or construct is needed (IFIP-IFAC Task Force 1999).  However, the set of languages 
must be competent to express all areas of the new framework as defined by the 
Generalized Reference Architecture (GERA).  As a result, it became necessary to develop 
a construct of ‘expressive power’ to modify and define the framework’s resource 
utilization (RU) metric.  This was possible because some enterprise modeling languages 
may only be useful for the description of a subject area, which is not suitable for other 
forms of analysis.  To this end, this research defined resource utilization (RU) as the total 
resources (TR) obtained from time records multiplied by the particular project or 
program’s resource histograms’ resource improvement coefficient (RIC), raised to an 
enterprise-specific ‘power factor’ (PF).  This formulation can be seen in Equation 3-2. 
Equation 3-2.  Resource Utilization Calculation 
RU = TR[(RIC)PF]
 
Modeling constructs such as CV, RW, and RU represent the different elements of 
the modeled enterprise entity and improve both modeling efficiency and understanding 
(IFIP-IFAC Task Force 1999).  Indeed, the representation of these constructs has to be 
adapted to the needs of people creating and using enterprise frameworks (ibid.).  
Consequently, this research’s methodology established the concept of performance ratios 
to normalize and rationalize scope so that projects and programs could be compared on 
an equal basis.  Specifically, three ratios were developed.  The first two, CV/RU, and 
RW/RU were initially intended to provide an internal perspective of enterprise 
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operations.  The third ratio, RW/CV, was first constructed to provide a measure of 
perceived customer value.  However, all three ratios are also measures of quality as 
defined by Equation 2-16.  By defining quality as ‘delivery’ over ‘expectation’, each of 
the three elements contributes to the concept of quality advocated by the ratios.  For 
example, it is not uncommon for a project-based organization to examine the delivery of 
cash created by each employee as proposed by the CV/RU ratio.  The other ratios can be 
viewed as quality measures that are enterprise- or customer-specific.  If time consumed 
by employees working on projects and programs is properly managed, then the cost, 
quality, and the duration of the execution will be managed by inference (Van Der Merwe, 
1997).  This is because the amount of time an employee spends in performing a task is 
directly related to the quality of work being done and to the cost of performing the task 
(ibid.). 
The application of power factors and ratios to the development of enterprise 
frameworks is not without precedent.  The SetPoint manufacturing company used the 
ratio of overall GP (gross profit) to OE (operating expenses) as its primary enterprise 
performance metric (Burlingham 2002).  In addition, Yamazaki (1995) used three ratios 
(i.e., industrialization ratio, duration reduction ratio, and labor reduction ratio) to 
facilitate control by evaluation of planning through a comparison-based planning index.  
Lastly, Dumond (1992) used ratios to examine the effects of various resource availability 
levels in a dynamic project scheduling environment.  Specifically, Dumond’s research 
examined the case where unequal quantities of three different resources were required for 
particular project activities.  While not directly pertaining to this research, the usage of 
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ratios in other project-based studies provides a measure of assurance that the techniques 
incorporated in this research are valid. 
Finally, enterprise modeling languages require that operational processes be 
defined by a particular schema.  Consequently, Figure 3-3 illustrates the flow of 
information within the ARIES theoretical framework.  Starting in the lower left-hand 
corner, the use of ARIES would typically begin with the receipt of a customer’s request 
for proposal (RFP).  Next, the project-based enterprise would determine how many 
resources were available for its execution and assimilate this information with either time 
or cost constraints included in the RFP to gauge the ability of the enterprise to perform 
this work.  Assessment of this type would require that the potential project or program be 
compared with historical execution information to determine performance goals for the 
new RFP.  If these goals were deemed to be acceptable to upper management, a proposal 
would be submitted, and, if accepted, become a current project or program for the 
particular enterprise.  At this point, all enterprise execution data is collected and 
maintained in either the accounting system or the project tracking system.  From these 
systems, the ARIES framework could pull information regarding cost receivables, 
employee timesheets, and project milestone dates.  Then, CV, RU, and RW data could be 
integrated to provide a historical perspective of completed project and program 
performance.  Lastly, a provision is made in the ARIES framework to provide periodic 
adjustments of enterprise performance measure through the augmentation of the firm’s 
baseline performance information.  The enterprise modeling languages of the ARIES 
framework (i.e., ‘power factor’, performance ratios, and information flows) provide a 
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complete and balanced set of constructs necessary for the evaluation of project-based 
enterprise sustainability performance.   
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Figure 3-3: ARIES Information Flows 
 
3.1.4 Partial Enterprise Models (PEM) 
Partial enterprise models (PEM) capture characteristics common to many 
enterprises within one or more industrial sectors.  Since the focus of this research is to 
develop a theoretical framework to promote enterprise sustainability for project-based 
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organizations, the partial enterprise models used by this research are primarily concerned 
with the use of resources.  By tracking resources through the project and program 
processes, managers and executives can see where overloads occur and gaps exist.  This 
allows for a more informed perspective regarding decisions about which projects to add 
and when and where to add them (Whitson 1992).  Consequently, baseline performance 
measures are required.  As discussed in the previous subsection, it is desirable to compare 
process cost to process schedule in order to determine the level of impact that certain 
proposed procedural changes can have on the enterprise with respect to its baseline case 
(Back et al. 2000). This requires that the baseline case be developed in sufficient breadth 
to illustrate how project processes interact with other corporate functions (ibid.). 
A good example concerns the task of estimating project and program costs, a 
frequently-occurring task for project-based enterprises.  By using the ARIES framework, 
the anticipated value of new project and program contracts can be referenced against the 
enterprises’ past performance from a time (RW) and resource utilization (RU) standpoint.  
However, the framework also explicitly incorporates partial enterprise models to handle 
integrated operations planning and control that includes the coordination of functional 
planning by means of a continuous workload versus capacity evaluation.  These models 
are accompanied by baseline performance ratio requirements regarding cash flow (CV), 
revenue weeks (RW), and resource utilization (RU).  In fact, the primary project-based 
enterprise evaluated by this research had established its expected performance ratio at a 
baseline level of $10,000 per person per month of contract value (CV) (Ridgeway 2001).  
This single ratio underlines the importance that project-based organizations place on the 
effective deployment of their human resources onto projects and programs. 
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Greenwood and Reeve (1994) developed the discipline of process cost 
management (PCM) to determine the cost of processes by which goods and services are 
designed, procured, delivered and supported.  As a partial enterprise model, PCM can be 
used to determine the cost of existing processes for the purposes of benchmarking, 
activity cost analysis or product and service costing (ibid.).  Deployed within the ARIES 
framework, PCM is used to simulate resource consumption levels in anticipation of 
future process and project configurations.  With the ability to assess ‘what if’ scenarios, 
enterprise management is better able to correctly deploy and align resources with 
anticipated activity demand and yet still respond to new business opportunities (ibid.).  
Moreover, program and enterprise managers can estimate additional capacity across 
various human resources by using the ARIES framework and its related partial enterprise 
model, to either negotiate a reduction in resources or use the released capacity in other 
value-added ways.  This perspective of enterprise resource management is illustrated in 
Figure 3-4.  
Managers are often confronted with the twin problem of deciding resource 
availability and allocating it.  This problem is an order of magnitude more difficult than 
current solutions can handle since any new algorithm will have to work on two fronts, 
both of which influence each other (Chan et al. 1996).  However, by identifying the 
required resource profile for projects and programs at the enterprise level, a partial 
enterprise model is able to determine the modes of accomplishment and the starting times 
for each particular project or program (Speranza and Vercellis 1993).  These phenomena 
can be seen in Figure 3-4, where the starting point is the recognition of the enterprise’s 
existing workload, an example of which is shown in the figure’s upper left-hand corner.  
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Subsequently, the resource profiles of potential project and program work is aggregated 
as shown in the lower left-hand corner of the figure.  At this point, it is interesting to note 
that the resource profile shown in Diagram A consists of 406 personnel resource days 
spread over a 34-week planning horizon, with a RIC equal to 1.07.  By contrast, Diagram 
B in the same figure has a personnel requirement of 141 resource days stretched over the 
same planning horizon with a RIC equal to 1.28. 
 
 




Obviously, the next step is to evaluate the additional workload placed on the 
enterprise were these potential programs and projects to be placed under contract.  This 
situation is shown in the upper right-hand corner of Figure 3-4 in Diagram C.  Most 
noticeable, however, is the fact that starting in week eight, the enterprise exceeds its 
capacity of twenty-two resources by an additional four resources required per day for that 
week and two additional resources required for the next week.  Due to the fact that 
resources can not be fired or hired randomly, most project-based organizations who find 
themselves in a workload situation depicted by Diagram D, have few choices other than 
requiring company personnel to work overtime.  However, what few project-based 
organizations understand is that the situation depicted in Diagram D is actually much 
more difficult to manage from a programmatic or enterprise standpoint.  Notably, this 
resource profile requires the deployment of 547 resource-days over the same planning 
horizon of thirty-four weeks, with an RIC equivalent to 1.09 – worse than the existing 
enterprise workload illustrated in Diagram A.  This situation is perplexing because 
enterprise managers must decide if the anticipated future enterprise workload will yield 
additional enterprise benefits, thereby promoting long-term viability.  Without a 
comprehensive framework, a partial enterprise model such as that shown in Figure 3-4 is 
of little use or consolation. 
Over time, project-based enterprises must overcome the desire of project 
managers to simply minimize the use of resources since this does not necessarily provide 
the maximum benefit to a project-based organization.  Ideally, project and program 
managers would strive to create smooth resource histograms within the bounds and 
constraints of the enterprise’s ability to accommodate work.  For instance, potential 
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projects and programs should be sought that fill in the ‘void’ spaces illustrated by the 
‘white space’ shown in Diagram A of Figure 3-4 to the maximum extent possible.  In 
order to do so, the enterprise may have to arrange its resources through the use of partial 
enterprise models in order to provide a maximum number of benefits accruing to the 
enterprise.  Doing so will likely support enterprise sustainability goals. 
3.1.5 Generic Enterprise Modeling Concepts (GEMC) 
Generic Enterprise Modeling Concepts (GEMC) may be defined by glossaries and 
ontological theories to improve the analytic capabilities of enterprise engineering tools 
(EET).  This research’s methodology makes use of both.  The glossary can be seen at the 
beginning of the dissertation document.  Ontological theories, however, primarily reside 
in the concepts, work processes, and best practices outlined in Chapter 2.  In particular, 
‘state of the art’ techniques in project management such as the Resource Improvement 
Coefficient (RIC) or program management best practices such as moving or stretching a 
project can be considered as ontologies due to their representation of work processes.  
But the largest sets of ontological theories impacting this research are the enterprise 
management practices developed by BSW International. 
As GEMC’s, BSW’s work processes are important not only because they support 
the operation of the enterprise itself, but also because they provide the basis for the 
enterprise engineering activity necessary to create a new theoretical framework.  Finally, 
the terminology defined in the Glossary and the ontological theories covered in previous 
sections and chapters provide the informal knowledge necessary for the creation of a 
formal framework.  As a result, these terms and theories represent an entity relationship 
schema that can be used in an integrated meta-schema (IFIP-IFAC Task Force 1999) – 
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one form of an enterprise engineering tool.  Effectively, this means that this research’s 
generic  enterprise modeling concepts provide the platform that can be used for the 
evaluation of project, program, and enterprise performance through the creation of 
specific enterprise engineering constructs. 
3.1.6 Enterprise Engineering Tools (EET) 
Enterprise engineering tools support the process of enterprise engineering and 
integration by implementing a methodology through the design and use of enterprise 
constructs.  In most cases, these tools are needed for decision making in the course of 
enterprise operation (IFIP-IFAC Task Force 1999).  There are many examples of 
enterprise engineering tools.  Visualization, simulation, controls system design, and 
product modeling tools support the analysis and evaluation of enterprise processes.  With 
regards to this research, visualization is the most prominent.  To be useful for decision 
makers, realistic project and program information must be represented at the appropriate 
level of abstraction or detail (Fischer and Aalami 1996).  This is partly because 
practitioners do not have the time and budget to develop several alternatives.  They often 
must make a decision under uncertainty.  Many enterprise engineering tools exist that 
allow for the formation of higher level constructs out of more basic constructs to enhance 
the implementation of enterprise engineering (IFIP-IFAC Task Force 1999). 
In the context of this research, two of the fundamental features of any enterprise 
management tool are going to be: (1) the ability to plan individual projects and (2) to 
combine those projects together (Reiss 1996).  The three approaches for doing this are to: 
(1) develop a plan for each project and merge them together, (2) develop one large plan 
for the overall workload, and (3) develop a multi-user system or framework (ibid.).  
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Consequently, this research incorporates a graphical approach as an enterprise 
engineering tool.  This is because a graphical tool is more useful as a practical guideline 
and as an interpretive mapping method for performance and process improvement (De 
Maio et al. 1994).  Indeed, the use of visual representation is an extremely helpful way of 
producing process understanding (Alabastro et al., 1995).  For the users of the graphical 
enterprise engineering tool, the end result of their participation should be that it provides 
a better and more comprehensive understanding of project, program, and enterprise 
operations.   
In this regard, a visual or graphic representation without many complex notations 
is clearly the most suitable (Abeysinghe and Urand 1999).  Plus, the use of graphical 
visualization methods in enterprise engineering efforts has several important precedents.  
Speranza and Vercellis (1993) used an oriented and acyclic graph to represent precedence 
relationships between projects and their place within the start and finish of their parent 
program.  To illustrate decisions that influence the work scope of a program and their 
interactions with the scopes of individual projects, Levene and Braganza (1996) used a 
technique consisting of a two-zoned bar chart for visual representation.  In addition, 
Turner and Cochrane (1993) formulated a visual goals and methods matrix, which 
characterized project performance within four quadrants (i.e., defined or ill-defined goals 
and defined or ill-defined methods).  Indeed, as with other business and management 
research, the graphical depiction of enterprise performance has historically used four 




Specifically, the ARIES theoretical framework builds upon the baseline 
performance measures developed by enterprise engineering methods and partial 
enterprise models to establish eight regions of project-based enterprise sustainability.  
These eight regions exist within a three-dimensional graphical visualization and are 
referenced against the three primary ratios (i.e., RW/CV, CV/RU, and RW/RU) that were 
created by enterprise modeling languages and constructs.  Indeed, these constructs are 
implemented in the enterprise engineering tools and are supported by partial enterprise 
models and generic enterprise modeling concepts.  As a result, the graphical enterprise 
engineering tools developed by this research comprise the final components in generic 
formulation of the ARIES framework.  However, these enterprise engineering tools are 
used to build enterprise-specific graphical depictions as enterprise models, which are 
discussed next. 
3.1.7 Enterprise Models (EM) 
Enterprise models are those, which represent the reality of the operations of a 
particular enterprise.  For this research, the plotting of project ratios within the ARIES 
performance regions established by enterprise engineering tools constitutes the creation 
of a customized enterprise model.  While several specific enterprise models were 
developed by this research to represent the financial and operational performance of 
BSW International, the methodology behind the creation of each is fully transferable and 
applicable to any other project-based organization.  Consequently, ARIES enterprise 
models quantitatively evaluate the performance of specific enterprise projects relative to 
each other.  The models also qualitatively establish the net impact resulting from process 
improvement strategies such as program management practices.  In doing so, the ARIES 
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enterprise models are able to partially analyze the net difference between projects and 
programs using ratios incorporating elements of time, cost, and resource utilization.  
Until now, the only other similar research concerned project-level studies conducted by 
Barraza et al. (2000) on integrated S-curves. 
Figure 3-5 illustrates the probabilistic monitoring of a project using an integrated 
S-curve.  Here, project time is an independent variable that is plotted relative to project 
cost.  Typically, S-curve plots have upper and lower bounds of acceptable performance.  
Barraza et al. (2000) have applied the concepts of probability to the achievement of time 
and cost targets for a project.  Project S-curves of the type shown in Figure 3-5 do not 
make any provision for the measurement of progress as a percentage of completed scope.  
Therefore, instead of using the traditional convention of S-curves, the independent 
variable could be established as the planned percentage of accomplished progress 
because it depends only on the project scope (ibid.).  This way, project time and cost can 
be treated as progress-dependent variables that are normally different for actual and 
planned performance.  This would result in the creation of two progress-based integrated 
S-curves as can be seen in Figure 3-6.   
In this figure, cost variation (CV) is calculated as the difference between expected 
budget cost and the actual cost for project completion.  In a similar fashion, time 
variation (TV) represents the difference between the expected mean value time duration 
for actual work progress and actual elapsed duration.  Most importantly, however, is that 
this figure demonstrates that project progress can be used as an additional performance 
variable in a graphical representation (ibid.).  Due to the fact that the ARIES enterprise 
model contains a series of points corresponding to the post-completion performance of 
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various projects and programs, this research postulated that these same projects and 
programs would exhibit RW/CV, CV/RU and RW/RU ratios capable of being compared.  
In this way, different implementations of a project-based enterprise’s operations were 
expected to be able to be compared on an equivalent basis. 
 
 
Figure 3-5: Probabilistic Monitoring Using Integrated S-Curves 
(After Barraza et al.  2000) 
 
To facilitate the potential comparison of projects and programs, a consistent 
measure was needed.  One way to accomplish this is to determine the Euclidian distance 
from the origin of the ARIES performance model to the project point of interest in a two-
dimensional scatter plot.  In this situation, the distance between the two points is always 
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measured as a single number or value and this remains true regardless of how many 
variables are involved (Incontroltech 2002).  However, the Euclidian distance 
measurement can be improved upon by incorporating the standard deviation of the ratios 
contained in the scatter plot.  A measure of this type is known as the Mahalanobis 
statistical distance and can be expressed in equation form: 
 
 




Equation 3-3.  Mahalanobis Statistical Distance. 
 
All points satisfying this equation are said to have the same statistical distance 
from the mean point, or origin, of the ARIES enterprise performance model.  This means 
that the graph of Equation 3-3 is an ellipse.  Upon comparing the statistical distance to 
the Euclidian straight-line distance, there are some major differences.  First, the statistical 
distance is standardized and, therefore, no scales are involved.  Since the ratios in a multi-
variant process may be measured in different units, this removes the effects of scales 
(ibid.).  Nonetheless, the statistical distance can also be represented by a vector of 
organization effectiveness (Jain and Triandis 1997).  This vector includes quantifiable 
outputs and reflects the quality and the relationship of framework results to broad 
organizational goals and objectives.  Consequently, these vectors were intended to be 
compared on a percentage basis in order to potentially gauge the relative improvement 




Statistical Distance = 0.75




Figure 3-7: Distance Measurement and Percentage Improvement. 
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Comparison of this type was proposed by Hwang and Yoon (1981) and is based 
on the concept that the chosen solution should have the shortest distance from the ideal 
solution and the farthest distance from the negative-ideal solution.  Due to the fact that 
the origin of the ARIES performance model represents the negative-ideal solution, 
vectors emanating from this point can be compared on an equivalent basis.  Indeed, the 
relationship between project and program performance can be qualified in relation to the 
performance of their management, thereby creating a consistent measure that can be used 
to promote the long-term viability of a specific project-based organization. 
3.1.8 Enterprise Modules (EMO) and Enterprise Operational Systems (EOS) 
Enterprise modules consist of the building blocks or systems that can be utilized 
as resources in enterprise engineering and integration.  Mainly, these modules are used to 
implement enterprise operational systems that support the operation of a particular 
enterprise via system specifications and/or enterprise models.  However, this research’s 
methodology does not incorporate these two components of the GERAM framework.  
This is due to the fact that these components are technology-oriented and merely serve to 
automate the models and frameworks developed by the other seven components.  As a 
result, development of enterprise modules and operational systems is left as an extension 
to this research 
3.2 Research Plan 
Project-based organizations should strive to learn from one project to the next.  
Nevertheless, it can be observed in practice that project failure and success are rarely 
analyzed by individual companies and learning just does not happen (Williams 2001).  
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Indeed, there is no structured, routine way of analyzing projects so the organization can 
draw lessons and learn for the benefit of future programs and projects.  In fact, Williams 
(2001) could not find even one mention of ‘lessons learned’ or ‘post-mortem’ in an 
extensive literature review that included PMI’s Project Management Body of Knowledge 
(PMBOK), a benchmark reference for the practice of project management.  As a result, 
this research sought to provide a theoretical framework to remedy these problems.  To do 
so, a representative program management organization had to be found that exhibited 
certain operational and financial performance characteristics. 
Starting in the fall of 2000, an extensive search for a leading program 
management organization was initiated by the author.  Using Engineering News Record’s 
Year 2000 list of the top 500 design firms in the United States (ENR 2000), 
approximately twenty firms were identified as having a program management practice.  
Subsequently, the author contacted the principals of each and received approximately five 
responses to a request to be involved in a study of enterprise viability at the Georgia 
Institute of Technology.  However, it was quickly apparent, that only one of these firms, 
BSW International of Tulsa, Oklahoma, truly represented a program management 
organization.  When probed further, the other firms, which had responded stated that their 
programs consisted primarily of very large projects with multiple stakeholders and 
participants (as can be seen in Appendix E, this is a widely-held view of programs and 
program management amongst some of the nations leading architecture, engineering, and 
construction (A/E/C) firms). 
Over the next seven months, the author was in frequent contact with BSW’s CEO, 
Robert C. Workman, on a bi-weekly basis to learn more about the firm in order to 
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determine if they could serve as a candidate for an in-depth study related to this research.  
BSW had a lengthy history of program execution and project success related to the design 
and development of repetitive building programs for some of the largest customers of 
A/E/C services in the United States.  Most interesting is that BSW had a history of strong 
performance followed by a subsequent decline in the late 1990’s.  These trends are 
reflected by the fact that in 1993, BSW ranked as the 133rd largest design firm in the 
United States (ENR 1993).  However, by 2000, the firm had slipped to the 416th largest 
firm in the nation (ENR 2000).  Consequently, the author hypothesized that these trends 
were possibly the result of some of the problems confronting the project-based industry 
as described in Chapter 1.  Thus, it was determined that BSW exhibited all the necessary 
traits needed for this research. 
Not only is a performance framework for a running projects going to apply in an 
organization where there are many projects, it is going to be at its best where those 
projects are similar (Reiss 1996).  As BSW International was willing to participate in this 
research, a plan was developed to create methods and constructs intended to create 
answers to the research questions.  In this regard, the operations of BSW served as a 
‘living laboratory’ for the study of program management practices.  Due to the fact that 
BSW is organized into studio teams responsible for the delivery of program benefits 
through the execution of similar projects, it was possible to examine their operational 
performance directly.  Plus, because the company designed and developed programs for 
customers in different ‘verticals’ (i.e., restaurant, hotel, discount retail, etc.) it was 
hypothesized that it would be possible to compare project and program execution across 
differing scope types, contract types, and delivery systems.  Combined with the fact that 
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BSW executed ‘open’ projects from a programmatic standpoint where the highest level of 
quality was mandatory (Branch 1993), the company served as an ideal platform of study 
for this research. 
Within the GERAM framework of recursive entity types, BSW is considered to 
be an Enterprise Entity (entity type 3).  Nonetheless, this research sought to identify other 
similar firms for intra-firm comparison purposes.  Yet, as time went on, subsequent 
interviews with executive managers at BSW (Daman 2001a; Stephens 2001; Workman 
2001a) revealed that only four or five other firms in the United States were somewhat 
similar to BSW International and could be categorized as program management 
organizations.  Based on a list of these few firms, all of whom were not listed in the most 
current list of Engineering News Record’s top 500 design firms (Tulacz 2001), the author 
made contact with each, trying to solicit their participation in this research.  After several 
months, it became apparent that only BSW International was willing to participate.  
While the study of one company in particular may present problems for other studies, it 
was appropriate for this research and not without precedent. 
The Construction Industry Institute (CII) has consistently maintained that the 
singular study of the ‘best of the best’ constitutes an appropriate research methodology 
and plan for the evaluation of leading-edge techniques, methods, and business practices 
(CII 1995).  The detailed investigation of one firm for the development of a theoretical 
framework is supported by Abeysinghe and Urand (1999) who modeled the enterprise 
business processes of a single, small, United Kingdom construction company as part of a 
research study funded by the European Community.  In a related way, Pellegrinelli 
(1997) conducted in-depth program research concerning a single major European 
 
 150 
telecommunications company as part of a joint client-consultant study.   Here, four 
different programs of the telecommunications firm were examined through interviews 
with senior managers associated with the programs and detailed analysis of documents, 
plans, and techniques employed in their execution.  In addition, qualitative techniques 
were used to compare the performance of these four programs from a historical 
perspective (ibid.).  This study, along with others, points toward the need to examine 
project and program performance using retrospective data. 
Carrying out a post-program appraisal to assess the performance benefits 
generated by the program is necessary in order to learn any lessons regarding program 
management that may be of benefit to similar, future programs (ibid.).  One way this can 
be accomplished is through the use of retrospective evaluation consisting of the processes 
of secondary analysis and summative evaluation (Trochim 2002).  In particular, 
secondary analysis reexamines existing performance data to address new questions or use 
methods not previously employed (ibid.).  This form of analysis is complemented by 
summative evaluation usually premised upon a management-oriented systems 
framework.  By using these two retrospective evaluation modes, a comprehensive picture 
of the past performance of projects and programs can be gathered and assessed.  
Obviously, there are many ways in which this data can be obtained.  
Table 3-1 lists the six most common methods to collect data regarding program 
performance (Basic Guide to Program Evaluation 2003).  This research incorporated four 
of these methods.  Observations and interviews were used to generate a retrospective 
view of how projects were organized into programs and to better understand how those 
programs contributed to enterprise sustainability.  On the other hand, documentation 
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review and case studies were employed in order to receive past project and performance 
data, primarily from enterprise accounting systems.  This strategy worked well because 
most integrated cost systems are retrospective in construction.  They are refreshed 
periodically, either annually or quarterly, based on the enterprise’s operating performance 
from the most recent period (Cooper and Kaplan 1999).  However, to fully understand 
and depict a customer’s experiences in a program, a comprehensive examination is 
normally undertaken through the cross-comparison of cases (Basic Guide to Program 
Evaluation 2003).  Although difficult to organize, case studies of this type present a 










Table 3-1: Program Performance Data Collection Methods (After Basic Guide to 
Program Evaluation 2003) 
 Method Overall Purpose Advantages Challenges
* Can complete anonymously * Might not get careful feedback
* Inexpensive to administer * Wording can bias client's 
responses
* Easy to compare and analyze * Are impersonal
* Administer to many people * In surveys, may need 
sampling expert
* Can get lots of data * Doesn't get full story
* Many sample questionnaires 
already exist
* Get full range and depth of 
information
* Can take much time
* Develops relationship with 
client
* Can be hard to analyze and 
compare
* Can be flexible with client * Can be costly
* Interviewer can bias client's 
responses
* Get comprehensive and 
historical information
* Often takes much time
* Doesn't interrupt program or 
client's routine in program
* Info may be incomplete
* Information already exists * Need to be quite clear about 
what looking for
* Few biases about information * Not flexible means to get data; 
data restricted to what already 
exists
* View operations of a program 
as they are actually occurring
* Can be difficult to interpret 
seen behaviors
* Can adapt to events as they 
occur
* Can be complex to categorize 
observations
* Can influence behaviors of 
program participants
* Can be expensive
* Quickly and reliably get 
common impressions
* Can be hard to analyze 
responses
* Can be efficient way to get 
much range and depth of 
information in short time
* Need good facilitator for 
safety and closure
* Can convey key information 
about programs
* Difficult to schedule 6-8 
people together
* Fully depicts client's 
experience in program input, 
process and results
* Usually quite time consuming 
to collect, organize and describe
* Powerful means to portray 
program to outsiders
* Represents depth of 
information, rather than breadth
When need to quickly and/or 
easily get lots of information 
from people in a non- 
threatening way
Interviews When want to fully understand 
someone's impressions or 
experiences, or learn more 
about their answers to 
questionnaires
Documentation review When want impression of how 
program operates without 
interrupting the program; is 
from review of applications, 
finances, memos, minutes, etc.
Questionnaires, Surveys, 
Checklists
Case studies To fully understand or depict 
client's experiences in a 
program, and conduct 
comprehensive examination 
through cross comparison of 
cases
 Observation To gather accurate information 
about how a program actually 
operates, particularly about 
processes
Focus groups Explore a topic in depth 
through group discussion, e.g., 
about reactions to an experience 
or suggestion, understanding 
common complaints, etc.; useful 





This research subscribes to the process of building theory from case-study 
research (Eisenhardt 1989).  This process is particularly useful when there is no 
specifically defined theory or framework, a relatively small number of cases is involved, 
and there is need for within-case and cross-case analysis.  Often, such analysis is 
combined with the role of existing literature to form a reference architecture (Glaser and 
Strauss 1967; Kirk and Miller 1986; Strauss 1987).  Data collection in this environment is 
multi-faceted and includes in-depth, semi-structured interviews, observations, and case-
based methods (ibid.).  Owing to the great difficulty of enterprise-based representation, 
research has suggested that case-based reasoning (CBR) appears well suited to the 
evaluation of management experience (Reuber 1997).  Indeed, Reuber’s research 
demonstrates that experience in program management is one kind of management 
expertise.  Therefore, it appears that a CBR system is the most appropriate option for the 
development of the ARIES theoretical framework. 
CBR is a problem solving strategy that is based on the reuse of past solutions to 
address a new problem.  The fundamental philosophy of CBR is that if a case has worked 
previously, it could be modified to solve similar problems in the future (Sinha and May 
1996).  However, the CBR approach is also very appealing from the viewpoint of systems 
development.  So long as relevant cases are available, a case-based framework can be 
developed to support decisions in an ill-defined problem domain (Loh et al. 2000).  
Within this environment, since previously solved problems are referred to for analogical 
inference to support current problem solving or decision making, it is not necessary to 
extract the rules in the previous cases for system development.  Nonetheless, some effort 
to represent the cases (i.e., such as in a ratio-based enterprise model) in a structured 
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manner is still necessary (ibid.).  One tremendous benefit is that a CBR system is easily 
expandable.  The expansion of a system such as the ARIES framework essentially entails 
only the addition of cases to the ‘case base’, which can be done each time a new problem 
is solved.  Essentially, this means that a CBR system can be initiated with a few cases 
and refined incrementally in a fairly flexible manner by the inclusion of new cases (ibid.).  
Notably, this research incorporated the following three aspects of case-based reasoning: 
• Case representation – an approach to representing each case that depends on 
the goal of the user.  Only relevant information need be included in a case 
(Kolodner and Leake 1996). 
• Case adaptation – if the retrieved cases are from different projects, they must 
be carefully assessed and assembled in order to constitute the appropriate 
representation for the existing project decision at hand.  This decision may 
involve considerable human justification independent from the information 
contained in the case.  However, it is important that this case information be 
adequately represented (ibid.).   
• Case acquisition – the availability of only a limited number of cases does not 
prevent the seeding of a CBR system (Griffith and Domeshek 1996).  To 
ensure that the cases are highly practical and relevant, expert opinions may be 
sought (Loh et al. 2000).  Such cases may consist of both real and hypothetical 
situations.  Indeed, hypothetical cases are those ‘ought-to-be’ cases that are 




For this research, hypothetical cases of project and program performance were 
used only to develop baseline performance measures for the enterprise entity of study 
(i.e., BSW International).  These hypothetical cases were supplemented by retrospective 
project and program performance data designed to round out the enterprise model of the 
ARIES theoretical framework.  In all, 167 projects were organized within seven 
commercial building programs, each representing a case.  Consolidation of this type 
allows for the identification of within-case and cross-case patterns (Eisenhardt 1989), an 
aspect of particular importance to this research.  As stated in previous sections, all of the 
data residing in the enterprise models consists of ratios derived from past performance 
concerning revenue weeks (RW), resource utilization (RU), and contract value (CV).  
Most of these data were obtained from Enterprise Entity accounting systems.  In 
particular, timesheets were featured prominently in the research plan as they “are a great 
way to find out what is going on (Reiss 1996).” 
One important feature of this research’s plan was to incorporate cross-sectional 
and longitudinal data design.  For project-based enterprises, the act of acquiring new 
customers is often costly in terms of both time and profit.  Most project-based companies 
have difficulty distinguishing the economics of newly acquired customers from those 
who have been served for many years (Cooper and Kaplan 1999).  Thus, in addition to 
recognizing cross-sectional variation of customer demand, project-based firms must also 
forecast the longitudinal variation of customer profitability over time in order to fully 
understand the combined impact on enterprise sustainability.  Consequently, this research 
plan included longitudinal data into its design.  Otherwise known as ‘time-series' data, 
this sequence of project and program performance data provided a perspective of 
 
 156 
information that would otherwise be ‘hidden’, such as the order in which the data were 
collected along with their associated learning effects (Abdelhamid and Everett 1999). 
The most important aspect of this research’s plan was how it handled projects that 
‘fell out’ of the program.  To err on the side of conservatism, projects, which fell out 
(e.g., those with less than 280 man-hours) are included in the program calculation for 
they are integral to the management of the program.  However, projects, which fell out 
are not included in the mean calculation of project performance primarily because they 
lack any revenue weeks (RW) for comparison purposes.  While this section has only 
addressed the largest components of this research’s plan, additional constructs are 
detailed in subsequent chapters, which complete the ARIES framework.  
3.3 Research Validation 
Research validation is a gradual process of building confidence in the usefulness 
of new knowledge with respect to a purpose (Pedersen et al. 2000).  To validate the 
ARIES framework, several specific questions had to be answered: 
1. Does the framework make sense (i.e., does it have conclusion validity)? 
2. Does the framework capture the underlying features or characteristics of 
program management organizations (i.e., does it have construct validity)? 
3. Can we generate theories based on the framework (i.e., does it have external 
validity)? 
Answers to these questions help to better understand whether relevant and only 
relevant concepts, or representation constructs are included in the framework, and 
whether the constructs are correctly implemented.  Burton and Obel (1995) point out that 
the purpose of developing a theoretical framework should be to guide conceptualization 
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so that simplicity and realism can be balanced.  The intent of the ARIES framework is to 
explicate performance impacts in a quantitative and straightforward manner.  However, 
to make doubly sure that the framework constructs used are indeed able to provide 
answers for the research questions, two specific validation methods have been used by 
this research. 
The process of framework validation first involves analysis and judgment to 
determine if the framework adequately reflects real world conditions likely to develop 
after the implementation of the ARIES theoretical framework.  Typically, this validation 
process includes establishment of the following (Trochim 2002): 
• Construct Validity – Makes a prediction about how the framework will 
perform based upon the research’s theory of the construct.  In particular, 
validation of the ARIES framework used one form of construct validity (i.e., 
concurrent validity) to assess the framework’s ability to differentiate between 
groups that it should theoretically be able to distinguish between.  At a basic 
level, this means that ARIES should be capable of demonstrating the 
difference between project and program performance.  The establishment of 
construct validity may also include a benchmarking of findings with regard to 
known facts, field data, or published literature or documentation.  One way 
this was accomplished was simply by comparing BSW International’s 
program management practices with those contained in the literature. 
• Conclusion Validity – Demarcates the degree to which conclusions we reach 
about relationships in the data set are reasonable.  Obviously, it is possible 
that a study can conclude that the program and its outcome are related and yet 
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also conclude that the outcome was caused by some other factor than the 
program itself.  To guard against this, this research incorporated a general 
review by its participants who have a high level of experience with the details 
of the processes being analyzed.  Specifically, executives at BSW 
International and ePM, LLC were asked to make a qualitative assessment 
regarding the representation of project and program performance as depicted 
in the ARIES enterprise models. 
• Internal Validity – Assess whether observed changes can be attributed to the 
program or intervention (i.e., the cause) and not to other possible causes.  
However, due to the fact that internal validity is only relevant in studies that 
try to establish a causal relationship, it is not pertinent to most observational 
or descriptive studies.  As a result, this research did not have to demonstrate 
internal validity in order to validate the ARIES framework.  Indeed, program 
management and performance measurement make a difference by themselves, 
and in no way point to ARIES as a cause for improvement. 
• External Validity – Is related to generalizing.  It refers to the approximate 
truth of conclusions that involve generalizations.  It is the degree to which 
conclusions in this research hold true for other enterprises in other places and 
at other times.  As a result, external validity is achieved in this research 
because any project-based organization with baseline performance measures 
and systems, which track resources, receivables, and time metrics can use a 
proximal similarity model to establish this form of validity.   
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To explain further, a proximal similarity model develops a theory about which 
contexts are most like the research at hand and which are less so.  When these contexts 
are placed in terms of their relative similarities, an implicit theoretical gradient of 
similarity is presented.  Once established, a gradient of similarity exists from which 
future research or implementation is able to generalize about other persons, places, or 
times.  For example, a gradient of similarity exists between Boeing Commercial Aircraft 
(See Appendix C) and BSW International concerning their programmatic design 
processes, wherein projects are grouped according to their attributes.  Moreover, the 
documentation used by each firm is similar, forming an implicit theoretical for other 
project-based organizations capable of forming programs and organizations this way.  
Another example could be the way that the Chrysler Corporation places ten project teams 
in competition to enact the best solution from a ‘cradle to grave’ perspective.  For them, 
external validity is established through the similarity of project teams and can be 
generalized in such a way to impact future organizational development and design 
projects at Chrysler (O’Keefe 1994).  Still, external validity is often related to how well a 
framework’s predictions agree with observable real-life project information. 
The external validation used in this research was based on retrospective case 
studies.  These studies were collected as information regarding already completed 
projects and programs through unique outputs from accounting systems, structured 
interview processes, and documentation review.  These activities confirmed that the 
graphical depiction of previously-executed projects and programs matched well with 
forecast performance regions derived from baseline performance measures.  In addition, 
qualitative interviews with BSW program managers were incorporated to determine if 
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their current programs were ‘proximally similar’.  Finally, the results of this research 
were shown to senior project management consultants at ePM, LLC for evaluation.  By 
all accounts, good qualitative agreement between real project and program data and the 
predictions of the ARIES theoretical framework regarding underlying theory was 
achieved.  In fact, a process review by individuals very knowledgeable about the enabling 
potential of certain frameworks, techniques, and technologies is an accepted method of 
establishing external validity for a study of this type. 
Due to the fact that there are areas of engineering research that rely on subjective 
statements and mathematical modeling, the traditional form (i.e., that previously 
described) of validation can be problematic.  One such area is that of design methods 
within the field of engineering design (Pedersen et al. 2000).  As a result, researchers at 
the Georgia Institute of Technology in Atlanta, Georgia developed a methodology to 
validate frameworks and design methods known as the validation square (ibid.).  Indeed, 
the validation square provides a measure of a framework’s usefulness by using a set of 
carefully chosen example problems that are able to support a claim of generality (ibid.).  
For this research, claiming generality requires that each case (i.e., each program) be 
connected to a specific theory.  From this perspective, accepting the usefulness of a 
theoretical framework premised upon case studies is really just a matter of evaluating 
whether the cases themselves support theory or not (ibid.).   
As can be seen in Figure 3-8, the validation square is appropriate for open 
problems where new knowledge is associated with non-precise representations (ibid.).  
“Hence, the validation square process aims at evaluating the effectiveness and efficiency 
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of the new method, based on qualitative and quantitative measures, respectively (ibid.).”  
In the figure, being effective embodies three things: 
1. Accepting the individual constructs constituting the framework.  Here, the 
designers of the validation square suggest using the literature so an inference 
towards acceptance can be made (ibid.).  For this research, the point of 
departure (i.e., Chapters 2 and Appendix A) and the research methods section 
contained within this chapter serve to validate the components of the ARIES 
theoretical framework. 
2. Accepting the internal consistency of the way the constructs are put together 
in the framework.  In order to promote internal consistency, the authors of the 
validation square suggest using flowchart representations focused on the flow 
of information within the ARIES framework.  Consequently, an illustration of 
this type can be seen in Figure 3-3 in this chapter, which also constitutes one 
form of enterprise modeling language.  However, since separate enterprise 
modeling languages such as RW/CV, CV/RU and RW/RU may be used to 
describe various enterprise views, it is important to stress that the ontological 
theories contained within generalized enterprise modeling constructs must be 
integrated.  Essentially, this means that the enterprise and customer views 
contained within the ARIES framework are part of an integrated meta-schema 
and its underlying ontological model.  This purely technical requirement 
allows enterprise engineering tools such as graphical depictions and 
sustainability regions to be used to cross-check the mutual consistency of 
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enterprise frameworks produced by this research (IFIP-IFAC Task Force 
1999). 
3. Accepting the appropriateness of the example problems that will be used to 
verify the performance of the method.  Regarding this point, the authors of the 
validation square suggest that example problems similar to the problems for 
which the method constructs are used be documented (ibid.).  This includes 
example problems for which the ARIES framework is intended.  In both 
regards, the data used in ARIES enterprise models is representative of not 
only BSW International’s former and current customers, but is also expected 
to be applicable to other program management organizations in the A/E/C 
industry as well.  Finally, in order to verify the performance of the ARIES 
framework, the data associated with the example problems must be able to 
support a conclusion.  In this capacity, ARIES comparisons between 
‘verticals’, program years, and project performance serve this purpose.  The 
ARIES framework also incorporates methods to evaluate the performance 





Figure 3-8: Design Method Validation (After Pedersen et al. 2000) 
 
However, the validation square also requires quantitative evaluations of efficiency 
in order to articulate the validation of this research’s methods and products.  To do so, 
three steps are used: 
1. Accepting that the outcome of the framework is useful with respect to its 
initial purpose and for chosen example problems.  Here, this research 
incorporated representative example problems.  Section 5.3.2 contains a 
scenario wherein a program management organization is confronted by 
potential work wherein only time or cost requirements are known, but not 
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both.  Through the use of the ARIES framework, this knowledge can be 
paired with a perspective of resource use from a partial enterprise model to 
generate a range of unknown values relative to the program’s desired 
placement within one of the eight enterprise sustainability regions.  
2. Accepting that the achieved usefulness is linked to applying the method.  In 
this regard, the results of example problem solutions can be linked to the use 
of the framework.  Hence, the authors of the validation square suggest 
evaluating the contribution of each construct individually (Pederson et al. 
2000).  Typically this is established by comparing the solutions with and 
without the construct allowing for a quantitative evaluation (ibid.).  In this 
research, accepting the usefulness of the ARIES framework is accomplished 
by comparing baseline CV/RU ratios with the available resource capacity 
residing in the project-based organization, producing a dichotomy previously 
unavailable through commonly used performance benchmarking databases. 
3. Accepting that the usefulness of the method is beyond the case studies.  In this 
capacity, to build confidence in generality, the authors of the validation square 
suggest the use of induction through the previous five steps in order to claim 
generality (i.e., that the method is useful beyond the tested example problems) 
(ibid.).  Due to the fact that each case in the ARIES framework enterprise 
model can be treated as a different sample problem and not as different points 
within the same experiment, support for generalization is not accomplished 
with a handful of data points, but rather a few case studies comprising a 
theoretical proposition (ibid.).  As a result, this research’s plan to evaluate 
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seven programs along both cross-sectional and longitudinal design constructs 
provides the requisite amount of support to claim generality, thereby 
validating the ARIES theoretical framework.   
3.4 Summary – Anticipated Research Outcomes 
The ARIES theoretical framework is intended to assist project-based 
organizations in their pursuit of enterprise sustainability.  To accomplish these objectives, 
this research first had to diagnose the problems facing project-based organizations, which 
was done in Chapter 1.  Next, existing literature regarding the research context, problems, 
and ontological theories were explored in Chapter 2 to provide several prescriptive 
constructs necessary for framework development.  These were incorporated in this 
chapter within research methods guided by the overarching GERAM reference 
architecture.  By using GERAM as a template, this research ensured that the ARIES 
framework would be able assess the ability to link projects together so that they could 
produce a result greater than the sum of their parts.  Indeed, by using open, soft system 
methods, a framework was created that focused on the resource allocation for entire 
projects bounded by a planning horizon.  Baseline performance measures were explicitly 
incorporated to provide a foundation for performance measurements.  The development 
of specific factors and ratios was also included to facilitate ease of use via graphical 
visualization techniques.  Together, the elements of GERAM served to facilitate the 
genesis of a framework intended to improve short- and long-term project-based enterprise 
performance. 
This chapter also outlined the specifics by which the research was executed and 
validated.  It provided justification for the use of case-based reasoning as well as 
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interviews, documentation review, and observation.  Moreover, the chapter discussed the 
rationale behind the selection of BSW International of Tulsa, Oklahoma and 
characterized the research’s use of the firm’s accounting data and baseline performance 
information.  Handling of program management organization-specific constructs such as 
project ‘fallout’ were explored.  Most importantly, two processes of research validation 
were covered.  While traditional validation was discussed, the validation square process 
was emphasized due to its specificity in addressing the development of design methods 
such as enterprise frameworks.  Through the use of research methods, consistent 
execution plans were created and validation processes were described.  Consequently, a 
new theoretical framework capable of evaluating aspects of enterprise sustainability was 
created that blends ontological theories with elements of art and science, setting forth a 








“THREE THINGS ARE TO BE LOOKED TO IN A BUILDING: THAT IT STAND ON THE 
RIGHT SPOT; THAT IT BE SECURELY FOUNDED; THAT IT BE SUCCESSFULLY 
EXECUTED.” – JAMES ANTHONY FROUDE 
Chapter 4 Research Execution 
As with buildings, the execution of successful research requires extensive 
planning.  To avoid wasted effort, a clear execution plan is needed to streamline the 
strategy and methods through which data is collected, and the processes by which data 
are synthesized and computed to become useful information.  As a result, this research 
began by first identifying how much data needed to be collected, the source from which 
the data came, and the time periods for which the data had to cover.  Moreover, this 
research’s plan set forth the characteristics of the data to be collected.  For things that 
could be counted, such as effort hours, attribute data were collected; and for items that 
could be measured, variable data were incorporated into the research plan.  Some 
examples of variable data necessary for the ARIES framework include the computation 
of the Resource Improvement Coefficient (RIC) as well as distance and percentage 
improvement measurements, which compare projects and programs.  However, this 
research’s execution plan also included the methods by which data collection challenges 
were solved and how organizational systems were incorporated. 
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Specifically, the plan identified the charts and graphs that were used, the types of 
comparisons to be made, and the methodology through which calculations were 
accomplished.  Due to the fact that many new performance measures were used, this 
research’s execution plan tried to identify and use existing data sources as much as 
possible.  Since ‘brand-new’ sources of data were needed, every effort was made to 
ensure that the resulting data were credible and that their collection was cost effective.  
For example, the entry of existing data revealed a few areas where data were missing, 
requiring the synthesis of other data in their place.  Once all the data were collected, they 
were aggregated in accordance with the methods and plans outlined in Chapter 3.  Still, 
not all the data required for the execution of this research dealt with the past performance 
of projects and programs.  In particular, this research’s execution plan incorporated 
procedures through which baseline enterprise performance was determined.  The sections 
that follow outline the strategies and methods through, which data was collected, 
synthesized, and computed.  Consequently, this research is located properly from 
temporal, spatial, and contextual viewpoints.  In other words, this research is grounded in 
the realities of competition faced by project-based organizations, yet is poised to help 
them to continuously improve their performance in anticipation of future benefits.   
4.1 Data Collection Strategy 
The data collection strategy for this research was straightforward: make the 
procedure as simple as possible so that it can be easily replicated by other project-based 
enterprises.  For this reason, the majority of data collected were obtained from the 
accounting systems of BSW International.  Due to the fact that virtually all project-based 
organizations have accounting systems, reliance was placed on collecting only resource 
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time records (TR), contract receivables (CV), and time metrics (RW).  Per the methods 
outlined in Chapter 3, data were limited only to the time spent by enterprise resources 
working directly on customer projects and programs.  In addition, only monies received 
for this work were incorporated into this research’s data collection strategy.  
Consequently, both the enterprise and its customer can potentially gain a comprehensive 
picture of enterprise performance.  This picture is not clouded by monies received for 
reimbursable expenses, such as travel to the job site, or by monies paid to consultants for 
items such as site surveys or geotechnical investigations.  Finally, the determination of 
project revenue weeks (RW) was incorporated in its most basic form by determining the 
amount of time available to the customer for revenue generation prior to the end of the 
particular planning horizon of interest.  As a result, this section explores all the constructs 
through which data were collected for this research.  The subsections that follow detail 
the amount of data collected, the nature of that data, and the location where the data 
resided.  These steps are documented so that future project-based enterprises and their 
associated Enterprise Engineering Implementation entities (e.g., Georgia Institute of 
Technology) can replicate the methods and techniques employed by this research.   
4.1.1 Amount of Data 
In order to provide answers to questions posed by this research, a significant 
amount of data was collected beyond the requirements set forth in Chapter 3.  Indeed, 
data from seven programs were collected, representing seven different case studies.  This 
is in excess of the three or four case studies suggested for inclusion by Pedersen et al. 
(2000).  However, the additional case studies were needed as the research sought not only 
to quantify the performance improvement of program management over project 
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management, but also to include provisions highlighting the differences between 
programs of different types and occurring in different time periods. 
Data were collected for 167 projects pertaining to monthly resource use (TR), 
cash receivables (CV), and milestone dates (RW).  One hundred forty (140) of these 
projects comprised five different building programs to design and develop steakhouse 
restaurants in the southeastern United States.  These five programs were executed during 
the years 1996 through 2000.  Data also included one hotel design and development 
program consisting of thirteen projects primarily in Texas and the east coast of the United 
States, all of which were completed during 1998.  Lastly, in the same year, data for one 
program, consisting of fourteen discount retail store projects across the United States, 
were collected.  Common to each project and program were the collection of regular and 
overtime hours worked by BSW International employees along with the dollar amounts 
earned by each.  Separately, cash receivables (i.e., monies paid by customers for services 
rendered) data were collected on a monthly basis for all 167 projects.  Additionally, BSW 
project tracking systems were polled regarding twenty-one categories of attribute 
milestone data for each project in this research’s data set.  In turn, these data lead to the 
need for sixteen additional categories of calculated variable data primarily pertaining to 
the determination of revenue weeks (RW) for each project.  In all, over 25,000 data 
entries were made.  Of these, just over 17,000 data entries were made regarding the use 
of BSW employees’ time during the execution of all 167 projects.  Stated another way, 
the data collected for this research is contained within twenty-seven Microsoft Excel® 
workbooks and literally hundreds of worksheets.  Together, these Microsoft Excel® files 
include over 143 mega-bytes of data.  Compared with other research concerning project-
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based enterprises and their operations, the author belives that this research collected and 
analyzed more quantitative performance data than any other study to date. 
Beyond collecting bulk resource, time, and cost data, this research collected and 
recorded data by month and project phase according to BSW International’s chart of 
accounts.  Consequently, data were recorded within approximately 70 different cost 
codes by month for each project.  Each of these cost codes belong to one of four different 
development phases during which prototypical designs were ‘site adapted’ to produce 
contract documents (C/D’s) for each particular project location.  The four primary design 
and development phases for commercial building programs at BSW are real estate, site 
development, detailed design, and construction administration.  Although these phases 
are not unique to the development of commercial buildings, their incorporation within 
one firm is (Workman 2001a).  Effectively, this means that BSW provided an incredibly 
rich source of data regarding the operational performance of a program management 
organization. 
Finally, collected data were aggregated by program year and planning horizon so 
that effective comparisons could be made between the different programs.  In addition, 
the performance of each project was compiled to produce a simulated ‘project average’ 
requiring each resource histogram to be properly weighted.  More information concerning 
these steps, including statistical analyses, are available in Section 5.3.4.  Despite the large 
amount of data, each project and program in the data set was chosen specifically based 
upon certain criteria, which are discussed next. 
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4.1.2 Nature of Data 
The most prominent feature of the data used by this research is its representation 
of the execution of repeater projects within a program management organization.  This 
feature of the data is especially important given the fact that repeater projects are 
extremely rare amongst architecture, engineering, and construction (A/E/C) firms, indeed 
project-based firms of all types.  Consequently, the data collected for this research were 
already somewhat normalized due to the similarities that exist between projects within a 
given program.  Still, several other guidelines were used in developing a rationale for the 
specific data collection activities of this research. 
Project and program data selected for collection and analysis for this research 
were chosen based upon several different criteria.  First, it was desired to have the 
programs separated according to the ‘vertical’ that they represent.  Here, ‘vertical’ 
roughly corresponds to the business of the customer and the nature of the building 
program.  Common ‘verticals’ at BSW International include all forms of ‘big box’ 
structures such as discount retail stores, wholesale clubs, electronics outlets, and 
supermarket chains.   However, the company also executes commercial building 
programs as varied as rental car outlets, hotel/motel chains, and restaurants of all types.  
BSW has even executed repetitive building programs for institutions such as public 
agencies, health care organizations, and religious groups.  Due to the fact that the data 
collected for this research needed to be representative of the work performed by BSW, 
the author selected three different ‘verticals’ in conjunction with Tom Daman (2001c), a 
Vice President of BSW International.  As a result, one ‘big box’ discount retail program, 
one ‘three-star’ hotel program, and five steakhouse restaurant programs were selected for 
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this research.  However, the choice of these seven building programs was more than 
coincidental. 
Beyond representing different aspects of BSW International’s design and 
development operations, the seven commercial building programs evaluated by this 
research were selected on the premise that the performance of each was different with 
respect to resources used, revenues received, and revenue weeks earned for the customer 
(ibid.).  In many respects, this preliminary categorization of operational performance was 
purely subjective and based solely upon the qualitative analysis of program managers and 
executives at BSW.  Indeed, the specific enterprise model created by the application of 
the ARIES theoretical framework was designed to help quantify these impressions of past 
performance. 
The seven programs for which retrospective data were collected were also chosen 
consistent with the cross-sectional and longitudinal research design outlined in Chapter 3.  
Due to the fact that BSW only kept project and program performance data for the 
previous seven years of enterprise operation, the earliest project that could possibly be in 
the data set for this research had to occur no earlier than the fall of 1994.  Consequently, 
the five steakhouse restaurant programs were chosen to represent program years 1996 
through 2000.  Given BSW’s definition of program year, the 1996 steakhouse program 
actually began its first project late in 1994.  From a cross-sectional perspective, 1998 was 
chosen as the year from which the discount retail store and hotel programs would 
complement the longitudinal data for the steakhouse program.  Concerning the data 
themselves, the project and program performance data obtained were deterministic.  As 
detailed in the previous subsection, monthly resource use (TR), cash receivables (CV) 
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and milestone dates (RW) were collected retrospectively after the execution of each 
project and program was complete.  In addition, the monthly resource use data were used 
to construct resource histograms from which resource improvement coefficients (RIC) 
were also deterministically calculated as outlined in Chapter 3.  While these retrospective 
project and program performance data in their base form are deterministic, this research’s 
treatment of them did, in certain situations, require the application of specific descriptive 
statistics to fully characterize their usage.  In particular, the creation of ‘project average’ 
ratios (i.e., CV/RU, RW/RU, and RW/CV) obviated the need to calculate the mean and 
standard deviation for each of these ratios.  The specifics by which these statistics were 
applied is addressed in Section 5.3.4.  However, the remaining project and program 
performance data constructs (i.e., ratios), as well as baseline data constructs, are 
considered to be deterministic.   
Using these data constructs, initial data designs surmised that a ‘virtual enterprise’ 
could be created using the data and ratios from the 1998 programs for comparison 
purposes at the program and enterprise levels.  On the other hand, longitudinal data were 
needed for the five steakhouse program years in order to provide validation of 
improvement or decline via qualitative assessment by knowledgeable professionals both 
within BSW and external to the firm.  Accordingly, the seven programs were chosen due 
to the fact that the program managers for each were still employed by BSW.  This 
condition was put in place by the author and Tom Daman (2001c) in case any additional 
data or information needed to be gathered or qualified in the process of developing this 
research and the ARIES framework.  However, other organizational data beyond that 
collected for the seven programs were needed.   
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Other data were obtained to assist in the calculation of baseline performance 
measures.  In particular, two aspects of this data proved invaluable.  One was an internal 
benchmark of $10,000 per person per month of revenue intended to cover the minimum 
acceptable level of revenue including overhead and profit (Ridgeway 2001).  The second 
important enterprise baseline measure was a template of desired program execution 
performance used by BSW International to conduct program management training for its 
employees (ibid.).  The primary aspects of this template can be seen in the top portion of 
Figure 4-10 where program phases are listed along with their associated delivery 
timetables and contract values.  To ensure that both constructs were representative of 
desired performance levels at BSW, semi-structured interviews were conducted in order 
to provide some measure of organizational agreement regarding these baseline measures 
(Stephens 2001; Ridgeway 2001; Daman 2001a).  Due to the fact that broad 
organizational agreement was reached concerning the use of these performance measures, 
they were formally incorporated into the development of the ARIES theoretical 
framework.  However, besides the baseline measures, data were also collected in the form 
of notes from interviews about the company, the interviewee, projects and programs that 
they had been involved with, and success and failure factors that they found to be 
significant in daily operations.  While most of this information was anecdotal, some of it 
did provide a context for how projects and programs were managed at BSW including 
consideration for long-term enterprise sustainability. 
4.1.3 Location of Data 
Data for this research were located primarily in BSW International’s accounting 
systems and project tracking reports.  However, because these systems and documents 
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included a multitude of project and program performance data, the company implemented 
project cost codes to categorize the data and maintain employee time records on a bi-
weekly basis.  Indeed, for each project number, cost codes were assigned for specific 
activities performed by different types of employees as can be seen in Figure 4-1.   
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Figure 4-1: BSW International Cost Code Matrix (After Daman 2001a) 
 
This figure incorporates a matrix organization format for successful, pragmatic 
application of BSW’s resources in a layered structure so that the work of many types of 
personnel can be applied simultaneously to work on any one of four different 
development phases.  As illustrated in Figure 4-1, design personnel can be involved in 
any one of these phases (i.e., real estate, site development, design, or construction 
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administration).  Effectively, this cost code matrix allows for virtually any type of 
personnel to execute work in a number of different phases for the site adaptation of a 
prototype building to a particular location.  For the most part, BSW’s cost code matrix 
worked well for the collection of data for this research.  It provided a way to examine 
which types of employees were involved in the different parts of the design and 
development of the 167 projects evaluated by this research.   
The matrix also provided a simple method to analyze whether certain cost codes 
should be included or not, depending on the nature of employee activity.  For example, 
consultant billings and reimbursable expenses, such as travel to the job site, are denoted 
by cost code 899 and were not included in the data set for this research because they do 
not correspond to work performed by company employees.  In the same regard, codes 
898, 900 and 901 are also not included.  Code 898 pertains to plan revision fees 
comprised of payments issued by BSW on the customer’s behalf for fees that a city 
planning and zoning board charged to review contract documents (C/D’s) and issue 
permits.  On the other hand, codes 900 and 901 are used to bill someone other than the 
customer for work done by BSW employees, such as a construction contractor asking for 
re-design due to an error during erection of the building.  These codes could also provide 
payment to BSW for additional sets of C/D’s.  Still, some troublesome cost codes were 
included in the data for this research.  For instance, cost code 807 provides funds to BSW 
for updates and improvements to the prototype that are billed to a particular project in 
response to specific project needs.  Similarly, code 811 pertains to contractor or customer 
requests for information (RFI), which is a necessary part of the development of any 
commercial building.  For these reasons, both codes 807 and 811 were included in the 
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collection of resource use and cash receivables data for incorporation into ARIES 
enterprise models.  Consequently, the data collected for all 167 projects was entered into 
a matrix as shown in Figure 4-2.   This matrix recorded specific data by cost code in rows 
and by time expenditure and cash receivables per month organized in columns.  
Additional information regarding the methods of data collection is discussed next. 
4.2 Data Collection Methods 
Beginning in February 2001, the author made six trips from Atlanta, Georgia to 
Tulsa, Oklahoma to conduct semi-structured interviews with BSW International program 
managers and executives.  Over the next fourteen months, the author worked to secure all 
of the project and program performance data, as well as all the baseline performance data 
needed for this research.  Formal data collection began in November 2001 after three 
previous visits to BSW to select the seven programs and 167 projects incorporated into 
this research.  During November 2001, virtually all of the data needed to evaluate the five 
steakhouse restaurant programs was collected.  A subsequent visit in December 2001 was 
necessary to collect data for both the hotel and discount retail store programs.  From 
January, 2002, until May, 2002, data for all seven programs were entered into Microsoft 
Excel® worksheets so that various types of analyses could be performed.  Due to gaps in 
some project and program data, one more visit to BSW was necessary in April 2002.  At 
that time, several employees with BSW’s finance and accounting group were tasked with 
the responsibility of finding missing data.  Besides the six visits to Tulsa, the author was 
also in frequent communication with both BSW’s Vice President for Ventures, Tom 
Daman, and Lisa Roper, one of the firm’s lead accountants to inquire about the data sets 
and additional supporting information.  This section documents the human resources 
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deployed to collect, enter, and categorize data for this research so that it could become a 
source of information capable of creating new knowledge. 
4.2.1 Human Resources 
Data collection efforts of the scale employed by this research require a substantial 
number of human resources to identify, enumerate, enter, and process basic resource, 
cost, and schedule data so that it can be transformed into useful information.  As a partner 
in this research effort, BSW International dedicated approximately three employees on a 
part-time basis to assist this research effort.  Led by Tom Daman, Lisa Roper and other 
employees with BSW’s finance and accounting group put together approximately 900 
pages of printouts from various company legacy systems concerning the 167 projects in 
this study.  Due to the fact that these data could not be transferred nor manipulated 
electronically, four people at the Georgia Institute of Technology in Atlanta, Georgia 
were assigned responsibility for discerning key data from the various printouts and 
entering them into Microsoft Excel® worksheets. 
For the first five months of 2002, Megan Mulva, worked approximately thirty 
hours per week to compile over 17,000 data entries pertaining to time spent by BSW 
employees in completing direct work activities for the seven programs employed in this 
research.  Georgia Institute of Technology graduate students Jason Carter and Jeff 
Hackney together completed over 7,000 data entries regarding payment by customers for 
services rendered by BSW in the execution of these programs.  Lastly, the author 
completed approximately 3,000 data entries pertaining to the attainment of milestones for 
each of the 167 projects.  These attribute data were subsequently processed to include an 
additional 2,000 variable data entries necessary to formulate a series of revenue week 
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(RW) measures for all projects and programs in this study.  Meanwhile, Megan Mulva 
worked to subdivide the resource data according to the four development phases shown 
in Figure 4-1.  However, for the steakhouse programs, she also reorganized all of the data 
within five alternative programs denoted as programs A through E (See Chapter 5 for 
more information). 
In March and April of 2002, Jason Carter and Jeff Hackney worked to refine the 
receivables data to eliminate particular cost codes, described in the previous subsection, 
and data in order to provide the most realistic assessment of contract value (CV) for all 
167 projects.  At the same time, the author worked with Megan Mulva to establish the 
double moment and resource improvement coefficient (RIC) for each project resource 
histogram in this study.  These variable data, in particular, were used to establish resource 
utilization (RU) information for all 167 projects as well as each project phase at both 
programmatic and project levels.  As a result of the efforts of these four individuals, a 
complete set of variable data were available to use in the creation of enterprise modeling 
constructs such as performance ratios.  Although this work took considerably longer than 
expected, the scope of the data collection effort was warranted in light of the steps 
necessary to validate the ARIES theoretical framework. 
4.2.2 Data Collection Challenges 
Several significant challenges presented themselves during the course of data 
collection efforts for this research.  Many of these challenges were organizational in 
nature, stemming from process and structural changes as well as problems posed by new 
software implementations and incomplete records.  Unfortunately, due to the longitudinal 
data design for this research, these challenges could not be simply avoided by selecting 
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other program years for analysis.  Plus, because BSW International only retained project 
and program records for seven years due to statue of limitations requirements, data 
collection efforts were constrained from the last half of 1994 until the end of 2001.  
Therefore, this subsection describes the organizational and technical challenges 
encountered during this research’s data collection efforts and the processes by which they 
were confronted and solved. 
Until the end of 1997, time records for BSW’s architects were maintained 
separately from their engineers.  This duality is a reflection of the history of BSW 
International and its progression from a purely architecture-based firm to one that 
included engineering professionals as well.  Nonetheless, because project and program 
data from 1998 onward included all BSW personnel, time records prior to January, 1998 
had to be assimilated, month by month, by adding the regular and overtime hours for 
each month and cost code.  This process was performed manually by simply adding the 
time records for BSW’s engineers in addition to previous data entries for BSW’s 
architects.  Moreover, prior to January 1998, the customers’ project and program 
management staffs often maintained their time records using BSW’s accounting systems.  
Consequently, BSW billed their customers’ labor under consultant cost codes for many 
years.  Again, these specific cost codes had to be identified and eliminated from the 
composite time records for each project and program considered in this study. 
Project and program milestone scheduling data presented its own set of 
challenges.  Due to the fact that schedule data was only maintained in project ‘close-out’ 
documentation largely consisting of paper copies, numerous gaps existed in these data 
sets.  Sometimes individual employees with BSW’s finance and accounting groups had 
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maintained electronic copies of the project tracking system for various customer 
programs going back a number of years.  As a result, the author and Tom Daman worked 
with each employee in this group to recover as much schedule information as possible 
concerning each of the seven programs of interest.  Still, compared to other programs 
executed previously by BSW, the programs used in this study were relatively complete 
from a scheduling standpoint.  Where gaps in schedule information did exist, procedures 
were developed to compute and verify surrogate milestone dates. 
The advancement of project management software did not go unnoticed by BSW 
International.  Indeed, from the mid-1990’s through December 1999, the firm used 
Timberline® cost management software to keep track of both time records and customer 
invoices.  Though the same software was used until the end of 1999, multiple versions 
were updated and implemented throughout the 1990’s, causing retrospective data to be 
stored in a number of different locations and accessible in a number of distinct and 
separate ways.  Consequently, the author created custom print subroutines in BSW 
International’s office to print time records and invoices covering data extending through 
the summer of 1997.  These custom programs were initially run on a bi-weekly basis in 
order to correspond with BSW employee time records and pay periods.  However, these 
time records were subsequently aggregated into monthly totals to simplify data synthesis 
and computational tasks.  Due to the familiarity the author had with Microsoft 
Windows®-based Timberline® software, accessing the time records from the summer of 
1997 until the end of 1999 proved relatively simple.  However, because of ‘Y2K’ 
concerns, BSW’s financial and accounting department chose to switch accounting 
platforms and implement Axium® accounting software from January, 2000 onward.  
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Consequently, time records and customer invoices occurring in 2000 and early 2001 had 
to be printed and manually aggregated in order to be consistent with other research data.  
Finally, because customer invoices were maintained in separate Timberline® and 
Axium® files, receivables information for each project in this research’s data set had to be 
printed in their entirety instead of a month-by-month basis.  The net affect of this 
constraint was that data pertaining to project contract value (CV) does not incorporate 
any provisions for cost escalation.  Consequently, the impact of factors such as inflation 
and external competitive cost pressures during the execution of each project is not taken 
into account.  Escalation is, however, factored within the longitudinal research design for 
the five steakhouse building programs by virtue of the fact that invoice records are 
maintained ‘as-is’ and without any adjustments for the value of currency.  This 
assumption is not considered to be that significant for this data set due to low inflation 
rates in the United States during the study period.  However, it is anticipated that 
provisions would need to be made for escalation with the ARIES framework by adjusting 
the contract value (CV) if implemented within countries that experience hyper-inflation. 
Thus, the challenges faced by this research were both significant and time 
consuming, yet surmountable.  In the end, the author believes that these challenges 
actually served to ensure that appropriate data were collected during each stage of this 
research.  The means and methods by which the collected data were synthesized and 
computed to become variable data are discussed in the next section. 
4.3 Data Synthesis and Computation 
Once the process of collecting resource, schedule, and cost attribute data was 
complete, the synthesis and computation of that data began in order to transform it into 
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information.  The resulting variable data were used to populate ARIES enterprise models 
from which statistical distance calculations were made and performance improvements 
were assessed.  In order to do this, the regions of enterprise sustainability had to first be 
defined for the theoretical framework.  To accomplish this, baseline enterprise 
performance measures were established through the use of specific ratios designed to 
demarcate ARIES enterprise sustainability regions.  However, the ratios themselves were 
determined using a combination of mathematical constructs and additional baseline 
performance information so that consistency could be demonstrated.  Consequently, this 
section contains the specific methods used to populate missing data, aggregate existing 
data, and evaluate enterprise baseline performance levels.  Moreover, this section 
provides examples of everything from data entry and the development of resource 
histograms to measures of managerial efficiency and the establishment of ‘project 
averages’.  In doing so, this section makes use of a number of figures, some of which are 
difficult to read.  This should not present a problem because these figures are only shown 
to provide the reader with an appreciation of the nature of the data synthesis and 
computational methods required for this research. 
4.3.1 Data Processing Methods 
As stated previously, data entry for BSW employee time records was 
accomplished using Microsoft Excel® worksheets in a matrix format by cost code and 
month.  Specifically, regular and overtime hours were recorded along with amounts 
earned by employees for each cost code and month for which they worked on a particular 
project.  A data entry example for one project in the hotel program can be seen in Figure 


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Although difficult to read, this figure shows that resources were allocated 
throughout an eighteen-month project execution period.  By virtue of the number of cost 
codes involved, the figure also illustrates the fact that a number of different personnel 
were involved with the design and development of this particular project.  However, what 
can not be seen in the figure is the variation in the number of effort hours expended 
during each month.  Therefore, Figure 4-3 is included here to illustrate the use of 
resources for the same hotel project as shown in Figure 4-2. 
 

































































Figure 4-3: Resource Histogram for Same Hotel Project 
 
What is most interesting about Figure 4-3 is that it has not benefited from any 
form of resource leveling or allocation.  This is illustrated by the extensive use of 
resources in April of 1996 and the utilization of very few resources beyond the winter of 
1997.  Consequently, this particular project has a correspondingly high resource 
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improvement coefficient (RIC) of 3.35.  To most project managers, a resource profile 
such as the one shown in Figure 4-3 would be unacceptable.  Nonetheless, this resource 
profile is typical for BSW International’s operations since the majority of their projects 
are executed as elements of a comprehensive development program.  For this reason, 
each project in this research’s data set may contain larger ‘peaks’ and ‘valleys’ in its 
resource histogram than other similar projects executed in the absence of overall program 
management. 
To understand why the resource histogram of a single project is a necessary 
component of BSW’s operations, it is important to realize that their overriding concern is 
the management of programs.  Indeed, managers at the firm are consumed with the idea 
of delivering benefits to their customers in the form of program revenue weeks (RW).  
Doing so requires a balance of managing the development process for each project as 
well as the aggregation of projects and resources within a program environment.  If done 
well, the benefits achieved by the program should exceed those that would otherwise be 
available from the singular execution of each project.  However, all programs are not 
alike.  This can be seen in Figure 4-4, where the total resources for the first three 
steakhouse programs are shown.  In the figure, numbers of effort days are listed in rows 
corresponding to particular projects.  The columns signify the months in which the 
expenditure of resources occurred.  What is significant about this figure is that the 















































Indeed, some of the programs shown in Figure 4-4 started earlier and more 
consistently than others.  Viewing the rows in this figure as Gantt charts, it can be seen 
that many individual projects took longer to execute than others.  This may be due to 
projects falling out of the program or due to accelerated completion of projects.  In 
addition, the start of each project in a program has a lot to do with the program’s 
customer.  Typically, customers of repetitive building programs have a lot to do with the 
selection of markets and particular sites where buildings are to be constructed.  In fact, to 
alleviate much of the inherent uncertainty stemming from customer relationship 
management, BSW International has vertically integrated in order to accommodate a 
‘trees to keys’ approach (Workman 2001a).  This means that the firm employs experts in 
real estate, site development, detailed design, and construction administration.  Of course, 
not all customers avail themselves of all the services offered by BSW.  Regardless, 
Figure 4-4 provides unique view of the specific project and program performance data 
used in this research. 
4.3.2 Elimination of Misleading Data 
This research made every effort to incorporate only data pertaining to project and 
program work activities by executed BSW International.  Due to the fact that the 
resource, time, and cost information contained data not aligned with this intent, the author 
had to eliminate some ‘misleading’ data.  As previously discussed in Section 3.1.3, 
certain cost codes, such as 898, 899, 900, and 901 were removed because they provided 
payments or receipts for work or costs external to the project.  In the same regard, this 
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research kept some cost codes, such as 807 and 811, as they reflected unusual, but 
necessary, elements of project and program execution.  However, the largest elimination 
of misleading data concerned projects that ‘fell out’ of one of the seven programs 
incorporated into this study.   
By definition, projects that ‘fallout’ of a program are those that are, first and 
foremost, never constructed (Daman 2001a).  However, projects can also ‘fallout’ during 
any one of the project development phases.  As a result, the first step to identify the 
projects, which ‘fell out’ is to examine time records for effort hours spent by employees 
doing construction administration.  If no hours exist for these cost codes, the project is 
considered one, which ‘fell out’ of its parent program.  A second criterion was also used: 
if total, combined effort hours were less than 280 (i.e., representing the work of seven 
people for one week on a full-time basis), the project was considered one that ‘fell out’ of 
its respective program.  What is important to remember about the projects that ‘fell out’ is 
that they still constitute part of their parent program.  In fact, as previously discussed in 
Chapter 3, program management organizations, such as BSW International, routinely 
plan for the ‘fallout’ of projects.  In fact, most program management organizations expect 
‘fallout’ to range between twenty and forty percent (ibid.).  However, even with ‘fallout’, 
the performance of programs often exceeds the performance of individual projects carried 
to completion (ibid.). 
4.3.3 Calculation of Missing Data 
Aside from the elimination of misleading data, this research was required to 
calculate missing milestone dates for particular projects, which were eventually 
constructed.  Much of the reason why project milestone dates were missing has to do with 
 
 191 
either incomplete, paper-based records or simply from oversight where project control 
personnel simply forgot to enter the data.  However, because these milestone dates were 
critical to the calculation of revenue week information for each project and program, a 
method was devised to synthesize missing milestone dates. 
As can be seen in Figure 4-5, approximately twenty-one schedule milestone dates 
exist for each project in a program.  Many of these dates are internal to BSW 
International and gauge the progress of specific site development, design, and 
administrative activities.  For this research, four particular milestones were of primary 
interest.  The first, ‘site under control’, sometimes known as ‘letter of intent’ date, 
signifies the end of the real estate phase (Daman 2001d).  Second, the ‘real estate 
committee approval’ date indicates the end of site development (ibid.).  Third, the 
‘construction start’ milestone signals the end of the design phase (ibid.).  Lastly, the 
‘grand opening’ milestone concludes the construction phase and implies the beginning of 
revenue production from which revenue weeks can be calculated (ibid.). 
As shown in Figure 4-5, out of 140 steakhouse projects, forty-eight had no 
construction hours.  Consequently, these projects did not have any grand opening 
milestone dates from which revenue weeks could be calculated.  Alternatively, some of 
these forty-eight projects are ‘placeholders’ due to the fact that they only represent 
planned locations for steakhouses for which approval to begin was never granted.  Still, 
the remaining ninety-two projects all had grand opening dates listed in various project 
tracking reports.  However, because this research incorporated other designs requiring 
that construction start milestone dates be obtained, a procedure to calculate the 























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The determination of construction start dates for this research incorporated two 
distinct methods.  The first was quantitative in its approach.  For projects in the 
steakhouse program with known construction start dates and known grand opening dates, 
construction durations were computed along with some basic descriptive statistics.  A 
mean value of 126 days was calculated along with a standard deviation of 38.4 days.  In a 
similar fashion, the average design duration was determined for steakhouse projects 
where both the project initiation date and the construction start date were known.  For 
these projects, a mean design duration of 235 days was calculated along with its standard 
deviation of 73.7 days.  Due to the fact that the date of project initiation was not known in 
all cases, this particular date was established for all projects as the beginning of the bi-
weekly period in which the first expenditure occurred. 
By knowing the average construction and design durations, missing construction 
start dates could be computed as long as the project initiation date and the grand opening 
date were known.  For this research, a predicted construction start date was obtained by 
subtracting the mean construction duration from the grand opening date.  Likewise, an 
additional predicted construction start date was developed, by adding the mean design 
duration to the project initiation date.  For the forty-two projects missing construction 
start dates, the mean difference in predicted start dates was 49.5 days with a standard 
deviation of 38 days.  Obviously, this variance is substantial and most likely due to 
customer performance (ibid.).  Regardless, a median date between the two predicted 
construction start dates was chosen as the accepted, calculated construction start date.  
Consequently, a ‘sanity check’ was desired to ensure that this date was within the realm 
of possibility, given other surrounding dates pertaining to other milestones.  In this 
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capacity, BSW’s Tom Daman was selected by the author to review the calculated missing 
start dates to ensure that they had ‘face validity’.  His selection was based on his 
familiarity with the steakhouse programs due to the fact that he served as the program 
manager for many of them.  In all cases, Tom Daman possessed resident knowledge of 
each particular project and was able to confirm that the methodology had, in fact, 
produced reliable construction start dates.  As a result, these dates were subsequently 
entered into the tenth column to the right in Figure 4-5.  Thus, the second form of 
construction start date determination. 
The only programs requiring the calculation of missing construction start dates 
were the steakhouse programs.  However, the 1998 hotel program had no grand opening 
dates, leaving no way to calculate revenue weeks (RW) based on BSW International’s 
definition of program duration.  Still, all construction start dates were available for both 
the 1998 discount retail store and hotel programs.  Indeed, because BSW was only 
responsible for project design and development through the completion of contract 
documents (C/D’s) and the start of construction, revenue weeks (RW) were recalculated 
using a two year planning horizon as discussed in Chapter 3, as well as in Section 4.1.2.  
As a result, the remaining nine columns of Figure 4-5 serve to calculate the number of 
revenue weeks (RW) generated by each project in each steakhouse program.  Moreover, 
by evaluating revenue weeks from the start of construction, all 167 projects in this study 
could be compared on an equivalent basis.  The methods through which resource 
information was developed for comparison purposes are discussed next. 
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4.3.4 Data Aggregation Methods 
The aggregation of data for this research was accomplished primarily through the 
use of resource histograms.  Due to the fact that methodologies exist for the compilation 
of different resource profiles, as outlined in Chapter 3, the use of resource time records 
provided a straightforward and systematic set of constructs for the ARIES framework.  In 
particular, extensive use was made of the individual resource improvement coefficient 
(RIC) for each project and program of concern.  Subsequently, individual RIC values 
were modified by a ‘power factor’ determined from enterprise baseline performance 
information, as covered in Section 4.3.5.  Consequently, this research devised 
straightforward methods to evaluate the managerial efficiency of various projects and 
programs from a resource utilization (RU) standpoint.  About the only aspect of resource 
use not addressed by the ARIES framework is the issue of employee learning and 
development.  Despite the lack of direct evaluation of experience or productivity by 
individuals represented within the ARIES framework, improved employee performance 
is addressed from an enterprise perspective due to the framework’s reliance on seamless 
management of operations. 
The resource histograms created using this research’s data vary substantially from 
one project to the next.  Examples of this disparity are shown in Figure 4-6 for similar 
discount retail projects.  Due to extensive resource use in August 1997, the histogram on 
the left-hand side of the figure (i.e., project ‘A’) has a correspondingly high RIC of 4.72.  
By comparison, a similar discount retail project executed in a different part of the same 
program had a much lower RIC of 1.84, more closely approximating the shape of a 
rectangular resource profile.  Effectively, this means that the discount retail project on the 
left-hand side of Figure 4-6 is much more difficult to manage.  Accordingly, the main 
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challenge posed by this project (i.e., project ‘A’) for program and enterprise managers is 
accommodation of resource demands during August 1997.  What is most interesting 
about the two resource profiles shown in Figure 4-6 is that the project on the right-hand 
side (i.e., project ‘B’) required 66% more effort hours than the project on the left-hand 
side did.  Moreover, the project on the right required an additional three months to 
complete its design and development work, leading to a double moment 95% greater than 
the project on the left side of the figure.  Consequently, the author and his Thesis 
Supervising Committee determined that the resource improvement coefficient (RIC) was 
the best measure of managerial efficiency for this research data, especially when total 
resources were taken into account.  These findings are supported by the literature as 
discussed in Appendix A. 
 




















































































































































































































































































Besides evaluating the resource profiles of all 167 projects, this research sought to 
also evaluate the resource histograms of project phases and complete programs.  
Although resource profiles were created for each of the four phases of each project, most 
of these histograms were too granular and sparsely populated in nature to be of use to the 
research.  As a result, the evaluation of project phases was aggregated on a programmatic 
basis.  Figure 4-7 illustrates the constructs for the site development, design, and 
construction phases of the 1998 hotel building program.  The complete resource 
histogram for the entire hotel program is shown in the upper left-hand corner of the figure 
in order to provide a frame of reference for the other three resource profiles.  However, 
not shown in the figure is the real estate phase, which had 58 effort hours and an RIC of 
15.9, when calculated on a programmatic basis.  Thus, this individual resource profile 
was not included in Figure 4-7.  Further, close examination of program phase resource 
profiles did not yield any additional information regarding the performance of projects or 
programs.  This was because not only were various employee types involved in each 
project phase, but the projects themselves were not organized sequentially by phase, thus 
creating the ‘parallel’ use of resources depicted in Figure 4-7. 
This research also attempted to aggregate the resource profiles for the 1998 
discount retail store program, the 1998 steakhouse program, and the 1998 hotel program 
in order to create a ‘virtual’ enterprise.  Initially, the author was of the opinion that 
aggregation of these the three 1998 programs would yield a combined resource histogram 
that closely approximated a rectangular profile (i.e., RIC = 1.0).  However, as can be seen 
in Figure 4-8, this was not the case.  Instead, the resource histogram for the ‘virtual’ 
































































































































































































































Figure 4-7: RIC Comparison for Hotel Program Phases 
 






































































































As illustrated in the figure, the ‘virtual’ enterprise consisted of far too many 
‘peaks’ and ‘valleys’ in its use of resources to be considered as a stand-alone company.  
Undeterred, the author subsequently hypothesized that improvement in the resource 
profile shown in Figure 4-8 might be improved upon once overtime hours were included.  
The resulting resource histogram for the 1998 ‘virtual’ enterprise is shown in Figure 4-9.  
Due to the fact that this figure has a worse resource improvement coefficient (RIC) of 
1.78, it was determined that measures of enterprise management performance beyond that 
determined at the program level was inconclusive using this research’s particular data set.  
Indeed, upon further reflection, the creation of a ‘virtual’ enterprise was improbable due 
to the fact that the three building programs in 1998 represented much less than 25% of 
the work accomplished by BSW International that year (Daman 2002).  These 
conclusions are supported by the resource improvement coefficients for the steakhouse, 
discount retail, and hotel programs in 1998 of 1.79, 1.62, and 1.88, respectively. 
 
































































































The final aspect of data aggregation for this research concerned the determination 
of the ‘project average’.  This construct was needed so that the performance improvement 
achieved by the use of program management could be quantified in comparison with 
what could have been accomplished were the individual projects in each program 
managed separately.  Analysis of this type only provides one form of insight to the 
relative amount of improvement due to program management.  Such analysis assumes 
that each individual project within the ‘project average’ and program would have the 
same use of resources if managed separately from its parent program.  While this may be 
true, the fact that each project in this research’s data set was executed as part of a 
program leaves quantitative analysis of this type open to conjecture. 
In order to solidify the basis for this particular analysis, individual project 
resource improvement coefficient (RIC) calculations were weighted using Equation 2-13.  
While this allowed the synthesis of a separate, single RIC value for the ‘project average’, 
it also necessitated the calculation of the mean and standard deviation of the individual 
ratios constituting the ‘project average’ as determined via the use of Equations 4-1 and 4-
2, respectively, specifically for ratio statistics where: 
Ai Numerator of the i-th ratio (i = 1, …, n) 
Si Denonminator of the i-th ratio (i = 1, …, n) 
Ri The i-th ratio (i = 1, …, n) 
ƒi Case weight associated with the i-th ratio (i = 1, …, n) 
Equation 4-1 (After Ratio Statistics, 2004) 
 









Equation 4-2 (After Ratio Statistics, 2004) 
 
Specific values of the ‘project average’ for each program are shown in Figures 5-
3, 5-6, 5-8 and 5-10 along with their corresponding descriptive statistics.  As a result, the 
processes described here established a different resource utilization (RU) value for the 
‘project average’ when compared to the RU values for each program.  This is also why 
the mean and standard deviation calculations were necessary to provide validity toward 
the use of the ‘project average’.  More information regarding the use of these constructs 
can be found in Section 5.1.1.  Regardless, these analyses form the basis for measures of 
improvement designed to quantify the potential difference in performance between 
project and program management.  These measures are detailed in Section 5.2.1 in the 
subsequent chapter. 
The potential improvement between program and project management was 
solidified, by holding the revenue weeks (RW) and contract values (CV) constant for 
both the program and its respective ‘project average’.  This has to do with the fact that 
projects, which ’fell out’ of each program were included in the program calculation 
because they were an integral part of the management of the specific program under 
consideration.  On the other hand, projects, which ‘fell out’ of particular programs are not 
included in the ‘project average’ because they had no revenue weeks (RW).  As a result, 
the comparison between project and program management performance is considered to 
be somewhat conservative, because, in the absence of a program, individual projects that 






ƒi ( Ri – R )2 
( F – 1 ) 
1 Standard Deviation (SD) = 
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were not constructed usually have a detrimental impact on the performance of a project-
based enterprise (Daman 2002). 
Besides the aggregation of resource profiles, contract values (CV) and revenue 
weeks (RW) were also aggregated through simple summation for evaluation at the 
programmatic level.  Due to the way revenue weeks (RW) and contract values (CV) were 
measured, the effects of escalation and inflation are not included at the program level, 
again providing conservative analyses of the improvement between projects and 
programs.  Moreover, these metrics were easily transferable between the different types 
of data aggregation used in this research, providing a very good set of performance 
measures for the ARIES theoretical framework.   
4.3.5 Determination of Enterprise Baseline Performance 
The final aspect concerning the execution of this research is the computation of 
enterprise baseline performance.  As stated previously, this process began with an 
explanation of acceptable program performance at BSW International as outlined in the 
diagram obtained from the company, shown in Figure 4-10 (Ridgeway 2001). 
Using BSW’s definition of program year, the figure provides an overview of the 
expected project completion schedule for a hypothetical by phase as shown at the top of 
Figure 4-10.  Here, ‘fallout’ is illustrated by the fact that 100 projects were started and 
only 75 were constructed.  As a result of when the twenty-five projects ‘fell out’ of the 
program, 2007 revenue weeks were produced by the program’s execution.  This equates 




Figure 4-10 also provides a picture of monies paid to BSW International by their 
customer as contract values (CV) extending over the duration of program design and 
development.  Due to the fact that the time value of money was not incorporated into 
contract value (CV) measures for the ARIES framework, the cumulative amount of 
receivables for the hypothetical program shown in Figure 4-10 was $8.495 million.  
However, this value does not reflect the internal cost of executing the program at BSW.  
Instead, $3.9 million was needed to cover internal expenses related to the use of BSW 
International employees in the execution of this program.   
 
BSW PROGRAM YEAR DEFINITION
COST 2nd qtr. 3rd qtr. 4th qtr. 1st qtr. 2nd qtr. 3rd qtr. 4th qtr. TOTAL
Phase 1 Program Initiation 18 27 27 28 100
Phase 2 Market / Site Identification 5000 9 28 27 27 9 100
Phase 3 Project ID / Site Dev. 8000 24 24 25 17 90
Phase 4 Final Approval / Design 35000 11 20 20 21 3 75
Phase 5 Start Construction 62000 18 21 20 16 75
Grand Openings 20 20 21 14 75
Program Yield: 2007 Revenue Weeks equals 14049 Revenue Days
MONEY PAID:
2nd qtr. 3rd qtr. 4th qtr. 1st qtr. 2nd qtr. 3rd qtr. 4th qtr. TOTAL
Phase 1 Program Initiation
Phase 2 Market / Site Identification 45000 140000 135000 135000 45000 0 0 500000
Phase 3 Project ID / Site Dev. 0 192000 192000 200000 136000 0 0 720000
Phase 4 Final Approval / Design 0 385000 700000 700000 735000 105000 0 2625000
Phase 5 Start Construction 0 0 1116000 1302000 1240000 992000 0 4650000
Grand Openings
$8,495,000
RW/CV= 3.60 (Revenue Days per $1,000 Spent per BSW Prog. Yr. Def'n.)
BSW Micellaneous Fees 52000 0 0 936000 1092000 1040000 832000 0 $3,900,000
CV/RU RW/CV RW/RU CV/RU = $10,000/(173 Hours/Month = 21.63 Man-Days/Month)
0.46 3.60 1.67 CV/RU = 0.46
ALTERNATE PROGRAM YEAR DEFINITION
20893 Revenue Days
RW/CV= 5.36 (Revenue Days per $1,000 Spent per Alternate Prog. Yr. Def'n.)
CV/RU RW/CV RW/RU
0.46 5.36 2.48  





Accompanied by the fact that BSW requires a minimum of $10,000 revenue per 
employee per month (ibid.) to ‘survive’, the first enterprise benchmark ratio of contract 
value to resource utilization (i.e., CV/RU) ratio was established at 0.46, as calculated by 
Equation 4-3.  It is important to note that all currency values used in this research are 
expressed in thousands of U.S. dollars. 
Equation 4-3. 




The role of each enterprise benchmark ratio is to establish the level of acceptable 
performance amongst its two attributes (i.e., contract value (CV) and resource utilization 
(RU) in this particular case) for a specific project-based organization.  In doing so, each 
benchmark ratio characterizes the execution of projects and programs within specific 
regions of sustainability performance contained in enterprise-specific models (EM).  For 
example, the CV/RU benchmark ratio of 0.46 is shown as the dark, vertical line in the 
middle of Figures 5-2 and 5-3 in the next chapter.  This ratio, in particular, separates non-
competitive or customer-advantaged performance from enterprise-advantaged or 
enterprise sustainability performance as illustrated in these two figures.  Specifically, the 
ratio of contract value (CV) to resource utilization (RU) allows managers at a project-
based organization to understand whether or not their employees are working on projects 
and programs that positively contribute to the firm’s profitability and at least cover their 
burdened cost.  In fact, based on the author’s experience, this ratio is commonly 
monitored by several leading project-based enterprises in the architecture, engineering, 
and construction (A/E/C) industry.  Indeed, ratios are commonly used in the A/E/C 
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industry for everything from field productivity and estimating to materials management 
and quality control, thereby partially justifying their use in this study.  Consequently, 
between the enterprise baseline performance measures and the minimum acceptable 
CV/RU ratio, all the information necessary to establish benchmarks and regions of 
enterprise sustainability in the ARIES framework are present.   
The next step in the execution of this research was to determine the other two 
remaining reference benchmark ratios (i.e., RW/RU and RW/CV) and the enterprise-
specific (i.e., BSW) ‘power factor’ (PF) value.  Indeed, these benchmarks and this value 
were needed to establish consistent performance measures of managerial efficiency, 
execution performance and overall enterprise sustainability.  However, to determine the 
second enterprise benchmark ratio, RW/CV, the information in Figure 4-10 was again 
employed. 
As can be seen in Equation 4-4, the BSW program year definition determination 
of 14,049 revenue days was simply divided by the firm’s internal cost of executing the 
program (e.g., $3,900 thousand) to obtain the enterprise benchmark RW/CV ratio of 3.60.   
Equation 4-4. 




This particular benchmark ratio sets the cycle time for project or program 
execution (RW) against the income received (CV) for these services.  In many ways, the 
RW/CV ratio best illustrates the viewpoint of a project-based firm’s customer.  It helps to 
explain the benefit of facility occupancy (RW) in the context of the amount paid (CV) for 
this benefit.  However, this ratio, as well as the RW/RU ratio, is subject to the influence 
of a ‘constant’ in the determination of revenue weeks (RW), the numerator term for both 
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ratios.  Consequently, the selection of a proper planning horizon is crucial to the 
calculation of revenue weeks (RW), the RW/CV, and RW/RU benchmark ratios.  Further 
explanation of the impact of this ‘constant’ can be seen in Section 5.1.2 in the next 
chapter.  Moreover, it is worth noting that the proper use of any ratio implies some degree 
of judgment in implementation.  As with the CV/RU benchmark ratio, an element of 
decision-making exists.  Indeed, no ratio should be blindly used to make decisions in 
isolation.  For this reason, the RW/CV benchmark ratio was also used to define regions of 
sustainability performance, from which qualitative assessments could be made.  This 
specific benchmark ratio is shown as a dark, vertical line in the middle of Figures 5-7, 5-
8, 5-9, and 5-10 to segregate project and program performance in one of four zones.  
However, it is worth noting that the value of the RW/CV benchmark in these figures is 
5.36 due to the alternate planning horizon used, which is described in Section 5.1.2.   
These two benchmark ratios (i.e. CV/RU and RW/CV) were multiplied together 
as illustrated in Equation 4-5 to obtain a benchmark RW/ RU value of 1.67.  This was 
mathematically possible due to the fact that the contract value (CV) terms ‘cancel out’.   
Equation 4-5. 




Again, this benchmark ratio (i.e., RW/RU) was used to categorize project and 
program execution performance as illustrated by the dark, horizontal line shown in the 
midst of Figures 5-2 and 5-3 in the next chapter.  Specifically, the RW/RU ratio provides 
a project-based enterprise with an intuitive ‘feel’ for the cycle time (RW) of projects and 
programs as executed by company personnel (RU).  However, this ratio can also not be 
used blindly as it does require some consideration for other factors such as facilities 
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scope in extreme circumstances (e.g., a ‘sno-cone’ stand design project versus a ‘big box’ 
retail store program).  Further explanation of this and other considerations when using 
ratios can be found in Section 5.2.3.   
Still, the three primary ratios developed by this research remain valid constructs 
capable of use in many different applications.  As they pertain to the execution of this 
research, two of the three benchmark ratios were used to develop a measure of 
managerial efficiency.   
Accordingly, the next step in the determination of enterprise baseline performance 
was to establish the standard resource improvement coefficient (RIC) for BSW 
operations.  Using the phased delivery schedule for programs and projects shown in 
Figure 4-10, an enterprise-specific RIC value of 1.30983 was established for BSW 
International’s operations.  Due to the way that RIC is calculated, its value depends only 
on the shape of the resource histogram, rather than the total number of resources 
consumed (Harris 1978).  Ultimately, this proved invaluable in the calculation of an 
enterprise’s ‘power factor’ (PF).   
To obtain a specific enterprise ‘power factor’ (PF), such as the value for BSW 
International, the first activity was to find the single resource utilization (RU) value for 
the hypothetical BSW program shown in Figure 4-10.  To accomplish this, Equation 4-6 
was employed to divide BSW’s internal hypothetical program expenses of $3.9 million 
by the CV/RU benchmark ratio of 0.46 to obtain an RU value in terms of employee-days.  
While useful by itself, this RU value could not establish the value of the enterprise 











The cumulative amount of total resources (TR) deployed to execute the 
hypothetical program was needed.  However, total resources (TR) can be also calculated 
as BSW program expenses divided by the burdened employee daily cost rate.  Thus, in 
order to calculate BSW’s ‘power factor’ (PF), the author determined that it was necessary 
to independently establish what BSW International’s current daily cost rate was.  In this 
regard, Tom Daman was asked to provide a ‘best guess’ as to what BSW’s ‘power factor’ 
(PF) was, so that a rough estimate could be obtained as part of this research’s validation 
as described in Sections 5.3.1 and 5.3.2, by having him evaluate a table similar to Table 
4-1.  Here, the objective was to gauge the effect of the enterprise ‘power factor’ as a 
measure of managerial efficiency.   
 
Table 4-1: Effect of ‘Power Factor’ as Measure of Managerial Efficiency 
Managerial Efficiency
Enterprise Total Project Resource
Power Factor Resources Example Utilization
(PF) (TR) RIC (RU)
0.1661 100 1.00 100.0
0.1661 100 1.31 104.6
0.1661 100 1.75 109.7
0.1661 100 2.50 116.4





As can be seen in Table 4-1, the ‘power factor’ (PF) is one component used to 
calculate resource utilization (RU) as independently illustrated by Equation 3-2.  For a 
total resource (TR) use of 100 effort hours, the ‘power factor’ (PF) modifies the 
individual project resource improvement coefficient (RIC) value so that a measure of 
‘managerial efficiency’ can be determined.  Thus, a project at a firm with a PF equal to 
0.1661 and a RIC value of 4.00 is approximately twenty-six percent more difficult to 
manage than a different project with the same number of resources (TR) and a RIC of 
1.00 (e.g., RU values of 125.9 versus 100.0, respectively, as shown in Table 4-1).  Due to 
the fact that individual RIC values are independent of the project-based organization of 
interest, the ‘power factor’ (PF) represents one way to compare different project-based 
firms.  Consequently, a firm with a higher power factor (PF), when compared to another 
firm, faces a relatively more difficult task of managing projects or programs with 
equivalent numbers of effort hours (TR).  Thus, for the execution of this research, Tom 
Daman selected a ‘power factor’ (PF) of 0.2 as a qualified estimate, based on his 
experience as a project, program, and enterprise manager.  Subsequently, a PF value of 
0.2 was substituted into Equation 3-2 as illustrated in Equation 4-7 to obtain an 
independently derived ‘best guess’ regarding BSW’s specific burdened employee daily 
cost rate. 
Equation 4-7. 







To determine a burdened average employee hourly rate, Equation 4-8 was used.  
This equation divides BSW program expenses by the total resources (TR) determined 









Assuming an eight-hour work day, this corresponds to a burdened hourly rate of 
$61.00 per hour.  However, the real burdened hourly rate for BSW was needed to 
quantitatively establish their specific enterprise ‘power factor’ (PF).  Indeed, the rate of 
$61.00 per hour was only generated to create some assurance regarding the enterprise 
benchmark performance ratios and the enterprise ‘power factor’ (PF), again in 
accordance with the validation methods employed by this study. 
As of April 2002, BSW International’s burdened employee hourly rate was 
$60.44 (Roper 2001c).  Due to the fact that the real hourly rate was within 1% of the rate 
predicted by this research’s methodology and Tom Daman’s educated guess regarding 
BSW’s specific ‘power factor’ (PF), evidence toward construct validity was established.  
As important as this step was, the employee burdened hourly rate of $60.44 per hour was 
needed to calculate the total resources consumed by the hypothetical program shown in 
Figure 4-10.   
To do so, Equation 4-9 was used to calculate that 8,065.9 employee-days were 
consumed in the execution of the hypothetical program.   
Equation 4-9. 






This figure was subsequently inserted in Equation 3-2 to solve for the ‘power 
factor’ (PF) as shown in Equation 4-10.  Solving for PF, a value of 0.1661 was 





PF] = (8065.9)[(1.30983)PF] = 8435.7
 
Finally, to ensure that no errors had been made in the calculation of enterprise 
benchmark ratios and the enterprise ‘power factor’ (PF), Equation 4-11 was employed.  
Due to the fact that a RW/RU ratio value of 1.67 was obtained by this equation, the 
enterprise-specific baseline performance measures were accepted.  With the exception of 
the ‘power factor’ (PF), all the enterprise benchmark ratios can be seen at the bottom of 
Figure 4-10 for both the BSW and alternate definitions of program year. 
Equation 4-11. 




Once the enterprise baseline ‘power factor’ (PF) was determined, it was available 
to properly ‘weight’ the value of the resource improvement coefficient (RIC) in the 
calculation of resource utilization (RU) for all seven programs and 167 projects.  As is 
demonstrated in Chapter 5, the performance improvement (i.e., as a percentage) between 
projects and programs is affected by the enterprise ‘power factor’ (PF).  Indeed, it does 
change the specific values of resource utilization (RU), thereby impacting the 
performance ratios of various projects and programs.  Consequently, BSW’s PF value of 
0.1661 was used to assess the performance ratios for every project and program in this 
study.  In fact, the calculation of BSW International’s ‘power factor’ (PF) also permitted 
the resource improvement coefficient (RIC) for the ‘project averages’ to be determined, 
thereby leading to the creation of these ratio values as well.  Examples of performance 
 
 212 
ratio and RIC calculations, for both the program and ‘project averages’, can be seen in 
Figure 4-11. 
Notably, the last three columns of this figure show the calculations necessary to 
‘weight’ the ‘project average’ RIC value in accordance with Equation 2-13.  Following 
these ratio and RIC determinations, the only activities remaining in this research 
concerned the development of specific ARIES enterprise models (EM) to represent the 
performance of BSW International on the seven programs being considered in this 
research.  These results are contained in Chapter 5. 
4.5 Summary – Data Collection 
Data collection activities for this research were designed to support development 
of the ARIES theoretical framework.  Using the methods and plans described in Chapter 
3, extensive data were collected from BSW International accounting systems and project 
tracking reports.  In all, attribute data consisting of employee time records (TR), 
receivables (CV), and milestone dates (RW) were gathered during six visits to BSW’s 
offices regarding seven programs and 167 projects executed since late 1994.  
Subsequently, four individuals spent approximately six months each processing almost 
30,000 data entries so that variable data could be produced pertaining to the resource 
utilization (RU) and resource improvement coefficients (RIC) for each project in the data 
set.  Doing so presented numerous challenges regarding missing and ‘misleading’ data, as 
well as organizational and informational systems issues at BSW.  Most of these 





Figure 4-11: ARIES Ratio and RIC Calculations for ‘Project Averages’ and Programs 
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In addition, a number of data aggregation procedures were incorporated into this 
research, primarily focused on the ‘weighting’ and combination of resource histograms.  
Significant efforts were also spent discerning baseline enterprise performance data for 
BSW International.  Consequently, a number of new methods were used by this research 
to determine three customized enterprise benchmark ratios, an enterprise-specific 
resource improvement coefficient (RIC) for typical program execution, and an enterprise 
‘power factor’ (PF) to gauge managerial efficiency. 
Although this research’s execution was focused on BSW, the methods and 
equations used are fully transferable to other project-based enterprises so that the ARIES 
framework can be tailored to their particular needs and sustainability objectives.  Indeed, 
the goal of this chapter was to not only explain the execution of this research but to also 
detail the processes by which project-based organizations can transform their existing 
enterprise data into information regarding operations.  It is at this point where knowledge 
is gained, thereby establishing a new set of ontological theories for the management of 






“I PASS WITH RELIEF FROM THE TOSSING SEA OF CAUSE AND THEORY TO THE FIRM 
GROUND OF RESULT AND FACT.” – SIR WINSTON CHURCHILL 
Chapter 5 Research Results 
The results of this research were designed to answer the two research questions 
posed in Chapter 1.  Specifically, these questions asked: 
1. Can a method be developed to compare the performance of enterprise projects 
and programs relative to each other? 
2. Can a method be created to assess the contribution of an enterprise’s projects 
towards its economic and logistic sustainability goals? 
Consequently, this chapter examines the constructs and results used to provide 
solutions for these queries.  These results potentially address many of the problems facing 
project-based organizations cited in Chapter 1.  However, the products developed by this 
research are not a panacea to alleviate all of these problems.  Indeed, this research 
represents just one framework consisting of multiple components.  This means that the 
challenges facing project-based enterprises can still be approached in a number of 
different ways.  Nonetheless, the results obtained from this research were generated 
despite several obstacles and needs for adjustment. 
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One primary impediment to this research concerned the definition of a program in 
scheduling terms.  Although BSW International maintained a convention for determining 
revenue weeks (RW), it was deemed to be problematic but the author and his thesis 
supervising committee as subject to an unnecessary amount of variation.  As a result, this 
research depended upon ontological theories related to the concept of a planning horizon 
in order to propose an alternate definition of program schedule.  This change in the 
determination of revenue weeks (RW) created significant differences in the results of this 
research.  Consequently, these changes are described thoroughly in this chapter.  In 
addition, initial research concepts, such as the consideration of a ‘virtual enterprise’ and 
the examination of program phases were considered to be inconclusive for this research 
effort.  As previously discussed in Chapter 4, the concept of a ‘virtual enterprise’ 
produced inconclusive results primarily due to the fact that the three programs executed 
in 1998 and used to evaluate this concept did not comprise all BSW program executions 
during that year.  Plus, the ‘virtual enterprise’ posed by this research was not managed as 
such by BSW International managers in 1998.   For these reasons, the ‘virtual enterprise’ 
provided no contributions to this research.   
In a similar fashion, the examination of the four project development phases was 
problematic, mainly because BSW does not manage any of its operations at a functional 
level.  Rather, as a program-management organization, all managers at the firm have the 
primary goal of managing the benefits accruing from program execution both to the 
company and its customer.  From this perspective, the program phase concept was 
difficult to evaluate because its aggregation produced too few hours to achieve statistical 
significance within any particular project phase (Loether and McTavish 1993).  In 
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addition, because the four project development phases were often not clearly defined in 
the data sets, it was difficult to calculate the revenue weeks (RW) produced by each 
phase.  Here again, the issue of program definition from a scheduling standpoint created 
unforeseen impediments.  The planning horizon could not use the start date of each 
phase, mainly because the phases overlap within the projects and the programs, each 
varying substantially in duration.  Moreover, under the planning horizon concept, late 
phases occurring in the projects or programs would be somewhat ‘penalized’ 
unnecessarily due to their precedence relationships.  Thus, this chapter examines what 
was possible and eventually accomplished by this research.   
In particular, this chapter outlines the application of the ARIES theoretical 
framework to the operations of BSW International using the research execution 
procedures described in Chapter 4.  Subsequently, the initial results of this research are 
presented using BSW’s definition of program schedule.  Due to inconclusive results, the 
framework was modified by the introduction of a different planning horizon to produce 
the final results of this research and its BSW-specific enterprise models.  Additional 
subsections in this chapter provide comprehensive analysis of the framework’s 
performance using measures of improvement and robustness so that a project’s 
contribution toward an enterprise’s sustainability could be assessed.  Finally, this chapter 
concludes by describing how this research was validated using traditional and design 
method validation (i.e., validation square) techniques. 
5.1 Application of the ARIES Framework 
The application of the ARIES theoretical framework and its constituting 
components, ratios, and benchmarks to selected operations of BSW International 
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generated the results of this research.  As previously discussed, seven programs 
consisting of 167 combined projects were evaluated by comparing their performance 
along three dimensions (e.g., RW, CV, and RU) to independently derived enterprise 
baseline performance measures.  Through the Enterprise Engineering process, generic 
constructs such as performance ratios and an enterprise-specific ‘power factor’ (PF) 
provided the foundation upon which graphical enterprise tools (EET) could be 
transformed into customized enterprise models (EM).  Although the initial and final 
research results consist entirely of models tailored to BSW International’s operations, the 
procedures through which these models were crafted are replicable for other project-
based organizations.  Indeed, the fact that the ARIES framework incorporates processes 
to develop enterprise-specific benchmark ratios and sustainability regions is one of its 
greatest strengths.  As explained in Chapter 2, no other enterprise frameworks were found 
capable of creating a comprehensive picture of performance for a project-based 
enterprise. 
The BSW-specific enterprise models (EM) displayed in the initial results of this 
chapter are premised upon the firm’s definition of program schedule and revenue weeks 
(RW).  This definition can be seen graphically in Figure 5-1, where the real estate (RE), 
site development (SD), design and construction phases are shown as different 
components of a program. 
In Figure 5-1, revenue weeks (RW) are calculated as the time remaining for 
customer occupancy of the facility after construction has completed (i.e., grand opening), 
yet prior to the end of the calendar year.  As an example, for the first project in Figure 5-
1, approximately eighteen revenue weeks are generated prior to the end of the calendar 
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year.  However, one of the problems with BSW’s definition of revenue weeks (RW) is 
that the start of the program is completely arbitrary with reference to the end of a 
particular calendar year.  Consequently, Figure 5-1 illustrates a program initially 
designed to be executed during a fourteen month time period.  By contrast, other 
programs executed by BSW could have program durations in excess of twenty-two 
months, so long as all projects in the program complete before the end of a particular 
calendar year.  In addition, when individual projects extend beyond their anticipated 
completion dates, they may finish in January or February of the following year.  As a 
result, these projects contribute a negative amount of revenue weeks (RW) to the 
particular program under consideration.  Projects of this type can be seen in Figure 5-1, 
where the two final projects in the program complete in the following calendar year.  
Therefore, use of BSW’s definition of revenue weeks (RW) in the initial results created 
by this research is subject to arbitrary start dates (i.e., typically determined by the 
customer), as well as to the potential for negative revenue week (RW) values.   
 
 






Figure 5-1: BSW International Program Definition 
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Application of the ARIES theoretical framework to specific project-based 
organizations explicitly incorporates the ‘fallout’ of projects residing within particular 
programs.  In this regard, the initial results of this research are no different.  In fact, 
BSW’s execution of the five steakhouse programs and one discount retail program 
incorporate a substantial ‘fallout’ percentage as can be seen in Table 5-1.   
 
Table 5-1: ‘Fallout’ by BSW Program Year 
Number Total Alternate
Program of Projects Fallout (%) Fallout (%)
Steakhouse 1996 18 33.3% 14.3%
Steakhouse 1997 35 40.0% 16.0%
Steakhouse 1998 20 55.0% 43.8%
Steakhouse 1999 25 48.0% 31.6%
Steakhouse 2000 42 71.4% 33.3%
Discount Retail (1998) 14 28.6% 0.0%
 
 
Concerning Table 5-1, it is necessary to first point out that the hotel program 
evaluated by this research was not included in the initial results because grand opening 
data were unavailable in BSW reports or systems.  Consequently, creation of enterprise-
specific models (EM) for BSW according to its definition of revenue weeks (RW) began 
with a data population that included six programs and 154 constituent projects.  As 
illustrated in the table, these total ‘fallout’ rates ranged from a low of 28.6% to a high of 
just over 71%.  However, these ‘fallout’ percentages are somewhat misleading since they 
all include ‘zero-hour placeholders’.  To explain further, a ‘placeholder’ is a project that 
 
 221 
is included in a program for planning purposes.  Each of these ‘placeholder’ projects was 
initially slated to be designed and developed.  However, changing economic and market 
conditions commonly force customers to modify their development plans, thereby 
creating the phenomenon of the ‘zero-hour placeholder’ project.  Thus, a more stringent 
measure of ‘fallout’ percentage was established by this research, wherein ‘placeholder’ 
projects are not included.   
For this research, projects that ‘fell out’ of their respective programs were those 
with non-zero effort hours less than 280 and/or no time spent for construction 
administration.  As a result, the ‘fallout’ percentages shown in the far-right column in 
Table 5-1 are more in line with BSW International’s anticipated proportion of canceled 
projects (Daman 2002) with the exception of the 1998 steakhouse program.  For this 
program, as well as for the steakhouse programs, which followed it, the ‘fallout’ 
percentages are likely higher than average due to external forces.  In fact, this particular 
chain of restaurants was sold in 1998 and new management subsequently assumed 
oversight of all development programs and market expansion decisions causing higher 
‘fallout’ (Daman 2001d).  Nonetheless, this situation serves to solidify research results by 
making them more conservative.  In this regard, it is important to remember that the 
‘project average’ does not include projects, which ‘fell out’, whereas the program 
performance rating does. 
The next three subsections detail the creation of BSW-specific enterprise models 
(EM) using both their definition of revenue weeks (RW) as well as an alternate definition 
based on a two-year planning horizon.  Due to the fact that the alternate definition of 
revenue weeks (RW) is less problematic, only the full research results of the application 
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of the ARIES framework are presented here using the new convention.  Still, the initial 
results obtained by this research (i.e., using BSW’s program definition) are significant 
because they help explain one of the reasons why project-based companies have 
problems concerning their long-term viability.  Regardless, these results demonstrated the 
need to refine the processes used in the ARIES framework to reflect different techniques 
regarding both ‘fallout’ and revenue weeks (RW).   
5.1.1 Initial Results 
The initial results of this research build upon the graphical engineering tools 
(EET) developed as part of the ARIES framework in order to create enterprise-specific 
models (EM) to gauge the performance of project-based organizations such as BSW 
International.  To do so, two-dimensional scatter plots were initially used to represent 
internal views of enterprise sustainability.  However, this initial view is only one of three 
views incorporated within the design of the ARIES framework.  In fact, because ARIES 
enterprise models (EM) are three-dimensional, two customer-oriented views are possible.  
Starting with the customer’s ratio of revenue weeks to contract value (RW/CV), the first 
view portrays customer performance expectations with regard to internal achievement of 
revenue weeks (RW) agreements, whereas the second examines customer preferences in 
light of internal enterprise financial considerations.  Additionally, the three benchmark 
ratios calculated in Chapter 4 subdivide the resulting enterprise-specific model (EM) into 
eight regions.  In turn, these eight regions were re-classified by this research to become 
four separate zones characterizing enterprise sustainability performance. 
The first zone, the non-competitive zone, represents project and program 
performance that is unsustainable for the project-based enterprise and undesirable for its 
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customer.  Next, a customer advantage zone exists to characterize operational 
performance wherein a project-based firm provides a measure of ‘goodwill’, mainly to 
entice new customers.  This zone is balanced by the enterprise advantage zone, which is 
incorporated into ARIES enterprise models (EM) to categorize performance that 
primarily benefits the project-based organization.  Finally, the fourth zone, the enterprise 
sustainability zone, characterizes project and program performance necessary to enhance 
the long-term viability of the project-based company while still providing a desirable 
level of benefits from project operations to its customer.  These zones, along with their 
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Figure 5-2: CV/RU vs. RW/RU Project ARIES Enterprise Model (BSW Definition) 
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Incorporating BSW’s definition of revenue weeks, Figure 5-2 provides the 
internal view of enterprise performance on one discount retail (DR) store program and 
five steakhouse (SH) programs.  In particular, the figure illustrates the relative 
performance of the 77 projects contained within these six programs, as well as their 
placement in the sustainability zones.  Upon closer inspection of Figure 5-2, it is 
important to remember that this is only one perspective, or view, of a three-dimensional 
enterprise model.  Consequently, the performance ratio of primary interest to customers 
(e.g., RW/CV) can not be seen in Figure 5-2 because it extends ‘out of the page’.  
Effectively, this means that the performance of the individual projects shown in the 
figure’s scatter plot is actually just projections of their location within the three-
dimensional enterprise model (EM) against a plane where the RW/CV ratio is equal to 
zero.  Thus, the enterprise advantage zone actually extends the full height of the two-
dimensional projection shown in Figure 5-2, yet is bounded on the left by a plane 
intersecting the CV/RU axis at a value of 0.46.  This realization is important because not 
all of the projects shown in the enterprise sustainability zone of Figure 5-2 actually reside 
there.  In fact, some of them are located in the enterprise advantage zone, although their 
projection appears to place them elsewhere.  Further insight regarding the internal 






Figure 5-3: CV/RU vs. RW/RU Program ARIES Enterprise Model (BSW Definition) 
 
From an internal enterprise perspective, Figure 5-3 characterizes the performance 
of the six programs of interest according to BSW’s definition of revenue weeks.  Shown 
in black, the performance of individual programs is plotted relative to the ‘project 
average’ shown in gray and designed to represent the expected level of execution 
performance in absence of program management methods and techniques.  Notably, the 
distance between these two individual points (i.e., the program ratio and its 
corresponding ‘project average’ ratio) can be measured as a statistical distance and 
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improvement.  For reference, the final results of all six programs using BSW 
International’s program definition are listed in Table 5-2.  
 
Table 5-2: BSW International Program Definition Results 
Program Result Ratio Ratio Ratio
CV/RU SD RW/RU SD RW/CV SD
1996  Program 0.47 1.15 2.44
SH  'Project Average' 0.41 1.01 2.44
 Ratio Mean & Std. Dev. (SD) 0.43 0.03 0.87 0.37 2.20 1.16
1997  Program 0.67 1.64 2.43
SH  'Project Average' 0.62 1.52 2.43
 Ratio Mean & Std. Dev. (SD) 0.64 0.02 1.29 0.74 2.00 1.40
1998  Program 0.81 5.39 6.67
SH  'Project Average' 0.72 4.81 6.67
 Ratio Mean & Std. Dev. (SD) 0.76 0.03 2.67 3.41 3.58 5.25
1999  Program 0.83 2.23 2.68
SH  'Project Average' 0.77 2.06 2.68
 Ratio Mean & Std. Dev. (SD) 0.69 0.04 1.29 3.22 2.04 7.94
2000  Program 0.95 3.19 3.35
SH  'Project Average' 0.90 3.01 3.35
 Ratio Mean & Std. Dev. (SD) 0.76 0.06 2.34 1.17 3.30 4.19
1998  Program 1.01 1.34 1.32
DR  'Project Average' 0.92 1.22 1.32
 Ratio Mean & Std. Dev. (SD) 0.94 0.05 1.31 0.89 1.30 0.53  
 
 Although RW/CV ratio results were not illustrated in either Figure 5-2 or 5-3, 
they are shown here for reporting as well as comparison purposes with Table 5-4.  In 
particular, Table 5-2 highlights the generally conservative assessment of the ‘project 
average’ relative to the mean and standard deviation of the individual project ratios as 
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determined by Equations 5-1 and 5-2.  Indeed, the relative improvement of virtually all 
program ratios beyond those of the ‘project average’ shown in Table 5-2 is smaller than 
the improvement over the corresponding ratio means.  While this discussion is important, 
these issues are discussed in greater depth in Section 5.2. 
Finally, Figure 5-3 represents several interesting findings itself.  First, the 
performance of three programs (i.e., 1996 steakhouse, 1997 steakhouse, and 1998 
discount retail) places them all within the enterprise advantage zone.  At first glance, this 
result would seem to indicate that the performance of these three particular programs was 
not goal-congruent toward the objectives of both the project-based enterprise and its 
customer.  However, due to the substantial number of projects exhibiting negative 
revenue weeks (RW), as illustrated in Figure 5-2, it became immediately obvious that the 
characterization of project and program performance generated through the use of BSW’s 
definition of revenue weeks (RW) was unacceptable for this research.  Consequently, 
better methods were developed so that the revenue week (RW) performance of a project-
based organization could be re-characterized.  These methods are discussed next. 
5.1.2 Planning Horizon 
Otto and Ariaratnam (1999) have stated that surrogate measures may be 
developed to assess project progress toward multi-year goals or for cases where the actual 
measure of output or outcome is not practical.  Consequently, this research sought to 
create an alternate definition of program duration in order to avoid the inherent 
weaknesses of BSW International’s approach concerning the calculation of revenue 
weeks (RW).  Building upon the ontological theories of a planning horizon discussed in 
Section 4.1.2, this subsection addresses this research’s conversion of revenue week (RW) 
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data to a twenty-four month program planning horizon.  Doing so dramatically changed 
how schedule data (RW) was incorporated within the ARIES theoretical framework.  
Although some revenue week calculation constructs are similar to methods employed by 
BSW, several are different.  Where differences exist, changes were made to: (1) reflect 
only the work activities executed by the project-based enterprise (e.g., BSW 
International) or (2) redefine the completion of the program as consistent with its start 
date as determined by the customer.   
The planning horizon established for this research was set at twenty-four months 
based on a review of approximately ten BSW programs besides the seven programs 
incorporated into this research.  This review revealed that virtually all programs at BSW 
began and ended within a two year period.  Due to the confounding problems of negative 
revenue week (RW) values, the author desired to ensure that all past, current, and future 
programs at the firm could be contained entirely within the new planning horizon, which 
can be seen in Figure 5-4.  In contrast with Figure 5-1, only the real estate (RE), site 
development (SD) and design project phases are shown in the Gantt chart in Figure 5-4. 
However, the choice of a twenty-four month planning horizon was not completely 
arbitrary.  It was also determined on the basis of the enterprise baseline performance 
measures incorporated in this study as shown by quarter in Figure 4-10.  Subsequent 
evaluation of this baseline data also indicated that BSW International conducted its 
intended operations within a two-year cycle.  In addition, because the methods by which 
enterprise benchmark ratios are determined by the ARIES framework can adjust to 
different planning horizons, the choice of duration is really up to the discretion of the 
particular decision maker so long as negative revenue weeks (RW) are avoided if 
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possible.  Indeed, this logic is reflected in the fact that both the RW/RU and RW/CV 
enterprise benchmark ratios were easily adjusted based on a two-year planning horizon as 
discussed in Chapter 4. 
 






Figure 5-4: Alternate Program Definition (i.e., Two Year Planning Horizon) 
 
Despite the apparent straightforwardness of the planning horizon construct, its 
incorporation within the ARIES theoretical framework requires careful application by 
prospective users.  This precaution is necessary because a change in planning horizon 
effectively introduces a ‘constant’ into the revenue weeks (RW) data, thereby modifying 
both the RW/RU and RW/CV performance ratios.  As an example, the reader is asked to 
visualize one project at a company with a revenue weeks value of seven (i.e., RW1 = 7) 
and a contract value of three (i.e., CV1 = 3), yielding a RW/CV ratio of 2.33.  Further, if 
a second project at the same firm had revenue weeks and contract values of four and two, 
respectively (i.e., RW2 = 4 and CV2 = 2), a RW/CV ratio of 2.00 would be calculated for 
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the second project.  At least initially, the first project would appear to have better 
performance from a customer’s perspective (i.e., 2.33 > 2.00).  However, if a ‘constant’ 
were added as an additional four revenue weeks (RW) to this enterprise’s planning 
horizon, the first project would have a new revenue week value of eleven (i.e., RW1 = 
11) and the second project would have a new revenue week value of eight (i.e., RW2 = 
8).  Under this scenario, the second project seemingly outperforms the first since its 
RW/CV ratio would be recalculated as 4.00 (i.e., RW2/CV2 = 8/2 = 4.00), higher than 
the 3.66 value achieved by the first project (i.e., RW1/CV1 = 11/3 = 3.66).  
Consequently, the selection of planning horizon should be made carefully and yet 
referenced to the specific type and nature of operations for an individual project-based 
enterprise.  Moreover, the use of the resulting ARIES framework requires experienced 
judgment; indeed, the ratios and constructs of the framework cannot be applied blindly. 
As applied to this study, Figure 5-4 provides an example of this research’s use of 
an alternate program definition based on a two-year planning horizon. Activities related 
to construction administration from this figure are not included because the author, with 
guidance from the Thesis Advising Committee, determined that the particular project-
based enterprise involved in this research (i.e., BSW International) had virtually no 
influence over the execution performance of the construction phase.  As a result, 
characterization of BSW International’s revenue week (RW) performance was calculated 
as the length of time between the end of the design phase (i.e., as assessed by the 
construction start date) and the end of its two-year planning horizon.  Here, the end of the 
planning horizon was established at a point in time exactly twenty-four months after the 
start of the first project in the program.  Effectively, this means that the planning horizon 
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is variable depending upon when a customer of the project-based enterprise initiates a 
new program.  However, since it is not practical to start a new planning horizon for each 
project in the program, the analysis of revenue weeks (RW) for projects, programs and 
the ‘project average’ was accomplished using the singular alternate definition as 
illustrated in Figure 5-4.  This convention was also established because operations of 
virtually all project-based enterprises stagger the start dates of portfolio projects to 
comply with internal constraints.  However, the biggest change made to this research 
through the conversion of revenue weeks (RW) to a planning horizon concerned the 
reallocation of projects into different programs.   
The creation of an alternate program definition resulted in the inclusion of the 
hotel program within the final results generated for this research.  However, the act of 
switching to the new program definition also necessitated the creation of five 
reconstituted programs out of the 167 projects in the data set.  Fortunately, the change to 
a two-year planning horizon did not require reorganization of either the discount retail 
store program or the hotel program.  As a result, the steakhouse programs (SH) were 
reorganized into five new programs distinguished by letters ‘A’ through ‘E’ due to the 
fact that the first project in steakhouse program ‘A’ began on August 29, 1995, the 
planning horizon for program ‘A’ lasted until August 28, 1997.  In addition, because the 
steakhouse programs began concurrently over a five year period, steakhouse ‘B’s’ 
program planning horizon began on August 29, 1996 and completed on August 28, 1998.  
Logically, steakhouse programs ‘C’, ‘D’, and ‘E’ began on August 29th of 1997, 1998, 
and 1999, respectively.  As a result, the steakhouse ‘E’ program-planning horizon expired 
on August 28, 2001.   
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Besides reorganizing program dates, the conversion to an alternate definition of 
program duration caused different projects to ‘fallout’ from each program period.  
Percentages of total and alternate ‘fallout’ are illustrated in Table 5-3 according to the 
same definitions used for ‘fallout’ as previously described in Section 5.1.   
 
Table 5-3: ‘Fallout’ by Alternate Program Definition (i.e., 24 Month Planning Horizon) 
Number Total Alternate
Program of Projects Fallout (%) Fallout (%)
Steakhouse 'A' 24 29.2% 10.5%
Steakhouse 'B' 44 50.0% 29.0%
Steakhouse 'C' 17 52.9% 38.5%
Steakhouse 'D' 23 39.1% 30.0%
Steakhouse 'E' 32 81.3% 33.3%
Hotel ('C') 13 23.1% 9.1%
Discount Retail ('C') 14 28.6% 0.0%
 
 
As compared with Table 5-1, the ‘peaks’ and ‘valleys’ in the alternate ‘fallout’ 
percentage became more consistent and in line with expectations of BSW’s executive 
management (Daman, 2002).  Thus, the final results obtained for this research 
incorporate both an alternate definition of program duration as well as a reclassification 
of study data by new dates as represented by alphabetic designators.  These results are 
discussed in the next subsection. 
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5.1.3 Final Results 
The final results of this research consist of a series of six ARIES framework 
enterprise models (EM), which characterize project and program performance from both 
enterprise and customer perspectives.  Based on the conversion of revenue week (RW) 
data to reflect an alternative program definition, these enterprise models (EM) 
incorporated updated enterprise benchmark ratios.  This change subsequently established 
eight new enterprise regions to characterize sustainability performance.  However, the 
four primary project and program performance zones carry the same titles as those 
described in the initial results in Section 5.1.1.  Similarities also exist between the final 
and initial results where the projections of individual project and program performance 
are concerned.  With the exception of the customer perspective views where financial 
considerations are emphasized for project-based enterprises, each of the resulting 
enterprise models (EM) in this subsection has overlapping enterprise and customer 
advantage zones.  Nonetheless, graphical engineering tool (EET) depictions of this type 
were necessary to communicate the retrospective performance of the projects and 
programs evaluated by this study, primarily because three dimensional projections proved 
too confusing for the effective presentation of this research’s results. 
As can be seen in Figure 5-5, eighty-seven projects out of the original 167 
projects were executed through construction completion, resulting in their inclusion in the 
final results of this research.  Notably, the inclusion of ten hotel projects out of the 
original program of thirteen projects serves as an additional case study to help provide 
empirical performance validity (EPV) for this research and the ARIES theoretical 
framework itself.  As with the initial results, ten discount retail stores and their 
constituent program are retained in the final results.  In addition, sixty-seven projects out 
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of the initial 140 steakhouse projects can be seen in Figure 5-5 as organized by their 
reassigned parent programs (i.e., programs ‘A’, ‘B’, ’C’, ’D’, and ‘E’), reflecting the 
incorporation of a twenty-four month planning horizon and the recalculation of project 
revenue weeks (RW).  Finally, twenty-two of the remaining sixty-seven steakhouse 
projects used calculated construction start dates to generate their individual revenue week 
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The change to a new planning horizon resulted in the situation where none of the 
projects generated a negative number of revenue weeks (RW).  Effectively, this change 
placed fewer projects in the enterprise advantage zone for the projection shown in Figure 
5-5 as compared to the initial results illustrated in Figure 5-2.  Indeed, the conversion to 
an alternate program definition provides empirical evidence that the BSW International 
definition of revenue weeks (RW) was problematic.  Thus, despite the challenges posed 
from the projection of project performance data from an internal enterprise perspective, 
the new enterprise modeling constructs (i.e., EML and EM), as illustrated in Figure 5-5, 
provide an enhanced picture of project-based enterprise sustainability performance. 
The conversion to a twenty-four month planning horizon impacted the 
characterization of program performance as well.  As opposed to Figure 5-3, the updated 
internal enterprise model (EM) shown in Figure 5-6 contains all initial six programs 
within the enterprise sustainability zone.  However, it is important to note that, in this 
projection, the enterprise advantage zone overlaps the enterprise sustainability zone.   
Consequently, were Figure 5-6 to be the only perspective of performance used by the 
ARIES theoretical framework, the performance of all six initial programs would probably 
appear to be acceptable to executive management.  Nonetheless, the program and ‘project 
average’ performance of the hotel program is less than desirable to both the enterprise 
and its customer when characterized from an internal perspective (i.e., CV/RU versus 
RW/RU).  Indeed, the performance of the hotel program as well as the other six programs 
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Figure 5-6: CV/RU vs. RW/RU Program ARIES Enterprise Model (Alternate 
Definition) 
 
Although all three performance ratios of the hotel program (i.e., CV/RU, RW/RU 
and RW/CV) were significantly lower than those of other peer programs at BSW 
International, the standard deviation (SD) values were not – indicating that the execution 
was at least consistent.  Moreover, this consistency may also indicate systemically lower 
execution performance from a programmatic standpoint, a view endorsed by an executive 
manager at BSW (Daman 2002).  In his expert opinion, the decreased performance ratios 
of the hotel program might be explained by the size, complexity, and number of changes 
experienced by BSW employees involved with the execution of this particular program 
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(ibid.).  However, other trends were noticed through inspection of both Figure 5-6 and 
Table 5-4 as well. 
 
Table 5-4: Alternate Program Definition Results 
Program Result Ratio Ratio Ratio
CV/RU SD RW/RU SD RW/CV SD
A  Program 0.51 3.78 7.36
SH  'Project Average' 0.46 3.37 7.36
 Ratio Mean & Std. Dev. (SD) 0.48 0.03 3.08 2.49 7.02 8.57
B  Program 0.68 5.68 8.38
SH  'Project Average' 0.64 5.40 8.38
 Ratio Mean & Std. Dev. (SD) 0.66 0.02 4.09 4.56 5.97 5.32
C  Program 0.81 7.39 9.07
SH  'Project Average' 0.73 6.64 9.07
 Ratio Mean & Std. Dev. (SD) 0.73 0.06 4.39 8.87 5.57 7.84
D  Program 0.90 5.54 6.15
SH  'Project Average' 0.85 5.25 6.15
 Ratio Mean & Std. Dev. (SD) 0.72 0.04 4.28 4.26 6.11 6.31
E  Program 1.09 9.20 8.41
SH  'Project Average' 0.94 7.93 8.41
 Ratio Mean & Std. Dev. (SD) 0.42 0.05 3.25 3.18 4.81 5.59
1998  Program 1.01 4.39 4.33
DR  'Project Average' 0.92 4.01 4.33
 Ratio Mean & Std. Dev. (SD) 0.94 0.05 4.19 4.51 4.24 1.93
1998  Program 0.38 0.74 1.96
HOTEL  'Project Average' 0.34 0.67 1.96
 Ratio Mean & Std. Dev. (SD) 0.35 0.01 0.67 0.08 1.91 0.27  
 
Trends can be seen within the longitudinal, retrospective performance data for the 
five steakhouse programs (i.e., steakhouse programs ‘A’ through ‘E’).  With the 
exception of program ‘D’, all five programs trended in a positive direction through the 
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enterprise sustainability zone shown in Figure 5-6.  Consequently, the overall picture of 
BSW International’s program performance appears to be quite good when gauged from 
an internal enterprise standpoint.  It is exactly for this reason, however, why alternative 
customer perspectives were needed. 
Figure 5-7 illustrates the projection of project performance data from a customer’s 
perspective (i.e., RW/CV) with financial considerations for the project-based enterprise 
(i.e., CV/RU).  Due to the geometrical arrangement of the various sustainability 
performance zones, none of these zones overlap each other.  This perspective may also be 
seen through evaluation of Figures 5-11 and 5-12.  However, what is intriguing about the 
performance picture portrayed by Figure 5-7 is the high proportion of projects residing 
within the enterprise advantage zone.  In fact, this percentage of projects is potentially 
greater than would have been realistically expected if the internal perspectives shown in 
Figure 5-5 were the only ones used by the ARIES framework. 
The discoveries described in Figure 5-7 apply to Figure 5-8 as well.  Although the 
location of the hotel program remains unchanged within the non-competitive zone, the 
fact that the discount retail store program resided within the enterprise advantage zone 
was rather surprising to executives at BSW International (Daman 2002).  Plus, in contrast 
with Figure 5-6, the trend amongst the performance ratios of the steakhouse programs is 
different.  Although program ‘D’ remains a laggard, program ‘E’s’ position within the 
enterprise sustainability zone is no longer superior to that of program ‘C’s’ position, 
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Figure 5-7: RW/CV vs. CV/RU Project ARIES Enterprise Model (Alternate Definition) 
 
From a structural standpoint, no change in ratios are shown in Figure 5-8 for a 
difference in performance between the ‘project average’ and the individual programs 
with regards to the RW/CV dimension.  This is because both the revenue week (RW) and 
contract value (CV) quantities were held constant intentionally as one of the ARIES 
framework’s enterprise modeling constructs (EML).  As a result, the differences between 
the ‘project averages’ and the performance of their parent programs reflects only an 
improvement with respect to the CV/RU dimension.  For this reason, Figures 5-7 and 5-8 
portray the customer’s perspective with enterprise financial considerations as one 
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Figure 5-8: RW/CV vs. CV/RU Program ARIES Enterprise Model (Alternate 
Definition) 
 
The final project performance view can be seen in Figure 5-9, the customer 
perspective with enterprise schedule considerations.  As with Figure 5-5, the projection of 
project performance data occurs within separately overlapping enterprise and customer 
advantage zones.  From the three-dimensional perspective illustrated in Figures 5-11 and 
5-12, the projection shown in Figure 5-9 creates a view from the ‘side’ (i.e., from left to 
right).  However, what is noticeable about the project performance data shown in Figure 
5-9 is the high proportion of projects located within the non-competitive zone.  As 
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anticipated, many of these projects are constituents of the 1998 hotel program.  However, 
several projects of the discount retail store program (DR) are closer to the non-
competitive zone as compared with the projections shown in both Figures 5-7 and 5-5.  
Indeed, this trend can also be seen from the program-level enterprise model (EM) 
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Figure 5-9: RW/CV vs. RW/RU Project ARIES Enterprise Model (Alternate Definition) 
 
Most of the trends shown in Figure 5-8 can also be seen in Figure 5-10, the 
customer’s perspective of program performance results with enterprise schedule 
 
 242 
considerations.  By comparison, the steakhouse programs (SH) are improved with regard 
to the RW/RU dimension, while the discount retail store program (DR) is shown as being 
on the verge of becoming non-competitive.  In addition, the improvement shown in 
Figure 5-10 between the ‘project average’ and the program’s performance appears to be 
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Again, part of the explanation is that there is no change to the ratio of revenue 
weeks to contract value (RW/CV) for the same reasons identified previously.  Beyond 
program trends, what makes Figure 5-10 interesting is that it completes all three views of 
the three-dimensional space representing project and program performance in the ARIES 
framework.  Having three separate perspectives of enterprise sustainability performance 
is valuable.  Even better, these views represent the perspectives of both the project-based 
enterprise as well as its customer.  This addresses one of the problems identified in 
Chapter 1, the lack of goal congruence between customer goals and project-based 
organizational objectives. 
The final results presented in this subsection also address the project management 
dichotomy that embodies itself as the strain between the desire for project success at a 
tactical level, and the need for enterprise success at a strategic level.  Certainly, the final 
results obtained by this research address many of the problems facing project-based 
enterprises.  Indeed, these results are beneficial for assisting communications between the 
people who manage projects and those responsible for the performance of the enterprise 
and its long-term viability.  Consequently, the final results shown here demonstrate that 
project management is not necessarily a zero-sum game.  Through the use of program 
management work processes and a theoretical framework such as ARIES, project-based 
organizations have a number of methods at their disposal capable of improving 




5.2 Analysis of Framework Performance 
Up to this point, the focus of this research has centered on the development of a 
framework capable of assessing the operational performance of project-based enterprises.  
Through extensive literature review and detailed case studies using retrospective data, 
this research has evaluated the performance of projects and programs executed using 
program management work processes.  As a result, this section turns its attention towards 
the analysis of the performance of the ARIES theoretical framework itself.  This section 
does so by first evaluating whether or not the experimental data used in this research 
behaved as expected.  While the enterprise-specific models (EM) shown in the previous 
section portray a depiction of project and program performance, they do not provide any 
quantitative measures of improvement needed to assess the value of the ARIES 
framework.  As a result, this section covers measures of statistical distance and 
percentage improvement used to characterize the benefit of program management.  These 
measures of improvement serve to potentially answer the second research question posed 
in Chapter 1 regarding whether or not a method could be developed to compare the 
execution of projects and programs on an equal basis.  Note that additional discussion of 
the use of measures and ratios is addressed in Section 5.2.3. 
The ARIES framework itself qualitatively demonstrates that a program is not just 
a ‘big project’, but rather that it is a distinct entity possessing a number of advanced 
managerial practices and work processes that are capable of generating benefits in excess 
of those attainable from a group of individual projects.  While this view is supported by 
the literature covered in Chapter 2 and Appendix A, the constructs used in this study help 
quantify this view by creating measures of improvement between program and ‘project 
average’ performance as discussed in Section 5.2.1.  However, this section also examines 
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the contribution of projects toward the economic and logistic sustainability goals of 
project-based enterprises.  It does so by making reference to graphical regions designed 
to characterize project performance so that the first research question posed in Chapter 1 
(i.e., that a method could be developed to assess the contribution of an enterprise’s 
projects toward the economic and logistic aspects of its sustainability) can be answered 
qualitatively.  Finally, this section concludes with additional qualitative assessments 
necessary to establish the robustness of the ARIES theoretical framework.  As a result, 
the analysis of framework performance described here serves as the point of departure for 
specific techniques and constructs used to validate this research, thereby providing a 
platform from which its contribution can be established.   
5.2.1 Measures of Improvement 
For this research, the final results obtained in Figures 5-6, 5-8, and 5-10 were 
subsequently used to develop several measures of improvement.  In particular, this 
research employed measures of statistical distance to quantify the improvement of 
program performance beyond that represented by the ‘project average’.  However, as 
previously discussed, the results (i.e., both the program and ‘project average’ ratios) of 
this research were obtained from the execution of seven distinct programs.  
Consequently, the measures of improvement described herein are not as reliable as they 
potentially could be if project data executed using project management techniques had 
been collected.  Still, these measures in their current form are valid and can serve as a 
potential source of information capable of lending credibility towards the solutions to the 
questions posed by this research. 
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As a result, the Mahalanobis statistical distances were calculated using Equation 
3-3 for each of the seven programs shown in the three program enterprise model (EM) 
figures referenced in the opening sentence of this subsection.  These distances have been 
adjusted by the standard deviation (SD) of the individual data sets as detailed in Tables 5-
2 and 5-4 to create dimensionless measures capable of being compared on an equivalent 
basis. (Incontroltech 2002).  Consequently, the measures of statistical distance for the 
final research results are shown in Table 5-5. 
 
Table 5-5: Statistical Distance Measures 
Statistical Distance
CV/RU vs. RW/CV vs. RW/CV vs.
Program RW/RU CV/RU RW/RU
Steakhouse 'A' 0.460 0.395 0.234
Steakhouse 'B' 0.242 0.212 0.117
Steakhouse 'C' 0.343 0.269 0.212
Steakhouse 'D' 0.264 0.230 0.129
Steakhouse 'E' 0.967 0.681 0.687
Hotel ('C') 0.501 0.445 0.231
Discount Retail ('C') 0.437 0.405 0.164
 
 
Notably, the primary measures of statistical distance are listed in the second 
column of Table 5-5 (i.e., CV/RU vs. RW/RU).  This is because individual revenue 
weeks (RW) and contract value (CV) constructs were held constant for both program and 
‘project average’ calculations.  As a result, the measures of statistical distance form the 
proverbial ‘three legs of a triangle’, which exists in the same plane as the projection 
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represented in Figure 5-6 (i.e., CV/RU vs. RW/RU).  While these measures are capable 
of quantifying the performance improvement between the program and the ‘project 
average’ as discussed in this section, comparison must be carried out on a relative basis 
subject to the assumptions that all study data were obtained from projects executed using 
program management.  This is also partially because the measures of statistical distance 
are dimensionless.  Over time, however, specific project-based enterprises who 
implement the ARIES theoretical framework should become accustomed to measures of 
this type and, as such, should be able to make a determination of whether or not the 
performance improvement obtained through program execution is excellent, poor, or 
somewhere in between. 
 
Table 5-6: Program Management Performance Improvements 
Percentage Improvement (%)
CV/RU vs. RW/CV vs. RW/CV vs.
Program RW/RU CV/RU RW/RU
Steakhouse 'A' 12.1% 0.0% 2.2%
Steakhouse 'B' 4.9% 0.0% 1.5%
Steakhouse 'C' 10.4% 0.1% 3.8%
Steakhouse 'D' 5.9% 0.1% 2.5%
Steakhouse 'E' 15.5% 0.2% 7.6%
Hotel ('C') 10.5% 0.3% 1.2%
Discount Retail ('C') 9.5% 0.4% 4.5%
 
 
In order to provide a more tangible measure of performance improvement, a 
technique to measure improvement as a percentage was developed by this research in 
 
 248 
Chapter 3.  The resulting percentage improvement measures can be seen for each of the 
seven programs evaluated by this study in Table 5-6.  As explained in Chapter 3, these 
percentages were determined by comparing the Euclidian straight line distance from the 
origin (i.e., 0,0) of the final program enterprise models (EM) to the ‘project average’ data 
point and to the program performance data point as well.  Subsequently, a percentage was 
calculated as the relative difference between the lengths of these two vectors.  Due to this 
measurement technique, the mathematics are different from those used to determine the 
Mahalanobis statistical distance, although they can still be used to provide some ‘real 
world’ perspective regarding the merits of program management.  Taken together, the 
measures of statistical distance and the evaluation of performance percentage 
improvement provide empirical evidence of the benefits of a program management 
approach for project-based enterprises.  As a result, these measures of improvement 
provide justification that a method can be developed to compare the performance of 
enterprise projects and programs relative to each other.  
5.2.2 Project Contribution to Enterprise Sustainability 
The second aspect of the analysis of the ARIES framework’s performance 
concerns the degree to which it is able to help evaluate the contribution of project 
execution toward the enterprise sustainability of project-based organizations.  In 
particular, this research was focused on evaluating just the economic and logistic 
components of enterprise sustainability as defined by Enterprise Sustainability (2002).  
To improve economic sustainability, a project-based enterprise must understand the 
growth economics of its service markets and be able to manage that growth to appropriate 
financial (CV) leverage, operating (RW) leverage, and asset utilization (RU) objectives 
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(ibid.).  Effectively, this means that a framework such as ARIES has to be capable of 
merging project needs with enterprise business requirements.  To accomplish integration 
of this type, a different paradigm was needed governing the management of a portfolio of 
projects.  Indeed, such a paradigm is needed so that a project-based enterprise can 
cultivate its distinctive competencies and combine its resources in hard-to-duplicate ways 
in order to maintain adequate operational capacity (RU), speedy time-to-market (RW), 
and efficient supply chain use (ibid.).  In short, consistent end-to-end program 
management is prescribed both in the literature and this research toward the creation of a 
theoretical framework able to assess both the economic and logistic aspects of enterprise 
sustainability.   
The ARIES theoretical framework developed by this research has proven itself 
capable of evaluating the contribution of project execution toward long-term project-
based enterprise viability.  Its emphasis on the enterprise engineering methods (EEM) of 
revenue weeks (RW), resource utilization (RU), and contract value (CV) led to the 
establishment of enterprise modeling constructs (EML) to evaluate the economic and 
logistic aspects of enterprise sustainability.  Moreover, the ARIES framework 
incorporates specific enterprise benchmark ratios derived separately using enterprise 
baseline performance data of a particular project-based organization of interest to create 
graphical depictions (EET) of company-specific enterprise models (EM).  As a result, the 
ARIES framework establishes eight regions and four zones capable of characterizing the 
sustainability performance of a project-based organization.  Two of these zones (i.e., non-
competitive and enterprise sustainability zones) are shown in Figure 5-11. 
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The final results of this research indicated that forty-five out of the eighty-seven 
projects remaining in the experimental data set were located in the enterprise 
sustainability zone of an enterprise model (EM) customized to reflect the operations of 
BSW International.  In addition, Figure 5-11 illustrates the fact that ten projects in the 
experimental data set were located within the non-competitive zone.  Although the figure 
shows both zones as bounded on all sides, in reality, only the non-competitive zone is 
defined as such.  All other sustainability performance zones are open in at least two 
directions within the three-dimensional space shown in Figure 5-11.  In fact, the 
enterprise sustainability zone itself has no upper limits, but is presented as such in the 
figure to provide clarity regarding the zone’s location.  The remaining two sustainability 

























Figure 5-11: Enterprise Sustainability and Non-Competitive Zones 
 
The customer advantage zone and the enterprise advantage zone are shown as 
defined by this research’s BSW-specific enterprise benchmark ratios in Figure 5-12.  
Again, each of these two zones is bounded only in one dimension.  Consequently, these 
zones provide additional ways to classify the contribution of projects toward enterprise 
sustainability as assisting the enterprise or its customer from an unequal performance 
standpoint.  As can be seen in the figure, a higher proportion of BSW International 
projects were located within the enterprise advantage zone (i.e., twenty-nine projects) as 
compared to those residing in the customer advantage zone (i.e., three projects).  
Effectively, this characterization may yield good short-term performance accompanied by 































Figure 5-12: Enterprise Advantage and Customer Advantage Zones 
 
While the ARIES framework and its specific enterprise models (EM) shown in 
this chapter make no quantitative predictions regarding what will happen in the future, 
they do qualify the contribution of an enterprise’s projects relative to its economic and 
logistic sustainability goals.  In this way, the enterprise models (EM) and sustainability 
performance zones shown in Figures 5-11 and 5-12 do provide an answer to the first 
research question posed in Chapter 1.  Indeed, as described here, a method can be created 
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to assess the contribution of an enterprise’s projects towards its economic and logistic 
sustainability goals. 
5.2.3 Measures of Framework Robustness 
Just because specific procedures were used to measure distances, assess 
percentage improvement, and classify projects in sustainability performance zones does 
not mean that the methods and products developed by this research are robust.  Rather, 
the results produced by this research could be purely coincidental.  Thus, this research 
incorporated several qualitative measures of framework robustness to provide some 
assurance besides formal validation procedures that the constructs used in developing the 
ARIES framework produced realistic depictions of project and program performance.  To 
do so, measures of framework robustness were created to determine whether or not the 
BSW International projects residing within this research’s data set were classified within 
the bounds of the framework as could be realistically expected.  Primarily, these 
measures depended upon the analysis of subject-matter experts, such as program and 
enterprise managers, at BSW International. 
Measures of framework robustness were also required to justify the application of 
performance ratios to different, previously-executed projects and programs for 
comparison purposes.  For example, at BSW International, a CV/RU ratio of 1.0 (i.e., 
greater than its accepted value of 0.46) may mean a large profit on a big program, but a 
small profit on a little project.  In addition, the firm might prefer a larger program with a 
smaller CV/RU ratio over a tiny project with a high CV/RU value.  However, the ARIES 
framework was not intended to prioritize this decision, but rather, to just simply portray 
the performance of both the large program and the small project.  Consequently, 
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decisions of this type are left to the skill and expertise of the project-based organization 
implementing the ARIES framework. 
Still, the ratios themselves may assist in the prioritization of potential project and 
program work within an enterprise’s portfolio.  For instance, if a company such as BSW 
International were hypothetically approached to design and develop fifty ‘Sno-Cone’ 
stands, the amount of contract value (CV) and resource utilization (RU) would probably 
be both low relative to a request for fifty hypothetical ‘big box’ retail stores.  
Additionally, the revenue weeks (RW) of the ‘Sno-Cone’ program would potentially be 
appreciably higher, thereby impacting the RW/RU and RW/CV positively.  However, the 
‘Sno-Cone’ program’s hypothetical CV/RU ratio may be higher or lower than that of the 
‘big box’ retail store program.  As a result, managers at the firm analyzing these two 
prospective programs could be aided in their decision-making by the ARIES framework 
by altering the potential execution plan of each.  For example, the ‘Sno-Cone’ program 
could be significantly delayed, bringing the ARIES performance ratios into alignment 
with more ‘traditional’ work and simultaneously ‘freeing up’ employees to execute the 
‘big box’ retail store program.  Over time, these actions might even help a project-based 
organization determine the scale and nature of its work better.  Importantly, these same 
actions could also lead to enhanced enterprise sustainability.  Indeed, this is why 
measures of framework robustness were included in this research. 
In this regard, Tom Daman (2002), a Vice President with BSW International, 
assisted this research effort by commenting that the proportion of projects appearing 
within the enterprise sustainability zone seemed to be reasonable based on his experience.  
Further, he categorized the three different perspective views as being “highly accurate” 
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based on follow-up interviews he had conducted with internal managers and external 
clients regarding the performance of the specific projects and programs incorporated 
within this research.  Moreover, Tom Daman (2002) suggested that the history of the 
relationships with the three customers profiled in this research was “forecasted” based on 
the trends displayed in the various enterprise models (i.e., Figures 5-5 through 5-10).  In 
fact, as of spring 2002, the particular hotel program customer had not done any other 
business with BSW while the discount retail (DR) store program customer was “putting 
less work into BSW’s shop each year (ibid.).”  Additionally, trends concerning the 
steakhouse (SH) program customer were verified with respect to each of the three 
enterprise modeling perspectives, although some confounding factors were present 
(ibid.).  For example, in late 1998, the owners of the steakhouse restaurant chain sold the 
company to another firm.  Subsequently, the acquiring firm instituted new procedures and 
placed different managers in leadership roles, forcing a reevaluation of the development 
of new stores, thereby creating a “hiccup (ibid.)” in BSW International’s delivery of the 
1999/‘D’ steakhouse programs.  However, this anecdote does provide one measure of 
framework robustness in addition to the other trends noticed by Tom Daman. 
Beyond expert opinion, one other important measure of robustness was used by 
this research to evaluate the ARIES theoretical framework.  This measure builds upon the 
fact that this research’s design integrated two separate performance measurement 
platforms.  The first platform created enterprise benchmark ratios and a ‘power factor’ 
(PF) based on specific baseline performance measures for BSW International.  On the 
other hand, the second platform was developed using specific enterprise modeling 
constructs (EML) to categorize the performance of all eighty-seven projects portrayed in 
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the final results.  Consequently, the integration of these two platforms provided measures 
of framework robustness because the experimental data obtained from each align within 
the bounds of the ARIES framework as could be realistically expected.  Indeed, this 
conclusion was also verified qualitatively by Tom Daman (2002) as well as Gerry Sepe 
(2003) and Richard Lietzau (2003), the principals at ePM, LLC, a global project and 
program management consulting firm located in Austin, Texas.  Thus, the author has 
concluded that both the measures of improvement and the categorization of projects 
within sustainability performance zones constitute robust procedures as necessary 
components of a consistent theoretical framework. 
5.3 Validation of Research 
The validation of this research’s results ultimately helps verify that a contribution 
was made to the body of knowledge within the discipline of project management.  This 
validation was accomplished in a number of ways.  First, use of the GERAM framework 
helped to ensure that a seamless methodology was created for this research through the 
process of Enterprise Engineering.  This step was taken primarily because one of the 
intended fundamental contributions of this study was to create a theoretical framework 
applicable to project-based enterprises at a generic level, yet customizable for specific 
ones.  Consequently, two formal validation methods were the primary modes used to 
validate this research.  At a ‘global’ level, the traditional process of logical induction for 
scientific research was used, specifically examining issues related to construct, 
conclusion, and external validity.  This validation procedure was subsequently bolstered 
by the inclusion of the validation square methodology, which was specifically designed 
to validate engineering research concerning design methods such as the creation of a new 
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theoretical framework to enhance enterprise sustainability performance.  As a result, this 
section explores the specific ways in which both validation procedures were used in this 
study.  By establishing validity at both ‘global’ and ‘local’ levels, greater confidence was 
gained concerning claims of contribution to the existing body of knowledge through the 
development of this research.  
5.3.1 Traditional Validation 
As in any framework, the results are more powerful if they are able to show an 
ability to discern between two groups that are very similar (Trochim 2004).  Indeed, any 
time a concept or construct is translated into a functioning and operating reality, such as 
the ARIES framework, provisions need to be made regarding how well the translation 
was accomplished (ibid.).  This issue is as relevant to constructs or frameworks as it is to 
the measures incorporated within them.  Consequently, at a ‘global’ level, this research 
sought to validate its primary product (i.e., the ARIES framework) through the traditional 
process of logical induction for scientific research.  Specifically, the methods and 
procedures to create enterprise-specific models (EM) were evaluated with regard to their 
construct, conclusion, and external validity.  Thus, this section details the particular ways 
in which this research was validated from these three standpoints. 
Construct validity was established for this research and the ARIES framework by 
demonstrating that a difference exists between the performance of projects and programs 
when managed as such.  To do this, this research’s methodology included a 
‘benchmarking’ of acceptable enterprise baseline performance to develop a series of three 
performance ratios capable of comparing different projects and their respective programs 
on an equivalent basis.  Subsequently, alternate procedures were used to derive ‘project 
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average’ values capable of partially portraying the performance of the portfolio of 
projects in the absence of program management techniques and work processes.  As a 
result, the performance of the seven BSW International program case studies was able to 
be compared to their respective ‘project averages’ in such a way that two different 
measures of improvement characterized the ameliorated performance of the program as a 
necessary component of the ARIES framework.  Indeed, the methods employed by this 
research in its creation of the ARIES theoretical framework did capture the underlying 
characteristics of program management organizations.  Besides the quantitative measures 
already discussed, qualitative assessments were also made by BSW International 
executives testifying in the affirmative that the ARIES framework accurately represents 
its construct (Daman 2002), thereby helping to establish its validity as used in this 
research. 
Conclusion validity was established primarily through qualitative assessment 
conducted by a senior BSW employee, as well as by the previously-mentioned Principals 
of ePM, LLC.  In this regard, every effort was made to establish that the conclusions 
reached in this research were reasonable.  From the perspective of a BSW executive 
manager, the location of various projects in the sustainability performance zones made 
sense (ibid.).  Indeed, the history of customer relationships concerning the seven 
programs of interest provided an additional level of assurance that the ARIES framework 
was correct in its assessments.  In addition, the performance trends of the five steakhouse 
programs did not go unnoticed by Tom Daman.  Due to his personal involvement in these 
programs, he was able to attest to the fact that the conclusions reached in the various 
enterprise models (EM) were entirely representative of the performance history of these 
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five programs.  Finally, when blindly asked the approximate percentage of performance 
improvement resulting from the use of program management, Tom Daman initially 
guessed an improvement of between ten and fifteen percent (ibid.).  To qualify his 
prediction, he stated that “I know it isn’t as high as twenty-five percent, but it is probably 
much better than two or three percent (ibid.).”  However, as useful as Tom Daman’s 
assessments were, it was determined that an alternate source of qualitative assessment 
was needed. 
ePM’s Principals, Gerry Sepe and Richard Lietzau were asked in February, 2003 
to review the final results of this research and to analyze the performance of the ARIES 
theoretical framework.  As previous project executives of IBM (i.e., Sepe) and Air 
Products and Chemicals (i.e., Lietzau), their initial reaction was that the sustainability 
performance zones made “complete sense (Sepe 2003; Lietzau 2003).”  Further, these 
two individuals stated that the fact that just over half of the projects portrayed in the final 
enterprise models (EM) were located in the enterprise sustainability zone also made 
sense.  In their opinion, most project-based organizations are a mix of good and bad 
projects, with the better companies having a slightly higher proportion of good projects 
(ibid.).  Moreover, Gerry Sepe and Richard Lietzau agreed that the improvement 
achieved by using program management principles of ten to fifteen percent was logical, 
although possibly higher than their experience had been.  Still, both admitted that these 
percentages were potentially achievable for project-based enterprises operating as 
program management organizations (ibid.). 
Next, external validity was demonstrated by this research due to the fact that any 
project-based organization can use the methods and procedures of the ARIES theoretical 
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framework even if they do not specifically execute programs.  Indeed, measures such as 
total resources (TR), revenue weeks (RW), and contract value (CV) are common to 
virtually all project-based enterprises.  Moreover, most of these firms maintain some 
form of enterprise baseline measures concerning acceptable performance such as BSW 
had with its metric relating revenues with resources (i.e., measure similar to CV/RU).  By 
virtue of common accounting practices, many project-based companies also maintain 
retrospective project and program performance data that can be used within the ARIES 
framework to create enterprise-specific models (EM).  In this way, proximal similarity 
was established between the prospective users of the ARIES framework and the specific 
results obtained by this research effort. 
Effectively, this means that the results and outcomes of this research are 
generalizable to other project-based organizations.  In this respect, the ARIES framework 
purposely created no organizational, work process, or technology constraints preventing 
its use amongst other project-based companies.  For example, this research’s products are 
able to compare the ‘production line’ for contract documents (C/D’s) at BSW 
International as ‘proximally similar’ to the moving ‘production line’ at Boeing 
Commercial Aircraft (BCA) as discussed in Appendix C.  In fact, a ‘gradient of 
similarity’ exists between these two project-based enterprises when generic components 
of the ARIES framework (i.e., all components except enterprise-specific models (EM)) 
are considered.  Therefore, the components and procedures developed by this research are 
both generalizable and capable of replication amongst numerous types of project-based 
organizations and in many industries, thereby partially validating this research.  
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5.3.2 Validation Square 
At a ‘local’ level the validation square provides a measure of a framework’s 
usefulness by using a set of carefully chosen example problems capable of supporting a 
claim of generality (Pedersen et al. 2000).  However, in order to claim generality, each of 
the seven program case studies evaluated by this research had to support the usefulness of 
the ARIES framework in its entirety.  Effectively, this meant that the four components of 
the validation square illustrated in Figure 5-13 needed to be evaluated in the context of 
whether or not the experimental program data supported the research hypothesis stated in 
Chapter 1.  As a result, this subsection details the procedures and methods used to 
establish each form of validity incorporated within the validation square shown in Figure 
5-13. 
In order to establish theoretical structural validity (TSV), the individual constructs 
of the ARIES framework and the way in which they are put together must demonstrate 
internal consistency in order to be accepted (ibid.).  Consequently, this form of validity 























Figure 5-13: Validation Square (After Pedersen et al. 2000) 
 
First, the literature and ontological theories outlined in Chapter 2 and Appendix A 
support the individual constructs underpinning the ARIES theoretical framework.  This 
claim is made primarily because the ARIES framework itself is premised upon tried and 
tested procedures, methods, and techniques common to project and program management 
practice.  Plus, the fundamental information required to build enterprise-specific models 
(EM) using the ARIES framework are common to virtually all project-based 
organizations.  Second, theoretical structural validity (TSV) demonstrates internal 
consistency by means of diagramming the flow of information within the theoretical 
framework as illustrated in Figure 4-3.  Besides this representation, the issue of internal 
consistency was purposely addressed by using the GERAM reference architecture as the 
foundation of the ARIES framework itself.  This ensured that all components of the 
framework related to each other in such a way that the depiction of performance for 
virtually any project-based enterprise would be assured. 
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To establish empirical structural validity (ESV), this research had to demonstrate 
the appropriateness of the seven program case studies that were used to verify the 
performance of the ARIES theoretical framework (ibid.).  To do so, this research’s design 
explicitly incorporated program case studies from three different ‘verticals’ and from five 
different years.  Additionally, cross-sectional and longitudinal designs were also used to 
verify trends between the program case studies and to examine the aggregation of 
programs within a specific year, respectively.  As a result, these research designs had the 
intended effect.  Comparisons between ‘project average’ and program performance were 
able to be made on an equivalent basis that was independent of scope, delivery system, 
and contract type, yet were conducted under particular assumptions described in Sections 
5.3.4 and 5.2.1.  Importantly, the seven program case studies consisted of retrospective 
data collected from the execution of real projects and programs that were designed and 
developed during the years 1996 through 2001.  While these programs are certainly 
representative of BSW International’s past work, they are proximally similar to current 
work executed by the firm as well as peer project-based enterprises.  Taken together, this 
research’s use of conservative design techniques and retrospective data were able to 
verify the performance of the methods and processes used to create the ARIES 
framework.  Therefore, empirical structural validity (ESV) was established for this 
research. 
To establish empirical performance validity (EPV), this research had to 
demonstrate that the final results obtained from applying the ARIES framework were 
useful with respect to its initial purpose and for chosen example problems (ibid.).  
Validation of this form required that the results of the seven case study programs be 
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shown as linked to the use of the new framework.  To accomplish these goals, the hotel 
program was actually included as a late addition to the data set.  For this reason, and 
because no grand opening dates were found for its projects, it was not included in the 
initial results of this research.  As such, the hotel program can be viewed as an example 
problem used to test the usefulness of the ARIES framework.  In fact, before the hotel 
program was added to this research effort, Tom Daman (2001d) stated that “some people 
(at BSW) think it was successful, but I don’t think so.”  Consequently, he hypothesized in 
late 2001 that the hotel program would “fare poorly (ibid.)” in the resulting comparisons 
amongst the other six program case studies.  However, other procedures were used to 
establish empirical performance validity (EPV) for this research. 
Until now, each of the three constructs incorporated in this study (i.e., TR, RW, 
and CV) have been viewed as independent from each other.  For example, project-based 
enterprise financial goals have been stated without regard to the impact they potentially 
place on the resources or available timeline within the firm.  Moreover, schedules have 
often been agreed to in the absence of any form of analysis concerning what impact such 
an agreement would have on resource utilization (RU) or cash flow (CV).  However, 
armed with the ARIES framework, enterprise benchmarks can be established for specific 
project-based organizations so that realistic assessments can be made regarding potential 
commitments.  This form of assessment is shown graphically in Figure 5-14, wherein a 
two-step process is illustrated to determine the amount of revenue weeks (RW) available 
to a customer through project or program execution when only the resource profiles (RU) 













Figure 5-14: Revenue Weeks (RW) Determination Using ARIES Enterprise Model 
 
Figure 5-14 demonstrates the usefulness of the ARIES framework beyond these 
seven program case studies evaluated by this research.  In fact, if a project-based 
enterprise knows two out of the three fundamental components of the ARIES framework 
(i.e., RU, RW, and CV), potential future work can be placed within one of the 
sustainability performance zones in order to generate a range of possible answers 
regarding what the value of the third component should be.  For the program of interest 
shown in Figure 5-14, knowing the resources available to execute this program within a 
particular firm along with the potential contract value (CV) of the program provides a 
perspective of the revenue weeks (RW) capable of being generated by the enterprise for 
this particular program.  However, an ‘answer’ in this form may take on a wide range of 
RW/CV ratio values as well.  Further, because this research demonstrated that the 
advantage of program management could be assessed via the use of two measures of 
performance improvement, a claim can be made regarding the ARIES framework’s 
usefulness in addressing the initial problems posed by this research in Chapter 1.  As a 
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result, the various constructs and procedures described here are considered to constitute 
the achievement of empirical performance validity (EPV) for this study. 
Finally, the establishment of theoretical performance validity (TPV) for this 
research required that its usefulness be demonstrated beyond the seven program case 
studies alone.  This is primarily accomplished by claiming generality based on the 
validation achieved by the other three components.  Consequently, the decision to include 
seven programmatic case studies within this research, using both longitudinal and cross-
sectional designs, provides the necessary reasoning to claim generality and validate the 
ARIES theoretical framework.  However, other project and program management 
experts, such as Tom Daman (2002), and ePM’s principals, Gerry Sepe (2003) and 
Richard Lietzau (2003) accepted the usefulness of the ARIES theoretical framework 
beyond the case studies presented, based on their experiences.  Indeed, Tom Daman 
(2002) saw applicability of the ARIES framework in other commercial building design 
and development programs both at BSW International and at other types of project-based 
enterprises.  For their parts, Gerry Sepe (2003) and Richard Lietzau (2003) thought that 
the ARIES framework had potential applicability in other types of ‘stand-alone’ projects 
such as offshore production facilities, pipelines, and certain kinds of increasingly-
complex ‘mega projects’.  For these qualitative reasons, and for the quantitative ones 
mentioned previously, theoretical performance validity (TPV) was established for this 
research.   
5.4 Summary – A Process for Applying the ARIES Framework 
This chapter presented the results of this research as potential solutions to the two 
research questions posed in Chapter 1.  It highlighted the ARIES theoretical framework 
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as a vehicle to create specific enterprise models (EM) capable of comparing project and 
program performance from the perspective of the project-based organization and its 
customer.  It described two measures of improvement used to quantify the amelioration 
of program management execution as balanced against the anticipated performance of a 
portfolio of projects managed in isolation from each other.  These measures provided 
credence to the empirical evidence presented as ontological theories in Chapter 2 and 
Appendix A regarding the overwhelming benefits of program management techniques 
and approaches.  Furthermore, this chapter demonstrated that projects could be prioritized 
according to their contribution to the economic and logistic sustainability of a project-
based organization.  In this regard, 87 projects from this research’s data set were 
positioned within four sustainability performance zones.  Forty-five of them were 
classified as projects, which positively contributed to both the long-term viability of the 
enterprise and the success of the enterprise’s customer.  Consequently, this chapter 
addressed both research questions. 
The path to finding solutions for this research’s questions was both winding and 
difficult to traverse.  Numerous new constructs such as the planning horizon were 
adapted for use within the ARIES framework so that improved constructs such as 
performance ratios could be made for evaluation of this study’s experimental data set.  
Planned analysis procedures such as the assessment of project phases and a ‘virtual 
enterprise’ were abandoned after an extensive amount of investigation was completed 
due to inconclusive results.  For results that remained, two formal validation methods 
were incorporated within this study to ensure that the results of this research could be 
generalized to other project-based enterprises in different situations, places, and times.  In 
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particular, one method of validation (i.e., traditional validation) was focused on ‘global’ 
concerns regarding research constructs while another method (i.e. the validation square) 
examined ‘local’ issues needed to verify the framework’s ability to address the research 
questions.  As a result of these validation efforts, comprehensive results were achieved by 
this research capable of providing a contribution to the body of knowledge regarding the 






“EVERY CITIZEN WILL MAKE HIS PARTICULAR CONTRIBUTION TO THE ACTIVITIES OF 
THE COMMUNITY ACCORDING TO HIS CAPACITY, HIS TALENT AND HIS AGE” – 
MORELLY 
Chapter 6 Research Contribution 
This dissertation began by asking: what future awaits architecture, engineering, 
and construction (A/E/C) companies that find themselves unable to keep up with the 
competition?  What options exist for these companies and, particularly, for the ones that 
already depend upon project management as the basis for their operations?  How can 
these companies sustain themselves over the long-term?  Finding answers to these 
questions was not simple.  In fact, the creation of potential answers for these questions 
was a lengthy process that began with an implicit understanding of the problems faced by 
project-based A/E/C organizations that detract from their ability to remain viable 
concerns.  Still, these problems are sometimes more basic than one might otherwise 
assume.  Indeed, within project-based A/E/C firms, production processes typically focus 
on technological outputs at the project level, whereas company-level processes mainly 
support the administrative aspects of projects (Soares and Anderson 1997).  Effectively, 
this means that little to no focus exists within an A/E/C enterprise regarding how projects 
interact with each other.  Also, many project-based enterprises of this type place 
insufficient emphasis on the strategic management of the company.  Consequently, this 
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research effort was chartered with the primary objective of improving the enterprise 
sustainability of project-based organizations in the A/E/C industry. 
The literature has suggested numerous methods and systems purported to improve 
the long-term viability of project-based firms.  In this regard, the discipline of program 
management has been proposed as a necessary ‘bridge’ between the strategic 
management needs of an A/E/C enterprise and the tactical demands of its operations.  
However, the techniques and approaches of program management are neither well 
understood nor documented as discussed in Chapter 2 (i.e., programs are managed as if 
they were large projects using inappropriate project management methods as outlined in 
Appendix F).  Additionally, program management typically requires the modification of 
some projects, the addition of others, and the cancellation of many altogether.  Plus, just 
as a dichotomy exists in project management between company-level processes and 
project-level processes, so too does it exist concerning the development of company 
managers.  Employees trained as technically competent professionals are often ill 
prepared to assume executive roles.  Therefore, a new theory advocating the goal 
congruent operations of a project-based enterprise may help to avoid the ‘navigational 
neurosis’ (Pollock 1993) confronting project-based A/E/C firms. 
This research created the ARIES theoretical framework to alleviate some of the 
problems confronting project-based A/E/C enterprises in an effort to assist their quest for 
success today, for tomorrow, and for the many years ahead.  It did so by first developing 
a hypothesis that existing ontological theories of project-based enterprise operations 
could be assimilated into a new and robust method capable of: (1) quantifying the 
performance improvement of programs beyond that obtained by their constituent 
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projects; and (2) qualifying the impact these projects have upon the sustainability of the 
enterprise itself.  Through the use of retrospective case studies, this research confirmed 
that this hypothesis was partially correct by creating enterprise-specific models (EM) that 
addressed the questions posed by this research.  This signaled that contributions were 
made by this research to the body of knowledge in project management.  Consequently, 
this chapter describes these contributions – characterizing them according to the dual 
criteria for fundamental research established by the National Science Foundation 
concerning intellectual merit and broader impact (NSF 2003). 
6.1 Intellectual Merit 
This research demonstrated that project management does not necessarily have to 
be a ‘zero-sum’ game within the confines of a project-based A/E/C enterprise.  The 
traditional notion that if one project within a particular firm ‘succeeds’ another must have 
to ‘lose’ no longer applies.  Indeed, these realizations came about as a result of the 
ARIES framework’s ability to assist in the creation of distinction between the 
performance of individual projects, a synthesized ‘project average’, and programs 
through the use of improvement measures and the characterization of enterprise 
sustainability performance.  Consequently, this research and its product (i.e., the ARIES 
conceptual framework) are useful at ‘face value’ for project-based organizations 
operating in a ‘flow shop’ environment.  By virtue of the framework’s open design, it 
creates the possibility that the benefits resulting from the execution of a portfolio of 
projects are potentially greater than the sum of benefits achieved by each individual 
project in that portfolio.  Furthermore, because the GERAM reference architecture 
provided a developmental template consisting of both generic and specific components, 
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the ARIES theoretical framework was designed to characterize the operations of other 
kinds of project-based enterprises (i.e., in non-A/E/C industries) as well as establish 
performance models (EM) for specific enterprises.  As a result, this research displays 
intellectual merit, not only because it shows that significant performance improvements 
are available through the implementation of program management techniques and 
approaches, but also because it is one of few studies ever completed in the realm of 
project management capable of being customized to the operations of specific companies.   
This research also displayed intellectual merit through its creation and 
establishment of new knowledge.  Through specific application of the ARIES framework 
to seven case study programs executed by BSW International of Tulsa, Oklahoma, this 
research developed a new way to compare projects and programs on an equivalent basis 
by using performance ratios.  As previously discussed, the comparison between a 
program’s performance and that of its combined constituent projects was synthesized 
using the ‘project average’ construct.  The assumption that the ‘project average’ could be 
used in place of individually executed projects was necessary since each project in this 
study’s data set was performed as part of a program.  However, comparisons between 
various projects and amongst the programs themselves were still possible.  Still, this 
research created an alternative approach to the current practice of using statistics and 
structured parametric databases (e.g., Construction Industry Institute’s (CII) 
Benchmarking and Metrics Database and Independent Project Analysis’s (IPA) Front-
End Loading (FEL) index) to compare the performance of A/E/C industry projects.  In 
fact, the approach developed by this research even proposed new methods to measure 
performance improvement that could potentially be used to assess the value of projects 
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and programs executed within a particular enterprise as illustrated in Chapter 5.  
Moreover, this study created new knowledge through its development of four 
sustainability performance zones as addressed in this same chapter.  These zones can help 
a project-based A/E/C organization evaluate the contribution of individual projects 
toward their economic and logistic sustainability goals.  In particular, the creation of the 
enterprise sustainability zone affords project-based organizations in A/E/C new ways to 
gauge the impact of their current and potential future work with respect to the long-term 
sustainability of their firm.  Finally, this research established new knowledge in the 
discipline of project management by qualitatively demonstrating that a program is not a 
euphemism for a ‘big project’, but instead evolves a set of managerial approaches and 
techniques distinct from those of project management (program management methods are 
covered in both Chapter 2 and Appendix A).  As a result, this research provided a 
contribution to the project management body of knowledge (PMBOK) through its 
creation of a new theoretical framework and associated managerial approaches to assist 
management in achieving performance improvements.  From these viewpoints, this 
research does possess intellectual merit. 
6.2 Broader Impact 
For project-based enterprises, a separation exists between decisions to incur costs 
and the decisions of customers that generate revenues (Cooper and Kaplan, 1999).  
Unfortunately, this separation often results in a situation where the cumulative 
profitability of a project-based firm looks similar to the ‘whale curve’ illustrated in 
Figure 1-5.  Effectively, this curve indicates that typically three times as many profits 
could have been attained through the execution of two-thirds fewer projects than were 
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actually executed.  Consequently, a new theoretical framework was needed to remedy 
this all-too-common situation by potentially establishing stronger links between corporate 
strategy and project operations concerning project prioritization and portfolio selection.  
Since this was the prospective design intent of the ARIES theoretical framework in the 
context of this research effort, such a linkage is anticipated, thereby providing broad 
impact to the society of project-based enterprises in the A/E/C industry.  As a result, 
organizations of this type have a basis from which they can evaluate whether or not they 
are doing the right project instead of merely knowing whether they are doing the project 
right or not. 
From another perspective, this research potentially impacts other project-based 
enterprises operating in different industries, yet within a ‘gradient of similarity’ of the 
specific organization considered by this study.  Due to the fact that the ARIES framework 
was built upon components of an open-systems reference architecture, its constructs are 
transferable at both generic and specific levels to other ‘proximally similar’ 
organizations.   Primarily, this refers to project-based enterprises operating, or intending 
to operate, within a ‘flow shop’ environment.  Under such a scenario, the traditional 
boundaries categorizing project-based enterprises according to industry type or volume of 
service could potentially be removed.  As such, the elimination of these constraints may 
provide for the transfer of technologies and organizational learning amongst industries at 
general levels while retaining the specific attributes that provide competitive advantage to 
each industry and firm. 
From an internal perspective, the ARIES theoretical framework provides broad 
impact concerning employee development and business process reengineering efforts.  
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Through its use of retrospective data, the ARIES framework is able to provide some 
perspective regarding the anticipated benefits of planned changes stemming from 
enterprise engineering efforts.  Moreover, the framework provides opportunities for mid-
level managers to gain an appreciation of why particular project and program decisions 
were made at other levels.  Beyond improved communications, perspectives of this type 
promote organizational development by fostering sensitivity to enterprise issues amongst 
employees.  In contrast, from an external perspective, the ARIES theoretical framework 
promotes goal-congruent decision-making regarding the execution of existing and 
potential future work.  It does so by incorporating three views of project and program 
performance.  One of these views is related to the internal utilization of enterprise assets 
while the other two views are focused on customer perspectives of project and program 
performance from an enterprise’s financial or schedule-driven viewpoints.  As a result, 
the ARIES framework assists efforts advocating goal congruency amongst a project-
based enterprise’s sustainability objectives and the project-oriented objectives of its 
customers. 
The achievement of improved project performance for both a project-based 
organization and its customer is a sustainable strategy.  Indeed, such a proverbial ‘win-
win’ situation is something that many project-based enterprises strive for, yet few attain.  
However, the ARIES theoretical framework itself may improve the possibility of these 
situations occurring, thereby enhancing the economic and logistic aspects of enterprise 
sustainability for the particular enterprise of concern.  Still, because the greatest impact of 
this research occurs when large numbers of project-based enterprises implement the 
products of this research, only then will noticeable improvements be made within 
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particular industry sectors and amongst different project types.  While such 
improvements are certainly desired, they may not be realistic.  Nonetheless, it is the 
author’s intent to conduct further research based on the results of this study, broadly 
disseminating both. 
6.2.1 Prospective Use of ARIES Framework 
Past performance is an excellent predictor of future performance.  Indeed, 
managers of enterprises of all types want their systems to be prospective; to provide 
information about future operations, not just report on the success or failure of what 
happened in the past (Cooper and Kaplan, 1999).  Consequently, this research effort 
crafted the ARIES theoretical framework cognizant of potential prospective uses amongst 
various project-based enterprises.  This subsection details some of these potential uses 
and their expected ability to produce ever-increasing levels of project and program 
performance.   
Of the many ways that the ARIES framework could potentially be used, its ability 
to assess prospective new work for a project-based enterprise stands out as one of its 
better uses.  Especially for project-based A/E/C firms, the ability to anticipate the 
execution of future projects and programs represents a critical need.  Indeed, Reiss (1996) 
has stated that an enterprise’s ability to handle the ‘phantom’ project is one of its greatest 
challenges.  However, specific enterprise models (EM) developed using the ARIES 
framework are capable of creating various projections of enterprise performance given 
several scenarios regarding portfolios of projects that may or may not be executed over 
time.  In particular, project-based organizations can use their specific enterprise models 
(EM) to position the project and program work of potential new customers within one of 
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the four sustainability performance zones.  For example, a new client’s program may be 
initially placed within the customer advantage zone to produce ‘goodwill’ between the 
two firms.  Over time, as the relationship between the project-based organization and its 
customer matures, their joint projects and programs can be moved toward the enterprise 
sustainability zone, thereby potentially providing a steady stream of work for the project-
based enterprise of interest. 
Particular positions of project and program performance within specific enterprise 
models (EM) can also be used for estimating purposes.  As illustrated in Figure 5-14, 
knowing two out of three ARIES constructs (i.e., one performance ratio) yields a range of 
values for the remaining two performance ratios.  For instance, knowing the resources 
available for new projects and programs along with the contract value (CV) made 
available by the customer for their execution provides a suggested value of revenue 
weeks (RW) (i.e., as either a RW/RU or RW/CV ratio) available for the customer’s 
benefit through the use of ARIES enterprise-specific models (EM).  Such models can also 
be used in reverse if the customer knows how many revenue weeks (RW) it desires.  
Given this reverse scenario, a project-based organization can compute how many 
resources are available for project and program execution and, using enterprise-specific 
models (EM), can arrive at a suggested contract value (CV) for execution of the work.  
Lastly, the ARIES framework can also be used by specific enterprises regarding their 
growth and development of additional competencies.  Certainly, the addition of resources 
and/or technologies changes the complexion of project-based enterprise performance.  
However, given a comprehensive illustration of past performance, the impact of changes 
should be able to be assessed relative to forecasted performance levels. 
 
 278 
From a wider perspective, the ARIES framework can potentially be used to 
develop new operational paradigms for project-based organizations.  In fact, four such 
paradigms are discussed here.  The first concerns the reorganization of project-based 
firms to incorporate more elements of traditional ‘flow shop’ operations.  For instance, 
large engineering, procurement, and construction (E/P/C) contractors could establish 
specific design groups to standardize (i.e., small, medium, and large) common items in an 
industrial facility (e.g., such as boilers, control systems, substations, compressors, etc.) 
and use a standard ‘grid’ for plot plan development.  Effectively, this would permit the 
programmatic execution of ‘one-off’ projects, thereby improving project performance for 
both the enterprise and its customer.  However, reorganization of this type involves major 
structural changes to transform the existing enterprise into a program management 
organization.  If expectations concerning the reorganization are not fulfilled, or are 
exceeded at the expense of some other aspect, the ARIES theoretical framework can still 
accommodate operational redesign through the enterprise engineering process.  
Specifically, the framework would allow project-based enterprises to understand the 
impact of reorganization on the utilization of their resources (RU) and assets.   
The second new operational paradigm engendered by the ARIES framework 
could potentially be the elimination of the ‘project mentality’ pervading many project-
based firms.  To move towards a ‘flow shop’ environment, project-based companies 
could use the ARIES framework to organize around program management approaches 
and techniques in order to develop all-encompassing work processes such as forward-
buying procurement contracts for standard items, or design systems similar to those 
recently implemented at Boeing Commercial Aircraft, as illustrated in Appendix C.  
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Indeed, the elimination of the ‘project mentality’ could be fostered through the use of 
ARIES models.  This is due to the fact that the impact of proposed work processes can be 
assessed in terms of both revenue weeks (RW) and contract value (CV).   
The third potential new operational paradigm concerns the development of new 
contract types and internal performance incentives.  Regarding contracts, project-based 
enterprises could begin to contract on the basis of benefit delivery within an incentive 
system guided by the ARIES theoretical framework and governed by return on 
investment (ROI), net present value (NPV), or other customer-based measures.  Beyond 
equity investments, contracts of this form would potentially assure customers that the 
project-based organization has their ‘best interests’ as a first priority.  Additionally, 
contracts based on the delivery of benefits could be monitored and controlled by using 
enterprise-specific models (EM).  This form of analysis could also be used internally to 
establish performance incentives for various employees, projects or programs within the 
enterprise.  In fact, based on the author’s experiences, some of the biggest barriers 
present in project-based A/E/C enterprises are the unequal distribution of rewards (i.e., 
bonuses, raises, etc.) based on subjective internal measures.  Due to the fact that the 
ARIES framework and its constituent enterprise models (EM) are able to compare 
different projects and programs relative to each other (i.e., projects compared to other 
projects and programs compared to other programs), the establishment of internal 
performance incentives could be relatively simple to administer.  Indeed, even BSW 
International has experienced problems with the handling of these incentives (Keeter 
2001b).  In fact, with regard to this research’s data set, the employees responsible for the 
execution of the steakhouse programs were often vying for positions working on 
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programs being executed for the discount retail store chain, mostly because the internal 
incentives at BSW were based on the contract values (CV) generated by each customer 
(ibid.).  Consequently, a better way to distribute performance incentives could be to use 
measures of improvement developed by this research. 
The last type of new operational paradigm considered here concerns itself with 
the marketing of a project-based enterprise itself.  Due to the fact that the customer 
profitability analysis generated by the ARIES theoretical framework could be used 
prospectively, enterprise managers could assess how much they would be willing to 
spend acquiring new customers.  Indeed, this could be done before launching major 
marketing campaigns based on the volume of business expected to be done with newly 
acquired customers (Cooper and Kaplan 1999).  Plus, the ongoing costs (i.e., in terms of 
resource utilization (RU) and time (RW)) of serving new customers could be evaluated 
by prospective enterprise-specific models (EM).  In this way, the ARIES framework 
could be seen as an integrating mechanism toward the establishment of many new 
operational paradigms, depending on the desires of the project-based organization of 
concern. 
6.2.2 Retrospective Use of ARIES Framework 
The ARIES theoretical framework can also be used retrospectively.  In this 
regard, one of the framework’s primary uses could be to maintain the knowledge, 
experience, data, and information (KEDI) of project-based enterprises.  For a particular 
project-based firm, ARIES framework KEDI could be retrospectively used to tie ‘close 
out’ documentation to various perspectives of project and program performance 
illustrated by enterprise-specific models (EM).  In addition, KEDI derived from the 
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ARIES framework could be used for new employee training and for continuing education 
for potential program managers using the ‘lessons learned’ from prior projects and 
programs.  However, a customer’s project management group can also use the ARIES 
framework retrospectively to assess the relative positioning of its projects and programs.  
The KEDI possessed by a customer via the ARIES framework can potentially be used to 
make improved decisions regarding the selection of a project-based enterprise for 
upcoming projects and programs.  While there are still other retrospective uses of the 
ARIES framework beyond those described here, the methods and procedures employed 
in its design permit numerous extensions of this study to be made. 
6.3 Future Extensions 
Further research has the potential to create a stronger link between strategic 
management and project execution.  One way to accomplish this goal may be to use the 
ARIES theoretical framework to establish a new hypothesis linking business strategy 
with the management of projects.  This way, the framework created through this research 
could be used to further demonstrate the scale of performance improvement possible 
through the strategic and holistic management of enterprise operations. 
As an intermediate step towards these goals, the framework created by this 
research specifically built upon several ontological theories found in the literature and 
contemporary project and program management practice.  As a result, the ARIES 
framework is robust enough to assist in the evaluation of a variety of scenarios.  For 
example, information about the roles of enterprise resources and procedures through 
which these roles can be harmonized creates one form of reusable enterprise asset.  
Indeed, the degree to which such information can be formalized within a theoretical 
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framework directly influences the ways in which this information can be used.  So, even 
in unique situations where the extended traditional evaluation of project management 
performance proves impractical, the retention and reuse of enterprise information can be 
encouraged.  Typically, this can be accomplished by deploying suitable work processes 
and enterprise organizational structures as well as methods (EEM) and tools (EET) that 
promote long-term enterprise sustainability as was done in this study.  Consequently, the 
ability to retain and reuse performance information can be of vital importance to the 
competitive position of a project-based enterprise, enabling it to:  
• Respond in an agile and rapid way to new market opportunities or changes in 
environmental and competitive conditions; 
• Reengineer its business and work processes; 
• Improve its management and utilization of resources (RU) as new projects and 
programs are launched; and 
• Improve its resilience to the loss of core resources and the enterprise 
knowledge contained therein. 
Thus, this section presents the potential future extensions of this research and that 
of its primary product, the ARIES theoretical framework.  It does so by beginning with 
‘state of the art’ project, program, and enterprise management techniques and approaches 
from which forecasts of future developments as both commercial applications and 
additional streams of related research can be made.   
It is anticipated that potential solutions to new problems facing project-based 
organizations, such as those in the A/E/C industry will come from both commercial 
applications and additional research.  However, developments in each area must be 
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grounded in reality.  Consequently, there remains a need to incorporate ‘leading-edge’ 
project management methods such as modeling and simulation for project controls as 
well as advanced quality and resource management platforms.  As an emerging 
discipline, advances in program management may require new methods and improved 
frameworks to alleviate some of the challenges faced by project-based organizations.  In 
addition, a greater emphasis may need to be placed on the specific management roles and 
responsibilities of executives leading project-based firms.  Instead of continually 
‘fighting fires’, these individuals should be equipped with the knowledge, experience, 
data, and information (KEDI) necessary to strategically position their enterprise for 
current and future environments.  Therefore, the ‘state of the art’ practices in project, 
program, and enterprise management can serve as a solid point of departure for the 
development of commercial applications and further research.  Examples of some 
potential commercial applications include improved management systems for 
communications, project management, and enterprise resource planning (ERP).  It is 
possible that some of these applications will occur as a result of the Enterprise 
Engineering process followed in this research.  In fact, doing so may aid further research 
in areas such as technology transfer (i.e., from manufacturing or ‘flow shop’ companies) 
and operations research.  Indeed, advances in these areas are anticipated as future 
extensions to this research as they are natural outgrowths of the results of this study.  
Specific examples of potential commercial applications and additional research 
opportunities are discussed next. 
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6.3.1 Commercial Applications 
Systems are needed to link resource utilization (RU) with revenues (CV), and the 
desired level of service delivery (RW).  Such ‘systems’ can be ‘stand-alone’ systems, 
‘legacy’ systems, or planning tools for program and enterprise managers.  Nonetheless, 
systems are needed to prioritize projects for portfolio execution and investment decision 
making.  In this regard, Reynolds et al. (1997) has suggested using the ‘time value of 
money’ as a mechanism to support the optimum selection of projects based on an 
enterprise’s priority and budget constraints, thereby providing a useful system for 
investment appraisal (ibid.).  Indeed, such a system would be particularly useful for 
capital budgeting integration amongst both project-based enterprises and their customers’ 
organizations.  However, since most systems of the type suggested by Reynolds et al. 
(1997) are ‘stand-alone’ systems, further integration is needed.  Moreover, because most 
‘stand-alone’ systems reside on personal computers or PC networks and are dependent 
upon data downloaded from other networks or ‘legacy’ systems, they can often be 
cumbersome to use.  As a result, it is the author’s experience that many project-based 
companies are investing in enterprise resource planning (ERP) systems in parallel with 
their development of proprietary ‘stand-alone’ systems.  Naturally, managers at all levels 
of a project-based organization desire to incorporate their ‘stand-alone’ project and 
program performance systems within a larger environment (i.e., such as an ERP system) 
so that decision making can be supported across a wide range of organizational activities 
(ibid.).  Without a doubt, close-coupled integration of the ARIES theoretical framework 
with enterprise modules (EMO) is necessary to create commercial applications of new 
classes of enterprise operational systems (EOS).  Although this research did not 
specifically explore development of enterprise modules (EMO) or enterprise operational 
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systems (EOS), it did describe their place within the context of the GERAM reference 
architecture and the ARIES framework.  However, development of enterprise modules 
(EMO) and operational systems (EOS) will not be realized in the absence of dedicated 
development efforts.   
To help develop and integrate commercial systems, a new class of service entities 
is needed (IFIP-IFAC Task Force, 1999).  Instead of a multitude of ‘garden variety’ 
management consultancies, specific entities will be required for both model development 
services (MDS), model execution services (MXS) and general IT services (ibid.).  
Unfortunately, neither the MDS nor MXS entities currently exist.  Consequently, this 
research creates the possibility that such entities will be needed in the future to assist 
project-based enterprises in their quest of implementing systems based on research 
products such as the ARIES theoretical framework as enterprise modules (EMO) and 
enterprise operational systems (EOS).  In particular, by demonstrating the impact that the 
GERAM entity types had on this research (i.e., as discussed in Chapter 2), it is not mere 
speculation that service entities may be required to assist project-based organizations 
over the long term.  Going forward, traditional management consultancies and specific 
project management consulting firms may be required to serve as MXS entities.  
However, as demonstrated by this research effort, universities and research groups may 
have roles as MDS entities, similar to the role maintained by the Georgia Institute of 
Technology’s Construction Engineering and Management (CEM) program for this study. 
Between the new development of customized systems and the onset of new 
service entities, this research and its products were intended to foster a number of new 
commercial applications capable of benefiting numerous project-based ‘flow shops’.  
 
 286 
Commercial applications of this type are anticipated to become increasingly important in 
the future as project-based enterprise trends discussed in Chapter 1 and Appendix A 
indicate.  For instance, the impact of corporate consolidations indicate an enhanced need 
for commercial applications of theoretical frameworks such as ARIES to enhance 
enterprise systems and improve project and program management performance.  
However, enterprise consolidations have only added to the management challenge faced 
by project-based organizations.  Indeed, no longer are one-hundred companies executing 
one project each, but instead, one company is now attempting to execute one-hundred 
projects – a trend that may likely continue in the future.  Therefore, it is the author’s 
opinion that this research is timely in both confronting problems faced by today’s project-
based enterprises as well as those that may lie ahead.  However, the creation of new 
commercial applications is not the only way that project-based organizations might be 
able to directly advocate their own enterprise sustainability. 
6.3.2 Possibilities for Further Research 
The study presented in this dissertation holds significant possibilities for further 
research in two potential directions.  The first direction concerns enhancements that could 
be made to the ARIES theoretical framework to make it more useful.  The second 
direction concerns additional research which builds upon the ARIES framework and the 
methods deployed by this research as a point of departure for new, related studies. 
One of the first enhancements that could be made to the ARIES framework is an 
examination of measures of improvement between the ‘project average’ and the program 
rating if ‘fallout’ projects were not included.  In this regard, it is anticipated that the 
measures of improvement would progress.  However, because an intention of this 
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research was to demonstrate a distinction between project and program management, this 
potential construct is left to further research.  Another type of enhancement to the ARIES 
framework that could be examined concerns the imposition of controls to look for 
specific trends within retrospective performance data of a particular project-based 
enterprise.  For example, further research could examine project phase data individually 
and as a program subset if a method to measure the revenue weeks (RW) emanating from 
each phase could be determined.  Still, the retrospective data used to build enterprise-
specific models (EM) could be subdivided by ‘class’ of project, to examine the impact of 
different (e.g., quality) standards.  Moreover, controls could be established as an ‘add on’ 
to the ARIES theoretical framework to categorize enterprise models (EM) by 
development method or by the application of new technology.  In addition, specific 
constructs such as resource utilization (RU) could be categorized by experience for 
enterprise employees and components such as contract value (CV) could be controlled for 
inflation, escalation, and the ‘time value of money’.  Indeed, all of these improvements 
could possibly lead to additional contributions to the project management body of 
knowledge (PMBOK) through focused investigation. 
Another class of investigation regarding enhancements created specifically for the 
ARIES framework concerns the use of the retrospective data themselves.  In particular, 
measures of association such as regression lines could be created for the project and 
program data contained within any specific enterprise model (EM).  As a preliminary step 
toward analyses of this type, regression lines and their corresponding R2 values are 
shown for all three perspective views of the final results of this research effort.  Starting 
with the internal enterprise perspective, Figure 6-1 illustrates that a slight correlation may 
 
 288 
exist between the CV/RU and RW/RU performance ratios obtained from this research’s 
experimental data set. 
 














Figure 6-1: CV/RU vs. RW/RU Regression Line (Alternate Definition) 
 
On the other hand, an almost complete lack of association exists when 
considering the correlation between the RW/CV and CV/RU performance ratios as 





















Figure 6-2: RW/CV vs. CV/RU Regression Line (Alternate Definition) 
 
In contrast, regressing the experimental data’s RW/CV ratio against its RW/RU 
counterpart produced the strongest measure of association amongst all three projections.  
As illustrated in Figure 6-3, a regression line can be plotted with a moderately high R2 
value for the customer perspective view with schedule considerations. 
Although the individual regression lines illustrated here do not provide any 
specific conclusions themselves, they do demonstrate the potential to serve as a point of 
departure for enhanced research concerning the ARIES framework.  Of course, the same 
is also true regarding other forms of statistical analysis used to evaluate these ratios, or 
even their constituent attributes (i.e., CV, RW and RU).  In addition, analyses of this kind 
lead to the possibility that statistical process control (SPC) techniques could be adapted 
for use within each perspective view of specific ARIES enterprise models (EM).  Doing 
so would probably require the establishment of upper and lower control limits for specific 
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views, thereby exhibiting some measures of association between two enterprise 
performance ratios.  As a result, the addition of SPC techniques to the ARIES framework 
would constitute an additional enterprise engineering tool (EET) and convention for the 
framework that could be used for ongoing project and program monitoring and control.  
However, controls could also be established within the ARIES framework using other 
methods as well.   
 














Figure 6-3: RW/CV vs. RW/RU Regression Line (Alternate Definition) 
 
For current projects, the ARIES performance ratios (i.e., CV/RU, RW/CV, and 
RW/RU) could be plotted against percent progress achievement in a similar fashion to the 
methods shown in Figure 3-6.  By relaxing constraints on RW and CV values, 
sustainability vectors could even be incorporated within the ARIES framework as 
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measures of improvement in a three-dimensional space (Pearce, 1999).  Indeed, the 
position of performance data points within a three-dimensional space determines the 
relative degree to which improvement options result in increased sustainability (ibid.).  
Effectively, this means that sustainability vectors within ARIES enterprise models (EM) 
could potentially be used to forecast future sustainability states and prioritize 
improvement alternatives (ibid.) for various projects and programs. 
The final enhancement to the ARIES framework proposed here postulates that a 
correlation may exist between the numbers of projects placed within the enterprise 
sustainability zone as a percentage of the total number of projects in the enterprise model 
(EM).  It is hypothesized that a particular percentage of projects and programs placed in 
this zone may indicate long-term viability for a specific project-based organization.  
Indeed, the fact that forty-five out of eighty-seven potential projects evaluated by this 
research were located within the enterprise sustainability zone led Tom Daman (2002), an 
executive at BSW International, to speculate that the long-term sustainability of a project-
based enterprise such as BSW may be indicated if more than fifty percent of the projects 
are located within this zone.  However, further research is needed regarding this 
hypothesis in order to validate or invalidate it as a potential ontological theory.   
Finally, studies concerning the transfer of technology from ‘flow shop’ industries 
and companies to project-based organizations are anticipated to hold significant potential 
for future research related to the research outlined here.  Specifically, the impact of inter-
project design transfer from the automotive industry can be adapted to project-based 
enterprises in the following five ways (Nobeoka and Cusumano 1995): 
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• Improved advance planning – it is difficult for employees concerned with the 
development of the ‘prototype’ project to predict problems that a ‘site 
adapted’ project might have in using the prototypical design.   
• Updated mutual adjustments, task sharing and joint design – a drastic 
reduction in effort hours may result in each of these categories where two 
projects (i.e., ‘prototype’ and ‘site adapted’ projects) overlap during some 
portion of their duration.  This may involve the development of new delivery 
systems and contract types based on an improved ARIES methodology (EEM) 
to facilitate control.  In addition, objectives of this type may also necessitate 
the creation of partial enterprise models (PEM) to automate the allocation of 
resources within a preferred histogram as depicted in Figure 3-4.   
• Enhanced transfer of ‘new’ designs versus ‘old’ designs – if long time lags are 
encountered between the ‘prototype’ and ‘site adapted’ projects, technologies 
and materials used in their design may have advanced, thereby making the 
‘old’ design obsolete. 
• Reduced problems with ‘anonymous’ designs – due to the fact that only the 
designers who worked on the initial prototype have a complete and tacit 
understanding of its design, there is a loss of knowledge, experience, data, and 
information (KEDI) if the original designers are not available when a 
‘redesign’ takes place.  Moreover, if the ‘prototype’ is too generic, it can lead 
to an increased amount of work for each project in the ‘site adapted’ portion 
of a particular program. 
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• Increased role for a general manager in the program management arena – a 
general manager is likely to consider the total productivity of the ‘prototype’ 
project as well as the ‘site adapted’ project together, leading to decisions 
which positively impact the entire project-based enterprise. 
As demonstrated in this subsection, this study holds significant potential for 
further research through both the direct enhancement of the ARIES theoretical 
framework as well as future directions proposed by its existence.  In fact, some research 
agencies are already funding the development of new systems for the advancement of 
project-based organizations.  One in particular, the FIATECH consortium in Austin, 
Texas, has recently announced a new initiative surrounding ‘scenario based project 
planning’.  Since the objective of this industry-supported research group is the 
advancement of fully integrated and automated technologies (FIATECH), frameworks 
such as ARIES (i.e., those which are able to characterize the performance of projects and 
programs in different contexts) are proving to be both valuable to, and needed by, 
project-based enterprises.  Due to the fact that such a large number of possibilities for 
further research exist, it is apparent that the base research itself provides a contribution to 
the project management body of knowledge (PMBOK). 
6.4 Summary – Research Outcomes and Conclusions 
This research concerned itself with the evaluation of a specific program 
management organization (i.e., BSW International) involved with the ‘high volume’ 
design and development of repetitive building programs.  Indeed, this study was designed 
to address the critical problems faced by organizations whose primary source of revenue 
is obtained through the execution of projects.  In fact, this research’s product, the ARIES 
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theoretical framework, was designed to support specific project-based enterprises, yet 
remains generalizable for usage amongst other project-based organizations due to its use 
of the GERAM reference architecture and common components based on existing 
ontological theories. 
To further the goals of this research, a consistent strategy, plan and validation 
methods were employed, resulting in specific data collection constructs needed to execute 
this study.  In turn, these constructs were needed to confront several challenges in 
gathering data, aggregating it, and deriving useful information from it.  Subsequently, the 
results of this research were obtained in the form of three-dimensional enterprise-specific 
models (EM) capable of providing graphical projections of project and program 
performance from multiple perspectives.  These results also incorporated four zones of 
sustainability performance necessary to characterize the performance of projects and 
programs toward the enterprise sustainability of project-based organizations.  
Consequently, this study was able to positively answer the first research question posed 
in Chapter 1 as it did create a method capable of assessing the contribution of projects 
toward the long-term sustainability of a project-based firm.  Indeed, the results obtained 
by this research were able to verify and validate the performance of the ARIES 
theoretical framework with respect to its ability to categorize enterprise sustainability for 
a project-based organization. 
The results were not able to quantitatively evaluate the improvement of program 
management methods and techniques in comparison with project management practices.  
As discussed in Chapter 4, comparison of this type was not possible due to the fact that 
all performance data used in this research were obtained from projects executed as part of 
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a program.  Still, the conservative nature of the ‘project average’ construct did provide a 
basis from which experts were able to qualitatively establish improved performance 
resulting from program management.  Thus, this research was able to compare the 
performance of projects relative to other projects.  In fact, it was also able to compare the 
performance of programs relative to other programs as well.  So, although empirical and 
qualitative evidence suggests that the second research question can be answered 
affirmatively, this result cannot be claimed with absolute certainty.  This is because in 
order to positively conclude that a method could be developed to compare the 
performance of enterprise projects and programs relative to each other, additional 
performance data are needed from projects using project management.  Thus, this specific 
evaluation is left to further research. 
Finally, this chapter used the criteria of the National Science Foundation (NSF, 
2003) to evaluate the merits of this research according to its intellectual merit and broader 
impact.  Doing so provided a number of future extensions for this research including 
implementation both within commercial applications and specific opportunities for 
further research.  Consequently, this study created research methods, constructs, and 
results necessary to establish a contribution to the body of knowledge concerning the 





RESEARCH POINT OF DEPARTURE – KNOWLEDGE DOMAINS 
“EVERYTHING THAT HAS MADE US SUCCESSFUL IN THE PAST WON’T MAKE US 
SUCCESSFUL IN THE FUTURE” – TOM PETERS 
Appendix A: Research Point of Departure – Knowledge Domains 
Alone, no prescribed method exists that can be used to answer questions posed by 
this research.  Therefore, this chapter documents the foundation of this research effort.  It 
does so by describing aspects of the body of knowledge used to support this study in the 
context of the research itself.  Five primary topics are covered: (1) enterprise 
sustainability, (2) the ‘state of the art’ in project management, (3) the origins and 
characteristics of programs, (4) enterprise management, and (5) enterprise frameworks.  
In contrast with the literature review in the next chapter, none of the methods covered in 
this chapter were directly employed by this research effort.  Instead, this chapter explores 
myriad approaches that project-based enterprises and other researchers have pursued in 
their quest for operational improvement.  More than anything, this dispersion of 
approaches reveals that the proliferation of solutions for each topic in minutiae is not the 
answer.  Rather, it is the problem. 
Project-based enterprises consist of processes, people, values, and capital.  Few 
have systems to manage their resources and operations (Vanegas 2001b).  Most just make 
adjustments as needed to adapt to the situational factors that they encounter (ibid.).  Thus, 
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the challenge of this research was to identify several knowledge domains capable of 
assisting in the creation of a new theoretical framework to assess project-based enterprise 
performance.  Precisely because project-based firms cannot continue to wade through an 
array of solutions in order to improve, they need a straightforward and comprehensive 
methodology capable of bringing different knowledge domains into an integrated whole 
(Mulva and Vanegas 2002).  Only in this way will project-based organizations be able to 
link their organizational effectiveness with business strategy (Jain 1997), thereby 
promoting the long-term sustainability and success of the enterprise itself. 
A.1 Enterprise Sustainability 
Decision-makers at project-based enterprises must be armed with a conceptual 
framework, practical tools, and community support they need to build healthy 
organizations for the long term (Creating Sustainable Enterprise 2003).  The framework, 
in particular, furthers the process of exploring what it will take to create organizations 
that are viable for the long term by addressing the triple bottom line of sustainability: to 
achieve the economic, ecological and social results necessary to meet their own needs 
(Vanegas 2001b).  As a result, the project-based organization is confronted with a two-
faceted problem.  While the company would like to achieve the highest level performance 
possible, in order to secure this benefit, the company must also make sure that all other 
enterprises involved in the program or project are also able to achieve their financial and 
operational objectives.  The absence of this environment promotes an inequality amongst 
all of the organizations resulting in degradation of everyone’s long-term viability (Cohon 
1978; Brotchie and Linzey 1971; Linzey and Brotchie 1974). 
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This situation arises for two reasons.  First, a lack of control often results in 
unsustainable performance expectations (Fowler 1997).  Second, the lack of performance 
measurement to constrain the individual demands of each organization progressively 
reduces incentives amongst the program team to integrate, coordinate and cooperate 
(Mohsini 1989).  However, providing controls and performance measurement 
information still may not be enough.  Wheelwright and Clark (1992) have indicated that 
managing a network of projects amongst multiple participants depends upon focused 
resource allocation in order to provide a sustainable development strategy.  In response, 
Stowell et al. (Systems for Sustainability 1997) developed a new systems methodology 
for systemic sustainability within an engineering company called CVAM.  This system 
established work processes and organizational design paradigms for the express purpose 
of creating both short-term and long-term strategic advantage, thereby replacing 
unachievable targets and unsustainable project development practices (Levitt and Kunz 
2002). 
From a wider perspective, Dow Jones recently created their Sustainability World 
Index (DJSI World 2004) as a guide for people who seek to invest in companies that 
promote corporate sustainability (See Glossary).  For approximately three years, this 
index has influenced investment decisions of over forty-five asset managers around the 
world who use it as an objective benchmark to assemble investment portfolios (Visteon 
Corporation 2003).  The specific criteria by which corporate sustainability is assessed can 
be seen in Table A-1.  
These assessment criteria create an overall assessment measure by which 
corporate sustainability can be evaluated.  Doing so is attractive to investors because it 
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aims to increase long-term shareholder value.  Further, corporate sustainability leaders 
are increasingly expected to show superior operational and financial performance.  
Certainly, this trend is supported by the financial returns generated by the Dow Jones 
Sustainability Index (DJSI) companies who follow the tenets of corporate sustainability.  
In fact, since the DJSI’s inception, its constituent companies have consistently 
outperformed the Dow Jones Global Index (DJGI), sometimes by a margin of 












Table A-1: Corporate Sustainability Assessment Criteria (After DJSI World 2004) 
Dimension Criteria Weighting (%)




Customer Relationship Management 3
Financial Robustness* 3.6
Investor Relations 2.4
Risk & Crisis Management 3.6
Scorecards / Measurement Systems 4.2
Strategic Planning 5.4
Industry Specific Criteria Depends on Industry
Environment  Environmental Policy / Management 3
Environmental Performance 4.2
Environmental Reporting* 1.8
Industry Specific Criteria Depends on Industry
Social Corporate Citizenship/ Philanthropy 2.4
Stakeholders Engagement 4.2
Labor Practice Indicators 3
Human Capital Development 1.8




Talent Attraction & Retention 2.4
Standards for Suppliers 1.8
Industry Specific Criteria Depends on Industry
 
 
A growing number of investors are convinced that sustainability is indeed a 
catalyst for enlightened and disciplined management, and thus, a crucial success factor 
(DJSI World 2004; Kodak 2002).  One example of a Fortune 50 company that is actively 
practicing corporate sustainability is ConocoPhillips.  The firm has determined that 
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sustainable development and corporate sustainability are essential strategies due to the 
fact that their long-term planning horizon of thirty to forty years spans generations, 
requiring a long-term outlook (Sustainable Development 2003).  For ConocoPhillips, 
corporate sustainability is about conducting their business to promote economic growth, 
now and into the future.  They believe that this approach to business enables them to 
deliver long-term value and satisfaction to their shareholders and stakeholders alike.  To 
accomplish these sustainability goals, the company intends to: (1) operate to the highest 
ethical and safety standards; (2) be transparent and accountable by measuring and 
reporting both their financial and non-financial performance; (3) ensure the long-term 
financial viability of the company by balancing healthy annual returns with the 
investments needed for long-term profitability; (4) identify tools and metrics to measure 
their performance against commitments; and (5) benchmark their sustainability 
performance against leading sustainability indices (Sustainable Development 2003). 
ConocoPhillips’ commitment to sustainability extends beyond these five 
commitments.  Sustainable operational and financial performance at ConocoPhillips 
created a springboard for the company to promote and accomplish other desirable goals 
and objectives around the world.  The company believes that by being a good global 
citizen, unforeseeable benefits will occur.  Consequently, sustainable development for 
ConocoPhillips is not business as usual.  “It’s business owning the challenge, setting 
ambitious goals and targets, and tackling the tough issues by being creative and being 
responsive (Sustainable Development 2003).”  For project-based organizations, one of 
the best ways to be creative is to implement a framework, which promotes long-term 
enterprise sustainability.  As many firms can attest, no single project defines the role or 
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success of a project-based enterprise over time; the ‘set’ of projects does (Whitson 1992).  
But by devoting more attention to the portfolio of projects, enterprises can actively 
manage their operations mindful of the long-term sustainability objectives they desire to 
achieve.  However, the projects themselves must be executed with the greatest 
effectiveness and efficiency possible. 
A.2 The ‘State of the Art’ in Project Management 
One of the leading definitions of project success can be summarized as “results 
much better than expected or normally observed in terms of cost, schedule, quality, safety 
and participant satisfaction (Ashley et al. 1987).”  Yet, there is an acknowledged high 
degree of uncertainty in project environments, leading many to conclude that several 
other factors apart from sound planning and project management practice contribute to 
project success or failure (Faniran et al. 1999).  Over time, this separation of project 
management practice and project success has become widely accepted by all kinds of 
enterprises (De Wit 1986).  It is not uncommon to find well-intentioned project managers 
who, after implementing numerous project management practices, produced unsuccessful 
projects due to events that were seemingly beyond their control.  As a result, today’s 
“state of the art” project management techniques aim merely to improve the chances of 
success from the outset.  When undesirable events occur, these techniques fail to do little 
more than to aid the development of a new plan or reforecast.  They neither provide a 
method nor an analysis for recovery, leaving the enterprise vulnerable to the final 
outcome of the project. 
Understanding today’s project management practices is important to this research 
for two primary reasons.  First, since these practices serve as a point of reference for most 
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project-based enterprises, their inclusion and presentation herein is important from a 
contextual perspective.  Second, because a “logical separation can be made between a 
project life-cycle and an enterprise system life-cycle (ibid.),” the new methods and theory 
created by this research do not advocate any alteration to the management, control, and 
monitoring of the project itself.  In this way, projects can continue to be managed as they 
are today using: (1) project control and monitoring methods, (2) project integration and 
optimization, and (3) total quality management (TQM).  However, none of these project 
management practices are prescriptive methods for overall enterprise improvement and 
sustainability. 
A.2.1 Project Control and Monitoring 
Aspects of the project management function such as planning, control and 
monitoring require the integration of time, cost, and quantity of work (Barraza et al. 
2000).  Since the early 1950’s, the classical scheduling methods of CPM (Critical Path 
Method) and PERT (Project Evaluation and Review Technique) have been used not only 
for planning, but also for controlling and monitoring projects (ibid.).  In the classical 
project control and monitoring process, which can be seen in Figure A-1, project 
objectives are assumed to be fixed and means for achieving those objectives to be 
variable only as needed to recover from failure to conform performance to the original 





Figure A-1: Classical Control and Monitoring Process 
(After Howell and Ballard 1997) 
 
The classical project controls model is often described in terms of the so-called 
“thermostat” model, in which the decision to take corrective action to bring performance 
into alignment with a pre-set standard is automatic (ibid.).  This is rarely accomplished 
because the pre-set standard is generally an expression of maximum process capability.  
Unless large time or resource buffers were incorporated at the project’s outset, recovery 
cannot take place.  Moreover, the project control standards themselves may be unstable 
(ibid.), owing to the imposition of activity averages contained within corporate 
productivity databases.  Although these databases are common to many project-based 
firms, most cannot delineate the effects of changes in technology, materials or regulations 
(i.e., safety) over time nor guarantee that productivity data were not intentionally 
misreported. 
To guard against this outcome, the skill of a project planner is often required to 
balance the additional cost of adding resources with the reduction in project duration 
because this activity cannot be mechanically represented (Harris and Ioannou 1998).  If 
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done incorrectly, the process of identifying variances between actual and standard levels 
of achievement often leads to decisions that actually diminish performance even more.  
For these reasons, as well as those cited above, the classical project control and 
monitoring process is inadequate for controlling today’s quick, uncertain and complex 
projects and is deficient for managing or improving production processes on more stable 
projects (Howell and Ballard 1997).  Importantly, project-based industries such as 
construction are regarded to “have no theory of production control proper (ibid.).” 
Evaluation of project performance should be made against capability and 
capability against objectives, instead of trying to simply judge performance against 
abstract commitments (ibid.).  To do this, Ballard and Howell (1998) distinguished 
“project control,”, which focuses on monitoring performance against specified 
performance standards, as distinct from “production control,”, which focuses on the 
progressively detailed shaping of the physical production process by the production unit.  
This shift toward ongoing production and recovery also lessens the “management through 
contract” phenomenon, making project objectives more achievable.  As complementary 
production control aids, two integrated methods were proposed in the late 1970’s and 
early 1980’s for monitoring project performance: (1) the Integrated Cost/Schedule/Work 
(ICSW) method proposed by Stevens (1983); and (2) the Earned Value System (EVS) 
developed by the U.S. Department of Energy (Rigney 1979).  Although ICSW and EVS 
are limited with respect to their ability to capture project variability, their use is justified 
because they identify the interaction between cost and time for a specific amount of 
progress and production (Barraza et al. 2000) on a single project.  But techniques such as 
ICSW and EVS pay little attention to the role each project plays in realizing enterprise 
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strategy, and hence, the progress being made in strategic terms (Pellegrinelli 1997).  
Instead, programs are needed. 
It is often difficult to apply the conventional project management techniques of 
planning and control to programs as they are too detailed and rigid.  Programs require a 
more pragmatic approach in order to recognize the evolutionary nature of their scope of 
projects (Levene and Braganza 1996).  Yet, if initial control and monitoring goals are set 
at too high a level, the enterprise may lose sight of the interaction between individual 
projects and, almost certainly, the success of the program in general (ibid.).  A 
compromise is necessary.  While senior management team members may have to spend 
more time monitoring programs, their involvement reduces the possibilities for error and 
damage to the organization (Payne 1995) whilst potentially providing more opportunity.  
As a result, their involvement in decision making, program definition and planning 
provides the best method to control and monitor the changing shape of programs of 
projects.  Levene and Braganza (1996) have suggested that one approach would define 
the overall program scope at planned decision points or project phases, thereby enabling a 
rational “add-on” to the unstructured, high-level control and monitoring method. 
One element of project monitoring and control notably missing from the literature 
is the element concerned with the assessment of benefits.  While Chapter 1 already 
established that benefits are the reason behind the initiation and execution of projects, no 
specific methods were found that assess the contribution of project outcomes to the 
benefit of the participating enterprises.  Nearly the only reference to this element comes 
from Pellegrinelli (1997), who suggested competitive benchmarking as a key technique 
for this type of monitoring and control, although he noted that “it appears to be rarely 
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used to its full potential.”  Indeed, methods designed to observe the extent to which 
project deliverables are creating competitive advantage for project-based enterprises are 
absent in project management practice and publication, thereby delineating the ‘state of 
the art’ in project control and monitoring. 
A.2.2 Project Integration and Optimization 
The ‘state of the art’ in project management practice includes numerous 
techniques for the integration and/or optimization of project information and 
performance.  In general, these aspects of current practice either focus on integrating 
resources with project schedules or on optimizing the time-cost “trade-off” that 
invariably occurs in project execution.  Together they represent the spectrum of 
knowledge that exists in the area of project integration and optimization.  The discussion 
that follows is important because it provides an overview of how others have approached 
the problems and questions posed by this research. 
During the past four decades, the scheduling of a project has typically been based 
upon the creation of a network of activities and the calculation of the longest path 
through that network (i.e., the critical path).  Indeed, if the duration of the activities in the 
network is known, or can be ascertained, the critical path method (CPM) provides the 
means of calculating the duration for the entire project.  On the other hand, if the duration 
of each activity is probabilistic, the project evaluation and review technique (PERT) is 
normally used to calculate the project’s overall duration.  However, “schedules produced 
by conventional methods (i.e., CPM and PERT) often turn out to be unsatisfactory and 
eventually little use to real-world project planners (Kim and Schniederjans 1989)” 
because “they preclude flexibility in resource allocations – generating schedules, which 
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utilize resources in a less efficient way (Leachman et al. 1990).”  In addition, Fendley 
(1968) has pointed out that the methods of CPM and PERT are handicapped by one or 
more of the following assumptions: 
• Deterministic performance time.  Since the performance times of the activities 
are actually uncertain, the sequencing of the individual activities must be 
handled on a dynamic basis.  When a conflict arises between two or more 
activities requiring the same resources, a resource allocation process must 
occur.  A typical result is that one activity is allocated the resource in demand 
and the other activities must wait their turn for use of that resource (Kim and 
Schniederjans 1989). 
• Single project operations.  Despite the fact that scheduling problems arise 
from limited time and scarce resources that are normally shared with multiple 
projects, most of the past research has been conducted as if each project stood 
isolated from other projects in an enterprise’s portfolio. 
• Splitting activities.  The objective of scheduling is not only meeting a single 
goal directly related to a particular activity, but also satisfying many goals that 
originate from other various activities of other projects.  Thus, scheduling is 
highly dependent upon decisions made in other activities of the same project 
or another. 
• Unconstrained resources.  The use of CPM and PERT is based upon the 
implicit assumption that unlimited resources are available for assignment to 
the project at hand.  While the assumption may be justified in some cases, 
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most project managers are faced with the problem of limited resources, and 
the conventional analyses either do not work or must be modified. 
Due to the deficiencies of the traditional scheduling approaches, many researchers 
began to examine methods of integrating organizational resources with project schedules 
in order to make the schedules more useful.  Early attempts to solve deterministic 
resource-constrained scheduling problems used mathematical models (i.e., integer linear 
programming, dynamic programming, branch and bound methods, 0-1 goal 
programming, etc.) to obtain an optimal solution (David 1973; Chen 1994).  However, 
since many enterprises such as engineering houses and research and development firms 
have fixed levels of resources that cannot be hired and fired at will, several researchers 
realized that the optimal allocation of resources to one project would not optimize the 
efforts of the enterprise as a whole (Dumond and Dumond 1993; Kim and Schniederjans 
1989; Lawrence and Morton 1993).  Managers needed the ability to resource a system at 
any level and then schedule the resources in a variety of ways to achieve the goals of the 
firm (Dumond 1992).  As corporate goals often change based on market conditions, any 
new methods needed to balance the interest of the firm between conflicting objectives 
such as minimizing mean project completion time or maximizing due date performance 
(ibid.).  As a result, conflicts of this type created a whole class of NP-complete 
scheduling problems (Ullman 1975), causing a shift in research toward resource-
constrained heuristic scheduling methods (Morse and Whitehouse 1988; Tsai and Chiu 
1996).   
To date, many heuristic scheduling rules have been proposed to solve 
deterministic resource-constrained scheduling problems.  Each heuristic model has its 
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own philosophy, although each tries to increase the possibility of obtaining the best 
solution (Leu et al. 1999).  In the context of multi-project applications, Kurtulus and 
Narula (1982) developed several new heuristics to minimize the sum of multi-project 
delays.  Kurtulus and Davis (1985) and Kurtulus (1985) extended these results to the 
problem of minimizing the total weighted delay of multiple projects. Dumond and 
Mabert (1988) have also investigated setting due-dates for continuously arriving projects 
with several objectives, including the minimization of non-weighted project tardiness.  
Daniels (1989) investigated the serial sequencing of projects to minimize several 
tardiness objectives where project durations can be adjusted by the reallocation of 
resources.  Where project monitoring was concerned, Tsubakitani and Deckro (1990) 
created a control model for the multi-project, resource-constrained scheduling 
environment.  Ohmae et al. (1992) built upon these results by developing control factors 
and patterns for multi-project schedules using CPM and PERT as part of their Resource 
Allocation and Multi-Project Scheduling (RAMPS) system.  In a separate vein, Dumond 
and Dumond (1993) examined four “relatively simple project scheduling heuristics, 
namely: (1) First in System, First Served (FIFS), (2) Shortest Activity from Shortest 
Project (SASP) – a type of Shortest Processing Time (SPT) rule, (3) a promise-date-
oriented version of SASP (SASP-PD), and (4) a promise-date-oriented Minimum Late 
Finish Time-Rule (MINLFT-PD)” to determine, which performed best in the multi-
project enterprise case where resources are not equally costly. 
Project management research in construction has recently begun to pay attention 
to nondeterministic scheduling because of the many uncertain variables involved in 
construction operations.  Nondeterministic scheduling models can be categorized 
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according to the presence or absence of resource constraints and the uncertainty theories 
used (Leu et al. 1999).  Traditionally, uncertainties associated with project duration were 
modeled using probability theory.  However, nondeterministic methods such as fuzzy set 
theory have also been used to model uncertainty associated with time in project networks 
(Chanas and Kamburowski 1981; McCahon 1993; Lorterapong 1994).  Other uses of 
nondeterministic methods include the creation of priority policies for due date estimation 
in the multi-project environment that experiences the continuous arrival of new jobs 
(Morton et al. 1988; Bock and Patterson 1990). 
Despite the advancement of resource and schedule heuristics, true project 
integration (i.e., the goal congruent integration of resources and schedules) still remains 
elusive for most project-based firms.  This is mainly due to the fact that if resources are 
available in sufficient quantities, any heuristic works well and adding more resources will 
not significantly reduce completion times (Dumond and Dumond 1993).  Only as 
resources become tightly constrained does the choice of heuristic have any effect, though 
it is under these circumstances that most heuristics fail to produce optimal results (ibid.).  
For this reason, this research did not examine traditional scheduling methods or schedule 
heuristics as a means to accomplish its project integration objectives.  Rather, the 
research sought to create a framework of performance information that managers could 
make effective decisions regarding enterprise and project operations. 
One aspect of project resource and schedule integration important to this research 
is the scheduling of repetitive work.  As the data for this research were obtained from 
similar projects executed as part of a larger program, repetitive scheduling methods were 
considered as a potential source of solutions for the research questions.  These scheduling 
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methods have been known to contribute to cost and time efficiencies, especially where 
standardization of design permits construction to proceed in a repetitive fashion (Ashley 
1980).  This is because activities that repeat from project to project create a need for a 
schedule that facilitates the uninterrupted flow of resources from one project to the next.  
Often, it is this requirement that establishes activity starting times and determines overall 
project duration (Harris and Ioannou 1998a).  However, the main reason for the use of 
repetitive scheduling methods is that traditional methods such as CPM are ineffective for 
scheduling repetitive projects (Mattila and Abraham 1998).  In this regard, heuristic 
methods do not fare much better – they cannot solve large and complex problems 
effectively (Leu and Hwang 2001).  For these reasons, different analytical methods were 
needed for repetitive projects. 
The need for uninterrupted utilization of resources from an activity in one project 
to the same activity in the next project is explicitly recognized by several repetitive 
scheduling methodologies that have been available for many years and, which have been 
called by a number of different names (Harris and Ioannou 1998a).  The following list 
details the methods proposed for projects with repeating activities: 
• Line of Balance (LOB) (O’Brien 1969; Carr and Meyer 1974; Halpin and 
Woodhead 1976; Harris and Evans 1977) 
• Time Versus Distance Diagrams (Gorman 1972) 
• Construction Planning Technique (CPT) (Peer 1974; Selinger 1980) 
• Vertical Production Method (VPM) (O’Brien 1975; Barrie and Paulson 1978) 
• Linear Balance Charts (Barrie and Paulson 1978) 
• Velocity Diagrams (Dressler 1980) 
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• Time-Location Matrix Model (Birrell 1980) 
• Linear Scheduling Method (LSM) (Johnston 1981; Chrzanowski and Johnston 
1986, Russell and Casselton 1988) 
• Time Space Scheduling Method (Stradal and Cacha 1982) 
• Disturbance Scheduling (Whiteman and Irwig 1988) 
• Horizontal and Vertical Logic Scheduling for Multistory Projects (HVLS) 
(Thabet and Beliveau 1994) 
Although each of these project integration methods were developed to meet their 
own particular objectives, “all of them are essentially alike in that they schedule the work 
in the project by plotting the progress of repeating activities against time (Harris and 
Ioannou 1998a).”  As a result, Harris and Ioannou (1998b) developed a generalized and 
simplified method, which ensured uninterrupted resource utilization for repetitive 
schedules.  This method is known as the Repetitive Scheduling Method (RSM) (ibid.). 
An example RSM schedule is presented graphically in Figure A-2 as an X-Y plot 
where one axis represents units or projects and the other time.  The repetitive units of the 
project must be arranged in some logical sequence along the chosen axis to define their 
pattern of repetition (Harris and Ioannou 1998a).  These “units” can also be viewed as 
projects within a program.  Nonetheless, the lines on the diagram represent production 
achieved by various resources.  Importantly, the slope of each line corresponds to the unit 
production rate (UPR) of the various resources or crews.  The slope, however, does not 
communicate any information regarding the resource production rate (RPR).  As a result, 
UPR may change from unit to unit, or from project to project, as a function of the 




Figure A-2: Repetitive Scheduling Method Example (After Harris and Ioannou 1998a) 
 
Two significant concepts that emerge from the development of RSM are control 
points and the controlling sequence (ibid.).  The control points (denoted cp*(**) in Figure 
A-2) reflect the unit-to-unit logic necessary to account for technical precedence and 
resource constraints.  The controlling sequence is illustrated as a “heavier” line in Figure 
A-2 and represents the critical path in RSM.  As can be seen in Figure A-2, the critical 
path transfers from one activity to another at control points where the activities are in the 
greatest proximity to each other (Harris 1996).  However, the real strength of RSM is its 
ability to reduce or compress the overall schedule for all the units in the project.  This is 
accomplished by adjusting the unit production rates of the various activities by adding or 
subtracting enterprise resources and rotating the production lines about their respective 
 
 315 
control points.  An improved example RSM schedule can be seen in Figure A-3.  Note 




Figure A-3: Improved Repetitive Scheduling Method Example  
(After Harris and Ioannou 1998a) 
 
While RSM is an improvement over traditional or heuristic integration methods 
for multi-unit and multi-project scheduling, it has a primary weakness:  RSM assumes 
that only “the most significant resource will be used for like activities in successive 
repeating units (Harris and Ioannou 1998a).”  Similarly, many of the aforementioned 
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scheduling technologies, such as line of balance (LOB) and velocity diagrams have their 
own limitations in analyzing repetitive schedules.  Their treatment of constrained 
resources is not able to account for varying production rates and resource discontinuities 
(Ashley 1980; Arditi and Albulak 1986; Reda 1990; Lutz and Hijazi 1993).  As a result, 
the lack of flexibility in the staffing and execution of projects in a multi-project domain 
eliminated RSM and other similar repetitive scheduling methods from consideration for 
this research. 
Besides scheduling methods, simulation has been used to analyze repetitive 
projects (Ashley 1980; Kavanagh 1985; Lutz and Hijazi 1993).  Specifically, it has 
helped to estimate the output of operational processes by varying the deterministic or 
stochastic input elements.  One of the earliest examples was developed by Peat, Marwick, 
Mitchell & Company (1973) to simulate the multi-project environment for the Georgia 
Department of Transportation.  McCahill and Bernold (1993) used simulation to “better 
understand the activities necessary to generate documents or business transactions and 
account for the resources they individually consume” in a similar environment.  
However, while simulation can easily handle varying modeling conditions such as 
resource constraints and resource sharing strategies, optimal solutions are generally not 
guaranteed (Law and Kelton 1991).   
In parallel with the developments related to the integration of resources and 
schedules, many researchers were examining the time-cost “trade-off” inherent to project 
execution.  Undeniably, the most cost effective project is the one that achieves the 
ultimate balance of schedule and cost considerations (Business Roundtable 1982).  Yet, 
few knew how to achieve such project optimization.  Even defining the concept proved 
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difficult.  The Construction Industry Institute (CII) took a lead role in this regard by 
distinguishing between schedule compression and schedule reduction.  While both 
shorten project duration, schedule compression techniques result in an increase in project 
cost (CII 1988) whereas schedule reduction techniques do not (CII 1995).  Meanwhile, 
Stevens (1990) avoided these distinctions by defining a least-cost schedule as one with an 
optimal duration so that lengthening or shortening it would increase the total project cost.  
Despite the differences in definition, two methods have been used to solve time-cost 
project optimization problems.  One method requires the visual identification of several 
activities and the subsequent enumeration of possible alternatives of allocating resources 
to the activities (Li and Love 1997).  The other method is based on operations research 
techniques such as linear programming where the total cost of a project is established as 
the objective function (ibid.).  These methods are discussed next. 
The most popular enumerated method for evaluating the time-cost “trade-off” is 
the use of a work breakdown structure (WBS) as an integrating mechanism (Eldin 1991).  
Since a control budget can be based on the WBS, the act of grouping and scheduling 
resource-loaded work packages provides a simple method of enumerating possible 
alternatives of minimizing project cost.  As project execution progresses, the earned value 
concept can work in tandem with the WBS by “identifying distinguishable events (and) 
proposing earning rules (by percentage) for reaching these events (ibid.).” 
Other researchers such as Griffith et al. (1999) (see Equation A-1) and Mulva and 
Vanegas (2002) used equations combining multiple criteria to create indices of project 
time-cost performance.  These criteria are often ‘weighted’, as illustrated in Equation A-
1, where the weighting factors are often derived from subjective ‘expert’ opinion 
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solicited through structured questionnaires.  Although these heuristic methods often 
provide reasonable solutions, they do not guarantee optimality (Leu and Yang 1999).  
However, for most project-based enterprises, this approach is frequently employed in the 
belief that an enumerated method is better than no method at all. 
Equation A-1 (After Griffith et al. 1999) 
Success index = 0.60 * (0.55 * budget achievement + 0.45 * schedule performance) + 
0.40 * (0.70 * percent design capacity attained at 6 months + 0.30 * plant utilization at 6 
months) 
 
On the other hand, operations research methods such as linear programming and 
dynamic programming have often been used to solve time-cost “trade-off” problems.  
Within the past five years, Senouci and Adeli (2001) and Leu and Yang (1999) have used 
mathematical programming models to optimize specific problems of this nature.  
However, because operations research methods require a great deal of computational 
effort, they were historically only suited to smaller projects (Panagiotakopoulos 1977).  
In fact, even as computing power increased through the 1990’s, most researchers shied 
away from the strict use of mathematical programming models to optimize project 
performance.  Instead, many researchers such as Li and Love (1997) and Hegazy (1999) 
used techniques such as genetic algorithms to reduce complexity and computational costs 
in developing heuristic solutions to specific problems encountered in practice.  This 
approach appears to be the current trend in addressing time-cost project optimization. 
The matter of project integration and optimization are important in the context of 
this research.  “The issue of making trade-offs between elapsed time and the associated 
cost of (resource) configurations is not a trivial issue (Maxwell et al. 1998).”  Basic 
project management functions, such as resource allocation, resource leveling, and time-
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cost trade-off analysis, have been the least improved (Hegazy 1999).  This situation is 
unfortunate because resource models are an essential part of the link between schedules 
and cost (Fischer and Aalami 1996).  Nonetheless, the lack of integration between project 
cost and schedule has resulted in ineffective project and enterprise control.  One possible 
reason for this situation is the lack of a graphical representation capable of integrating 
project cost and duration variables (Barraza et al. 2000).  As a result, the development of 
easy-to-understand measures of project performance through the use of graphical 
methods was a primary objective of this research. 
A.2.3 Total Quality Management (TQM) 
Many project-based companies such as Bechtel, Jacobs Engineering and Sverdrup 
Technology have implemented total quality management (TQM) as a guiding paradigm 
for project development.  In 1992, competitive pressures forced Bechtel to 
“fundamentally rethink and redesign its work processes” by adopting TQM principles 
(Bechtel 1998).  Doing so helped “crystallize the notion that breakthrough improvements 
were not only attainable, but essential,” thereby impacting the firm’s ability “to cut costs, 
accelerate schedules and maximize customer satisfaction (ibid.).”  The “implementation 
of TQM practices at Jacobs Engineering has resulted in increased customer and employee 
satisfaction, growth in market share and increased revenues (Caldwell 1994).”  TQM also 
aided Sverdrup Technology “by helping the firm focus on project objectives and the 
alignment of improvement actions by the organization, teams, and individuals (Starr and 




In a project context, “TQM is a management philosophy that effectively 
determines the needs of the client and provides the framework, environment and culture 
for meeting them at the lowest possible cost (Oberlender 1993).”  It does so by ensuring 
quality at each stage in a project, from conception to completion (ibid.).  Yet, “quality 
does not mean good, deluxe or excellent – it means meeting expectations (Reiss 1996).”  
From the clients’ point of view, quality could be defined as “value for the money 
(Rwelamila and Hall 1995).”  Either way, TQM helps ensure that an enterprise does what 
it says it will do. 
By the end of the 1990’s, most companies had all but abandoned TQM as a staple 
of management practice.  The reasons for its decline in popularity amongst project-based 
firms are varied. First, most of these firms viewed TQM as either a project-level practice 
or a business-level practice, but not both.  This duality was necessary because the 
“system” (i.e., management of both levels) is 85% of the problem (Whitson 1992) and 
focus on one level jeopardizes success at the other.  Second, the precepts of TQM were 
often considered too qualitative for numbers-driven project firms such as engineering 
houses.  Third, many enterprises failed to achieve ongoing benefit from TQM because 
they failed to measure how well they were doing (Reiss 1996).  In this regard, the 
Japanese business philosophy of kaizen (i.e., a principle dedicated to unending 
improvement via the setting, measuring and achieving of ever-higher goals) is superior as 
a methodology for continuous performance improvement (Greenwood and Reeve 1994).  
Finally, because project managers balance scope and quality with time (Levitt and Kunz 
2002; Reiss 1996), many found a focus on TQM to be confusing and time-consuming. 
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More than anything else, this section demonstrates that the “state of the art” in 
project management lacks the tools that are needed to answer the questions posed by this 
research.  Although this statement is in no way an indictment of the practices and theories 
used to manage projects, it is a declaration that different streams of knowledge are 
needed to address the problems of this research at both programmatic and enterprise 
levels. 
A.3 The Origins and Characteristics of Programs 
Program Management is not about executing projects, but rather about creating 
benefits.  At a fundamental level, a program is merely a group of projects that are 
managed in a coordinated way to gain benefits that would not be possible were the 
projects to be managed independently (Ferns 1991).  Consequently, program 
management is concerned with the coordinated support, planning, prioritization and 
monitoring of projects to meet changing business needs (ibid.).  The added value it 
creates depends on the appropriate allocation of resources to individual projects (Levene 
and Braganza 1996).  Yet, program management is rarely used even though the potential 
for improvement in the management of simultaneous multiple projects is significant 
(Payne 1995).  However, its use is not without precedent. 
From the beginning of 1927, Phillips Petroleum Company service stations were 
being built along U.S. Route 66 at the breakneck pace of 50 per month (Rust 2001).  By 
1930, not quite three years after the first station opened, Phillips 66 gasoline and products 
were being sold in 6,750 stations in 12 states (ibid.).  The company’s expansion of nearly 
200 stations per month was remarkable, even by today’s standards.  But the new stations 
were not built for the sake of building new stations.  Rather, the stations were the answer 
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to Phillips’s serious problem of finding outlets for its growing production of oil and 
natural gas (ibid.).  As a result, the company obtained benefits from its service station 
projects that would have been impossible if each had been managed individually. 
By the mid-1970’s, program management was being emphasized by electronics 
technology and product leaders such as IBM, Hewlett-Packard, and Northern Telecom 
(Keys 1991).  Soon thereafter, additional companies such as Xerox, General Electric, 
Digital Equipment, Apple Computer, General Motors, Ford, Harley-Davidson, N.B. 
Philips, AT&T Bell Laboratories, and the Bell Operating Companies (BOC) re-affirmed 
the importance of program management to improve the dimensions of product/service 
quality, efficiency, completeness, reliability, and time for product development (ibid.) so 
crucial to their long-term success. 
Today, two of the few market sectors, which are deeply involved in project 
management, but avoid program management, are the heavy engineering and 
construction industries where normally each project is managed alone, separated from 
other projects (Reiss 1996).  Many enterprises in these industries are failing to realize the 
latent value inherent in their operations, which could benefit themselves and their 
customers.  In fact, a recent study indicates that a nominal 46% improvement in return on 
investment (ROI) is an achievable benefit for the development of eighteen (18) mid-level 
department stores when program management is used (ePM 2002).  This is illustrated by 
comparison to project execution in Figure A-4.  Note that each store cost roughly $6 
million, was permanently financed over twenty (20) years at 8.4% interest, and generated 
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Figure A-4: Example Comparison of Program and Project Execution (After ePM 2002) 
 
The reasons why many project-based enterprises avoid program management 
vary.  One reason is that many of these enterprises do not know anything about program 
management.  Indeed, there is little theoretical or empirical evidence in existence, which 
advocates its use.  Payne (1995) was “unable to find comprehensive coverage of the 
simultaneous management of multiple projects, which are handled by the same 
organization.”  Another reason why project-based firms avoid program management is 
that they consider the performance of project management to be acceptable.  As a result, 
many are reluctant to change.  However, project management does not work in a multi-
project environment because it is based on the following wrong assumptions (Eskerod 
1996): 
• The projects are performed in a stable environment; 
• The tasks are predictable as to content and duration; 
• The projects can be seen as closed systems; 
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• The decision making process is top down. 
Consequently, many project-based companies toil away under the ‘survival of the 
fittest’ concept wherein projects are in continual competition and battles with other 
projects – battles on getting the highest priority among the projects, battles to get specific 
employees working on the projects and battles to get attention from top management 
(ibid.).  Besides causing a lot of needless commotion, reliance on project management 
eliminates the benefits obtainable when projects are managed in a coordinated way. 
Program management continues to be a developing branch of project management 
(Levene and Braganza 1996).  It is a “real growth marketplace” and the key area within 
the already-growing area of project management (Reiss 1996).  But for the companies 
beginning to adopt project management, the consideration of program objectives as a 
whole (i.e., the definition and execution of an integrated set of constituent projects) may 
prove overwhelming.  Even for organizations with a long-standing history of project 
management experience, the implementation of program management has been difficult.  
One example is that of the Department of Energy (DOE).  The organization had evolved 
a methodology for program management that had served its purpose well, yet several 
questions about its methods persisted (Frumerman et al. 1987): 
• Would delineating a unifying project management philosophy, developing a 
more formal management procedure, and providing various guidelines and 
checklists improve the system? 
• Does the literature contain helpful insights or techniques? 
• How does private industry organize large, complex development programs, 
and to what degree is this relevant? 
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Accordingly, this section addresses these, and other, important questions and 
topics through its coverage of program organizations, types of programs, and program 
management information systems (MIS). 
A.3.1 Program Organizations 
It is important for any business organization to have a clear perspective of how it 
achieves its objectives and goals.  Accordingly, there is a need for companies to identify 
and have a better understanding of their processes (Abeysinghe and Urand 1999).  Better 
ways of representing business processes are also needed, especially where the dynamic 
behavior of operations, businesses and systems are concerned (Snowdon 1994).  
However, for many enterprises, a lack of structure and documented processes permeate 
the organization.  These enterprises often resort to setting aggressive and unrealistic 
performance targets that explicitly or implicitly demand brutally long work hours and 
other kinds of ‘heroic behavior’ by team members to achieve these targets.  In fact, 
Wheelwright and Clark (1992) have chronicled this “culture of heroic management” 
amongst many companies whose core technologies and products evolve rapidly and 
whose projects must be executed even faster.  Yet, ‘heroic management’ is not a 
sustainable strategy.  A better management approach and a different organizational 
structure are needed.  Indeed, a handful of companies such as Heery International in 
Atlanta, Georgia have embraced program management as an organizational management 
strategy (Rubin et al. 2002), thereby affording themselves a clearer perspective of their 
business processes and their performance. 
Customers of project-based enterprises continually expect lower costs, shorter 
project durations and prompt attention to their needs.  These expectations mean that 
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dramatically new approaches to the organizational structures of these enterprises will be 
required (Kini 2000; Parnaby 1991).  Consequently, some automotive manufacturers 
have already shifted their organization from the management of a single project to 
program management.  In 1992, Toyota changed its product development organization 
and refocused it on program management (Nobeoka and Cusumano 1995).  As program 
management can either be adopted locally within a part of an organization or corporately 
across an organization (Ferns 1991), implementation is relatively unconstrained. 
One common implementation mechanism is to divide the organization’s entire 
project portfolio into several groups and place general managers above the individual 
project managers for individual projects.  Amongst automakers, these higher-level 
general managers are often called platform managers and have responsibility for several 
new product projects (Nobeoka and Cusumano, 1995).  Most interesting, however, is how 
the different automakers have divided their project portfolios into three basic groups: 
•  ‘Design-oriented’ groups (e.g., small vs. medium vs. large cars; front-wheel 
vs. rear-wheel drive) – Toyota, Ford, Chrysler, Fiat and Renault 
• ‘Plant-oriented’ groups (e.g., products manufactured at Plant A vs. Plant B vs. 
Plant C) – Honda 
• ‘Customer-oriented’ groups (e.g., luxury vs. economical vs. sporty vs. leisure 
market segments) – Nissan, Mazda and Mitsubishi 
These differences reflect each firm’s priority for its program strategy as each 
group provides a focus for the efficiency of design, manufacturing, or marketing (ibid.), 
respectively.  While these focus areas are important, they should still be incorporated 
within a formal organizational structure. 
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Two ‘generic’ program organizational structures are shown in Figure A-5.  The 
first, organization (a), is a matrix organization characterized by the intersection of project 
and functional management. 
 
 
Figure A-5: Program Organizational Structures (After Ferns 1991) 
 
But organization (a) also includes program managers that supervise several 
project managers (denoted by a small dot (•)) and also report to the CEO.  This type of 
organizational structure is necessary when projects involve numerous technical or 
functional groups.  The second organization, (b), is a standard hierarchical organization.  
Organization (b) has been modified by the addition of program managers who report 
directly to the CEO and who also supervise numerous project managers (again denoted 
by a small dot (•)).  Typically, organization (b) is more common in programs consisting 
of myriad smaller projects. 
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Program organizations can also be classified as one of four basic types: (1) multi-
project, (2) mega project, (3) singular client, or (4) program management organization 
(Reiss 1996).  Each is distinguished by the following: 
• Multi-project organization.  Within this type of organization, program 
management directs a portfolio of projects, which benefit from a consolidated 
approach (ibid.).  Generally, a multi-project organization comes about when 
several small projects exist and these projects in the aggregate represent an 
economic risk equal to or greater than that represented by one major project 
(Archibald 1992).  The primary difference between this type of organization 
and a project organization concerns success factors, resource allocation and 
flexibility (Fricke and Shenhar 2000).  However, research is beginning to 
explore other specific problems and factors associated with this type of 
program organization (Brown and Eisenhardt 1997; Adler et al. 1996; Griffin 
and Page 1996; Griffin 1997). 
• Mega project organization.  This type of program management organization 
directs the management of a portfolio of projects towards one specific 
objective (Reiss 1996).  NASA’s Apollo space program is a good example of 
the mega project organization.  More recently, a program management team 
conducted the development of the Denver International Airport mega project 
(Green 1992).  Other examples of mega projects executed by Bechtel can be 
found in Appendix E.  However, the mega project organization can be abused 
as companies band together to create elaborate responses to RFP’s (request for 
proposal) in an effort to maximize man-hours (Rubin et al. 2002). 
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• Singular client organization.  The singular client organization manages a 
series of projects within an organization and for the same client (Reiss 1996).  
A good example of this type of organization is a project alliance within a large 
engineering, procurement and construction (E/P/C) company.  Typically, a 
project alliance exists as a contract between an E/P/C firm and one client, 
which cover most, if not all, of that client’s portfolio of projects.  The E/P/C 
firm benefits from a steady stream of work and the client benefits from 
preferential pricing. 
• Program management organization.  This type of organization is concerned 
with the management of a portfolio of projects all of which aim towards the 
corporate objectives or the coordinated support, planning, prioritization, and 
monitoring of projects to meet changing business needs (Reiss 1996).  Unlike 
the other types of organizations, the program management organization 
concerns itself with enterprise objectives and needs.  Most project-based 
organizations do not meet this burden of proof and, as a result, very few 
program management organizations exist.  In fact, a comprehensive electronic 
search was conducted as part of this research to identify companies claiming 
to be program management enterprises.  Those that were found are listed in 
Appendix F.  However, each of the firms listed is not a true program 
management organization, but rather a multi-project, mega project, or singular 
client program organization. 
From business processes and project groupings to program organizational types 
and employee roles, program management has a profound ability to impact organizations 
 
 330 
of all types.  U.S. owners, particularly in fast-moving education, transportation and retail 
markets, are choosing program management.  This trend has accelerated project delivery, 
and, in many cases, has boosted practitioner revenue as well (Rubin et al. 2002).  Another 
trend for program organizations appears to be toward the creation of a unique entity for 
program management that can include representatives of the various involved 
organizations: owning agencies, consulting engineers, contractors, and equipment 
suppliers (Carter 1995).  Indeed, some public agencies and private firms are working 
closely together in owner-consultant partnerships to manage large programs (ibid.).  Still, 
clients and program organizations themselves admit that the benefits of program 
management may often be underachieved and oversold, with some potential players in 
both groups shying away (Rubin et al. 2002).  However, were program management 
allowed to foster change within an organization, then the overall objectives of that 
organization would set the direction into which all of the firm’s projects would align and 
contribute (Reiss 1996). 
A.3.2 Types of Programs 
All programs are designed to obtain benefits not attainable through the execution 
of individual projects.  By setting priorities between projects and coordinating their 
management, programs create benefits beyond the objectives of individual projects 
(Turner and Speiser 1992).  Programs also evolve in response to business needs 
encountered within a continually changing and uncertain competitive, political and 
technological environment.  Since they take a ‘wider view’, programs ensure that each 
business benefits from project deliverables – not just that of the project client or sponsor 
(Pellegrinelli 1997).  Yet programs must be specifically designed to maximize benefits.  
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For this reason, several unique program types have been suggested to realize different 
kinds of benefits. 
Fundamentally, three basic program types exist: (1) portfolio; (2) heartbeat; and 
(3) goal-oriented (Pellegrinelli 1997).  The portfolio program is mainly concerned with 
the process of managing projects with a view toward efficient resource utilization.  It 
enables the grouping of projects, which are relatively independent of each other yet have 
a common theme.  Phillips Petroleum’s Ekofisk Program, described in Appendix H is one 
example of a portfolio program where each individual project in the program derived a 
different benefit from a common reservoir.  By comparison, the heartbeat program 
enables the regular improvement of existing processes via increments to functionality 
(ibid.).  It is especially useful for organizing internal projects.  Boeing Commercial 
Aircraft’s Define and Control Aircraft Configuration (DCAC) initiative described in 
Appendix C represents a large-scale heartbeat program.  Lastly, the goal-oriented 
program is typically “used as a means of translating vague, incomplete and evolving 
business strategies into tangible actions and new developments (ibid.).”  The international 
space station is a good example of such a program.  A graphical depiction of these 






Figure A-6: Graphical Depiction of Program Types (After Pellegrinelli 1997) 
 
Other authors have proposed different names for these same three program types.  
Ferns (1991) used the terms business cycle, strategic, and single-objective to describe 
portfolio, heartbeat, and goal-oriented programs, respectively.  Gray (1999) 
supplemented these types by introducing the concepts of ‘delivery’ and ‘platform’ 
programs, depending on whether the program benefits were internal or external to the 
executing organization.  Interestingly, Gray (1999) also suggested that interactions 
between delivery and platform programs “might beneficially be regulated by natural 
criteria similar to commercial considerations that regulate transactions between 
independent trading entities.”  In other words, program management maintains mutually 
beneficial interactions between enterprises and their customers.  However, to realize such 




Payne (1995) has identified five critical aspects of organizations, which govern 
the success of programs: capacity, complexity, conflict, commitment, and context.  
Capacity relates to the ability of the enterprise to provide sufficient and appropriate 
resources.  Complexity is concerned with the multiple interfaces, which exist between the 
projects, the enterprise, and external parties.  Conflicts revolve around people, system 
issues, and organizational issues.  Commitment refers to the dedication of individuals 
working on, or providing resources to, a program’s projects.  It is relative to perceived 
importance and usually impacted by the uncertainty of future project work.  Therefore, 
project-based enterprises must de-emphasize project size and simultaneously stress the 
delivery of organizational objectives.  Simply stated, they should examine the context of 
their business and project activities. 
Enterprises can follow a number of approaches to execute programs successfully.  
Notably, Gray (1996) has suggested three, commonly known as the strong, loose, and 
open program models.  Each of these organizational models address the five critical 
aspects of program success mentioned previously, yet do so in varying ways.  Enterprises 
preferring a ‘strong’ program model make the element of coordinated central 
management implicit.  Companies with this model make no decisions in absence of 
direction from upper (program) management.  In contrast, firms using a ‘loose’ model 
view the concept of a program as a “convenient heading for aggregate reporting or very 
high-level overview purposes more meaningful to the observer than to the participants 
(ibid.).”  Some organizations have enhanced the ‘loose’ model by providing project 
managers with easy access to information about the objectives, progress, and deliverables 
of other projects, thereby empowering them to make sound decisions about their own 
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projects.  Such a model is termed an ‘open’ model and can be beneficial where ownership 
of the program needs to remain with the project stakeholders (ibid.).  However, despite 
the organizational approach employed, one other key factor exists in the successful 
completion of programs – the nature of the projects themselves. 
Projects can be classified as runners, repeaters, or strangers (Reiss 1996).  The 
classifications are important because the nature of each type of project impacts the way in 
which a program is managed.  Runners are low-risk projects familiar to the enterprise, 
and which happen all the time.  Repeaters happen a little less frequently, are of medium 
risk, and are a little out of the ordinary.  Strangers are the one-off, high-risk projects with 
which an organization is unfamiliar, though they are capable of executing them.  In 
addition to these classifications, projects can also be described as ‘open’ or ‘closed’ 
(ibid.).  Whereas the activities of ‘closed’ projects are known in advance, ‘open’ project 
teams start with a vague scope and create the activities as the project proceeds.  “The 
difference between the two could be called designed and design (ibid.).”  This distinction 
is important because only ‘open’ projects can be expanded to contain risk (Van Der 
Merwe 1997) and reduced to generate benefits. 
There are many possible developmental paths to consider for a program.  
Historically, the relative worth and probability of success for each path is unknown at the 
outset (Frumerman et al. 1987).  However, some degree of success must still be attained 
in developing each project or component in order to fulfill the program’s overall 
objectives.  Consequently, one of the fundamental differences between programs and 
projects is the pattern of activities over time.  Unlike projects, programs do not 
necessarily have a single, clearly-defined deliverable, or even a finite time horizon.  This 
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is partly because a program is only initiated as a result of a new client, a business 
requirement, or a review of existing programs.  As a result, a program is far more likely 
to go through a ‘spiral’ starting with definition and planning, then moving on to a phase 
where projects deliver their objectives (Pellegrinelli 1997).  The program is then renewed 
if its continuing business requirements can be confirmed, otherwise it is dissolved.  
Conceivably, a program can be renewed prior to the completion of some project 
deliverables if the projects themselves extend across multiple renewal periods.  As a 
result, the work processes involved in the management of the three primary program 
types can be grouped into five relatively discrete phases (Initiation; Definition and 






















Obviously, each program phase must be managed consistent with the effective 
classification, measurement, and prioritization of projects.  Plus, each program phase 
must be adequately staffed and supervised.  Systems able to assist in this regard are 
discussed next. 
A.3.3 Program Management Information Systems (MIS) 
No management system should be installed unless it increases profits, reduces 
risk, and improves management control (Coulter 1990).  Management systems should 
also ensure that performance is not sub-optimized either at the project or enterprise level.  
Such systems should advocate integration, thereby ensuring that enterprise goals are 
reached by project participants working together rather than against each other.  These 
initiatives are characterized by ‘systems’ thinking rather than by ‘discipline’ thinking, 
meaning that project participants must view the project as a process or system rather than 
merely as an assembly of components (Fischer et al. 1998).  Therefore, for the purposes 
of this research, three types of management systems were examined to discern their 
potential for assisting research efforts, namely: communication systems, project 
management systems, and enterprise management systems.  Each is briefly discussed 
next. 
Managing a major program is impossible without a comprehensive management 
plan and a functional management information system (MIS) (Zapalac 1994).  The plan 
will establish the method for obtaining the program’s schedule and cost goals, and 
determine the most efficient allocation of resources required to achieve these goals 
(ibid.).  The MIS will provide the scorecard to determine how the team is progressing 
toward realizing the program’s goals (Schei 1990).  However, as can be seen in Figure A-
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8, the planning system should integrate with the MIS where time scheduling, capacity 
planning and people scheduling is concerned.  Integrated program MIS implementations 
of this type provide the necessary information to enterprise directors and managers so 
that effective decisions can be made regarding the delivery of benefits and the selection 










































Figure A-8: Management Information Systems for Programs  




Mathematically, information is the inverse of uncertainty; therefore increasing 
project knowledge inevitably decreases project risk.  Fortunately, advances in 
information technology are presenting many new mechanisms to rapidly share knowledge 
at the project, firm, and industry level (Fischer et al. 1998).  On the other hand, a 
methodology has not been developed for project-based organizations to examine the 
contribution of management information systems toward reducing overall project 
schedules and costs (Back and Moreau 2000).  As a consequence, a real need exists to 
develop a methodology to manage the risk of project business.  While a new 
methodology may or may not be implemented as a program MIS scheme, it will aid 
program decision-making under uncertainty and assist in the adaptation and reuse of 
knowledge gained from previous projects. 
Every project software vendor claims their products deal with program 
management but, in reality, very few do (Reiss 1996).  From a recent chronological 
perspective, a 1993 survey of project management software found only seven packages 
that supported multiple projects (Anjard 1993).  Five years later, Russell (1998) found 
just a single software program developed specifically for program management and 
Constructor Magazine (1998) listed only four software packages (out of 233) that could 
assist in the management of portfolios, programs or enterprises.  The lack of program 
management software is compounded by the fact that project management software lacks 
precision.  A survey of 110 project management software packages found error rates 
between five and twenty five (25%) percent (Johnson 1992) – a result, which is not 
favorable, when a basket of multiple projects is considered. 
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A new range of program management information systems is on the horizon.  
Some of these systems (e.g., Microsoft Project®, Suretrak Project Planner®, QuickGantt®, 
Milestones®, and FastTrack Schedule®) are project-level systems with add-on capabilities 
for financial management, timesheets, online collaboration, multi-project roll-ups and 
portfolio management (Laiserin 2002).  Other systems, such as Artemis Portfolio 
Director have been created from a high-level portfolio management perspective designed 
to help deliver projects with improved business results (Artemis International 2002).  
Though Artemis depends on partial constraints and known network activities (Scheinberg 
and Stretton 1994), Chrysler credits previous versions of the software for aiding the 
management of multiple projects within their firm (O’Keefe 1994).  However, dedicated 
program management software packages have recently started to appear.  The Program 
Management Group’s (2002) Hydra4 software is based on distributed, connected project 
plans that automatically update each other.  Cyntergy Technology’s (Thumbprint CPM 
2002) Thumbprint software is geared to helping companies “organize, manage, and track 
portfolios of similar-but-different projects.”  In addition, program software such as ePM’s 
(2003) SimVision® and Lucernex’s (2002) Rollout Manager® are helping project-based 
organizations simulate and monitor their programs more effectively.  As can be seen in 
Figure A-9, Rollout Manager® helps program managers and senior executives to 
prioritize their time by highlighting poorly performing projects (i.e., shown as darker 
boxes) and the amount of investment (i.e., shown by the size of each box) for each 





Figure A-9: Lucernex’s Rollout Manager® Software (After Lucernex 2002) 
 
Today, an integrated scheduling and financial system is instrumental to managing 
multi-project programs effectively (Zapalac 1994).  There are very few, if any, truly 
integrated management information systems in service today, and those that claim to be 
so are usually poorly documented, labor-intensive, complicated, rigid in operation and 
format, and expensive (Rasdorf and Abudayyeh 1991).  In fact, due to the lack of “off-
the-shelf” software for program management, most firms rely on the use of several 
commercially available software programs, databases and an extensive library of 
spreadsheet templates to customize their MIS solutions (Zapalac 1994).  In addition, 
some generic risk management software has been developed with the specific purpose of 
integrating stochastic cost and duration estimating for projects (Barraza et al. 2000) such 
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as Primavera’s MonteCarloTM (1993) and Palisade’s @RISK for ProjectTM (1993).  Less 
common are ‘enterprise management systems’ for project-based enterprises.  Only two 
examples of such systems were found in the literature: a database for reporting the 
progress of highway programs in Wisconsin (Verish 1998) and a prototype system that 
extends the functionality of project management systems to include higher-level 
managerial requirements at the enterprise level (Heindel and Kasten 1997).  These trends, 
however, are changing. 
Throughout the 1990’s, project management software became more focused on 
handling multiple projects instead of large, single projects.  With this change came a shift 
from pure project scheduling toward scheduling integrated with resource management 
(Archibald 1992).  Simultaneously, project plans and schedules became increasingly 
automated and linked to various control systems used for progress reporting, cost 
accounting and project estimating (ibid.).  Most recently, a wider use of relational 
databases and intuitive interfaces are receiving a lot of attention for their ability to 
quickly retrieve and present information.  These developments may represent the next 
generation of program management information systems, thereby advocating better 
enterprise management. 
A.4 Enterprise Management 
Few studies have started to explore the issue of how to manage an organization 
with multiple inter- or intra-departmental projects (Fricke and Shenhar 2000).  What is 
commonly known is that the right environment must be present for program and project 
success.  Over time, some things prove successful while others do not.  However, as 
organizations moves on, they each develop unique recipes for success, norms of 
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behavior, acceptable rules and sanctions (McElroy 1996).  As a result, an enterprise 
culture is established and reinforced by several structures within the organization, 
allowing the newly-developed ‘culture’ to generate its own inertia and momentum (ibid.).  
This is graphically illustrated in Figure A-10.  The figure shows that culture can be 
composed of and influenced by six elements, the ‘hard’ elements of: (1) routines and 
procedures, (2) reward and control systems, (3) organization structure; and the ‘soft’ 


















Figure A-10: Sources of Organizational Culture (After McElroy 1996) 
 
While Figure A-10 may explain internal demands on a project-based organization, 
it does not aid the understanding of external factors, which influence the enterprise.  
Although everything may work well under steady-state equilibrium conditions, a 
relatively modest change in customer demand produces an interesting set of dynamic 
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responses, the impact of which can be potentially disastrous (Fowler 1997).  Thus, a 
solution is required, which takes into account all the systemic linkages of an enterprise 
from both an internal and external perspective, in order to produce a seamless process, 
which increases efficiency, reduces costs, and affords better value to the customer. 
Strategy and organization at the multi-project level is considered to be the most 
promising in terms of future development (Muffatto 1998).  Effectively, this allows 
project-based organizations to straddle high-level corporate objectives governed by 
success factors (MacMillan et al. 1982; Dvir et al. 1993) and lower-level process 
improvement objectives focused on identifying the impact of downstream operations on 
performance (Back et al. 2000).  Indeed, a technique should be developed that can 
accommodate the inherent variability in project processes if actual cost, schedule, and 
resource performance are to be accurately quantified and/or predicted (ibid.).  
Accordingly, this subsection explores concepts of strategic importance to project-based 
organizations.  It looks at concepts of organizational behavior related to planning and 
control, managerial accounting, and lean production.  It also explores the systems and 
strategies by which decisions are made regarding project outcomes and methods used to 
integrate product and process design.   
Situations involving multiple projects, large or small, frequently require the 
establishment of an operations and planning control function (Archibald 1992). For a 
project-based organization, Adler et al. (1996) has suggested managing the firm as an 
integrated process where the similarity amongst tasks provides for the sharing of staff and 
equipment across similar projects.  As a result, an operations planning and control system 
can be created to integrate and control the functions of marketing, engineering, 
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procurement, manufacturing, and installation for all projects within a specific program or 
division (Archibald 1992).  As can be seen in Figure A-11, the organization of the project 
office from a planning and control standpoint results in: (1) improved project planning 
and control support, (2) improved ability to resolve conflicts between projects, (3) 
improved uniformity of project planning and control practices, and (4) better forecasting 
of resource requirements for all projects (ibid.).   
 
 
Figure A-11: Operations Planning and Control Concept (After Archibald 1992) 
 
Primarily, the organization of the project office is needed because current 
scheduling tools do not provide dynamic links between cost estimates and schedules of 
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parallel projects.  Consequently, integration mechanisms that translate design 
descriptions into schedule and cost views of all projects are needed (Fischer and Aalami 
1996).  Although Eldin (1991) has shown that it is possible to develop an integrated and 
quantitative management control approach for tracking specific phases of projects, the 
integration of multiple projects into a traditional hierarchical organization has never been 
accomplished (Gabriel 1988).  As a result, further work in the area of operations planning 
and control will establish the value of integration at the participant, firm, and industry 
level (Fischer et al. 1998).  The potential benefits of integration of this type are: (1) 
improving cross-functional communications, (2) improving overall project and contract 
performance, and (3) improving corporate performance through improved resource 
utilization (Archibald 1992).  Benefits of this type are important because they form the 
basis to realign incentives for project participants and justification for project-based 
enterprises to reengineer their existing project delivery processes (Fischer et al. 1998).  
However, efforts of this type are not without precedent.  In 1995, the Bechtel Corporation 
established ‘Global Industry Units’ (GIU’s) to move the center of the company’s decision 
making closer to its customers in order to provide greater accountability for integrated 
decisions regarding operational planning and control (Bechtel 1998).  Important as this 
strategic change was, it did not go unaccompanied by other significant tactical changes as 
well.   
Project-based organizations are particularly prone to the ‘cycle of decay’ resulting 
from the use of financial accounting data, and not control data, for decision making 
(Ames and Hlavacek 1990).  However, this cycle may be unavoidable for two basic 
reasons.  First, because cash flow is as important as profit, there is often no other viable 
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source of information regarding decisions made at the enterprise level.  Second, there is 
currently no way to link changes in projects or processes to potential decisions needing to 
be made regarding resource levels and utilization (Greenwood and Reeve 1994).  
Although activity-based costing has been proposed to link resources to the cost of 
projects (Maxwell et al. 1998), no methods have been suggested to simulate the financial 
impact of decisions regarding project selection or operational methods and practices.  
Consequently, the shift from a consumption model (i.e., product costing) to a spending 
model (i.e., resource decisions) must be established for project-based organizations.  
Greenwood and Reeve (1994) have developed a technique called Process Cost 
Management (PCM), wherein the cost of project processes can be established for the 
purpose of benchmarking or project costing, thereby aiding improved productivity for 
organizations of this type. 
Recently, project-based organizations have realized the impact of declining 
productivity levels.  While some researchers such as White and Austin (1989) and 
Thomas et al. (1999) have developed models to allocate personnel and measure the 
productivity of professional practice, there is no reliable cost-effective method for 
improving output without an increase in resource spending (Greenwood and Reeve 
1994).  As a result, there has been a surge of interest in lean production amongst project-
based organizations during the last decade.  Many of these organizations have seen the 
benefits of lean production amongst their ‘flow-shop’ counterparts, but not within similar 
job-shop companies.  As a remedy, researchers at the University of California have 
established the Lean Construction Institute (LCI).  Starting with look-ahead schedules 
that match resources with opportunities, LCI’s Ballard and Howell (1997) have been able 
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to improve project production throughput.  These same researchers have also developed a 
metric known as Percent Planned Complete (PPC), which is calculated by simply 
dividing the number of completed assignments by the total number of available 
assignments in a given time period.  LCI’s Choo et al. (1998) have built upon the work of 
Ballard and Howell and created a database program called WorkPlan to systematically 
develop work plans, allocate resources, and calculate PPC.  However, in the new lean 
project development model, more attention is being given to the needs of organizations 
who execute multiple projects.  This trend means that projects are increasingly being seen 
as interdependent and satisfactory performance of the entire firms’ portfolio or projects is 
being sought (Muffatto 1998).  Consequently, this transition can be seen as an 
evolutionary process of building organizational capacity (Fujimoto 1994), requiring 
advanced frameworks for decision support. 
The temporal and organizational structure of the decision process within 
companies operating in the multi-project business requires advanced decision support 
systems (DSS) (Speranza and Vercellis 1993).  Designed to assist decision makers in 
allocating scarce resources amongst projects, DSS systems are able to evaluate differing 
cash flows in light of the need to maximize net present value at the enterprise level 
(ibid.).  Currently the emphasis in the creation of decision support systems is on project 
and process models that are representative of enterprise operations (IFIP-IFAC Task 
Force 1999).  Dyer et al. (1992) have created a multiple criteria decision support system 
(MCDSS) to capture preferences in project decision making.  In parallel, Dean et al. 
(1992) examined the performance of a priority-based decision rule for the allocation of 
multiple resources across several interrelated projects.  Finally, Karim and Adeli (1999) 
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developed the CONSCOM decision support system to evaluate time-cost tradeoffs for 
change order approvals in highway construction projects.  These systems, as outlined 
here, promote the ability to schedule elementary activities over a program’s entire 
planning horizon (Speranza and Vercellis 1993).  More than that, however, decision 
support systems help promote effective decision making at both project and program 
levels for the benefit of the parent organization. 
Focused product variety has to be part of the developmental strategy of project-
based enterprises (Abegglen and Stalk 1985).  For these firms, attention must be paid 
simultaneously to the single project and to the portfolio as a whole, thereby establishing a 
single and coherent image for the firm (Sakakibara and Aoshima 1989).  However, 
neither a pure project-team approach nor a functional approach seems appropriate for the 
management of concurrent multiple projects (Nobeoka and Cusumano 1995).  Indeed, the 
criteria adopted in multi-project management are, to a certain extent, the antithesis of 
those adopted at the project level (Muffatto 1998).  Multi-project management requires 
maximum exploitation of economies of repetition and scale, both of which are 
underemphasized in a single project.  As a result, concentrated project strategy can 
provide the basis for fund allocation and prioritization between different types of projects 
when consistent program management is used (Rautianen et al. 2000).  In fact project 
variety of this type has even been linked to a strategy of globalization for projects, which 
are differentiated at a local level (Porter 1986).  This allows for strategic considerations 
of market differentiation, customer demand and project production constraints (Kekre 
and Srinivasan 1990).  However, because increases in project variety are normally 
accompanied by increases in the complexity of management (Muffatto 1998), a reduction 
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in the management scope of each functional manager in the project-based enterprise is 
necessary.  Nobeoka and Cusumano (1995) have shown that such a reduction is necessary 
in areas of resource allocation and technology sharing before improved program 
management will occur.  This means that companies need strong organizational structures 
and effective processes to enable system-level coordination across multiple projects in 
their portfolio (ibid.).  The Bechtel Corporation is a good example of a project-based 
organization, which has optimized their project variety across the globe.  As illustrated in 
Appendix E, Bechtel has been able to maintain a market presence and consistent high 
levels of revenue production by seeking out project opportunities with similar or 
repetitive characteristics.  Specific examples of their programmatic work are detailed in 
this Appendix. 
Finally, integration offers the potential to add new value and create competitive 
advantage for all types of project-based firms (Fischer et al. 1998).  Although the concept 
of integrated product and process design (IPPD) originated in the manufacturing sector, 
significant parallels exist to the challenges faced by project-based firms.  Market 
conditions will change, new project opportunities will be identified and new process 
technology will emerge – all which will cause a potential impact on a firms’ long-term 
strategic plan.  Each of these opportunities may result in the need to reengineer internal 
work processes in order to accommodate changes that are occurring in the marketplace 
(Crow 2003).  Indeed, previous researchers such as Sanvido and Norton (1994) have 
indicated the need to integrate production and design for a single project.  However, 
integration should extend beyond the project boundary. 
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Integration includes not only social and behavioral aspects (Rwelamila and Hall 
1995), but also aspects of multiple projects.  As can be seen in Figure A-12, single 
project integration can be characterized by the communication that exists within and 
between project participants from various disciplines and phases (Fischer et al. 1998).   
 
 
Figure A-12: The Scope of Single- and Multi-Project Integration  
(After Fischer et al. 1998) 
 
There are three general means to achieve single project integration: (1) 
organizational means, (2) technological means, and (3) education of project personnel 
(ibid.).  However, multiple project integration occurs within a single organization over a 
longer period of time.  This form of integration is characterized primarily by the learning 
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and codification of experiences of personnel from a wide range of projects (ibid.).  It can 
also be accomplished through project post-mortems, which reside in enterprise systems.  
Moreover, in a study of industrial projects, Fergusson and Teicholz (1993) show that 
multi-project integration has value from an owner’s perspective.  In particular, this 
finding is significant because it represents one of the primary objectives of virtually all 
project-based enterprises.  After all, if internal improvement initiatives result in the 
creation of customer value, enhanced long-term viability will likely result.  One way to 
accomplish this is through the development and use of enterprise frameworks. 
A.5 Enterprise Frameworks 
Successful leadership requires, not only the time, efforts, and personal abilities of 
chief executives, but the creation of a framework for success (Federal 1997).  A cohesive, 
high-level conceptual framework is needed to direct an entire organization and to 
establish boundaries for where it should not go (ibid.).  Although there is much support in 
literature regarding the importance of interactions between enterprises, programs, and 
projects, no explicit frameworks have been suggested, which promote goal congruence at 
all levels (Levene and Braganza 1996).  As a result, many companies have simply 
adopted the Baldrige Award criteria, the Deming Prize criteria, or ISO 9000 standards in 
place of a customized enterprise framework capable of managing the entire organization 
(Jain 1997; Federal 1997).  Regardless, a few enterprise frameworks have been recently 
developed for the redesign of functional organizations as project-based organizations.   
One such framework is the PRINCE framework, which stands for PRojects IN 
Controlled Environments (Reiss 1996).  This framework, however, like many other 
frameworks, have been designed for a general case rather than a specific implementation.  
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As a result, two primary paths exist for the creation of an enterprise framework.  First, a 
customized framework can be created through the discipline of enterprise engineering.  
Specific reference architectures and enterprise modeling processes are available to be 
used in this pursuit.  Second, a dedicated enterprise framework can be created via the 
combination and adaptation of specific, existing frameworks.  Such frameworks are 
likely found in one of four categories: (1) performance measurement, (2) program and 
project management, (3) decision-making or (4) planning.  Therefore, this section 
explores the state of the art in frameworks of all types.  As this section is taxonomy of 
frameworks, no specific recommendations are made for the adoption or use of any 
specific framework. 
A.5.1 Enterprise Engineering Frameworks 
An enterprise is, first and foremost, comprised of a large number of concurrent 
business processes executed by a set of resources, which all contribute to business 
objectives (Vernadat 1996).  The creation of an enterprise engineering framework is 
essentially a matter of describing, modeling or integrating these processes.  To 
accomplish this, two basic methodologies are available.  The first is a dedicated 
enterprise modeling process.  Here, an attempt is made to represent an enterprise through 





























Figure A-13: Enterprise Modeling Process Overview  
(After Vernadat 1996) 
 
As can be seen in Figure A-13, the enterprise modeling process combines these 
attributes with a methodology, specific metrics, enterprise-specific jargon and enterprise 
engineering knowledge to produce a comprehensive model of the enterprise.  Essentially, 
this process transforms an enterprise into a wide-reaching set of models capable of 
describing and representing different aspects of the enterprise (ibid.).  Indeed, the 
completed enterprise model provides completeness, consistency, precision, competence 
and scalability for enterprises of all types. 
Enterprise models, in general, represent a very complex reality.  In order to reduce 
this complexity, a reference architecture can be used to represent certain aspects of the 
enterprise engineering process.  This creates a different type of framework, which allows 
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manipulation according to the users’ concerns without being disturbed by the complexity 
of a larger model.  Importantly, both reference architectures and enterprise modeling 
provide a detailed representation of specific enterprises, unlike more generalized 
methods, which are discussed in Section 3.3. 
A.5.2 Performance Measurement Frameworks 
Experience has shown that a framework is needed to organize thoughts, identify 
common vocabulary, and ensure appropriate coverage for a performance measurement 
system (DOE 1996).  At an enterprise level, most of the frameworks for performance 
measurement are broad in scope.  Many of the popular performance measurement 
frameworks are detailed here.  Sink and Tuttle (1989) have proposed seven criteria for 
measuring an organization: (1) efficiency, (2) effectiveness, (3) productivity, (4) 
profitability, (5) quality, (6) innovation and (7) quality of work life.  Similarly, Mohsini 
(1989) developed a performance management model designed to conduct an overall 
evaluation of the building process as a function of the well-being of its task 
organizations.  Jin and Levitt (1996) built upon Galbraith’s (1977) framework to create 
their own computational model of the virtual design team (VDT).  This model is capable 
of analyzing how activity interdependencies increase coordination needs and how 
organizational design, communication, and capacity impacts project performance.  In the 
early 1990’s, Corbeil (1992) and Rush and Ogborne (1991) established the program logic 
model to measure the performance of program enterprises and customers in a 
collaborative setting.  In 1994, the Department of Energy created their performance 
improvement measurement methodology (PIMM) to provide a method of performance 
measurement for a research and development environment (DOE 1994).  Finally, Kaplan 
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and Norton (1996) developed the balanced scorecard, which includes four categories of 
organizational measures designed to track whether or not improvement in one area is 
being achieved at the expense of another.  The balanced scorecard specifically looks at 
measures of financial performance, customer satisfaction, internal business processes and 
measures of organizational innovation and learning.  Although it is true that what gets 
measured gets improved, most of these performance measurement frameworks are 
generally too broad in scope to be of practical use to project-based organizations.  
Additionally, per the author’s experience, most enterprises view these frameworks as 
templates in the development of customized systems. 
A.5.3 Program and Project Management Frameworks 
Despite the need to improve project and program performance, few frameworks 
exist that are capable of improving the operational and financial performance of project-
based organizations.  From a project-level perspective, few generic frameworks have 
been created for the architecture, engineering and construction (A/E/C) industry.  One, 
known as IRMA, was proposed to improve the probability of project success (Luiten et 
al. 1993).  Similarly, Slevin and Pinto (1987) developed a project management 
framework to identify major factors contributing to the success of project 
implementation.  In response to demand, the Construction Industry Institute (CII) created 
a framework to promote the cost-effective engineering of capital projects in the A/E/C 
industry (CII 1998).  Hastak and Shaked (2000) even developed a project management 
framework known as ICRAM-1 to analyze various risk indicators on international 
projects.  However, the only project management framework to explicitly link business 
and project processes found was the MOPO framework (MOPO 2002).  This framework 
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is defined at a high level of abstraction using an IDEF0 methodology to address the 
project management dichotomy through improved project planning. 
From a program-level perspective, several management frameworks have been 
suggested, ranging from small, specific models to large scale, broad visions.  As 
illustrated in Figure A-14, Russell (1998) developed a program management framework 
for automotive component projects that firmly defines the interfaces between the 
automotive components themselves and the facilities, which create them.   
In order to identify all the tasks needed to complete a program, (Frumerman et al. 
1987) developed the multiple related project management method (MRPMM) to select 
projects based upon their technical merit and their contribution to the program scope.  
Whitson (1992) developed a multi-project management model (MMPM) to identify 
projects in trouble and to stop bottlenecks and delays before they begin.  In a similar 
pursuit, Eligiri (1994) created a program administration framework for public agencies to 
assist newly-appointed or elected program directors in assuming control of agency 
programs and services.  In manufacturing, Fujimoto et al. (1992) proposed two 
approaches to product line management: static and dynamic, hence, management of both 
continuity and discontinuity.  These approaches were followed by Nobeoka and 
Cusumano (1995) who proposed a framework for program management able to consider 
two types of linkages between multiple projects: the linkages between different product 
lines (interproduct-line linkage) and the linkages between past and present projects 
(evolutional linkages).  From a much wider perspective, Wheelwright and Sasser (1989) 
created a program management framework known as the product generation map 
designed to track the evolution of manufactured products.   
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Figure A-14: Enterprise Framework for Automotive Component Projects  
(After Russell 1998) 
 
However, perhaps the best example of a program management framework is 
Boeing Commercial Aircraft’s Design and Control Aircraft Configuration (DCAC) 
framework, which comprehensively integrates processes and technologies with the 
actions of employees responsible for the design, fabrication, and assembly of aircraft 
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programs.  Boeing executives have credited the DCAC framework with reducing their 
manufacturing costs by over 11% (Kolesar 2001), thereby establishing the benefit that 
can be obtained through project and program management frameworks.  
A.5.4 Decision-Making Frameworks 
Due to the fact that comprehensive program management frameworks have not 
been based upon specific techniques, interpretive frameworks aimed at supporting the 
decision making process have proven to be more useful (Schmidt and Freeland 1992).  In 
fact, the literature of operations management suggests that program operations consider 
decision trade-offs, yet only simple algorithms (Slack 1995) and resource profiles (Hill 
1985) have been created.  To aid decisions regarding project selection for a program, De 
Maio et al. (1994) created a framework to support the processes of resource allocation, 
risk management, priority management, and ongoing control.  By representing projects as 
circles on a two-dimension risk-relevance (R-R) matrix, an area proportional to the 
expected absorption of critical resources can be calculated and graphed as shown in 
Figure A-15.   
In these graphs, relevance is the expected profitability of the project and risk 
represents the schedule uncertainty.  The size of each circle corresponds to the relative 
size of resource utilization for each project within the firm’s portfolio.  The primary 
purpose of the framework is not only of the assessment of the attractiveness of alternative 
programs, but also the identification of actions aimed at improving the firm’s expected 





Figure A-15: Actions for Portfolio Improvement (After De Maio et al. 1994) 
 
As illustrated in the upper left-hand corner of Figure A-15, the firm can increase 
critical resources availability in order to accept Project C in the selected portfolio.  
However, Project C can also be included, by improving the resource productivity of 
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Projects A, B, and C as indicated by the smaller circles shown in the upper right-hand 
corner of the figure.  From a systemic standpoint, if the firm was able to enhance its 
ability to manage risk, the risk-relevance line could be adjusted to select Project E, as 
shown in the lower left-hand corner of Figure A-15.  Finally, actions can be taken on 
individual projects to improve their relevance (as shown by Project C) or decrease their 
risk (as shown by project E) in order for the firm to take on more projects.  Decisions of 
this type, however, can also be used for project and program control.  By monitoring 
relevance and risk, firms can be proactive in order to establish a well-balanced portfolio 
(De Maio et al. 1994). 
Other decision-making frameworks exist for project selection.  Lottaz et al. 
(1999) used constraint satisfaction techniques to select projects for a portfolio.  McIntyre 
et al. (1999) used Saaty’s Analytical Hierarchy Process (AHP) to choose amongst various 
project options.  Additionally, Schmidt (1993) developed an integer programming model 
based on the value, cost, and outcome measures of individual projects to maximize the 
expected net present value (NPV) of specific portfolios.  However, frameworks have also 
been used to influence decisions amongst personnel at all levels in a project-based 
organization.  At the executive level, Venegas and Alarcon (1996) created their GPM 
framework to analyze the risks and uncertainties present in strategic decisions.  For 
project managers, Laufer et al. (1999) developed a framework to define the constraints 
under, which the program team must operate.  Through implementation of this 
framework, the project manager can influence the decisions of the team, thereby 
promoting an improved project environment within which decisions can be made faster.  
For members of a construction project, Grobler and Subick (1993) developed their 
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DOC/PIF decision making framework to establish consensus regarding global decisions 
through distributed computing.   Finally, a few researchers have developed frameworks 
for decision support systems.  Loh et al. (2000) created a DSS for contract strategy 
through a case-based reasoning (CBR) approach.  This framework augments the decision 
maker’s memory by providing a backdrop of similar cases to be used as guidelines in 
solving the problem at hand (Kolodner and Leake 1996).  Partington (1996) developed a 
decisions authority framework to support organizational change in program 
environments.  Lastly, Keeney and Raiffa (1976) developed a decision support system to 
value trade-offs between multiple objectives in order to promote organizational 
effectiveness. Collectively, decision-based frameworks provide good value to a project-
based enterprise because they tend to be relatively inexpensive and simple to implement. 
A.5.5 Planning Frameworks 
Planning has a significant impact on the ability of firms to achieve success 
through the implementation of projects (Arditi 1985; Syal et al. 1992; Hamilton and 
Gibson 1996).  From artificial intelligence (AI) techniques to expert systems to formal 
frameworks, most developments have focused on supplementing the planning experience 
of project and program managers (Fox and Smith 1984; Liebowitz and Lightfoot 1987).  
King (1984) and Kim and Schniederjans (1989) used rule-based expert systems to 
allocate resources and prioritize planning decisions between multiple projects.  Mattila 
and Abraham (1998) created a planning framework to optimize resource allocation and 
crash project schedules.  In similar frameworks, Scheinberg and Stretton (1994) and 
Shankar and Nagi (1996) developed flexible planning frameworks for multi-resource, 
multi-project programs by incorporating a wide range of business variables into the 
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process. Yamazaki (1995) and Huang et al. (1992) used object-oriented methods to 
integrate engineering, procurement, and construction projects.  Finally, Speranza and 
Vercellis (1993) and Platje (1994) coupled the planning and control cycles for single 
projects and portfolios within multi-project frameworks.  Obviously, a relatively large 
number of planning frameworks have been developed over the years, each one attempting 
to derive a probable optimum planning input from which overall project completion costs 
can be minimized (Faniran et al. 1999).  However, if too much planning, effort, and cost 
is undertaken, the overall execution of projects and programs may cost more (ibid.).  
Consequently, enterprise frameworks of all types must be designed and implemented 
mindful of costs and benefits.  Only then will the financial and operational performance 
of project-based organizations improve (ibid.). 
A.6 Summary – Establishing a Point of Departure 
This chapter began by stating that no prescribed method exists that can be used to 
answer questions posed by this research.  Notably, the chapter was also missing studies 
dedicated to understanding how enterprises coordinate operations, undertake numerous 
projects at the same time, and maximize benefits.  This is because such studies do not 
exist.  Instead, the chapter focused a number of topics in relation to the problems and 
context of this research.  First, it provided an overview and examples of enterprise 
sustainability as defined for this study.  Second, it examined the ‘state of the art’ in 
project management, determining that current practices were insufficient to tackle the 
research questions; the project management knowledge, which exists is still too dispersed 
and shallow in scope to effect change at the enterprise level.  Third, the chapter turned 
toward the exploration of the origins and characteristics of programs as a possible 
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‘bridge’ between project needs and enterprise demands.  Finally, the chapter described 
issues pertinent to enterprise management including several existing frameworks.  These 
frameworks were designed to aid executive leadership in navigating today’s precarious 
business environment from various perspectives.  However, these practices, along with 
the rest of the body of knowledge discussed here, cannot be used to assess the 
contribution of a project-based organization’s operations toward its long-term enterprise 
sustainability goals.   
Certainly, the creation of a unifying project and enterprise management 
philosophy was still needed.  By its depth of coverage alone, this chapter provides 
evidence that a lot of research has been done toward this goal.   Nonetheless, the body of 
knowledge discussed here provides a much greater benefit: it creates taxonomy of what 
has been accomplished to assist project-based organizations in their pursuit of long-term 
viability.  Moreover, it helped to establish a point of departure toward the creation of a 







Appendix B: BSW International 
On the surface, BSW International (BSW) of Tulsa, Oklahoma looks much like 
any other architecture and engineering project design firm.  With approximately 175 
employees, (Roper 2001a) the firm generated revenues in excess of eighteen million 
dollars in 2000 (Blood 2001).  However, BSW is more interesting than these data foretell.  
As a program management organization, BSW is a firm that designs and develops 
multiple, repetitive facilities for some of the largest Fortune 500 companies.  What is 
impressive is the firm’s revolutionary ‘flow shop’ (ibid.) approach to the process of 
architecture and engineering (A/E), combining real estate, site development, detailed 
design, and construction administration with the most advanced technology available.  To 
further this approach, they have also “developed a management style that has more in 
common with its corporate clients than with other design firms (Branch 1993).”  Some of 
the clients who frequently call upon BSW are Albertsons Stores (Chain Store Age 2000) 
and Wal-Mart (Sellers 1993).  In fact, since the mid-1980’s, BSW has delivered layouts 
for well over six hundred new Wal-Marts of various styles, including Sam’s Wholesale 
Clubs and the company’s Supercenters (ibid.).  In fact, current Wal-Mart Chief Executive 
Officer (CEO) H. Lee Scott (2001) attributes the bulk of Wal-Mart’s success to their 




B.1 BSW International’s Approach 
Over time, BSW has been successful because they understood the importance of 
volume.  According to Rusty Patton (2001), BSW’s internal slogan is “volume changes 
everything.”  Consequently, BSW’s clients must have a willingness to commit up-front 
enough work for the firm to make the necessary investment in people, training, and 
equipment.  However, the firm “can’t do that if it’s a one-at-a-time strategy,” says former 
CEO David Broach, but he added “once that foundation (i.e., prototype) is built, the firm 
can outperform anybody in the world” (Branch 1993).  Moreover, current CEO Robert C. 
Workman has said that: 
“people assume that to do this kind of volume we must have to take quality 
out of what we do.  They do not understand that to turn out the volume we 
turn out, we have to crank more and more quality in.  We can’t afford to 
be wrong.  If we make one mistake, we might repeat it 250 times” (ibid.).   
Indeed, the firm’s focus on quality actually earned BSW the title of one of sixty-
six “Corporate Stars of the Future” by the Wall Street Journal in 1989.  Interestingly, 
they were the only architecture or engineering (A/E) firm named by the publication.  Still, 
quality is only part of BSW’s equation for success.  The company’s organization and 
work processes comprise the real secret behind their success. 
At BSW, program management is not a service; it is a culture which is embedded 
into the organization as a whole (Daman 2001a), a culture which has the ability to help 
make the impossible happen.  As an example, the firm was once asked by a restaurant 
chain in the mid-1990’s to initiate a ‘recovery plan’ for all their missed dates on building 
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completions.  The restaurant chain desired to open as many stores as possible, hopefully 
eclipsing their record to date of fifteen locations per year.  However, once BSW began 
work on this program they quickly were completing in excess of eighty projects per year 
(ibid.).  This dramatic increase in performance was partially attributable to BSW’s 





















Figure B-1: BSW International’s Organization Chart (After Daman 2001b) 
 
As can be inferred from the figure, the majority of BSW’s 175 employees are 
architects, engineers, or program managers.  While this makes resource management a 
significant challenge for the firm (Keeter 2001), it also maximizes the amount of direct 
work taking place on clients’ projects and programs.  Importantly, the work of BSW’s 
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employees is supplemented by advanced work processes and technologies, thereby 
allowing them to efficiently manage building programs as few of their competitors can. 
B.2 BSW International’s Technologies 
From the firm’s inception in 1986, company founders realized that sophisticated 
work processes needed to be paired with the latest technologies in order for the company 
to be successful (Workman 2001a).  As a result, BSW has a long history of undertaking 
significant Enterprise Engineering efforts to embed technologies within their work 
processes as a foundation for their operations.  In fact, beginning in the late 1980’s, the 
company spent in excess of three million dollars over a three year timeframe to create its 
Darwin and Beagle systems, both early attempts at creating the program production work 
order (PWO) system that they use today (ibid.).  Based on the author’s experience in the 
A/E/C industry, an effort of this magnitude (i.e., in terms of both time and cost) is 
remarkable for some of the largest A/E firms, let alone a relatively small firm designing 
commercial buildings.  However, it is exactly this type of bold development of 
technology which established BSW International as a premier program management 
organization. 
Besides Darwin and Beagle, the firm has spent time and money also perfecting 
other technologies, such as their computer-aided design (CAD) platforms.  Starting with a 
standard VisionAEL® CAD system, the firm has upgraded the software by adding custom 
formats and acceleration features designed to improve productivity in a programmatic 
environment (Heinrichs 2001).  Only recently did the firm move away from this system 
to a newer CAD platform.  Yet, the firm has also upgraded other off-the-shelf (OTS) 
software for other uses as well (ibid.).  Using Oracle® Visual Basic, the company created 
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a custom technology called JobStat which is still used as a progress measurement tool for 
programs (Daman 2001b).  This system ties in with many of their corporate management 
information systems (Heinrichs 2001).  Additionally, they have upgraded Timberline® 
and Axium® project-based accounting systems to more accurately reflect their operations 
using customized cost codes as illustrated in Figure 4-1.  Recently, BSW also invested in 
two different online project and program management systems called Citadon® and 
Lucernex®, respectively.  In particular, these systems were intended to facilitate improve 
project and program communications, although the Citadon® system, in BSW’s opinion, 
needed more of a programmatic perspective (Patton 2001).  Consequently, it is believed 
that BSW has been able to derive competitive advantage from their long-standing history 
of technological development.  Still, there are other interesting aspects of the history of 
the company itself.  These are covered next. 
B.3 BSW International’s History 
Although BSW has only been in existence since 1986, they have proven 
themselves to be successful in the arena of program management for repetitive facilities.  
Indeed, in less than two decades, the company has transformed itself from a traditional 
studio-based architecture firm to a full-fledged program management organization.  
However, their progression and development was punctuated by a number of significant 
and catalyzing events. 
“Change happens as a result of the need to survive (Workman 2001b).”  Indeed, 
change has been the hallmark of BSW since its inception.  Facing the specter of poor 
economic conditions in Oklahoma following the ‘oil bust’ in the mid-1980’s, BSW was 
created out of a competition between the six partners of two Tulsa-area architecture firms 
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who had previously merged in an attempt to revitalize the company (Workman 2001a).  
Still, protracted economic conditions prevented more work from coming in.  Thus, 
amongst all six partners, it was decided that the three partners who best generated 
business would take over the company in a ‘winner-take-all’ contest (ibid.) in order to 
spur creativity.  Based on a few repetitive-scope facility contracts designing service 
stations, partners Broach, Sober, and Workman (i.e., BSW) were declared the winners 
(ibid.) and the reconstituted company was launched to execute programs of commercial 
buildings.  Fortunately for the firm, BSW has remained successful to this day by sticking 
to its original strategy of working with a customer’s Real Estate Approval committee (or 
similar entity) during the initiation of a program, when the client is most receptive to the 
BSW approach (Heinrichs 2001). 
By 1989, BSW recognized that it needed training in project and multi-project 
management (Daman 2001b).  BSW executives saw that the management complexity of 
their operations was increasing and needed to do something about it (ibid.).  In an 
unusual move for an A/E firm, BSW hired a consultant named Dennis Young to train 
employees on the finer points of managing work throughput on a project and program 
basis (ibid.).  The new-found knowledge served the company well as it expanded.  
However, by 1992, BSW was still organized as a set of studios, each one a profit center 
lead by a principal and groups of resources (Stephens 2001).  This arrangement worked 
fine because, at the time, BSW did ninety-eight percent of its business with a single 
client, capturing ninety-five percent of this customer’s contracts for design work – an 
arrangement that lasted until 1994 (ibid.).  Then, in 1994, BSW’s primary customer 
changed its policy regarding vendors, no longer allowing any one vendor to maintain 
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more than fifty percent of its business (ibid.).  Consequently, BSW’s workload dropped.  
Change was again necessary. 
1998 marked the introduction of engineering disciplines to BSW International’s 
operations.  Instead of using design consultants for civil, structural, mechanical, and 
electrical engineering as most architecture firms do in the United States (i.e., including 
BSW prior to 1998), the company chose to hire these types of engineers directly as 
employees (Patton 2001).  As with many firms who underestimated the transaction and 
coordination costs associated with outsourcing (Chalos 1995), BSW almost immediately 
saw an improvement in project throughput via its incorporation of engineering disciplines 
(Patton 2001).  So, as a result of the internal structural changes and those concerning its 
clientele, BSW had entirely reorganized by 2001.  Still, by 2001, their main customer 
from the 1990’s still represented sixty-five percent of BSW’s work, with the remainder 
distributed amongst twenty other customers (Stephens 2001).  By then, however, the firm 
itself had splintered into four business units: (1) A/E (i.e., site development, building 
A/E, civil, construction administration), (2) Digital Studio One (i.e., digital graphics), (3) 
Mexico operations, and (4) Corporate staff (ibid.).  These changes had their intended 
effect: to strengthen the focus of BSW’s personnel on executing programs of projects 
(ibid.). 
Despite the firm’s overwhelming emphasis on programs, several at BSW are 
examining the return to the execution of individual projects.  In fact, the BSW 
International has every intention to take what they have been doing and apply it to one-
of-a-kind customized projects (Branch 1993).  If the firm does take on individual projects 
in the future, according to current CEO Robert C. Workman, “We’ll not only deliver a 
 
 371 
high-quality design project that will win the aesthetic acclaim of all the architects in the 
world, but it will also make good business sense for our clients, come in on budget, and 
have the finest set of construction documents anyone has ever seen.  And everyone 
attached to that project will win” (ibid.).   Indeed, if past performance is any indicator, 
BSW has the people, processes, and technology to compete at any level, in single projects 





BOEING COMMERCIAL AIRCRAFT 
Appendix C: Boeing Commercial Aircraft 
One traditional manufacturing company that has embraced program management 
concepts is the Boeing Commercial Aircraft Company (BCA).  In the past, Boeing 
Commercial Aircraft used an ‘effectivity’ system to manage the design and construction 
of every single aircraft it produced as a separate project.  Therein, each part for each 
aircraft was designed, certified, and procured independently.  Since each aircraft is 
certified individually by the FAA, and because suppliers and technology change, BCA’s 
‘effectivity’ system appeared to work well to company executives, yet did not from a 
benefits standpoint (Kolesar 2001).  Separately, in the mid-1990’s, Boeing management 
became intrigued by ERP systems, yet realized that their business did not lend itself well 
to implementation.  As a result, they began a program called DCAC (Define and Control 
Airplane Configuration) to remedy the weaknesses of the ‘effectivity’ system and build 
upon the strengths of ERP system logic (ibid.). 
The primary goal of the DCAC initiative was to improve the processes by which 
BCA used to produce airplanes in order to create an opportunity to significantly reduce 
costs, cycle time and defects – thereby delivering more value to its customers (Production 
Initiatives 2001) and improving its ‘bottom line’. In fact, initial cost targets included a 
seven percent reduction in manufacturing cost and an improved inventory turnover rate in 
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excess of four times per year (i.e., roughly double current turnover (Kolesar 2001)) were 
established at the initiative’s outset.  However, DCAC was also intended to integrate 
BCA’s processes, systems, data, and people in a seamless system (ibid.). 
Tactically, BCA’s DCAC program was intended to simplify current configuration 
processes by automating configuration controls through the use of a unique aircraft 
identification number for the assignment of all aircraft parts by part number.  While this 
streamlined BCA’s material management processes, it also avoided the inherent problems 
of the ‘effectivity’ system wherein everything regarding a specific aircraft’s fabrication 









DCAC uses three tailored business streams (TBS) as shown in Figure C-1 to 
handle the flow of parts data.  TBS 1, ‘basic and stable’, incorporates standard parts that 
are used on each airplane model (e.g., 737, 757, etc.).  TBS 2, ‘reusable’, defines options 
for parts that have been already engineered and delivered to a previous customer, such as 
engines or avionics.  TBS 3, ‘custom engineering and planning’, creates unique options 
and newly-designed parts that have never been certified or delivered before, like airline-
unique seats or galleys.  Consequently, any new Boeing aircraft delivered today has been 
designed by configuring existing TBS parts together with new TBS parts custom-
designed for a customer.  However, as compared to other industries such as the 
automotive industry, the use of design philosophies such as tailored business streams was 
not particularly unique.  The fact that Boeing managed its DCAC activities in concert 





Figure C-2: DCAC and Marketing Program Integration at Boeing (After Production 
Initiatives 2001) 
 
Figure C-2 shows how Boeing has used program management concepts to 
integrate its marketing projects with the actual design and manufacture of a specific 
airplane.  The relationships between engineering, marketing, and customer are integrated 
in a way that is consistent with Boeing’s business strategy and long-range planning.  Still, 
integration of this form relied upon the implementation of CIMLINC® software on the 
production floor and BAAN® ERP software within corporate staffs such as marketing 
(Kolesar 2001).  In fact, these software systems even helped establish integration 
amongst customer relationship managers, design engineers, manufacturing engineers, 
 
 376 
product planners, and quality managers (ibid.).  Indeed, the benefits of the DCAC 
program were widespread enough that by 2001 (i.e., even before the scheduled 
completion of the DCAC initiative), managers responsible for its implementation were 
claiming a 185 percent improvement in profit margin, from 3.5 percent to 10.0 percent 
(ibid.).  This improvement even prompted former DCAC Director Jeff Peace to state that 
he was “absolutely convinced the changes to our business systems and processes (i.e., via 
the DCAC initiative) are a vital element of Boeing Commercial Airplanes' business plan 
for the future. The streamlining of our data processes and integration of our business 
systems enable our production units to do what they do best – build quality airplanes with 
greater value to our customers and shareholders (Production Initiatives 2001)."  Indeed, 
as at Boeing Commercial Aircraft, the delivery of benefits should be the reason behind 






Appendix D: Persimmon Homes 
Enterprises of all types are amidst a shift from cost-led pricing to price-led costing 
(Drucker 1995).  This shift is forcing companies to examine each of their operations as a 
part of the entire economic chain, both inside and outside the firm at a macroeconomic 
level.  Indeed, history has shown repeatedly that a company, which enjoys a cost 
advantage by identifying and managing costs across its value chain, often overtakes the 
established leaders in a market segment (ibid.).  As a result, many of today’s project-
based organizations have rushed to implement the latest information technology available 
capable of streamlining their supply chain.  Typically, this has pointed toward the need 
for an enterprise management system such as an enterprise resource planning (ERP) 
system.  However, while an ERP system may streamline an organization’s ability to 
process transactions and automate processes, they have done less to simplify the 







Process Automation  
Figure D-1: ERP System Characterization 
 
This distinction is important because the hallmark of successful project-based 
enterprises is an ability to excel in the areas of decision support and knowledge 
management.  Undeniably, appropriate and timely decisions are essential to control 
project costs (Business Roundtable 1982).  As such, ERP systems are inappropriate for 
these companies unless the companies themselves become much more process-oriented.  
Even then, the logic of enterprise systems may conflict with the logic of the business 
itself, causing either the implementation to fail, resulting in the waste of large sums of 
money and disruption of daily business operations or the weakening of  important sources 
of competitive advantage (Davenport 1998).  Indeed, “ERP software only becomes useful 
when enterprise managers take the time to adapt it to all the nuances of their own 
business (Persimmon Homes 2000).” 
One project-based firm that was able to successfully incorporate an ERP system 
into the start-up and operation of their company was Persimmon Homes, a modular home 
manufacturer based in Washington, Georgia.  In fact, Persimmon was actually awarded a 
PATH (Partnership in Advanced Technologies for Housing) grant from the National 
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Institute of Standards and Technology (NIST) in the summer of 2000 to create a generic 
plan for a factory layout optimized for efficient production of an affordable (i.e., 
$50,000) 1,500 square foot home using an enterprise resource planning (ERP) system.  
Persimmon management surmised that in order to create a home which used quality 
materials, good finishes and met or exceeded CABO specifications, the integration of 
technologies, labor, and design was necessary (Myers 2000).  Indeed, partly through the 
use of Made-2-Manage® ERP software, Persimmon intended to accomplish their goal of 
reducing the cost of a single home by twenty percent (ibid.).  However, other cost-saving 
ideas were also employed by Persimmon Homes. 
While Persimmon Homes management did not view the production of each 
individual home as a project in their portfolio, they did incorporate several aspects of 
program management in their operations.  Prominent amongst these aspects were the 
design of a factory system as a ‘rolling assembly line’ supplemented by numerous staging 
areas and preassembly stations.  In fact, before the start-up of the firm itself began in 
1999, Persimmon managers had even developed a series of flow charts for project 
management to integrate the production and business aspects of their operations.  
Together, these practices allowed them to economically produce solid, quality homes for 
areas characterized by expensive construction, such as rural Georgia and inner-city 
Atlanta.  Traditionally, these areas were not ‘developer-friendly’ from the standpoint that 
builders in these areas were unable to make a profit, that is, until they were able to 
purchase houses as modules from Persimmon. 
In general, to meet the needs of most project-based enterprises, enterprise 
management systems need to be developed to: (1) set project timing and milestones, (2) 
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provide enough flexibility to permit application on a wide range of project sizes and 
complexities, and (3) provide realistic resource allocation and definition of 
responsibilities (Business Roundtable 1982).  Realizing these systems development 
needs, Persimmon managers included all three of these aspects in their enterprise 
management system.  Using their ERP platform, Persimmon synchronized the fabrication 
and assembly of their housing modules with the delivery of materials and components 
from their vendors and suppliers.  Plus, by using common materials and components (i.e., 
windows, cabinets, siding, roofing, structural components, cabinets, plumbing fixtures, 
etc.), the firm was able to provide the flexibility that was desired in its production system 
to produce virtually any size and style of home.  Finally, flowcharts were used to 
establish the roles and responsibilities for each employee at Persimmon.  Subsequently, 
each of their profiles was entered within their Made-2-Manage® ERP system.  Combined, 
the approach chosen to develop an enterprise management system by managers at 
Persimmon Homes provided a high level of production throughput, putting the company 






Appendix E: Bechtel 
Bechtel is currently the largest engineering, procurement, and construction 
(E/P/C) contractor in the world (ENR 2004).  However, in the author’s opinion, it is also 
one of the most forward-thinking contractors as well.  The company has seemingly never 
refused to accept any challenge, often developing unique methods and techniques for 
designing and building some of the largest, most complex projects to date.  Interestingly, 
one of the methods that Bechtel has explored throughout the past sixty-three years is the 
concept of the program as an integrating mechanism for the coordination of related 
projects.  Indeed, Appendix E lists a selection of programs that Bechtel has executed both 
as scope-similar portfolio programs and goal-oriented multi-project programs.  A brief 
description of each is provided in the next two sections for reference according to type of 
program (i.e., portfolio or goal-oriented).  Descriptions of each program were obtained 




E.1 Examples of Bechtel Portfolio Programs 
• From 1941 to 1945, Bechtel’s Calship division produced 467 vessels, or about 
20 ships a month for the United States’ war effort.  Plus, their Marinship 
division built 93 tanker ships during the same period. 
• In 1956, the Masan, Tangin-Ri, and Samchok powerplants went on-line in 
South Korea, doubling the country’s energy output.  All three powerplants 
were identical. 
• Bechtel’s Inter-Continental hotel building program that was begun in 1958 
grew rapidly during the early 1960’s.  By 1967, 22 hotels had been completed 
or were under construction in 14 countries as a result of a Bechtel-Inter-
Continental agreement. 
• In 1965, Harry Reinsch, who was responsible for many of Bechtel’s power 
plant developments, offered an unprecedented multiproject contract to Florida 
Power and Light for nuclear powerplants on a lump-sum basis. 
• Bechtel built two petrochemical plants in the mid 1980’s for Tennessee 
Eastman several thousand miles apart (i.e., in South Carolina and England) 
using a single design that was “as versatile as the plastic resin the plants 
produce.” 
• In 1995, Bechtel introduced their Powerline® concept to offer potential 
owners already-engineered, standard power plants with world-class operating 
results at low cost on aggressive schedules. 
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E.2 Examples of Bechtel Goal-Oriented Programs 
• The Saudi Arabian government signed a contract in 1974, calling for Bechtel 
to oversee a long-range industrialization program on behalf of the kingdom.  
The work created the cities of Jubail and Yanbu on Saudi Arabia’s Red Sea. 
• In 1976, a 20-year program management services agreement for the 
development of the Jubail region was signed in Riyadh by Bechtel 
management and the Saudi Arabian Government.  Upon signing, current CEO 
Stephen D. Bechtel, Sr. commented that “we used to think of the Panama 
Canal as a big project, but the canal is one-tenth the size of Jubail.” 
• A 40-person Bechtel team oversaw the construction program for the 1984 
Olympic Games in Los Angeles.  Most of the work had to be accomplished 
during the final six weeks prior to the start of the games as 60 venues in three 
counties scrambled finish projects. 
• Bechtel became involved in the English Channel tunnel in 1986 and was a key 
part of its program management team in completing the $14.7 billion mega-
project within an eight year timeframe prior to its opening in 1994. 
• In 1998, the Hong Kong International airport was dedicated after Bechtel had 
assumed responsibility as the government’s program management consultant 
for the Airport Core Program, a $20 billion mega-project – one of the world’s 
largest infrastructure projects to date. 
• Today, Bechtel and Parsons Brinckerhoff share program management 
responsibility for Boston’s Central Artery and Tunnel project, currently the 





OTHER PROGRAM MANAGEMENT ENTERPRISES 
Appendix F: Other Program Management Enterprises 
Appendix F contains descriptions of program management services marketed by 
seven architecture, engineering, and construction (A/E/C) industry firms.  The companies 
listed in the next seven sections of this appendix were obtained from extensive searches 
of the World Wide Web (WWW) for firms claiming to manage programs.  As a result, 
the descriptions of program services provided by each were taken directly from their 
respective corporate internet sites.  While this selection of firms is not intended to 
comprise an all-inclusive list, it is intended to provide the reader with a sampling of the 
wide range of perspectives regarding program management amongst A/E/C industry 
firms.  Specifically, the following seven sections highlight the author’s hypothesis that 
most A/E/C companies truly consider a program to be a ‘big project’ and manage it as 
such.  As the sections illustrate, little distinction is made between the approaches and 
techniques of program management as separate from those used to manage a project. 
F.1 The Brookwood Group (2001) 
• Provides highly effective services for the professional management of 
planning, design and construction programs for major construction on behalf 
 
 385 
of Owners and Lessees.  Services are provided exclusively on behalf of the 
client. 
• The Brookwood Group’s highly successful cost control procedures are the 
most advanced and the most effective in the profession of Program 
Management. 
F.2 Fluor Corporation (2001) 
• We are an industry leader in Program Management, worldwide.  Our expertise 
is developing world-class, complex projects that require the seamless 
integration of the services of multiple parties, including international and local 
contractors, a diverse labor force, a variety of licensors, government 
regulators, and vendors.  As Program Manager, Fluor efficiently delivers the 
project to the client on schedule, within budget. 
• Program Management includes the management, monitoring and support of a 
comprehensive range of project functions.  The following are typical services 
provided in Program Management: 
1. Business and financial planning 
2. General program coordination 
3. Control systems 
4. Master planning and preliminary engineering 
5. Detailed design 
6. Constructability and maintainability reviews 
7. Mobilization planning 
8. Contracts administration 
 
 386 
9. Material management 
10. Quality assurance 
11. Safety and security 
12. Construction management 
13. Leadership and team alignment 
14. Operations training and support 
F.3 Heery International (2001) 
• Program management encompasses all phases of construction from pre-
planning, budgets and scheduling through design, bid and award, construction 
and move-in.  Heery is recognized for a number of innovations in program 
management including procedures associated with costing, scheduling and 
claims analysis.  We pioneered the program management field and offer one 
of the most advanced Management Information Control systems in the 
industry.  In our role as owner’s advocate/manager, we bring invaluable 
hands-on experience to the task of completing projects in the most productive, 
cost-efficient manner possible. 
F.4 McClier Design Build (2001) 
• Acting as an extension of the owner’s staff, McClier offers upper level 
program management services which provide detailed project controls to 
assure that scope, schedule, and cost objectives are met when utilizing third 
party architects and contractors. 
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F.5 Metcalf & Eddy (2001) 
 
• The success of complex, multi-million dollar infrastructure projects depends 
on skilled professionals to plan, organize, manage, and monitor performance 
to achieve program objectives within time and budgetary constraints.  Metcalf 
& Eddy provides dynamic teams that manage environmental projects from the 
planning phases through design and construction to operation. 
• Skilled professionals in the areas of architectural and engineering design and 
construction management work closely with clients to understand their needs, 
establish priorities, and analyze cost-benefit tradeoffs.  Metcalf & Eddy 
establishes and enforces standards, policies, and procedures for all facets of 
infrastructure improvement and development programs. 
• Metcalf & Eddy brings to each program management assignment its expertise 
and extensive experience in water and wastewater treatment plant design and 
in-depth knowledge of the technologies and regulations affecting its clients. 
• Highlights: 
1. Participated in the management of $5 billion of planned construction over 
10 years 
2. Managed construction of major wastewater program in Egypt involving 40 
contracts with Egyptian and American firms 
3. Managed construction and provided start-up services of the nation’s first 
transportable groundwater treatment system for aquifer restoration 




5. Provided turnkey construction and equipment procurement in a joint 
venture for $900 million program consisting of an underground command 
center and 17 radar stations 
6. Provided program management services for $130 million expansion and 
improvement of Honolulu International Airport. 
F.6 Parsons Brinckerhoff (2001) 
• Program management differs from project management, design management, 
or construction management, in that the services provided are generally more 
comprehensive.  They usually include multiple projects, and will typically 
include within the scope, design project management services, planning and 
environmental project management services, construction management 
services, procurement services, administrative and financial services, human 
resources and participation services, and comprehensive project control and 
information management services.  Thus, a program and program manager 
will usually include opportunities for a number of project managers to execute 
the program of work.  A fully configured program for which a program 
manager is engaged will generally be stand-alone, multi-year, and multi-
hundred million or billion of dollars in scope.  Technical requirements will 
likely include the full range of professional and technical services provided by 
Parsons Brinckerhoff (PB) and may require the addition of special technical 
services through subcontracting.  PB may team with other firms, firms that are 
frequently among our major competitors, to form organizations that possess 
the operational capabilities and political/marketing strength sufficient to 
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capture and perform such assignments.  This will result in a requirement to 
blend the strong cultures of two or more organizations into a smoothly-
functioning stand-alone organization that services the client’s needs 
effectively and efficiently.  Thus, organizational and team-building skills are 
much in demand for program managers.  Also subcontracting as a stand-alone 
entity for a variety of services, for direct construction, and to satisfy various 
social objectives for participation may be a major business/legal requirement 
often requiring the services on staff of procurement and legal specialists.  
Funding sources – and the multiple funding record-keeping and administrative 
needs they each require – may add financial and administrative professionals 
to the program team.  Due to the significance of the program, public relations, 
public information, community involvement and communications skills will 
be required of the program manager and the program management 
organization.  A fully configured program management organization is 
capable of taking an entire program from first concept through the EIS 
processes and permits; through financing and funding; through design, 
procurement and construction; and through start-up and operations – all with 
full disclosure to and involvement of the owner, with full information to the 
public (as concurred in by the owner) and with full compliance with all laws, 
rules, regulations, permits and requirements. 
F.7 Phelps Program Management (2001)  
• Program Management is an approach to construction that eliminates 
traditional inefficiencies.  Without a qualified program manager, an owner 
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must assemble a team of experts who oversee several outside teams. This 
creates unnecessary redundancy.  Likewise, such an arrangement confuses 
third parties and often leads to a lack of accountability.  In the final analysis, 
the owner pays more for less. 
• In contrast, Phelps Program Management (PPM) as a qualified program 
manager assumes full responsibility for the entire scope of the project.  This is 
accomplished by integrating key members of the owner's team, thereby 
avoiding an "us versus them" mentality.  As the project moves from concept 
to design, from construction to completion and maintenance, PPM uses its 
own resources to expand or shrink the team.  Here are five of the most 
important benefits of this approach which assure maximum efficiency: 
1. Single point of contact 
2. Reduced overhead 
3. Achievement of program goals 
4. Achievement of owner priorities 
5. Turnkey solution results 
• We are confident we can create value for the owner.  In fact, on several 
occasions we've agreed to be paid based on money and time saved.  In this 
context, PPM is in essence a partner because we are willing to confront risk 
and be compensated based on performance. 
• Services provided include: 
1. Program development and evaluation 
2. Program budget establishment and maintenance 
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3. Management control systems implementation 
4. Master plan schedule development 
5. Site survey and geo-technical coordination 
6. Design coordination 
7. Value engineering analysis 
8. Constructability reviews 
9. Systems reviews 
10. Bid package preparation and administration 
11. Permit application and procurement 
12. Construction management services 





VITÉ PORTFOLIO ENGAGEMENT INTERVIEW QUESTIONS 
Appendix G: Vité Portfolio Engagement Interview Questions 
Appendix G contains a series of questions created by Cinda Voegtli (2003) while 
a consultant at Vité, a project and program management consulting firm located in 
Mountain View, California that ceased its consulting business in December, 2002.  These 
questions pertain to a program or portfolio consulting engagement.  The context of these 
questions concerns that of a consultant trying to ascertain additional information about a 
client’s environment, problem, and need for portfolio consulting services.  These 
questions are shown here in their basic form with only editing for format.  As organized 
in three sections here, these questions demonstrate by example the various problems 
often encountered through the implementation of portfolios of projects in practice 
amongst project-based firms of many types.   
G.1 Understanding Environment Complexity 
Understanding the complexity of the client’s environment helps us understand 
how much work might be involved in doing risk assessment or optimization.  Affects 
modeling in SimVision® – complexity, number of projects, etc.  Helps us understand how 
broad a set of work we might bid now or later (e.g., if their project management maturity 
is low (3rd question below), we have the opportunity (and probably the need) to include 
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work around defining early project plans, etc., that will feed the portfolio process.  
Specific questions regarding environment complexity include: 
• Describe your project environment: 
1. How many projects? 
2. What different types of projects? 
3. What is the typical length of projects? 
4. What is the typical team size? 
5. How are teams set up? 
6. What functional groups are involved, how are they organized? 
7. Are projects grouped into programs? 
8. Are these projects all approved out of one management group, or are there 
multiple management groups commissioning projects independently that 
share resources? 
9. Are there departmental projects or work hidden in the functional groups 
that compete for resources with the mainline projects? 
• Who sets project priorities? 
1. Do they stay stable, or do they tend to change a lot? 
2. If you have any management oversight committee, how does this 
committee make priority decisions? 
• What is the current state of project management maturity?  Are any of the 
following used: 
1. Phased process definition? 
2. Project kick-off gates? 
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3. Good planning techniques? 
4. Milestones? 
5. Cross functional team involvement, etc.? 
G.2 Understanding the Problem 
Understanding how the client views the problem helps us understand what 
answers we’ll have to give to be successful in the engagement; helps us know how on 
target or not their understanding and expectations are, and thus, how much education we 
might have to do, hurdles we might face, etc.  Specific questions concerning the problem 
might include: 
• What are your main portfolio challenges at the moment?  The following are 
typical answers – if they don’t mention these, probe further to see if each of 
these is an issue: 
1. Not enough resources (are specific groups in short supply?) 
2. Can’t figure out how to sync-up availability of certain groups (which 
ones?) 
3. Project priorities changing all the time, resources get moved around 
4. We don’t know how to estimate well, leads to taking on more than we can 
really accomplish 
5. All our projects get approved without consideration of impacts of projects 
already underway 
6. Lots of independent projects, individual project managers may not see 




• Describe your portfolio objectives:  what you feel you need to accomplish 
with a portfolio management process and tools (i.e. what will constitute a 
successful engagement and a “solved problem.”) 
1. What deadlines are involved? 
2. Is there an annual budget exercise that must be completed by a certain 
date? 
G.3 Understanding the Consulting Process 
Understanding how different people will participate in the portfolio process and 
who will use the SimVision® model or other tool (i.e., if this is an implementation 
engagement) helps us to understand how we may need to set up SimVision® and/or other 
tools and how the information flows in the portfolio management process will work.  It 
also tells us how much training to bid and affects who we’d involve in facilitated sessions 
and how many interviews we might need to do.  Specific questions regarding the 
consulting process might include: 
• How do you intend your project managers to be involved in portfolio planning 
and why? 
1. What kinds of decisions will they need to make? 
2. How much do you intend those project managers to do concerning project 
optimization? 
3. Are there typical issues to “hone in” on? 





PHILLIPS PETROLEUM’S EKOFISK PROGRAM 
Appendix H: Phillips Petroleum’s Ekofisk Program 
At the time of discovery in the late 1960’s and early 1970’s, Phillips Petroleum’s 
Ekofisk oil and gas field in the Norwegian sector of the North Sea was one of the largest 
reservoirs ever found offshore in the world (Kvendseth, 1988).  Its eventual development 
consisted of a main complex of platforms at the primary reservoir and seven other 
platforms each located at satellite fields.  In fact, the main complex consisted of a storage 
tank and at approximately eight connected platforms, stretching for a mile across the 
hostile North Sea.  Appendix H provides a brief look at the challenges of this remarkable 
portfolio program, executed at a time when simple project management tools were all that 
existed. 
What makes the Ekofisk program remarkable is that many of the projects in its 
portfolio were not even known at the outset (ibid.).  Based on continually-updated 
appraisals of the reservoirs themselves, a whole crop of ‘phantom’ projects were 
ultimately managed by Phillips Petroleum and its subsidiary, Phillips Group Norway.  
These projects made it very difficult to measure how large any of the cost increases were 
or how much more time the development took than planned, primarily because the base 
estimate was continually revised (ibid.).  At the program’s completion, an independent 
commission investigated the program’s schedule, concluding that Phase 2 was delayed by 
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approximately 6-9 months, the first part of Phase 3 by 15 months, while the fields of 
Eldfisk, Edda and Albuskjell were delayed by approximately 2-3 years (ibid.).  These 
phases are illustrated in Ekofisk’s Gantt chart shown in Figure H-1 (ibid.). 
 
 
Figure H-1: Ekofisk Development Gantt Chart (After Kvendseth 1988) 
 
Many of these delays were attributable to the fact that completely new methods of 
offshore exploration had to be devised for this program.  As opposed to the first and 
second phases, the latter phases encountered much more development complexity due to 
the fact that six different fields were under execution at the same time as can be seen in 
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Figure H-1.  Moreover, the scale of the program contributed to delays.  At one point, 
projects for the Ekofisk development were under way at forty-seven work sites in seven 
different countries (ibid.).  Part of this work included the laying of pipelines to, and 
construction of, two onshore terminals, one in Emden, West Germany and the other in 
Teesside, U.K.  Amongst the managerial tasks of coordinating development in multiple 
countries was the situation that, due to the size of the program, regulations governing 
offshore oil and gas production were constantly changing.  For example, while the 
accommodations platforms were being constructed, new regulations were passed in 
Norway requiring the alteration of four-person rooms to become two-person rooms, a 
change that amounted to $172 million dollars extra in 1975 (ibid.).  Regardless, at its 
completion, the Ekofisk program and its constituent projects represented the largest 
development project to date in Norway – a remarkable feat considering the significant 





TEXACO’S ASSET DEVELOPMENT PROCESS 
Appendix I: Texaco’s Asset Development Process 
Appendix I contains Texaco Corporation’s asset development process known as 
BRAVE (Business Roadmap for Asset and Value Enhancement) which was used for the 
development of its capital projects prior to its merger with Chevron Corporation.  Shown 
in Figure I-1, Texaco’s BRAVE process includes nine decision gates organized in five 
different project phases.  These phases are listed in the first row of Figure I-1 along with 
their typical decision makers.  In general, asset development processes such as the one 
illustrated here link the activities of corporate planning and project management for an 
enterprise as illustrated by the dashed line on the right hand side of Figure 1-3.  These 
processes help ensure that the development of individual projects is progressing smoothly 
by placing emphasis on increased planning during the initial phases of a project.  This 
requires that numerous employees at all levels of a company are involved in the processes 
of developing new enterprise assets.  Indeed, the individual work teams, their inputs, and 
focus areas are all listed for each of the five phases of Texaco’s BRAVE process 
illustrated in Figure I-1.  Above all, asset development processes such as the one shown 
here facilitate communications – thereby helping to ensure that nothing is missed or left 
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