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Robust gauge conditions are critically important to the stability and accuracy of numerical rel-
ativity (NR) simulations involving compact objects. Most of the NR community use the highly
robust—though decade-old—moving-puncture (MP) gauge conditions for such simulations. It has
been argued that in binary black hole (BBH) evolutions adopting this gauge, noise generated near
adaptive-mesh-refinement (AMR) boundaries does not converge away cleanly with increasing resolu-
tion, severely limiting gravitational waveform accuracy at computationally feasible resolutions. We
link this noise to a sharp (short-wavelength), initial outgoing gauge wave crossing into progressively
lower resolution AMR grids, and present improvements to the standard MP gauge conditions that
focus on stretching, smoothing, and more rapidly settling this outgoing wave. Our best gauge choice
greatly reduces gravitational waveform noise during inspiral, yielding less fluctuation in convergence
order and ∼ 40% lower waveform phase and amplitude errors at typical resolutions. Noise in other
physical quantities of interest is also reduced, and constraint violations drop by more than an order
of magnitude. We expect these improvements will carry over to simulations of all types of compact
binary systems, as well as other N+1 formulations of gravity for which MP-like gauge conditions
can be chosen.
PACS numbers: 04.25.D-,04.25.dg,04.30.-w,04.30.Db,04.70.Bw
I. INTRODUCTION
With the first direct observations of incident gravita-
tional waves (GWs) expected in only a few years, an ex-
citing new window on the Universe is about to be opened.
But our interpretation of these observations will be lim-
ited by our understanding of how information about the
GW sources is encoded within the waves themselves. The
parameter space of likely sources is large, and compact
binary systems consisting of two black holes (BHs), two
neutron stars, and one of each are likely to be the most
promising sources. However, filling this parameter space
with the corresponding theoretical gravitational wave-
forms through merger—when GWs are strongest and
many binary parameters are most distinguishable—will
require a large number of computationally expensive nu-
merical relativity (NR) simulations.
At the heart of the computational challenge lies an ar-
guably even greater theoretical one, which seeks to find
an optimal approach for solving Einstein’s equations on
the computer. These approaches generally decompose
the intrinsically four-dimensional set of Einstein’s field
equations into time-evolution and constraint equations—
similar to Maxwell’s equations [1]. Once the data on the
initial 3D spatial hypersurface are specified, the time-
evolution equations are repeatedly evaluated, gradually
∗ zetienne@umd.edu
building the four-dimensional spacetime one 3D hyper-
surface at a time. Einstein’s equations guarantee the free-
dom to choose coordinates in the 4D spacetime, and these
are specified via a set of gauge evolution equations. De-
vising robust gauge conditions, particularly when black
holes inhabit the spacetime, has been a problem at the
forefront of NR for decades. In fact, discovery of gauge
conditions leading to stable evolutions in the presence
of moving black holes played a large role in the 2005
numerical relativity revolution, culminating in the first
successful binary black hole (BBH) inspiral and merger
calculations [2–4].
The most widely adopted formulation for compact
binary evolutions is the highly robust “BSSN/moving
puncture” (hereafter BSSN/MP) formulation [3, 4],
which combines the Baumgarte-Shapiro-Shibata-
Nakamura (BSSN) 3+1 decomposition of Einstein’s
equations [5–7] with the “moving puncture” (MP) gauge
conditions that implement the 1+log/Γ-freezing gauge
evolution equations [8, 9]. It has been about a decade
since BSSN/MP was first developed, and it remains in
use by much of the NR community, largely unmodified.
This is a testament to the robustness of the MP gauge
choice, as well as the difficulties associated with devising
stable techniques for evolving spacetimes containing
BHs.
The BSSN/MP equations are typically solved on the
computer with high-order finite-difference approaches on
adaptive-mesh refinement (AMR) numerical grids [10–
218]. Such grids are essential for computational efficiency,
as the simulation domain must be hundreds to thou-
sands of times larger than the initial binary separation to
causally disconnect the outer boundary from the physi-
cal domain of interest for the duration of the simulation.
This effectively prevents errors linked to the enforcement
of approximate outer boundary conditions from propa-
gating inward and lowering the convergence order of our
gravitational waveforms. In addition, very high resolu-
tion must be used in the strongly curved spacetime near
the BHs, while resolution requirements are much lower
far from the binary, where GWs with wavelengths of or-
der 10M must be accurately propagated (M is the total
ADM mass of the system). Thus, AMR grids in MP
calculations typically resolve the strong-field region best,
with progressively lower resolutions away from this re-
gion to the outer boundary. Typical gridspacings at the
outer boundary can be ∼ 1000 times larger than in the
strong-field region.
The BSSN/MP+AMR paradigm has been most thor-
oughly tested in the context of BBH evolutions, and
a large number of theoretical BBH GWs have been
produced with this paradigm that widely sample pa-
rameter space (e.g., [19–21]). However, when the
BSSN/MP+AMR paradigm is pushed to very high ac-
curacies or to difficult regions of BBH parameter space,
it has been found (e.g., [22]) to yield inconsistent gravita-
tional waveform convergence with increasing resolution,
making error estimates difficult, and effectively limiting
waveform accuracy. In [22] it was hypothesized that these
convergence issues might be linked to noise from high-
frequency waves generated at grid refinement boundaries.
This is a compelling hypothesis, especially in light of
Fig. 1, which shows regularly-spaced spikes in L2 norm
Hamiltonian constraint violations on a logarithmic time
scale. Interestingly, the onset of each spike in this BBH
evolution is timed almost perfectly to grid refinement
crossings of a wave that starts from the strong-field region
at the onset of the calculation and propagates outward
superluminally at speed
√
2c (vertical lines). This propa-
gation speed is a smoking gun, as linearized analyses [23]
indicate only one propagation mode with that speed in
the standard BSSN/MP formulation. This mode primar-
ily involves the lapse and is governed by the lapse evolu-
tion gauge condition. The connection between spikes in
Hamiltonian constraint violations and the initial outgo-
ing lapse wave has been noted previously [11].
Expanding on this idea, we note that all BSSN evo-
lution equations are coupled to the lapse and its deriva-
tives, so noise from reflections in this gauge quantity can
be easily converted into noise in physical modes (e.g.,
noise in GWs) and even constraint violations. Further,
differencing errors from the part of the wave that is trans-
mitted into the coarser grid are converted into constraint
violations and errors in non-gauge waves as well. We ex-
pect improved resolution would mitigate this problem,
but even a factor of two increase—the typical range in
most BSSN/MP convergence studies—would enable evo-
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FIG. 1. L2 norm of Hamiltonian constraint violation ||H(t)||
outside black hole horizons (Eq. 18), versus time (solid red
curve), for “standard” BSSN/MP+AMR BBH calculation.
Dashed blue vertical lines denote the times at which an out-
going wave traveling at
√
2c—starting from the origin at the
onset of the calculation—encounters a grid refinement bound-
ary.
lution of a sharp (short-wavelength) feature through only
one additional coarser level before it succumbs to dissipa-
tion through under-resolution. Additionally, it is likely
that zero- or low-speed modes in Hamiltonian constraint
violations (see, e.g., [24]) may exacerbate any errors gen-
erated as the initial sharp lapse wave propagates into a
coarse grid.
Since sharp features in the initial outgoing lapse wave
are likely responsible for spikes in Hamiltonian constraint
violations, as well as noise and other errors in physical
quantities, we can conceive of at least two strategies for
mitigating this effect: (1) adjusting the initial conditions
to minimize gauge dynamics, in a similar vein to [25], or
(2) modifying the standard MP lapse evolution equation
so that the initial sharp outgoing lapse wave is stretched
and smoothed as it propagates outward from the binary.
We chose the latter strategy. Strikingly, we find our
stretching and smoothing modifications to the lapse evo-
lution equation are sufficient to reduce constraint viola-
tions bymore than an order of magnitude, confirming our
hypothesis, except near the beginning of our calculations,
where early-time spikes in constraint violations remain.
We remove these stubborn spikes by initially reduc-
ing the timestep on the BSSN field equations by a fac-
tor of ∼ 103, while the gauge evolution equations are
evolved according to the original time coordinate. This
time reparameterization technique increases the gauge
wave speeds to about 30 times the coordinate speed of
light, allowing the gauge evolution to very quickly relax
near t = 0 in response to the physical fields. As the
gauge fields relax, evolution of the BSSN field variables
is slowly accelerated so that their timestep matches that
of the MP gauge evolution, after about 10M of evolution
in the un-reparameterized time coordinate. We show this
time reparameterization is, on an analytic level, equiva-
3lent to a time-dependent rescaling of the lapse and shift,
leaving the BSSN field equations unmodified in the repa-
rameterized time coordinate.
When combined, these gauge improvements signifi-
cantly reduce constraint violations from the onset of the
calculation through BBH merger. For example, the L2
norm Hamiltonian constraint violation outside the BHs
is reduced on average by a factor of 20 at t > 0 at lowest
resolution. Hamiltonian constraint violations converge
at a much higher order in the presence of our improved
gauge conditions, so this factor increases to ∼ 50 at the
highest resolutions attempted.
Turning to gravitational waveforms, we find that in
the “standard” BSSN/MP+AMR paradigm, noise ap-
pears to dominate GW power at wave periods ∼ 10M ,
and this spike in power does not diminish with increas-
ing resolution. Meanwhile, our “best” gauge choice ap-
pears to drop this noise-generated GW power spike by
about an order of magnitude, and its power spectrum at
short wave periods does drop with increasing resolution.
In conjunction with this removal of waveform noise—
and perhaps most significantly—we find that gravita-
tional waveform convergence is far cleaner when using
the new techniques, enabling more reliable Richardson
extrapolations and possibly paving the way to higher ac-
curacies than the standard BSSN/MP+AMR paradigm
might allow. In fact, our “best” gauge choice reduces
Richardson-extrapolation-based error estimates of GW
phase and amplitude error during inspiral by about 40–
50%. However, we observe in these waveforms that only
the phase error is reduced significantly at merger.
Our gauge improvements are presented exclusively in
the challenging context of an 11-orbit, equal-mass BBH
calculation in which one BH is nonspinning and the other
possesses a spin of dimensionless magnitude 0.3, aligned
with the orbital angular momentum. Despite our fo-
cus on a single physical scenario, we expect these new
techniques will improve the accuracy and reliability of
simulations couple the MP+AMR paradigm to BSSN
and other N+1 NR formulations (e.g., [26–29]), not only
for BBH and single-BH evolutions, but also for binary
systems with matter, such as neutron star–neutron star
and black hole–neutron star binaries. Finally, we antic-
ipate that careful reparameterization of the time coor-
dinate when the gauge and physical quantities change
most significantly—both at the beginning of evolutions
and during merger—may help stabilize compact binary
simulations, making it easier to cover difficult regions of
parameter space.
The rest of the paper is organized as follows. Sec-
tion II summarizes our basic equations and gauge im-
provements, Sec. III outlines numerical algorithms and
techniques, Sec. IV details results from these improved
gauge conditions, and Sec. V summarizes both our con-
clusions and plans for future improvements.
II. BASIC EQUATIONS
In the following sections, all quantities are given in
geometrized units: G = c = 1. Also, with the exception
of Sec. III, we designate quantities in terms of M , the
total initial ADM mass of our binary.
A. Initial Data
The Bowen-York initial data [30, 31] prescription is
used to generate an equal-mass, low-eccentricity BBH
system approximately 11 orbits prior to merger. One
BH is nonspinning, and the other is spinning with initial
spin parameter 0.3 aligned with the orbital angular mo-
mentum. We choose this case because it (1) avoids many
of the symmetries of an equal-mass, aligned-spin system
(though is still symmetric about the orbital plane), (2) re-
quires a significantly long inspiral calculation to merger,
and (3) is one of the cases featured by the Numerical
Relativity/Analytical Relativity (NRAR) [21, 32] collab-
oration (NRAR case label U1+30+00 in [21]).
We adopt standard initial values for the lapse and
shift, choosing βi(t = 0) = 0 and α(t = 0) = Ψ−1BL,
where ΨBL is the Brill-Lindquist conformal factor (Eq. 5
in [12]). We devised other choices for initial lapse and
shift that more closely approximate their final, relaxed
values. These choices either had no effect or resulted in
amplified constraint violations. We attribute this to the
fact that in the process of settling, the gauge responds to
early gravitational-field dynamics, and vice versa. Thus
if one wishes to minimize early gauge dynamics, a differ-
ent strategy for specifying the initial gauge that accounts
for the early t > 0 evolution of the spacetime might be
more effective.
B. Evolution Equations and Diagnostics
1. Evolution Equations for Gravitational Fields
We employ the standard set of BSSN equations for
gravitational field evolution [7], exceptW = e−2φ [33, 34]
is chosen as the evolution variable instead of the original
BSSN conformal variable φ. Such a choice or variant
thereof (e.g., χ = W 2; see [21] for other possibilities)
is motivated by the the fact that finite-difference tech-
niques generally approximate functions by overlapping
polynomials when taking derivatives, and W (or χ) is
better approximated by polynomials than φ, particularly
in the strong-field region (φ → ∞ at black-hole punc-
tures). Thus choosing W or χ as an evolution variable
results in less truncation error at a given resolution than
using φ.
42. Reparameterization of the Time Coordinate
We present a new modification of the BSSN/MP equa-
tions, originally aimed at reducing an early spike of con-
straint violations in our BBH evolutions. Understanding
one source of these violations requires some insights into
how our AMR driver Carpet [35] works.
AMR drivers are generally faced with the problem of
interpolating data between grids at different resolutions.
Carpet solves this problem by interpolation (prolonga-
tion) in both space and time. Suppose we wish to evolve
data on a fine (high-resolution) AMR grid with spatial
resolution ∆x from time t to t +∆t. Also suppose data
already exist on the surrounding coarser grid with spa-
tial resolution 2∆x at t and t± 2∆t. After the fine grid
has been updated, Carpet needs to fill the buffer cells be-
tween the fine and coarser levels. However, data do not
exist on the coarser level at t + ∆t, so coarse-grid data
at t and t ± 2∆t are interpolated in space and time to
provide data at t+∆t.
At the start of the calculation, the initial data solver
provides data at only a single time, t = 0, but we have
chosen second-order time interpolation to fill buffer zones
at grid refinement boundaries. Thus we need data at
three timesteps to proceed. Carpet offers two algorithms
for filling in these two missing timesteps. The first is to
simply copy the data from t = 0, and the second evolves
data at t = 0 backward and forward in time to fill them
in. The latter technique reduces truncation errors at a
higher order of convergence than the former, but con-
straint violations in either case just after the evolution
begins will generally be much larger than at t = 0, as
the initial data are extremely accurate and are usually
generated on high-resolution spectral grids.
To mitigate the errors at the start of the calculation,
we choose to copy the data from t = 0 and reparameter-
ize the time coordinate so that the timesteps near t = 0
are incredibly small, compared to our original time co-
ordinate. The coordinate timestep then very gradually
and smoothly grows to the usual value. In particular, we
find the following prescription works well.
All the BSSN/MP evolution equations can be written
in the following form:
∂tE = RHS, (1)
where E is any of the evolved variables, ∂t denotes the
usual partial time-derivative and RHS the right-hand side
of the evolution equation. Our first time reparameteri-
zation scheme, which we call “TR1”, simply multiplies
every “RHS” by
f(t) = Erf(t; 10, 5). (2)
Here, we define Erf(x;x0, w) as follows
Erf(x;x0, w) =
1
2
[
erf
(
x− x0
w
)
+ 1
]
, (3)
where erf(x) is the standard, C∞ error function, x0
marks the center of the error function distribution and w
the width.
Note that although f(t) yields extremely small
timesteps early in the evolution, the timesteps return to
the fiducial value (f(t)→ 1) smoothly and rapidly. The
net effect of TR1 is an increase in total wallclock time of
only 0.5% for our 11-orbit BBH calculations, equivalent
in cost to evolving without time reparameterization an
additional 11M . Though our time reparameterization
techniques do appear to modify the RHS of the BSSN
field equations, we demonstrate in Appendix A that Ein-
stein’s equations are still satisfied, as both of our time
reparameterization techniques are in fact equivalent to
gauge choices.
Using our “TR1” strategy, the initial timestep is ∼
10−3 times the initial timestep without time reparame-
terization, and we observe a significant reduction in evo-
lution errors when compared to copying the initial data
alone without time reparameterization, particularly in
the momentum constraint. This finding is demonstrated
in Sec. IV.
Though our main objective in reparameterizing the
time coordinate was to reduce errors induced by copying
data from t = 0 to earlier times, we find we can reduce
errors at early times significantly more by choosing not
to reparameterize time in the gauge evolution equations
(i.e., the lapse and shift). We call this our “second” time
reparameterization choice, or “TR2”. TR2 increases the
characteristic speeds of the lapse evolution equation, of
order 30 times the coordinate speed of light initially [36].
The net effect is accelerated evolution of the gauge rel-
ative to the gravitational fields, causing the coordinates
to relax much faster.
We apply two other major modifications to the gauge
evolution equations, including one aimed at stretching
outgoing gauge waves and another focused on adding dis-
sipation terms that significantly reduce short-wavelength
noise. These modifications are described in the next sec-
tion.
3. Gauge Evolution Equations
The usual MP gauge-evolution equations consist of the
“Gamma-driver” shift condition [8], of which we choose
the first-order “nonshifting-shift” variant [9], and the
1+log slicing condition for the lapse [8].
∂tβ
i =
3
4
Γ˜i − ηβi, η = 1.375 (4)
∂tα = β
i∂iα− 2αK. (5)
We refer to these gauge conditions as the “OldGauge”.
The motivation behind this 1+log slicing condition be-
comes apparent when combined with the evolution equa-
tion for K, the trace of the extrinsic curvature,
∂tK = β
i∂iK −DiDiα+ α
(
A˜ijA˜
ij +
1
3
K2
)
. (6)
5Taking a time-derivative of Eq. (5), combining with
Eq. (6), and keeping only the principal parts yields
∂2t α ≃ 2αγij∂i∂jα, (7)
a wave equation with wave speed
√
2α (see also [23]).
As mentioned previously, our strategy is based on the
observation that the sharp initial outgoing lapse wave ap-
pears to generate spikes in the time evolution of the L2
norm of the Hamiltonian constraint violations when it
crosses coarser and coarser AMR grid-refinement bound-
aries. Thus we focus on modifying the 1+log slicing con-
dition for the lapse to stretch this initial wave packet,
as well as damp short-wavelength noise in α generated
by grid refinement boundary crossings. Gauge freedom
guarantees our ability to do this, and the job is made eas-
ier by its interpretation as a wave equation (Eq. 7). We
review our improvements to the 1+log slicing condition
below.
Our improved 1+log slicing condition is as follows
∂tα = f(t)β
i∂iα︸ ︷︷ ︸
Term (1)
− g(t, r)αK︸ ︷︷ ︸
Term (2)
+ h(r)∇2flatα︸ ︷︷ ︸
Term (3)
+KO. (8)
Here r =
√
x2 + y2 + z2. We now specify the unknown
functions and explain each term.
Term (1): f(t) = f0(t) ≡ Erf(t; 10, 5) (consistent
with Eq. (2)). Note that this is the only term in the
lapse condition that is multiplied by f(t) in the TR2 time
reparameterization, while all other RHS terms in Eq. 8
are multiplied by f(t) as well in TR1.
Term (2): As in Eq. (7),
√
g(t, r)α provides the wave
speed. We stretch outgoing lapse waves by making g(t, r)
a monotonically increasing function of coordinate radius
r (i.e., by accelerating the wave as it propagates out-
ward). In so doing, one must be careful to avoid ex-
ceeding the maximum local speed allowed by the local
Courant-Friedrichs-Lewy (CFL) condition on each AMR
grid. In practice, however, this is not a highly restrictive
constraint, as the shift evolution equation’s η term (4)
also sets a stringent upper bound on the timestep [37],
forcing us to evolve the outermost AMR levels with a
very small timestep anyway. So without significant mod-
ification of current techniques, we may already stably
evolve waves in the outer regions of our grid that propa-
gate much faster than the local coordinate speed of light.
This enables us to choose the lapse acceleration function
g(t, r) to be a steeply increasing function of r, and we
are careful to select a function that is easily extensible
to arbitrary binary separations, choosing the following
functional form:
g0(r) ≡ vi + (vo − vi) Erf(r;x1, w1) (9)
+re−4.42 Erf(r;x2, w2),
where we set inner wave speed vi = 2, outer wave speed
vo = 8, x1 = 30, w1 = 10, x2 = 130, and w2 = 15. The
variable x1 may be adjusted proportionally up (down)
for binaries with larger (smaller) initial separations. Fig-
ure 2 shows how this function satisfies the CFL condition√
g(t, r) < ∆x/∆t on all grids. Notice that this choice
leads to a safety factor ∆x/∆t/
√
g(t, r) of ∼ 2− 50 that
reduces errors in time and ensures that a moving AMR
grid (tracking the trajectory of a BH) does not cross into
a CFL-unstable region. Notice also that when the lapse
wave hits the outer boundary, its coordinate speed is
nearly 10. In principle, outer boundary conditions should
be adopted to accommodate this radially dependent su-
perluminal speed, though our outer boundary conditions
for the lapse were not adjusted for the runs presented
here, with no apparent ill effects.
The left panel of Fig. 3 plots lapse along the x-axis
at different times, demonstrating that choosing g(r, t) =
g0(r) instead of the standard choice g(r, t) = 2 stretches
the initial outgoing lapse wave. The red-solid curve shows
the initial lapse (the puncture is located at x/M ≈ 6),
and the cyan dash-dotted curve the final, settled lapse.
The other curves demonstrate how the initial lapse wave
settles as it propagates away from the strong-field region
(direction of propagation shown by black arrow). In par-
ticular, we find the outgoing lapse wave indeed possesses
sharp features. Also, in the OldGauge case, the wave
front crosses r = 140M at t ≈ 100, corresponding to a
propagation speed of very nearly
√
2, consistent with the
linear analysis of the lapse evolution equation. Notice
that the choice g(r, t) = g0(r) does in fact accelerate and
stretch the initial outgoing lapse pulse, leading the wave-
front to the same location as the OldGauge case in about
half the time.
We explore another realization of g(t, r), which, in-
dependent of other terms in Eq. (8), introduces a time
dependence:
g1(t, r) ≡ [vi(t) + (vo − vi(t)) Erf(r;x1, w1)] (10)
+re−4.42 Erf(r;x2, w2).
Here, all parameters are as in g0(r), except the inner
wave speed vi is chosen to be a function of time,
vi(t) = 0.5 + 1.5Erf(t; 40, 10). (11)
Notice that at early times, vi(t) ≈ 0.5, yielding sub-
luminal lapse speeds in the inner region, providing a
greater stretch, and at times t >∼ 40, vi(t) rapidly in-
creases to 2.0, which brings g1(t, r) → g0(r). We have
attempted evolutions that maintain sub-luminal lapse
speeds in the inner region, and Hamiltonian constraint vi-
olations are significantly reduced. However, maintaining
sub-luminal lapse speeds also resulted in a large increase
in the BHs’ irreducible masses as well as a very strong
spike in constraint violations near merger, perhaps due
to a gauge shock (see, e.g., [23]).
We also attempted a much steeper function for g(t, r)
in the outer regions, keeping a more constant safety fac-
tor, leading to wave speeds ∼ 100 at the outer boundary.
This greatly reduced constraint violations (Hamiltonian
constraint in particular) through much of the inspiral,
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FIG. 2. Local lapse speed parameter
√
g0(r) (solid red line),
as compared to the maximum allowed speed by the CFL con-
dition at each AMR level’s most distant point from the origin,
at t = 0 (magenta squares). Note that this curve is indistin-
guishable from g1(t >∼ 50, r), as g1(t, r) → g0(r) rapidly at
t > 40. Note also that in cases for which time reparameteri-
zation techniques are applied, t refers to the reparameterized
time coordinate.
but the constraints spiked after the lapse wave returned
from the outer boundary and crossed into the strong-
field region. No such reflection was observed with g0(r)
or g1(t, r), as we anticipate that the much slower lapse
wave speeds near the outer boundary enabled dissipa-
tion terms to act longer and more effectively, resulting in
significantly less reflection.
Term (3): The flat-space Laplacian acts as a dissipa-
tive filter that damps high-frequency oscillations. These
oscillations include the sharp features in the problematic
wave pulse, and may include noise resulting from reflec-
tions or interpolation errors at refinement boundaries.
In constructing an h(r) for our AMR grids, care must be
taken so that the following numerical stability criterion
for parabolic terms will be satisfied:
h(r) <∼
1
6
(∆x)2
∆t
, (12)
where ∆x = ∆y = ∆z is assumed, consistent with our
numerical grids. This is not a strict inequality, as it was
derived from a CFL analysis of the standard heat equa-
tion, using centered second-order finite-differencing and
Euler time integration. Our numerical scheme is more
sophisticated, so we reduce h(r) so that the inequality is
comfortably satisfied. In addition, ∆t/∆x is held fixed as
we vary ∆x in our resolution studies, so with sufficiently
high resolution and h(r) > 0, the above inequality will al-
ways be violated for explicit time integration. To protect
against this, h(r) is reduced even more when higher res-
olution is deemed necessary. In general, we choose h(r)
such that it is roughly 1/100 the right-hand side of the
inequality (12) at all radii. Specifically, we choose the
following functional form for h(r):
h(r) = exp
(
8∑
n=0
an log(r)
n
)
, (13)
where, in standard floating point notation:
ai = {-8.18859, -2.43507e-3, 8.19733e-2,
2.05629e-2, 6.78098e-4, -2.97857e-4,
1.69112e-5, 1.74269e-6, -1.23471e-7},
and r = 0 is mapped to r = 0.01. This function guar-
antees the above inequality is comfortably satisfied at all
resolutions in our simulations. Figure 4 demonstrates
how this function has been adapted to our chosen AMR
grid structure to ensure inequality (12) is satisfied. The
gap between the curves indicates the chosen safety fac-
tor of ∼ 100. Note that this function can be adapted to
other binary separations, though not as easily as g0(r)
and g1(t, r).
KO: This refers to Kreiss-Oliger (KO) dissipation
terms on the lapse, which are high-order derivatives
that behave as an artificial viscosity, except unlike the
parabolic term, the strength of these terms drops to zero
as ∆x → 0. We choose the following form for the KO
terms:
KO terms = d5(t, r)KO5 + d7(t, r)KO7. (14)
KO5 and KO7 are the standard fifth- and seventh-order
KO derivative operators, respectively [38]. The strength
factors d5(t, r) and d7(t, r) are normally set to values < 1.
In fact, when using ith-order finite differencing stencils
for spatial derivatives, we typically choose di+1 = 0.3
and zero for all other dj . We find that stronger, mixed-
order KO dissipation on the lapse reduces errors in our
BBH calculations beyond the typical choice. However,
we find empirically that care must be taken to avoid very
strong, mixed-order KO dissipation at the puncture or in
the binary region. A significant reduction in constraint
violations is observed when d5(t, r) and d7(t, r) are set as
follows:
d5(t, r) = 0.98Erf(t; 25, 5)Erf(r; 15, 5) (15)
d7(t, r) = 0.3A(φ) + 0.68Erf(t; 25, 5)Erf(r; 15, 5),(16)
where φ is the BSSN conformal variable, and A(φ) =
e−10(φ/0.3) for φ > 0.3 (the region just surrounding the
apparent horizons) and 1 otherwise.
In the right panel of Fig. 3 we plot the initial outgoing
wave pulse, comparing a case with all the new gauge
features just described (BestGauge) to a case that only
includes one new feature (g0); see Table I for details. The
difference is dramatic, especially when compared to the
original gauge choice (left plot).
We conclude this section with two comments. First,
a note on well-posedness and hyperbolicity of the new
terms. The introduction of terms (1), (2) and (3) mod-
ify the principal part of the BSSN system and in general
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FIG. 3. Effect of replacing the lapse speed factor of 2 in the “standard” BSSN/MP 1+log slicing condition (OldGauge, Eq. 5)
with other functions. Left panel: Evolved OldGauge lapse along x-axis after ≈ 100M of evolution (thick solid brown) is
compared with the g0 lapse (thick dashed magenta) as it crosses the same position, at t ≈ 55M . For comparison, initial lapse
(thin solid red) is plotted alongside the settled lapse of the merged BH remnant (thin dot-dashed blue). The black arrow
shows the direction of lapse wave propagation. Right panel: Same as left panel, except the g0 case (thick dashed magenta)
is compared to our “best” gauge choice BestGauge (g1+TR2+h+d5d7); thick solid gray; see Table I for full details).
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dition (Eq. 13) at each AMR level’s most distant point from
the origin, at t = 0 (magenta squares). ∆x corresponding to
the “hhr” resolution (see Table I) for which the smallest grid
spacing is 1/58.6¯, as the highest resolution provides the most
stringent constraint on the parabolic damping strength.
a hyperbolicity analysis with terms (1) and (2) would
be needed to demonstrate that the underlying system
admits a well-posed initial value problem. Once strong
hyperbolicity is established with terms (1) and (2), well-
posedness of the Cauchy problem including term (3) can
be studied using standard methods that apply to mixed
hyperbolic–parabolic PDEs (see, e.g., [39, 40]), because
performing a low-order reduction of Eq. 8 yields a second-
order operator which has parabolic-like properties. How-
ever, a well-posedness analysis of this system goes beyond
the scope of our paper. Nevertheless, we have indirect ev-
idence to believe that mathematical well-posedness can
be established because our simulations are stable, and
convergent, and because the solutions obtained with our
new gauge are close to the solutions obtained with the
old gauge, for which the BSSN system becomes strongly
hyperbolic and hence admits a well-posed Cauchy prob-
lem.
Second, we note that g0(r), g1(t, r), and h(r) are C
∞
for r > 0, but all three functions possess a small kink
at r = 0. In addition, A(φ) has a significant kink just
outside the apparent horizons. This lack of differentiabil-
ity in the evolution equations could potentially translate
to non-convergent errors in simulations. To determine if
non-smoothness in g1(t, r) has any significant effect, we
devised a “smoothed” version of g1(t, r),
g1s(t, r) = g0(t, r) − r∂g1
∂r
(t, 0)
= g0(r) − rv0 − vi(t)
w1
√
π
exp
(
− x
2
1
w21
)
(17)
nearly identical to the original function at r/M ≫ 1 but
differentiable at r = 0, and performed a run at “lr” (low)
resolution with this new function. Though our results
were unchanged, we would generally recommend choos-
ing functions that are at least once differentiable every-
where, including r = 0.
III. NUMERICAL ALGORITHMS AND
TECHNIQUES
To maintain round numbers in the following section,
we specify all quantities in code units. For conversion to
physically meaningful numbers, note that in code units
the summed masses of the BH apparent horizons is 1.0
and the total ADM mass M of the initial system is
80.99095, though we stress that these BBH calculations
are scale-free in terms of mass.
A. Initial Data Parameters
To generate BBH initial data, we use the
TwoPunctures code [41], with spectral grids of res-
olution (nA, nB, nφ) = (64, 64, 44). These spectral data
are then mapped onto our finite-difference grids via the
new spectral interpolation scheme of [42]. The full set
of TwoPunctures/Bowen-York [30] parameters used to
generate these BBH initial data are as specified for case
U1+30+00 in Table A2 of [21]. Note that these param-
eters were first generated by the AEI group (cf. case
A1+30+00 in the same table). With these parameters,
the bare mass of the {spinning,nonspinning} BH is found
to be {0.4698442439908046,0.48811120218500131},
and these bare masses yield ADM masses of {0.5,0.5} as
measured at spatial infinity on the individual punctures’
interior worldsheets (see, e.g., [43, 44] for how this is
computed).
B. AMR Grid Parameters
To minimize computational expense, all grids impose
symmetry across the orbital plane (z = 0), and only the
upper-half plane (z > 0) is evolved. Evolution equations
are evaluated on two nested sets of Carpet-generated
AMR grids, with one set tracking the centroid of each
apparent horizon with half-side-lengths 0.75× 2n, where
n = {0, . . . , 3}, {5, . . . , 12} (n = 4 is skipped, so that the
region around the binary is better resolved). The lowest-
resolution grid (containing the outer boundary) has a
half-side-length of 3072, which is out of causal contact
from all gravitational wave extraction radii, for waves
propagating at or below the speed of light, for the dura-
tion of the simulation.
To reduce errors due to our low-order time-
evolution (fourth-order) and AMR time prolongation
(second-order) below the level of higher-order spa-
tial finite differencing and prolongation errors, the
Courant-Friedrichs-Lewy (CFL) factor is set at most
to 45% of its maximum value for BSSN evolutions
(i.e., 0.225 instead of 0.5). Specifically, the Car-
pet parameter time refinement factors is set to
"[1,1,1,1,1,1,1,2,4,8,16,32]", which corresponds
to local CFL factors ∆t/∆x of 0.225 for the highest six
levels of refinement, and 0.225/2n for the nth level be-
yond that, where n = {1, ..., 6}.
For each gauge choice, we perform simulations
with four different maximum grid resolutions, labeled
{lr,mr,hr,hhr} in order of increasing resolution. For
{lr,mr,hr,hhr} runs, the most refined AMR grid (at each
BH) has resolution ∆x = {1/42.6¯, 1/48, 1/53.3¯, 1/58.6¯},
corresponding to an average of {37.5, 42.1, 46.8, 51.5}
gridpoints across the average diameter of the apparent
horizons (at t ≈ 800), respectively. (Note that the appar-
ent horizon diameters of the two black holes differ by ap-
proximately 4%). These grids and resolutions have been
carefully chosen so that at all resolutions, the physical
extent of each grid-refinement level is the same. Unless
grids and resolutions are carefully chosen, Carpet will not
respect the desired physical extent of grid-refinement lev-
els, instead rounding the physical size to the nearest grid-
point, which can potentially render a convergence study
inconsistent.
Spatial and temporal prolongation (i.e., interpolation
between AMR boundaries to fill buffer zones) are set to
fifth- and second-order, respectively. Also, the standard
technique for reducing AMR buffer zones as described
in, e.g., [12], is not applied here, as there are indica-
tions that reducing AMR buffer zones may result in in-
accuracies [22]. Thus, we require the use of 16 spa-
tial buffer zones at AMR boundaries (i.e., four ghost-
zones due to sixth-order upwinded finite-difference sten-
cils and seventh-order Kreiss-Oliger dissipation, multi-
plied by four Runge-Kutta time evolution substeps).
C. Evolution Parameters
We use the Illinois group’s finite-difference (FD) BSSN
sector of their AMRGRMHD code [16] for spacetime evo-
lutions, with sixth-order-accurate upwinded FD stencils
for all shift advection terms, and sixth-order centered FD
stencils on all other spatial derivatives. Explicit fourth-
order Runge-Kutta (RK4) timestepping is used for time-
evolution, and the CFL factors on each refinement level
are specified in Sec. III B.
Seventh-order Kreiss-Oliger dissipation with strength
parameter ǫ = 0.3 is applied to all BSSN gravitational
field and shift evolution equations. Kreiss-Oliger dissi-
pation on the lapse is applied on a case-by-case basis, as
specified in Table I.
D. Diagnostics
Apparent horizon tracking and diagnostics (including
the monitoring of irreducible masses) are handled via the
AHFinderDirect thorn [45] for all BHs in runs presented
here. We also employ an isolated horizon formalism [46,
47] diagnostic to monitor black hole spins and masses
throughout the evolutions.
Hamiltonian and momentum constraint violations are
monitored via the following L2-norms:
||H|| =
√∫
V
H2 d3x, (18)
||Mi|| =
√∫
V
(Mi)2 d3x, (19)
where H (Mi) is the locally computed Hamiltonian (mo-
mentum) constraint violation (as defined in, e.g., [16])
9and V includes the entire simulation volume, excluding
spheres of radius 2.2M about each apparent horizon’s
centroid. As a point of comparison, the maximum ap-
parent horizon radius of all BHs in these calculations
varies between ≈ 0.23M and 0.77M . Thus in all cases
this integral excludes a region both in and around each
BH.
Gravitational waves are extracted at ten radii, equally
spaced in 1/r, from r = 45.19M to r = 192.7M . In
particular, we compute the spin-weight −2 spherical
harmonic decomposition of the Newman-Penrose Weyl
scalar ψ4l,m for all (l,m) modes up to l = 4. This scalar
is computed using our own heavily-modified version of
the PsiKadelia thorn. In this paper, we focus primarily
on results for waveforms measured at extraction radius
r = 68.6M , for the dominant (l = m = 2) mode. We find
that for this dominant mode, our qualitative results are
unchanged at other extraction radii. The effect on other
modes is discussed in Sec. IVB1.
The energy and angular-momentum (z-component)
content of the non-radiative part of the spacetime is es-
timated through ADM surface integrals at finite radius
M(t) =
1
16π
∮
r
(γij,i − γii,j) dAj , (20)
J(t) =
1
16π
εijk
∮
r
(
xjKkm − xkKjm
)
dAm, (21)
where γij and Kij are the three-metric and extrinsic cur-
vature, respectively.
IV. RESULTS
Table I lists all runs presented in this paper, and
this section is ordered as follows. First, Sec. IVA
demonstrates how constraint violations are reduced as
we add our gauge/evolution modifications, one step at
a time, at the lowest (“lr”) resolution. Next, Sec. IVB
shows how our improved gauge conditions reduce short-
wavelength, high-frequency noise both in GWs extracted
from these calculations, and in the ADM mass and an-
gular momentum surface integral diagnostics. Finally,
we perform convergence studies at four resolutions, pri-
marily comparing results using the “standard” moving-
puncture gauge conditions (OldGauge) to our most-
improved gauge choice BestGauge (g1+TR2+h+d5d7).
These studies, presented in Sec. IVC, focus on conver-
gence of BH irreducible masses, constraint violations, and
waveform amplitude, phase, and noise.
A. Step-by-Step Addition of New Features
This section adds our evolution and gauge changes
step-by-step at lowest (“lr”) resolution, unfolding the
benefits of each modification. Table I contains a com-
plete reference of case names.
1. Reduction of Constraint Violations
Figures 5 and 6 show how Hamiltonian and momentum
(x-component; y- and z-components are similar) con-
straint violations are diminished as new gauge and evo-
lution techniques are added one at a time, at resolution
“lr”. Notice the most dramatic decrease in constraint vio-
lations occurs between cases OldGauge and g0, except at
early times, where a very early spike in momentum con-
straint violations remains (note thatMx(t = 0) ∼ 10−5).
The upper-left panel in Fig. 6 demonstrates that this
spike in early-time momentum constraint violation is dra-
matically reduced when reparameterizing the time co-
ordinate such that all BSSN and gauge variables are
evolved very slowly at early times (i.e., all evolution equa-
tion RHSs are multiplied by the f(t) of Eq. 2). Such a re-
duction demonstrates that this early spike in momentum
constraint violation is likely due to copying data from
t = 0 as described in Sec. II B 2. However, there still ex-
ists a significant spike slightly later, at t/M ≈ 4, in both
Hamiltonian and momentum constraint violations that
was not reduced by multiplying all evolution equation
RHSs by f(t).
This remaining spike might be related to the initial
settling of coordinates in the strong-field region, so we
choose a time reparameterization such that the lapse and
shift evolution is greatly accelerated initially (upper-right
panels) with respect to the evolution of all other vari-
ables, again as described in Sec. II B 2. In this way, the
coordinates are able to settle significantly faster than
otherwise. Notice that although this strategy signifi-
cantly modifies the timestep only until about t/M = 10
in these plots, the reduction in constraint violations is
longer-lasting, until t/M ≈ 40 (Fig. 6), when apparently
other errors start to dominate and constraint violations
match those of the g0 technique alone. With just these
improvements, the momentum constraint violation maxi-
mum during inspiral is on par with the initial momentum
constraint peak in OldGauge.
About 150M after merger, at t/M >∼ 2000, a large
spike in momentum constraint violation appears, regard-
less of gauge choice. The cause of this spike may be sim-
ilar to that of the initial spikes, which were significantly
reduced by application of a time reparameterization such
that the lapse and shift evolution was significantly ac-
celerated relative to the BSSN field variables. So it is
possible this late-time spike might be reduced via an-
other time reparameterization at merger. Alternatively,
this spike may be caused by under-resolution of outgoing,
short-wavelength physical (i.e., non-gauge) waves gener-
ated in the strong-field region during merger, common
horizon formation, and ringdown.
The upper-right panel of Figs. 5 and 6 demonstrate
that addition of a parabolic damping term (h(r) as de-
fined in Eq. (13) reduces Hamiltonian constraint viola-
tions from mid-inspiral to merger by about 30%, and
momentum constraint violations midway through evolu-
tions up to 10%. We anticipate that stronger damping
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TABLE I. Summary of runs performed. See Eq. (8) and ensuing discussion for explanations of how functions g(t, r), h(r),
d5(t, r), and d7(t, r) are generated in our extensions to the standard 1+log slicing condition. “TR Type” refers to the chosen
time reparameterization, where TR Type 0 denotes no reparameterization, TR Type 1 implies that the RHS of all evolved
variables is multiplied by f(t) (Eq. (2)), and TR Type 2 indicates that all RHS are multiplied by f(t) except for the shift RHS
and most of the lapse RHS (as specified in Eq. (8)). Resolutions {lr,mr,hr,hhr} are as defined in Sec. (III B).
Case Name g(t, r) TR Type h(r) d5(t, r) d7(t, r) Resolutions
OldGauge 2 0 0 0 0.3 lr,mr,hr,hhr
g0 g0(r); Eq. (9) lr
g0+TR1 1 lr
g0+TR2 2 lr
g0+TR2+h Eq. (13) lr,mr,hr,hhr
g0+TR2+h+d5d7 Eq. (15) Eq. (16) lr,mr,hr
g1+TR2+h+d5d7 g1(t, r); Eq. (10) lr,mr,hr,hhr
alias: BestGauge
(corresponding to smaller safety factors for h(r)) may
be possible in the outer, weak-field regions of the grid,
resulting in further reductions of constraint violations.
The lower-left panel of Figs. 5 and 6 show that addition
of stronger Kreiss-Oliger damping (as defined in Eqs. 15
& 16) reduces momentum constraint violations over time
by another 10% at most, but Hamiltonian constraint vi-
olations are reduced by up to a factor of 2 early in the
inspiral, and roughly 3% for late inspiral through merger
(t >∼ 1000M). Finally, we attempt an alternative lapse
acceleration function g1(t, r), which decreases the lapse
propagation speed significantly in the strong-field region
at early times. This change further reduces average con-
straint violations during the early inspiral (t <∼ 300M).
It is conceivable that residual constraint violations may
be reduced beyond the levels we were able to attain
with gauge improvements alone, either by parabolically
smoothing the constraint-violating degrees of freedom as
in [48, 49], or by adopting a constraint-damping formal-
ism such as Z4c [28, 50] or CCZ4 [51].
The overall reduction in constraint violations is shown
in the lower-right panel of Figs. 5 and 6. Averaged over
time, Hamiltonian constraint violations are reduced by
about a factor of 20 and momentum constraint violations
by about a factor of 13.
We conclude this section by stressing that despite
nearly two orders of magnitude reduction in constraint
violation, the addition of these new features has virtu-
ally no impact on computational expense. The next sec-
tion describes how these gauge improvements affect noise
in important quantities, such as gravitational waveforms
and ADM (mass and angular momentum) surface inte-
grals.
B. Noise Reduction Features of New Gauge
Conditions
In addition to constraint-violation reductions, our new
gauge conditions also act to reduce short-wavelength
noise in the GWs (ψ4(t)) as well as the surface-integral
representations of ADM mass and angular momentum.
We present these improvements here.
1. Reduction of Noise in ψ42,2
The left panel of Fig. 7 shows how short-period noise
in ψ42,2(t − r) is significantly reduced when we choose
a gauge in which the lapse speed is accelerated radi-
ally outward (g0), keeping all else identical to a stan-
dard moving-puncture gauge choice (OldGauge). Notice
that the characteristic period for this noise is P ∼ 10M ,
which is made clear in the right panel, which plots the
power spectra of Re(ψ42,2(t)) for cases OldGauge, g0,
and BestGauge (g1+TR2+h+d5d7) during early inspi-
ral (50 <∼ (t − r)/M <∼ 1160), when the signal-to-noise
ratio of our numerical waveforms after junk radiation is
lowest. Notice that accelerating the outgoing lapse wave
speed has the largest impact on reducing high-frequency
noise in Re(ψ42,2(t)), diminishing the noise by nearly an
order of magnitude at the peak noise frequency (period
of ≈ 10M). Also, although additional tricks have some
noticeable impact on constraint violations, they appear
to contribute only a small amount to waveform noise at
the shortest wavelengths.
Although we concentrate here on the dominant,
(l,m)=(2,2), mode, we find significant noise reduction
in sub-dominant modes as well. As an example, Fig. 8
demonstrates that in OldGauge, the amplitude of the
(l,m)=(4,4) mode of ψ4 is dominated by noise through-
out a significant fraction of the inspiral. However, in
BestGauge the noise is mostly non-dominant. Based
on this and observations of other non-dominant modes,
we conclude that these gauge improvements stand to
improve the usefulness of sub-dominant modes from
BSSN/MP evolutions.
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FIG. 5. Excised L2 norm of Hamiltonian constraint violation vs time, ||H||(t) (Eq. 18), as new techniques are added one-by-one
at fixed “lr” resolution. Cases are as defined in Table I. Upper-left panel: ||H||(t) for cases OldGauge (thick brown), g0
(green dotted), and g0+TR1 (blue dashed). Upper-right panel: ||H||(t) for cases OldGauge (thick brown), g0+TR1 (blue
dashed), g0+TR2 (magenta solid), g0+TR2+h (black dotted). Lower-left panel: ||H||(t) for cases OldGauge (thick brown),
g0+TR2+h (black dotted), g0+TR2+h+d5d7 (gray dashed), and BestGauge (g1+TR2+h+d5d7; orange solid). Lower-right
panel: ||H||(t) for the BestGauge case, divided by ||H||(t) for the OldGauge case (solid red). This ratio is compared to its time-
averaged value (≈ 0.05, green dashed) and unity (magenta dotted). Values below unity indicate an improvement (reduction in
||H||(t)).
2. Reduction of Noise in ADM Surface Integrals
It has been found that surface integral representations
of ADMmassM(t) and angular momentum J(t) (Eqs. 20
and 21) are noisy and suffer from large drifts in AMR
moving-puncture BBH evolutions [52]. Though getting
around the problem is usually a matter of recasting the
distant surface integral into a sum of surface plus vol-
ume integrals, we find that this may be unnecessary
with suitable gauge improvements. Figure 9 plots M(t)
and J(t) surface integrals as measured at r = 114.2M ,
comparing our original moving-puncture gauge choice
(OldGauge) with our most sophisticated modification,
g1+TR2+h+d5d7 (BestGauge), all at “hhr” resolution.
The overall pattern is a drop inM(t) and J(t) as the GWs
pass through the surface integral radius. However, our
new gauge choices reduce noise in these surface integral
diagnostics by a huge factor during inspiral, particularly
J(t). This demonstrates that noise in the region far from
the BHs is not restricted to GWs, at least throughout the
inspiral. However, after merger a large amount of noise
in J(t) remains, despite our gauge improvements.
We believe the lack of noise reduction in J(t) at late
times may be related to the spike in momentum con-
straint violation observed at roughly the same (retarded)
time (see Sec. IVA1), which we hypothesized may have
something to do with either the rapid settling of the
gauge or the outgoing short-wavelength physical waves
at and after merger.
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FIG. 6. Excised L2 norm of x-component of Momentum constraint violation vs time, ||Mx||(t) (Eq. 19), as new techniques are
added one-by-one at fixed “lr” resolution. Cases are as defined in Table I. Upper-left panel: ||Mx||(t) for cases OldGauge
(thick brown), g0 (green dotted), and g0+TR1 (blue dashed). Upper-right panel: ||Mx||(t) for cases OldGauge (thick
brown), g0+TR1 (blue dashed), g0+TR2 (magenta solid), g0+TR2+h (black dotted). Lower-left panel: ||Mx||(t) for cases
OldGauge (thick brown), g0+TR2+h (black dotted), g0+TR2+h+d5d7 (gray dashed), and BestGauge (g1+TR2+h+d5d7;
orange solid). Lower-right panel: ||Mx||(t) for the BestGauge case, divided by ||Mx||(t) for the OldGauge case (solid red).
This ratio is compared to its time-averaged value (≈ 0.075, green dashed) and unity (magenta dotted). Values below unity
indicate an improvement (reduction in ||Mx||(t)).
C. Convergence Study
In a mixed-order finite-difference code such as ours,
in which some components converge at different orders,
we must be particularly careful about error estimates,
as lower-order errors can sometimes be non-dominant,
leading to higher-order convergence than otherwise ex-
pected. In such a scheme, numerical results for a quan-
tity Qnumerical at a given gridpoint, time, and grid spac-
ing ∆x, are related to the exact quantity Qexact, via the
following equation
Qnumerical(∆x) = Qexact + C∆x
n +O(∆xm) (22)
where C is a constant, n is the dominant convergence
order, m 6= n is the next dominant convergence order,
and m < n is possible. Generally we would aim to
have C∆xn ≫ O(∆xm), so the O(∆xm) term can be
neglected. When non-dominant convergence order terms
are neglected in this way, we call Qexact the Richardson-
extrapolated Q, QRE, as it provides an estimate for Q
that removes the dominant error term, similar to [53]:
QRE = Qnumerical(∆x) − C∆xn. (23)
AMR prolongations in time and space are performed
with second- and fifth-order-accurate stencils, respec-
tively, and temporal and spatial derivatives via fourth-
and sixth-order-accurate finite-difference stencils, respec-
tively. Thus the dominant convergence order n is a priori
unknown in our BBH calculations, as they are of mixed
order. As described in Sec. III B, we have reduced the
timestep on all grids well below the CFL limit to pre-
vent the relatively low-order temporal differencing and
interpolations from dominating our errors.
To determine the dominant convergence order n, we
perform runs at three resolutions, obtaining three values
for Qnumerical(∆x). With these three knowns, we then
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employ a bisection technique to solve Eq. (23) for un-
knowns n, QRE and C.
For quantities Qnumerical(∆x) that are also functions
of time (e.g., ψ4(t)), we obtain estimates for n each time
Qnumerical(∆x) is output by the code. We then define
the dominant convergence order as the average of all
bisection-calculated estimates for n, rounded to the near-
est integer. This averaged, rounded value for n, combined
with Qnumerical(∆x) at the two lowest resolutions of the
three used to obtain n, are chosen as inputs to solve the
linear 2×2 system for C and QRE. We then find another
estimate for QRE combining the same value for n with
the two highest resolutions of the three Qnumerical(∆x)
used to estimate n. The difference between these two
values for QRE is used as an error estimate, as deviations
from zero will be caused by variations in n as well as
higher-order terms (cf. Eqs. (23) and (22)).
In the special case where QRE → 0, as is expected for
quantities that should converge to zero (e.g., constraint
violations), we may solve Eq. (23) for n with only two
realizations of Qnumerical(∆x). In this special case, n can
be found analytically.
1. Irreducible Mass Convergence
Figure 10 presents a convergence study of Mirr(t)
for the spinning BH (i.e., the BH with initial spin
parameter= 0.3) at various resolutions. For ease of com-
parison (it is difficult to distinguish a dotted line from
a dashed one if data are exceedingly noisy), the “mr”,
“hr”, and “hhr” data are Be´zier-smoothed (i.e., fit to a
degree-n Be´zier curve for n data points). However, to
show how the high-frequency noise in Mirr(t) is affected
by gauge choice, we do not smooth the “lr” run data.
Notice how Mirr(t) data are significantly less noisy in
the improved gauge case BestGauge (right panel) than
in the OldGauge case (left panel), demonstrating that
gauge-generated noise affects the strong-field region as
well. We observe the same relative noise in the higher-
resolution runs prior to smoothing. We also note that
our gauge improvements have little impact on the secu-
lar drift in Mirr(t). As for the initially nonspinning BH,
similar results are observed, except the “lr” run is not as
much an outlier.
To understand why the “lr” resolution run appears to
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be such a significant outlier, we take a look at the iso-
lated horizon formalism spin [54] of the initially spinning
BH, shown in Fig. 11. Notice the secular increase in
dimensionless spin parameter (J/M2)IHF at “lr” resolu-
tion, which completely dwarfs spin parameter drifts in
the highest three resolution runs. Figure 11 shows data
from the OldGauge case only. For comparison, we report
that at “lr” resolution, g0+TR2+h shares the same drift
as OldGauge to within a percent, and g1+TR2+h+d5d7
(BestGauge) exhibits about 6% less drift. Finally we
note that for the initially nonspinning BH, we observe
no significant drift in spin parameter over time. Based
on these observations, we conclude that the “lr” run is
at insufficient resolution to properly resolve the spinning
BH.
Throwing out data at the “lr” resolution, and using
data at resolutions {mr,hr,hhr}, Fig. 12 shows conver-
gence order n for Mirr (Eq. 23) versus time. This panel
compares observed convergence order n for both BHs in
all three cases throughout much of the inspiral. Con-
vergence is poor for t >∼ 1100M , as BH2 Mirr data at
all three resolutions cross near t ≈ 1300M , regardless of
gauge choice. Apparently this clear non-convergence in
BH2 negatively impacts BH1 convergence as well. Out-
side of this non-convergent episode, we find average con-
vergence orders slightly higher than fifth order (our cho-
sen spatial prolongation order), independent of the gauge
choice, although the results using the BestGauge choice
are clearly less noisy.
In the next section, we show that this nonconvergence
in irreducible mass drift at low resolution does not trans-
late to nonconvergence at low resolution in constraint
violations.
2. Convergence to Zero of Constraint Violations
Table II presents the average and median order at
which Hamiltonian and (x-component) momentum con-
straints converge to zero for various cases. To better
understand how these numbers are generated, Fig. 13
outlines the procedure. The top left (right) plots in the
upper panels show the raw Hamiltonian constraint data
||H(t)|| (Eq. 18) for the OldGauge (BestGauge) case, and
the bottom plots of the upper panels use data at pairs
of resolutions to solve for the implied convergence order
n (Eq. 23, where QRE → 0, leaving only C and n as
unknowns). Using many data points for n, uniformly
spaced in time, we can then construct histograms of con-
vergence order from this plot. The lower-left panel shows
the histogram of convergence order for “hr” and “hhr”
resolutions, where the thick red line corresponds to the
solid red curve in the bottom plot of the upper-left panel.
This histogram is compared to the same histogram for
cases g0+TR2+h and BestGauge (g1+TR2+h+d5d7).
We point out two clear patterns: (1) the g0+TR2+h
and BestGauge cases possess significantly higher average
convergence order than OldGauge, (2) BestGauge ap-
pears to converge at a higher average convergence order
than g0+TR2+h. Notice the distribution widens with
increasing average convergence order. This is a reflection
of the fact that after t 300M, the OldGauge ——H——
converges below second-order and remains there until
merger. In BestGauge, convergence order drops sig-
nificantly as the sharp lapse wave crosses progressively
lower-resolution refinement boundaries. However, this
subconvergent spike in noise does not translate to sub-
convergence later on in the evolution. We attribute this
to the lapse stretching and smoothing features of Best-
Gauge. Instead of plotting histograms for all cases at all
resolutions, we simply report the median and mean con-
vergence orders for all cases for which multiple resolution
15
-2.5e-05
-2e-05
-1.5e-05
-1e-05
-5e-06
 0
 5e-06
 0  250  500  750  1000  1250  1500  1750
M
irr
(t)
 - M
irr
,m
ax
,h
hr
t/M
OldGauge, BH1
lr,raw
mr,smoothed
hr,smoothed
hhr,smoothed
-2.5e-05
-2e-05
-1.5e-05
-1e-05
-5e-06
 0
 5e-06
 0  250  500  750  1000  1250  1500  1750
M
irr
(t)
 - M
irr
,m
ax
,h
hr
t/M
BestGauge, BH1
lr,raw
mr,smoothed
hr,smoothed
hhr,smoothed
FIG. 10. Convergence study: Mirr(t). Left panel: Mirr(t) −Mirr,hhr,max over time for BH1 (i.e., the BH with initial spin
parameter= 0.3), where Mirr,hhr,max is the maximum value of Mirr in the “hhr” run. This panel plots data for the OldGauge
case at resolutions “lr” (solid red), “mr” (medium-dashed blue), “hr” (long-dashed magenta), and “hhr” (dotted green). Right
panel: Same as left panel, but for case BestGauge (g1+TR2+h+d5d7). “smoothed” denotes that the n data points for a given
dataset plotted in this figure have been fit to degree-n Be´zier curve, and the resulting Be´zier curve is shown.
TABLE II. Convergence to zero of Hamiltonian and x-component of Momentum constraint violations. “Median” (“Mean”)
numbers denote median (average) convergence order using an evenly-spaced sample of integrated L2-norm of constraint viola-
tions in time. This integral excludes regions around the BHs (Eq. 18), and for ||Hinner||, the region r > 32.3M as well. Note
that for consistency, all data are truncated at time t = 2086.4M , which is the earliest time at which a run was stopped (≈ 210M
after merger).
Case Name ||H||lr,mr Median (Mean) ||H||mr,hr Median (Mean) ||H||hr,hhr Median (Mean)
OldGauge 1.43 (1.64) 1.30 (1.62) 1.46 (1.60)
g0+TR2+h 5.17 (4.70) 5.97 (4.31) 5.27 (4.24)
g0+TR2+h+d5d7 5.57 (5.27) 5.86 (4.97) No hhr
BestGauge (g1+TR2+h+d5d7) 5.63 (5.38) 5.92 (5.16) 5.41 (4.87)
||Hinner||lr,mr Median (Mean) ||Hinner||mr,hr Median (Mean) ||Hinner||hr,hhr Median (Mean)
OldGauge 5.77 (5.75) 5.72 (5.46) 5.98 (5.87)
g0+TR2+h 5.82 (5.80) 5.86 (5.67) 5.96 (5.74)
g0+TR2+h+d5d7 5.78 (5.75) 5.61 (5.69) No hhr
BestGauge (g1+TR2+h+d5d7) 5.81 (5.79) 5.94 (5.77) 5.76 (5.71)
||Mx||lr,mr Median (Mean) ||Mx||mr,hr Median (Mean) ||Mx||hr,hhr Median (Mean)
OldGauge 1.37 (1.81) 1.37 (1.62) 1.29 (1.96)
g0+TR2+h 1.09 (1.71) 1.00 (1.98) 1.37 (2.00)
g0+TR2+h+d5d7 1.27 (1.86) 1.31 (1.86) No hhr
BestGauge (g1+TR2+h+d5d7) 1.24 (1.94) 1.26 (1.84) 1.78 (1.91)
data are available (Table II).
According to Table II, we expect ||H(t)|| to converge
to zero on average at order n = 1.62 in the OldGauge
case, and n = 5.14 in the BestGauge (g1+TR2+h+d5d7)
case. The lower-right panel of Fig. 13 demonstrates how
well data at different resolutions overlap when rescaled
according to these observed mean convergence orders.
Notice that although convergence order drops to as low
as second order at each spike in the BestGauge ||H(t)||
(cf. upper-right and lower-right panels), BestGauge con-
vergence order equilibrates at late times to n ≈ 6. In
the OldGauge case, ||H(t)|| convergence order steadily
drops from the outset of the calculation (upper-left panel)
as the initial sharp lapse wave crosses into progressively
lower resolution AMR grid boundaries.
Recall that in Fig. 5, we found that ||H(t)|| is reduced
by a factor of 20 on average in the BestGauge case,
compared to a standard moving-puncture gauge choice
(OldGauge). Table II demonstrates that the convergence
order in ||H(t)|| is also significantly improved with our
gauge improvements, increasing from below second-order
to nearly sixth-order convergence. Thus at higher res-
olutions, we expect our gauge improvements to reduce
||H(t)|| by an even higher factor than that observed at
“lr” resolution. In fact “BestGauge, hhr” drops ||H(t)||
by a factor of approximately 58, as compared to the
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that only case OldGauge is shown, as all other cases share the
same qualitative behavior.
“OldGauge, hhr” case.
When the L2 norm of H(t) (Eq. 18) excises the region
outside r = 32.3M (i.e., ||Hinner|| in Table II), we ob-
serve nearly sixth-order convergence in all cases. Thus a
bulk of sub-convergent Hamiltonian constraint violations
comes from the outer regions, where gravitational waves
are measured, and the under-resolution of the spinning
BH at “lr” resolution (as discussed in Sec. IVC1) does
not appear to translate to inconsistent convergence at
low resolutions in constraint violations.
We did not have such an “inner region” diagnostic for
momentum constraint violations (i.e., an ||Mxinner|| diag-
nostic). Recall that at “lr” resolution, ||Mx|| has been
reduced on average by a factor of ≈ 13.4 with our new
gauge choices (Fig. 6). However, its convergence to zero
does not improve significantly and remains between first
and second-order regardless of gauge choice. This may
be due to the fact that even in our most advanced gauge
choice (BestGauge), some high-frequency noise remains
and further efforts may be required to tamp down this
remaining noise.
So do drastic constraint violation reductions in the
outer regions of our grid translate to improvements in
gravitational waveform (i.e., ψ4) convergence, or does the
relatively large drift in the spinning BH’s spin parame-
ter over time imply poor waveform convergence at “lr”
resolution? The next section examines this question in
detail.
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FIG. 12. Convergence study: Implied convergence order n
(Eq. 23) for Mirr(t), using Mirr(t) data at three highest res-
olutions {mr,hr,hhr} for both BHs during inspiral. Conver-
gence order for BH1 (initial spin parameter= 0.3; solid red)
and BH2 (initially nonspinning; dashed blue) are compared
to n = 5 (dot-dashed gray). The top plot shows data from
the OldGauge case the middle plot g0+TR2+h, and the bot-
tom BestGauge (g1+TR2+h+d5d7). For ease of analysis,
all raw Mirr(t) data in this plot were first smoothed with a
moving-window linear least-squares algorithm prior to com-
puting convergence order. Also, data in the range t/M < 30
and t/M > 1250 have been removed, as Mirr(t) at all three
resolutions overlaps at t/M = 0 and t/M ≈ 1300 in the non-
spinning BH (BH2) data, so near these points convergence
order estimates for BH2 are unreliable.
3. Waveform Convergence
Figure 14 presents a gravitational waveform conver-
gence study, separating ψ42,2(t) into amplitude and phase
separately, as these quantities could be influenced differ-
ently by truncation error [55].
The top left (right) panel of Fig. 14 shows
|Qnumerical(∆x1) − Qnumerical(∆x2)|, where Q is the
smoothed phase (amplitude) of ψ42,2(t), and {∆x1,∆x2}
denotes data at two adjacent resolutions in the set
{lr,mr,hr,hhr}. Notice that the {hr,hhr} phase differ-
ence is slightly smaller during inspiral in the BestGauge
(g1+TR2+h+d5d7) than the OldGauge case. This is
one measure that demonstrates our gauge improvements
reduce phase errors.
The remaining left (right) panels of Fig. 14 plot con-
vergence order n in ψ42,2 phase (amplitude) as a function
of time, comparing the OldGauge (middle panels) to the
BestGauge (g1+TR2+h+d5d7; bottom panels) cases. At
the three lowest resolutions {lr,mr,hr}, inconsistent con-
vergence between amplitude and phase is observed, re-
gardless of gauge choice. We attribute this to the under-
resolution of the spinning BH (Sec. IVC1). Cleaner con-
vergence is observed when computing n from data at the
three highest resolutions {mr,hr,hhr}. However, conver-
gence order in the OldGauge case oscillates significantly
between n = 4 and n = 5 until t ≈ 1300M , and then
drops to n ≈ 4 until merger. The same data from our
BestGauge case indicate extremely steady n = 5 conver-
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(medium thickness magenta), and BestGauge (g1+TR2+h+d5d7; thin black). Note that the thick red line corresponds to the
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gence order with almost no oscillation, until merger.
At merger (t >∼ 1750M), loss in convergence is observed
regardless of gauge choice, pointing to a non-convergent
effect not addressed by our gauge modifications. How-
ever, there is some chance that this loss of convergence
may be restored with another careful time reparameter-
ization near merger, which will allow the gauge to more
quickly settle as the gravitational fields undergo the ex-
tremely rapid changes associated with merger.
The consistent n = 5 convergence observed in Best-
Gauge is a highly significant result, as it strongly indi-
cates that our errors are dominated by the fifth-order-
accurate spatial interpolation errors at grid refinement
boundaries in BestGauge. We could have reasonably ex-
pected this a priori given that the lower-order tempo-
ral errors have been tamped down significantly by our
choice of timesteps well below the CFL limit. The con-
vergence order oscillations in OldGauge below n = 5
are troubling, leading us to question the reliability of
Richardson-extrapolated estimates of ψ42,2 that assume a
standard, fixed-in-time integer convergence order when
choosing OldGauge-like gauge conditions.
We believe that the OldGauge convergence order oscil-
lations in ψ42,2 amplitude and phase may be related to the
large amount of power in ψ42,2 noise, particularly at wave
periods of P ∼ 10M as shown in Fig. 7, as this noise has
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FIG. 14. ψ42,2 convergence study, using smoothed amplitude and phase data. Upper-left (right) panel: phase (amplitude)
difference between pairs of resolutions, for OldGauge |lr-mr| (thick solid red), |mr-hr| (thick dashed blue), and |hr-hhr| (thick
dotted magenta), as well as BestGauge |hr-hhr| (g1+TR2+h+d5d7, thin dashed black). Middle-left (right) panel: OldGauge
phase (amplitude) convergence order versus time, using results from {lr,mr,hr} resolutions (raw data: thin dashed green, Be´zier-
smoothed data: thick solid red) and {mr,hr,hhr} resolutions (raw data: thin dashed magenta, Be´zier-smoothed data: thick
dashed blue). Lower-left (right) panel: same as middle panels, except for BestGauge (g1+TR2+h+d5d7). Please note
that for ease of analysis, all raw amplitude and phase data in this figure were first smoothed with a moving-window quadratic
least-squares fit method prior to computing convergence order, and where specified, Be´zier smoothing was applied separately
to the resulting convergence order data as well. Also, data (t− r)/M < 500 have been removed from convergence order plots,
as they are too noisy even after smoothing to show a clear convergence order (see top panels). ψ42,2 data are measured at radius
r = 68.6M .
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FIG. 15. ψ42,2 convergence and error-analysis study, using raw, unsmoothed phase and amplitude data. Top panels: Upper-left
(right) plot: Phase (Amplitude) versus retarded time, for OldGauge case at resolutions “lr” (solid red), “mr” (long-dashed
green), “hr” (medium-dashed blue), and “hhr” (dotted magenta). Richardson-extrapolated phase is overlaid, using data from
“hr” and “hhr” resolutions, and assuming constant fifth-order convergence (dash-dotted black). Lower-left (right) plot: simple
(not absolute value of) difference in phase (normalized amplitude) between resolutions. Middle panels: same as top panels, but
for case BestGauge (g1+TR2+h+d5d7). Bottom panels: left (right) plot shows |RE(mr,hr)-RE(hr,hhr)| for waveform phase
(amplitude) versus retarded time, assuming fifth-order convergence, where RE(mr,hr) denotes the Richardson-extrapolated
value combining phase (amplitude) numerical data at resolutions {mr,hr} with the assumption of fixed n = 5 convergence
order (Eq. 23). Amplitude data are normalized by the higher-resolution value. Cases OldGauge (dotted magenta), g0+TR2+h
(long-dashed blue), and BestGauge (g1+TR2+h+d5d7; solid red) are compared. Zoom inset on the left plot shows accumulated
phase difference near the end of the inspiral, with vertical gray line denoting Mω2,2 = 0.2 (corresponding to a retarded time of
(t− r)/M ≈ 1866). All ψ42,2 data are measured at radius r = 68.6M .
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thick magenta). Right panel: Be´zier-smoothed power spectra of Re(ψ42,2) for case BestGauge, at resolutions “lr” (dotted
red), “mr” (short-dashed green), “hr” (dashed blue), and “hhr” (solid magenta). These are compared to the same quantity
at “hhr” resolution for case OldGauge (thick black). Note that all Re(ψ42,2) data plotted are measured at radius r = 68.6M ,
and for an example of unsmoothed data, see Fig. 7. Re(ψ42,2) time series data were multiplied by the tapering function
Erf(t; 200, 50)× Erf(−t;−1300, 150) prior to the Fourier transform.
been largely removed in the BestGauge case. In fact, in
Sec. IVC4 below, we show that waveform noise at the
dominant noise frequency (P ≈ 10M) in OldGauge does
not diminish with increasing resolution, at the resolutions
chosen.
We end our discussion on Fig. 14 by cautioning that
our clean, fifth-order convergence in BestGauge has only
been demonstrated with the three highest resolutions,
and that higher-resolution studies will be useful in ce-
menting our conclusions. Although our gauge improve-
ments have apparently eliminated the non-convergent
gravitational waveform noise (as shown in Sec. IVC4 be-
low), some noise does remain, and we anticipate that at
high resolutions far beyond that attempted here, further
gauge improvements may be necessary to maintain a uni-
form, integer convergence order.
We now turn our attention to the Richardson-
extrapolated waveforms. Given that our gauge improve-
ments yield cleaner gravitational-waveform convergence
at higher resolutions, we may be able to more precisely
estimate the true value of ψ42,2 through Richardson ex-
trapolation. The Richardson-extrapolated value is given
by QRE in Eq. (23), replacing Q with ψ
4
2,2 at all times t.
Since we have established the dominant waveform conver-
gence order is cleanly n = 5 for {mr,hr,hhr} resolutions,
we can compute ψ42,2,RE in Eq. (23) by setting n = 5 and
combining numerical data at two resolutions.
The top and middle panels of Fig. 15 compare raw
ψ42,2 amplitude and phase data at all four resolutions to
Richardson-extrapolated values at the highest two res-
olutions {hr,hhr}. At t <∼ 800M (t <∼ 1200M) in the
OldGauge (BestGauge), simple differences between data
at adjacent resolutions are too noisy to easily distinguish
convergence properties (top panels). This can be some-
what mitigated by careful smoothing, as was shown in
Fig. 14, but both phase and amplitude data at t <∼ 500
are too noisy to determine convergence order cleanly
in OldGauge, even with smoothing. Due to the large
noise reductions of BestGauge, the situation is greatly
improved (middle panels), though determining conver-
gence order in phase (amplitude) remains difficult for
times t <∼ 600M (t <∼ 900M) without smoothing. No-
tice that the difference between Richardson-extrapolated
phase and amplitude data (as computed at {hr,hhr} res-
olutions) and “hhr” resolution data is larger than the
difference between “hr” and “hhr” data.
The bottom left (right) panel of Fig. 15 shows dif-
ferences in Richardson-extrapolated phase (amplitude)
versus time. One Richardson-extrapolated value com-
bines data at {mr,hr} resolutions—which we denote
RE(mr,hr)—and the other combines {hr,hhr}—denoted
by RE(hr,hhr). Any nonzero value for |RE(mr,hr)-
RE(hr,hhr)| may be caused by either deviations from
fifth-order convergence—which we have shown to be par-
ticularly significant in OldGauge (Fig. 14)—or truncation
errors at non-dominant orders (cf. Eqs. 23 and 22). Thus
we consider |RE(mr,hr)-RE(hr,hhr)| as an error estimate
for phase, and |RE(mr,hr)-RE(hr,hhr)|/RE(hr,hhr) for
amplitude.
Implied phase errors |RE(mr,hr)-RE(hr,hhr)| increase
with time, but far more smoothly in the improved gauge
cases, as compared to the OldGauge case. Though
phase errors are roughly comparable in the OldGauge
and g0+TR2+h cases, we find a reduction in phase error
of about 40% in the BestGauge (g1+TR2+h+d5d7) case
throughout inspiral and near merger. Normalized ampli-
tude errors are much noisier, but appear about 40–50%
smaller during inspiral in the BestGauge case as well, as
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compared to the OldGauge and g0+TR2+h cases. How-
ever, during and after merger, amplitude and phase er-
rors for all three cases are large and overlap. These large
errors are expected, as the BBH merger time changes as
resolution is increased, and we do not account for this ef-
fect by, e.g., shifting the waveforms so that their merger
times overlap.
We may use the two highest-resolution estimates for
ψ42,2,RE to compute accumulated amplitude and phase
errors at the end of inspiral, where we define the “end
of inspiral” to be at the time in which gravitational
wave frequency is Mω = 0.2. An almost identical fre-
quency was used in the NINJA [56, 57] and NRAR [21]
collaborations as the fiducial time at which to measure
waveform amplitude and phase errors, the only differ-
ence being that we choose to normalize ω by total ini-
tial ADM mass instead of the combined initial masses
of the punctures. The difference in frequency is less
than one percent for runs presented here. We find ac-
cumulated phase errors at Mω = 0.2 (vertical line in
inset) of approximately 0.046, 0.081, and 0.025 radians
for OldGauge, g0+TR2+h, and BestGauge cases, respec-
tively. Thus the BestGauge gauge choice reduces phase
errors by about a factor of two. This is a rather un-
fortunate time to measure phase error, as the OldGauge
case phase error does not increase as predictably as the
BestGauge case, and just happens to experience a local
minimum in the rate of phase error increase atMω = 0.2.
Had we measured phase errors slightly earlier or perhaps
at a higher resolution, we might have seen further reduc-
tion of phase errors by BestGauge.
As pointed out earlier, normalized amplitude errors
near merger are comparable between the different cases,
and we measure them at the “end of inspiral” to be 5.7%,
6.0%, and 5.8% for OldGauge, g0+TR2+h, and Best-
Gauge cases, respectively. We conclude that although
amplitude errors are clearly smaller during inspiral in
the BestGauge case, they are comparable just prior to
merger.
In Sec. IVB, we established that, when compared to
the OldGauge case, the BestGauge case significantly re-
duces noise in gravitational waveforms, particularly at
peak noise frequencies. Further, we showed in the previ-
ous section that GWs produced by BestGauge are very
consistently fifth-order convergent, while the OldGauge
case experiences disturbing oscillations in implied con-
vergence order. We suspect that these convergence order
oscillations are related to the much noisier waveforms in
OldGauge, but we would na¨ıvely expect that the noise
should reduce with increasing resolution. The next sec-
tion demonstrates that at peak noise frequencies, the
noise in OldGauge does not diminish with increasing res-
olution.
4. Waveform Noise Convergence Properties
Figure 16 presents a power spectrum analysis of wave-
form noise convergence. The left panel shows that the
largest noise-related spike in OldGauge Re(ψ42,2) power
does not appear to diminish with increased resolution,
lending support to the notion that poor waveform con-
vergence in OldGauge is due to high-frequency noise.
In fact, we find that the power attributable to noise in
OldGauge at P ≈ 10M is about 1% of the maximum
power, corresponding to the physical GW signal (at GW
periods of half the binary orbital period). Next notice
that this large, non-converging noise-related spike in the
power spectrum in OldGauge runs has been reduced by
about an order of magnitude in our BestGauge gauge
choice. This is consistent with the time-domain data
of Fig. 7, in which waveform noise at “lr” resolution is
shown to be hugely reduced in the BestGauge case, as
compared to OldGauge. In BestGauge, we observe three
distinct bumps in the power spectrum, likely associated
with noise. Unlike the dominant noise-related spike at
P ≈ 10M in OldGauge, these three bumps in the Best-
Gauge power spectra appear to drop more cleanly with
increasing resolution than OldGauge, and as resolution
is increased, the bumps appear to decrease in amplitude
and shift toward shorter wave periods.
V. CONCLUSIONS AND FUTURE WORK
It has been found that the standard BSSN/MP+AMR
paradigm yields inconsistent convergence in gravitational
waveforms in BBH evolutions. Without consistent con-
vergence, it may be impossible to produce reliable error
estimates for these waveforms, particularly when very
high accuracies are needed. It has been hypothesized
[22] that this inconsistent convergence may be related
to short-wavelength waves being reflected from grid-
refinement boundaries, producing high-frequency noise
and constraint violations.
We present a set of improvements to the moving-
puncture gauge conditions that, with negligible increase
in computational expense, greatly reduce noise and im-
prove convergence properties of gravitational waveforms
from BBH inspiral and mergers. These improvements are
presented in the context of an NRAR [21] BBH calcula-
tion that evolves a low-eccentricity BBH system ≈ 11
orbits to merger, where one BH has an initial dimension-
less spin of 0.3 aligned with the orbital angular momen-
tum, and the other is nonspinning. Evolutions are per-
formed at up to four resolutions with a variety of gauge
choices, starting with the “standard” moving puncture
gauge choice and adding improvements one by one until
our “best” gauge choice is reached.
Our gauge improvements in part stem from the ob-
servation that regularly-spaced spikes in Hamiltonian
constraint violations are timed precisely to the grid-
refinement boundary crossings of an early outgoing wave
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traveling at coordinate speed
√
2. Based on linear analy-
ses [23], we know of only one propagation mode with that
speed in the standard BSSN/MP formulation, which pri-
marily involves the lapse and is governed by the lapse
evolution gauge condition.
The initial outgoing lapse wave pulse possesses sharp
features, which are problematic because, as [22] points
out, high-frequency waves crossing into a coarser AMR
grid will be partially reflected at the boundary, generat-
ing noise. Now the lapse and its derivatives are strongly
coupled to the gravitational field evolution equations,
so noise generated by this sharp outgoing lapse pulse
crossing refinement boundaries can be easily converted
to noise in gravitational field variables (such as GWs)
and constraint-violating modes (cf. [58]).
Guided by this, we focus our efforts primarily on
modifications to the lapse evolution equation, aimed at
stretching and smoothing the initial outgoing lapse wave
pulse. We stretch the lapse wave by monotonically in-
creasing its speed as it propagates outward so that the
front of the lapse pulse propagates slightly faster than
the back. We smooth the lapse wave by adding both
parabolic and stronger-than-usual Kreiss-Oliger dissipa-
tion terms. The most significant improvements spawn
from the stretching of the initial lapse pulse.
Despite the stretching of the initial lapse pulse, early-
time spikes in the constraint violations are not reduced.
We are able to significantly tamp down these spikes via a
time reparameterization that greatly accelerates the ini-
tial evolution of the lapse and shift relative to the BSSN
gravitational field evolution variables. Effectively, this
modification makes lapse waves propagate at speeds up
to ∼ 30 times the coordinate speed of light initially, en-
abling the lapse to respond much more quickly to the
rapidly-settling gravitational fields in the strong-field re-
gion during the early evolution.
Our “best” gauge condition (BestGauge) reduces
Hamiltonian and momentum constraint violations by fac-
tors of ∼ 20 and ∼ 13, respectively. In addition, with this
same gauge choice, noise in the dominant gravitational-
wave mode—ψ42,2(t)—is reduced by nearly an order of
magnitude, particularly at peak noise frequencies. Such
numerical noise can be far more problematic in sub-
dominant [i.e., (l,m) 6=(2,2)] modes, at times completely
obscuring the signal. As an example, with OldGauge, the
(l,m)=(4,4) mode is noise-dominated throughout much
of the inspiral, but with the new gauge improvements,
this mode is much cleaner and more amenable to analysis.
We observe improvements, generally of a lesser degree, in
other sub-dominant modes as well.
Finally, we observe a significant reduction in ADM
mass and angular momentum noise at large radius, par-
ticularly during inspiral and merger. Regardless of gauge
choice, we observe a large amount of noise in ADM an-
gular momentum just after merger, corresponding to a
spike in momentum constraint at about this time. We are
uncertain of the cause for this noise/spike, but suspect
they may be due to either rapid coordinate and space-
time evolution associated with BH merger, or possibly
high-frequency physical waves propagating outward into
less-refined numerical grids. This warrants further inves-
tigation, as the former hypothesis can be tested through a
late-time time reparameterization and the latter through
grid structure adjustments.
In addition to analyses of how constraint violations and
noise are affected by our new gauge choices, we perform a
suite of constraint-violation, irreducible-mass, and wave-
form (ψ42,2) convergence tests with a set of three gauge
choices, starting from the “standard” moving-puncture
gauge choice (OldGauge) to our “best” gauge choice
(BestGauge).
Using the “standard” moving-puncture gauge choice
(OldGauge), the L2 norm of Hamiltonian constraint vi-
olations converges to zero at between first and second
order with increasing resolution. If this L2 norm integral
excludes the wavezone region far from the binary, conver-
gence order increases to between fifth and sixth order, in-
dicating that subconvergence is related to effects far from
the binary, on distant, low-resolution grids. Meanwhile,
with our improved gauge choices, we observe between
fifth- and sixth-order convergence in this diagnostic even
when the integral extends to the outer boundary. Though
momentum constraint violations at a given resolution are
significantly reduced with our new gauge choices, we do
not observe an improvement in the convergence to zero
of momentum constraint violations. This may be due
to the fact that even in our “best” gauge choice, some
high-frequency noise remains in our BBH calculations.
Based on our waveform convergence analyses, we find
that ψ42,2(t) data at {mr,hr,hhr} resolutions yield ap-
proximate fifth-order convergence, though large fluctu-
ations around fifth order are observed in the OldGauge
case. These fluctuations are significantly reduced when
improved gauge conditions are adopted, particularly in
the BestGauge case.
With such consistent fifth-order convergence observed
in the highest three resolutions in our best gauge choice
(BestGauge), we then analyze the difference between two
Richardson-extrapolated realizations of phase and nor-
malized amplitude. One realization uses data at “hr” and
“hhr” resolutions and the other “mr” and “hr” resolu-
tions. Any nonzero difference between these Richardson-
extrapolated realizations of phase and normalized ampli-
tude can be attributed to fluctuations in assumed con-
vergence order n from n = 5 (which appears to be re-
lated to noise) or to error from higher-order terms (cf.
Eqs. 23 and 22). Since these differences in Richardson-
extrapolated values are directly related to errors, we
use them as our error estimates for the amplitude and
phase (though it may be an unconventional choice; cf.
[21]). Comparing the “standard” moving-puncture gauge
choice to our “best” gauge, we find significant (factor of∼
2) reductions in both amplitude and phase errors during
inspiral. At the end of the inspiral, when the frequency
of the ψ42,2 is Mω = 0.2, we observe roughly a factor of
two reduction in phase errors in the BestGauge case but
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no significant improvement in amplitude errors, as these
are dominated near merger by small offsets in the time
of merger at different resolutions.
We then perform a GW noise analysis, comparing
OldGauge and BestGauge results at different resolutions
(see Fig. 16). In the OldGauge case, the largest spike
in GW power directly related to numerical GW noise,
at wave periods P ≈ 10M (Fig. 7), does not drop with
increasing resolution. Further, we find that the noise-
dominated power in this OldGauge spike is about 1%
of the physical GW power maximum at P = 0.5Porb
throughout much of the early inspiral. GW power at
wave periods associated with noise in OldGauge runs is
reduced by nearly an order of magnitude in the Best-
Gauge runs, and unlike OldGauge, the power at these
wave periods appears to drop monotonically with resolu-
tion, suggesting that noise in BestGauge converges away
more cleanly. Given the excellent amplitude- and phase-
convergence properties observed in the BestGauge case,
we believe this GW power spectrum analysis strongly in-
dicates that poor convergence in the “standard” moving-
puncture gauge conditions may indeed be related to
poorly-convergent GW noise generated by the initial
sharp outgoing lapse pulse.
Future work will examine remaining uncertainties in
these evolutions, including the nearly simultaneous large
spike in momentum constraint violations and large noise
in the ADM angular momentum surface integral at the
end of our evolutions. Though we have found that our
gauge improvements greatly reduce noise in many quan-
tities apparently generated by the sharp initial outgoing
lapse pulse, we have not completely eliminated the noise,
and it is unknown how much more phase and amplitude
errors can be driven downward with the current improve-
ments. Without doubt, higher resolutions and higher-
order evolutions will be helpful in determining this.
Though these new gauge conditions and techniques
have been presented in the context of moving-puncture
BBH evolutions only, we fully expect them to be bene-
ficial in a wide variety of NR contexts, including com-
pact binary systems with matter or even BBH evolu-
tions using other N+1 NR formulations. With the era of
gravitational-wave astronomy now upon us, we hope this
work will spur others to join the search for gauge con-
ditions and methods optimal for generating high-quality
gravitational waveforms within the MP+AMR context,
as each improvement will accelerate our community to-
ward its goals in this exciting time.
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Appendix A: Time Reparameterizations Are Gauge
Choices
In this paper, we have introduced two time reparam-
eterization techniques. The first, “TR1”, multiplies the
BSSN field and MP gauge evolution equation RHSs by a
function f(t) (Eq. 2), and the second, “TR2”, multiplies
only the BSSN field evolution equation RHSs by f(t).
Here, “RHS” is defined as in Eq. (1).
Although TR1 and TR2 modify the RHSs of the BSSN
equations, these reparameterizations are equivalent to
gauge choices, so that the resulting set of equations are
identical to Einstein’s equations. This is most easily seen
from the 3+1 line element:
ds2 = −α2dt2 + γij(dxi + βidt)(dxj + βjdt). (A1)
Our time reparameterizations TR1 and TR2 are equiv-
alent to the transformation dt → f(t′)dt′, and this f(t′)
factor may be absorbed into the lapse α and shift βi,
such that
α˜ = f(t′)α (A2)
β˜i = f(t′)βi. (A3)
From here, the BSSN field evolution equations may be
written unmodified, simply replacing the lapse, shift, and
time with α˜, β˜, and the new “primed” time coordinate,
respectively, which is equivalent to multiplying the RHS
of the original BSSN formulation by f(t). Removing the
tildes and primes yields the original BSSN field equations
exactly.
Though the BSSN field equations remain unchanged,
the standard MP gauge evolution equations for α˜ and β˜
are modified for f(t) 6= 1, though in the TR1 case the
principal parts of all equations will be identical.
In the TR2 case, however, the principal part analysis
for α˜ yields a wave equation with wave speeds identical
to the standard moving puncture lapse speed, but di-
vided by
√
f(t′). I.e., TR2 greatly increases the lapse
characteristic wave speed at early times when f(t′) is
very small. Such large wave speeds would require very
small timesteps in our numerical scheme, and as we have
not implemented a “true” adaptive timestepping numer-
ical algorithm, we opt not to evolve α˜ and β˜ as just de-
scribed, and instead choose to multiply the BSSN field
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evolution equation RHSs by f(t). As we have shown,
TR2 is equivalent to a gauge modification, but TR2 is
far easier to implement, as it requires no modification to
our fixed-timestep time evolution algorithms.
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