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Abstract
These are the notes written for the talk given at the workshop “Re-
thinking foundations of physics 2016". In section 2, a derivation of the the
quantum formalism starting from propositional calculus (quantum logic)
is reviewed, pointing out which are the basic requirements that lead to the
use of Hilbert spaces. In section 3, a similar analysis is done following for
the reconstruction of quantum theory using an operational approach. In
both cases, non-commutativity plays a crucial role. Finally, in section 4 a
toy model which try to motivate non-commutativity is proposed. Despite
this last section is interesting to read, the analysis performed there is not
complete. This toy model will be re-formulated in a rigorous way (and
extended) in future works.
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1 Introduction
Despite all its success, quantum mechanics after more that one hundred years,
is still under debate. All the problems due to its interpretation are originated
from the choice to formulate the theory using the Hilbert space formalism. Here
we will discuss how this choice is unavoidable and suggests an interesting moti-
vation for this unavoidability.
In general, two are the main basic observations that can be done, experi-
mentally, when one deal with non-relativistic quantum systems
O1 the outcomes of an experiment about a quantum system is probabilistic;
O2 there are physical quantities that can be measured simultaneously and
other that do not.
The first observation is a common feature of all the physical system, once one
take seriously into account the fact that, even the best experimental physicist
in the word, can perform measurement with a finite resolution. The second
observation is the distintive feature of a quantum system and, as we shall see,
it is the origin of all the differences between classical and quantum system.
Starting from these two observations, one can derive (as logical consequence and
with few further assumptions) almost all the postulates of quantum mechanics.
In what follow we will present two approaches for such derivation, pointing out
where we need to do an assumption in order to continue the reconstruction.
The first approach is based on (quantum) logical arguments, while the second
make use of operational considerations. Finally we will present a toy model to
motivate the second observation (deriving it from the first, in some sense) for
the description of a point-like particle, moving over a random space.
2 Propositions about a quantum system: QM
from QL
In this section, the quantum logic derivation of the Hilbert space structure of
quantum mechanics will be briefly reviewed. The main idea behind this ap-
proach is to find the theoretical foundations of the postulates for a quantum
theory starting from the proposition that one can formulate about a quantum
system. This is the so called quantum logic (QL) approach to the foundations of
quantum mechanics (QM). For a more detailed treatment, we refer to [4],[2], [3]
for the quantum logic and [1] for the mathematical formulation of the quantum
mechanics’ postulates.
2.1 Propositions for quantum systems
In everyday life, it is a common fact to formulate propositions to describe some-
thing and this, of course, holds also in science. Propositions are the basic
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outcomes of any experiment, and so it is reasonable to expect that some basic
feature of the physical system under study, can be deduced from the proposi-
tions we may formulate from the experiments. If a quantity A can be measured
(assign an objective numerical value), it is common to formulate proposition
like
A takes the value vA˝
or better, taking into account the finite resolution of any measurement device
(hence O1)
A takes value in [a, b]˝
These proposition can be considered as the simplest possible proposition. In-
troducing the very natural logical connectivities AND/OR and considering a
second measurable quantity B, one may also formulate composite propositions.
Two basic examples are
A takes value vAOR B takes value vB˝
A takes value vA AND B takes value vB˝
In everyday life, both the propositions make sense. Nevertheless, for a quantum
system, the second proposition cannot be formulated in general: if A and B
cannot be measured simultaneously, the measurement to formulate this propo-
sition cannot be performed in general because O2. We can see that the effect of
O2 is to reduce the number of propositions that we may formulate using AND.
Let us also observe the following fact: the proposition
A take value vA IMPLIES THAT B take value vB˝
make sense only for quantities that can be measured at the same time, which
is again a consequence of O2. In order to explore better the consequences of
this, we will adopt the following conventions: a proposition like A takes value
vA˝ or A takes value [a, b]˝ will be labeled simply by a, the logical connectors
AND by ∧, OR by ∨, the implication by ⇒ and finally the logical negation by
¬. We say that two propositions are equal a = b when a⇒ b and b⇒ a. With
this notation, the observation O2 restrict the number of propositions about a
physical system having form a∧b which make sense. Before to go on, suppose X
may take only two values vX and uY . Then consider the following proposition
Y takes value in vY AND, X take value vX OR X take value uX˝
Apparently it seems equivalent to
Y takes value in vY AND X takes value vX , OR Y takes value in vY AND
X takes value uX˝
Using the conventions introduced above a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c). It is
not difficult to understand that if X and Y cannot be measured at the same
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time, the second proposition do not make sense: this means that for the possible
propositions that we can formulate about a quantum system, in general
a ∧ (b ∨ c) 6= (a ∧ b) ∨ (a ∧ c) (1)
where 6= simply means that it is not true that are equivalent. Consider now a
different situation. Let X,Y, Z be three measurable quantities. If
X takes value vX IMPLIES THAT Y takes value vY ˝
is true, namely the value assumed by X determine the value of Y , then
X takes value vX , OR Y takes value uY AND Z takes value wZ IMPLIES
THAT Y takes value uY , AND X takes value vX OR Z takes value wZ˝
which in symbols can be written as: if a⇒ b then a∨ (b∧c)⇒ b∧ (a∨c). Again
we can see that, if a and c cannot be measured at the same time (and so also b
cannot be measured at the same time of c), the first part of this proposition in
general doesn’t make sense. This means that for the possible propositions we
can formulate about a quantum system, in general
if a⇒ b then a ∨ (b ∧ c); b ∧ (a ∨ c) (2)
This is again a consequence of O2. Finally we observe that in general when
X takes value vX IMPLIES THAT Y takes value vY ˝
is true, for uY arbitrary, the proposition
X takes value vX , OR X DOES NOT take value vX AND Y takes value uY
IS EQUIVALENT TO Y takes value uY ˝
always make sense for a quantum system, since the two physical quantities can
always be measured at the same time by assumption. In symbols we can write
that, for the set of propositions about a quantum system
if a⇒ b then a ∨ (¬a ∧ b) = b (3)
holds. From this discussion we can understand the the logical connectors OR,
AND, NOT, IS EQUIVALENT TO and IMPLIES THAT cannot be used in
a straightforward manner for a quantum system: thus the usual logic is not
suitable in this case. As we will see, (1),(2) and (3) will help us to select the
right structure to describe mathematically the set of all the propositions we may
formulate about a quantum system, namely to implement O2.
2.2 From propositions to lattice
Let us now try to formalise mathematically the discussion done before. In order
to do that, we need to state some technical definitions.
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Definition 1. Let X be a set. A relation 4 on X is said partial order if it
is reflexive (x 4 x, ∀x ∈ X), transitive (x 4 y and y 4 z implies x 4 z,
∀x, y, z ∈ X) and skew-symmetric (x 4 y 4 x implies x = y, ∀x, y ∈ X). The
couple (X,4) is said poset.
Using the ordering relation of the poset, one may define the following
Definition 2. Let (X,4) be a poset and consider a subset Y ⊂ X. The lower
bound of Y (upper bound of Y ) is an element a ∈ X such that a 4 x (x 4 a)
for any x ∈ X. The greatest lower bound, GLB ( least upper bound, LUB) of
Y is a lower bound (upper bound) of Y b such that b 4 a (a 4 b) for every lower
bound (upper bound) a of Y .
It is not difficult to see that if the GLB (LUB) exists it is unique. Now we
are ready to introduce the central mathematical concept of this paragraph.
Definition 3. Given a poset (X,4), it is a lattice if for any x, y ∈ X, the GLB
and LUB always exist (denoted x ∧ y and x ∨ y, respectively).
Not all the poset are lattice. The symbols ∧ and ∨ used in the definition
above, can be defined as the following maps
a) ∧ : X ×X → X , such that for any x, y, z ∈ X , then x ∧ y 4 x, x ∧ y 4 y
and, if z 4 x and z 4 y then z 4 x ∧ y.
a) ∨ : X ×X → X , such that for any x, y, z ∈ X , then x 4 x ∨ y, y 4 x ∨ y
and, if x 4 z and y 4 z then x ∧ y 4 z.
and it is not difficult to see that the writing x ∧ y = x, x ∨ y = y and x 4 y are
equivalent. Lattices are classified according to the following
Definition 4. A lattice (X,4) is said
a) distributive if x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z), ∀x, y, z ∈ X;
b) modular if x 4 y implies x ∨ (y ∧ z) = y ∧ (x ∨ z), ∀x, y, z ∈ X;
c) bounded if there exist two elements 0 ∈ X and 1 ∈ X such that 0 4 x 4 1,
∀x ∈ X;
d) orthocomplemented if it is bounded and equipped with an operation x 7→
¬x (called orthocomplementation) such that
i) x ∨ ¬x = 1, ∀x ∈ X;
ii) x ∧ ¬x = 0, ∀x ∈ X;
iii) ¬(¬x) = x, ∀x ∈ X;
iv) x 4 y implies ¬y 4 ¬x, ∀x, y ∈ X;
e) orthomodular if orthocomplemented and x 4 y implies that x∨ (¬x∧y) =
y, ∀x, y ∈ X;
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One can prove that: distributivity implies modularity which implies ortho-
modularity, but the converse is not true. The last notions we need to reach the
goal of this paragraph, are about the elements of a lattice
Definition 5. Let (X,4) be a bounded lattice then
a) an element x ∈ X covers y ∈ X if y ≺ x (namely, y 4 x but x 6= y) and
doesn’t exist z ∈ X, such that y ≺ z ≺ x;
b) an element x ∈ X is said atom if it covers 0;
c) two elements x, y ∈ X are said orthogonal, written x ⊥ y, if x 4 ¬y
A bounded lattice (X,4) is said atomic if for any y ∈ X/{0} there exist an
atom x ∈ X such that x 4 y. A bounded lattice is said atomistic if any element
of the lattice can be seen as the join of atoms. An atomic lattice (X,4) is said
with the covering property if for any x ∈ X and every atom a ∈ X such that
a ∧ x = 0, the element a ∨ x covers x.
For an orthomodular lattice, one can prove that if it is atomic, it is also
atomistic. The discussion done in the previous paragraph seems to suggest
the following: if the set of all the propositions about a quantum system with
the operations ⇒,∧ and ∨ is a lattice, then it must be an orthomodular lattice
because of O2. Nevertheless, in order to say this we need to find a way to define
the partial ordering, namely the ⇒ that in the previous paragraph played the
role of logical implication. To define this ordering relation, the observation O1,
suggests that the following mathematical definition is physically reasonable
Definition 6. Let (X,4) be an orthomodular lattice, a probability-like measure
on X is a function p : X → [0, 1] such that
a) p(1) = 1 and p(0) = 0;
b) for every sequence {xi}i∈I of orthogonal elements of X, p (
∨
i xi) =
∑
i p(xi)
This probability-like measure induces an ordering relation onX , in particular
x 4 y if and only if p(x) 6 p(y) for every possible p: but notice that the ordering
relation exists independently to the existence of p. In any case, the observation
O1 tells us that when we study a quantum system (and in general any physical
system) this notion is at disposal: the measure p can be interpreted as a degree
of belief˝(or truth value˝) of a certain proposition, namely, if a is a proposition,
p(a) tell us how much we are sure that a happens in real word. But one must
be careful about O2: the degree of belief of a proposition can be tested and
compared with the one of another proposition, only if these propositions are
associated to observables that are measurable at the same time. Keeping this
fact in mind, we can say that, if we are agree onO1, we have an ordering relation
at disposal over the set of all the physical propositions. This partial order, allows
us to define the met and join between all the propositions (actually this is an
assumption, despite it is reasonable), thus we can conclude that it is a lattice.
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In what follow, the lattice of the physical proposition about a quantum system
Q will be denoted by LQ(⇒), where ⇒ denotes the partial ordering relation
described before. The observation O2 suggests that is an orthomodular lattice
because we expect (3) to hold. Nevertheless we should also check if it is bounded
and define an orthocomplementation on it. We need to define 1 and 0. The
first can be though as the proposition
The measurement of some quantity is a real number ˝
which is clearly always true for a physical system. 0 can be thought as the
proposition
We are not measuring anything ˝
which is always false if we assume that we formulate propositions only after that
at least one experiment was performed. It is not difficult to see that any other
proposition in between these two, or more formally, 0 ⇒ a⇒ 1. Thus 0 and 1
belongs to the lattice of all the propositions about the physical system LQ(⇒)
and this lattice is bounded. Once we have this, the orthocomplementation
of a proposition a ∈ LQ(⇒) is the unique proposition ¬a with truth value
p(¬a) = 1 − p(a), and it is not difficult to understand that it is the negation
(in common language sense) of the initial proposition. Hence it is reasonable to
think LQ(⇒) as an orthomodular lattice.
Now, we will try to motivate other two properties that LQ(⇒) should have:
atomiticy and the covering property. When we deal with a physical system we
have at disposal a set of elementary propositions, like
The physical quantity A takes exactly the value vA ∈ R˝
and from them we may construct more complex propositions (like A takes
value in [a, b]˝). In principle for a physical system, we have at disposal an infinte
number of this kind of propositions. Moreover, if A is an elementary physical
quantity, in the sense that cannot be expressed in terms of other physical quan-
tities, then these propositions may cover only 0. This means that propositions
of this kind correspond to the atoms of LQ(⇒). It is also physically reasonable
to say that, any proposition about a physical system or is an atom or it cover an
atom (excluding the trivial case of the 0 proposition). Hence this suggest that
LQ(⇒) is an atomistic lattice. The covering property is more subtle but still
reasonable. Suppose we have two elementary propositions a and b (hence two
atoms) and consider also a third proposition c (which may not be in general an
atom). Now, suppose that we know a⇒ b∨ c. This means that p(a) 6 p(b∨ c),
and so that at the same time a, b and c should hold. Because of this simultane-
ous truth of these propositions, and because a cannot implies b and viceversa
(they are atoms), it is also reasonable to assume that p(b) 6 p(a ∨ c) (which
means b⇒ a∨ c) simply because, if it is not so, for a physical system the previ-
ous requirement (a⇒ b∨ c) doesn’t make sense anymore. Thus more rigorously
we can write, if a, b are atoms, then a ⇒ b ∨ c implies b ⇒ a ∨ c for any c.
This is another possible characterisation of the covering property for the case
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of orthomodular lattice. Hence LQ(⇒) can also be considered as a lattice with
the covering property.
Finally we conclude this paragraph with the last lattice-theoretical concept
which, by the way, can always be assumed: irreducibility.
Definition 7. Let (X,4) be an orthocomplemented lattice. Consider two ele-
ments a, b ∈ X, we say that a commute with b if
a = (a ∧ b) ∨ (a ∧ ¬b)
The set of all the elements of the lattice commuting with any other element of
the lattice is called center. A lattice is said irreducible if its center is just {0,1}.
We can easily see that two propositions commute if and only if they are
testable at the same time (hence they are associated to two simultaneously
measurable quantities or to the same quantity). Thus the commutativity can
be interpreted as simultaneous testability. This means that O2 implies the
loss of commutativity between propositions, in lattice-theoretical terms, and
so it determines the impossibility to use the usual interpretation of the logical
connectors, as discussed in the beginning. It can be proved that any reducible
(i.e. not irreducible) lattice can be seen as the direct sum (in set-theoretical
sense) of lattices that are irreducible. Hence, even if the set of propositions
about a quantum system is not irreducible, we may always recast the problem
in lattices that are irreducible. For this reason we will always consider irreducible
lattices.
Thus we may conclude the following fact: the lattice of propositions we can
formulate on a quantum system Q, LQ(⇒), is an orthomodular, irreducible,
atomistic lattice with the covering property whose ordering relation is represented
by the truth value of a proposition.
Remark. The arguments presented here doesn’t prove rigorously that a
quantum system, and the set of propositions about it, are described by the
lattice LQ(⇒) with the properties mentioned above. The aim of this paragraph
is to convince the reader that it is physically well motivated to assume this
structure as starting point, and that the motivations lie at the heart of all the
experimental observations about a quantum system.
2.3 From lattice to Hilbert spaces
We have seen that an orthomodular, irreducible, atomistic lattice with the cov-
ering property can be used to model the set of proposition we can formulate
about a quantum system. In this paragraph we will see how it is possible to
map this rather abstract mathematical structure to the usual Hilbert spaces in
which quantum mechanics is typically formulated. Two are the main results
that we need, but before to state them, we need to introduce some technical
definitions.
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Definition 8. Let K be a division ring and consider a vector space H on it.
Then
a) an involution is a map ∗ : K→ K such that (a+b)∗ = a∗+b∗, (ab)∗ = b∗a∗
and (a∗)∗ = a, ∀a, b ∈ K;
b) an hermitian form is a map 〈·, ·〉 : H×H → K such that
i) 〈x, y〉 = (〈y, x〉)∗, ∀x, y ∈ H;
ii) 〈x, ay + bz〉 = a〈x, y〉+ b〈x, z〉, ∀x, y, z ∈ H and ∀a, b ∈ K;
iii) 〈x, x〉 = 0 if and only if x = 0, ∀x ∈ H
The couple (H, 〈·, ·〉) is called hermitian inner space.
As usual, a subset where the vector space operation of H are preserved is
called subspace. As usual, two elements x, y ∈ H are said orthogonal if 〈x, y〉 = 0.
This allows us to define the orthogonal complement of a subspace N ⊂ H, which
is the set
N⊥ := {y ∈ H | 〈x, y〉 = 0, ∀x ∈ N}
Then the following definition holds
Definition 9. Given an hermitian inner space (H, 〈·, ·〉), if for any closed sub-
space N ∈ H one can write that H = N⊕N⊥, then (H, 〈·, ·〉) is said generalised
Hilbert space (or orthomodular space).
We observe that, the class of Hilbert spaces is a particular class of gener-
alised Hilbert spaces, in fact in this definition the involution and the field K are
arbitrary. Now, we are ready to state the first important theorem, due to Piron,
that allows us to recover the Hilbert space formulation.
Theorem 1 (Piron theorem). Any (complete) irreducible, atomistic orthomod-
ular lattice (X,4) with the covering property having at least four orthogonal
atoms, is isomorphic to the set of closed subspaces of some generalised Hilbert
space (H, 〈·, ·〉).
LQ(⇒) fulfil all the requirements of this theorem (the completeness for a
lattice was assumed when we declared that the met and join always exist.) ex-
cept for the number of atoms which are orthogonal. Orthogonal atoms, means
elementary propositions that are mutually exclusive. This means that, if we try
to evaluate the first proposition, then we know that the second proposition is
not true: this does not seem to be an unphysical requirement since it seems rea-
sonable that the number of mutually exclusive propositions is infinite (because
in general a physical quantity assume value over R). So, accepting that we have
at least 4 orthogonal atoms, the Piron theorem guarantees that our lattice can
be represented using some generalised Hilbert space H, and in particular the
propositions are in one-to-one correspondence with the closed subspace of H
(i.e. in one-to-one correspondence with projectors over these subspaces).
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We have not jet reached our goal to motivate the Hilbert space structure
of quantum mechanics with the quantum logic approach. In order tho do so
we need a second theorem, due to Sóler, which is able to select between all the
generalised Hilbert spaces exactly the three class of Hilbert spaces.
Theorem 2 (Sóler theorem). If a generalised Hilbert space (H, 〈·, ·〉) over a
field K, admits a sequence of elements {ei}i∈N such that
〈ei, ej〉 = δi,jλ
for some λ ∈ K, then K must be the field of reals, complex or quaternionic
numbers and (H, 〈·, ·〉) is an infinite dimensional Hilbert space over one of these
fields.
Thus we only need to find a sequence {ei}i∈N of pairwise orthogonal ele-
ment of H. The existence of such sequence can be motivated from the physical
assumption of an infinite number of orthogonal atoms associated to the same
physical quantity: atoms are elementary propositions about this quantity, which
are in one-to-one correspondence with the closed subspace of H. Orthogonality
between atoms translate in orthogonality between subspaces, thus we have an
infinte number of orthogonal subspace on which a single physical quantity takes
different values. This suggests that the dimension of H should be infinite for
a reasonable physical theory. In this way, one can motivate heuristically the
application of the Soler theorem. Nevertheless we still not select a particular
Hilbert space. The Hilbert space over the field of real numbers can be excluded
from considerations about the Galilean invariance, for a non-relativistic quan-
tum theory. Hilbert spaces over the field of quaternionic numbers, are still under
studies, but they can be seen as the direct sum of two complex Hilbert spaces.
So it seem that the field of complex number is in some sense special, and it is
actually the arena where standard quantum mechanics is formulated.
Despite we are not able to select uniquely the usual Hilbert space of quantum
mechanics, the quantum logic approach gives a strong argument supporting the
usual formulation of quantum mechanics in complex Hilbert space. One can see
that, as a consequence of a very basic physical consideration (the observation
O2), this structure cannot be avoided.
2.4 From Hilbert space to quantum mechanics
In this last paragraph, we briefly explain how it is possible to obtain all the
remaining postulate of quantum mechanics, as logical consequences of the struc-
ture explained before plus some assumptions.
Let us recap the results obtained in the previous paragraph. Assuming that
the propositions about a quantum system fulfil O1 and O2, plus some other
reasonable hypothesis, we are lead to the following conclusion:
To each quantum system we may associate a complex Hilbert space (H, 〈·, ·〉).
Propositions about a quantum system are represented by closed subspaces of H.
11
Over this Hilbert space, then we may introduce a probability-like measure which
tells us the truth value of each proposition. Such probability-like measure, by
the Gleason theorem (assuming dimH > 2), is uniquely determined by a positive
trace-class operator ρˆ. Such operator can be always normalised and it allows to
say that the truth value of a proposition A ⊂ H si given by
P (A) = Tr
[
ρˆPˆA
]
where PˆA is the projector associated to the closed subspace A. This means that
To each quantum system we may associate a positive, normalised, trace-class
operator ρˆ, which allows us to compute the probability to find a given
proposition true as Tr
[
ρˆPˆA
]
Typically, such positive, normalised, trace-class operator is called state. At this
point we need to define the notion of observable. Among all the propositions
about a physical system, all the propositions regarding the same physical quan-
tity should have these features
1. they are all simultaneously testable, since are all associated to the same
physical quantity. This implies that all the propositions commute and so
in this case the usual interpretation of logical connectors can be applied;
2. call m(A) is the outcome of a measurement of A, if m(A) ∈ B is true and
m(A) ∈ B′ is also true, then clearly m(A) ∈ B ∩B′ is true;
3. the proposition m(A) ∈ R is always true, thus correspond to 1;
4. if m(A) ∈ B and B can be written as B = ∪i∈ICi, then the proposi-
tion m(A) ∈ B is equivalent to the proposition ∨i∈I{m(A) ∈ Ci}, where
∨ is interpreted as OR, since from the point 1 we know that the usual
interpretation of logical connectivities can be applied.
Defining the set of propositions fulfilling all these physically reasonable fea-
tures, one can prove that to each physical quantity it is possible to associate a
projection-valued measure (PVM). Then by the spectral theorem to each PVM
one can associate a self-adjoint operator to each physical quantity. Moreover,
one can always associate to PVM a probability measure which can be used to
compute the expectations (the so called spectral measure). More precisely, one
can prove the following
Physical quantities are represented by self-adjoint operators over H. For a
quantum system with state ρˆ, the expectation value of a physical quantity
represented by a self-adjoint operator Aˆ is given by Tr
[
ρˆAˆ
]
At this point, one may be interesting in select among all the self-adjoint oper-
ators, the ones that represent reasonable physical quantities. This can be done
using group theory. In particular, the symmetry group of a non-relativistic phys-
ical theory is the Galilean group. Hence to obtain interesting physical quantities,
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one have to represent this group over this mathematical structure. In order to
do that, one have to specify on what Hilbert space we want to represent the
group. The usual choice is the following
The Hilbert space describing a single quantum particle in Rn with m internal
degree of freedom is H1p = L2(R
n, dx)⊗ Cm.
When one try to represent the Galilean group over the Hilbert space selected
above demanding that the transition probabilities are preserved (i.e. looking
for unitary representation), one is lead to consider the central extension of this
group. Then, by the Stone-von Neumann-Mackey theorem one can prove that
the position and the momentum operator take its usual form, in addition from
the Stone theorem one can obtain the usual (free) hamiltonian operator. All
these fact are contained in the following request
The symmetry group of a non-relativistic quantum particle is the (central
extension) of the Galilean group.
Finally one need to explain how to deal with composite systems, namely sys-
tem where there are more particles. Requiring that the structure of the single
quantum particle systems is preserved, the measurement on one system does
not disturb the other and that the maximal information content is constant ir-
respective to the way in which we gain the information, one is lead to the notion
of tensor product of Hilbert spaces.
The Hilbert space for a quantum system composed by N quantum particles is
given by HNp =
⊗N
i=1Hi,1p.
Once we have this method to treat composite system, then it is very reasonable
to think that the only propositions that make sense are the one that does not
depend on the ordering of the subsystems, namely the one that are invariant
under the permutation of the single subsystems. Thus we are lead to
For a quantum system which consist in n subsystems, the physically admissible
proposition are all the propositions that are invariant under the action of the
permutation group of {1, · · · , n}.
Till now all the rules sketched to describe a quantum system, all consequence
of the assumption that we have to use an Hilbert space to describe a quantum
system and on that the invariance under a symmetry group is a reasonable
physical requirement. Nevertheless, to conclude this discussion one need to
introduce a last rule: the so called measurement postulate.
If at the time t we find that a particular proposition A holds, the state right
after the measurement is given by
ρˆ′ =
PˆAρˆPˆA
Tr
[
PˆAρˆ
]
where PˆA is the projector associated to the proposition A.
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Different proposal have been done to derive this postulate from the others like
decoherence, dynamical collapses models and quantum bayesianism.
3 Modelling a lab: operational reconstruction of
QM
In this section we will briefly review the algebraic formulation of quantum me-
chanics, derived from operation considerations. The operational approach for
the construction of a physical theory can be summarised as the attempt to
formulate a physical theory defining each abstract mathematical operation as
a procedure that can be executed, at least in principle, in a laboratory. This
approach will lead to a formulation of quantum mechanics that is (almost)
equivalent to the one described in the previous section, but starting from dif-
ferent assumptions. We will not speak anymore about propositions but we will
focus our attention on physical quantities we use to describe a system. The
main reference for this section are [5] for the operational arguments, [1] for the
mathematical theorems and [6] for the probabilistic notions.
3.1 A bit of math: some notions of algebra
In this paragraph we will concentrate mostly of the mathematical notions and
simple results we will use in what follows. The key concept is
Definition 10. An associative algebra A over a field K, is a K-vector space
equipped with a product ⋆ : A×A → A such that
1. a ⋆ (b ⋆ c) = (a ⋆ b) ⋆ c, ∀a, b, c ∈ A;
2. a ⋆ (b+ c) = a ⋆ b+ a ⋆ c, ∀a, b, c ∈ A;
3. (a+ b) ⋆ c = a ⋆ c+ b ⋆ c, ∀a, b, c ∈ A;
4. α(a ⋆ b) = (αa) ⋆ b = a ⋆ (αb), ∀α ∈ K and a, b ∈ A.
Briefly, an algebra is a vector space equipped with a product operation which
is associative and distributive with respect the vector space operations. Algebras
can be classified according with the following definitions
Definition 11. Given an associative algebra A, then
1. is said normed algebra, if equipped with a norm ‖ · ‖ such that ‖a ⋆ b‖ 6
‖a‖‖b‖, ∀a, b ∈ A;
2. is said banach algebra, if normed and at the same time A is a Banach
space under the norm;
3. is said ∗- algebra, if equipped with an involution ∗ : a 7→ a∗, ∀a ∈ A;
4. is said C∗-algebra, if banach and ‖a∗ ⋆ a‖ = ‖a‖2 (said C∗-property);
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5. is said algebra with unit, if there exist an element I ∈ A such that a =
a ⋆ I = I ⋆ a;
6. is said abelian (or commutative) algebra, if [a, b] = a ⋆ b − b ⋆ a = 0,
∀a, b ∈ A.
The symbol ⋆ for the algebraic product will be omitted, if there are no
ambiguities with the usual product, and we also set K = C. Another important
algebra, which is not in general associative, is the Jordan algebra
Definition 12. A jordan algebra A is a vector space, equipped with a bilinear
form ◦ : A×A → A such that a ◦ b = b ◦ a and a ◦ (b ◦ (a ◦ a)) = (a ◦ b) ◦ (a ◦ a)
( jordan identity).
In what follow we will consider an associative algebra, in particular a ∗-
algebra. Its elements may be classified in similar manner of what is typically
done for operators: a is said normal if aa∗ = a∗a, and self-adjoint if a = a∗.
Again, following the similarity with operators (which in may cases form an
algebra) one can define also a notion of spectrum in algebraic contest.
Definition 13. Given a Banach algebra with unit, A, and consider a ∈ A. The
spectrum of a ∈ A is the set defined as
σ(a) := {ξ ∈ C|∄(a− ξI)−1 ∈ A}
The following result about the spectrum of a C∗-algebra is interesting for
our discussion
Proposition 1. Let a ∈ A be a self-adjoint element of a C∗-algebra with unit,
the σ(a) ⊂ [−‖a‖, ‖a‖] ⊂ R.
In addition, the notion of spectrum allows us to introduce a further classifi-
cation between the elements of a Banach algebra with unit:
Definition 14. Given a Banach algebra with unit A, an element a ∈ A is said
positive if self-adjoint and its spectrum is positive σ(a) ⊂ R+. The set of all the
positive elements will be denoted by A+.
Positivity of the elements allows us to define the positivity of linear func-
tionals over the algebra. Such functionals play a special role in the algebraic
formulation of quantum mechanics since they are interpreted as states.
Definition 15. Let A be a Banach algebra with unit, a functional ω : A → C
such that
1. it is positive, namely ω(a) > 0, ∀a ∈ A+;
2. is normalised, namely ω(I) = 1;
is called state.
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It can be proved, that over a C∗-algebra, a linear functional is positive if
and only if it is bounded (in particular ‖ω‖ = ω(I)). This implies that over
a C∗-algebra, a state is a continuous (since bounded) functional. Finally the
following result about states is interesting for our discussion
Proposition 2. Let A be a C∗-algebra, take a ∈ A and consider α ∈ σ(a).
Then there exist a unique state ωα : A → C, such that ωα(a) = α.
3.2 Operational approach for a physical theory: descrip-
tion of a single physical quantity
Any experimental science is based on the reproducibility of experiments. One
prepare the system in a certain configuration and then perform a series of mea-
surements on some physical quantity from which one can prove or disprove a
fact. Physics was the first science where this procedure was applied. The the-
oretical models we use to describe a physical system should be based, as much
as possible, on the way one have access to the information that we learn in a
measurement. This is the heart of the operational approach for the construction
of a physical theory.
Let C be the set of all the possible configurations in which a system can be
prepared, and A be the set of all the physical quantities of the system we can
measure. Consider a physical quantity a ∈ A, the outcome of a measurement
for a system prepared in the configuration ω ∈ C, will be labeled by mω(a),
and can be operationally defined as the value that the pointer of the measuring
device assume when we measure the quantity a. The result of a measurement
of the physical quantity a ∈ A for a system prepared in the configuration ω ∈ C,
labeled ω(a), is defined to be the average of all the measured value mω(a),
repeating the experiment (ideally) an infinite number of times, namely
ω(a) := lim
n→+∞
1
n
n∑
i=1
m(i)ω (a)
Two configurations ω1, ω2 ∈ C are operationally indistinguishable if the result of
the two measurements is the same for all the physical quantities. Mathematically
speaking, on C we can say that ω1 = ω2 if and only if ω1(a) = ω2(a), ∀a ∈ A.
Similarly, two physical quantities are operationally indistinguishable if preparing
the system in all the possible configurations, the results of the measurements
are always identical. Hence on A we can say that a1 = a2 if and only if ω(a1) =
ω(a2), ∀ω ∈ C. Using these last equivalence relation, we can define operationally,
the usual mathematical operations over C and on A. For example, consider a ∈
A and λ ∈ R, one can define the physical quantity λa as the physical quantity
measured by a measuring device whose pointer scale is dilated by a factor λ with
respect to the original scale. More formally, one can write mω(λa) := λmω(a)
∀ω ∈ C, which implies that ω(λa) = λω(a). In similar way, given a, b ∈ A, one
can operationally define the sum of two physical quantities a+ b simply setting
mω(a + b) := mω(a) +mω(b) ∀ω ∈ C, and so ω(a + b) = ω(a) + ω(b). We can
see that, by definition, ω is linear.
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One can operationally define also an, n ∈ N setting mω(an) := [mω(a)]n
∀ω ∈ C. Because of this definition, one can see that mω(a
0) = 1 for any ω. Thus
we can define an identity I := a0. We can also see that it is quite reasonable
to assume an+m = anam, since mω(a
n+m) = mω(a)
nmω(a)
m. Finally, it is not
difficult to see that even for λ ∈ C, λa is well defined if we measure separately
the real and imaginary part of it. Hence, all the complex polynomials of a ∈ A,
like αna
n+αn−1a
n−1 + · · ·+α0I, are well defined from the operational point of
view. LetAa denote the set of all the possible complex polynomials of a. Clearly
I ∈ Aa and on Aa one can naturally define an involution setting (λa)
∗ := λa,
with λ complex conjugate of λ, and (ab)∗ = b∗a∗. Thus we can conclude that Aa
is an abelian ∗-algebra with unit. We cannot say the same thing on A, because
we may have troubles in the definition of mω(ab) and mω(ba), because of the
property O2: for this reason we concentrate on Aa only. From the discussion
done till now, we may conclude that the following things holds for any b, c ∈ Aa
(hence polynomial of a)
1. mω(αb + c) = αmω(b) +mω(c);
2. mω(bc) = mω(b)mω(c);
3. mω(I) = 1;
4. mω(b
∗) = [mω(b)];
5. mω(b
∗b) > 0.
We observe that the point 2, since we are dealing with polynomial of a only, is
a consequence of 1 and the properties of powers for the elements of Aa and does
violate O2. These have consequences on the configurations
1. ω(αa+ b) = αω(a) + ω(b);
2. ω(I) = 1;
3. ω(a∗) = [ω(a)];
4. ω(a∗a) > 0
This means that a configuration ω : Aa → C is a positive, normalised linear
functional over Aa: for this reason ω is a state on Aa. At this point it is useful
to introduce the following map for any a ∈ Aa
‖ · ‖ : Aa → R ‖a‖ := sup
ω∈C
|ω(a)|
This number is the maximum value that a physical quantity may assume. Be-
cause any real instrument have a finite scale, ‖a‖ is a finite, positive real number.
Without proving, we state the following proposition containing all the key prop-
erties of ‖ · ‖.
Proposition 3. Take a ∈ A, λ ∈ C and b, c ∈ Aa. The map ‖ · ‖ on Aa defined
as above fulfils
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1. ‖b+ c‖ 6 ‖b‖+ ‖c‖ and ‖λb‖ = |λ|‖b‖;
2. ‖b∗‖ = ‖b‖;
3. ‖bb∗‖ 6 ‖b‖2 with equality if and only if b = b∗;
4. ‖bc‖ 6 ‖b‖‖c‖ when b = b∗ and c = c∗.
Now, define following symmetric product on Aa
b ◦ c :=
bc+ cb
2
b, c ∈ Aa
It is not difficult to see that it is commutative, in addition also the Jordan
identity is fulfilled. Thus Aa equipped with this product is a Jordan algebra.
Now, because |ω(bc)| 6 |ω(b)||ω(c)| onAa, one can conclude that ‖b◦c‖ 6 ‖b‖‖c‖
(and so ‖ · ‖ defines a norm), and so Aa is also normed, and after completion,
Aa can be considered as a abelian Jordan-Banach algebra (with unit). From the
definition given for the ◦ product, one can conclude that Aa is is a sub-algebra
of a larger abelian C∗-algebra with unit[5]. Thus, using operational arguments,
we arrived to the following conclusion: each physical quantity can be described
using an abelian C∗-algebra with unit. In the next paragraphs, we will see how
it is possible to describe algebraically the whole physical system at the same
time and not single physical quantities.
3.3 Another bit of math: represent an algebra
In the previous paragraph, we have seen that if when we want to describe a
physical quantity, it is reasonable to use a C∗-algebra. Nevertheless, to explicitly
perform any calculation, it should be useful to have more simple (less abstract)
mathematical objects. In this section, we will briefly review how to represent
an abstract C∗-algebra using concrete mathematical objects, like functions or
operators.
The first result in this sense, for the particular case of a commutative
C∗algebra, is the so called commutative Gelfand-Naimark theorem. To formulate
it we need the following definitions
Definition 16. Let A be a commutative C∗-algebra with unit. A character of
A is a non-zero homomorphism between A and C, namely a map φ : A → C
such that φ(ab) = φ(a)φ(b), a, b ∈ A. The set of all characters of A is called
structure space (or spectrum of the algebra), and is labeled by ∆(A).
Now, define a maps a˜ : ∆(A) → C as a˜(φ) := φ(a), for a ∈ A. This map is
the so called Gelfand’s transform and can be proved that
σ(a) = {a˜(φ) | φ ∈ ∆(A)}
which is the link between the spectrum of an element of the algebra σ(a) and the
structure space ∆(A). At this point we can state the aforementioned theorem
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Theorem 3 (commutative Gelfand-Naimark theorem). Let A be a commutative
C∗-algebra with unit, and consider the algebra of continuous functions of the
structure space C(∆(A)) (C∗-algebra with respect to the norm ‖ ·‖∞). Then the
Gelfand’s transform is an isomorphism preserving the involution and the norm
(isometric ∗-isomorphism) between A and C(∆(A))
Thus this theorem guarantee that we can always represent ˝a commutative
C∗-algebra with an algebra of continuous functions. As we will see this is no
longer true if we drop the commutativity of the algebra: in this case we have to
represent the algebra in a different manner.
Let us now consider the general case of a C∗-algebra, without assume com-
mutativity. It turns out that Hilbert spaces are the suitable concrete mathemat-
ical object on which we can represent this algebra. This motivate the following
Definition 17. Consider a C∗-algebra with unit A and an Hilbert space H. An
homomorphism, preserving the involution and unit, π : A → B(H), is called
representation of A on H. The representation π is said faithful if it is one-to-
one. Finally, a vector ψ ∈ H is said cyclic for π, if {π(a)ψ | a ∈ A} = H.
At this point, take the C∗-algebra with unit A, and a state ω : A → C on
it. It is not difficult to see that 〈a, b〉ω := ω(a
∗b) define pre-inner product (in
general it is degenerate). In order to have a well defined inner product, one can
define the set
Nω := {a ∈ A | ω(a
∗b) = 0, ∀b ∈ A}
Then on A/Nω, the product 〈·, ·〉ω is a well defined inner product. Thus, once
can complete A/Nω to an Hilbert space, and we will label such Hilbert space
by Hω. One may define for each a ∈ A
[πω(a)]([b]) := [a][b] ∀[b] ∈ Hω
This is by construction an homomorphism preserving the involution. Computing
the norm, one can prove that πω(a) is bounded, thus πω is a representation of A
on Hω . Finally, we can understand the the unit of the algebra, defines a special
vector in Hω, which is Ψω = [I]. Such vector is cyclic for πω . Thus we can
see that, given a C∗-algebra A and a state ω, we can always construct a triple
(Hω, πω,Ψω), called GNS triple. The discussion done above, sketched a part of
the proof of the so called Gelfand-Naimark-Segal theorem.
Theorem 4 (GNS theorem). Let A be a C∗-algebra with unit and ω : A → C
a state. Then
i) there exist a triple (Hω , πω,Ψω) where Hω is an Hilbert space, πω : A →
B(Hω) is a
∗-representation of A on the C∗-algebra of bounded operators
on Hω, and Ψω ∈ Hω is a vector, such that
a) Ψω is unit vector, cyclic for πω.
b) 〈Ψω|πω(a)Ψω〉 = ω(a) for any a ∈ A.
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ii) If (H, π,Ψ) is a triple such that
a) H is an Hilbert space, π : A → B(H) is a ∗-representation and Ψ ∈ H
is a unit vector cyclic for π;
b) ω(a) = 〈Ψ|π(a)Ψ〉;
then there exit a unitary operator Uˆ : H → Hω such that Ψ = UˆΨω and
πω(a) = Uˆπ(a)Uˆ
−1 for any a ∈ A.
Thus we have found a way to represent˝a generic C∗-algebra over an Hilbert
space. Nevertheless, such representation depend on the state, hence changing
the state we change also the operators. In addition in general is not one-to-one:
we may find element in B(Hω) which doesn’t represent any element of A. The
way out of this problem is the Gelfand-Naimark theorem
Theorem 5. Any C∗-algebra with unit A is isomorphic (there exist an isomor-
phism preserving the involution) to a sub-algebra of B(H) for some Hilbert space
H.
In particular, one can prove that the Hilbert space considered in this theorem
is H =
⊕
ω∈CHω and the isomorphism is Π(a) :=
⊕
ω∈C πω(a).
Summarising we have that, any C∗-algebra with unit may be represented
over an Hilbert space using suitable bounded operators, if the algebra is also
abelian we can always find an algebra of function isomorphic to the original
algebra.
3.4 Operational approach for a physical theory: descrip-
tion of a physical system
We have seen that, when we try to describe a single physical quantity, we are
naturally lead to introduce an abelian C∗-algebra with unit. Commutativity,
allows us to say that we can represent the elements of an algebra using functions,
while the Riesz representation theorem allows us to understand how to represent
algebraic state over this space of function
Theorem 6 (Riesz representation theorem). Let X be a locally compact Haus-
dorf space and ω : C(X)→ C a continuous functional. Then there exist a unique
Borel measure µω such that
ω(f) =
∫
X
f(x)µω(dx)
This theorem allows us to conclude that, given the couple (A, ω), where A
is a commutative C∗-algebra and ω is a state, then there exist a probability
space (X,B(X), µω), and the elements of the algebra are continuous function on
X (which means that they are random variables). Thus, using this different ap-
proach, one obtain that each physical quantity is always described by a random
variable over a probability space. This is part of the content of the observation
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O1 about a quantum system: we can see that it is a general feature of any
physical system, since no quantum assumption was done in its derivation.
From the discussion done above, one can see that (A, ω), and the random
variables over (X,B(X), µω) describe the same thing: thus one can choose if deal
with probability using measure-theoretic notions or algebraic notions. More for-
mally [6], the couple (A, ω) where A is a ∗-algebra and ω is a positive normalised
functional on A, is called algebraic probability space. If the algebra is C∗, (A, ω)
is said C∗-probability space. Finally, it is possible to prove that any commutative
algebraic probability space is equivalent, up to zero-measure sets, to the usual
measure-theoretic probability space [7].
In general a physical system is described by more than one physical quantity.
The mathematical object that we need to describe the whole systems should
contains all the abelian C∗-algebra of all the physical quantities. Thus, in
order to be conservative as much is possible, we may associate to each physical
system, a C∗-algebra A defined to be the smallest C∗-algebra which contains
all the abelian C∗-algebra with unit associated to the single physical quantity
Aa (clearly A will have unit). In addition we may extend by continuity all the
states ω : Aa → C, on A. Thus we can summarise as follow: to each physical
system we may associate a C∗-probability space (A, ω). This in this way, one can
motivate operationally , the observation O1, seen in the introduction. As we
will see this C∗-probability space is not abelian in general. Given a C∗-algebra
A, for each a ∈ A and α ∈ σ(a), we may find a state ωα(a) = α. Thus we can
see that the spectrum of an element of the algebra can be interpreted as the set
of all the possible values that the physical quantity may assume (which is not
the set of all the possible outcome of an experiment). Because the measurable
quantities are always expressed using real numbers, we have to conclude that
the spectrum is a subset of R. This happens if and only if the physical quantities
are represented by self-adjoint elements of A. Thus physical quantities are the
self-adjoint elements of the algebra.
At this point we want to analyse more in detail the structure of the C∗-
algebra A. In particular we want to discuss under which condition it is abelian.
The main tool we will use is the notion of entropy of a physical quantity. Let
a ∈ A be a physical quantity and ω a state on it. By the GNS theorem, we may
always find a triple (Hω, πω,Ψω), and so the physical quantity a ∈ A, can be
represented on Hω as πˆω(a). Using the spectral measure of this operator, one
can compute the probability to observe the value of a in the set A as
Pω(a ∈ A) =
∫
σ(a)
χA(x)µ
(πˆω(a))
ω (dx) =
∫
[−‖a‖,‖a‖]
χA(x)µ
(πˆω(a))
ω (dx)
since σ(a) ⊂ [−‖a‖, ‖a‖] and the spectral measure has support on σ(a) only.
Now, if we partition the spectrum using sets of diameter ǫ, namely ∪i∈IU
(ǫ)
i =
[−‖a‖, ‖a‖], for a given ǫ we obtain a set of probabilities {pǫ(i;ω)}i∈I , where
pǫ(i;ω) := Pω(a ∈ U
ǫ
i ), which describe the probabilistic behaviour of the phys-
ical quantity in the state ω. The diameter ǫ of the above sets, can be thought
as the width of the bins of the measuring device of the given physical quantity.
21
Then at this point one can define consistently the ǫ-entropy of a in the state ω
as
H(ǫ)ω (a) := −
∑
i∈I
pǫ(i;ω) log pǫ(i;ω)
This is the entropy of the physical quantity a ∈ A for a system prepared in
the state (configuration) ω, when is measured with an measurement apparatus
with resolution ǫ. Given a second physical quantity b ∈ A, in the same way, one
can define H
(δ)
ω (b). Then, excluding the trivial partitions, the following theorem
holds
Theorem 7. Let A be a C∗-algebra with unit and consider a, b ∈ A. If for any
state ω, and any ǫ, δ > 0
H(ǫ)ω (a) +H
(δ)
ω (b) > D(ǫ, δ)
with D(ǫ, δ) positive and fixed for any ǫ and δ positive, then [a, b] 6= 0.
Also the converse holds [8], thus the above relation is another way to de-
mand for non-commutativity between a and b. Operationally, the meaning is
simple: even if we know a with certainty (H
(ǫ)
ω (a) = 0) then we can’t know b
with arbitrary precision, and viceversa. This the operational analogous of the
observation O2. The above relations involve only probability, and so it can be
considered as an operational criterium for establish if two physical quantities
are represented by commuting element of A or not. Hence, as claimed above,
in general A may not be commutative. A final observation: the partition of
the spectrum is necessary if we admit the possibility to have observable with
σ(a) which is not discrete (algebraically this cannot be established in advance,
because the usual classification of the spectrum depend on the state), necessary
to have a well defined notion of (Shannon) entropy. If one deal with physical
quantity having σ(a) discrete (for instance by construction), the theorem can be
stated using only the usual Shannon’s entropy without consider any partition
of σ(a). Relations like the one described above, are called entropic uncertainty
relations. Hence we can see that, if we find an entropic uncertainty relation,
then the algebra cannot be abelian. In this case, such algebra can be represented
only using a subset of bounded operators over an Hilbert space H, and not with
functions.
3.5 Algebraic formulation of quantum mechanics
Now, we are able to reconstruct quantum mechanics from the operational point
of view. Below we will list the set of axioms needed to reconstruct quantum
mechanics, justified by the discussion done till now.
Each physical system is described by an C∗-probability space (A, ω). The
physical quantities are the self-adjoint elements of A and the possible way one
can prepare the system are represented by states ω.
22
This is a general feature of a physical system and no quantum assumption are
done till this point. The probabilistic interpretation, allows us to conclude that
For a composite system, the algebraic probability space is constructed using the
C∗-tensor product of the algebras associated to each subsystem.
The C∗-tensor product, is the only possible tensor product between algebras
which preserves the C∗-property. This rules is just the generalisation in C∗-
algebraic contest of what is usually done in measure-theoretic probability spaces:
in fact, for commutative C∗-algebra, it reduces exactly to the cartesian product
of the sample spaces. One need to specify if the algebra is abelian or not.
For a quantum system, some entropic uncertainty relation holds, which means
that A is not abelian.
This requirement force us to remain over an Hilbert space, when we represent
the C∗-algebra. Positive, normalised linear functional are states and the GNS
theorem show that the expectation is computed as in the previous section. Rep-
resenting the algebra A over an Hilbert space, one is forced to consider physical
quantities only some class bounded operators. Thus, we have no room for the
position and momentum operators, because they are unbounded. Nevertheless
there is a way out: one can always consider succession of bounded operators
converging to the unbounded position and momentum operators. The commu-
tation relations between them can be obtained by Weyl relations defining aWeyl
C∗-algebra. Time evolution can be obtained using the additive group (R,+),
which is the same subgroup of the Galilean group generating the evolution in
the previous section, to describe time translations.
Time evolution is described by the group of time translations (R,+).
On the GNS Hilbert space, such group is represented via Stone theorem, ob-
taining the usual Schrodinger evolution. Finally one need to introduce the
measurement postulate. Using algebraic probabilistic considerations, the mea-
surement postulate can be obtained using conditional expectation (this is the
quantum bayesanisim solution of the measurement problem), nevertheless this
solution is not universally accepted. Thus one should also need
If the observed value of a ∈ A in the state ω is in the Borel set F , then the
state after the measurement ωF is
ωF : b ∈ A 7→
〈Ψω|PˆFπω(b)PˆFΨω〉
〈PˆFΨω|PˆFΨω〉
4 What is the meaning of an Hilbert space? A
toy-model proposal
In the two previous sections, we have seen in a rather informal way, how the
quantum mechanics can be formulated starting from basic principles. In both
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cases, two are the basic assumptions: one about the intrinsic probabilistic nature
of a physical system (a very general feature), and one about the limitations in
this description due to the presence of quantities that cannot be known at the
same time. We have also seen that is this feature that render unavoidable the
Hilbert space formulation. In the quantum logic approach, is this feature (O2)
which for us to abandon the usual (boolean) logic, and so the possibility to
use the ordinary probability theory. In the operational-algebraic approach, are
the entropic uncertainty relations that make the algebra not abelian, and so we
cannot map it completely into an ordinary probability space.
Quantum mechanics is usually formulated using the Hilbert space language,
and this give rise to all the famous problems in the interpretation (like state-
superposition or entanglement). We cannot abandon such formulation, be-
cause of non-commutativity, so the proposal of this section, is to treat non-
commutativity as the reason because one is forced to use Hilbert space, and
doesn’t consider it as a consequence, as it is typically done. Once one accept
this view, one can recognise that the entropic uncertainty relations and algebraic
probability spaces are a very useful tools to derive the limitations in the simul-
taneous description of physical quantities from the intrinsic probabilistic nature
of a physical system. In the following paragraph we will describe a simple toy-
model, where the origin of the uncertainty is clear, which is able to reproduce the
non-commutativity at algebraic level, of the analogous position and momentum
for a particle. This model is very simple, and we do not claim that it reproduces
completely the quantum analogous of it, nevertheless we think that it suggests
an interesting motivation on the reason because nature at fundamental level,
should be described using Hilbert spaces.
4.1 The toy model: random jumps over a random space
In the model proposed here, there are two main actors: the space and the
particle. The space is assumed discrete and finite: it can be thought as a
random distribution of, say N , points over the real line (we will consider the
1-dimensional case for simplicity). In addition the space is not assumed static
but stochastic: the initial distribution of space points is assumed to bee know
and it evolve in time as if each space point is a discrete-time random walk. The
particle is assumed to be a point-like object whose dynamics can be thought as
a succession of jumps from one space point to another. Now, we formalise this
ideas from the mathematical point of view,
Let us start briefly reviewing the mathematical formulation of the basic
stochastic process describing the space: the random walk on a line. Let {Xi}
be a collection of random variables such that P [Xi = +l] = p and P [Xi =
−l] = 1− p =: q, where l is a fixed number. Such processes are called Bernulli
random variables and typical example of it is the coin tossing. We may describe
the random walk in the following way. Suppose we have a person in the initial
position x0 at the initial (discrete) time 0. At each instant of time this person
tosses a coin: if he gets head he will move on the left of l, otherwise he will
move on the right of the same amount. Thus the position of the person at the
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time 1 will be S1 = x0 + l if he get head, S1 = x0 − l otherwise. Repeating this
procedure for each instant of time we can say that the movement of this person
is a random walk. Hence we can say that the random walk starting at the point
x0, SN , is defined as
SN := x0 +
N∑
i=0
Xi
Central quantity we want to compute is the probability to have SN = d, for
some d integer multiple of l, at the time N starting from the point x0. It can
be proved that
P [SN − x0 = d] =


N !
[ 12 (
d
l
+N)]![ 12 (N−
d
l )]!
p(
d
l
+N)q(
d
l
+N) if d ∈ [−Nl,+Nl]
0 otherwise
Suppose that the initial position x0 is a random variable with distribution π(x0)
over the real line (possibly discrete), then we can write that
P [SN = d] =
∫
R
dx0P [SN − x0 = d]π(x0)
Consider now a collection of random walks on the line, {S
(i)
N }i∈I , starting in
different points x
(i)
0 , where I is a finite set. At each instant of time, this collection
of random walk will select at most |I| points over the real line (two or more
randomwalks may overlaps because they are assumed independent: the presence
of a random walk in a give point doesn’t influence the probability of another
random walk to be found in the same point). Such collection of points, randomly
distributed over the real line, is our model of space.
The particle in this model can be described essentially by two quantities:
the first is the position of the particle, XN , the second its velocity, VN , suitably
defined over a space of this kind. Let us consider the position first. Let ΠN
be the finite set of points selected by the collection of random walks {S
(i)
N }i∈I
at the time N . Clearly ΠN ⊂ R. The random variable describing the position
of a point-like particle at time N will be a map XN : ΩXN → ΠN . At this
level seems problematic define the possible outcome of XN because the set ΠN
change at each instant of time. To avoid this problem, we may think that the
random variable XN will select a single random walk in the collection {S
(i)
N }i∈I .
Select means that at the time step N , we have that XN = S
(i)
N , in probability.
Hence, in general we may relate the probability to observe the particle in a given
point of space, with the probability to find a point of space where we observe
the particle, as
P [XN = c] =
∑
i∈I
P [XN = S
(i)
N |S
(i)
N = c]P [S
(i)
N = c] (4)
Let us explain better the quantities involved in this equation. We have
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a) P [XN = S
(i)
N |S
(i)
N = c] =: γ(N, i, c) represent the probability that the
particle select the i-th random walk in the collection, assumed that this
random walk at the time N is in x = c. This is the probability that
can be changed if we act on the particle only. More precisely, we can
prepare the system (in our case the particle) in a configuration such that
the probability to observe it in a given point is higher respect to another
configuration, changing this term. For example, if we want to increase the
probability to observe the particle in x = a, we may select (hence choose
the index i) the random walks in the collection with an higher probability
to be found in x = a. Summarising, when we prepare the particle in a
given configuration we act on this object.
b) P [S
(i)
N = c] is the probability to observe a point of space in x = a. This
quantity is given by the model and cannot be changed when we act on the
particle only.
The jumps of the particle between two different points of space will be modelled
with a simple discrete-time Markov chain with transition probabilities
P [XN+1 = b|XN = c] =: α(b, c) (5)
where b and c are integer multiple of l, the step of the random walk (in what
follow we will assume l = 1, for simplicity, and so b, c ∈ N). These transition
probabilities are assumed to fulfil some equation describing the physical system’s
dynamics. As we will see, the random space described before will put some
constraints on the possible values these transition probabilities may assume. Let
us consider now the second random variable we are interested in: the velocity.
The space described above is discrete and, in addition even the time is assumed
discrete, hence it seem reasonable to define the velocity of a particle over this
space as
VN :=
XN+1 −XN
N + 1−N
= XN+1 −XN
Clearly, if it is a random variable it should depends both onXN andXN+1. This
fact render problematic the computation of the various probability generating
function (like the characteristic functions) as a function of the random variable
XN and XN+1. Nevertheless, this problem may be bypassed, in a certain sense,
following this intuitive idea. Suppose we know that the particle at the time N
is in the position XN = c, then we know that the event C := {XN = c} is
true, namely P [XN = c] = 1 (which means P [XN = d] = δd,c). Then, in this
case, we can write that VN = XN+1 − c when C is true. This suggests that the
probability to have VN = a assumed that C is true is equal to the probability
that XN+1 = a + c (where a can vary and c is fixed). Then, using (5) we can
conclude that P [XN+1 = a+ c] = α(a+ c, c) and so P [VN = a|C] = α(a+ c, c).
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Finally we can write that P [VN = a] is given by
P [VN = a] =
∑
c
P [VN = a|XN = c]P [XN = c]
=
∑
c
α(a+ c, c)P [XN = c]
This complete the probabilistic description of the particle in this model.
Remark. The computation of P [VN = a|C] can be done in a rigorous way
using characteristic function. Since VN = XN+1 −XN and because when C is
true (P [C] = 1, hence P [XN = d|C] = δd,c), XN and XN+1 are independent,
from the properties of the characteristic functions one can write ϕVN (λ)|C =
[ϕXN+1(λ)|C ][ϕ−XN (λ)|C ]. This means that
ϕVN (λ)|C =
(∑
b
P [XN+1 = b|C]e
iλb
)(∑
d
P [XN = d|C]e
iλ(−d)
)
=
∑
b
P [XN+1 = b|C]e
iλ(b−c)
=
∑
b
α(b, c)eiλ(b−c)
In the case of discrete random variable, one can recover the probability measure
from the characteristic function using the formula
P [X = a] = lim
T→+∞
1
2T
∫ +T
−T
eitaϕX(t)dt
Hence we have that
P [VN = a|C] = lim
T→+∞
1
2T
∫ +T
−T
e−iλaϕVN (λ)|Cdλ
= lim
T→+∞
1
2T
∫ +T
−T
e−iλa
∑
b
α(b, d)eiλ(b−c)dλ
=
∑
b
α(b, c) lim
T→+∞
1
2T
∫ +T
−T
eiλ(b−c−a)dλ
=
∑
b
α(b, c)δ0,b−c−a
= α(a+ c, c)
Confirming the result obtained above.
4.2 Entropy for VN and entropy for XN
In this paragraph, we will compute the entropy of the two random variables
described before. Consider the following situation: suppose that we know that
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at time N the particle is in the position x = c. Thus we can conclude that
P [XN = d|C] = δd,c. In addition, using (4.1), we also know that P [VN =
a|C] = α(a + c, c). Now, if α(a + c, c) can be changed continuously to a delta,
then we should obtain P [VN = a|C] = δa+c,c. The computation of the two
entropies with these probabilities will give us H(XN |C) = 0 and H(VN |C) = 0.
Nevertheless we should observe the following fact. Recalling (4), we can write
α(a+ c, c) =
∑
j∈I
P [XN+1 = S
(j)
N+1|S
(j)
N+1 = a+ c, C]P [S
(j)
N+1 = a+ c] (6)
The quantity P [XN+1 = S
(j)
N+1|S
(j)
N+1 = a + c, C] =: γ(N + 1, j, a + c|C) have
the following property ∑
j∈I
γ(N + 1, j, a+ c|C) = 1 (7)
Recalling that γ(N + 1, j, a + c|C) ∈ [0, 1] because is a transition probability,
the equation (6) can be considered as the average, with respect the probability
distribution {γ(N +1, j, a+ c|C)}j∈I , of the probability to find a point of space
in x = a + c. This observation is very important: it allows us to find a bound
for the transition probabilities. In fact, by the property of the average, for all
the α(a+ c, c) 6= 0 (which gives a non zero contribution to the entropy) we can
write that
α(a+ c, c) 6 max
j∈I
P [S
(j)
N+1 = a+ c] (8)
If we assume that the random space is a purely random process, namely that
P [S
(j)
N = b] < 1 for any N , b and j ∈ I, then we can see that the α(a + c, c)
cannot be 1 for any value of a (from now on it will be always assumed so). This
implies that we cannot have a delta-like probability distribution for both the
observables VN and XN if the space is a purely random process. The bound
found above cannot be changed if we act on the particle only: it is linked to
the process describing the random space. This observation suggests that we
can find a bound for the information that we can have on these two random
variables at the same time.
Let us find a bound for the sum of the two entropies. It is a known fact
that the entropy is a concave function of the probability distribution. Thus, the
Jensen inequality holds, namely if g is a concave function
g
(∑n
i=1 aixi∑n
i=1 ai
)
>
∑n
i=1 aig(xi)∑n
i+1 ai
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where ai ∈ R are arbitrary numbers. Then, we can write
H(VN |C) = −
∑
a
α(a+ c, c) logα(a+ c, c)
= −
∑
a

∑
j∈J
γ(N + 1, j, a+ c|C)P [S
(j)
N+1 = a+ c]

 log

∑
j∈J
γ(N + 1, j, a+ c|C)P [S(j) = a+ c]


> −
∑
a
∑
j∈J
γ(N + 1, j, a+ c|C)
(
P [S
(j)
N+1 = a+ c] logP [S
(j) = a+ c]
)
> −
∑
a
min
j∈J
|a
(
P [S
(j)
N+1 = a+ c] logP [S
(j) = a+ c]
)
Where we used the Jensen inequality and (7), while minj∈J |a is the minimum
for a fixed. This is already a bound on H(VN |C) which doesn’t involve processes
related to the particle, nevertheless we can further simplify this result if we add
some reasonable assumption on the random walks describing the space process.
We may require that
a) The initial positions {x
(i)
0 }i∈J are i.i.d. random variables, namely x
(i)
0 ∼
π(i) = π for any i ∈ J ,
b) The left and right probabilities (i.e. p(i) and q(i)) of the random walks are
all equal, namely p(i) = p for any i ∈ J .
Under these two assumption, we can say that all the random walks are statis-
tically equivalent, in the sense that P [S
(i)
N = a] = P [S
(j)
N = a] for any i, j ∈ J
("observing" the space process only at time-step N). This implies that
−
∑
a
min
j∈J
|a
(
P [S
(j)
N+1 = a+ c] logP [S
(j) = a+ c]
)
= −
∑
a
(
P [S
(j)
N+1 = a+ c] logP [S
(j) = a+ c]
)
namely
H(VN |C) > H(SN+1)
Finally, it is not difficult to see that H(XN |C) = 0 since P [XN = d|C] = δd,c.
Hence we can write that
H(XN |C) +H(VN |C) > H(SN+1)
and because H(X |Y ) =
∑
i P [Y = i]H(X |{Y = i}) and H(X |Y ) 6 H(X)
(conditioning reduces entropy), the above inequality implies that
H(XN ) +H(VN ) >
∑
c
P (XN = c) [H(XN |C) +H(VN |C)]
>
∑
c
P [XN = c]H(SN+1) = H(SN+1)
(9)
The RHS has the following features
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a) H(SN+1) is a positive quantity which cannot be changed if we act on the
particle only: H(SN+1) is fixed once that the model of the space is given;
b) H(SN+1) is zero only for a deterministic space. This case is excluded if we
assume that the random space is a purely random process (the space is not
deterministic). As expected from the initial discussion on the transition
probabilities, we can see that the bound in the entropies is related to the
random nature of the space;
c) It is not guarantee that this bound is optimal.
The above bound can be explained in the following manner: we may change
the system configuration (namely the {γ(N, i, c)}) in order to know completely
the position of the particle, nevertheless the velocity of the particle remains
uncertain at least as the future position of a space point. Such uncertainty
cannot be reduced acting on the particle only. The discussion done till now,
should prove that position and velocity of a point-like particle which jumps at
random in different points over a random space satisfy an entropic uncertainty
relation.
4.3 Algebraic description of a point-like particle
The final result of the previous paragraph, suggests that position and veloc-
ity doesn’t commute. In order to point out explicitly this non-commutativity,
we will describe the particle (not the space) using algebras. The position is
a random variable, namely a measurable map between a probability space
(ΩX , E(ΩX), PX) and a measure space, say (R,B(R)). Thus we can write
XN : ΩX → R. Same things can be say for the velocity: it is defined over a
probability space (ΩV , E(ΩV ), PV ), take value over the measure space (R,B(R))
and is a measurable map, thus VN : ΩV → R. This description is equivalent, up
to null sets, to the algebraic probability spaces (AX , ̺) and (AV , ς), for XN and
VN respectively. In this description, XN and VN are algebraic random variable,
namely (involution preserving) homomorphism between two algebras: XN is
defined as the homomorphism XN : AX → L∞(R,B(R))X and similarly for VN
(L∞(R,B(R)) is the canonical C∗-algebra associated to the measurable space
(R,B(R))).
At this point, using the algebraic probability language, we can define the
C∗-probability space describing the point-like particle of the model as C∗-
probability space (A, ω), where A is the smallest C∗-algebra which contain
both L∞(R,B(R))X and L∞(R,B(R))V , and ω is a state. Thus XN and VN
are elements of A, and the discussion done in the previous paragraph, tell us
that they fulfil an entropic uncertainty relation and, by the theorem 7 we have
that [XN , VN ] 6= 0. Thus, recalling the previous discussion about non-abelian
algebras, we can see that the description of our point-like particle must be done
over an Hilbert space, and cannot be mapped to an ordinary probability space.
It is worth to remark that this apparently strange result, is possible because
we eliminated the space from the description. In fact, we start using an ordinary
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probability space, and we found a relations between the entropies of the three
main objects of the model (the space, the position and the velocity). Then
eliminating the space from the model, we found an entropic uncertainty relation.
It is interesting to observe that in ordinary quantum mechanics the space doesn’t
play any role, exactly as in the final model of the particle.
4.4 Conclusions, weak points of the model and possible
further development
The model presented in the previous sections have the following interesting fea-
ture: the space as well as the particle are treated in the same way. Thinking that
any observation we can do in a laboratory give us only a probabilistic outcome
(it is a nonsense to say "the quantity A has the value b") this feature can be
justified using an operational approach for the construction of a physical theory.
In the model presented, the evolution of the particle is the only possible, in the
sense that if the particle change position, it must happens with a jump. Thus
in this sense we derived O1 form O2, in the particular model considered. Of
course, from the discussion done till now we cannot conclude that the quantum
mechanics is equivalent to something similar to the model presented here. In
particular, after a bit of though, the following aspects may look strange
a) Time is discrete. The discreteness of time allows us to define VN as is done
and non-commutativity seem to be a consequence of it. Nevertheless, in
the proof of the entropic uncertainty relation between XN and VN time
doesn’t play any role. So the proof seem to be quite robust to possible
change in the definition of VN , due to change in the time assumptions.
b) Space is discrete. The structure of space is the core of the proof. Neverthe-
less, discreteness limit only the place where a point of space can be found.
This is problem can be solved switching the description of space from ran-
dom walks to wiener(-like) processes, something that at the moment is not
available. Thus this weak point still remain but, we will discuss later an
interesting mathematical object that can be used to treat this problem.
c) The constant in the entropic uncertainty relation change with time. Look-
ing back to the entropic uncertainty relation (9) one can easily see that
the constant depend on time. This seem rather strange despite it doesn’t
influence the result: the constant remains positive for each time at it is
(particle) state independent. Nevertheless, one should observe this fact:
the constant is related to the stochastic process describing the space. In
particular, in (9) only the RHS depend on the space, so if we change the
model of space, only this side change. For example one can substitute the
usual random walk (where the possible position of the walker can be any
integer number, this cause the increasing of the value of the constant) with
a reflexing boundary random walk. In this case the number of possible
position of the point of space are a finite number, and so the constant
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can be fixed. This suggests that this problem is not so fundamental. In
addition the bound is not assumed to be optimal, as already observed.
From the above arguments, one can see that a better model for the space should
be desirable. Keeping in mind this we may list a series of fact, suggesting that
further studies in this direction can be interesting
a) Determinantal random point field. A determinantal random point field is
a stochastic process which describe the random distribution of N (possi-
bly infinite) points over Rn (or more generally over a Polish space). This
process is said deteriminantal because any point correlation function can
be expressed as Fredoholm’s determinant of a locally trace class operator
σˆ over an Hilbert space (in particular σˆ : L2(Rn)→ K, with K ⊂ L2(Rn)
and dimK = N) [9]. Such property is called determinantal property. Lo-
cally trace class operator are operators whose trace may be infinite but, if
restricted to suitable subspace, it is finite. Clearly any trace class operator
can be considered as a locally trace class operator. Thus given a quantum
system described by an Hilbert space H and a trace class operator ρˆ we
may associate to it a determinantal random point field. Other similarity of
these mathematical objects with quantum mechanics is that also that can
be described using the second quantisation language. Finally the unitary
evolution of quantum mechanics preserves the determinantal property.
b) L2(R
3) for a particle. If we assume that the space where the particles live
is a random distribution of points over R3 described by a determinantal
random point field, then we may justify the postulate of quantum mechan-
ics which tells us that L2(R3) is the Hilbert space for a single particle.
c) Position and momentum operator and Galilean group. From the Stone-
von Neumann theorem we may justify that the position and momentum
operators in quantum mechanics are defined as
Xˆiψ(x) = xiψ(x) Pˆiψ(x) = −i
∂
∂xi
ψ(x)
for ψ(x) ∈ S(Rn). In quantum mechanics doesn’t seem a priori valid the
classical relation between position and momentum for a point-like particle
(p = mx˙). Nevertheless from the Galilean group one can prove that[1]
〈Pt〉 = m
d
dt
〈Xt〉
Assuming, because a limited accuracy for any clock, that the time is dis-
crete (hence the limit is replaced by an inferior) and using the Wigner
quasi probability distribution, we can write that
Pt = m inf
δt
Xt+δt −Xt
δt
dW -a.s.
Setting δt = 1 (δt is our unit of time) and t = Nδt, we can write PN =
m(XN+1 − XN ) = mVN . This consideration justify at qualitative level
the interest in the two random variable analysed in these notes.
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We conclude this writing, with a quotation whose author consider it contains
the spirit of what was written in this last section
Probability is the most important concept in modern science, especially as
nobody has the slightest notion what it means ˝
(Bertrand Russel in a lecture, 1929)
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