The purpose of this paper is to investigate explicit iteration schemes for minimization problems arising from image denoising. In particular, we propose explicit iteration schemes based on matrix splitting. When the matrix splitting is done by the symmetric Gauss-Seidel method, we establish convergence of the scheme with no restriction on the step size of the iteration. If the matrix splitting is done by the Gauss-Seidel method, we show that the iteration scheme still converges, provided the step size of each iteration is sufficiently small.
applied the Bregman method, as introduced in [1] , to image denoising. In particular, for the minimization problem (1.1), they set forth the following iteration scheme based on the split Bregman method: Choose λ > 0. (1.5)
The convergence of the above iteration scheme was established by Cai, Osher, and Shen in [2] . This iteration scheme is regarded as an implicit scheme, because it requires a solution of the partial difference equation (1.2) in each iteration step. The actual implementation of the algorithm of Goldstein and Osher was to use the Gauss-Seidel method once in each iteration step to solve the linear system of equations in (1.2) . The resulting algorithm is regarded as an explicit scheme. However, the convergence of their algorithm was not settled in either [4] or [2] . Some other explicit schemes for image denoising were discussed in [7] [8] [9] . These schemes are based on the gradient method and their convergence can be established only if the step size of the iteration is sufficiently small.
In this paper, we consider minimization problems more general than (1.1). In order to investigate solutions of such minimization problems, in Section 2 we review some basic facts from convex analysis. In Section 3 we propose an explicit iteration scheme based on matrix splitting and carefully analyze convergence of the iteration scheme. When the matrix splitting is done by the symmetric Gauss-Seidel method, in Section 4 we are able to establish convergence of the scheme with no restriction on the step size of the iteration. Finally, if the matrix splitting is done by the Gauss-Seidel method, in Section 5 we show that the iteration scheme still converges, provided the step size of each iteration is sufficiently small.
Convex analysis
In this section we consider minimization problems that are more general than (1.1). Such consideration may lead to a wider range of applications. Let us begin with a brief review of elements of convex analysis on R n . 
The subdifferential ∂ E(v) is the set of subgradients of E at v. It is known that the subdifferential of a convex function at any point is a nonempty, convex, closed and bounded set (see [11, Theorem 2.74] ). Clearly, v is a minimal point of E if and
We observe that
Adding the above two inequalities we get (2.2).
Let E and F be two continuous and convex functions on R n . Then we have
Moreover, if Q is a linear operator on R n , then
See [11, §2.5] for proofs of these results.
Let G(u) := |u| for u ∈ R. It is easily seen that
Consider the function E given by
Now suppose that E is the function on R n given by 
Evidently, (1.1) is a special case of the above minimization problem. In [8] , the following model based on higher order difference schemes was proposed for image denoising:
where μ and ν are appropriately chosen positive parameters, and
This model is also included in the general minimization problem (2.3). It was demonstrated in [8] that this model produces significantly better denoising results for images with large smooth parts such as Lena.
We introduce new variables v 1 , . . . , v s and consider the convex function
Then (2.3) is equivalent to the following constrained minimization problem:
As was suggested in [4] , this minimization problem can be solved by the Bregman iteration as follows. (2.5)
We note that the Bregman method described above is the same as the augmented Lagrangian method known in optimization theory (see [11, §6.4] 
Convergence analysis
In this section, we employ the split Bregman method introduced in [4] to derive iteration schemes based on splitting of certain linear operators. We also give convergence analysis for the proposed iteration schemes. 
The Gauss-Seidel method
In this section we investigate iteration schemes based on the Gauss-Seidel method. In particular, for the symmetric Gauss-Seidel method, we establish convergence of the corresponding iteration scheme with no restriction on the step size of the iteration.
Let A be a linear operator on R n . Then A has a matrix representation (a ij ) 1 i, j n such that for every vector
The matrix (a ij ) 1 i, j n is still denoted by A.
Given a matrix A = (a ij ) 1 i, j n , we use D, L, and R to denote its diagonal part, proper lower (left) part, and proper upper (right) part, respectively. More precisely, for every vector 
and the backward Gauss-Seidel iteration is given by
Furthermore, the symmetric Gauss-Seidel iteration is defined by
One symmetric Gauss-Seidel step can be viewed as one forward Gauss-Seidel step followed by one backward Gauss-Seidel step (see [12, pp. 103-106] ).
Let us return to the minimization problem (2. For the Gauss-Seidel method we have the following weaker result. 
In light of (3.1) we have
Letting B −1 act on the both sides of the above equation we get C for all k ∈ N. It follows from (4.1) that 
T (see [5, §7.7] ). We have 
The total variation models
If the Gauss-Seidel method is used in each iteration, we still can establish convergence of the iteration scheme, provided the step size of each iteration is sufficiently small. This assertion will be verified for both anisotropic and isotropic models of denoising based on total variation.
Let us first consider the anisotropic model as given in (1.1). The iteration scheme is initialized by setting u 
