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Kapitel 1
Einleitung
Neben der Lo¨sung linearer Gleichungssysteme ist die zweite zentrale Auf-
gabenstellung der numerischen linearen Algebra die Lo¨sung des linearen
Eigenwertproblems
Ax = λx, (1.1)
dabei ist A ∈ CN×N eine vorgegebene quadratische Matrix, zu der eine Zahl
λ ∈ C und ein nicht trivialer Vektor x ∈ CN gesucht wird. Da sich die
Eigenwerte λ von (1.1) im Allgemeinen nicht direkt, d.h. nicht in endlich
vielen Schritten, berechnen lassen, denn sie sind Nullstellen des charakteri-
stischen Polynoms ψ(λ) = det(λI − A) von A, mu¨ssen Eigenwertmethoden
einen iterativen Charakter haben.
Wir unterscheiden zwischen großen und kleinen Matrizen. Dabei wird
eine Matrix als klein betrachtet, falls es mo¨glich ist, den ganzen zweidimen-
sionalen Array in den Arbeitsspeicher eines Computer zu schreiben, ohne
dass besondere Speichertechniken verwendet werden mu¨ssen. Andernfalls
heißt eine Matrix groß. Zur Berechnung der Eigenpaare von kleinen Matri-
zen sind beispielsweise das QR-Verfahren oder das Diagonalisierungsverfah-
ren von Jacobi geeignet. Fu¨r große, du¨nnbesetzte Matrizen ko¨nnen aufgrund
der Restriktion bezu¨glich des Arbeitsspeichers diese Verfahren in der Regel
nicht verwendet werden. Stattdessen werden Reduktionsalgorithmen bzw.
Unterraummethoden benutzt. Das soll heißen, dass die Matrix A auf eine
kleinere Matrix reduziert wird, fu¨r die das Eigenwertproblem dann mit den
zuvor erwa¨hnten Methoden bearbeitet werden kann. Bei der Reduktion von
A auf eine kleinere Matrix wird (in der Regel vermo¨ge der Potenzmethode)
eine Basis eines Unterraumes erzeugt, aus dem dann die Eigenvektorappro-
ximationen stammen. Und ein Unterraumverfahren ist iterativ in dem Sinne,
dass man die Basis des Unterraums sukzessive vergro¨ßert.
Fu¨r symmetrische Matrizen hat der Lanczosalgorithmus, der also zu den
Unterraumverfahren zu za¨hlen ist, sehr scho¨ne theoretische Eigenschaften:
er erzeugt sofort eine orthonormale Basis eines Krylowunterraumes, der Al-
gorithmus hat eine kurze, aus drei Termen bestehende Rekursion, es wird
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eine tridiagonale Matrix erzeugt und - sofern man nur an Eigenwertapproxi-
mationen, nicht aber an Eigenvektoren, interessiert ist - es mu¨ssen in jedem
Schritt nur zwei schon berechnete Lanczosvektoren gespeichert werden. Die
Approximationen an die Eigenpaare von A heißen Ritzwerte und Ritzvek-
toren und darunter verstehen wir folgendes: Ist K ein Untervektorraum von
R
N (bzw. CN ), dann heißt θ ∈ C ein Ritzwert von A und z ∈ K, z 6= 0, ein
Ritzvektor, falls
Az − θz ⊥ K (1.2)
gilt. Es wird dann (θ, z) auch Ritzpaar genannt.
In dieser Arbeit bescha¨ftigen wir uns mit Problemen, die entstehen, wenn
der einfache Lanczosalgorithmus auf einem Computer implementiert, also in
endlicher Arithmetik ausgefu¨hrt wird. Insbesondere geht die Orthogonalita¨t
unter den Lanczosvektoren aufgrund von Rundungsfehlern sehr schnell ver-
loren.
In Kapitel 2 beschreiben wir kurz den einfachen Lanczosalgorithmus so-
wie seine Eigenschaften in exakter und endlicher Arithmetik. C. Paige leitete
in der Arbeit [23] die mittlerweile bekannte Formel (2.13) her, die erstmals
einen Zusammenhang zwischen dem Orthogonalita¨tsverlust und der Kon-
vergenz von Ritzpaaren herstellte; wir zitieren in Abschnitt 2.3 die fu¨r un-
sere Arbeit relevanten Ergebnisse der Fehleranalyse von Paige. In endlicher
Arithmetik kann - und wird es meistens - vorkommen, dass der Lanczosal-
gorithmus wegen des erwa¨hnten Orthogonalita¨tsverlustes nicht nach d ≤ N
Schritten stoppt. Er erzeugt eine Folge von Tridiagonalmatrizen, deren Ei-
genwerte die Ritzwerte sind. Und obwohl die Orthogonalita¨tsbedingung aus
der Definition (1.2) der Ritzpaare bei Rechnungen in endlicher Arithmetik
nicht mehr erfu¨llt sein muß, werden wir trotzdem immer den Begriff Ritz-
wert bzw. Ritzwert fu¨r die entsprechenden Gro¨ßen benutzen. Numerisch ist
es so, dass sich Ritzwerte um Eigenwerte von A clustern. Wir analysieren
in Abschnitt 2.4 das Konvergenzverhalten von Ritzpaaren in einem Cluster
anhand einer Kennzahl fu¨r das Residuum. Wir ko¨nnen die in [38] gea¨ußer-
te Vermutung beweisen, dass alle Ritzpaare, die zu einem Cluster geho¨ren,
der einen Eigenwert approximiert, gute Na¨herungen an die Eigenpaare von
A sind. Die einzige Ausnahme tritt auf, falls die Clustergro¨ße, das ist die
Anzahl der zu einem Cluster geho¨renden Ritzwerte, alternierend ist. Hier
gilt es dann die geraden und ungeraden Iterationsschritte des Lanczosalgo-
rithmus zu unterscheiden. Fu¨r diesen Ausnahmefall wird ein Gegenbeispiel
konstruiert.
Aus den Ergebnissen folgt dann auch, dass jeder Cluster von Ritzwerten
stabilisiert ist, d.h. er kann sich nur in der Na¨he eines Eigenwertes bilden:
je mehr Ritzwerte in dem Cluster sind, desto pra¨ziser muß die beste Appro-
ximation an den Eigenwert sein.
5Aus den Eigenpaaren von A und dem Startvektor des Lanczosalgorith-
mus definiert sich eine Gewichtsfunktion m(λ) bzw. ein Riemann-Stieltjes
Integral ∫
f(λ)dm(λ) :=
N∑
j=1
mjf(λj), (1.3)
wobei λj , 1 ≤ j ≤ N , die Eigenwerte von A sind, und die Gewichte mj erge-
ben sich aus dem Startvektor des Lanczosalgorithmus bzw. des cg-Verfahrens
und den zugeho¨rigen Eigenvektoren uj . Der Lanczosalgorithmus bzw. das
cg-Verfahren berechnet implizit eine Folge von Gaußquadraturapproxima-
tionen an das Integral (1.3), d.h. Gewichtsfunktionen m(k)(λ). Es stellt sich
daher folgende Frage: Wenn es im k-ten Schritt des Lanczosalgorithmus
einen einfachen Ritzwert θ
(k)
j gibt, der einen einfachen Eigenwert λr hinrei-
chend gut approximiert, nehmen dann die beiden Gewichtsfunktionen m(λ)
und m(k)(λ) dort ungefa¨hr den gleichen Wert an? Ist das zum Ritzwert θ
(k)
j
geho¨rende Gewicht m
(k)
j ungefa¨hr gleich mr? In endlicher Arithmetik bil-
den sich eventuell Cluster von Ritzwerten. Wird also λr von einem Cluster
approximiert, so beobachtet man numerisch, dass dann die Summe der Ge-
wichte, die zu den Ritzwerten im Cluster geho¨ren, ebenfalls ungefa¨hr gleich
mr ist.
Wir ko¨nnen im dritten Kapitel diese Stabilisierung der Gewichte sowohl
in exakter als auch in endlicher Arithmetik nachweisen. Das ist auch deshalb
interessant, da sich die Fehler im cg-Verfahren durch Gaußquadraturappro-
ximationen an (1.3) darstellen lassen (siehe [40]) und sich eventuell so die
Konvergenzverzo¨gerung des cg-Verfahrens beim Rechnen mit Rundungsfeh-
lern erkla¨ren la¨ßt.
Nachdem wir in den Kapiteln 2 und 3 die in [38] formulierten, offe-
nen Fragen zur Konvergenzanalyse des Lanczosalgorithmus gelo¨st haben,
bescha¨ftigen wir uns in Kapitel 4 mit dem von Elsner und Bunse-Gerstner
entwickelten unita¨ren Lanczos-a¨hnlichen Algorithmus. Denn durch die Cay-
leytransformation besteht ein enger Zusammenhang zwischen den hermite-
schen und unita¨ren Matrizen: Das Bild einer hermiteschen (symmetrischen)
Matrix unter der Cayleytransformation ist eine unita¨re Matrix. Implemen-
tiert man diesen Algorithmus, indem die auftretenden Unterraumbasen mit
dem Gram-Schmidt Verfahren orthogonalisiert werden, so zeigt der unita¨re
Lanczos-a¨hnliche Algorithmus in endlicher Arithmetik ein a¨hnliches Ver-
halten wie der symmetrische Lanczosalgorithmus, d.h. sehr rascher Ortho-
gonalita¨tsverlust der Vektoren der berechneten Unterraumbasis und damit
einhergehend das Clustern von Ritzwerten um Eigenwerte. Zu den Analo-
gien za¨hlt insbesondere auch - wie wir zeigen werden - die Berechenbarkeit
der Residuen nur aus Gro¨ßen des kleinen Eigenwertproblems. Wir fu¨hren
zudem eine detaillierte Rundungsfehleranalyse durch und weisen analog zu
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(2.13) nach, dass der Orthogonalita¨tsverlust auch hier die Konvergenz von
Ritzpaaren nach sich zieht.
Notationen und arithmetisches Modell
Mit R wird die Menge der reellen Zahlen und mit C die der komplexen
Zahlen bezeichnet. Fu¨r reelle Zahlen x wird mit [x] die gro¨ßte ganze Zahl, die
kleiner oder gleich x ist, bezeichnet. Zu einer komplexen Zahl w ∈ C stellt
w¯ ∈ C die konjugiert komplexe Zahl dar, |w| den Betrag von w und mit <(w)
sowie =(w) werden Real- und Imagina¨rteil von w bezeichnet. Mit Ik wird die
k × k Einheitsmatrix bezeichnet, wobei der Index k weggelassen wird, falls
die Dimension aus dem Kontext heraus klar sein sollte. Mit dem ∗ werden
transponierte Matrizen bzw. Vektoren mit konjugiert komplexen Eintra¨gen
gekennzeichnet, d.h. zu B ∈ CN×M ist B∗ ∈ CM×N und es gilt (B∗)i,j =
(B¯)j,i. Als Symbol fu¨r die Menge der Eigenwerte einer quadratischen Matrix
A wird Λ(A) verwendet. Ferner stellt || · || fu¨r Vektoren die euklidische Norm
und fu¨r Matrizen die Spektralnorm dar. Ist A eine symmetrische und positiv
definite Matrix, so wird mit || · ||A die Energie- bzw. A-Norm fu¨r Vektoren x
bezeichnet, es gilt ||x||A =
√
x∗Ax. Die jte Spalte der Einheitsmatrix wird
mit ej bezeichnet und wir benutzen den Vektor
e =
N∑
j=1
ej = (1, 1, . . . , 1)
∗ ∈ RN .
Als Symbol fu¨r den Grad eines Polynoms p benutzen wird deg p. Die u¨bri-
gen Bezeichnungen werden im Zusammenhang gegeben sobald sie beno¨tigt
werden.
Wir legen das Standardmodell der Gleitkommaarithmetik (vgl. [18] S.
39 ff) zu Grunde: Mit ² sei die Maschinengenauigkeit bezeichnet und mit
fl(·) der Gleitkommaoperator. Fu¨r die Grundrechenarten in Gleitkommaa-
rithmetik1 gilt
fl(x op y) = (x op y)(1 + δ1) =
(x op y)
1 + δ2
(1.4)
mit |δ1|, |δ2| ≤ ² und op ∈ {+,−, /, ∗,√}.
1Fu¨r weitere Details siehe Anhang A.
Kapitel 2
Symmetrischer
Lanczosalgorithmus
In diesem Kapitel untersuchen wir das Konvergenzverhalten von Ritzpaa-
ren beim Lanczosalgorithmus, wenn sich Ritzwerte clustern. Dabei werden
so genannte Eigenvektor-Eigenwert Identita¨ten fu¨r symmetrische Tridiago-
nalmatrizen ausgenutzt. Derartige Relationen sind nicht nur fu¨r symmetri-
sche Tridiagonalmatrizen bekannt. Beispielsweise werden in [9] zum einen
Eigenvektor-Eigenwert Beziehungen fu¨r das allgemeine Eigenwertproblem
hergeleitet und zum anderen werden auch stetige Analoga dieser Relatio-
nen im Kontext von Sturm-Liouvill’schen Differentialgleichungen aufgezeigt.
Solche Formeln finden sich fu¨r (obere) Hessenbergmatrizen auch in [11] und
[46], wo das Rundungsfehlerverhalten von Krylowunterraumverfahren mit
Hilfe der Eigenvektor-Eigenwert Relationen betrachtet wird.
Bei unserer hier vorgenommenen Analyse untersuchen wir eine Kennzahl
δk,j (die genaue Definition findet sich in (2.7)). In verschiedenen Arbeiten, in
denen man sich mit Clustern von Eigenwerten bei (symmetrischen) Tridia-
gonalmatrizen bescha¨ftigt hat, hat dieser Ausdruck große Aufmerksamkeit
erfahren. In [45] bestimmt Ye mit Hilfe dieser Gro¨ße (und einer dazu ana-
logen) Untermatrizen einer Tridiagonalmatrix, die einen Eigenwertcluster
hat, so, dass diese Untermatrizen nach Mo¨glichkeit einen Eigenwert besit-
zen, der in bzw. sehr dicht bei dem Cluster liegt: dazu mu¨ssen die erwa¨hnten
Kennzahlen klein sein.
A¨hnlich vorgehend entwickelt Parlett in [29] eine Methode zur Berech-
nung der zu einem Cluster von zwei (oder mehreren) Eigenwerten einer
symmetrischen Tridiagonalmatrix geho¨renden orthogonalen Eigenvektoren:
die Eigenvektoren werden aus denen geeigneter Untermatrizen zusammen-
gesetzt, wobei geeignet bedeutet, dass die entsprechenden Kennzahlen δk,j
hinreichend klein sind.
U¨berdies bezeichnet Parlett in [27] beim Lanczosalgorithmus einen Index
k, fu¨r den δk,j ein lokales Minimum besitzt, als Point of Discovery. Dies im
7
8 KAPITEL 2. SYMMETRISCHER LANCZOSALGORITHMUS
Zusammenhang mit der so genannten Misconvergence, worunter folgendes
verstanden wird: Hat die Matrix A einen Cluster von Eigenwerten (nicht zu
verwechseln mit einem Cluster von Ritzwerten), so kann es passieren, dass
ein Ritzwert fu¨r mehrere Iterationsschritte in der Mitte der beiden Eigenwer-
te stagniert, bevor ein weiterer Ritzwert auftaucht, so dass beide Eigenwerte
approximiert werden. Nimmt δk,j fu¨r den stagnierenden Ritzwert ein loka-
les Minimum an, so nennt Parlett diesen Index k eben Point of Disvocery.
Aber hier ist Vorsicht geboten, denn anders als in [27] behauptet, muß das
Konvergenzverhalten anschließend nicht wieder routinema¨ßig verlaufen, wie
wir anhand von Beispiel (2.22) sehen werden (vgl. dazu auch Tabelle 1).
Schließlich benutzt Greenbaum in [16] in ihrer Ru¨ckwa¨rtsanalyse des
Lanczosalgorithmus die Gro¨ße δk,j , um konvergente und nicht konvergierte
Cluster von Ritzwerten zu unterscheiden. Wir werden im folgenden auch
sehen, dass diese Unterscheidung nicht notwendig ist.
2.1 Tridiagonalisierung
Es sei A ∈ RN×N eine symmetrische Matrix mit einfachen Eigenwerten λj
und Eigenvektoren uj : Auj = λjuj , 1 ≤ j ≤ N , mit u∗juj = 1 und die
Eigenwerte seien in aufsteigender Reihenfolge sortiert:
A = UΛU∗
Λ = diag (λ1, . . . , λN ) , λ1 < λ2 < . . . < λN .
Angenommen, wir haben eine Jacobimatrix T ∈ RN×N , d.h. T ist tridiago-
nal, symmetrisch und besitzt nur strikt positive Subdiagonalelemente:
T = TN =


α1 β2
β2 α2 β3
. . .
. . .
. . .
. . .
. . . βN
βN αN


, βj > 0, (2.1)
sowie eine orthonormale Matrix Q, so dass
A = QTQ∗ (2.2)
gilt. Zur Frage der Eindeutigkeit von (2.2) haben wir
Satz 2.1 ([26] S.113) Es gelte (2.2) mit orthonormaler Matrix Q und ei-
ner Jacobimatrix T gema¨ß (2.1). Dann werden T und Q eindeutig durch A
und q1 = Qe1 bestimmt.
Der Beweis dieses Satzes liefert, indem man spaltenweise (2.2) bzw.
AQ = QT vergleicht, gerade den einfachen Lanczosalgorithmus:
2.2. RAYLEIGH-RITZ APPROXIMATIONEN 9
Algorithmus 2.2 (Einfacher Lanczosalgorithmus) Gegeben q1 ∈ RN
mit q∗1q1 = 1, q0 = 0 ∈ RN und β1 = 0 ∈ R, berechnet man nun rekursiv
Fu¨r k = 1, 2, . . .
αk = q
∗
k(Aqk − βkqk−1)
q˜k+1 = Aqk − αkqk − βkqk−1
βk+1 = ||q˜k+1||
qk+1 =
q˜k+1
βk+1
(2.3)
Dieser Algorithmus wu¨rde in (2.3) zusammenbrechen, wenn βk+1 = 0 ist;
das bedeutet man stoppt das Verfahren in diesem Fall. Zudem haben wir
den Lanczosalgorithmus hier mit dem Adjektiv einfach versehen, da bei dem
Algorithmus 2.2 weder eine Reorthogonalisierung der Vektoren qj noch eine
explizite oder implizite Restarttechnik benutzt wird (siehe z.B. [36], [44] und
[42] S.391 ff).
2.2 Rayleigh-Ritz Approximationen
Mit der bloßen Tridiagonalisierung einer symmetrischen Matrix ha¨tte man
aber noch nichts gewonnen. Das Ziel ist die Berechnung, d.h. die Approxi-
mation von Eigenwerten und Eigenvektoren. Der Lanczosalgorithmus stellt
das Rayleigh-Ritz Verfahren angewandt auf den Krylowunterraum
Kk(A, q) = span(q, Aq,A2q, . . . , Ak−1q)
dar. Krylowunterra¨ume kommen gewissermaßen natu¨rlich ins Spiel, da sie
durch einfache Vektoriteration gebildet werden: Bei großen und du¨nn besetz-
ten Matrizen hat man in der Regel nicht die Matrix selbst zur Verfu¨gung
sondern ein Unterprogramm, so dass man lediglich das Ergebnis einer Mul-
tiplikation der Matrix mit einem Vektor kennt. Dabei besitzen Krylowun-
terra¨ume außerdem den Vorteil, eine aufsteigende Fahne von Unterra¨umen
zu bilden. Der Lanczosalgorithmus bestimmt sukzessive orthonormale Ba-
sen der Krylowunterra¨ume Kk(A, q), na¨mlich q1, q2, . . . , qk, die so genannte
Lanczosbasis (siehe [26] S. 252 ff.). Mit
Qk = [q1, q2, . . . , qk] ∈ RN×k
werden die Rekursionen des Lanczosalgorithmus durch zwei Matrixgleichun-
gen charakterisiert:
AQk = QkTk + βk+1qk+1e
∗
k (2.4)
Q∗kQk = Ik. (2.5)
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Ein Bild von (2.4):
A Qk = Qk
Tk
+
.
.
.
.
.
.
.
Mit der Rayleigh-Ritz Prozedur werden Eigenpaare aus einem Unter-
raum approximiert, das ist hier also Kk(A, q1). Dazu wird zuna¨chst zu die-
sem Unterraum eine orthonormale Basis, beim Lanczosverfahren also Qk,
bestimmt. Bezu¨glich dieser orthonormalen Basis des Unterraumes berech-
net man dann den Rayleighquotienten der Matrix A, das bedeutet hier
Tk = Q
∗
kAQk, von dem anschließend die Eigenpaare exakt bestimmt werden.
Fu¨r symmetrische Matrizen hat dieses Verfahren die folgenden Eigenschaf-
ten (vgl. [26] S. 215 ff.):
• Die Ritzwerte sind Rayleighquotienten von A.
• Die Residualmatrix hat minimale Norm, d.h. es gilt βk+1 = ||AQk −
QkTk|| ≤ ||AQk −QkB|| fu¨r alle B ∈ Rk×k.
• Die Ritzpaare sind Eigenpaare der Projektion von A auf den Unter-
raum Kk(A, q1).
Wir bezeichnen mit
Tk = SkΘkS
∗
k , S
∗
kSk = SkS
∗
k = Ik, (2.6)
die Spektralzerlegung von Tk; Sk = [s
(k)
1 , . . . , s
(k)
k ] und Θk = diag(θ
(k)
1 , . . . , θ
(k)
k ).
Dabei numerieren wir auch die Eigenwerte von Tk in aufsteigender Reihen-
folge
θ
(k)
1 ≤ θ(k)2 ≤ . . . ≤ θ(k)k ;
sind die Nebendiagonalelemente von Tk alle ungleich Null - wie in (2.1) - so
sind diese Ungleichungen strikt. Die Eigenwerte von Tk sind die Rayleigh-
Ritz Na¨herungen an die Eigenwerte von A und zu jedem Ritzwert θ
(k)
i geho¨rt
ein Ritzvektor z
(k)
i aus dem Krylowraum Kk(A, q1):
z
(k)
i = Qks
(k)
i =
k∑
j=1
qjs
(k)
j,i .
Tritt im einfachen Lanczosalgorithmus der Fall ein, dass βk+1 = 0 gilt, so
stellt Kk(A, q1) einen unter A invarianten Unterraum dar, und das bedeutet,
dass die Ritzwerte θ
(k)
1 , . . . , θ
(k)
k Eigenwerte von A sind.
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Eine weitere wichtige und hervorzuhebende Eigenschaft des Lanczosal-
gorithmus besteht in der Mo¨glichkeit, das Residuum der Rayleigh-Ritz Ap-
proximationen ohne großen Aufwand zu messen, denn aus Tks
(k)
j = θ
(k)
j s
(k)
j
und (2.4) folgt
||Az(k)j − θ(k)j z(k)j || = βk+1|s(k)k,j |.
Das bedeutet, dass der letzten Zeile der Eigenvektormatrix von Tk, also den
Zahlen s
(k)
k,j = e
∗
kSkej eine Schlu¨sselrolle zukommt, denn man kann allein aus
Gro¨ßen des kleinen Eigenwertproblems fu¨r Tk die Gu¨te der Ritzapproxima-
tionen beurteilen, ohne die langen Ritzvektoren z
(k)
j ausrechnen zu mu¨ssen.
Wir definieren fu¨r jedes Ritzpaar im kten Schritt des Lanczosalgorithmus
nun
δk,j = βk+1|s(k)k,j |. (2.7)
Fu¨r ein kleines δk,j liegt der Ritzwert θ
(k)
j also in der Na¨he eines Eigenwertes
von A. Außerdem gilt:
Satz 2.3 ([26] S. 222) Sei A ∈ RN×N eine symmetrische Matrix mit ein-
fachen Eigenwerten und y ∈ RN ein Vektor der La¨nge 1, y∗y = 1, und mit
Rayleighquotienten θ = y∗Ay. Es sei α der Eigenwert von A, dessen Ab-
stand zu θ am kleinsten ist, und der auf euklidische La¨nge eins normierte
Eigenvektor zu α sei z. Außerdem bezeichnen wir mit γ = min
λ∈Λ(A)\{α}
|λ− θ|
und ζ = ∠(y, z). Dann gilt:
|sin (ζ)| ≤ ||Ay − θy||
γ
, |α− θ| ≤ ||Ay − θy||
2
γ
.
2.3 Endliche Arithmetik
Werden die Berechnungen von Algorithmus 2.2 in exakter Arithmetik aus-
gefu¨hrt, so bricht dieser mit einem βd = 0, d ≤ N + 1 in (2.3) ab. Ein
anderes Bild zeichnet sich ab, wenn man den Lanczosalgorithmus auf einem
Computer implementiert und die Rechnungen daher in endlicher Arithme-
tik ausgefu¨hrt werden. Als erstes beobachtet man, dass die Orthogonalita¨t
unter den Lanczosvektoren verloren geht, und zwar in der Regel schon nach
wenigen Iterationen (k ¿ N). Daher ist die Beziehung zwischen der be-
rechneten Matrix Tk und der gegebenen Matrix A zuna¨chst nicht klar. Die
Orthogonalita¨t unter den Lanczosvektoren geht dabei nicht rein zufa¨llig ver-
loren, das soll heißen, dass hinter dem Orthogonalita¨tsverlust eine gewisse
Struktur steckt, die von C. Paige (siehe [23], [24] und [25]) entdeckt wurde:
Die Konvergenz von Ritzpaaren kann - muß aber nicht - den Orthogona-
lita¨tsverlust unter den Lanczosvektoren nach sich ziehen. Wir werden dies
in Satz 2.4 pra¨zisieren und geben nun die Analyse von C.Paige wieder. An
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die Stelle der Rekursionen (2.4) und (2.5) treten nun
AQk = QkTk + βk+1qk+1e
∗
k + Fk (2.8)
Q∗kQk = C
∗
k +∆k + Ck, (2.9)
wobei Ck eine strikte obere Dreiecksmatrix, d.h. mit Nullen auf der Dia-
gonale, ist und ∆k = diag(q
∗
1q1, . . . , q
∗
kqk). Wir haben die Notation hier ein
wenig gea¨ndert: Qk, qk+1, βk+1 und Tk sind das Ergebnis von Rechnungen
in Gleitkommaarithmetik. Um das zu verdeutlichen und die Resultate von
denen exakter Rechnungen zu unterscheiden, mu¨sste man sie beispielsweise
mit einem Dach versehen und es wu¨rden sich (2.8) und (2.9) als
AQˆk = QˆkTˆk + βˆk+1qˆk+1e
∗
k + Fk
Qˆ∗kQˆk = C
∗
k +∆k + Ck,
lesen. Darauf haben wir verzichtet, weisen aber darauf hin, dassQk, qk+1, βk+1
und Tk berechnete Gro¨ßen sind. Weiterhin wird im Nachfolgenden - wie auch
schon bei Paige [23] - angenommen, dass das kleine Eigenwertproblem fu¨r Tk
(bzw. Tˆk) exakt gelo¨st wird, dass also (2.6) auch fu¨r die berechnete Jacobi-
matrix gilt. Die Maschinengenauigkeit wird mit ² und die maximale Anzahl
von Nichtnullelementen in den Zeilen von A mit m bezeichnet. Paige defi-
niert die folgenden Vielfachen der Maschinengenauigkeit:
²0 = 2(N + 4)², ²1 = 2
(
7 +m
‖ | A | ‖
‖A‖
)
²
²2 =
√
2max{6²0, ²1}, ηk = k2.5‖A‖²2.
Unter der Annahme, dass
²0 <
1
12
, k(3²0 + ²1) < 1 (2.10)
ist und Terme der Ordnung von O(²2) ignorierend, bewies Paige, dass fu¨r
die Fehlermatrix Fk ∈ RN×k die Abscha¨tzung
‖Fk‖ ≤
√
k‖A‖²1.
richtig ist, und dass die Ritzwerte im Wesentlichen von den Eigenwerten von
A eingeschlossen werden:
λ1 − ηk ≤ θ(k)j ≤ λN + ηk, j = 1, . . . , k.
Die in (2.7) definierten Zahlen δk,j spielen auch beim Rechnen in endlicher
Arithmetik eine wichtige Rolle, denn aus der einfachen Fehlerschranke ([26]
S.69) folgt
min
1≤l≤N
|λl − θ(k)j | ≤
||Az(k)j − θ(k)j z(k)j ||
||z(k)j ||
≤ 1
||z(k)j ||
(δk,j +
√
k||A||²1). (2.11)
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Fu¨r Ritzvektoren z
(k)
j , deren Norm ungefa¨hr gleich eins ist, folgt aus einem
kleinen δk,j , dass θ
(k)
j in der Na¨he eines Eigenwertes von A liegt. Ist die Norm
eines berechneten Ritzvektors aber sehr viel kleiner als eins, ||z(k)j || ¿ 1, so
kann man anhand eines kleinen δk,j aus (2.11) diese Schlußfolgerung nicht
ziehen. Es gilt aber
Satz 2.4 (Paige, [25]) Fu¨r jeden im kten Schritt des einfachen Lanczo-
salgorithmus berechneten Ritzwert θ
(k)
j gilt:
min
1≤l≤N
|λl − θ(k)j | ≤ max{2.5(δk,j +
√
k||A||²1), (k + 1)3||A||²2}, (2.12)
|q∗k+1z(k)j | =
|²(k)jj |
δk,j
, |²(k)jj | ≤ k||A||²2, (2.13)
mit
(
²
(k)
lj
)
1≤l,j≤k
= S∗k(Kk +Nk)Sk. Dabei ist Kk das strikte obere Dreieck
der schiefsymmetrischen Matrix F ∗kQk −Q∗kFk und Nk ist das strikte obere
Dreieck von ∆kTk − Tk∆k.
Damit folgt fu¨r δk,j ¿ 1 aus (2.12) die Konvergenz eines Ritzwertes
θ
(k)
j gegen einen Eigenwert λ von A unabha¨ngig von der Norm des Ritzvek-
tors. Gleichung (2.13) wird wie folgt interpretiert: Geht die Orthogonalita¨t
zwischen qk+1 und z
(k)
j verloren, so muß δk,j klein sein und somit appro-
ximiert θ
(k)
j einen Eigenwert. Die Umkehrung gilt nicht. Wir wollen noch
darauf hinweisen, dass Paige diesen Zusammenhang durch einen Basiswech-
sel herstellt. Im kten Schritt des einfachen Lanczosalgorithmus in exakter
Arithmetik hat man zwei orthogonale Basen des Krylowraumes Kk(A, q1),
na¨mlich die Lanczosbasis Qk und die Ritzbasis Zk = QkSk. Paige mißt mit
(2.13) den Orthogonalita¨tsverlust zwischen dem zuletzt berechneten Lanc-
zosvektor und den Ritzvektoren.
Das Lanczospha¨nomen
Auf einem Computer implementiert wird, wie bereits erwa¨hnt, Algorithmus
2.2 fast nie abbrechen. Man beobachtet, dass, obwohl die Orthogonalita¨t
unter den Lanczosvektoren verloren geht, die Ritzvektoren in der Regel sehr
gute Approximationen an die Eigenwerte sind. Weiter findet man eventuell
sehr viele Ritzwerte in einem Radius von O(²||A||) um den gro¨ßten Eigen-
wert von A, bevor man eine einzige Ritzapproximation an einen Eigenwert
in der Mitte des Spektrums von A findet. Trotzdem werden meistens alle
Eigenwerte unter den Ritzwerten auftauchen. Die einzige (bekannte) Aus-
nahme ist der Fall, wo A eine Diagonalmatrix ist und der Startvektor q1
eine Komponente gleich Null hat. Diese Eigenschaft, dass auch in endlicher
Arithmetik alle Eigenwerte gefunden werden, wenn man den Algorithmus
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2.2 nur lange genug laufen la¨ßt, wird als Lanczospha¨nomen bezeichnet (vgl.
[6] S.102).
Eine Abscha¨tzung fu¨r den Fehler der berechneten Ritzwerte, die auch
geeignet ist, das Lanczospha¨nomen zu erkla¨ren, wurde das erste Mal in [8]
entwickelt:
Satz 2.5 (Theorem 2 in [8]) Es sei ||A|| ≤ 0.9, λr = 0, u∗rq1 6= 0 und
k ≥ 3. Es gelte außerdem 9k2.5²2 ≤ 1, k2²1 ≤ 0.25
√
0.095|u∗rq1| sowie (2.10),
dann gibt es einen Index 1 ≤ j ≤ k, so dass
∣∣∣θ(k)j − λr∣∣∣ ≤ 12

( 10√k√
6|u∗rq1|
)2/(k−2)
− 1

 (2.14)
gilt.
Die wesentliche Voraussetzung ist dabei, dass der Startvektor q1 Kom-
ponenten hat, die in Richtung des Eigenvektors ur zeigen. Dann findet der
Lanczosalgorithmus den dazu geho¨renden Eigenwert λr. Die u¨brigen Voraus-
setzungen in Satz 2.5 sind technischer Natur und entspringen der Tatsache,
dass im Beweis von den Optimalita¨tseigenschaften der Tschebyscheffpoly-
nome (siehe z.B. [31] S.73 ff oder [34] S.143) Gebrauch gemacht wird. Da
k1/k fu¨r k →∞ gegen 1 konvergiert, besagt (2.14), dass es mindestens einen
Ritzwert geben wird, der den Eigenwert λr approximiert, sofern nur k groß
genug ist, d.h. wenn man lange genug iteriert.
Die Aussage la¨ßt sich nun dahingehend interpretieren, dass der einfache
Lanczosalgorithmus alle Eigenwerte findet, denn mit einem geeigneten Shift
κ und einer passenden Skalierung σ erreicht man, dass fu¨r A˜ = 1σ (A+ κI)
die Norm kleiner oder gleich 0.9 ist, ||A˜|| ≤ 0.9 und dass λ˜r = λr + κ = 0
ist. Mit T˜k =
1
σ (Tk + κIk) geht die Lanczosrekursion (2.8) in
A˜Qk = QkT˜k +
1
σ
(βk+1qk+1e
∗
k + Fk)
u¨ber, so dass dann A˜ die Voraussetzungen von Satz 2.5 erfu¨llt.
2.4 Ritzvektoren und Cluster von Ritzwerten
Die erste Frage, die sich A. Greenbaum und Z. Strakosˇ in [38] gestellt ha-
ben ist die, ob es mo¨glich ist, die Gro¨ße von δk,j wie in (2.7) definiert nur
aus Informationen u¨ber die Ritzwerte abzuscha¨tzen. Das ha¨tte den Vorteil,
dass man selbst bei der kleinen Eigenwertaufgabe fu¨r Tk Eigenvektoren erst
dann bestimmen mu¨ßte, wenn man weiß, dass die Approximationen gut ge-
nug sind. Diese Frage la¨ßt sich zwar positiv beantworten (siehe Lemma 5.1,
Lemma 5.2 und Theorem 5.3 in [38]), aber den dort angegebenen Schranken
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haftet der Nachteil an, dass sie im Allgemeinen nicht angewendet werden
ko¨nnen, um festzustellen, ob δk,j auch fu¨r alle Ritzwerte in einem Cluster
klein ist oder nicht. Fu¨r Ritzvektoren finden wir (vgl. [23] S.138)
Lemma 2.6 ([38]) Fu¨r jeden im kten Schritt von Algorithmus 2.2 berech-
neten Ritzvektor z
(k)
j gilt
||z(k)j − ξ(k)i,j ui|| ≤
δk,j +
√
k||A||²1
min
r 6=i
|λr − θ(k)j |
, mit ξ
(k)
i,j = u
∗
i z
(k)
j , i = 1, . . . N.
(2.15)
Vermutung 2.7 ([38], Strakosˇ, Greenbaum) Fu¨r jeden Ritzwert θ
(k)
j ,
der zu einem Cluster von Ritzwerten geho¨rt, wobei der Cluster eine hinrei-
chend große Lu¨cke1 zu den u¨brigen Ritzwerten aufweist, ist δk,j klein. Das
bedeutet nach Lemma 2.6, dass der zugeho¨rige Ritzvektor eine gute Appro-
ximation an einen Eigenvektor von A darstellt.
Außerdem wird in der Arbeit [38] eine Idee fu¨r eine ober Schranke ge-
geben: Ist δ der Durchmesser des Clusters und γ der minimale Abstand
des Clusters zu den u¨brigen Ritzwerten, so vermuten A. Greenbaum und Z.
Strakosˇ, dass δk,j fu¨r jeden Ritzwert im Cluster von der Gro¨ßenordnung√
δ
γ
(2.16)
ist. Diese Vermutung wird gestu¨tzt durch Experimente mit Matrizen, die
die folgende Eigenwertverteilung haben:
λ1 = 0.1, λN = 100,
λν = λ1 +
ν−1
N−1(λN − λ1)ρN−ν , ν = 2, . . . , N − 1
. (2.17)
Es wurde beobachtet, dass bei Anwendung des Lanczosalgorithmus auf der-
artige Matrizen fu¨r einige Parameterwerte, 0.6 ≤ ρ ≤ 0.8 (vgl. [38] und
[39]), die Orthogonalita¨t unter den Lanczosvektoren sehr schnell verloren
geht. Wir machen ein Experiment aus [38] nach:
Beispiel 2.8 Zu den Parametern N = 24 und ρ = 0.7 in (2.17) wenden
wir Algorithmus 2.2 mit zufa¨llig gewa¨hltem Startvektor q1 an und beobachten
den den Eigenwert λ24 = 100 approximierenden Cluster aus zwei Ritzwerten
zwischen k = 16 und k = 26:
1Wir werden im folgenden o¨fter die Formulierung hinreichend gut isolierter Cluster
benutzen, worunter verstanden werden soll, dass die Ritzwerte in einem kleinen Intervall
der La¨nge δ liegen und der Abstand zu den u¨brigen Ritz- und Eigenwerten γ ist, so dass
δ ¿ γ gilt.
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16 17 18 19 20 21 22 23 24 25 26
10−30
10−25
10−20
10−15
10−10
10−5
100
Bild zu Beispiel 2.8
Schritte k des Lanczosalgorithmus
δk,k der ersten
Ritzapproximation      
δk,k−1 der zweiten
Ritzapproximation         (δ / γ)1/2
                       
In dem Bild wird mit der punktiert gestrichelten Linie (schwarz) δk,k fu¨r
die erste Ritzapproximation und mit der gestrichelten Linie (blau) δk,k−1 fu¨r
die zweite Ritzapproximation dargestellt. Im Vergleich dazu haben wir mit
der durchgezogenen Linie (rot) (2.16) aufgetragen, also die Wurzel aus dem
Abstand der beiden Ritzapproximationen zueinander dividiert durch den
Abstand zu den u¨brigen Ritzwerten im kten Schritt. Fu¨r k = 22 waren die
beiden Ritzapproximationen allerdings rechnerisch im Computer identisch
(und daher die Lu¨cke in der roten Linie). Taucht das erste mal eine zweite
Ritzapproximation in der Na¨he von λ24 auf, so ist fu¨r diese die Zahl δk,k−1
gro¨ßer als (2.16). Erst nach ein paar weiteren Iterationsschritten fallen beide
Ritzna¨herungen mit (2.7) unter (2.16).
Beispiel 2.9 Wir betrachten die gleiche Matrix wie im vorherigen Beispiel
und beobachten diesmal den Cluster, der λ22 ≈ 44.7944 approximiert.
Wir haben wieder mit der punktiert gestrichelten Linie die Gro¨ße (2.7)
fu¨r die erste Ritzapproximation und mit der gestrichelten Linie (2.7) fu¨r
die zweite Ritzapproximation aufgetragen; die durchgezogenen Linie stellt
(2.16) dar. Es ergibt sich ein a¨hnliches Bild: Es dauert eine gewisse Zeit, bis
nach dem Eintreten eines zusa¨tzlichen Ritzwertes in einen Cluster fu¨r jede
Ritzapproximation schließlich (2.7) kleiner als (2.16) ist.
Ein Gegenbeispiel
Wir benutzen nun eine spezielle Matrix, mit der wir demonstrieren, dass
Vermutung 2.7 im Allgemeinen nicht richtig ist. Auch zeigt sich, dass die
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10−18
10−16
10−14
10−12
10−10
10−8
10−6
10−4
10−2
100
102
Bild zu Beispiel 2.9
Schritte k des Lanczosalgorithmus
δk,j der ersten
Ritzapproximation      
δk,j−1 der zweiten
Ritzapproximation         
(δ / γ)1/2 
Gro¨ßen δk,j - anders als in den vorangegangenen beiden Beispielen - nicht
zwangsla¨ufig nach einer gewissen Zeit unter die in (2.16) angegebene Schran-
ke fallen. Angenommen, wir haben eine Diagonalmatrix
A = diag (λ1, . . . , λl, 0,−λ1, . . . ,−λl) ∈ R2l+1,2l+1 (2.18)
und Vektoren mit der folgenden Struktur
y = (a1, a2, . . . , al, al+1,−a1,−a2, . . . ,−al)∗ ∈ R2l+1, (2.19)
z = (b1, b2, . . . , bl, bl+1, b1, b2, . . . , bl)
∗ ∈ R2l+1. (2.20)
Dann rechnet man sofort nach, dass
y∗Ay = z∗Az = 0
und {
Ay − z
Az − y
}
=
{
(c1, . . . , cl, cl+1, c1, . . . , cl)
∗
(d1, . . . , dl, dl+1,−d1, . . . ,−dl)∗
}
gelten. Wenden wir also Algorithmus 2.2 auf eine Matrix der Form (2.18) an
mit einem Startvektor, der die Struktur (2.19) oder (2.20) hat, so erzeugt
dieser Jacobimatrizen Tk, deren Diagonaleintra¨ge gleich Null sind:
α1 = α2 = . . . = αk = 0. (2.21)
Und fu¨r Jacobimatrizen ist (2.21) a¨quivalent zu
θ ∈ Λ(Tk) ⇒ −θ ∈ Λ(Tk),
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was insbesondere
0 ∈
{ ∈ Λ(Tk) , k ungerade
6∈ Λ(Tk) , k gerade
}
impliziert. Fu¨r unser numerisches Beispiel wa¨hlen wir A ∈ R23×23 mit Ei-
genwerten
λ1 = 100, λi+1 = λi − 0.1 fu¨r i = 1, . . . 10
λ12 = 0 und λ12+i = −λi fu¨r i = 1, . . . , 11, (2.22)
Neben den symmetrisch zum Ursprung liegenden Eigenwerten haben wir
auch die Spektrallu¨cke zu λ12 = 0 groß gewa¨hlt, denn man weiß, dass Ritz-
werte um so schneller gegen einen Eigenwert konvergieren, je gro¨ßer dessen
Lu¨cke im Spektrum ist (siehe z.B. [26] S.242 ff). Als Startvektor nehmen wir
q1 =
1√
23
(1, 1, . . . , 1)∗ ∈ R23 und beobachten den Cluster von Ritzwerten um
λ12 = 0.
k βk+1 |s(k)k,j | |s(k)k,j+1|
√
δk
γk
9 0.5164 9.0268× 10−07 - -
10 99.4996 7.0710× 10−01 7.0710× 10−01 9.7023× 10−05
11 0.4924 4.6849× 10−09 - -
12 99.4995 7.0710× 10−01 7.0710× 10−01 6.8258× 10−06
13 0.4626 2.1383× 10−11 - -
14 99.4993 7.0710× 10−01 7.0709× 10−01 4.6544× 10−07
15 0.4254 1.0778× 10−13 - -
16 99.4991 4.8387× 10−01 8.7513× 10−01 3.0700× 10−08
17 0.3782 4.5013× 10−16 - -
18 99.4989 6.8904× 10−01 7.2471× 10−01 1.8764× 10−09
19 0.3185 2.4808× 10−17 - -
20 98.9435 9.9589× 10−01 9.0499× 10−02 2.0156× 10−10
Tabelle 1
In der zweiten Spalte von Tabelle 1 steht die Norm des jeweils neuen
Lanczosvektors, d.h. βk+1 = ||qk+1||. In der fu¨nften Spalte findet sich die
in (2.16) erwa¨hnte Schranke. Fu¨r k gerade finden sich zwei Ritzwerte, die
λ12 = 0 approximieren, und zu denen sich die Betra¨ge der letzten Elemente
der Eigenvektoren von Tk in den Spalten 3 und 4 finden. Der Strich signa-
lisiert, dass fu¨r k ungerade nur eine Ritzna¨herung zu λ12 vorlag. Man stellt
fest, dass fu¨r die beiden Ritzapproximationen (wenn also k eine gerade Zahl
ist) δk,j und δk,j+1 sehr viel gro¨ßer als
√
δk
γk
sind. Offensichtlich kann δk,j
nicht fu¨r jeden hinreichend gut isolierten Cluster von Ritzwerten proportio-
nal zu (2.16) sein.
2.4. RITZVEKTOREN UND CLUSTER VON RITZWERTEN 19
Wir untersuchen nun, wie die Anzahl von Ritzwerten in einem hinrei-
chend gut isolierten Cluster in zwei aufeinanderfolgenden Schritten des Lan-
czosalgorithmus Aussagen u¨ber die Qualita¨t der Ritzapproximationen zulas-
sen. Dazu fu¨hren wir als weitere Bezeichnungen
ψk(λ) = det (λI − Tk) und ψ2,k(λ) = det (λI − T2,k) ,
ein, wobei
T2,k =


α2 β3
β3 α3 β4
. . .
. . .
. . .
. . .
. . . βk
βk αk


ist. Fu¨r die normierten Eigenvektoren von Tk gelten die wohl bekannten
Formeln (siehe z.B. [26], S.129), und das sind die einleitend zu diesem Kapitel
erwa¨hnten Eigenvektor-Eigenwert Identita¨ten.
Lemma 2.10 ([23] S.103 ff) Fu¨r die normierten Eigenvektoren in (2.6)
gilt
s
(k)
1,j s
(k)
k,jψ
′
k(θ
(k)
j ) = β2β3 · · ·βk (2.23)
(s
(k)
1,j )
2ψ′k(θ
(k)
j ) = ψ2,k(θ
(k)
j ) (2.24)
(s
(k)
k,j )
2ψ′k(θ
(k)
j ) = ψk−1(θ
(k)
j ) (2.25)
fu¨r 1 ≤ j ≤ k.
Sind wie bei Jacobimatrizen die Nebendiagonalelemente von Tk alle ungleich
Null, β2β3 · · ·βk 6= 0, so besitzen die Eigenwerte von Tk−1 und von Tk die
so genannte Interlacing Eigenschaft:
θ
(k)
1 < θ
(k−1)
1 < θ
(k)
2 < θ
(k−1)
2 < . . . < θ
(k−1)
k−1 < θ
(k)
k .
Das gilt auch fu¨r die Eigenwerte von T2,k und von Tk.
Die in (2.7) definierten Zahlen δk,j sind das Produkt aus einem Element
der Nebendiagonale einer Jacobimatrix, βk+1, und Betra¨gen der Elemente
der letzten Zeile der Eigenvektormatrix Sk. Da die Nebendiagonalelemente
von Jacobimatrizen aber durch
0 < 2βl < θ
(k)
k − θ(k)1 ≤ λN − λ1 + 2ηk, l = 2, 3, . . . , k.
beschra¨nkt sind, konzentrieren wir uns zuna¨chst auf die letzte Zeile der Ei-
genvektormatrix Tk. Analog zu Lemma 5.1 in [38] erhalten wir allein durch
Ausnutzung der Interlacing Eigenschaft der Eigenwerte von Tk und Tk+1:
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Lemma 2.11 Fu¨r i ≥ 1 und i+ c ≤ k + 1, c ≥ 1, sei δ = θ(k+1)i+c − θ(k)i und
γ = min
{
θ
(k)
i − θ(k+1)i , θ(k)i+c − θ(k+1)i+c
}
,
wobei wir θ
(k)
k+1 = +∞ setzen. Dann gilt
(s
(k+1)
k+1,j )
2 <
δ
γ
, (2.26)
fu¨r j = i+ 1, . . . , i+ c.
Beweis: Ist j ∈ {i+ 1, . . . , i+ c}, so folgt aus (2.25), dass
(s
(k+1)
k+1,j )
2 =
ψk(θ
(k+1)
j )
ψ′k+1(θ
(k+1)
j )
=
k∏
l=1
(θ
(k+1)
j − θ(k)l )
k+1∏
l=1
l6=j
(θ
(k+1)
j − θ(k+1)l )
≤ δ
(θ
(k+1)
j − θ(k+1)i )
k∏
l=1
l6=i
(θ
(k+1)
j − θ(k)l )
k+1∏
l=1
l6=j,i
(θ
(k+1)
j − θ(k+1)l )
<
δ
θ
(k+1)
j − θ(k)i
≤ δ
γ
.
gilt. Die beiden letzten Ungleichungen folgen dabei aus der Interlacing Ei-
genschaft der Eigenwerte von Jacobimatrizen, denn es ist 0 < θ
(k+1)
j −θ(k)l <
θ
(k+1)
j − θ(k+1)l falls l kleiner als j ist, und θ(k+1)l+1 − θ(k+1)j > θ(k)l − θ(k+1)j fu¨r
l ≥ j. 2
Jetzt muß man auf zwei Punkte hinweisen. Zum einen, im Gegensatz zu
den Betrachtungen der vorangegangenen Beispiele, wurde in Lemma 2.11
der Clusterdurchmesser δ und die Spektrallu¨cke γ anhand der Ritzwerte in
zwei aufeinander folgenden Schritten des Lanczosalgorithmus definiert. Und
zum anderen haben wir gerade ausschließlich die Interlacing Eigenschaft der
Nullstellen von ψk und ψk+1 ausgenutzt. Wenn aber, wie im vorangegange-
nen Lemma, die Anzahl der Ritzwerte in einem Cluster in zwei aufeinander
folgenden Schritten konstant ist, ko¨nnen wir eine bessere Schranke als (2.26)
entwickeln, die in Satz 2.14 angegeben werden wird. Zuvor beno¨tigen wir
noch ein weiteres Lemma, das Auskunft u¨ber die Lage von Extremstellen
einer gewissen rationalen Funktion gibt.
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Lemma 2.12 Seien p(z) =
l∏
j=1
(z − xj) und q(z) =
l∏
j=1
(z − yj) Polynome
mit Nullstellen xj , yj ∈ (−1, 1) und es gelte
l∑
j=1
(xj − yj)(1− xjyj)
|z − xj |2|z − yj |2 > 0 (oder < 0) fu¨r alle |z| = 1, (2.27)
dann finden sich die Extremstellen von
∣∣∣p(z)q(z)
∣∣∣ auf dem Einheitskreis bei z = 1
und z = −1.
Beweis: Das Bestimmen der Extremwerte von
∣∣∣p(z)q(z)
∣∣∣ auf dem Einheitskreis
ist gleichbedeutend damit, das Maximum und Minimum der Funktion
f(t) =
∣∣∣∣p(eit)q(eit)
∣∣∣∣
2
fu¨r 0 ≤ t ≤ pi zu finden. Der Za¨hler der Ableitung von f ist aber gerade
2 sin(t)
l∑
j=1
(xj − yj)(1− xjyj)
|z − xj |2 |z − yj |2
m∏
ν=1
|z − xν |2 |z − yν |2 , (2.28)
mit z = eit. Da (2.28) nach (2.27) im Intervall von 0 bis pi nur dann den
Wert Null annimmt, falls t = 0 oder t = pi ist, ist der Beweis erbracht. 2
Bemerkung 2.13 Es ist offensichtlich, dass (2.27) erfu¨llt ist, wenn die
Nullstellen wie folgt angeordnet sind: xj ≤ yj (bzw. yj ≤ xj) fu¨r 1 ≤ j ≤ l
und es gibt mindestens einen Index ι, so dass xι < yι (bzw. yι < xι) gilt,
womit auch der triviale Fall einer konstanten Funktion ausgeschlossen ist.
Wir ko¨nnen nun eine obere Schranke fu¨r die Summe der Quadrate der
Eintra¨ge der letzten Zeile der normierten Eigenvektoren von Tk entwickeln,
deren Ritzvektoren zu einem hinreichend gut isolierten Cluster geho¨ren. In-
teressant ist, dass die Anzahl der Ritzwerte im Cluster nicht in die Schranke
mit einfließt. Wir setzen fu¨r den folgenden Satz noch θ
(k−1)
0 = −∞ und
θ
(k−1)
k = +∞.
Satz 2.14 Angenommen, 1 ≤ c ≤ k−1 Nullstellen von ψk−1 und ψk bilden
einen Cluster mit Durchmesser δ und Spektrallu¨cke γ, d.h. dass entweder
δ = θ
(k−1)
i+c−1 − θ(k)i , γ = min{θ(k)i+c − θ(k−1)i+c−1, θ(k)i − θ(k−1)i−1 } (2.29)
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θ
(k−1)
i−1 θ(k−1)i+c−1θ(k−1)i
θ
(k)
i θ
(k)
i+cθ
(k)
i+c−1
δ
≥ γ≥ γ
mit i ≥ 1 und i+ c ≤ k oder
δ = θ
(k)
i+c−1 − θ(k−1)i−1 , γ = min{θ(k−1)i+c−1 − θ(k)i+c−1, θ(k−1)i−1 − θ(k)i−1} (2.30)
θ
(k)
i−1 θ
(k)
i+c−1θ
(k)
i
θ
(k−1)
i−1 θ(k−1)i+c−1θ
(k−1)
i+c−2
δ
≥ γ≥ γ
mit i ≥ 2 und i+ c− 1 ≤ k gilt. Ist dann δ2 < γ, so folgt
c∑
l=1
(
s
(k)
k,i+l−1
)2
< 3
δ
γ − δ2
(2.31)
Beweis: Wir nehmen an, dass die Ritzwerte nach (2.29) verteilt sind. Der
Beweis a¨ndert sich kaum fu¨r (2.30). Wir bezeichnen den Mittelpunkt des
Clusters mit a = 12
(
θ
(k)
i + θ
(k−1)
i+c−1
)
und rechnen nach, dass
a− δ − θ(k−1)i+c−1
a− δ − θ(k)i
= 1 +
θ
(k)
i − θ(k−1)i+c−1
a− δ − θ(k)i
= 1 +
−δ
−12δ
= 3.
richtig ist. Und wir bezeichnen mit B = Bδ(a) die offene Kreisscheibe vom
Radius δ mit Mittelpunkt a. Da die Nullstellen von ψk−1 und ψk die Inter-
lacing Eigenschaft besitzen, ko¨nnen wir Lemma 2.12 anwenden:
max
z∈∂B
∣∣∣∣∣
c∏
l=1
z − θ(k−1)i+l−1
z − θ(k)i+l−1
∣∣∣∣∣ = maxz∈{a+δ,a−δ}
∣∣∣∣∣
c∏
l=1
z − θ(k−1)i+l−1
z − θ(k)i+l−1
∣∣∣∣∣
<
a− δ − θ(k−1)i+c−1
a− δ − θ(k)i
= 3.
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Ferner u¨berpru¨ft man leicht, dass die folgenden beiden Ungleichungen fu¨r
alle z ∈ ∂B gelten:∣∣∣∣∣z − θ
(k−1)
j
z − θ(k)j
∣∣∣∣∣ < 1, falls 1 ≤ j ≤ i− 1
und ∣∣∣∣∣z − θ
(k−1)
j
z − θ(k)j+1
∣∣∣∣∣ < 1, falls i+ c ≤ j ≤ k − 1.
Damit scha¨tzen wir nun das Kurvenintegral von
ψk−1
ψk
entlang ∂B ab:
∣∣∣∣∣∣
1
2pii
∫
∂B
ψk−1(z)
ψk(z)
dz
∣∣∣∣∣∣ ≤ δ maxz∈∂B
∣∣∣∣ψk−1(z)ψk(z)
∣∣∣∣
<
δ
min
z∈∂B
|z − θ(k)i+c|
max
z∈∂B
∣∣∣∣∣
c∏
l=1
(
z − θ(k−1)k−l
z − θ(k)k−l+1
)∣∣∣∣∣
< 3
δ
γ − δ2
.
Man beachte, dass θ
(k)
j eine einfache Nullstelle von
ψk(λ)
ψk−1(λ)
ist und aus diesem
Grund
d
dλ
ψk(λ)
ψk−1(λ)
∣∣∣∣
λ=θ
(k)
j
=
ψ′k(θ
(k)
j )
ψk−1(θ
(k)
j )
6= 0
gilt. Wir wenden (2.25) zusammen mit dem Residuensatz (siehe z.B. [2], S.
150) an und erhalten schließlich
c∑
l=1
(
s
(k)
k,i+l−1
)2
=
c∑
l=1
ψk−1(θ
(k)
i+l−1)
ψ′k(θ
(k)
i+l−1)
=
1
2pii
∫
∂B
ψk−1(z)
ψk(z)
dz. (2.32)
2
Sind also im (k − 1)ten und kten Schritt des Lanczosalgorithmus gleich
viele Ritzwerte in einem hinreichend gut isolierten Cluster, so ist nach (2.31)
δk,j von der Gro¨ßenordnung O
(√
δ
γ
)
, denn βk+1 ist beschra¨nkt. Da nun Al-
gorithmus 2.2 aufgrund von Rundungsfehlern fast nie abbricht, wird auch
die Clustergro¨ße zunehmen, was wir in den na¨chsten beiden Sa¨tzen unter-
suchen werden. Nachfolgend nehmen wir an, dass die Anzahl der Ritzwerte
in einem Cluster in den Schritten k und k + 1 gleich ist. Der Satz ist also
anwendbar, falls vom (k− 1)ten zum kten Schritt ein Ritzwert zum Cluster
hinzugekommen ist.
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Satz 2.15 Es mo¨gen 1 ≤ c ≥ k Nullstellen von ψk und ψk+1 einen Cluster
mit Durchmesser δ und Spektrallu¨cke γ bilden, d.h. dass entweder
δ = θ
(k+1)
i+c − θ(k)i , γ = min{θ(k)i+c − θ(k+1)i+c , θ(k)i − θ(k+1)i } (2.33)
mit i ≥ 1 und i+ c ≤ k oder
δ = θ
(k)
i+c−1 − θ(k+1)i , γ = min{θ(k+1)i+c − θ(k)i+c−1, θ(k+1)i − θ(k)i−1}
mit i ≥ 2 und i+ c ≤ k gilt. Ist dann δ2 < γ, so folgt
c∑
l=1
(
s
(k)
k,i−l+1
)2
< 3
(σk+1 − γ + δ2)2
β2k+1
δ
γ − δ2
, (2.34)
wobei σk+1 = θ
(k+1)
k+1 − θ(k+1)1 ist. Liegt der Cluster am rechten Ende des
Spektrums, d.h. ist
δ = θ
(k+1)
k+1 − θ(k)k−c+1, γ = θ(k+1)k−c+1 − θ(k)k−c+1
und ist ebenfalls δ2 < γ, so folgt
c∑
l=1
(
s
(k)
k,k−l+1
)2
< 3
(σk+1 +
δ
2)
β2k+1
δ. (2.35)
(Natu¨rlich gilt (2.35) auch, wenn sich der Cluster am linken Ende des Spek-
trums befindet.)
Beweis: Der Beweis unterscheidet sich nicht wesentlich von dem des Satzes
2.14. Wir beweisen (2.34) unter der Voraussetzung von (2.33). Dank der aus
drei Termen bestehenden Rekursion der charakteristischen Polynome von
Tridiagonalmatrizen gilt
ψk+1(θ
(k)
j ) = (θ
(k)
j − αk+1)ψk(θ(k)j )− β2k+1ψk−1(θ(k)j ) = −β2k+1ψk−1(θ(k)j ).
Wir bezeichnen wieder mit a = 12
(
θ
(k)
i + θ
(k+1)
i+c
)
den Mittelpunkt des Clu-
sters und mit B = Bδ(a) die offene Kreisscheibe vom Radius δ mit Mittel-
punkt a. Anstelle von (2.32) gilt nun
c∑
l=1
(
s
(k)
k,i+l−1
)2
= − 1
β2k+1
c∑
l=1
ψk+1(θ
(k)
i+l−1)
ψ′k(θ
(k)
i+l−1)
= − 1
β2k+1
1
2pii
∫
∂B
ψk+1(z)
ψk(z)
dz.
Wie im vorherigen Beweis fu¨hrt die Standardabscha¨tzung fu¨r Integrale, Lem-
ma 2.12 und die Interlacing Eigenschaft der Nullstellen von ψk und ψk+1
schließlich zu∣∣∣∣∣∣
1
2pii
∫
∂B
ψk+1(z)
ψk(z)
dz
∣∣∣∣∣∣ < 3
(
σk+1 − γ + δ
2
)2 δ
γ − δ2
.
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2
Bei dem Gegenbeispiel mit der Matrix (2.22) ist die Anzahl der Ritzwerte
in dem die Null approximierenden Cluster alternierend. Und wie Tabelle 1
zeigt, ko¨nnen wir nicht schlußfolgern, dass δk,j fu¨r jeden Ritzwert im Cluster
klein ist, falls nur δ ¿ γ. Das ist allerdings nicht die ganze Wahrheit, denn
Tabelle 1 zeigt auch, dass die Ritzapproximation fu¨r den Fall, dass k eine
ungerade Zahl ist, sehr gut ist.
Lemma 2.16 Angenommen, wir haben zwei Polynome p(z) =
l+1∏
j=1
(z − xj)
und q(z) =
l∏
j=1
(z − yj) mit δ > 0 und
−δ
2
= x1 < y1 < x2 < . . . < yl < xl+1 =
δ
2
. (2.36)
Dann gilt:
max
|z|=δ
∣∣∣∣p(z)q(z)
∣∣∣∣ ≤ 43
√
3 δ.
Beweis: a) Ist |<(z)| ≥ δ2 , so folgt fu¨r alle |z| = δ aufgrund der Interlacing
Eigenschaft (2.36) der Polynome p und q:∣∣∣∣p(z)q(z)
∣∣∣∣ ≤ max{|z − x1|, |z − xl+1|}.
Und da δ2 = (<(z))2 + (=(z))2 gilt, erkennt man (=(z))2 ≤ 34δ2. Also gilt∣∣∣∣p(z)q(z)
∣∣∣∣ ≤ √max{(<(z)− x1)2, (<(z)− xl+1)2}+ (=(z))2
≤
√
9
4
δ2 +
3
4
δ2 =
√
3 δ
fu¨r |z| = δ mit |<(z)| ≥ δ2 .
b) Andererseits, ist |<(z)| < δ2 , so muß auch |=(z)| >
√
3
4δ fu¨r |z| = δ
gelten. Wiederum dank der Interlacing Eigenschaft (2.36) existiert ein Index
ι ∈ {1, . . . , l}, so dass∣∣∣∣p(z)q(z)
∣∣∣∣ < |z − x1| |z − xl+1||z − yι| ≤
|z − x1| |z − xl+1|
|=(z)|
<
√
4
3
1
δ
√
((<(z)− x1)2 + (=(z))2) ((<(z)− xl+1)2 + (=(z))2)
<
√
4
3
1
δ
√
(δ2 + δ2)(δ2 + δ2) =
4
3
√
3 δ
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richtig ist. 2
Somit bekommen wir
Satz 2.17 Es mo¨gen 2 ≤ c+1 ≤ k−1 Nullstellen von ψk−1 und c Nullstellen
von ψk einen Cluster mit Durchmesser δ und Spektrallu¨cke γ bilden, d.h.
δ = θ
(k−1)
i+c−1 − θ(k−1)i−1 , γ = min{θ(k−1)i−1 − θ(k)i−1, θ(k)i+c − θ(k−1)i+c−1}
θ
(k)
i−1 θ
(k)
i θ
(k)
i+c−1 θ
(k)
i+c
θ
(k−1)
i−1 θ
(k−1)
i+c−1
δ
≥ γ≥ γ
fu¨r ein i ≥ 2 mit i+ c ≤ k. Ist dann δ2 < γ, so folgt:
c∑
l=1
(
s
(k)
k,i+l−1
)2
<
4
3
√
3
δ2(
γ − δ2
)2
Ist die Anzahl der Nullstellen von ψk in einem Cluster mit Durchmesser δ
und Spektrallu¨cke γ gleich c und die Anzahl der Nullstellen von ψk+1 gleich
c+ 1, d.h.
δ = θ
(k+1)
i+c − θ(k+1)i , γ = min{θ(k+1)i − θ(k)i−1, θ(k)i+c − θ(k+1)i+c }
und es ist entweder i ≥ 1 und i + c ≤ k oder i ≥ 2 und i + c ≤ k + 1. Gilt
dann δ2 < γ, so folgt
c∑
l=1
(
s
(k)
k,i+l−1
)2
<
4
3
√
3
(
σk+1 − γ + δ2
)
β2k+1
δ2(
γ − δ2
)2 . (2.37)
Haben wir also ein Intervall der La¨nge δ, in dem sich in mehreren aufein-
anderfolgenden Schritten ein Cluster befindet, und hat dieses Intervall einen
Abstand von γ > δ2 zu den u¨brigen Ritzwerten, so folgt:
Korollar 2.18 Es sei θ
(k)
• der Ritzwert in einem Cluster, so dass |s(k)k,•| mi-
nimal ist. Wir bezeichnen mit ck die Anzahl von Ritzwerten im kten Schritt
im Cluster. Dann gilt:
δk,• ≤


√
3 βk+1
1√
ck
√
δ
γ− δ
2
, ck−1 = ck√
3
(
σk+1 − γ + δ2
)
1√
ck
√
δ
γ− δ
2
, ck+1 = ck
4√
3
βk+1
1√
ck
δ
γ− δ
2
, ck−1 = ck + 1
4√
3
(
σk+1 − γ + δ2
)
1√
ck
δ
γ− δ
2
, ck+1 = ck + 1
(2.38)
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Damit kann man auch schlußfolgern, dass ein Durchgangscluster, wor-
unter wir einen Cluster verstehen, der nicht in der Na¨he eines Eigenwertes
liegt, nur aus einem Ritzwert bestehen kann. Knizhnerman hat in [19] ein
a¨hnliches Resultat generiert, doch erscheint uns die dortige Beweisfu¨hrung
wesentlich komplizierter.
Angenommen, wir haben zwei benachbarte Eigenwerte λj und λj+1, die
einen hinreichend großen Abstand von 2γ zueinander haben. Befa¨nden sich
in zwei aufeinanderfolgenden Schritten des Lanczosalgorithmus jeweils ein
Ritzwert ungefa¨hr bei 12(λj + λj+1) und deren Abstand zueinander wa¨re
δ ¿ γ, so wu¨rde aus Satz 2.14 und Satz 2.4 folgen, dass sich dort auch ein
Eigenwert befa¨nde, was aber von vorneherein ausgeschlossen ist.
Nach dem so genannten Persistance Theorem (siehe [25], Formel (3.9)
dort) gilt fu¨r t > k:
min
1≤l≤t
|θ(k)• − θ(t)l | ≤ δk,•,
was zusammen mit (2.38) bedeutet: Hat sich einmal ein Cluster gebildet, so
bleibt demzufolge immer mindestens ein Ritzwert in der Na¨he eines Eigen-
wertes.
Fortsetzung von Beispiel 2.8 und Beispiel 2.9
Wir verwenden die Daten, d.h. Matrix und Startvektor aus Beispiel 2.8.
In dem Diagramm wird fu¨r die Ritzapproximationen an λ24 nun
∑
Cluster
(
s
(k)
k,•
)2
und die obere Schranke aus den Sa¨tzen 2.14, 2.15 und 2.17 aufgetragen. Ge-
nauer benutzen wir bis k = 14 die Schranke (2.31), bei k = 15 das Minimum
von (2.31) und (2.37), bei k = 16 wurde (2.35) und ab k = 17 wieder (2.31)
verwendet.
Fortsetzung von Beispiel 2.9, d.h. Betrachtung des Cluster zu λ22 ≈
44.7944. Das Diagramm zeigt wieder
∑
Cluster
(
s
(k)
k,•
)2
und die Schranken aus
den Sa¨tzen 2.14, 2.15 und 2.17: Fu¨r k = 32 ist das Minimum aus (2.31) und
(2.37), fu¨r k = 33 die obere Schranke (2.34) und sonst (2.31) aufgetragen.
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Beispiel 2.8, Fortsetzung
Schritte k des Lanczos Algorithmus
Bei k=10 und k=11 sind 
die Ritzapproximationen
im Rechner identisch.  
                       
Eine zweite Ritzapproximation
           zu λ=100    
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Beispiel 2.9, Fortsetzung
Schritte k des Lanczosalgorithmus
Eine dritte Ritzapproximation                        
       zu λ22≈ 44.7944                
Kapitel 3
Stabilisierung der Gewichte
Ist in diesem Kapitel vom cg-Verfahren die Rede, so setzen wir implizit, d.h.
ohne es jedesmal zu erwa¨hnen, noch zusa¨tzlich voraus, dass die symmetri-
sche Matrix A ∈ RN×N auch positiv definit ist. Das ließe sich durch einen
positiven Shift A˜ = A + κI, κ > 0, immer erreichen und bedeutet fu¨r das
Spektrum lediglich eine Verschiebung auf der reellen Zahlengeraden. Da die
Krylowunterra¨ume Kk(A, q) zudem shiftinvariant sind, d.h. es gilt
Kk(A, q) = Kk(A+ κI, q), κ ∈ R,
wie man sich leicht u¨berlegen kann, bedeutet die Annahme der positiven
Definitheit von A fu¨r den Lanczosalgorithmus keine Einschra¨nkung, sie ist
aber fu¨r das cg-Verfahren eine notwendige Voraussetzung. Als erstes zeigen
wir nun den Zusammenhang zwischen Lanczosalgorithmus und cg-Verfahren
auf.
Betrachtet man das lineare Gleichungssystem
Ax = b, b ∈ RN , (3.1)
dessen eindeutige Lo¨sung x˜ ist, so lauten die Rekursionen des cg-Verfahrens
bei gegebenem Startvektor x0 ∈ RN wie folgt:
Algorithmus 3.1 (cg-Verfahren) x0 ∈ RN , r0 = b − Ax0, p0 = r0. Fu¨r
k = 1, 2, . . .
%k−1 =
r∗k−1rk−1
p∗k−1Apk−1
xk = xk−1 + %k−1pk−1
rk = rk−1 − %k−1Apk−1
ςk =
r∗krk
r∗k−1rk−1
pk = rk + ςkpk−1
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Die Vektoren {r0, r1, . . . , rk−1} bilden eine orthogonale Basis des Krylowrau-
mes Kk(A, r0). Gilt fu¨r den Startvektor q1 des Lanczosalgorithmus, dass
q1 =
r0
||r0|| ist, so erha¨lt man die Koeffizienten αj , βj des Lanczosalgorithmus
aus denen des cg-Verfahrens und die Lanczosvektoren sind die normierten
Residuen rk = b − Axk der Approximationen xk des cg-Verfahrens an die
Lo¨sung x˜ von (3.1).
qk+1 = (−1)k rk||rk||
αk =
1
%k−1
+
ςk−1
%k−2
βk+1 =
√
ςk
%k−1
wobei ς0 = 0 und %−1 = 1 gesetzt wurden. Das bedeutet, dass beide Ver-
fahren ihre Na¨herungslo¨sungen u¨ber bzw. aus dem gleichen Krylowraum
gewinnen, denn fu¨r die cg-Iterierten xk gilt
xk ∈ xo + Kk(A, r0), (3.2)
d.h. es gibt einen Vektor yk ∈ Rk, so dass
xk = x0 +Qkyk (3.3)
gilt. Nutzt man aus, dass rk orthogonal zur Lanczosbasis {q1, . . . , qk} ist und
dass q1 =
r0
||r0|| gilt, so folgt mit (3.3) (siehe [40])
0 = Q∗krk = Q
∗
k (b−Axk) = Qk(b−Ax0 −AQkyk)
= Q∗kr0 −Q∗kAQkyk = ||r0||e1 − Tkyk.
Also kann man die Na¨herungslo¨sungen des cg-Verfahrens gewinnen, indem
man ein lineares Gleichungssystem mit der vom Lanczosalgorithmus erzeug-
ten Jacobimatrix Tk lo¨st.Umgekehrt wird in [15] S. 494 ff beschrieben, wie
man die Koeffizienten %j , ςj aus denen des Lanczosverfahrens erha¨lt.
Der Lanczosalgorithmus zur Eigenwertapproximation und das cg-Verfahren
zur Gleichungssystemlo¨sung erzeugen sukzessive eine (und zwar die glei-
che) Folge orthogonaler Polynome, wobei sich das innere Produkt als ein
Riemann-Stieltjes Integral zu einer bestimmten Gewichtsfunktion m(λ) dar-
stellt. Bei exakter Rechnung erhalten wir nachN Schritten - fallsKN (A, q1) =
R
N ist:
AQN = QNTN , TN = SNΛS
∗
N .
Die charakteristischen Polynome
1, ψ1, . . . , ψN
31
der fu¨hrenden Hauptabschnitte von TN sind orthogonal bezu¨glich des dis-
kreten Skalarproduktes
(φ, ϕ) =
N∑
j=1
mjφ(λj)ϕ(λj),
dabei sind die positiven Gewichte mj gegeben durch das Quadrat des Kosi-
nus des Winkels zwischen dem jten Eigenvektor uj von A und dem Start-
vektor q1 des Lanczosalgorithmus
mj = (q
∗
1uj)
2 = (s
(N)
1,j )
2,
N∑
j=1
mj = 1. (3.4)
Damit bekommen wir eine Gewichtsfunktion
m(λ) =


0 falls λ < λ1
j∑
l=1
ml falls λj ≤ λ < λj+1
1 falls λN ≤ λ
(3.5)
und das Riemann-Stieltjes Integral (ζ ≤ λ1, λN ≤ ξ)
ξ∫
ζ
f(λ)dm(λ) =
N∑
l=1
mlf(λl). (3.6)
Bezeichnet Mj die Menge aller Polynome vom Grad kleiner gleich j, deren
Koeffizient der ho¨chsten Potenz gleich eins ist, so erfu¨llen die Lanczospoly-
nome die folgende Minimierungseigenschaft (siehe z.B. [13] S.25 ff.)
ψj = arg min
ψ∈Mj
ξ∫
ζ
ψ2(λ)dm(λ), j = 0, . . . , N. (3.7)
Nach k Schritten des Lanczosalgorithmus angewandt auf A, q1 erhalten
wir eine Jacobimatrix Tk = SkΘkS
∗
k und wir ko¨nnen demzufolge das k-
dimensionale Problem formulieren
(φ, ϕ)k =
k∑
j=1
mjφ(θ
(k)
j )ϕ(θ
(k)
j ), m
(k)
j = (s
(k)
1,j )
2,
k∑
l=1
m
(k)
j = 1. (3.8)
Das heißt, wir haben im k-ten Schritt die Gewichtsfunktion m(k)(λ) als
m(k)(λ) =


0 falls λ < θ
(k)
1
j∑
l=1
m
(k)
l falls θ
(k)
j ≤ λ < θ(k)j+1
1 falls θ
(k)
k ≤ λ
(3.9)
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Und die ersten k Polynome von 1, ψ1, ψ2, . . . , ψN , die durch (3.7) bzw.
von der Gewichtsfunktion m(λ) bestimmt werden, erha¨lt man ebenfalls aus
ψj = arg min
ψ∈Mj
ξ∫
ζ
ψ2(λ)dm(k)(λ), j = 0, . . . , k, (3.10)
d.h. aus der Gewichtsfunktionm(k)(λ). Im na¨chsten Schritt des Lanczosalgo-
rithmus werden dann die die Gewichtsfunktion m(k)(λ) bestimmenden Paa-
re {θ(k)j ,m(k)j }1≤j≤k durch die Paare {θ(k+1)j ,m(k+1)j }1≤j≤k+1 ersetzt, welche
die Gewichtsfunktion m(k+1)(λ) bestimmen, und die Polynome 1, ψ1, . . . , ψk
sind orthogonal bezu¨glich des durch m(k+1)(λ) definierten Skalarproduktes
(3.8) bzw. (3.10).
Wa¨hrend sich also die Gewichtsfunktionen in jedem Schritt a¨ndern, bleibt
die Orthogonalita¨t unter den zuvor bestimmten Polynomen (3.9) auch bezu¨glich
der jeweils neuen Skalarprodukte erhalten. Die Erwartung und Beobachtung
ist, dass sich die Skalarprodukte (3.8) dem urspru¨nglichen (3.4) in einer be-
stimmten Weise anna¨hern: Stabilisierung der Gewichte, und darunter ver-
stehen wir folgendes:
a) In exakter Arithmetik: Nach k Schritten des Lanczosalgorithmus mo¨ge
θ
(k)
j ein einfacher Ritzwert sein, der den Eigenwert λr approximiert,
so dass δk,j klein ist und der Abstand von λr und θ
(k)
j zu den u¨brigen
Ritz- und Eigenwerten mo¨ge hinreichend groß sein . Ist es richtig, dass
dann
mr ≈ m(k)j (3.11)
gilt? Diese Frage ko¨nnen wir mit Satz 3.4 bereits positiv beantworten.
b) Endliche Arithmetik: In der Arbeit [16] hat A. Greenbaum gezeigt,
dass es nach k Schritten des Lanczosalgorithmus bzw. des cg-Verfahrens
eine Matrix AK (sowie beim cg-Verfahren eine rechte Seite bK) gibt,
so dass das in endlicher Arithmetik berechnete Ergebnis, also die Ja-
cobimatrix Tk, das Gleiche ist als ha¨tte man den Lanczosalgorithmus
bzw. das cg-Verfahren mit der Matrix AK (und dem Vektor bK) exakt
ausgefu¨hrt. Typischerweise ist die Dimension von AK sehr viel gro¨ßer
als die von A: dim(AK) À dim(A). Ritzwerte bilden einen Cluster
nur in der Na¨he eines Eigenwertes. Die Matrix AK , die nicht expli-
zit berechnet wird, hat den Nachteil von der Anzahl der Iterationen
k abzuha¨ngen, es gibt in jedem Schritt des Lanczosalgorithmus eine
andere Matrix AK = AK(k). Daher stellt sich die Frage: Wenn man
ein kleines Intervall vorgibt, in dem sich Ritzwerte (ohne die Anzahl
genau zu spezifizieren) um einen Eigenwert λr clustern, ist es dann
richtig, dass auch in diesem Fall die Gewichtsfunktion m(λ) aus (3.5)
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reproduziert wird, dass also
mr ≈
∑
Cluster
m
(k+l)
• , l ≥ 1, (3.12)
λrλr
mr ≈ mr
gilt? Die numerisch beobachtete Stabilisierung der Gewichte fu¨r einen
beliebigen Cluster von Ritzwerten werden wir mit Hilfe der Sa¨tze 3.7
und 3.8 nachweisen.
Wir beschreiben das an einem
Beispiel 3.1 Wir wenden den Lanczosalgorithmus an auf eine Diagonal-
matrix mit Eigenwerten (2.17), ρ = 0.7 und N = 24, und benutzen als
Startvektor q1 =
1√
24
e. Wir beobachten die Summe der Gewichte, die zu ei-
nem Cluster von Ritzwerten geho¨rt, die alle den Eigenwert λ23 ≈ 66.9896
approximieren. Dabei ist dann m23 = (q
∗
1e23)
2 ≈ 0.041666666666667. In
der Tabelle wurden fu¨r einige Schritte k des Lanczosalgorithmus die Summe
der Gewichte zu diesem Cluster in der zweiten Spalte sowie die Gro¨ße des
Clusters Ck in der dritten Spalte aufgelistet. Man erkennt, daß nach einer
kurzen anfa¨nglichen Phase, sich die Gewichte stabilisieren. Und auch, wenn
man den Lanczosalgorithmus weit u¨ber die Dimension N = 24 von A hin-
auslaufen la¨ßt (k ≥ 50 in Tabelle 2), bleibt die Summe der Gewichte zum
Cluster konstant und gibt das Gewicht m23 wieder.
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k
∑
Cluster
m
(k)
• Ck
1 - 0
2 - 0
3 - 0
4 - 0
5 - 0
6 0.04214440362557 1
7 0.04168101932042 1
8 0.04166682193259 1
9 0.04166666731948 1
10 0.04166666666777 1
11 0.04166666666667 1
18 0.04166666666667 2
50 0.04166666666667 4
51 0.04166666666667 4
52 0.04166666666667 5
53 0.04166666666667 5
Tabelle 2
Die Beweisfu¨hrung fu¨r (3.11) und (3.12) erfolgt, indem man die normier-
ten Eigenvektoren von Jacobimatrizen betrachtet. Die Umformulierung von
a) und b) mit Jacobimatrizen lautet daher: Angenommen, man hat eine Ja-
cobimatrix TK und betrachtet einen fu¨hrenden Hauptabschnitt Tl, l < K, so
dass jeweils ein Teil des Spektrums von TK und Tl in dem gleichen Intervall
der La¨nge δ liegt und so dass sich in nach links und rechts angrenzenden In-
tervallen, die mindestens die La¨nge γ haben, keine Eigenwerte von TK bzw.
Tl befinden: Sind dann die zu diesen beiden Clustern geho¨renden Summen
der Gewichte anna¨hernd gleich, falls nur δ sehr viel kleiner als γ ist? In [38]
findet sich:
Vermutung 3.2 (Strakosˇ, Greenbaum) Es sei TK eine Jacobimatrix und
C
(K)
ν,η = {θ(K)ν , . . . , θ(K)ν+η} eine nichtleere Teilmenge des Spektrums von TK ,
J = {ν, . . . , ν + η}. Ebenso sei fu¨r den fu¨hrenden Hauptabschnitt Tl C(l)ν¯,η¯ =
{θ(l)ν¯ , . . . , θ(l)ν¯+η¯} eine nichtleere Teilmenge der Eigenwerte von Tl, die die
Punkte in C
(k)
ν,η approximieren, J¯ = {ν¯, . . . , ν¯ + η¯}. Es sei
γ(K)ν,η = min
{
θ(K)ν − θ(K)ν−1, θ(K)ν+η+1 − θ(K)ν+η
}
γ
(l)
ν¯,η¯ = min
{
θ
(l)
ν¯ − θ(l)ν¯−1, θ(l)ν¯+η¯+1 − θ(l)ν¯+η¯
}
γ = min
{
γ(K)ν,η , γ
(l)
ν¯,η¯
}
δ = max
{
|θ(K)j − θ(l)r |, j ∈ J, r ∈ J¯
}
,
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wobei wir θ
(l)
0 = θ
(K)
0 und θ
(l)
l+1 = θ
(K)
K+1 formal auf −∞ bzw. +∞ gesetzt
haben. Wird die Funktion ht,k(γ, δ) definiert durch
ν+η∑
j=ν
m
(k)
j =
ν¯+η¯∑
r=ν¯
m(l)r + ht,k(γ, δ),
so folgt aus δ ¿ γ, dass
|ht,k(γ, δ)| ¿ 1 (3.13)
ist.
Bei einer 3×3 Matrix la¨ßt sich diese Vermutung noch leicht nachpru¨fen,
indem man im Wesentlichen lediglich die Interlacing Eigenschaft der Null-
stellen der charakteristischen Polynome von Jacobimatrizen ausnutzt.
Beispiel 3.3 Es sei δ = θ
(3)
3 − θ(2)2 und γ = θ(2)2 − θ(3)2 , dann gilt:∣∣∣m(2)2 −m(3)3 ∣∣∣ < 3 δγ . (3.14)
Beweis: Als erstes erha¨lt man mit Hilfe von Lemma 2.10, dass
∆2 = m
(2)
2 −m(3)3 =
β22
ψ1(θ
(2)
2 )ψ
′
2(θ
(2)
2 )
− β
2
2β
3
3
ψ2(θ
(3)
3 )ψ
′
3(θ
(3)
3 )
gilt, und man kann leicht nachpru¨fen, dass
β22 = (θ
(2)
2 − θ(1)1 )(θ(1)1 − θ(2)1 )
richtig ist. Als na¨chstes benutzen wir die drei Terme Rekursion der charak-
teristischen Polynome, d.h. wir brauchen −β23ψ1(θ(2)2 ) = ψ3(θ(2)2 ). Einsetzen
der Polynome liefert dann
∆2 = β
2
2
ψ2(θ
(3)
3 )ψ
′
3(θ
(3)
3 ) + ψ3(θ
(2)
2 )ψ
′
2(θ
(2)
2 )
ψ1(θ
(2)
2 )ψ
′
2(θ
(2)
2 )ψ2(θ
(3)
3 )ψ
′
3(θ
(3)
3 )
= (θ
(1)
1 − θ(2)1 )
{
(θ
(3)
3 − θ(2)1 )(θ(3)3 − θ(3)2 )(θ(3)3 − θ(3)1 )
(θ
(2)
2 − θ(2)1 )(θ(3)3 − θ(2)1 )(θ(3)3 − θ(3)2 )(θ(3)3 − θ(3)1 )
− (θ
(2)
2 − θ(3)2 )(θ(2)2 − θ(3)1 )(θ(2)2 − θ(2)1 )
(θ
(2)
2 − θ(2)1 )(θ(3)3 − θ(2)1 )(θ(3)3 − θ(3)2 )(θ(3)3 − θ(3)1 )
}
= (θ
(1)
1 − θ(2)1 )
{
(θ
(3)
3 − θ(2)1 )(θ(3)3 − θ(3)2 )− (θ(2)2 − θ(3)2 )(θ(2)2 − θ(2)1 )
(θ
(2)
2 − θ(2)1 )(θ(3)3 − θ(2)1 )(θ(3)3 − θ(3)2 )
}
+
δ(θ
(1)
1 − θ(2)1 )(θ(2)2 − θ(3)2 )
(θ
(3)
3 − θ(2)1 )(θ(3)3 − θ(3)2 )(θ(3)3 − θ(3)1 )
,
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wobei wir auch θ
(2)
2 − θ(3)1 = θ(3)3 − θ(3)1 − δ benutzt haben. Der Rest unse-
rer Rechnung besteht nun aus dem Ausnutzen der Interlacing Eigenschaft:
(θ
(1)
1 −θ(2)1 ) < (θ(3)3 −θ(3)1 ), (θ(2)2 −θ(3)2 ) < (θ(3)3 −θ(3)2 ), (θ(1)1 −θ(2)1 ) < (θ(2)2 −θ(2)1 )
und (θ
(3)
3 − θ(2)1 ) > γ. Somit gilt
∆2 < (θ
(1)
1 − θ(2)1 )
{
(θ
(3)
3 − θ(2)1 )− (θ(2)2 − θ(2)1 )
(θ
(2)
2 − θ(2)1 )(θ(3)3 − θ(2)1 )
}
+
δ(θ
(1)
1 − θ(2)1 )
(θ
(3)
3 − θ(2)1 )(θ(3)3 − θ(3)2 )
+
δ
γ
< 3
δ
γ
.
Aus
(θ
(3)
3 − θ(2)1 )(θ(3)3 − θ(3)2 )(θ(3)3 − θ(3)1 ) > (θ(2)2 − θ(2)1 )(θ(2)2 − θ(3)2 )(θ(2)2 − θ(3)1 )
folgt außerdem noch, dass ψ2(θ
(3)
3 )ψ
′
3(θ
(3)
3 )+ψ3(θ
(2)
2 )ψ
′
2(θ
(2)
2 ) > 0, d.h. ∆2 >
0 und damit ist (3.14) bewiesen. 2
Dieses kleine Beispiel legt also nahe, dass die Vermutung 3.2 richtig ist.
Hat sich noch kein richtiger Cluster gebildet, d.h. besteht der Cluster aus
jeweils nur einem Ritzwert, so erhalten wir
Satz 3.4 Fu¨r l ≥ 1 sei
γ = min
1≤i≤k+l
i6=j¯
∣∣∣θ(k+l)j¯ − θ(k+l)i
∣∣∣ ,
dann gilt ∣∣∣m(k+l)j¯ −m(k)j
∣∣∣ < 2δk,j
γ
. (3.15)
Beweis: Wir definieren s˜
(k)
j =
(
(s
(k)
j )
∗, 0∗
)∗
∈ Rk+l und setzen δ = θ(k+l)
j¯
−
θ
(k)
j . Außerdem ko¨nnen wir annehmen, dass ζ = ∠
(
s
(k+1)
j+1 , s˜
(k)
j
)
∈ [0, pi2 ] (an-
dernfalls, falls ζ 6∈ [0, pi2 ] wa¨re, wu¨rden wir s˜
(k)
j als −((s(k)j )∗, 0∗)∗ definieren).
Nun gilt
θ
(k)
j s
(k)
1,j = e
∗
1Tk+ls˜
(k)
j (3.16)
und
θ
(k+l)
j¯
s
(k+l)
1,j¯
= e∗1Tk+ls
(k+l)
j¯
. (3.17)
Subtrahiert man (3.16) von (3.17), so erha¨lt man
θ
(k)
j
(
s
(k+l)
1,j¯
− s(k)1,j
)
+ δs
(k+l)
1,j¯
= e∗1Tk+l
(
s
(k+l)
j¯
− s˜(k)j
)
,
und nimmt man davon den Betrag und macht Gebrauch von der Cauchy-
Schwarz’schen Ungleichung, so ergibt sich∣∣∣θ(k)j ∣∣∣ ∣∣∣s(k+l)1,j¯ − s(k)1,j
∣∣∣ ≤√(α21 + β22) ||s(k+l)j¯ − s˜(k)j ||+ δ.
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Da s
(k+l)
j¯
und s˜
(k)
j euklidische La¨nge gleich eins haben und ζ ∈ [0, pi2 ] liegt,
folgt:
‖s(k+l)
j¯
− s˜(k)j ‖ =
√
2 sin
(
ζ
2
)
≤ sin(ζ) = | sin(ζ)|.
Mit ||Tk+ls˜(k)j −θ(k)j s˜(k)j || = βk+1|s(k)k,j | = δk,j liefert eine Anwendung von Satz
2.3 nun
∣∣∣θ(k)j ∣∣∣ ∣∣∣s(k+1)1,j+1 − s(k)1,j ∣∣∣ ≤
√
(α21 + β
2
2) |sin (ζ)|+ δ
≤
√
(α21 + β
2
2)
δk,j
γ
+ δ.
Verschiebt man das Spektrum von Tk+l um σ ∈ R, so haben Tk+l und
Tk+l + σI die gleichen Eigenvektoren. Zudem bleiben die Absta¨nde unter
den Eigenwerten gleich. Es gilt
lim
σ→∞
‖(Tk+1 + σI)e1‖
|θ(k)j + σ|
= lim
σ→∞
√
(α1 + σ)2 + β22
|θ(k)j + σ|
= 1.
Da zudem
∣∣∣s(k+l)1,j¯ + s(k)1,j
∣∣∣ < 2 ist, folgt schließlich (3.15) aus
∣∣∣m(k+l)j¯ −m(k)j
∣∣∣ = ∣∣∣s(k+l)1,j¯ + s(k)1,j
∣∣∣ ∣∣∣s(k+l)1,j¯ − s(k)1,j
∣∣∣ .
2
Ist ein Ritzpaar (θ
(k)
j , z
(k)
j ) hinreichend gut konvergiert, so dass δk,j klein
ist und besteht der Cluster aus Ritzwerten nur aus einem Element, so ist
der Abstand der Gewichte fu¨r δ ¿ γ klein, denn fu¨r konstante Cluster-
gro¨ße wissen wir mit Hilfe von Satz 2.14, daß δk,j in der Gro¨ßenordnung von
O
(√
δ
γ
)
liegt. Anhand der Beispielmatrix (2.22) in Kombination mit Satz
2.17 haben wir gesehen, dass δk,j bei alternierender Clustergro¨ße von der
Ordnung O
(
δ
γ
)
ist, wenn man im kten Schritt einen Ritzwert weniger im
Cluster hat als im (k−1)ten. Jedoch kann Satz 3.4 eigentlich nur herangezo-
gen werden, um (3.11) zu erkla¨ren, nicht aber, fu¨r wachsende Clustergro¨ße
und auch nicht fu¨r den Fall, dass - wie in Tabelle 1 gesehen - δk,j groß ist.
Beispiel 3.5 Lanczosalgorithmus angewandt auf eine Diagonalmatrix (2.22)
mit Startvektor q1 =
1√
23
e. Wir beobachten wieder den Cluster um λ12 = 0;
m12 ≈ 0.04347826086957.
38 KAPITEL 3. STABILISIERUNG DER GEWICHTE
k
∑
Cluster
m
(k)
• Ck
1 1.00000000000000 1
2 - 0
3 0.04351690497075 1
4 - 0
5 0.04347826208743 1
6 0.04347826695856 2
7 0.04347826086960 1
8 0.04347826086981 2
9 0.04347826086957 1
10 0.04347826086957 2
11 0.04347826086957 1
Tabelle 3
Lemma 3.6 Es sei p(t) =
M∏
j=1
(t− xj) mit reellen Nullstellen xj und es sei
a ∈ R ein Punkt mit a ≥ xj (oder a ≤ xj) fu¨r j = 1, . . . ,M . Es sei r > 0
und B = Br(a), dann gilt
min
z∈∂B
|p(z)| = |p(a− r)| (oder = |p(a+ r)|).
Beweis: Das Bestimmen des Minimums des Betrages von p auf dem Kreis
vom Radius r um den Mittelpunkt a bedeutet, dass man die folgende Funk-
tion
f(t) = p(a+ reit)p(a+ re−it)
fu¨r 0 ≤ t ≤ pi minimieren muß. Die Ableitung von f nach t ist
f ′(t) = ir{eitp′(a+ reit)p(a+ re−it)− e−itp(a+ reit)p′(a+ re−it)}
= 2r sin(t)
M∑
j=1
(xj − a)
M∏
ν=1
ν 6=j
∣∣a+ reit − xν∣∣2 .
Aufgrund der Lage der Nullstellen von p zum Mittelpunkt des Kreises ist f
monoton in [0, pi]. 2
Damit ko¨nnen wir nun den Betrag der Differenz der Summe der Gewich-
te fu¨r einen hinreichend gut isolierten Cluster in zwei aufeinanderfolgenden
Schritten des Lanczosalgorithmus nach oben abscha¨tzen, auch im Falle einer
alternierenden Clustergro¨ße. Es gilt allerdings noch eine Bemerkung vorweg-
zunehmen. In den oberen Schranken (3.18) und (3.24) taucht ein Term der
Form
(2k − 2)2k−2(
(2c− 1)(2c−1)) ((2k − 2c− 1)(2k−2c−1))
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bzw.
(2k − 2)2k−2(
(2c− 2)(2c−2)) ((2k − 2c)(2k−2c))
auf. Hierin ist k die Dimension der Jacobimatrix und c die Anzahl von
Ritzwerten in dem betrachteten Cluster. Typischerweise ist in Anwendungen
c sehr viel kleiner als k; ist z.B. c = 1, so wachsen die Terme nur linear mit k.
Ungu¨nstig, aber in Anwendungen kaum vorkommend, wa¨re der Fall, wenn
c = k2 ist, denn das wu¨rde ein exponentielles Wachstum dieser Terme in k
bedeuten.
Satz 3.7 Es mo¨gen jeweils c ≥ 1 Nullstellen von ψk−1 und von ψk in einem
Cluster mit Durchmesser δ und Spektrallu¨cke γ liegen.Wir nehmen zusa¨tzlich
an, dass (2.30) gilt. Ist dann 2δ < γ, so folgt∣∣∣∣∣
c∑
l=1
m
(k)
i+l−1 −
c∑
l=1
m
(k−1)
i+l−2
∣∣∣∣∣ <
(
δ
γ
)2c−1 1(
1− 2δγ
)2k−2
(2k − 2)2k−2(
(2c− 1)(2c−1)) ((2k − 2c− 1)(2k−2c−1))
(3.18)
Beweis: Aufgrund der aus drei Termen bestehenden Rekursion der charak-
teristischen Polynome sieht man, dass
ψk(θ
(k−1)
l ) = −β2kψk−2(θ(k−1)l ) fu¨r l = 1, 2, . . . , k − 1
richtig ist. Damit, und mit Hilfe der Formeln (2.23), (2.24) und (2.25) fu¨r die
normierten Eigenvektoren von Jacobimatrizen erhalten wir fu¨r das Produkt
der Nebendiagonalelemente von Tk:
k∏
ν=2
β2ν =
∣∣∣βks(k−1)1,l s(k−1)k−1,l ψ′k−1(θ(k−1)l )s(k)1,j s(k)k,jψ′k(θ(k)j )∣∣∣
= βk
√
|ψ2,k−1(θ(k−1)l )ψk−2(θ(k−1)l )|
√
|ψ2,k(θ(k)j )ψk−1(θ(k)j )|
=
√
|ψk(θ(k−1)l )ψk−1(θ(k)j )ψ2,k(θ(k)j )ψ2,k−1(θ(k−1)l )|
fu¨r 1 ≤ l ≤ k−1 und 1 ≤ j ≤ k. Außerdem erfu¨llen auch die Nullstellen von
ψk und von ψ2,k die strikte Interlacing Eigenschaft, somit folgt
∣∣∣ψ2,k(θ(k)i+c−1)∣∣∣ ≤ δc−1
k−1∏
j=i+c−1
|θ(k)i+c−1 − µ(k)j |
i−1∏
j=1
(θ
(k)
i+c−1 − µ(k)j )
< δc−1
k∏
j=i+c
|θ(k−1)i+c−2 − θ(k)j |
i−1∏
j=1
(θ
(k)
i+c−1 − θ(k)j ),
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wobei wir die Nullstellen von ψ2,k mit µ
(k)
j bezeichnet haben. Analog sieht
man, dass
∣∣∣ψ2,k−1(θ(k−1)i+c−2)∣∣∣ < δc−1
k−1∏
j=i+c−1
|θ(k−1)i+c−2 − θ(k−1)j |
i−2∏
j=1
(θ
(k)
i+c−1 − θ(k−1)j ) (3.19)
richtig ist. Damit folgt nun
k∏
ν=2
β2ν < δ
2c−1
i−1∏
j=1
(θ
(k)
i+c−1 − θ(k)j )
i−2∏
j=1
(θ
(k)
i+c−1 − θ(k−1)j )
∣∣∣∣∣∣
k∏
j=i+c
θ
(k−1)
i+c−2 − θ(k)j
∣∣∣∣∣∣
∣∣∣∣∣∣
k−1∏
j=i+c−1
θ
(k−1)
i+c−2 − θ(k−1)j
∣∣∣∣∣∣ . (3.20)
Wir wa¨hlen den gro¨ßten Ritzwert im Cluster, also θ
(k)
i+c−1, als Mittelpunkt
eines Kreises mit Radius δ < r < γ − δ: B = Br(θ(k)i+c−1). Man beachte, dass
fu¨r alle reellen Zahlen θ mit θ ≥ θ(k−1)i+c−1 und fu¨r alle z ∈ ∂B
|θ(k−1)i+c−2 − θ|
|z − θ| ≤
θ − θ(k−1)i+c−2
θ −<(z) <
1
1−
(
r+δ
γ
) (3.21)
gilt. Benutzt man wieder die Formeln fu¨r die normierten Eigenvektoren von
Tk, so stellt sich die Differenz der Summe der Gewichte zu diesem Cluster
als
∆k−1 =
c∑
l=1
m
(k)
i+l−1 −m(k−1)i+l−2 =
c∑
l=1
(
s
(k)
1,i+l−1
)2
−
(
s
(k−1)
1,i+l−2
)2
=
k∏
ν=2
β2ν
(
c∑
l=1
1
ψk−1(θ
(k)
i+l−1)ψ
′
k(θ
(k)
i+l−1)
− 1
β2kψk−2(θ
(k−1)
i+l−2)ψ
′
k−1(θ
(k−1)
i+l−2)
)
=
k∏
ν=2
β2ν
(
c∑
l=1
1
ψk−1(θ
(k)
i+l−1)ψ
′
k(θ
(k)
i+l−1)
+
1
ψk(θ
(k−1)
i+l−2)ψ
′
k−1(θ
(k−1)
i+l−2)
)
dar. Es ist θ
(k)
j eine Nullstelle von ψk(λ) und daher gilt
(ψk−1ψk)′(θ
(k)
j ) = (ψk−1ψ
′
k)(θ
(k)
j ).
Ebenso gilt auch (ψk−1ψk)′(θ
(k−1)
j ) = (ψ
′
k−1ψk)(θ
(k−1)
j ). Außerdem sind θ
(k)
j
und θ
(k−1)
j einfache Nullstellen von (ψk−1ψk)(λ) und somit folgt schließlich
aus dem Residuensatz:
∆k−1 =
1
2pii
k∏
ν=2
β2ν
∫
∂B
1
ψk−1(z)ψk(z)
dz. (3.22)
41
Wir definieren
g1(z) =
i−1∏
j=1
(θ
(k)
i+c−1 − θ(k)j )
i−2∏
j=1
(θ
(k)
i+c−1 − θ(k−1)j )
i+c−1∏
j=1
|z − θ(k)j |
i+c−2∏
j=1
|z − θ(k−1)j |
und
g2(z) =
k∏
j=i+c
|θ(k−1)i+c−2 − θ(k)j |
|z − θ(k)j |
k−1∏
j=i+c−1
|θ(k−1)i+c−2 − θ(k−1)j |
|z − θ(k−1)j |
,
dann liefern die Standardabscha¨tzung fu¨r Kurvenintegrale, Lemma 3.6 sowie
die Ungleichungen (3.20) und (3.21)
∣∣∣∣∣∣
1
2pii
k∏
ν=2
β2ν
∫
∂B
dz
ψk−1(z)ψk(z)
∣∣∣∣∣∣ ≤ r
k∏
ν=2
β2ν
min
z∈∂B
|ψk(z)ψk−1(z)|
< rδ2c−1 min
z∈∂B
g1(z) min
z∈∂B
g2(z)
< rδ2c−1g1(θ
(k)
i+c−1 − r)
(
1
1− r+δγ
)2(k−i−c+1)
<
δ2c−1
(r − δ)2c−1
(
1
1− r+δγ
)2(k−c)−1
. (3.23)
Da die Identita¨t (3.22) fu¨r alle δ < r < γ − δ gilt, mu¨ssen wir noch den
Radius r finden, der die Schranke (3.23) minimiert; mit anderen Worten wir
mu¨ssen das Maximum der Funktion f(r) = (r − δ)α(1− r+δγ )β bestimmen.
Eine einfache Rechnung zeigt
max
δ<r<γ−δ
f(r) =
ααββ
(α+ β)α+β
γα
(
1− 2δ
γ
)α+β
und daraus ergibt sich (3.18). 2
Wa¨chst die Gro¨ße des Clusters um einen Ritzwert, so gilt
Satz 3.8 Angenommen, es liegen c − 1 ≥ 1 Nullstellen von ψk−1 und c
Nullstellen von ψk in einem Cluster mit Durchmesser δ und Spektrallu¨cke
γ, d.h.
δ = θ
(k)
i+c−1 − θ(k)i , γ = min{θ(k)i − θ(k−1)i−1 , θ(k−1)i+c−1 − θ(k)i+c−1}.
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Ist 2δ < γ, so gilt∣∣∣∣∣
c∑
l=1
m
(k)
i+l−1 −
c−1∑
l=1
m
(k−1)
i+l−1
∣∣∣∣∣ <
(
δ
γ
)2c−2 1(
1− 2δγ
)2k−2
(2k − 2)2k−2(
(2c− 2)(2c−2)) ((2k − 2c)(2k−2c))
(3.24)
Beweis: Der Beweis unterscheidet sich nur unwesentlich vom vorherigen.
Zuna¨chst ist (3.19) durch
∣∣∣ψ2,k−1(θ(k−1)i+c−2)∣∣∣ < δc−2
i−1∏
j=1
(θ
(k)
i+c−1 − θ(k−1)j )
k−1∏
j=i+c−1
|θ(k−1)i+c−2 − θ(k−1)j |,
zu ersetzen, so daß wir fu¨r die obere Schranke des Produktes der Subdiago-
nalelemente statt (3.20) nun
k∏
ν=2
β2ν < δ
2c−2
i−1∏
j=1
(θ
(k)
i+c−1 − θ(k−1)j )
k−1∏
j=i+c−1
|θ(k−1)i+c−2 − θ(k−1)j |
i−1∏
j=1
(θ
(k)
i+c−1 − θ(k)j )
k∏
j=i+c
|θ(k−2)i+c−2 − θ(k)j |
bekommen. Fu¨r δ < r < γ − δ ist wieder B = Br(θ(k)i+c−1). Indem man nun
wieder unterscheidet zwischen den Ritzwerten, die rechts vom Cluster liegen
und denen, die links davon bzw. im Cluster liegen, erha¨lt man erneut mit
Lemma 3.6
∣∣∣∣∣∣
1
2pii
k∏
ν=2
β2ν
∫
∂B
dz
ψk−1(z)ψk(z)
∣∣∣∣∣∣ <
δ2c−2
(r − δ)2c−1
1(
1−
(
r+δ
γ
))2k−2c .
Man sucht also wieder den Radius r, fu¨r den diese obere Schranke minimal
wird und damit ist dann (3.24) bewiesen. 2
In Satz 3.8 lassen sich die Rollen von ψk−1 und ψk vertauschen, d.h. die
Aussage hat auch Gu¨ltigkeit, falls sich der Cluster um einen Ritzwert auf
c− 1 im Schritt k verkleinert.
Bemerkung 3.9 Liegt der Cluster von Ritzwerten am rechten oder linken
Ende des Spektrums, so kann man den Faktor 1(
1− 2δ
γ
) in (3.18) und (3.24)
durch 1(
1− δ
γ
) ersetzen. Das stellt allerdings nur eine geringfu¨gige Verbesse-
rung dar, da wir grundsa¨tzlich den Fall δ ¿ γ betrachten.
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Wir haben gezeigt, dass sich die Gewichte zu einem Cluster von Ritz-
werten stabilisieren. Außerdem wissen wir aus dem vorherigen Kapitel, dass
sich ein Cluster von Ritzwerten nur in der Na¨he eines Eigenwertes bilden
kann. Die Ergebnisse diese Kaptitels legen nun eine Heuristik fu¨r folgendes
Problem1 nahe:
Fragestellung 3.10 Man betrachtet die Eigenwertgleichung
Au = λu, u∗u = 1.
La¨ßt sich - und wenn ja, wie - das Skalarprodukt
y∗u, y∗y = 1,
abscha¨tzen? Man wende den Lanczosalgorithmus mit Startvektor q1 = y an,
denn (y∗u)2 ist das Gewicht zum Eigenwert λ. Wir wissen, dass sich die
Gewichte stabilisieren und man daher den Wert (y∗u)2 numerisch kennt.
Ausblick
Einleitend zu diesem Kapitel haben wir die Parallelita¨t von cg-Verfahren und
Lanczosalgorithmus erwa¨hnt und aufgezeigt. In [40] wird gezeigt, dass man
die Fehler der cg-Iterierten xk in der Energienorm, also ||x˜−xk||A, u¨ber die
Gaußquadraturapproximationen an das Integral (3.6) messen kann, wobei
f(λ) = 1λ ist, 0 < ζ ≤ λ:
||x˜− x0||2A = ||r0||2
ξ∫
ζ
1
λ
dm(k)(λ) + ||x˜− xk||2A
Die mo¨gliche Konvergenzverzo¨gerung in endlicher Arithmetik erkla¨rt sich
daraus, dass sowohl cg-Verfahren als auch Lanczosalgorithmus eben nicht
Gaußquadraturapproximationen an
ξ∫
ζ
1
λ
dm(λ)
berechnen sondern an ein Integral
ξ∫
ζ
1
λ
dm1(λ).
Dabei ergibt sich die Gewichtsfunktionm1(λ) ausm(λ), indem die einfachen
Stu¨tzstellen λj - die Eigenwerte von A - ersetzt werden, z.B. durch einen
(endlichen) Cluster in einem kleinen Intervall um λj .
1Von G. Golub an Z. Strakosˇ; wurde mir am 11. Dezember 2003 in Prag mitgeteilt.
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Als na¨chstes gilt es die folgende Fragestellung zu untersuchen: Hat man
zwei (eventuell sogar differenzierbare) Gewichtsfunktionenm1(λ) undm2(λ),
die sich in einem noch na¨her zu definierendem Sinn nur gering voneinander
unterscheiden, ist es dann richtig, dass fu¨r k ∈ N
Gaußquadraturk


ξ∫
ζ
1
λ
dm1(λ)

 ≈ Gaußquadraturk


ξ∫
ζ
1
λ
dm2(λ)


gilt?
Kapitel 4
Unita¨rer Lanczos-a¨hnlicher
Algorithmus
Der symmetrische Lanczosalgorithmus orthogonalisiert (in exakter Arithme-
tik) sukzessive die Basen von Krylowunterra¨umen. Ist nun die Matrix, deren
Eigenwerte berechnet werden sollen, nicht symmetrisch, so liefert beispiels-
weise das Arnoldiverfahren (siehe z.B. [34] S. 172 ff) zwar eine orthogonale
Basis eines Krylowunterraumes, allerdings ist der Rayleighquotient der Ma-
trix dann keine tridiagonale Matrix sondern eine (obere) Hessenbergmatrix.
Zwar erzeugt auch der zweiseitige Lanczosalgorithmus eine Tridiagonalma-
trix, doch geht dieser Algorithmus nicht auf die Struktur des Eigenwertpro-
blems ein und leidet zudem unter dem Problem des (mo¨glichen) breakdowns
(siehe z.B. [30]).
Durch Ausnutzung der Eigenschaft unita¨r gelingt es Elsner und Bunse-
Gerstner in [5] ein Verfahren zu entwickeln, das eine unita¨re Matrix auf eine
blocktridiagonale und pentadiagonale Matrix transformiert, den unita¨ren
Lanczos-a¨hnlichen Algorithmus. Wird dabei die zugrunde liegenden A¨hn-
lichkeitstransformation berechnet, indem man den zugeho¨rigen verallgemei-
nerten Krylowunterraum (siehe Definition 4.11) mit dem Verfahren nach
Gram-Schmidt orthogonalisiert, so zeigt dieser Algorithmus numerisch ein
a¨hnliches Verhalten wie der symmetrische Lanczosalgorithmus.
Auch aufgrund der engen Beziehungen zwischen unita¨ren und hermi-
teschen Matrizen u¨ber die Cayleytransformation stellte sich die Frage, ob
die im vorigen Abschnitt benutzten Ideen auch auf den Lanczos-a¨hnlichen
Algorithmus fu¨r unita¨re Matrizen u¨bertragen werden ko¨nnen: Lassen sich
die Residuen allein aus Informationen aus den Ritzwerten abscha¨tzen und
gibt es einen a¨hnlichen Zusammenhang zwischen Orthogonalita¨tsverlust und
Konvergenz von Ritzwerten?
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4.1 Unita¨re Reduktion auf ein Schurparameter
Pencil
Seien A,Q0 ∈ CN×N zwei unita¨re Matrizen, so dass H = Q∗0AQ0 eine obere
Hessenbergmatrix ist, deren Eintra¨ge auf der ersten Nebendiagonalen reell
und nichtnegativ sind. Dann istH das Produkt vonN Givensmatrizen (siehe
z.B. [5]):
H = G1(c1)G2(c2) . . . GN (cN ). (4.1)
Dabei ist Gj(cj) ∈ CN×N fu¨r j = 1, . . . , N − 1 durch
Gj(cj) =


Ij−1
−cj sj
sj c¯j
IN−j−1

 , mit cj ∈ C, sj ≥ 0|cj |2 + s2j = 1 (4.2)
und fu¨r j = N durch
GN =
[
IN−1
cN
]
, mit |cN | = 1. (4.3)
definiert.
Definition 4.1 ([5]) Die Parameter c1, . . . , cN der Darstellung (4.1) - (4.3)
heißen normierte Schurparameter von H, und die Zahlen s1, . . . , sN−1 wer-
den normierte komplementa¨re Schurparameter von H genannt.
Aufgrund der Bedingung sj ≥ 0 in (4.2) findet das Adjektiv normiert Ein-
gang in diese Definition (siehe [5]).
Ebenfalls in der Arbeit [5] wird nun so vorgegangen, dass die elementa-
ren unita¨ren Matrizen der Darstellung (4.1) entsprechend der geraden und
ungeraden Indices sortiert werden, d.h. in das Produkt der ungeraden Gi-
vensmatrizen
G(N)o =
[N+12 ]∏
j=1
G2j−1(c2j−1) (4.4)
und in das Produkt der geraden Givensmatrizen
G(N)e =
[N2 ]∏
j=1
G2j(c2j). (4.5)
Das Pencil
G(N)o − λ
(
G(N)e
)∗
, λ ∈ C,
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heißt Schurparameter-Pencil und ist tridiagonal, denn G
(N)
o und G
(N)
e haben
die folgende Form:
G(N)o =


−c1 s1
s1 c¯1
−c3 s3
s3 c¯3
. . .

 , G
(N)
e =


1
−c2 s2
s2 c¯2
−c4 s4
s4 c¯4
. . .


Nun ist eine obere Hessenbergmatrix der Form (4.1) unita¨r a¨hnlich zu
(vgl. [1])
T = G(N)o G
(N)
e , (4.6)
und das heißt insbesondere, dass H und T die gleichen Eigenwerte besitzen.
Die Transformation einer unita¨ren Matrix A auf ein Schurparameter Pencil
Go − λG∗e und damit auf (4.6) ist außerdem im Wesentlichen eindeutig.
Lemma 4.2 ([5]) Zu A ∈ CN×N unita¨r gibt es eine unita¨re Matrix Q ∈
C
N×N , so dass
Q∗AQ = G(N)o G
(N)
e
gilt. Sind alle komplementa¨ren Schurparameter positiv, so ist die Transfor-
mation bei gegebener erster Spalte q1 von Q eindeutig.
4.2 Der unita¨re Lanczos-a¨hnliche Algorithmus
Wir wiederholen kurz die Herleitung des Verfahrens aus [5] und [4] (dort
S.62). Wie Lemma 4.2 schon andeutet, verla¨uft die Herleitung des unita¨ren
Lanczos-a¨hnlichen Verfahrens analog zum symmetrischen Fall. Angenom-
men, wir haben eine unita¨re Matrix Q ∈ CN×N , so dass
Q∗AQ = G(N)o G
(N)
e (4.7)
gilt. Es ist (4.7) a¨quivalent zu
AQ
(
G(N)e
)
∗ = QG(N)o (4.8)
sowie
A∗QG(N)o = Q
(
G(N)e
)∗
. (4.9)
Fu¨r k ungerade erhalten wir die kte Spalte von (4.8) zu
A(sk−1qk−1 + ck−1qk) = −ckqk + skqk+1,
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wobei qj = Qej ist. Daraus la¨ßt sich aufgrund der Orthogonalita¨t der Spalten
von Q ck wie folgt bestimmen
ck = −q∗kA(sk−1qk−1 + ck−1qk),
und man bekommt sk zu
wk+1 = A(sk−1qk−1 + ck−1qk) + ckqk, sk = ||wk+1||.
Ist dann sk 6= 0, so erha¨lt man den neuen Lanczosvektor schließlich aus der
Normierung von wk+1. Ist k gerade, so gilt fu¨r die kte Spalte von (4.9)
A∗(sk−1qk−1 + c¯k−1qk) = −c¯kqk + skqk+1
und es berechnen sich ck, sk und qk+1 ganz analog. Zusammengefaßt erhalten
wir
Algorithmus 4.3 (Unita¨rer Lanczos-a¨hnlicher Algorithmus, [5]) Es
seien eine unita¨re Matrix A ∈ CN×N und ein Vektor q1 ∈ CN mit q∗1q1 = 1
gegeben. Wir setzen s0 = 0, c0 = 1 und q0 = 0 ∈ CN und berechnen fu¨r
k = 1, 2, . . .
Ist k ungerade:
zk = A(sk−1qk−1 + ck−1qk)
ck = −(q∗kzk)
wk+1 = zk + ckqk
sk = ||wk+1||
qk+1 =
wk+1
sk
Ist k gerade:
zk = A
∗(sk−1qk−1 + c¯k−1qk)
ck = −(q∗kzk)
wk+1 = zk + c¯kqk
sk = ||wk+1||
qk+1 =
wk+1
sk
Sind dann k Schritte von Algorithmus 4.3 durchgefu¨hrt worden, so defi-
nieren wir
Tk = G
(k)
o G
(k)
e ,
dabei sind G
(k)
o und G
(k)
e die in (4.4) und (4.5) definierten Matrizen, mit dem
einzigen Unterschied, dass die kte Matrix nicht mehr zwangsla¨ufig unita¨r ist,
Gk(ck) =
[
Ik−1
−ck
]
, falls der Betrag von ck kleiner als 1 ist. Analog
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zum reell symmetrischen Lanczos Algorithmus definieren wir die Matrix der
Lanczosvektoren
Qk = [q1, q2, . . . , qk] ∈ CN×k,
also ist Tk der Rayleighquotient der Matrix A mit Qk:
Tk = Q
∗
kAQk.
4.3 Eigenvektor- Eigenwert Struktur von Tk
Zuna¨chst einmal haben die von Algorithmus 4.3 erzeugten Matrizen Tk ein
bestimmtes Nullenmuster, das von Bohnhorst in [4] Doppeltreppe genannt
wurde.
Definition 4.4 ([4] S. 30) Eine Matrix T = [tl,j ]1≤l,j≤n mit der Eigen-
schaft
tl,j = 0, falls


l gerade und
{
j ≥ l + 2 oder
j ≤ l − 3 ,
l ungerade und
{
j ≥ l + 3 oder
j ≤ l − 2
heißt Doppeltreppen-Matrix. Gilt zusa¨tzlich
t2,1 > 0
tl,l+2 > 0 1 ≤ l ≤ n− 2 und l ungerade
tl+2,l > 0 2 ≤ l ≤ n− 2 und l gerade,
so nennen wir T kurz DT-Matrix.
Das Nullenmuster stellen wir fu¨r eine 8× 8 Matrix dar:

x x + 0 0 0 0 0
+ x x 0 0 0 0 0
0 x x x + 0 0 0
0 + x x x 0 0 0
0 0 0 x x x + 0
0 0 0 + x x x 0
0 0 0 0 0 x x x
0 0 0 0 0 + x x


Das x und das + stehen fu¨r mo¨gliche Eintra¨ge der Matrix, die ungleich Null
sind. Bei einer DT-Matrix wird verlangt, dass sich an den durch + gekenn-
zeichneten Stellen positive Zahlen befinden; das bedeutet in Zusammenhang
mit Algorithmus 4.3, dass die normierten komplementa¨ren Schurparameter
sj positiv sind und der unita¨re Lanczos-a¨hnliche Algorithmus nicht zusam-
menbricht. Mit anderen Worten, Algorithmus 4.3 erzeugt eine Folge Tk von
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DT-Matrizen.
Werden die Rechnungen des unita¨ren Lanczos-a¨hnlichen Algorithmus oh-
ne Rundungsfehler durchgefu¨hrt, so bricht das Verfahren fu¨r ein d ≤ N mit
sd = 0 ab. Der dann erzeugte Schurparameter Pencil G
(d)
o , G
(d)
e liefert folg-
lich eine unita¨re DT-Matrix. Fu¨r jedes λ ∈ C gilt dann
rang (λI − Td) = rang
(
λ
(
G(d)o
)∗
−G(d)e
)
≥ d− 1, (4.10)
da λ
(
G
(d)
o
)∗
− G(d)e fu¨r λ 6= 0 eine tridiagonale Matrix ist, bei der alle
Nebendiagonalelemente ungleich Null sind. Da Td außerdem unita¨r ist, sind
alle Eigenwerte von Td einfach.
Allerdings sind fu¨r k < d die Hauptabschnittsmatrizen Tk von Td nicht
unita¨r, denn der kte normierte Schurparameter hat einen Betrag kleiner als
1, |ck| < 1. Trotzdem ist auch Tk eine DT-Matrix. Sei
Sk = diag (Ik−1,−ck)
dann gilt
Tk =
{
G
(k)
o G˜
(k)
e Sk , falls k gerade ist
SkG˜
(k)
o G
(k)
e , falls k ungerade ist
mit e∗kG˜
(k)
e ek = 1 und e
∗
kG˜
(k)
o ek = 1 und ansonsten stimmen diese Matrizen
mit G
(k)
e bzw. G
(k)
o u¨berein. Wie in (4.10) sieht man, dass der Rang von
(λI − Tk) auch gro¨ßer oder gleich k−1 ist, und Tk deshalb auch geometrisch
einfache Eigenwerte hat. Es stellt sich aber die Frage, ob die algebraische
Vielfachheit der Eigenwerte ebenfalls gleich eins ist?
Vermutung 4.5 Ist Td eine unita¨re DT-Matrix, so dass fu¨r die komple-
menta¨ren Schurparameter 0 < sj < 1 gilt, 1 ≤ j < d, dann haben die fu¨hren-
den Hauptabschnitte Tk von Td algebraisch einfache Eigenwerte, 1 ≤ k ≤ d.
Wir diskutieren diese Fragestellung kurz. Es sei k gerade und wir setzen
T+ = Tk, T = G
(k)
o G˜
(k)
e .
Das bedeutet, dass T+ eine unita¨re Matrix plus einer Rang-1 Matrix ist. Mit
S = Sk und c = ck 6= 0 gilt also
T+ = TS = T + Teke
∗
k(c− 1).
Da
det(T+ − λI) = 0⇔ det
(
T − λS−1) = 0
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gilt, la¨ßt sich die Vielfachheit der Eigenwerte von T+ eventuell u¨ber das
allgemeine Eigenwertproblem T − λS−1 untersuchen. Wir wenden dazu die
verallgemeinerte Schurzerlegung (siehe [15] S.396) an. Es sei
W ∗(TS)W = R1
die Schur’sche Normalform von T+ und
SW = ZR2 (4.11)
die QR-Zerlegung von SW , so dass R2 positive Diagonaleintra¨ge hat. Da
außerdem W,T und Z unita¨re Matrizen sind, gilt zusa¨tzlich noch
W ∗TZ = R1R−12 = D = diag
(
eiβ1 , . . . , eiβk
)
. (4.12)
Wir bezeichnen die Diagonalelemente von R2 als rj = e
∗
jR2ej . T+ ha¨tte dann
einen degenerierten Eigenwert, falls es mindestens zwei Indices 1 ≤ l < j ≤ k
gibt, fu¨r die
βl = βj und rl = rj
gilt. Um zu zeigen, dass T+ einfache Eigenwerte hat, genu¨gt es also, zu
demonstrieren, dass entweder βl 6= βj oder rk 6= rj fu¨r alle l 6= j gilt. Das
Nullenmuster von T+ liefert uns das folgende
Lemma 4.6 Es sei Td eine unita¨re DT-Matrix, und Tk eine fu¨hrende Haupt-
abschnittsmatrix 1 ≤ k ≤ d. Ist x ein Rechtseigenvektor und y ein Linksei-
genvektor von Tk zu einem Eigenwert θ 6= 0, so gilt
0 6=
{
e∗kx , falls k gerade
e∗ky , falls k ungerade
Beweis: Wie nehmen an, k sei gerade und setzen xj = e
∗
jx, 1 ≤ j ≤ k. Sei
θ ein Eigenwert von Tk. Dann gilt:
G˜(k)e Skx = θ
(
G(k)o
)∗
x. (4.13)
Die lte Zeile von (4.13) ist

θ (−c¯1x1 + s1x2) = x1 , l = 1
θ (sl−1xl−1 + cl−1xl) = −clxl + slxl+1 , 1 < l < k und l gerade
θ (−c¯lxl + slxl+1) = sl−1xl−1 + c¯lxl , 1 < l < k und l ungerade
θ (sk−1xk−1 + c¯k−1xk) = −ckxk , l = k
Wa¨re xk = 0, so wu¨rde xk = xk−1 = . . . = x1 = 0 folgen, da θ und alle
komplementa¨ren Schurparameter ungleich Null sind. Jedoch ist x = 0 ein
Widerspruch dazu, dass x Eigenvektor ist. Fu¨r k ungerade la¨uft der Beweis
ganz analog ab. 2
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Satz 4.7 Ist Tk fu¨hrender Hauptabschnitt der unita¨ren DT-Matrix Td, k <
d, so gilt:
Λ(Tk) ⊂ {z : |ck| ≤ |z| < 1 }.
Beweis: Es sei ck 6= 0, dann ist auch 0 6∈ Λ(Tk). Wir betrachten wieder den
Fall, dass k eine gerade Zahl ist. Falls k ungerade ist, verla¨uft der Beweis
identisch. Fu¨r 0 6= θ ∈ Λ(Tk) mit Eigenvektor x gilt:
|θ|||x|| = ||G(k)o G˜(k)e Skx|| = ||Skx|| =
√√√√k−1∑
j=1
|xj |2 + |ck|2|xk|2 < ||x||, (4.14)
denn nach Lemma 4.6 ist xk ungleich Null, und es gilt |ck| < 1. Die untere
Abscha¨tzung ist nur fu¨r ck 6= 0 interessant. Nach (4.12) gilt fu¨r die Eigen-
werte θj von Tk gerade θj = rje
iβj , d.h. dass die Betra¨ge der Eigenwerte von
Tk auf der Diagonalen von R2 stehen. Aus
R∗2R2 =W
∗S∗SW
folgt
k∏
j=1
r2j = (det(R2))
2 = det(R2R
∗
2) = |ck|2
und da wir mit (4.14) gezeigt haben, dass rj < 1 ist, erhalten wir rj ≥ |ck|
fu¨r j = 1, . . . , k. 2
Ist ck 6= 0, so folgt aus (4.11)
R2 −R−∗2 = Z∗
(
S − S−∗)W = |c|2 − 1
c¯
Z∗eke∗kW,
und mit Hilfe von 0 < |c| ≤ rj < 1 erkennt man, dass die Diagonaleintra¨ge
von R2 − R−∗2 alle ungleich Null sind, so dass auch die letzten Zeilen der
unita¨ren Matrix Z und W keine Nullen enthalten: e∗kZej 6= 0 6= e∗kWej fu¨r
j = 1, . . . , k.
Um zu zeigen, dass die Eigenwerte der fu¨hrenden Hauptabschnitte Tk
einfach sind, dachten wir zuna¨chst, es sei mo¨glich rj 6= rl in der Zerlegung
(4.11) und (4.12) nachzuweisen. Aber das ist nicht mo¨glich, wie anhand des
nachfolgenden Beispiels demonstriert wird.
Beispiel 4.8 Angenommen, es seien alle komplementa¨ren Schurparameter
gleich eins: sj = 1 fu¨r j = 1, . . . , k − 1. Dann ist TkS−1k (falls k gerade ist
und sonst S−1k Tk) eine Permutationsmatrix und es gilt:
det (TS − λI) = +−


det
(
G
(k)
e S − λG(k)o
)
det
(
SG
(k)
o − λG(k)e
)

 = +−
(
c− λk
)
.
Somit haben alle Eigenwerte von Tk den gleichen Betrag und fu¨r die Diago-
nale von R2 in (4.11) gilt r1 = r2 = . . . = rk = (|ck|)1/k.
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Als Mo¨glichkeit bleibt also, zu zeigen, dass in (4.12) die Winkel alle ver-
schieden sind, also βl 6= βj fu¨r j 6= l und 0 ≤ βl, βj < 2pi. Allerdings ist uns
dieses bisher nicht gelungen.
Als weitere Bezeichnungen benutzen wir wie im vorherigen Kapitel fu¨r
die charakteristischen Polynome
ψk(λ) = det (λI − Tk)
ψ2,k (λ) = det (λI − T2,k) .
Lemma 4.9 Es sei Tk ein Hauptabschnitt einer unita¨ren DT-Matrix Td,
k ≤ d, und habe einfache Eigenwerte. Wir bezeichnen mit X die Matrix
der Rechtseigenvektoren und mit Y die Matrix der Linkseigenvektoren, Y =
X−∗, d.h. Tk = Xdiag(θ1, . . . , θk)Y ∗. Dann gilt fu¨r jedes Eigentripel (θ, x, y)
von Tk:
xky¯kψ
′
k(θ) = ψk−1(θ)
x1y¯1ψ
′
k(θ) = ψ2,k(θ)
Ist k gerade:
x1y¯kψ
′
k(θ) = ckθ
k−2
2
k−1∏
j=1
sj
x1y¯k−1ψ′k(θ) = (θ + ckc¯k−1)θ
k−2
2
k−2∏
j=1
sj
und falls k ungerade ist (k ≥ 3):
xky¯1ψ
′
k(θ) = −θ
k−3
2 ck
k−1∏
j=1
sj
xk−1y¯1ψ′k(θ) = −(θ + c¯k−1ck)θ
k−3
2
k−2∏
j=1
sj .
Beweis: Die Formeln lassen sich, a¨hnlich wie in [26] auf Seite 129, aus einer
Identita¨t fu¨r die adjungierte Matrix herleiten:
adj(θI − Tk) = ψ′k(θ)xy∗
Man vergleicht nun die entsprechenden Eintra¨ge der beiden Matrizen. 2
Wa¨re hingegen θ ein algebraisch l-facher (aber geometrisch einfacher)
Eigenwert, was wir aber fu¨r DT-Matrizen nicht beobachten konnten und
daher nicht unterstellen (Vermutung 4.5), so wu¨rde stattdessen
adj(θI − Tk) = 1
l!
ψ
(l)
k (θ)xy
∗
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gelten, woraus problemlos analoge Resultate zu Lemma 4.9 gewonnen wer-
den ko¨nnten.
Eine besonders scho¨ne Eigenschaft der diversen Lanczosverfahren (siehe
z.B.[3], [12]) ist die Berechenbarkeit des Residuums aus Gro¨ßen des kleinen
Eigenwertproblems fu¨r Tk. Mo¨chte man das auch hier machen, muß man in
Analogie zu (2.4) wissen, wie die ersten k Spalten der Reduktion (4.7) von
A auf Doppeltreppenform aussehen. Es gilt
Satz 4.10 ([4] S. 72/73) Nach 1 ≤ k ≤ d − 1 Schritten des Algorithmus
4.3 gilt, falls k gerade ist
A∗Qk = QkT ∗k + sk−1skqk+1e
∗
k−1 + ck−1skqk+1e
∗
k (4.15)
und falls k ungerade ist
AQk = QkTk + sk−1skqk+1e∗k−1 + c¯k−1skqk+1e
∗
k (4.16)
Wir betrachten nun fu¨r ungerades k das Ritzpaar (θ
(k)
j , z
(k)
j ), d.h. es gilt
Tkx
(k)
j = θ
(k)
j x
(k)
j und z
(k)
j = Qkx
(k)
j ; damit folgt aus (4.16)
||Az(k)j − θ(k)j z(k)j || = |sk−1skx(k)k−1,j + sk c¯k−1x(k)k,j | =: δk,j (4.17)
und fu¨r gerades k liefert (4.15) zusammen mit einem Linkseigenvektor T ∗k y
(k)
j =
θ¯
(k)
j y
(k)
j sowie z˜
(k)
j = Qky
(k)
j :
||A∗z˜(k)j − θ¯(k)j z˜(k)j || = |sk−1sky¯(k)k−1,j + sk c¯k−1y(k)k,j | =: δ˜k,j . (4.18)
Wie beim symmetrischen Lanczosverfahren kann man damit die Konver-
genz von Ritzpaaren u¨ber die Gro¨ßen δk,j , δ˜k,j kontrollieren.
Mit Lemma 4.9 versuchen wir nun ebenfalls in Analogie zum symmetri-
schen Lanczosalgorithmus, die Gro¨ßen δk,j bzw. δ˜k,j nur aus Informationen
aus Ritzwerten θ
(k)
j zu bestimmen, so dass auch hier Eigenvektoren von Tk
erst dann berechnet werden mu¨ssen, wenn die Konvergenz hinreichend gut
ist. Ein Problem allerdings ist, dass Tk im allgemeinen weder unita¨r noch
normal ist, dass also Links- und Rechtseigenvektoren verschieden sind. Da-
her bekommen wir auch nur
|y(k)1,j |δk,j =
k∏
j=1
sj
∣∣∣∣∣(θ
(k)
j )
(k−3)/2(θ(k)j + 2c¯k−1ck)
ψ′k(θ
(k)
j )
∣∣∣∣∣ , k ungerade
(4.19)
|x(k)1,j |δ˜k,j =
k∏
j=1
sj
∣∣∣∣∣(θ
(k)
j )
(k−2)/2(θ(k)j + 2cˆk−1ck)
ψ′k(θ
(k)
j )
∣∣∣∣∣ , k gerade. (4.20)
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4.4 Ein numerisches Experiment
Wir wollen anhand eines Beispiels schauen, ob der Algorithmus 4.3 bezu¨glich
Konvergenz von Ritzwerten, Clusterbildung und Orthogonalita¨tsverlust in
endlicher Arithmetik ein a¨hnliches Verhalten an den Tag legt wie der sym-
metrische Lanczosalgorithmus. Dazu eine Voru¨berlegung.
Definition 4.11 ([4] S. 63) Zu k ∈ N, A ∈ CN×N unita¨r und v ∈ CN
definieren wir den verallgemeinerten Krylowraum als
K˜k(A, v) =
{
span{v,Av,A∗v,A2v, (A∗)2v, . . . , (A∗) k−12 v}, k ungerade
span{v,Av,A∗v,A2v, (A∗)2v, . . . , Ak2 v}, k gerade
Dann u¨berzeugt man sich leicht davon, dass sich jeder Vektor w aus K˜k(A, v)
in der Form Polynom in A (bzw. in A∗) mal einem Vektor v darstellen la¨ßt:
w =
{
p(A) (A∗)
k−1
2 v = p˜ (A∗)A
k−1
2 v , k ungerade
q(A) (A∗)
k
2
−1 v = q˜ (A∗)A
k
2 v , k gerade
fu¨r gewisse Polynome p, p˜, q, q˜ vom Grad kleiner oder gleich k − 1.
Als eine wesentliche Gro¨ße bei der Herleitung oberer a priori Schranken
zur Abscha¨tzung der Konvergenz der Ritzpaare betrachtet Saad (vgl. [34]
S.204) den Abstand eines Eigenvektors ui von A zu dem Unterraum, aus dem
man die Ritzapproximationen gewinnt, hier also K˜k(A, v). Sei Pk = QkQ∗k
die orthogonale Projektion auf K˜k(A, v) und fu¨r den Startvektor q1 gelte
q1 =
N∑
j=1
αjuj mit αi 6= 0 und q∗1q1 = 1. Zudem bezeichnen wir mit M das
Spektrum von A ohne λi, M = Λ(A) \ {λi}. Es gilt:
||(I − Pk)αiui||2 = min
degp≤k−1
||αiui − p(A)(A∗)
k−1
2 q1||2
= min
degp≤k−1
||αiA
k−1
2 ui − p(A)q1||2
≤ min
degp≤k−1
p(λi)=λ
k−1
2
i
||αi(λ
k−1
2
i − p(λi))ui −
N∑
j=1
j 6=i
αjp(λj)uj ||2
= min
degp≤k−1
p(λi)=λ
k−1
2
i
N∑
j=1
j 6=i
|αj |2|p(λj)|2
<
N∑
j=1
j 6=i
|αj |2 min
degp≤k−1
p(λi)=λ
k−1
2
i
max
z∈M
|p(z)|2.
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Also haben wir das Approximationsproblem
min
p(λi)=λ
k−1
2
i
degp≤k−1
max
z∈M
|p(z)|.
zu untersuchen. Zuna¨chst einmal gilt
min
p(λi)=λ
k−1
2
i
degp≤k−1
max
z∈M
|p(z)| = min
p(1)=1
degp≤k−1
max
z∈λiM
|p(z)|. (4.21)
Das bedeutet, wir ko¨nnen λi = 1 6∈M annehmen. Die beiden benachbarten
Eigenwerte von λi seien e
iβ− = λi−1 6= λi 6= λi+1 = eiβ+ . Wir definieren
φ = 2pi − (β+ − β−), a = ei
(
pi+
β1+βN−1
2
)
und γ =
(
cos
(
φ
4
))−1
. Die Vor-
gehensweise ist nun wie folgt. Man lo¨st nicht das Approximationsproblem
(4.21) u¨ber der diskreten Menge M , sondern betrachtet das Problem auf ei-
ner kontinuierlichen Obermenge, in diesem Fall einem Kreisbogen Ω0 ⊃M .
Die folgenden Ergebnisse stammen aus [21], S.57, finden sich auch in [22].
Ω0 = {aeiβ : φ
2
≤ β ≤ 2pi − φ
2
}
Wir bezeichnen mit Cn(z) das n-te Tschebyscheffpolynom fu¨r z ∈ C (siehe
z.B. [34] S.144). Fu¨r n ≥ k − 1 stellt sich dann das nte Faberpolynom fu¨r
Ω0 dar als (siehe [21], Theorem 4.1, S.30):
Fn(z) = 2(az)
n/2Cn
(
γ
a1/2z−1/2 + a−1/2z1/2
2
)
−
(
a
γ
)n
, z 6= 0
sowie
Fn(0) = a
n(γn − γ−n),
und das scha¨tzt man zu
|Fn(z)| ≤ 2 + γ−n, fu¨r alle z ∈ Ω0
und
|Fn(1)| ≥ 2
∣∣∣∣∣Cn
(
γ
a−1/2 + a1/2
2
)∣∣∣∣∣− γ−n.
ab. Damit bekommen wir insgesamt
||(I − Pk)ui|| ≤
√
1
|αi|2 − 1
2 + γ−k+1
2
∣∣∣Ck−1 (γ a−1/2+a1/22 )∣∣∣− γ−k+1 . (4.22)
Die Werte von |Ck−1(x)| werden fu¨r |x| > 1 schnell groß (vgl. [34] S.143
oder[26] S.331), somit besagt (4.22), dass die Ritzwerte um so schneller ge-
gen einen Eigenwert λi von A konvergieren, je gro¨ßer die Lu¨cke φ auf dem
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Einheitskreis zwischen den beiden benachbarten Eigenwerten von λi ist. Ein
nicht u¨berraschendes Ergebnis, denn auch im symmetrischen Lanczosalgo-
rithmus konvergieren die Ritzwerte um so schneller gegen einen Eigenwert je
gro¨ßer die Spektrallu¨cke ist. Dementsprechend konstruieren wir ein Beispiel
mit hinreichend großer Lu¨cke auf dem Einheitskreis.
Beispiel 4.12 Die Zahlen b1, . . . , b24 mo¨gen die Verteilung (2.17) mit N =
24 und ρ = 0.7 haben und es sei µj =
2pi
b24−b1 (bj − b1), λj = eiµj und A =
diag (λ1, . . . , λ24).
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
Eigenwerte von A
λ23 
λ22 
Wir wenden nun den Algorithmus 4.3 mit Startvektor q1 = e an und
beobachten:
• Der Algorithmus bricht in endlicher Arithmetik nicht nach N = 24
Schritten mit sN = 0 ab.
• Die Orthogonalita¨t der Lanczosvektoren geht noch vor k = N verloren.
Kondition der Matrix Qk:
k 17 18 19 20
cond2(Qk) 41.914 1.8225× 104 1.3365× 107 1.7086× 1010
• Es bilden sich Cluster von Ritzwerten. Zum Beispiel approximieren im
Schritt k = 18 jeweils zwei Ritzwerte die Eigenwerte λ22 und λ23:
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−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
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0.8
1
Ritzwerte, k=18
Jeweils 2 Ritzwerte,
die λ22 bzw. λ23 approximieren. 
4.5 Rundungsfehleranalyse
In der Arbeit [5] wird eine Stabilita¨tsanalyse der Reduktion einer unita¨ren
Matrix A auf Schurparameterform GoGe durchgefu¨hrt. Es wird gezeigt, dass
die Reduktion ru¨ckwa¨rts stabil ist, wenn die Transformation mit House-
holdermatrizen implementiert wird. Allerdings wird nicht Algorithmus 4.3
analysiert, der eine Gram-Schmidt Orthogonalisierung der Basen der verall-
gemeinerten Krylowra¨ume K˜k(A, q1) darstellt. Der nun folgende erste Satz
dieses Abschnitts besagt, dass die durch den unita¨ren Lanczos a¨hnlichen
Algorithmus in endlicher Arithmetik berechneten Gro¨ßen spaltenweise die
Gleichungen (4.8) und (4.9) wiedergeben plus einem Fehler, der von der
Ordnung der Maschinengenauigkeit ² ist. Die maximale Anzahl an Nicht-
nullelementen in den Zeilen bzw. Spalten von A wird erneut mit m ≤ N
bezeichnet. Ergebnisse von Gleitkommaoperationen werden hier mit einemˆ
gekennzeichnet.
Satz 4.13 Sei ²33 =
(
(m+ 3)
√
2 + 3
)
² und ²22 =
(
2 + 2
√
2
)
². Wurden j
Schritte des unita¨ren Lanczos a¨hnlichen Algorithmus in endlicher (oder ex-
akter) Arithmetik durchgefu¨hrt, ohne dass der Algorithmus zusammenbricht
(d.h. sl 6= 0 fu¨r l = 1, . . . , j), dann gilt fu¨r die berechneten Gro¨ßen
AQˆj(Gˆ
(j)
e )
∗ej = QˆjGˆ(j)o ej + sˆj qˆj+1 + f˜j∣∣∣f˜j∣∣∣ ≤ |A||Qˆj ||(Gˆ(j)e )∗|ej²33 + |Qˆj ||Gˆ(j)o |ej²22 +O (²2) ,
falls j eine gerade Zahl ist und andernfalls
A∗QˆjGˆ(j)o ej = Qˆj(Gˆ
(j)
e )
∗ej + sˆj qˆj+1 + f˜j
|f˜j | ≤ |A∗||Qˆj ||Gˆ(j)o |ej²33 + |Qˆj ||(Gˆ(j)e )∗|ej²22 +O
(
²2
)
.
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Beweis: Wir fu¨hren die Rechnungen fu¨r den Fall, dass j ∈ N eine gerade
Zahl ist, durch. Die erste Operation des Algorithmus ist dann die Multipli-
kation einer reellen Zahl mit einem komplexen Vektor1
pˆ1 = fl (sˆj−1qˆj−1) = sˆj−1qˆj−1 + δp1, |δp1| ≤ sˆj−1|qˆj−1|²,
es folgt eine Saxpy Operation
pˆ2 = fl
(
pˆ1 + ˆ¯cj−1qˆj
)
= pˆ1 + ˆ¯cj−1qˆj + δp˜2
= sˆj−1qˆj−1 + ˆ¯cj−1qˆj + δp2,
mit
|δp˜2| ≤
(
(1 + 2
√
2)|ˆ¯cj−1||qˆj |+ |pˆ1|
)
²+O(²2)
|δp2| ≤ |δp1|+ |δp˜2|
≤ 2sˆj−1|qˆj−1|²+ (1 + 2
√
2)|ˆ¯cj−1||qˆj |²+O(²2).
Anschließend wird der Vektor zˆj durch eine Matrix-Vektor Multiplikation
bestimmt
zˆj = fl (A
∗pˆ2) = A∗pˆ2 + δz˜j , |δz˜j | ≤ (m+ 1)
√
2|A∗||pˆ2|²+O(²2),
so dass wir
zˆj = A
∗ (sˆj−1qˆj−1 + ˆ¯cj−1qˆj)+ δzj
mit
|δzj | ≤ |δz˜j |+ |A∗||δp2|
≤ |A∗|
(
2sˆj−1|qˆj−1|+ (1 + 2
√
2)|ˆ¯cj−1||qˆj |
)
²
+
√
2(m+ 1)|A∗||pˆ2|²+O(²2)
≤ |A∗|
(
2sˆj−1|qˆj−1|+ (1 + 2
√
2)|ˆ¯cj−1||qˆj |
)
²
+
√
2(m+ 1)|A∗| (sˆj−1|qˆj−1|+ |ˆ¯cj−1||qˆj |) ²+O(²2)
≤
(
(m+ 3)
√
2 + 1
)
|A∗| (sˆj−1|qˆj−1|+ |ˆ¯cj−1||qˆj |) ²+O(²2)
haben. Der na¨chste berechnete Schurparameter ist cˆj und folgt aus einem
Skalarprodukt
cˆj = −fl
(
qˆ∗j zˆj
)
= −qˆ∗j zˆj + δcj , |δcj | ≤
√
2γN+1(²)|qˆ∗j ||zˆj |.
Eine weiter Saxpy Operation liefert
wˆj+1 = fl
(
zˆj + ˆ¯cj qˆj
)
= zˆj + ˆ¯cj qˆj + δw˜j+1,
1siehe Anhang A
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wo
|δw˜j+1| ≤ (1 + 2
√
2)
(|ˆ¯cj ||qˆj |+ |zˆj |) ²+O(²2).
Also gilt
wˆj+1 = A
∗ (sˆj−1qˆj−1 + ˆ¯cj−1qˆj)+ ˆ¯cj qˆj + δwj+1
mit
|δwj+1| ≤ |δw˜j+1|+ |δzj |
≤
(
(m+ 3)
√
2 + 1
)
|A∗| (sˆj−1|qˆj−1|+ |ˆ¯cj−1||qˆj |) ²
+(1 + 2
√
2)|ˆ¯cj ||qˆj |²+O(²2).
Fu¨r den berechneten komplementa¨ren Schurparameter sˆj gilt
bˆj = fl
(
wˆ∗j+1wˆj+1
)
= wˆ∗j+1wˆj+1(1 + δbj), |δbj | ≤
√
2γN+1(²)
sˆj = fl
(√
bˆj
)
=
√
wˆ∗j+1wˆj+1(1 + δbj)(1 + δsj), |δsj | ≤ ².
Schließlich bekommt man den neuen (berechneten) Lanczosvektor aus einer
Division
qˆj+1 = fl
(
wˆj+1
sˆj
)
=
wˆj+1
sˆj
+ δqj+1, |δqj+1| ≤
∣∣∣∣ wˆj+1sˆj
∣∣∣∣ ²,
und das bedeutet
sˆj qˆj+1 = wˆj+1 + sˆjδqj+1 = A
∗(sˆj−1qˆj−1 + ˆ¯cj−1qˆj) + ˆ¯cj qˆj − f˜j
mit
|f˜j | ≤ |sˆjδqj+1|+ |δwj+1|
≤ |wˆj+1|²+
(
(m+ 3)
√
2 + 2
)
|A∗| (sˆj−1|qˆj−1|+ |ˆ¯cj−1||qˆj |) ²
+(1 + 2
√
2)|ˆ¯cj ||qˆj |²+O(²2)
≤
(
(m+ 3)
√
2 + 3
)
|A∗| (sˆj−1|qˆj−1|+ |ˆ¯cj−1||qˆj |) ²
+(2 + 2
√
2)|ˆ¯cj ||qˆj |²+O(²2).
Fu¨r den Fall, dass j ungerade ist, a¨ndert sich an den Rechnungen nichts
Wesentliches. 2
Wie auch fu¨r den symmetrischen Lanczosalgorithmus treffen wir zwei
zusa¨tzlich Annahmen. Die erste ist die, dass die berechneten Lanczosvekto-
ren lokal zueinander orthogonal sind, d.h.
qˆ∗j qˆj−1 = 0, fu¨r j = 2, . . . k, (4.23)
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was in Matrixnotation
Qˆ∗kQˆk − Ik = (C∗k +∆k + Ck) , (4.24)
bedeutet und hierbei ist Ck eine strikte obere Dreiecksmatrix, die zusa¨tzlich
auch auf der ersten Nebendiagonalen nur Nulleintra¨ge besitzt. Die zweite
Annahme betrifft das kleine Eigenwertproblem fu¨r Tˆk = Gˆ
(k)
o Gˆ
(k)
e . Wir neh-
men an, dass dieses exakt gelo¨st wird:
Tˆkx
(k)
j = θ
(k)
j x
(k)
j , (y˜
(k)
j )
∗Tˆk = θ
(k)
j (y˜
(k)
j )
∗. (4.25)
Ganz grob gesprochen haben wir in Satz 4.13 nachgerechnet, dass in end-
licher Arithmetik (4.15) und (4.16) plus jeweils einem Fehler in der Gro¨ßen-
ordnung der Maschinengenauigkeit gilt, dass es also Fk, Gk ∈ CN×k gibt,
mit
AQˆk = QˆkTˆk + rˆk + Fk (4.26)
A∗Qˆk = QˆkTˆ ∗k + ˆ˜rk +Gk, (4.27)
wo
rˆk =
{
sˆk−1sˆkqˆk+1e∗k−1 + ˆ¯ck−1sˆkqˆk+1e
∗
k , k ungerade
(−sˆk cˆk+1qˆk+1 + sˆksˆk+1qˆk+2) e∗k , k gerade
und
ˆ˜rk =
{
(−sˆkˆ¯ck+1qˆk+1 + sˆksˆk+1qˆk+2)e∗k, k ungerade
sˆk−1sˆkqˆk+1e∗k−1 + cˆk−1sˆkqˆk+1e
∗
k, k gerade
.
Der nachfolgende Satz liefert das zu (2.13) analoge Ergebnis, es wird der
Zusammenhang zwischen dem Orthogonalita¨tsverlust und der Konvergenz
von Ritzpaaren aufgezeigt. In den Formeln (4.28) und (4.29) werden zudem
die analogen Bestandteile wie bei (2.13) verwendet, na¨mlich die Residuen
δk,j , δ˜k,j in exakter Arithmetik, Rundunsgfehlereinflu¨sse ²
(k)
jj , ²˜
(k)
jj sowie der
jeweils neu berechnete Lanczosvektor qˆk+1 und die Ritzvektoren zˆ
(k)
j (und
ˆ˜z
(k)
j . Dabei ist zu beachten, dass - entsprechend der Herleitung des unita¨ren
Lanczos-a¨hnlichen Algorithmus - die Orthogonalita¨t jeweils zwischen neu be-
rechnetem Lanczosvektor und Rechts- bzw. Linksritzvektor gemessen wird,
je nachdem ob der Index k gerade oder ungerade ist. Die Interpretation von
(4.28) und (4.29) ist dann identisch zu der von Satz 2.4.
Satz 4.14 Der unita¨re Lanczos-a¨hnliche Algorithmus in endlicher Arith-
metik genu¨ge (4.24), (4.25), (4.26) und (4.27). Es sei
∆kTˆk − Tˆk∆k = Kk − Lk
Qˆ∗kFk −G∗kQˆk = (Nk +∆x,0)− (Mk +∆0,x) ,
wobei Kk und Nk strikte untere Dreiecksmatrizen sind, Lk und Mk sind
strikte obere Dreiecksmatrizen und ∆x,0 sowie −∆0,x sind Diagonalmatrizen,
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auf deren Diagonale sich abwechselnd Null- und Nichtnulleintra¨ge befinden2.
Fu¨r die berechneten Links- und Rechtsritzvektoren zˆ
(k)
j = Qˆkx
(k)
j und
ˆ˜z
(k)
j =
Qˆky˜
(k)
j gilt:
∣∣∣qˆ∗k+1zˆ(k)j ∣∣∣ =
∣∣∣²˜(k)jj ∣∣∣
δ˜k,j
, k gerade (4.28)
∣∣∣qˆ∗k+1ˆ˜z(k)j ∣∣∣ =
∣∣∣²(k)jj ∣∣∣
δk,j
, k ungerade (4.29)
wobei
²˜
(k)
jj =
(
y
(k)
j
)∗
(Nk +∆x,0 +Kk)x
(k)
j , ²
(k)
jj =
(
y
(k)
j
)∗
(Mk +∆0,x + Lk)x
(k)
j
δ˜k,j =
∣∣∣sˆk−1sˆky(k)k−1,j + cˆk−1sˆky(k)k,j ∣∣∣ , δk,j = ∣∣∣sˆk−1sˆkx(k)k−1,j + ˆ¯ck−1sˆkx(k)k,j ∣∣∣ .
Beweis: Wir fu¨hren den Beweis erst fu¨r den Fall, dass k eine gerade Zahl
ist, durch. Zuna¨chst multiplizieren wir (4.26) von links mit Qˆ∗k und erhalten
Qˆ∗kAQˆk = Qˆ
∗
kQˆkTˆk + Qˆk(−sˆk cˆk+1qˆk+1 + sˆksˆk+1qˆk+2)e∗k + Qˆ∗kFk, (4.30)
und transponieren von Qˆ∗k× (4.27) liefert
Qˆ∗kAQˆk = TˆkQˆ
∗
kQˆk + (sˆk−1sˆkek−1 + cˆk−1sˆkek)qˆ
∗
k+1Qˆk +G
∗
kQˆk (4.31)
Man subtrahiert (4.31) von (4.30) und bekommt
0 = Qˆ∗kQˆkTˆk − TkQˆ∗kQˆk + Qˆ∗k(−sˆk cˆk+1qˆk+1 + sˆksˆk+1qˆk+2)e∗k
−(sˆk−1sˆkek−1 + cˆk−1sˆkek)qˆ∗k+1Qˆk + Qˆ∗kFk −G∗kQˆk,
was a¨quivalent zu
(sˆk−1sˆkek−1 + cˆk−1sˆkek)qˆ∗k+1Qˆk − Qˆ∗k(−sˆk cˆk+1qˆk+1 + sˆksˆk+1qˆk+2)e∗k
= C∗k Tˆk − TˆkC∗k +∆kTˆk − Tˆk∆k + CkTˆk − TˆkCk + Qˆ∗kFk −G∗kQˆk
(4.32)
ist. Jetzt betrachtet man das Nullenmuster der einzelnen Summanden in
(4.32). Es hat Qˆ∗k(−sˆk cˆk+1qˆk+1 + sˆksˆk+1qˆk+2)e∗k nur Eintra¨ge ungleich Null
in der letzten Spalte und ist folglich eine obere Dreiecksmatrix. Aufgrund
der lokalen Orthogonalita¨t (4.23) ist die letzte Spalte von (sˆk−1sˆkek−1 +
cˆk−1sˆkek)qˆ∗k+1Qˆk gleich Null und diese Matrix kann nur in den letzten beiden
Zeilen Eintra¨ge ungleich Null besitzen, ist also eine untere Dreiecksmatrix.
2(∆0,x)1,1 = 0, (∆x,0)1,1 6= 0
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Die Diagonaleintra¨ge von ∆kTˆk − Tˆk∆k sind ebenfalls gleich Null. Es ist
außerdem
CkTˆk − TˆkCk =


0 x . . . . . . x
x
. . .
...
0
. . .
...
. . . x
x


und
C∗k Tˆk − TˆkC∗k =


x
x 0
...
. . . x
...
. . .
. . .
x . . . . . . x 0


Mit ∆x,0 und ∆0,x wird die Diagonale von Qˆ
∗
kFk −G∗kQˆk geteilt:
∆x,0 = diag
(
e∗1(Qˆ
∗
kFk −G∗kQˆk)e1, 0, e∗3(Qˆ∗kFk −G∗kQˆk)e3, 0, . . . , 0
)
,
∆0,x = −diag
(
0, e∗2(Qˆ
∗
kFk −G∗kQˆk)e2, 0, . . . , e∗k(Qˆ∗kFk −G∗kQˆk)ek
)
.
Man trennt nun in (4.32) die oberen und unteren Dreiecksmatrizen wie folgt:
(sˆk−1sˆkek−1 + cˆk−1sˆkek) qˆk+1Qˆk = C∗k Tˆk − TˆkC∗k
+(Nk +∆x,0 +Kk) (4.33)
Qˆ∗k (−sˆk cˆk+1qˆk+1 + sˆksˆk+1qˆk+2) e∗k = CkTˆk − TˆkCk
− (Mk +∆0,x + Lk) .
Bildet man
(
y
(k)
j
)∗
× (4.33) ×x(k)j , so ergibt sich(
sˆk−1sˆky
(k)
k−1,j + cˆk−1sˆky
(k)
k,j
)
qˆ∗k+1z
(k)
j =
(
y
(k)
j
)∗
(Nk +∆x,0 +Kk)x
(k)
j ,
wovon man den Betrag nimmt und (4.28) erha¨lt. Fu¨r den Fall, dass k eine
ungerade Zahl ist, zeigen analoge Rechnungen
ek(−cˆk+1sˆkqˆ∗k+1 + sˆksˆk+1qˆ∗k+2)Qˆk = C∗k Tˆk − TˆkC∗k
+(Nk +∆x,0 +Kk)
−Qˆ∗kqˆk+1
(
sˆk−1sˆke∗k−1 + ˆ¯ck−1sˆke
∗
k
)
= CkTˆk − TˆkCk
− (Mk +∆0,x + Lk) (4.34)
und aus
(
y
(k)
j
)∗
× (4.34) ×x(k)j folgt schließlich
−
(
z˜
(k)
j
)∗
qˆk+1
(
sˆk−1sˆkx
(k)
k−1,j + ˆ¯ck−1sˆkx
(k)
k,j
)
= −y(k)j (Mk +∆0,x + Lk)x(k)j .
2
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Anhang A
Arithmetik
Wir geben kurz ein paar Bemerkungen zum Rechnen in Gleitkommaarith-
metik entsprechend des Modells (1.4). Fu¨r natu¨rliche Zahlen n ∈ N mit
n ² < 1 definieren wir die Zahlen
γn(²) =
n²
1− n². (A.1)
Um den Einfluß der Rundungsfehler bei mehreren hintereinander aus-
gefu¨hrten Rechnungen in Gleitkommaarithmetik abzuscha¨tzen, sind die bei-
den folgenden Lemmata hilfreich. Diese finden sich beispielsweise in dem
Buch [18] ab Seite 69.
Lemma A.1 ([18] S. 69) Es sei |δj | ≤ ² und ρj ∈ {−1,+1} fu¨r 1 ≤ j ≤ n,
zudem sei n ² < 1. Dann gilt
n∏
j=1
(1 + δj)
ρj = (1 + θn), mit |θn| ≤ γn(²) (A.2)
Fu¨r das na¨chste Lemma nehmen wir an, dass die Zahlen γk(²) gema¨ß
(A.1) immer definiert seien.
Lemma A.2 ([18] S. 74) Fu¨r eine natu¨rliche Zahlen n sei θn wie in (A.2)
definiert. Es gilt:
(1 + θk)(1 + θj) = 1 + θk+j
1 + θk
1 + θj
=
{
1 + θk+j , j ≤ k
1 + θk+2j , j > k
γk(²)γj(²) ≤ γmin{j,k}(²)
jγk(²) ≤ γjk(²)
γk(²) + ² ≤ γk+1(²)
γk(²) + γj(²) + γk(²)γj(²) ≤ γk+j(²)
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A.1 Komplexe Zahlen
Sa¨mtliche Berechnungen dieser Arbeit wurden mitMATLAB durchgefu¨hrt,
und in MATLAB ist eine komplexe Arithmetik bereits implementiert. An-
ders als bei einer skalaren Programmiersprache wie C muß der Anwender in
MATLAB nicht erst noch Routinen entwickeln, um auch komplexe Zahlen
bearbeiten zu ko¨nnen. Das ist zumindest keine vollsta¨ndig triviale Aufgabe.
Deshalb werden kurz die Probleme erwa¨hnt, die auftreten, wenn Rechnungen
mit komplexen Zahlen in endlicher Arithmetik durchgefu¨hrt werden.
Selbstversta¨ndlich lassen sich die Grundrechenarten fu¨r komplexe Zahlen
in der naheliegenden Art und Weise durchfu¨hren, d.h. zu x = a + ib und
y = c+ id rechnen wir
x+ y = (a+ c) + i(b+ d) (A.3)
xy = (ac− bd) + i(ad+ bc) (A.4)
x
y
=
ac+ bd
c2 + d2
+ i
bc− ad
c2 + d2
(A.5)
Um mo¨glichen Exponentenu¨ber- oder Exponentenunterlauf (d.h. dass das
Ergebnis einer Rechnung die gro¨ßte darstellbare Zahl u¨bersteigt bzw. kleiner
als die kleinste darstellbare Maschinenzahl ist) vorzubeugen, sollte man bei
der Division zweier komplexer Zahlen den folgenden Standardtrick (vgl. [18]
S. 503) verwenden:
x
y
=


(a+b( dc ))+i(b−a( dc ))
c+d( dc )
, |c| ≥ |d|
(a( cd)+b)+i(b(
c
d)−a)
c( cd)+d
, |c| < |d|
(A.6)
Es gilt:
Lemma A.3 ([18] S. 79) Es seien x, y ∈ C. Werden die Grundrechen-
arten in Gleitkommaarithmetik gema¨ß (A.3), (A.4) und (A.5) unter dem
Standardmodell (1.4) durchgefu¨hrt, so gilt
fl(x+ y) = (x+ y)(1 + δ), |δ| ≤ ²
fl(xy) = xy(1 + δ), |δ| ≤
√
2γ2(²)
fl
(
x
y
)
=
x
y
(1 + δ), |δ| ≤
√
2γ4(²)
Wird die Division gema¨ß (A.6) durchgefu¨hrt, so gilt
fl
(
x
y
)
=
x
y
(1 + δ), |δ| ≤
√
2γ7(²)
Grundlegend fu¨r jede Rundungsfehleranalyse in der Numerischen Linea-
ren Algebra ist die Analyse des gewo¨hnlichen Skalarproduktes in CN (bzw.
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in RN ). Seien v, w ∈ CN , mit den gleichen Rechnungen wie in [15] auf Seite
68 erha¨lt man
fl(v∗w) = v¯1w1(1+θ˜N+1)+v¯2w2(1+θ˜′N+1)+v¯3w3(1+θ˜N )+. . .+v¯Nwn(1+θ˜3),
wobei |θ˜j | ≤
√
2γj(²) fu¨r j = 3, . . . , N + 1 und |θ˜′N+1| ≤
√
2γN+1(²) gilt.
Also folgt fu¨r das in Gleitkommaarithmetik berechnete Skalarprodukt zweier
komplexer Vektoren
fl(v∗w) = v∗w + δvw, |δvw| ≤
√
2γN+1(²)|v∗| |w|.
Mit diesem Ergebnis sieht man auch leicht die Resultate fu¨r die weiteren
grundlegenden Rechenoperationen der linearen Algebra ein:
Ist α ∈ R, x ∈ CN , so gilt
fl(αx) = αx(1 + δ), |δ| ≤ ²,
wohingegen fu¨r α ∈ C
fl(αx) = αx(1 + δ), |δ| ≤
√
2γ2(²)
richtig ist. Die komplexe Version einer Saxpy1 Operation ist dann
fl(αx+ y) = αx+ y + δe
mit
|δe| ≤
(
(1 + 2
√
2)|αx|+ |y|
)
²+O(²2).
Schließlich gilt fu¨r die Multiplikation einer Matrix mit einem Vektor, wenn
m ≤ N die maximale Anzahl an Eintra¨gen ungleich Null in den Zeilen von
A ∈ CN×N ist:
fl(Ax) = Ax+ δAx,
mit
|δAx| ≤ (m+ 1)
√
2|A||x|²+O(²2).
1Die Abku¨rzung Saxpy steht fu¨r Single precision alpha x plus y
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