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ABSTRACT
In this paper, two methods are proposed to analyse skeleton data recorded by the Kinect
v2 sensor using the Kalman filter and the Tobit Kalman filter in order to minimize the
noise of the acquisition device due to occlusions, self occlusions e.t.c. The skeleton data
are three-dimensional spatial coordinates that record movements of an individual’s joints.
The variance of the noise process is estimated using the likelihood function. In order to
include into the model restrictive conditions based on the joints displacements per frame,
we apply the Tobit Kalman Filter. Experiments on skeleton data show that the Tobit
Kalman filter corrects better the noise than the stnadard Kalman filter.
Keywords: Kinect Sensor, Skeleton Data, Standard Kalman Filter, Tobit Kalman Filter.
1. INTRODUCTION
Skeleton tracking motion is a scientific area studied by means of depth sensors
(i.e., sensors using the depth coordinate as basic coordinate), proved to be very
useful in many applications, such as monitoring of activity recognition [Zhen et
al (2015), Zhang et al (2013)] and health tracking [Galna et al (2014)]. In the
present paper it is shown that the Kinect 2 sensor is able to achieve skeleton
tracking performance in a low-cost manner for activity recognition; this sensor is
able to track at most 25 joints.
However, Kinect sensor generates a lot of noise because of self-occlusion and lack
of accuracy in fast movements. Especially when the skeleton’s joints are occluded,
they often appear to be shifted in a no reasonable manner.
The method presented in this paper is based on appropriately smoothing the
joints’ spatial coordinates. In order to smooth the coordinates, various common
stochastic filters are used, e.g. filters based on moving average, Savitzky-Golay
filter e.t.c. [Yong et al (2015)], without any restrictions in joints’ movements. Now
we want to develop a model which will not allow the joints to move abnormally,
and without affect the real movements. For this reason, we studied the joints’
speeds by carrying out various experiments using groundtruth sensors. Then we
applied the Tobit Kalman filter by taking into account the speeds restrictions.
In [Sungphil et al (2016)] a method based on the use of multiple Kinect sensors for
skeleton tracking is proposed. They achieve in determining the reliability of each
3D joint position by employing a data fusion method based on Kalman filtering
using multiple Kinect sensors. They take into account the measurement variance
of noise for determining the contribution of an observation to the fused measure-
ment. Additionally, they explain how to estimate the measurement variance for
each one of the measurements. Finally, they present the average 3D position error
of ten activities produced by their method, by a single Kinect and the average
derived by multiple Kinect sensors, respectively. Almost in all cases, their method
appears to give better results than the standard Kalman filter.
In [Berti et al (2014)] Kalman filtering is applied for robotic arms tracked by
Kinect sensors. They denoise only the depth coordinate using Kalman filter
methodology but they do not explain clearly the estimation process concerning
the matrices involved. In their results presented through figures, it is obvious that
the data are denoised, however the error reduction is not evaluated. In [Kong et al
(2013)] a Kalman filter is described briefly to smooth 2D movements of a joint. In
contrast with the aforementioned methods, the video data are derived via CCTV
(Closed Circuit Television). Thus, they describe in which way they construct their
joints’ body model. Other scientists who are dealing with activity recognition via
neural networks, use a simple Savitzky-Golay smoothing filter in order to correct
the data [Yong et al (2015), Wentao et al (2016)]. This method is based on the
previous, as well as the current and the two following observations.
In Section 2 the Kalman filter procedure along with the related likelihood fun-
ction is provided. In Section 3 we describe the Tobit Kalman filter. In Section
4 the Kalman filter and Tobit Kalman filter approach for skeleton tracking is
established. Finally, in Section 5, conclusions are presented.
2. KALMAN FILTER
In this section we describe briefly the Kalman filter (KF) [Peter (1979)], abbre-
viated as KF, which is used for estimating the unknown state vector x ∈ <n, of a
discrete-time stochastic process that is governed by the linear stochastic difference
equation
xk+1 = Axk + wk (1)
with a measurement (observation) y ∈ <m given by
yk = Hxk + vk, (2)
where wk ∼ N(0,Qk), vk ∼ N(0,Rk), and N(µ,Σ) denotes the normal distri-
bution with mean value µ and covariance matrix Σ. The matrices A,H are the
transition and observation matrices, respectively.
We define by xˆ−k the a priori state estimate at step k by assuming knowledge of
the process history prior to step k and xˆk the a posteriori state estimate at step
k by assuming that the measurement yk is given.
The process of KF evolves in two stages: the predict stage and the update stage,
determined by the associated equations:
The Predict Stage
xˆ−k = Axˆk−1, (3)
P−k = APk−1A
T + Qk. (4)
where P−k and Pk−1 are the covariance matrices of the errors of the a priori and
a posteriori state estimates, respectively.
The Update Stage
Kk = P
−
k H
T (HP−k H
T + R)−1, (5)
where Kk stands for the Kalman Gain (matrix), and
xˆk = xˆ
−
k + Kk(yk −Hxˆ−k ), (6)
Pk = (I−KkH)P−k . (7)
The error of the estimation for one step ahead and its variance are given by
uk = yk −Hxˆ−k and Fk = HP−k HTk + Rk.
In applications of the filter, the measurement noise covariance matrix Rk is usually
constant and measured prior to the filter operation or it is known. In order to
estimate Qk, the Maximum Likelihood Estimation (MLE) method can be used.
The associated log-likelihood function for n measurements has the form [Tusell
(2011), Durbin J. et al (2012)]
LogL(y1, ...,yn) = −
n
2
log 2pi − 1
2
n∑
k=1
(log(|Fk|) + uTk F−1k uk), (8)
where n denotes the number of measurements and |Fk| the determinant of the
matrix Fk. The maximum likelihood estimators (MLEs) are most attractive be-
cause of their asymptotic properties. Under regularity conditions [Green (2002)],
the maximum likelihood estimator has the following asymptotic properties: Con-
sistency, Asymptotic normality, Asymptotic efficiency and Invariance.
3. TOBIT KALMAN FILTER
In this section we describe the Tobit Kalman filter [Allik (2014)], abbreviated
as TKF, which provides a classification scheme for censored models [Allik (2014),
Tobin J (1958)]; these classes depend on the type of censoring and include also
the cases of censoring, that depends on other variables. In the applications cases
of censoring, the censored measurement model provides a measurement, either in
knowing the exact value (it belongs to the uncensored region), or in knowing that
the value lies into an interval.
In the general case of scalar measurements, the Tobit model is referred to as the
censored regression model determined by (9),
y∗k = hxk + vk,
yk =

y∗k, Tmin < y
∗
k < Tmax
Tmin, y
∗
k < Tmin
Tmax, y
∗
k > Tmax,
(9)
where y∗k is the latent (hidden) variable, yk is the measurement, h is an arbitrary
scalar, Tmin, Tmax are the lower and upper thresholds-limits respectively and vk
is a Gaussian random variable with mean 0 and variance σ2v . By (9) it is obvious
that the Tobit Kalman Filter determines a non-linear process.
In order to face the problem of censored measurements, we propose the TKF
defined by Allik (2014)]
xk+1 = Axk + wk,
y∗k = Hxk + vk,
with
yk,i =

y∗k,i, Tmin,i < y
∗
k,i < Tmax,i
Tmin,i y
∗
k,i < Tmin,i
Tmax,i, y
∗
k,i > Tmax,i.
i = 1, 2, ...,m (10)
where the noises wk and vk are defined by equations (1), (2) and yk = (yk,i)i=1,...,m,
y∗k are defined as the saturated observation and latent variable respectively. Next
we prove analytically for the case H = diag(h1, ..., hm) and R = diag(r
2
1, ..., r
2
m)
the following useful Lemma 3.1.
Lemma 3..1. The probability function of the ith component of the measurement
given the state vector is
f(yk,i|xk,i) = 1
ri
φ
(
yk,i − hixk,i
ri
)
u(yk,i − Tmin,i)u(Tmax,i − yk,i)
+Φ
(
Tmin,i − hixk,i
ri
)
δ(Tmin,i − yk,i)
+(
1− Φ
(
Tmax,i − hixk,i
ri
))
δ(Tmax,i − yk,i),
where φ and Φ are the probability and cumulative distribution function of standard
normal distribution respectively, δ stands for the Kronecker delta function and u
for the Heavyside function.
Proof. When the ith component of the latent variable belongs to the uncensored
region, (Tmin, Tmax), we get by (10) that
yk,i = hixk,i + vk,i, (11)
where vk,i ∼ N(0, r2k,i). Thus by (11), the cumulative distribution for the mea-
surement Yk,i is
F (yk,i|xk,i) = P (Yk,i ≤ yk,i),
= P (hixk,i + vk,i ≤ yk,i)
= P
(
vk,i
rk,i
≤ yk,i − hixk,i
rk,i
)
= Φ
(
yk,i − hixk,i
rk,i
)
and by differentiating we get
f(yk,i|xk,i) = 1
rk,i
φ
(
yk,i − hixk,i
rk,i
)
. (12)
The probability of the ith component of the latent variable to belong into the
censored region from below is
P (yk,i = Tmin,i|xk,i) = P (y∗k,i ≤ Tmin,i|xk,i)
= P (hixk,i + vk,i ≤ Tmin,i)
= P
(
vk,i
rk,i
≤ Tmin,i − hixk,i
rk,i
)
and thus,
P (yk,i = Tmin,i|xk,i) = Φ
(
Tmin,i − hixk,i
rk,i
)
. (13)
In the same way it is proved that
P (yk,i = Tmax,i|xk,i) = 1− Φ
(
Tmax,i − hixk,i
rk,i
)
. (14)
By (12)-(14) the probability distribution function for the measurements yk given
the state vector xk is derived.
We denote by Pun,k, Pmin,k, Pmax,k the probabilities of a measurement to be
uncensored, or censored from below or censored from above, respectively, at time
k. Then by Lemma 3.1 it is derived that
Pun,k = diag

Φ
(
Tmax,1−h1xˆ−k,1
rk,1
)
− Φ
(
Tmin,1−h1xˆ−k,1
rk,1
)
...
Φ
(
Tmax,m−hmxˆ−k,m
rk,m
)
− Φ
(
Tmin,m−hmxˆ−k,m
rk,m
)
 , (15)
Pmin,k = diag

Φ
(
Tmin,1−h1xˆ−k,1
rk,1
)
...
Φ
(
Tmin,m−hmxˆ−k,m
rk,m
)
 , (16)
Pmax,k = diag

1− Φ
(
Tmax,1−h1xˆ−k,1
rk,1
)
...
1− Φ
(
Tmax,m−hmxˆ−k,m
rk,m
)
 . (17)
By taking into account the matrices (15)-(17) and the properties of truncated
normal distribution [Burkardt (2014), Tobin (1958)], we get that the expected
value of the measurement when censored and uncensored measurements are in-
cluded given the a priori estimation of the state vector has the form
E(yk) = Pun,k(Hxˆ
−
k + R
1
2 lk) + Pmin,kTmin + Pmax,kTmax (18)
where Tmax = (Tmax,i)i=1,..,m,Tmin = (Tmin,i)i=1,..,m and the parameter lk at
time k is the inverse Mill ratio [Burkardt (2014)],
lk = P
−1
un,k

φ
(
Tmax,1−h1xˆ−k,1
rk,1
)
− φ
(
Tmin,1−h1xˆ−k,1
rk,1
)
...
φ
(
Tmax,m−hmxˆ−k,m
rk,m
)
− φ
(
Tmin,m−hmxˆ−k,m
rk,m
)
 .
The covariance matrix of the measurement is given by
R∗k = Rk
(
I + P−1undiag(ck)− diag(lk)2
)
(19)
where the parameter ck [Burkardt (2014)] is given by
ck = diag

Tmin,1−h1xˆ−k,1
rk,1
φ
(
Tmin,1−h1xˆ−k,1
rk,1
)
− Tmax,1−h1xˆ
−
k,1
rk,1
φ
(
Tmax,1−h1xˆ−k,1
rk,1
)
...
Tmin,m−hmxˆ−k,m
rk,m
φ
(
Tmin,m−hmxˆ−k,m
rk,m
)
− Tmax,m−hmxˆ
−
k,m
rk,m
φ
(
Tmax,m−hmxˆ−k,m
rk,m
)
 .
The Tobit Kalman Filtering process is defined as [Allik (2014)] :
The Predict Stage:
xˆ−k = Axˆk−1, (20)
P−k = APk−1A
T + Qk. (21)
The Update Stage:
R1 = P
−
k H
TPun,k,
R2 = Pun,kHP
−
k H
TPun,k + R
∗
k,
Kk = R1R
−1
2 , (22)
xˆk = xˆ
−
k + Kk(yk −E(yk|xˆ−k )), (23)
Pk = (I−KkPun,kH)P−k . (24)
The likelihood function for the ith component of the censored measurement
yk, is:
Li(y1,i, ..., yn,i) =
∏
yk,i=T
i
below
Φ(T lik)
∏
yk,i=T
i
above
(1− Φ(Thik))
×
∏
T ibelow< yk,i< T
i
above
1√
h2iP
−
k,i + r
2
i
φ
(
yk,i − hixˆ−k,i√
h2iP
−
k,i + r
2
i
)
, (25)
4. IMPLEMENTATIONS
In the present paper we use the Microsoft Kinect v2 sensor to record 3D point
sequences of a human skeleton in motion and our aim is to denoise the coordinates
for every joint in order to improve the representation of the movements. For this
reason, in our first approach, we use a KF for each one of the joints separately;
the input includes the joints’ coordinates [x, y, z] (measurement) and the outputs
the denoised coordinates (state vectors).
Thus, we define the transition matrix A and the observation matrix of the model,
H as
H =
1 0 00 1 0
0 0 1
 ,
A =
1 0 00 1 0
0 0 1
 .
Next, we have to estimate the covariance matrix for the process noise, Qk at
time step k. Firstly we assume that the covariance matrix of the measurement
noise, Rk, is constant and its entries are of the order 0.01m
2. We chose to initialize
the matrix Rk in that way under the assumption that the Kinect sensor exhibits
significant errors on each axes. To second our claim, we have conducted various
experiments by Kinect v2 sensor, showing that even if an individual is at rest
and in front of the Kinect, the RMSE in the displacement estimation between
measurement and groundtruth data is almost 0.02m while in the case where the
human skeleton is occluded the RMSE is bigger (0.03m - 0.20m), thus a variance
of 0.01 m2 seems a good choice.
In order to create a general model for denoising Kinect’s measurements, (in which
we will not estimate the matrix Qk for every time-window, because this is time
consuming) we can assume that Qk is constant. Then, by the likelihood function
(8), the entries of the matrix Q can be derived. Interestingly we noticed by various
joints’ movements, that the entries of Q appeared (were estimated) to be smaller
than those of matrix R, and generally they depend on the accuracy of the Kinect
v2 sensor and the joints’ speed. Concerning slow motions or the human skeleton
at rest, the values are experimentally found to be smaller than 10−4m2 and for
faster motions they lie between 10−3m2 and 10−2m2. We have to notice that in
some cases where the entries of Q were found to be quite large (10−2m2), the
human skeleton moved too quickly in an abnormal manner due to occlusions and
self-occlusions. Thus, we assume that the covariance matrix of the noise process
is
Q = 0.002
1 0 00 1 0
0 0 1
 ,
otherwise, if we assume smaller or bigger values, the Kalman filter will over-
smooth or it will not denoise the Kinect’s measurements, respectively. Thus, the
above assumption seems to provide a good approximation in order to smooth the
Kinect’s v2 sensor measurements.
In our first experiment, a man throws a ball with his right hand, and this move-
ment is recorded by Kinect; the video consists of 266 frames (almost 8.8667 sec.).
Many joints and especially the joints on the right side were self-occluded. There-
fore, we used the KF as described in Section 2 in order to denoise the data, i.e.,
to reveal the hidden coordinates due to the occlusion. It is obvious by Fig.1 and
2 that the KF smooths the spatial coordinates without alienating the movement,
i.e., it does not provide oversmoothing of the motion.
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Figure 1: The spatial coordinates for the right hand as they result by Kinect and the
Kalman filter.
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Figure 2: The spatial coordinates for the left hand as they result by Kinect and the
Kalman filter.
In other experiments, an individual seats in front of the Kinect v2 sensor and
the human skeleton appears to fall down 0.30-0.60 m (see Fig. 3) for only one
frame (apparently this is due to some noise of Kinect). Then, we used Kalman
filtering, but the noise could not be corrected satisfactorily. In order to correct
the noise, we studied many recordings by the ground-truth sensor, Vicon; we
observed that the velocity of spatial coordinates x and z did not exceed 31 cm per
two consecutive frames for every joint, while the coordinate y did not exceed 18
cm respectively. Thus we took these restrictions into account, in order to correct
the data. Therefore, we constructed a TKF with limits Tmin and Tmax for the
spatial coordinates [x, y, z] as follows,
Tmax,k = (xˆk−1 + 0.31, yˆk−1 + 0.18, zˆk−1 + 0.31),
Tmin,k = (xˆk−1 − 0.31, yˆk−1 − 0.18, zˆk−1 − 0.31),
where Tmax,k and Tmin,k are the limits of the TKF at time k which depend on the
previous estimation of spatial coordinates. Then, by (10), for the measurement
yk = [xk, yk, zk] at time k we get
yk,i =

y∗k,i, T
i
min,k < y
∗
k,i < T
i
max,k
T imin,k, y
∗
k,i < T
i
min,k
T imax,k, y
∗
k,i > T
i
max,k.
i = 1, 2, 3
The aforementioned TKF model can appropriately smooth big aberrant move-
ments due to Kinect’s errors. Apparently, if T imin,k → −∞ and T imax,k →∞ (i.e.,
the range of TKF’s state values becomes too big) the TKF becomes the standard
KF.
The covariance matrix for the noise measurement R is defined as in the KF, while
the covariance matrix for the noise process Q can be estimated by the likelihood
function (25). By the experiments on joins’ movements that we mentioned in KF,
we get almost the same results for the values of Q as in KF, so we can use the
same matrix Q as in KF.
As can be seen in Fig.3 the skeleton motion of the TKF (green) does not exhibit
any unexplainable fall. Notice that the standard KF can correct the noise but
not as good as the TKF. In our experiments, the TKF exhibits skeleton falls till
almost 4 cm, on the other hand the standard KF exhibits skeleton falls of more
than 4 and till 10 cm per (two) consecutive frames, which is not realistic. This
conclusion is more clear in Fig.4, where the head’s spatial coordinate yk for each
frame k is illustrated.
5. CONCLUSION
The aim of this paper is to improve skeleton tracking, using a single Kinect v2
sensor, which generates error in recordings due to occlusion, self-occlusion e.t.c..
Thus, we propose to use a Tobit Kalman filter for skeleton tracking in real time.
In this approach we have to define the limits Tmax,k and Tmin,k in a reasonable
manner for every time k. For that purpose we considered a lot of skeleton data,
with various joints’ movements, which were obtained by means of the groundtruth
sensor, Vicon.
The covariance matrix of the noise process Q, using Kalman filtering procedure
was estimated via maximum likelihood estimation. Between the two filters, i.e.,
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Figure 3: From the left to the right: TKF’s, KF’s and Kinect’s skeleton respectively at
the frame of the fall.
50 100 150 200 250 300
Frames
35
40
45
50
55
60
65
70
75
80
y 
cm
Kinect
Kalman
Tobit Kalman
Figure 4: The head’s spatial coordinate yk for each frame k of Tobit Kalman filter,
Kalman filter and Kinect v2 sensor.
the standard Kalman filter and the Tobit Kalman filter, the later was more ac-
curate performing a better skeleton tracking. Furthermore, in some frames when
the skeleton collapsed due to occlusion, the method of the Tobit Kalman filter
proposed, corrected better the error in recordings than the standard Kalman fil-
ter.
ΠΕΡΙΛΗΨΗ
Στην piαρούσα εργασία, αναλύουμε δεδομένα αpiό την κάμερα Microsoft Kinect
2 χρησιμοpiοιώντας φίλτρα Kalman και Tobit Kalman για την ελαχιστοpiοίηση του
θορύβου piου εμφανίζεται στα δεδομένα. Τα δεδομένα αφορούν τριδιάστατες χωρι-
κές συντεταγμένες piου καταγράφουν κινήσεις των αρθρώσεων ενός ανθρώpiου, στις
οpiοίες εμφανίζονται σφάλματα στην ακρίβεια των μετρήσεων. Χρησιμοpiοιούμε piέ-
ρα αpiό το κλασικό φίλτρο Kalman και το Φίλτρο Tobit Kalman, piροκειμένου να
συμpiεριλάβουμε στο μοντέλο piεριοριστικές συνθήκες με βάση τα ανθρωpiομετρικά
στοιχεία, και συγκεκριμένα τις αpiοστάσεις μεταξύ διαφόρων αρθρώσεων. Στο τέλος
piαρουσιάζουμε piροσομειώσεις για την κίνηση του σκελετού piριν και μετά τη χρήση
των φίλτρων.
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