Interactive Dynamic Maps (IDMs) help users interactively explore webs of hypermedia documents. IDMs provide automatically-generated abstract graphical views at different levels of granularity. Visual cues give users a better understanding of the content of the web, which results in better navigation control and more accurate and effective expression of queries. IDMs consist of: topic maps, which provide visual abstractions of the semantic content of a web of documents and document maps, which provide visual abstractions of subsets of documents.
Introduction
Hypermedia systems have become increasingly popular. However, the early vision of hypermedia [Bush45] as a panacea for easy access to large quantities of information has proven elusive. Many users complain of being 'lost in hyperspace' and most current hypermedia systems must supplement their basic navigation strategies with search mechanisms. Even so, looking for information in a hypermedia system can be frustrating. Traditional interaction styles provide users with limited views of the information space being explored and hide most of the information (and its organization). Users often have no idea of what information is contained within a web of documents until they actually find it. This leads to both navigation errors and badly formulated queries.
We propose a possible solution to this problem that consists of creating abstract graphical views of webs of documents. We call these views interactive dynamic maps or IDMs, and combine them with an interaction style that facilitates navigation and expression of queries. Users can take advantage of visual cues that give them a better understanding of the content of a web of documents. Two types of IDMs have proven particularly useful: topic maps, which provide visual abstractions of the semantic content of a large web of documents and document maps, which provide visual abstractions of subsets of documents.
Many researchers have argued in favor of providing graphical overviews for users (e.g., [Nielsen90] ). However, few guidelines have been proposed for their design. We provide an original approach that offers three key contributions: First, we provide automatic techniques for building maps (IDMs) directly from any web of documents. Some techniques extract semantic content from a web, while others implement layout and space-filling strategies according to a spatial metaphor that we have defined. Second, we provide an interaction paradigm that enables users to explore webs of documents through direct manipulation of maps. Interaction is based on graphical transformations of various views based on their semantic content and on an integrated graphical query language. Third, our maps are themselves documents, like maps in the real world. They can be customized and stored in a library of maps that can be shared among several users. This allows for both re-use of past search efforts and cooperation among users.
The paper is organized as follows. We begin with a brief overview of related work and then introduce the concept of Interactive Dynamic Maps. Subsequent sections present the techniques we have developed for the computation of topic maps, including mechanisms for extracting semantic information from a web of documents using full-text analysis, a description of our strategies for laying out objects on maps, space-filling of map backgrounds and link visibility. We then describe the interaction techniques that enable users to access these maps, which combine transformations of views with graphical query formulation and expansion. We discuss customization, re-usability and sharing and describe our prototype system, SHADOCS, followed by a brief conclusion and description of future work.
Related work
Many researchers have investigated the navigation problem in hypermedia systems. Early research led to techniques and design strategies for finding the proper structure of a hyperdocument. Most attempted to reduce the graph structure to a hierarchical or semihierarchical structure and differ primarily in the stage at which the structure of hyperdocuments is made hierarchical (or semi-hierarchical). While some authors suggest that hypertext designers choose this structure at the design stage of the hypertext [Meyrowitz86, Acksyn88] , others suggest that existing hypertext documents with complex underlying structures can be transformed into hierarchical hypertext. Experimental techniques that provide the necessary automatic transformation have been proposed in [Rivlin94] , based on some critical measures of hypertext systems [Rodrigo92] . Other techniques are based on the aggregation of nodes [Crouch89] .
Another body of research led to visual tools such as overview diagrams or maps that help users navigate through complex hypermedia structures [Halasz87, Yankelovich88] . Other works have extended maps by providing footprints [Bernstein88] , which help users know where they are, where they come from and where they can go.
Although the purpose of overview diagrams was to help users navigate a complex hypertext, most research was conducted on hierarchical structures or on restricted substructures. For example, Notecards [Halasz87] automatically provides tree diagrams while Intermedia [Yankelovich88] automatically provides local overview diagrams of the current node and the links adjacent to it. In other systems, e.g. [Nielsen90] , overview diagrams that display more complex graph structures are hardcoded. In a user study of the navigation problems in Nielsen's hypertext, Foss [Foss89] concluded that the overview diagrams would have been much more helpful if they had been designed more carefully.
Unfortunately, designing good overview diagrams for complex structures has proven to be very difficult. According to [Bernstein91] 
Interactive Dynamic maps (IDM)
The interaction model we have defined is based on a metaphor of navigation in the real world. A collection of documents is considered to be a territory that contains resources (documents and topics) and maps of these territories can be drawn. An Interactive Dynamic Map is a document that provides a global view of either the semantic content of a set of documents or the set of documents themselves. The semantic content reflects the topics contained within the set of documents and the way they are organized or related to each other. It is represented by a thesaurus that is built automatically from the full-text analysis of the documents.
Since IDMs are computer artifacts, they offer more possibilities than geographical maps of the real world:
• users lost in hyperspace can always find a map showing where they are, where they came from and where they can go; • maps can change dynamically as new documents are added to the web; • maps support navigation, querying and browsing through direct manipulation; • maps can be customized, stored, and reused, which is useful for extensive search tasks that are often interrupted: the map can be stored at any point in the navigation and reused at a later time when the user wants to resume; • maps can be shared among a group of users, which is valuable when several users share a common interest, since they can customize a common, shared map.
We have adapted real-world conventions about the design of geographical maps to meet our needs. Maps are made up of regions, cities and roads which are used to convey information about the structure of the web. For example, a region represents a set of documents and the size of a region reflects the number of documents in that region. Similarly, the distance between two cities reflects the similarity relationship between those two cities. Thus, in maps where cities represent documents, if two cities are close to each other, then the documents have similar or strongly related contents.
Time invariance is another important aspect of real-world maps. Although a map of a given territory may change from year to year, the changes are local and the modifications are minor. Because objects in an IDM do not change location much over time, users can take advantage of their spatial memory to track and store information efficiently.
We have defined two kinds of IDMs: Topic Maps represent the semantic content of a large collection of documents, and Document Maps display and allow access to subsets of documents. Document Maps (figure 2) represent collections of documents either generated automatically from a user query or gathered manually by a user or designer. Unlike Topic Maps, the cities of these maps are documents. Cities are laid out such that similar or highly correlated documents are placed close to each other. The size of a city reflects its importance with respect to a given criterion, which varies according to how the map was created. If the map gathers documents resulting from a query, document importance (and therefore city size) is computed as the relevance of the document to the given query. If the map contains documents that were gathered manually by a user or designer, document importance is the subjective importance given by the users. One aspect of IDMs is the abstract visualization of the semantic content of a set of documents, as described above. Another aspect of IDMs is the support for interactive document retrieval tasks: IDMs support two forms of interactive navigation, browsing and querying, through direct manipulation of the maps. A third aspect of IDMs is customization: maps can be easily edited by users. Customization aids navigation tasks and increases the users' sense of engagement, helping them to better understand and remember the underlying information space.
Automatic extraction of the web semantics

INFORMATION RETRIEVAL TECHNIQUES
The computation of IDMs is based on a set of information retrieval techniques known as full-text analysis. Most of these techniques consist of representing documents and keywords by vectors. The coordinates of document vectors are computed from the set of keywords and the coordinates of keyword vectors are computed from the set of documents, as follows: coordinate x i of document D is 1 if keyword T i was found in D and 0 otherwise. Conversely, coordinate x i of the vector representing a keyword T is 1 if document D i contains T and 0 otherwise. More complex formulas for computing these vectors can be used (see for example [Salton83] or [Larson92] ).
Correlations among documents, correlations among keywords and the relevance of documents to keywords can be computed from these vectors. The basic idea is that if two documents are similar, their vectors are similar. One measure of the similarity between two vectors is the cosine of the angle between those two vectors: co-linear vectors have an angle of zero and thus a cosine of 1, while orthogonal vectors have an angle of 90 degrees and therefore a cosine of 0. The cosine in turn can be computed from the scalar product. Various measures and computation techniques exist [Salton83, Larson92] .
REPRESENTING THE WEB SEMANTICS WITH A THESAURUS
The first step in generating a Topic Map consists of creating a thesaurus. The thesaurus is a set of topics or descriptors (i.e. terms and expressions selected to describe the semantic content of the documents). Some descriptors have related meanings and can therefore be organized into classes.
Most real-world thesauruses are built manually and use descriptors according to their particular goals. Some, such as Roget's thesaurus, contain general descriptors, while others, such as the INSPEC thesaurus, contain more specific terms. They also differ according to the types of relationships they support, the granularity of the classes and the depth of the hierarchy. In most cases, thesauruses provide concepts within a single area although some attempt to be more exhaustive. The latter requires development of complex semantic relations built by human experts. In an automatic construction context such as ours, the goal is slightly different. We are only interested in terms relevant to the description of the semantics of the underlying web of documents. Since we want to apply our technique to various types of documents, we use as little linguistic knowledge as we can. The semantic relations are constructed automatically based on a co-occurrence analysis, in which words and expressions that appear in a subset of the documents (i.e., not all of the documents, but at least some of them) are selected as potential descriptors.
Automatic construction of the thesaurus begins with the extraction of terms and the computation of correlations between them. Classes of the thesaurus are then obtained by applying clustering techniques to the resulting set of descriptors. In this section we briefly review our approach, the results of our experiments in descriptor extraction (see [Zizi95] for a detailed description), and the construction of classes.
EXTRACTING THE DESCRIPTORS
Our extraction process (see figure 3) extracts two-word expressions rather than single words 2 for constructing the thesauruses and lists of keywords. We experimented with extracting single words, like [Padmini92] who extracted terms for use by other computer programs. However, we found that single words were not expressive enough to be presented visually to end users. Longer expressions (from two to five words) were much more meaningful. Studies of the contents of manual thesauruses or lists of keywords show that more than 50 % of the keywords are expressions.
We have focused on two-word expressions because (1) they give reasonable keywords and represent a fair proportion of the keywords found in manual thesauruses and (2) they can be extracted efficiently at relatively low cost, e.g. by using statistical filters. Extracting 3, 4 or 5-word expressions is probably useful but requires additional linguistic text analysis since syntactical information has to be considered to filter such expressions efficiently [Bourigault92] .
Our approach to two-word extraction consists of building an adaptive dictionary while parsing the documents. The dictionary contains two-word expressions together with information about the frequency and inverse frequency of the expression. Every two successive words of a document defines a two-word expression that is added or updated in the dictionary. A small set of rules filter out a large number of such expressions, such as those containing one small word or one stop word (see figure 3) .
When a complete set of documents is parsed, statistical filters are used to determine potential descriptors among the expressions stored in the dictionary. This is done by adapting traditional single word frequency filters to handle expressions. In our experiment, we used the average frequency filter and the inverse frequency filter (see figure 3) . In the first case, expressions that have a total number of occurrences below a threshold s0 or over a threshold s1 are removed because they are not appropriate to efficiently represent the semantic content of documents [Salton83] . In the second case, descriptors are removed when the inverse number of documents in which they occur is below a threshold s2. Thus descriptors that occur in a high proportion of the documents are ignored because they are inefficient at discriminating the documents. Other more accurate statistical filters exist but they often require additional computational cost [Salton83] .
Set of d escriptors
In verse frequency filter
Elimination of expressions Ei such that Finv(Ei) < s2
Freq uen cy filter
Elimination of expressions Ei such that Freq(Ei) < s0 ou Freq(Ei) > s1
Identification of distinct expressions
Docu men ts
Elimination of expressions containing one small word, or one common word. In order to use the average and inverse frequency filters mentioned above, the thresholds s0, s1, and s2 have to be defined. We do this with the heuristic developed by [Zizi95] , which is
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Knowledge Hypermedia -vol. 43 -1995 8 based on a user-defined parameter (the extraction factor) and a corpus-dependent parameter (the theoretical average frequency). The extraction factor influences the degree of specificity of the descriptors obtained: the smaller the extraction factor, the more specific the descriptors. For example, table 1 contains the subset of descriptors relative to the concept of software that were extracted from a set of 12,000 documents. The left column shows the result of using 1139 as the extraction factor and the right column shows the result of using 55.
Extraction factor set to 1139
Extraction factor set to 55 Table 1 : Setting the extraction factor to influence the degree of specificity of descriptors.
We conducted an experimental evaluation of the extraction process on several subsets of documents from the HCI Bibliography Project, including the entire bibliography. The HCI Bibliography [Perlman94] is a free-access on-line corpus containing approximately 12,000 paper abstracts from the field of Human-Computer Interaction. The experiment showed that when the thresholds s0, s1 and s2 are fixed, the set of extracted descriptors tends to specialize as the number of documents grows. In other words, the description of the topics found in the web gets more accurate, but the thesaurus grows endlessly. When using the heuristic described above, the experiment showed that the number of extracted descriptors tends to stabilize. More details about the experiments can be found in [Zizi95] .
CLASSIFYING THE DESCRIPTORS
The classification of the descriptors is based on a dynamic clustering technique [Diday82] . This technique requires the computation of a similarity index between pairs of topic descriptors in the web. The similarity between two descriptors T k and T h is computed as follows [Salton83] :
where t ik is 1 if descriptor T k appears in document D i and 0 otherwise and n is the number of documents in the web.
The dynamic clustering computes a set of classes A 1 , A 2 ,...,A p of the thesaurus that define a partition {A 1 , A 2 ,...,A p } where each A i contains a set of descriptors (p is a user-settable parameter that defaults to 12). The computation starts with an arbitrary partition {A 1 , A 2 ,...,A p } and improves it incrementally until it reaches stability. At each step, the partition is improved by computing the distance for each element of each class A i (based on the correlation formula above) between the document and the centroid of its class and by comparing it with the distance between the document and the centroids of the other classes. If the element is found to be closer to the centroid of another class, it is moved to that class and the centroid of this class is recomputed.
In order to evaluate the quality of the classification, we have defined the grain of a class as the mean similarity between elements of the class: a good class has a high grain. There is a trade-off between the number of classes and the grain: a higher grain can be achieved by increasing the number of classes. Another way to obtain higher grains involves introducing a special class "Miscellaneous" to gather terms that are dissimilar with every other term. We obtained good results by combining an adaptive algorithm to compute the number of classes and the use of the Miscellaneous class [Zizi95] .
Creating the thesaurus is computationally expensive. However, the thesaurus need only be created once from scratch. It can then be updated incrementally when documents are added to the initial web. When the number of documents is large, it is unlikely that a new document will change the classes of the thesaurus. Hence the cost of adding a new document can be reduced to the cost of re-computing the correlations. A full re-computation of the classes can be done after adding a large number of documents to the web. Experiments with various bodies of documents show that, in most cases, the dynamic clustering converges in a few iterations (typically 5 or fewer).
Visualization
LAYING OUT TOPIC MAPS
A Topic Map consists of regions corresponding to the descriptor classes A i and cities corresponding to the descriptors. Regions and cities are laid out to reflect the importance of the topics they represent within the collection. The size of a region is proportional to the importance of the descriptors it contains and also depends on its relative importance in the collection. The importance of a descriptor is defined as the number of documents that contain this descriptor.
The regions of a Topic Map are rectangles {R 1 , R 2 ,...,R n } that represent the classes {A 1 , A 2 ,...,A n } of the thesaurus. Each class A i has an importance u i that is the sum of the importance p k of the descriptors it contains.
Each rectangle R i is identified by the coordinates of its upper-left corner (X i , Y i ) and its width and height (W i , H i ). The rectangle that represents the whole map is referred to as R. X top and Y top are the coordinates of its upper-left corner and W and H are its width and height.
Our algorithm successively lays out the rectangles R i in the rectangle R. At each step the algorithm computes X i , Y i , W i , H i such that: is as close to 1 as possible, i.e. R i looks more like a square than a thin strip. This is because we have to lay out cities inside R i . We have determined experimentally that an acceptable ratio is under 3/2. At each step, the part of the rectangle R that is still uncovered is a rectangle R rest . The algorithm computes the width, height and top-left coordinates for the rectangle R i that represents the next class A i that has not yet been processed. This layout is obtained by cutting either the width or height of R rest proportionally to the size of A i . If the aspect ratio of the resulting rectangle is not acceptable, A i is gathered with A i+1 , A i+2 ... A i+k until the aspect ratio of the corresponding rectangle is satisfying. In this case the algorithm is called recursively on rectangle R i with classes {A i+1 , A i+2 ... A i+k }.
Although this algorithm can lead to rectangles that do not match the aspect ratio, our evaluation showed that when the classes are processed in decreasing order of importance, the average frequency of such rectangles is under 2% [Zizi95] .
Once the regions are laid out, we can lay out icons representing the cities in the regions. In a Topic Map, each city represents a descriptor of the thesaurus; the importance of the city reflects the number of documents to which the descriptor is assigned. A threshold value e can be defined by the user in order to control the importance of the descriptors to be displayed. The set V i of icons representing descriptors T k that appear on the map in a region A i is defined as the set of T k in A i such that u k > e.
The icons representing descriptors in V i are laid out in the rectangle R i such that the most important city is at the center of the rectangle and other cities are laid out on ellipses according to their importance. This layout offers a convenient way to spread out the cities in each region according to their importance, with the "capital" of the region at its center. The coordinates of the center of rectangle R i and hence the position of the biggest city are: X k = X o + a k cos (q k ) Y k = Y o + b k sin (q k ) with q k varying according to the number of cities so as to obtain a spatial distribution. Finally, the roads of the map represent pairs of descriptors whose similarity is higher than a given threshold. Figure 1 is a hard-copy of a Topic Map computed by the algorithm outlined above. Each class corresponds to a rectangle. The figure clearly shows that descriptors in the same class are more correlated than descriptors in different classes, which illustrates the effectiveness of the dynamic clustering.
The layout of the IDM is computationally efficient. Therefore, the overall cost of the generation of a Topic Map is the generation of the thesaurus and, more precisely, the dynamic clustering part.
LAYING OUT DOCUMENT MAPS
In a Document Map, cities are documents that are represented by icons. The documents may be the result of a query or they may have been selected manually by users or designers. The map is drawn according to the following conventions:
• Roads between cities correspond to special relationships between the documents represented by the cities, e.g. comment, contains reference to, to be read before. In particular, they can be the links of a traditional hypertext system. • Cities representing similar documents are laid out close to each other on the map while cities representing very different documents are laid out far away from each other.
• The size of the icon depicting a document reflects its importance according to either its relevance to a given query or its subjective importance as set by users or designers (depending on the origin of the map).
The main difficulty in achieving this layout is to reflect the similarity between documents as distances on the map. We have adapted a general algorithm for laying out graphs [Kamada89] . This algorithm maps the graph into a physical system made of particles and springs. Each node is mapped to a particle and a spring is set between each pair of particles. The strength and default length of each spring depends on the length of the shortest path between the two nodes corresponding to the particles it is attached to. A spring corresponding to nodes that are directly connected in the original graph has a length of one and a strong strength. Springs corresponding to non-directly connected nodes in the original graph have a longer default length and a weaker strength. The layout of the nodes corresponds to the positions of the particles when the spring system is in a stable state. The algorithm first initializes the positions of the particles and then computes the energy of the system. It then decreases the energy step-by-step, by moving the particle with highest energy to a stable position. When the energy of the system reaches a minimum, the algorithm stops. We have added an optional final pass that moves the nodes so as to avoid or minimize the overlap of the icons representing the cities.
The algorithm does not guarantee that the distances in the layout match the similarity relationship, but in practice it generally gives good results: overall, similarities are roughly reflected in the final display. Furthermore, customization and re-usability enable users to have final control of the layout. Thus if a misleading layout were to occur, the map could be edited and saved with a more appropriate layout. This possibility illustrates the benefit of treating maps as documents. Figure 2 shows a Document Map computed with this algorithm. While the layout of a Topic Map is computationally efficient, the algorithm used here to lay out Document Maps is expensive, especially for the first layout. The time to complete the layout is polynomial in the number of nodes in the graph. This is not a problem since we mostly use Document Maps to display relatively small sets of documents. We have not yet focused on performance issues concerning the layout of very large Document Maps. However, we expect to improve performance by giving better initial positions to the nodes, since this dramatically improves the efficiency of the layout algorithm.
LINKS VISIBILITY
Both Topic Maps and Document Maps use links to display the relationships between their items. As shown in figure 4 , displaying all possible links is not satisfactory. We have experimented with two strategies to solve this problem. One strategy uses the types and weights of the links to filter out irrelevant or non-important links. As show in figure 5, this strategy can reduce the number of links dramatically; however it is still difficult to follow the relationships between the documents. The other strategy uses a dynamic approach: all links are hidden, except those around the user's focus (figure 6). This strategy is much more promising, because the dynamic aspect of the display (link appearing and disappearing as the user's focus changes) makes it easier to understand the relationships between the nodes by transferring part of the cognitive load to the perceptual system.I
Navigation
DMs support two forms of interactive navigation, browsing and querying, which are achieved by direct manipulation of the maps. IDMs also support customization, which aids navigation tasks and increases the sense of engagement by the users.
Browsing is used to explore an unknown set of documents or when users do not know how to describe what they are looking for. We have defined several levels of browsing, akin to using maps at various scales. Large-scale maps provide an overview at the expense of detail, while smaller scale maps provide increased detail at the expense of context. Fortunately, computergenerated maps provide more facilities than traditional paper maps. The scale can be defined by the user, and it can vary for a given map over time (e.g. zoom) and space (e.g. fisheye views [Furnas86] ).
We have defined three levels of browsing: the wide browsing level uses semantic fisheye views, the medium browsing level uses a semantic zoom, and the narrow browsing level uses multiple windows. Using multiple windows consists of displaying full documents in separate windows, a very traditional approach. Therefore in the next sections we focus on the semantic fisheye and semantic zoom.
SEMANTIC FISHEYE VIEWS
The wide browsing level is intended for fast scanning over a web of documents. Few details are shown about the items except under the focus area, which displays more information. To achieve this, we use fisheye views (figure 7) and scaling. Fisheye view transformations make it possible to increase the size of parts of the map without losing the remaining items. With such a transformation, the position and size of each item is computed from the normal view, the distance between the focus and the given item and its a priori importance [Sarkar92] . The initial layout of the map serves as the normal view and the initial sizes of items serve as their a priori importance. The focus is set at a position defined by the user. Ideally, the focus should follow the mouse pointer but our current software and hardware platform does not support a sufficiently rapid response time.
We combine the fisheye view transformation with a semantic scaling transformation: the type of information that is visible for a given item varies with the size that was computed by the fisheye transformation for that item (hence the term semantic fisheye view). For example (figure 8), an item with a small display size shows a name and icon, while the same item with a larger display size shows the first few lines of the document. With a medium display size, the item shows a more detailed icon and additional information such as its relevance (number of stars). Other types of fisheye views have been proposed [Noik93, Schaffer94] . These techniques have been designed for hierarchically structured documents. Since our documents are weakly structured, we found that the semantic fisheye view was more appropriate.
SEMANTIC ZOOM
The medium browsing level is intended for more detailed exploration. To achieve this, we allow users to zoom in on items of interest (figure 9). Unlike fisheye views, zooming reduces the level of context but enables the user to see a larger number of items in greater detail. Here too we use the semantic scaling mechanism to reveal various levels of detail according to the display size of each item (hence the term semantic zoom). The size depends upon each item's a priori size and the current zoom factor.
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GRAPHICAL QUERY LANGUAGE
Like [Fox91] , we consider querying as a form of navigation and we integrate querying and browsing in the same framework. Queries can be issued by selecting items and links directly on Topic Maps (figure 10) or on Document Maps. The selected items are translated into a boolean query according to simple rules: an OR operator is used between every two selected items unless a link between these items is selected, in which case an AND operator is used (figure 10). A query is then interpreted by using information retrieval techniques. The query is represented in the system by a vector Q = (x 1 , x 2 ,...,x n ) where n is the number of descriptors in the thesaurus. Each x i is 1 if descriptor D i is among the selected items of the map and is otherwise 0. For a Topic Map, non-null coordinates correspond to the topics selected on the map. For a Document Map, the non-null coordinates correspond to all the descriptors used in the representation of the documents selected on the map. This latter case is a type of query-by-example, which provides a useful extension to query languages for information retrieval [Stanfill91, Khale89] .
.Empirical studies [Golovchinsky93] have also shown that graphical queries are easier to issue than textual queries and that users with relatively low computer experience are significantly better at expressing queries graphically rather than syntactically. Our query language is very similar to that of QRL [Golovchinsky93], except that in QRL query items are selected from the words of a document whereas in our system they are selected from maps. Our approach has several advantages. First, queries can be automatically expanded by using the thesaurus embodied in the Topic Map and the expansion can be easily controlled by the users. Second, the same graphical query mark-up technique can be used in Document Maps and in Topic Maps, providing consistency in the interface. Users can issue an initial query from a Topic Map and then refine it by querying the resulting Document Map. Finally, Topic Maps provide global views that help users better understand which topics can be found in the documents before they actually issue a query. In contrast, QRL uses local views: the document from which the topics of a query are selected can be seen as a local view on the topics of the whole collection. We believe that these two approaches (global and local) correspond to different types of browsing tasks and therefore could be combined. Other graphical query languages such as Graphlog [Consens94] or Gram [Amann94] have been developed on top of databases systems. These systems offer powerful query languages for querying structured data, such as logic programming. However graphical query languages based on information retrieval are more appropriate for handling topic searches within large amounts of weakly-structured text Thesaurus driven query expansion Information retrieval systems traditionally base query expansion on thesauruses or association lists. Topic Maps not only support thesauruses, but they also provide an immediate feed-back of queries as they are expanded. Users can control the expansion process by modifying selected items before the expanded query is processed. By permitting user-assisted query expansions the system is less likely to expand queries in irrelevant directions as often happens with "blind" automatic query expansion systems. Interactive dynamic maps support two expansion strategies: a query can be expanded to include all the cities that lie in the thesaurus classes of the items of the original query (figure 11) or it can be expanded to include the cities directly connected to these items (figure 12). The first type of expansion is useful when the selected topics lie in a few classes of moderate importance while the second type is useful when the selected topics lie in a larger number of classes or in classes of larger importance.
Customization and re-usability of past search results
We consider customization to be an integral part of navigation, like querying. Customization allows users to suit maps to their needs and taste. The layout of a map can be changed with traditional editing commands and annotations of various kinds can be added. Customization helps users localize themselves: annotations act as landmarks that users remember and recognize easily. For example, readers can mark their own paths, annotate items, add post-it notes, etc. These annotations then serve as clues during further navigation by the owner of the map as well as by other users sharing the same IDM.
Maps are customizable documents that can be edited, stored in a library of maps, and exchanged among users. Maps can also be made active: an active map results from a query and is re-computed at regular intervals from the initial query, thereby tracking and filtering changes in the web.
Prototype system
In order to evaluate the concept of Interactive Dynamic Maps, we have implemented a prototype system called SHADOCS (SHAring DOCument System) [Zizi94] . All the figures of this article are hardcopies of displays generated by SHADOCS.
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Figure 13: The architecture of SHADOCS Figure 13 shows the architecture of SHADOCS. At the heart of the system is the IDM library which stores IDMs. The engine computes maps from the documents stored in the different document sources (as described in section 4). The IDM editor acts as the interface between the system and the users, who can view, customize and store IDMs in the library. Users can also issue queries that are sent to the interpreter to create new maps. The interpreter is also used to implement active maps by regularly querying the document sources. The interface to the document sources accesses the documents themselves. Since documents may be stored in various formats and may be accessible through various protocols (e.g. WAIS, Gopher, WorldWide Web, FTP), this component shields SHADOCS from dependencies on the document sources.
The prototype system is implemented with the O2 object-oriented database management system [O2, Delobel91] . We have used a local O2 database in this prototype to act as the interface to the different document sources. We are also developing interfaces to remote document sources.
Lessons learned
In order to evaluate the effectiveness of IDMs for exploring document sets, we have put several sets of documents in SHADOCS: a set of manual pages from the X Window System (62 documents), various subsets of the HCI Bibliography Project [Perlman94] , including a set of 500 documents and a set of 4344 documents, and the whole bibliography (12041 documents). We have used these sets for a number of experiments [Zizi95] to evaluate the extraction of the descriptors, the classification, the layout algorithms and the query system. These experiments, together with informal evaluations with users, have led us to three major observations. The number of descriptors. Without filtering, around 170,000 descriptors (two-word expressions) are extracted from the set of 12,041 documents from the whole HCI bibliography. With a simple filter based on the average number of occurrences of each descriptor, the number of descriptors drops to 5500, which is still far too many for a human user. This led us to develop an adaptive filtering strategy that is based on the number of descriptors we want to extract, using the extraction factor (section 4.3).
The quality of the dynamic clustering. The classes are quite significant with respect to the content of the documents, especially when using a "Miscellaneous" class. In other words, the items of a class exhibit high similarities and are very representative of the documents they were extracted from. An important parameter appears to be the number of classes in the partition, although this parameter seems to be less important when the number of descriptors grows. The notion of grain of a class (section 4.4) enabled us to dynamically adapt the number of classes to the descriptors extracted from a particular set of documents. The Miscellaneous class tends to decrease the initial number of classes in the partition, since several classes from the initial partition can often be emptied by applying the heuristic. This tends to counteract with the strategy that consists of increasing the number of classes to increase their grain size.
The level of interaction . The spatial metaphor appears effective and, as already noted in previous works (e.g., [Card91] ), dynamic displays are helpful in understanding the content of an information space. In addition, the ability to edit and customize maps contributes to a better understanding of the set of documents. For example, moving items allows users to make the display more pleasing while giving a better sense of the dependencies among items. This encourages exploration by trial and error, which in turn is supported by the navigation features. At the same time, users are less likely to become disoriented, because of the stability of the display and their ability to create annotations and set landmarks.
Conclusion and Future Work
We have presented a new approach to hypermedia exploration that builds upon previous work in Information Retrieval, Information Visualization, and Human Computer Interaction. This approach is based on the concept of Interactive Dynamic Maps (IDMs). An IDM is a view of a web of documents, computed from the documents themselves, that users can interact with to navigate through and query the web of documents. The concept of an IDM has been implemented in a prototype system called SHADOCS, which we have used to conduct various experiments.
Next steps include improving and extending the system, including improving the computation of IDMS, improving the layout algorithms for visualization and perhaps adding 3D, and decreasing the interaction response times. We also plan to conduct additional user tests in real settings in order to evaluate the effectiveness of this approach. Finally, we would like to extend this to multimedia in addition to text documents. This will pose particular problems when automatically identifying descriptors. As a starting point, image analysis and signal processing techniques can be used to identify meaningful components in audio and video documents. Although this aspect is still an open problem, we believe that it will deserve more and more attention as electronic documents move from hypertext to hypermedia.
