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Quantum effects in condensed matter normally only occur at low temperatures. Here we show a
large quantum effect in high-pressure liquid hydrogen at thousands of Kelvins. We show that the
metallization transition in hydrogen is subject to a very large isotope effect, occurring hundreds
of degrees lower than the equivalent transition in deuterium. We examined this using path inte-
gral molecular dynamics simulations which identify a liquid-liquid transition involving atomization,
bandgap closure, and changes in viscosity, specific heat and compressibility. The difference between
H2 and D2 is a quantum mechanical effect which can be associated with the larger zero-point energy
in H2 weakening the covalent bond. Our results mean that experimental results on deuterium must
be corrected before they are relevant to understanding hydrogen at planetary conditions.
There are a few features of phase diagrams which are
impossible in classical physics. Such nuclear quantum ef-
fects (NQE) are typically only seen at low temperatures.
The quantum rotor ”Phase I” of hydrogen extends to
zero temperature, and there is a significant difference be-
tween H2 and D2 in the low temperature phase bound-
ary between Phase I and the broken-symmetry Phase II,
in which both isotope mass and quantum spin statistics
play a role.[1] No isotope effect is known for the melt-
ing line in hydrogen, and it is normally assumed that
quantum effects are unimportant at the kiloKelvin tem-
peratures of fluid hydrogen. However, once in the liquid
phase, fluid hydrogen can undergo the insulator-to-metal
transition, wherein the system transforms from an in-
sulating molecular phase to a conducting atomic phase.
This liquid-liquid phase transition (LLPT) has been ob-
served in both static[2–5] and dynamic[6–8] compression
experiments, and is of vital importance to the modelling
of the interior of Jovian-like planets[9–11], as the met-
allization of hydrogen is thought to cause the demix-
ing of hydrogen and helium at pressure.[12] Therefore,
”Low-temperature” begs the question ”Low compared to
what?” The melting transition involves changes in inter-
molecular bonding, which is a relatively weak interac-
tion. The LLPT, on the other hand, involves breaking
the covalent bonds. The zero-point energy of H2 is 78.46
meV (∼ 910 K) higher than that of D2,[13] and so the
covalent bonding in H2 is significantly weaker. Conse-
quently, isotope effects at an unprecedentedly high tem-
perature could be manifested in the experimentally ob-
servable difference in the LLPT phase boundary. Indeed,
a 700 K difference in the LLPT phase lines of H2 and D2
was reported by Zaghoo et al. by monitoring reflectiv-
ity in a laser-heated diamond anvil cell.[4] Interestingly,
a similar experiment conducted by Jiang et al. one year
later did not detect an appreciable isotope effect.[5] NQE
are not typically included in calculations of the hydrogen
LLPT[14–18], aside from coupled electron-ion quantum
Monte Carlo[19–22] calculations, which also enable more
accurate modelling of electronic exchange and correlation
at the cost of system size.
In this paper we focus on NQE in the LLPT. We
use the ring polymer path integral molecular dynamics
(PIMD) technique[23] in combination with DFT to cal-
culate the LLPT boundary for classical H2 and quan-
tum H2/D2. We demonstrate the large isotopic shift by
monitoring various properties of the system along five
isotherms ranging from 1000 to 2500 K for both H2 and
D2.
One measure of the LLPT is the fraction of H2
molecules present in the system. This can be obtained
by tracking the height of the first peak in the radial
distribution function (RDF), which corresponds to the
molecular bond length. The results in Fig. 1a) clearly
show dissociation occurring for both H2 and D2, as ev-
idenced by a drop in peak height with increasing pres-
sure. The relative sharpness and magnitude of this drop
are temperature-dependent, with the low temperature
isotherms exhibiting the sharpest, largest drop and high
temperature isotherms exhibiting smooth, small changes
in peak height. The isotope effect observed here as a shift
in the phase boundary between H2 and D2. This shift is
on the order of 250K.
The change in RDF provides clear evidence of a tran-
sition, but does not explicitly consider the existence of
molecules and does not distinguish between possible Hn
clusters for n higher than 2. A more intuitive descrip-
tion of the dissociation can be found by considering the
fraction of atoms that form a molecule. This is extracted
from the interatomic distances, noting that the molecules
continually break apart and reform, akin to a chemical
reaction H2 
 2H, which naturally introduces the idea
of a molecular lifetime. We define a molecule to be two
hydrogen or deuterium atoms less than 0.9A˚ apart for
at least 85 fs; this allows for at least 10 vibrations in
the case of hydrogen. This choice is motivated by the
limits of experimental detectability: it corresponds to a
spectroscopic natural linewidth of 400cm−1,
The resulting dimer fraction across the PIMD runs is
shown in Fig. 1b). The limiting cases of high and low
temperatures show that the dimer fraction tends to the
expected values of 0 and 1 in the atomic and molecu-
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Fig. 1 Evidence of molecular dissociation. (a) Height of
first (normalized) RDF peak, which corresponds to the
molecular bond length. While the peak becomes
relatively small, it does not disappear even in the atomic
phase. (b) Fractions of H2 and D2 dimers present,
where a stable dimer is defined as two H or D atoms
that are less than 0.9A˚ apart for at least 85 fs. Example
RDFs are shown in the supplementary materials.
lar limits, although pressures near the transition here
will have a sizeable fraction of the liquid already dis-
sociated. Like the RDF peak height, the dimer frac-
tion drops steeply across the transition pressure for all
isotherms. However, this drop can only be considered to
be discontinuous at 1000 and 1250 K for both hydrogen
and deuterium, and at higher temperatures the transi-
tion becomes a crossover. This suggests that the critical
point of the LLPT lies between 1000 and 1500 K for both
isotopes, and is higher in deuterium.
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Fig. 2 Diffusion constant D as calculated from mean
square displacements for H2 and D2, showing evidence
of increasing diffusivity across the dissociation with a
clear isotope effect.
The onset of dissociation is also marked by an in-
crease in the diffusivity. Fig. 2 shows calculated diffu-
sion constants D for all isotherms, where it can be seen
that D markedly increases in the high pressure atomic
phase. The curves are qualitatively similar, allowing for
the two-times larger deuterium mass, but an isotope ef-
fect is seen in that the H2 transition is shifted towards
lower pressures. The results are qualitatively similar to
results obtained previously in AIMD calculations[16, 18]
which showed that the proton diffusivity increases rather
than decreases with increasing pressure, meaning that
the high pressure phase has lower viscosity. While the
diffusion constant clearly becomes quite low, it does re-
main nonzero in all simulations above the melt line. A
closer look at the mean squared displacement for these
trajectories (shown in the Supplementary Materials) in-
dicates that even at low temperatures, the simulations
are indeed of a flowing liquid.
This transition is perhaps best thought of as a chem-
ical reaction between distinct species H and H2. This is
in part because the transition is anomalous compared to
first order transitions usually encountered, as there is no
phase separation in the coexistence region: atomic and
molecular hydrogen are continually interconverting, and
therefore appear miscible.[18] Nevertheless, the location
of the phase boundary can be established by considering
various thermodynamic quantities. Since the system un-
dergoes a small volume change across the isotherm either
abruptly or gradually depending on the temperature, this
will create a clear signature in the isothermal compress-
ibility κT = − (∂V/∂P )T /V . Here, it is estimated using
the equilibrated NVT volumes and pressures using finite
differences. These results are shown in Fig. 3a), along
with a fit to obtain the location of the peak. In theory,
κT should diverge at a first-order transition and show a
peak along an extension of the phase boundary beyond
the critical point (the “Widom line”). While this cannot
happen in a finite sized system, the peaks can still be
seen to be very sharp for both isotopes at low tempera-
tures. For both isotopes the peaks also widen at higher
temperatures, which is indicative of a crossover rather
than a phase transition.
The other thermodynamic quantity considered is the
heat capacity at constant volume CV , as this can be cal-
culated directly from fluctuations in the internal energy.
This should also diverge at a first-order transition and
show a peak along the Widom line, due to the energy re-
quired to break the bonds. To calculate CV in the PIMD
formalism, some modifications must be made to account
for interactions between beads. For these results, the cen-
troid virial heat capacity is employed (see supplemental
materials) to calculate the heat capacity of the full PIMD
ring polymer system[24] to offer the best practical con-
vergence without requiring the evaluation of prohibitively
expensive second order derivatives of the potential. The
results are shown in Fig. 3b) for the various isotherms for
32
4
6
8 a)
H2
κ T 
(1
0-
3  G
Pa
-1
)
1000K
1250K
1500K
2000K
2500K
2
4
6
8
10
12
60 140 220 300
D2
κ T 
(1
0-
3  G
Pa
-1
)
Pressure (GPa)
3
4
5
6
7 b)
H2
He
at
 c
ap
ac
ity
 (C
V/
k B
) 1000K
1250K
1500K
2000K
2500K
3
5
7
9
11
60 140 220 300
D2
He
at
 c
ap
ac
ity
 (C
V/
k B
)
Pressure (GPa)
Fig. 3 (a) Estimated isothermal compressibility
κT = − (∆V/∆P )T /V calculated using fixed volumes
and equilibrated pressures for both isotopes. Solid lines
are fits consisting of an exponential plus a Gaussian
function. The centre of the Gaussian peak was then
used to establish the location of the phase boundary and
Widom line. (b) Heat capacities of the full ring polymer
systems for H2 and D2 established from fluctuations in
energy estimators. Solid lines are a guide to the eye.
both H2 and D2. The heat capacity is also clearly peaked
like κT , but noisier due to it being a quantity obtained
from fluctuations.
In both the quantities considered, the D2 peaks are
shifted compared to H2 which further identifies the iso-
tope effect. The magnitude of the peaks in both the
heat capacity and compressibility is also larger in deu-
terium than hydrogen at lower temperatures. Both the
quantities also show broadening of their respective peaks
at higher temperatures, clearest in the compressibility,
where the transition becomes a crossover rather than a
thermodynamic phase transition.
The prevailing belief about the LLPT is that metalliza-
tion and dissociation occur together,[21, 25] but in prin-
ciple there is no reason that these two phenomena must
coincide exactly. Furthermore, metallization can be ob-
served at a distinctive pressure even beyond the critical
point, perhaps by a percolation transition[26]. Onset of
metallization in our simulations was monitored by track-
ing the band gap as calculated from the electronic density
of states from snapshots taken from the PIMD trajecto-
ries. The results are shown in Fig. 4. The band gap
drops steeply to zero at transition pressures which coin-
cide very closely with those observed when monitoring
dissociation in Fig. 1: hydrogen metallizes at lower tem-
perature than deuterium. The implication is that at all
temperatures hydrogen has a smaller band gap and by
implication a higher conductivity than deuterium: inter-
estingly, this was noted by Weir et al.[6] but ascribed to
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Fig. 4 Electronic band gap calculated from density of
states for H2 and D2 showing the onset of metallization
in all isotherms.
a large difference in density, and the exact values remain
uncertain[27].
The results are summarized in Fig. 5 on a PT phase
diagram, established using peaks in the isothermal com-
pressibility as this was found to give the most distinctive
peaks. The Clapeyron slope is observed to be negative,
which is consistent with the small but negative volume
change across the transition. The volume change and
Clapeyron slope are slightly larger for D2; configurational
entropy cannot be calculated precisely, but from volume
and slope we estimate it to be about kB/2 per molecule,
consistent with the extra degree of freedom from breaking
the bond. The isotope effect can be clearly observed as a
shift in the transition pressure, which is largest in magni-
tude at lower temperatures where NQE effects are most
significant. Both the molecular dissociation and metal-
lization curves match up with the thermodynamic phase
boundary, and thus also exhibit a quantitatively simi-
lar isotope effect. The effect of including NQE can also
be seen by comparing to complementary AIMD runs us-
ing classical H nuclei and the BLYP exchange-correlation
functional, where the phase boundary is obtained from
the isothermal compressibility using identical methods to
the PIMD runs.
Compared to other ab-initio studies, the inclusion of
NQE has a similar impact as the choice of exchange-
correlation functional, which can shift the whole phase
boundary by as much as 100 GPa[18]. This is mainly
due to the well-known tendency of the PBE-based
functionals[30] towards easy metallization compared with
functionals which correctly describe the high density-
gradient limit[31]. The magnitude of the isotope ef-
fect is also smaller than observed in experiments by Za-
ghoo et al.[4], but similar in both magnitude of the shift
and overall location to CEIMC simulations[21]. Perhaps
the biggest difficulty in using ab-initio methods is that
it must treat the metallic high pressure phase and the
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Fig. 5 Summary of the results obtained in this work. (a) Location of the phase boundary as established from peaks
in the compressibility. The isotope effect is largest in magnitude at lower temperatures. Melting curve[28] and the
likely continuation of the melting line beyond the I-IV-liquid triple point[29] shows where the LLPT phase line is
expected to rejoin the solid phase lines. (b) Comparison of the compressibility phase line to the dissociation curve
established from the peak of the gradient of the dimer fraction and the line corresponding to band gap closure.
Results obtained using classical H nuclei are also shown for reference. Snapshots on either side of the transition
correspond to H2 at 1000K, for 100GPa and 250GPa with bonds highlighted in red.
molecular insulating phase on the same footing, despite
most exchange-correlation functionals favoring one rela-
tive to the other. Much of the agreement so far stems
from cancellation of errors, where various competing ef-
fects can help lead to “correct” results. It is therefore
useful to understand the limitations of the theory for this
particular application in order to distinguish which ef-
fects are the most relevant. In particular, two important
contributions to the variability in results are the inclu-
sion of NQEs and the high density limit of the exchange
energy[31]. BLYP has been shown to be the most effec-
tive in treating molecular phases of hydrogen[32], which
may explain why the phase boundaries lie at higher pres-
sures compared to other ab-initio studies.
The critical point is difficult to locate with MD. The
discontinuous changes in thermodynamic properties be-
low the critical print are blurred by finite size effects, and
anomalous peaks remain along the Widom lines beyond
Tc. While the various peaks in thermodynamic quanti-
ties are largely sharp and coincide, quantities such as the
fraction of molecules change much more gradually across
the transition.
We have shown the existence of a strong isotope effect
of several hundred Kelvins in the liquid-liquid transition
in hydrogen, with the transformation occurring at lower
temperatures and pressures in hydrogen than deuterium,
and much lower than in previous work using classical nu-
clei. There is no such effect at the melt line, nor (by
definition) in Born-Oppenheimer dynamics. So we can
confidently ascribe it to the different zero-point energy
of hydrogen and deuterium vibrations; the difference in
these 12~(ωH − ωD) has the appropriate order of magni-
tude of hundreds of Kelvin.
The strong dependence of the calculated LLPT line
on the exchange-correlation functional makes it impossi-
ble to confidently state the precise location of the LLPT.
Moreover, above the critical point the transition becomes
a crossover and the associated Widom lines depend on
the precise quantity being measured. In this work, the
magnitude of the isotope effect is likely to be more ac-
curate than the exact location of the LLPT line. While
the exact location of the boundary will likely remain con-
tentious until experimental results can pin it down more
accurately, ab-initio PIMD methods are clearly effective
in showing that an isotope effect is indeed present the
LLPT. They also emphasize that experiments on deu-
terium cannot be used as a proxy for the hydrogen phase
diagram.
It is well known the quantum effects are only important
at ”low” temperatures. We show here that low tempera-
ture must be interpreted in terms of the relevant quantum
energy scales, which for molecular vibration modes can
mean shifts in phase boundaries of hundreds of Kelvins
at temperatures of thousands of Kelvins. These con-
clusions have general applicability to other molecular-
dissociation transitions, such as nitrogen and superionic
ammonia and water[8, 33–35], meaning that experiments
on deuterated samples will significantly overestimate the
transition pressures and temperatures compared with the
natural material.
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Methods7
The Path Integral technique incorporates NQE by mapping the quantum nucleus onto8
a set of P classical replicas, termed "beads", which interact with each other through9
harmonic springs. Here, classical and Path Integral Molecular Dynamics simulations10
were performed using the i-Pi[?] universal force engine in conjunction with Quantum11
Espresso.[?] PIMD simulations consisted of 180 molecules of H2 or D2 (360 atoms) in a12
cubic periodic box with an electronic kinetic energy cutoff of 35 Ry and 234 bands. For13
k-point sampling, the Baldereschi mean value point[?] was chosen due to the tendency of14
hydrogen to form spurious polymeric structures when sampling is done at the Γ point.[?]15
The widely-used PBE[?] functional is known to erroneously favour metallization in hy-16
drogen and so in this work the BLYP functional[?, ?] was used as it has been shown to17
give a better agreement with experiment for the molecular phases of hydrogen.[?]18
Trajectories consisted of an initial NPT equilibration period of 500 steps, followed by19
2000 steps in the NVT ensemble which was then used for data analysis. A timestep of20
0.5 fs was used in all cases. Temperature was kept constant using the stochastic PILE_L21
thermostat[?] with a relaxation time of 10 fs, and for the NPT equilibration runs a constant22
pressure was maintained using the isotropic stochastic barostat[?] as implemented in i-PI,23
with a relaxation time of 100 fs. Five different isotherms were used to locate the LLPT:24
1000, 1250, 1500, 2000 and 2500 K. PIMD trajectories were obtained for hydrogen with25
12 beads at 1000 and 1250 K, 8 beads at 1500 K and 2000 K and 4 beads at 2500 K. For26
deuterium 8 beads were used at 1000 and 1250 K, 4 beads at 1500 K, 2000 K and 250027
K. Convergence details are given in the Supplementary Materials.28
Classical simulations were performed by setting the number of beads to 1. These used29
identical parameters as above, but only considering four isotherms 1000 K, 1500 K, 200030
K and 2500 K 1000 steps in the NVT ensemble.31
Heat capacities were calculated using the centroid virial estimator, which provides32
improved convergence over the primitive energy estimator and is given by[?]:33
CCVV
kBβ2
= 〈T CV 〉 − 〈CV 〉2 − 3N
2β2
, (1)
for N particles, where T and CV are the primitive energy and centroid virial energy34
estimators respectively. Because of its slower convergence, the primitive energy estimator35
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was shifted by a small constant such that the average of the primitive and centroid virial36
energy estimators were equal.37
PIMD convergence38
The number of beads P required to converge NQE is inversely related to temperature, and39
so we performed convergence tests to determine the optimum P for each isotherm. The40
goal was to maintain accuracy of the calculated NQE with a minimum of computational41
effort. For this, the total energy of the system was calculated as a function of P at 10042
GPa for each temperature, and the optimal P was chosen as the beginning of the plateau.43
A sample convergence plot is shown in Fig. 1. The optimal P for hydrogen was chosen to44
be 12 for 1000 K and 1250 K, 8 for 1500 K and 2000 K, and 4 for 2500 K. For deuterium,45
where quantum effects are slightly weaker, fewer beads were required for convergence. 846
beads were used for deuterium at 1000 and 1250 K, and 4 beads at 1500 K, 2000 K and47
2500 K.48
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Supplementary Figure 1. Convergence of total energy (potential plus kinetic) with
respect to number of PIMD beads for liquid hydrogen (left) and liquid deuterium (right)
at 100 GPa, 1250 K. The optimal P was chosen to be at the onset of the plateau, 12 for
hydrogen and 8 for deuterium in this case.
Radial distribution functions49
The first peak of the radial distribution function (RDF), which corresponds to the covalent50
H-H bond length, provides an indicator of the amount of H2 molecules present in the51
system. Here we show sample RDFs for H2 at 1000 K which illustrate the transition52
between molecular and atomic phases.53
Evidence of liquid phase54
We watched animations of our trajectories to ensure that solidification was not observed.55
This is further evidenced by the mean squared displacements shown in Fig. 3 and 4. No56
solidification, layering, chain formation or other unphysical behaviour was observed in57
any of our classical or PIMD simulations above the melt line in Fig. 5. In the classical58
2
 0
 0.5
 1
 1.5
 2
 2.5
 0  1  2  3  4  5
RD
F
Radius (Å)
150GPa
250GPa
Supplementary Figure 2. Radial distribution functions for H2 at 1000 K as a function
of pressure. The black and blue lines corresponds to the molecular and atomic phases at
150 GPa and 250 GPa, respectively. The yellow dashed line represents the RDF of the
solid phase I structure at 150 GPa. The transition between molecular and atomic phases
can be clearly seen by the dramatic drop in the first peak of the RDF.
simulation at 600K we observe a non-diffusing, glasslike state which we attribute to cooling59
below the melt line: this state can not be easily distinguished from the liquid using RDF60
data alone.61
Supplementary Figure 3. Mean squared displacement from classical-ion simulations
using the BLYP functional and 256 atoms. MSD is calculated from ensemble averages of
all atoms and all start times, τ : MSD(t) = 〈(r(τ)− r(τ − t)〉. These calculations are run
in the NVT ensemble at 2.005A3/atom which corresponds to about 140GPa. There is an
initial steep increase as the molecules do hindered rotation, even in the solid phase. In the
long-time limit, all the runs except 600K show linear MSD with non-zero slope, and no
evidence that diffusion is driven by specific rare events. We conclude that all simulations
run above the melt curve are liquid-like. 600K is below the melt curve, but the simulation
was initiated from a 1000K run: the sample appears disordered. 950K goes through a
kind of plateau, which may suggest its getting stuck in a glassy phase: the simulation was
restarted from a configuration near the start of this glassy behavior, hence two red lines
are shown. Everything near the LLPT region is a good flowing liquid.
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Supplementary Figure 4. Mean squared displacement from PIMD simulations of H2
at 1000 K. The yellow dashed line represents the solid phase I at 150 GPa, which shows
the expected plateau. The black and blue lines represent the molecular phase at 150 GPa,
and the atomic phase at 250GPa. Both curves show a linear MSD in the long-time limit,
confirming that these simulations are liquid-like.
Equation of State62
Fig. 5 shows the PV equation of state for both isotopes. The first order phase transition63
is evidenced by a plateau or anomaly in the pressure, which is small and difficult to64
see in the equation of state. To emphasize it, we also plot the difference from a Vinet65
equation of state fitted to the molecular phase at 1000K: this show a distinct step in the66
volume at 1000K and at 1250K in deuterium. The situation is more equivocal for higher67
temperature, with a distinct change in PV slope across several densities - this suggests a68
crossover rather than a discontinuous phase transition.69
The H2 volume change at 1000K is 0.0253/atom. From the equation of state we see70
a Clapeyron slope of approximately 8 K/GPa, from which we can estimate an entropy71
change around 0.5kB/atom.72
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Supplementary Figure 5. Pressure-volume curves for hydrogen and deuterium. Insets
are the same curves with the volume subtracted as obtained from a Vinet EoS fit to the
molecular low pressure phase at 1000 K as a reference curve in order to emphasize the
volume discontinuity.
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