Abstract. The logic of Owicki and Gries is a well-known logic for verifying safety properties of concurrent programs. Using this logic, Feijen and van Gasteren describe a method for deriving concurrent programs based on safety. In this work, we explore derivation techniques of concurrent programs using progress-based reasoning. We use a framework that combines the safety logic of Owicki and Gries, and the progress logic of UNITY. Our contributions improve the applicability of our earlier techniques by reducing the calculational overhead in the formal proofs and derivations. To demonstrate the effectiveness of our techniques, a derivation of Dekker's mutual exclusion algorithm is presented. This derivation leads to the discovery of some new and simpler variants of this famous algorithm.
Introduction
An elegant technique for revealing the crux of an algorithm is to formally derive it from its specification. In this way the key underlying mechanisms of the algorithm are exposed, since each change in the program under construction is carefully motivated using properties that still need to be established.
Feijen and van Gasteren [FvG99] have developed a calculational method for deriving concurrent programs, which is based on the axiomatic theory of Owicki and Gries [OG76] . However, as the theory lacks a mechanism for reasoning about progress, the treatment of progress in [FvG99] is ad-hoc and operational in nature. Dongol and Goldson [DG06] have integrated the progress logic of UNITY [CM88] with the theory of [OG76] . The resulting programming logic forms the basis of our derivation techniques in [DM06] , where both safety and progress are considered equally.
In [DM06] , we have demonstrated these techniques on two elementary algorithms, viz., an initialization protocol and Peterson's mutual exclusion algorithm. Although these results are promising, applying the techniques in a derivation is still somewhat laborious. In this paper, we aim to further reduce the calculational overhead involved, by developing some theorems and lemmas that capture common and intuitive patterns. Thus, the focus in the derivations is shifted away from proof techniques towards program development, while maintaining formal correctness.
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Some of the techniques in [DM06] are limited regarding the guards that can be used for synchronization. In this paper, we also reduce these limitations by considering guards that are not guaranteed to be stable, i.e., guards that may be falsified by statements in other components. Furthermore we identify some opportunities for guard strengthening, which is an important technique in [FvG99] .
As an example, we present a derivation of Dekker's mutual exclusion algorithm [Dij68] , which is historically the first mutual exclusion algorithm for two concurrent components. The majority of its code is concerned with progress, which makes it an attractive experiment for our program derivation techniques. Although simpler mutual exclusion algorithms such as Peterson's algorithm [Pet81] do exist, it remains a challenge [Fra86, FvG99] to reason effectively about the progress properties of Dekker's algorithm.
Our derivation of Dekker's algorithm leads to the discovery of two simpler variants, which we call the core variants. Using program transformations, we are able to turn them into four more complicated variants, which include two known variants of Dekker's algorithm. As far as we know, the other four variants have not been discovered before. This is a clear affirmation of the importance and usefulness of progress-based program derivation.
Overview. In Sect. 2, we present the programming model, the logic used and a review of the derivation techniques. Section 3 contains the techniques we have developed. A derivation of the safe sluice algorithm and a first attempt at the derivation of Dekker's algorithm is presented in Sect. 4. Section 5 contains a full derivation of the two core variants of Dekker's algorithm. In Sect. 6 we describe four more variants of Dekker's algorithm, and we conclude the work in Sect. 7.
Preliminaries
In this section, we present the earlier work that forms the basis for the rest of the paper. We first describe the syntax and semantics of our programming model [FvG99, DH07] , and present a logic of safety [OG76, FvG99] and a logic of progress [CM88, DG06] . Afterwards, we summarize the derivation method of Feijen and van Gasteren [FvG99] , and we present the base techniques for progress-based derivation that we have developed earlier [DM06] .
Programming model
A concurrent program consists of a number of sequential programs, which are called its components. Each component is a sequential statement, described using Dijkstra's Guarded Command Language [Dij76] :
Here, S, S 1 , S 2 are statements, and B, B 1 , B 2 are guards, i.e., predicates on the state of the system. Non-terminating loops are a common feature of concurrent programs, thus we use notation * [ S ] as an abbreviation of do true → S od.
The components are to be executed in parallel by interleaving their atomic statements. Any point in a component at which interleaving can occur is called a control point. Each control point of a component is assigned a label that is unique within the component. For each component X , an auxiliary variable pc X of type label models its program counter. We use X i to refer to the control point with label i in component X , or to the atomic statement at this control point; the particular meaning will be clear from the context. We use i: S j: to denote a statement S at the control point with label i, whose final control point has label j.
Statement i: skip j: does not modify the data state, but it does atomically update the program counter to j. Assignment statement i: x : E j: is an atomic statement that assigns the value of the well-defined expression E to variable x, and updates the program counter to j. In a so-called multiple assignment, x and E are vectors of variables and expressions, respectively. The sequential composition i: S 1 ; j: S 2 k: consists of the two statements i: S 1 j: and j: S 2 k:. For the if and do statements, the guard evaluation is a separate guard evaluation statement that evaluates all guards atomically. Thus, the conditional i: if B 1 → j 1 : S 1 B 2 → j 2 : S 2 fi k: consists of guard evaluation i: (B 1 → j 1 : B 2 → j 2 : ) and statements j 1 : S 1 k: and j 2 : S 2 k:. Finally, the loop i: do B → j: S od k: consists of guard evaluation i: (B → j: ¬B → k: ) and statement j: S i:.
To allow more control over the expressible atomicity, we use atomicity brackets . That is, executions of S consist of an atomic execution of statement S and a single update of control. A statement S within atomicity brackets is not labelled, because there are no control points within S. We refer to an atomic statement that is defined using atomicity brackets as a coarse-grained atomic statement. In particular, the atomicity brackets in statement if B 1 → S 1 ; j 1 : T 1 B 2 → S 2 ; j 2 : T 2 fi denote that the evaluation of both guards B 1 and B 2 , and the execution of statement S 1 or S 2 , respectively, is atomic.
Semantics for the atomic statements are provided using both the weakest liberal precondition (wlp) and the weakest precondition (wp) predicate transformers, as both partial and total correctness needs to be addressed. Unlike the aborting semantics from [Dij76] , in the context of concurrency a blocking semantics [Nel89] is commonly used. We use (x : E).P to denote the substitution where each free occurrence of variable x in predicate P is replaced by expression E, and we use [ P ] to denote predicate P surrounded by a universal quantifier binding all program variables.
Definition 1 (Weakest liberal precondition)
The weakest liberal precondition (wlp) of a labelled atomic statement in component X and a predicate P is defined as:
Definition 2 (Weakest precondition) The weakest precondition (wp) of a labelled atomic statement in component X and a predicate P is defined as:
Notice that the right-hand sides of the definitions for the coarse-grained atomic statement refer to the usual wlp and wp for unlabelled statements with blocking semantics. The wlp and wp only differ regarding the termination of repetitions. The following is an important property of wlp and wp:
[ In turn, the wp can be used to define some additional properties of statements, like terminating and enabled [Nel89] .
Definition 3 (Terminating, guard, enabled, blocked) Statement S is terminating, denoted t.S, is defined as
The guard of a statement S, denoted g.S, is defined as
A statement X i is enabled whenever pc X i ∧ g.X i holds and blocked whenever pc X i ∧ ¬g.X i holds. We say that a component X is blocked if none of its statements is enabled. A statement S is a blocking statement if
The validity of this definition of enabled demands that for each pair of atomicity brackets, the guard of all statements, except the first statement, is true. Notice the difference between terminating and enabled, e.g., when B evaluates to false, the guarded skip if B → skip fi is terminating but not enabled. The guarded skip is our primary construct for synchronization.
For each labelled atomic statement i: S j:, we require i j. 
A logic of safety and progress
Safety properties are expressed by annotating the control points with assertions, i.e., predicates on the state of the system. Each control point X i implicitly contains the assertion pc X i. The predicate Pre describes the initial states of the program, including implicitly that the program counters of the components have their initial value. An invariant of a program is an assertion that is located at every control point of the program; in turn, an assertion P at a control point X i is equivalent to an invariant pc X i ⇒ P.
To prove the correctness of the annotation, we use the Owicki/Gries theory [OG76] , but our presentation follows the nomenclature of Feijen and van Gasteren [FvG99] .
Definition 4 (Correct assertion) An assertion P in a component X is correct if it is both
• locally correct, i.e., it is established in X :
• globally correct, i.e., it is maintained by each component Y different from X :
Although one might expect a conjunct g.X i or g.Y j , respectively, in the antecedent of the last two formulae, it turns out that such a conjunct is redundant, i.e., the formulae would remain logically equivalent thanks to Lemma 1 (monotonicity).
To prove progress properties of a program, we use the progress logic from [CM88] as described in [DG06] . It is based on the un relation, which captures the temporal notion of "unless". Expression P un Q denotes that P continues to hold until Q becomes true, but it does not guarantee that Q will become true.
Definition 5 (Unless) For predicates P and Q, condition P un Q holds in an annotated program if for each atomic statement
That is, P un Q requires that whenever P ∧ ¬Q holds, each enabled statement in the annotated program terminates and either preserves P or establishes Q. Again, one might expect a conjunct g.X i in the antecedent, but such a conjunct would be redundant.
Notice that when proving any non-trivial instance of the unless relation, it is required that all statements are terminating. So, from a practical perspective, we could use this to simplify the lemmas and theorems about progress. However, in order to maintain the generality of our current work, we have not imposed t.S as an assumption on each atomic statement S.
A special instance of the un relation is P un false, for any predicate P, which we refer to as that P is stable. Notice that stable predicates do not need to be true initially. Many progress properties, including termination, can be expressed using the leads-to relation, denoted . Expression P Q for a program denotes that whenever an execution of the program reaches a state that satisfies P, each continuation of the execution will eventually reach a state that satisfies Q. The definition assumes a weakly fair scheduling regime so that in the interleaving, no component is neglected forever if one of its statements is continuously enabled.
Definition 6 (Stable)
Definition 7 (Leads-to) For any predicates P and Q, condition P Q holds in an annotated program if P Q can be derived by a finite number of applications of the following rules:
• Immediate progress rule: P Q holds in an annotated program whenever P un Q holds in the program and there exists an atomic statement X i such that [ P ∧ ¬Q ⇒ pc X i ∧ g.X i ∧ wp.X i .Q ] holds.
• Transitivity rule: P Q holds if there exists a predicate R such that P R and R Q. The rule of immediate progress, which is the base rule of progress, consists of two parts. The first part is P un Q, which requires that whenever P ∧ ¬Q holds, each enabled statement in the annotated program terminates and either preserves P or establishes Q. To ensure that Q eventually holds, the second part requires that there exists an atomic statement, say X i , such that P ∧ ¬Q implies that control is at X i , that X i is enabled, and that X i is guaranteed to terminate in a state satisfying Q.
In terms of temporal logic [MP92] , if P Q holds then 2(P ⇒ 3Q) holds [DH07] . This means that it is valid to interpret our results in terms of temporal logic. A number of useful properties about can be found in [CM88, DG06, DM06] .
Lemma 2 (Properties of ) For any predicates P, Q and R, the following hold:
, provided m is a fresh variable and ≺ is a well-founded order on the type of M, which is an expression over program variables. Anti-monotonicity [DM06] [
Induction is typically applied with respect to a well-founded order on the labels of a component. We use notation ≺ b , to denote that label b is the base of the ordering ≺, so that i ≺ b j denotes that (the control point with) label i is "closer to b" than label j.
In our calculations, we often apply fundamental rules like Definition 7 (transitivity) and Lemma 2 (antimonotonicity and monotonicity) without explicitly mentioning them.
Safety-based derivation
In this section we summarize the safety-based derivation method of [FvG99] . Program development starts by expressing a program's specification in terms of a preliminary program and some queried assertions. A queried assertion is an assertion that has not yet been proved correct, and it is marked with a '?' before it. The derivation process consists of turning each queried assertion into a correct assertion. When all assertions (which include those from the specification) are correct, the developed program is correct with respect to the specification. There are three main ways to make an assertion correct:
• strengthen the program's annotation;
• introduce a new statement; and • modify an existing statement.
Introducing a new statement, or modifying an existing one, may affect the variables that occur within the assertions; thus these assertions can turn into queried ones again. Fortunately, this does not happen upon strengthening the annotation, and hence we may add a conjunct to an existing assertion without endangering the former correctness proofs. This pattern occurs often enough to introduce a notational device: multiple assertions (called co-assertions) at a single control point denote their conjunction, i.e., annotations {P}{Q} and {P ∧ Q} are equivalent. An important result in [FvG99] is that correctness of each co-assertion may be proved independently. Introducing a new (co-)assertion maintains correctness of the other (co-)assertions, and typically the weakest possible strengthening that serves the goal is calculated.
Progress-based derivation
In this section we summarize our progress-based extensions to the derivation method of Feijen and van Gasteren [FvG99] . In a derivation, it is important to maintain the correctness of the previously established properties after modifications of the annotated program. The following theorem states that progress can be maintained by ensuring that the instances of immediate progress remain valid.
Theorem 3 (Immediate progress preservation) Let P and Q be predicates. Suppose P Q is proved in a given program using a set K of instances of immediate progress. Then P Q holds in any program that satisfies each instance of immediate progress in K.
To apply this theorem in a derivation, we must keep track of all applied instances of immediate progress. As this can be quite laborious, we restrict the admissible modifications of the program such that many instances cannot be falsified once they are established. In particular, we do not allow modifications that strengthen the guard g.S or endanger the termination t.S of any atomic statement S. Since these restrict the allowable changes to statements that already exist, we generally postpone the introduction of new statements as much as possible. The restrictions permit the introduction of new statements and assertions.
The main notion of progress that we are interested in is individual progress, which excludes both total deadlock and individual starvation (i.e., infinite overtaking), but does not guarantee termination of repetitions. Individual progress can be interpreted as that for every component it is impossible to stay in any control point forever.
Definition 8 (Individual progress) A program satisfies individual progress if for each statement X i in the program, condition true pc X i holds.
We note that many leads-to expressions, like individual progress, may be easier to interpret after applying Lemma 2 (contradiction). Individual progress is guaranteed for non-blocking statements that are guaranteed to terminate, because the labels before and after each atomic statement are different. For any other statement, an effective technique to establish progress is to focus on stable conditions that guarantee enabledness and termination of the statement.
Lemma 4 (Stable termination) For any atomic statement X i and predicate T, condition true pc X i follows from condition true
, and T is stable under all components other than X.
In a derivation, each premiss of a theorem or lemma used must be recorded. However, we can omit any conditions that have been established, provided that they cannot be falsified by any future modification. Regarding Lemma 4 (stable termination) usually [ t.X i ] already holds and it cannot be falsified because termination cannot be endangered. Since g.X i cannot be endangered by future modifications, also [ T ⇒ g.X i ] cannot be falsified if predicate T is chosen in such a way that the proof of [ T ⇒ g.X i ] does not depend on the underlying program, i.e., it is a tautology. Thus, we usually only need to keep track of the stability requirement.
The progress condition that results after applying Lemma 4 (stable termination) is usually proved using Lemma 2 (induction) with a well-founded ordering on the labels of the other components. The ordering usually corresponds to a reverse execution order, and it results in a number of proof obligations of the form
for each label j and component Y where Y X . For the non-blocking, terminating statements Y j that either establish T or decrease the value of pc Y , this proof obligation is trivial.
Lemma 5 (Ordering) For any predicate T and statement
Notice that the premiss of the lemma is equivalent to More often than not, for example, when a component is a non-terminating loop, it is not obvious which labels are appropriate bases of the ordering ≺. Thus, we provide some heuristics to identify appropriate bases. Lemma 5 (ordering) inspires the following heuristic.
Heuristic 1 (Establishing base) When using Lemma 2 (induction) to prove any property P Q, a suitable base for a well-founded ordering on program counters is the label of an atomic statement that establishes condition Q.
Having identified a proper kind of base statement, we must consider the location of the base statement in the program. It is often the case that proving progress equates to proving that each component terminates. For such programs we have the following heuristic.
Heuristic 2 (Terminated base)
A suitable base for a well-founded ordering ≺ is the final label of a component. In case of loops, the final label is often not a convenient location for the base. In such cases we use the following heuristic.
Heuristic 3 (Almost blocked base)
A suitable base for a well-founded ordering ≺ is the label of a statement that immediately precedes a blocking statement.
New derivation techniques
In this section, we present some new progress-based derivation techniques in the form of theorems and lemmas, which reflect frequently occurring patterns. This helps to reduce the amount of calculation required in derivations, which makes it easier to focus on program development.
Single-step progress
Progress proofs usually contain an application of Definition 7 (immediate progress). This requires one to choose a specific statement from one of the components, which is a design decision. The following theorem explores the possibility to delay this decision. It shows that P Q holds if P guarantees that each component's execution of the next atomic statement terminates in a state satisfying Q, and at least one of the components is enabled. In fact, the theorem shows that Q holds in the next state.
Theorem 6 (Single-step progress) For any two predicates P and Q, the progress condition P Q follows from the condition
where both quantifications range over the control points X i that contain a statement, i.e., the control points that do not denote termination of the component.
Proof. Our proof uses the following property that follows from applying Definition 7 (immediate progress) for each statement X i :
By applying Definition 7 (disjunction) to this property, we obtain:
The proof can then be completed as follows:
In systems consisting of only two components, many proof obligations take the following shape:
Using Theorem 6 (single-step progress), such a proof obligation can be proved as follows.
Corollary 7 (Binary single-step progress) For systems with only two components, say X and Y, any condition Q and any two statements X i and Y j , the progress condition pc X i ∧ pc Y j Q follows from the condition
Individual progress for non-stable guards
Consider the proof of individual progress of any (possibly blocking) statement X i . The following proof obligation arises after an application of Lemma 2 (induction) on pc Y , for any component Y , with some order ≺ :
This proof obligation is usually proved for each label j in isolation. In many cases Lemma 5 (ordering) can be applied, but in addition we discuss techniques for blocking statements, and for statements at a base of the ordering. 
Deadlock prevention
and
Proof.
Condition (3) can usually be established via the stronger condition [ t.X i ∧ wp.Y j .(pc Y ≺ j) ], because in practice, each atomic statement is terminating and the ordering ≺ corresponds to the reverse execution order of process Y . Furthermore, the stronger condition cannot be endangered by any future modifications of the annotated program, and hence, it does not need to be recorded once it has been established. In contrast, condition (4) usually cannot be strengthened in this way, and hence it is explicitly recorded as an invariant.
Lemma 8 (deadlock preventing progress) is closely related to the technique for avoiding total deadlock from [Fei05] (see also [DM06] ). A contribution of this lemma is to formally illustrate the appropriateness of this technique for the kind of proof obligations that we are faced with. Moreover, it turns out that this lemma is applicable to each blocking statement in the derivations in [DM06] and in Sect. 5.
Progress at a base
In condition (2), for any label j that is a base of ≺ the term pc Y ≺ j reduces to false. Hence, to prove this condition for such a j, consulting Lemma 5 (ordering) does not help, because pc X i can only be established by component X . For such cases we have developed the following lemma.
Lemma 9 (Base progress) For systems with only two components, say X and Y, and any ordering ≺ on the program counter of component Y, the condition pc Y j pc X i ∨ pc Y ≺ j holds provided that
Once again, condition (5) can usually be strengthened into condition [ t.X i ], because all atomic statements are normally terminating, while condition (6) usually becomes an invariant.
Based on Lemma 9 (base progress), we provide another heuristic for choosing the statement whose label is a base of the ordering ≺. It is appropriate for choosing bases in case the guard of X i is not guaranteed to be stable.
Heuristic 4 (Blocking base) When using Lemma 2 (induction) to prove progress of a statement X i for which g.X i is not stable under the other components, a suitable base for a well-founded ordering on program counters is the label of a statement that is blocked if pc X i.
Guard strengthening
Strengthening a guard of an if-statement is an important technique from [FvG99] . In [DM06] , however, we have forbidden the strengthening of guards as this may endanger progress. It turns out that this restriction may be weakened, in particular to introduce a way to reduce the amount of non-determinacy. Misra [Mis90] also presents a technique for guard strengthening in a way that preserves safety and progress. However, the premisses from [Mis90] are much more stringent than what we allow, making the technique itself more complicated. These three required properties can be proved by applying structural induction to S. In addition to the assumptions [ B ⇒ B ] and [ B ∨ C ≡ B ∨ C ], the required properties of wlp and wp follow via Lemma 1 (monotonicity), while the required property of g follows as S can only be blocked at the start. 
A summary of our derivation technique regarding progress
Our strategy for deriving programs based on their progress requirements can be summarized as follows. Upon inserting any blocking statement for synchronization, we immediately introduce a corresponding proof obligation to guarantee eventually progressing past this statement. Depending on whether or not we are able to assert stability of the guard of this blocking statement, progress is proved in one of the following two ways:
• For a guard that is stable under the other components, the proof obligation is weakened using Lemma 4 (stable termination). Then, Lemma 2 (induction) is applied using a well-founded order corresponding to the reverse execution order of another component. Following Heuristic 1, suitable bases of the order are statements that establish the stable condition.
• For a guard that is not necessarily stable, progress is proved by directly applying Lemma 2 (induction). Following Heuristic 4, suitable bases of the well-founded order are statements that can be blocked.
Once a suitable base is found, case analysis on the program counters of the other components is performed. Using Lemma 5 (ordering), the non-blocking statements that are guaranteed to terminate at a smaller control point may immediately be discharged. For the blocking statements, we use Theorem 6 (single-step progress) and Lemma 8 (deadlock preventing progress), which, in turn, usually introduce some new requirements on the program. The derivation then continues by introducing statements and annotation so that the new requirements are satisfied.
Mutual exclusion and the safe sluice
In this section we present a derivation of the safe sluice algorithm, which serves as a start to our derivation of Dekker's algorithm in Sect. 5. The safe sluice is a simple concurrent algorithm that guarantees mutual exclusion, but it lacks the progress properties that we are after. Several derivations of it are described in [FvG99] , in particular using auxiliary variables instead of program counters.
Specification
The starting point is the following specification: Statement cs.X denotes the (non-atomic) critical section of component X ; it does not contain any blocking statements and it is guaranteed to terminate. Statement ncs.X denotes the (non-atomic) non-critical section of component X ; it may become blocked permanently or contain a non-terminating loop. We abstract from their actual inner structure, as we are only interested in their observable progress properties. Due to weak fairness, the observable progress properties of a permanently blocked statement and a nonterminating loop are the same. As motivated in Sect. 2, we assume that each atomic statement is terminating. So, like in [DM06] , we model ncs.X as:
encs.X fi where it is explicitly decomposed into a disabled case dncs.X and an enabled case encs.X . To improve the presentation, the (non-atomic) statement ncs.X is used as an abbreviation of this fragment. Control point 0 can refer to any of the control points 0, 0 d , and 0 e ; the intended interpretation will be clear from the context. All variables that will be used for synchronization are fresh, and hence cs.X and encs.X are treated as skip statements. Statement dncs.X is treated as statement if false → skip fi .
The queried pre-assertions of cs.X and cs.Y express the required safety property, viz., mutual exclusion of the two critical sections. The progress requirement D 0 denotes that each statement, except 0 d , satisfies individual progress.
Towards the safe sluice
As we are heading for a symmetric solution, we focus on component X , realising that symmetric arguments apply to component Y . The derivation can only start by considering the sole queried assertion, i.e., pc Y 1 at X 1 . Since variable pc Y cannot be accessed by component X , the typical way to establish local correctness of the assertion is by introducing a guarded skip. A fresh variable r X is introduced for the guard, and r X ⇒ pc Y 1 is obtained as a required pre-assertion. Global correctness of assertion pc Y 1 follows from the symmetric changes in component Y . We observe that, by contraposition, the assertion at X 2 is equivalent to an invariant pc X 2∧pc Y 1 ⇒ ¬r X . This presents us with an opportunity to transform it into an assertion pc X 2 ⇒ ¬r X at Y 1 instead. In contrast to the original assertion, the program counter in the transformed assertion can properly be eliminated, viz., by strengthening it into ¬r X . Thus, we obtain the following program. Since there are no assignments to r Y in component Y , global correctness of assertion ¬r Y in component X is guaranteed. Local correctness of assertion ¬r Y can be achieved by introducing an assignment r Y : false (and an extra copy of the assertion) in between X 0 and X 2 . In the safe sluice algorithm [FvG99] , also an assignment r Y : true is introduced after X 1 for progress reasons. Nevertheless, the safe sluice algorithm lacks the required progress properties. Therefore we do not introduce any assignments to r Y yet, and postpone establishing correctness of the queried assertions till the end of our derivation. Instead, we focus on the more difficult task of ensuring progress.
Individual progress, as expressed in D 0 , needs to be established for the blocking statement X 2 with guard r X . As previously mentioned, the annotation suggests that an assignment r X : false be introduced in component Y , which means that we will be unable to assert stability of r X under component Y . Hence, we are unable to use Lemma 4 (stable termination) to prove individual progress at X 2 . Instead, we are presented with two options:
1. give up on X 2 as the synchronization point altogether, or 2. apply our technique for non-stable guards from Sect. 3.2.
We briefly explore the first option in Sect. 4.3 and then continue with the second option in Sect. 5.
Intermezzo: postponing synchronization
In this section, we discuss an attempted derivation where we give up on X 2 as the synchronization statement. To this end, we extend X 2 with an alternative guard that is implied by ¬r X . A modification like this cannot guarantee that the progress properties are maintained, however, we allow this change here, because no progress properties have yet been established. Strictly speaking, we could start with the weakest guard (i.e., true) for the new alternative, but this complicates matters unnecessarily. Therefore, we make the early design decision to use the strongest guard that serves the goal, namely ¬r X . This can also be regarded as a step towards dynamic waiting, viz., by allowing some other statements to be executed in case guard r X evaluates to false.
The introduction of the new alternative with guard ¬r X endangers correctness of assertion pc Y 1 at X 1 . We restore its correctness in the usual way, viz., by introducing a fresh variable b X with which a new synchronization statement is introduced as in the following program. Observe the similarity of this intermediate version with the first step towards the safe sluice in Sect. 4.2. Once more we are posed with a mutual exclusion problem and it seems like the original synchronization problem has just been postponed. Furthermore, it is not yet obvious how statement X 2 has helped. This is an intrinsic problem of trying to derive programs in a forward manner, i.e., where we head towards the goal, as opposed to starting from the goal, and reasoning backwards. This is the main argument for why program derivations should start at the goal and reason about the conditions necessary to reach it. We will stop this derivation here as Sect. 5 contains a much nicer attempt in which statements are introduced with better goal-directed motivations.
The core of Dekker's algorithm
In this section, we derive the core of Dekker's mutual exclusion algorithm. It serves as an illustration of our technique for dealing with non-stable guards and it is a program with multiple synchronization points.
Derivation
The starting point is once again the incomplete safe sluice from Sect. 4.2. We address individual progress of X 2 , i.e., true pc X 2, using our techniques for non-stable guards from Sect. 3.2. We start by applying Lemma 2 (induction) on pc Y with an order ≺ that corresponds to the reverse execution order of component Y , which results in the following proof obligation:
To obtain a suitable base for the order ≺, we follow Heuristic 4 and look for a statement that can be blocked. We first examine the current labels in Y that correspond to blocking statements. Label 0 d is not a feasible candidate, because the guards of statement Y 0 are such that it cannot be guaranteed that control point Y 0 d will be reached. Label 2 is also infeasible, because in order to establish safety, ¬r Y and ¬r X need to be established as pre-assertions to X 2 and Y 2 , respectively, which specifies total deadlock when the base is reached.
Instead, we introduce a new guarded skip Y 3 and a fresh variable s Y for its guard. Following Heuristic 4, we can use its label as the base of ≺, provided that we introduce an assertion ¬s Y at X 2 which disables base statement Y 3 whenever pc X 2 holds.
As the components are non-terminating loops, we use Heuristic 3 to find a proper location for this statement, i.e., statement Y 3 should immediately precede a blocking statement. It may not immediately precede Y 0 d , because ncs.Y cannot be modified, thus, the only suitable solution is to place Y 3 immediately before Y 2 . This gives us the following intermediate program, where we recall that ≺ 3 denotes that label 3 is the base of ≺. 
We satisfy this condition by asserting r X at Y 0 , since asserting r X at X 2 is unreasonable. Case 2 may also be discharged using 
This condition can be satisfied by introducing the consequent as an assertion at X 2 or Y 2 , but due to its symmetric nature, it is better introduced as an invariant. For case 3, which is the base of ≺ 3 , we resort to Lemma 9 (base progress) using that [ t.X 2 ] already holds, thus resulting in the following proof obligation:
Conjunct ¬s Y follows from the corresponding assertion at X 2 . Since asserting r X at X 2 is unreasonable, we satisfy this proof obligation by asserting r X at Y 3 .
2
Component X :
In establishing D 1 , we have introduced a blocking statement X 3 which endangers the individual progress requirement D 0 . Thus, we need to consider the following requirement:
Since s X , the guard of X 3 , does not directly control access to the critical section, we can impose more restrictions on it than on r X . As stable guards are easier to work with, we introduce the following constraint:
This allows us to apply Lemma 4 (stable termination), to obtain the following proof obligation:
We then apply Lemma 2 (induction) to pc Y with an order ≺ that corresponds to the reverse execution order of component Y , which results in the following proof obligation:
To obtain a suitable base for the order ≺, we follow Heuristic 1 and look for a statement that can establish the stable condition s X . Since an assignment s X : true does not currently exist, we introduce it at a new control point Y 4 , which serves as a base for ≺. As the components are non-terminating loops, we could use Heuristic 3 to find a proper location for the statement. However, in order to identify the most ideal location, we first consider the remainder of the proof of D 4 under the assumption that all other statements reduce the value of the program counter. 
Asserting s X does not make sense at X 3 , and it turns out to be too strong at Y 0 . Thus, proof obligation (7) is satisfied by introducing the following invariant:
Proof obligation (8) follows from assertion r Y at X 3 . Proof obligation (9), given its symmetry, is better to be required as an invariant. Notice that, by contraposition, queried assertion ¬s Y at X 2 is equivalent to an invariant s Y ⇒ pc X 2. Thus, invariant D 2 follows from s X ∨ s Y together with assertion ¬s Y at X 2 and assertion ¬s X at Y 2 . We combine invariant D 2 and proof obligation (9) into the following stronger invariant: For correctness of D 6 under component X , we only need to consider the statements that establish pc X 3. Such a statement must also establish either s X or pc Y 0, but introducing a statement that establishes s X just before X 3 is not appropriate, and in component X it is impossible to access pc Y . Hence, we ensure that upon establishing pc X 3 the condition pc Y 0 already holds, i.e., we exploit assertion r X at Y 0 , which ensures that condition pc Y 0 follows from condition ¬r X . Thus, we introduce a guarded skip with guard ¬r X just before X 3 , at control point X 5 .
To prevent this statement from blocking, we look for an alternative case that is implied by r X . Using assertion ¬r X at Y 1 , the first assertion at X 1 , viz., pc Y 1, holds whenever r X is true, and hence we can immediately turn the guarded skip into a non-blocking selection statement by including a guard evaluation r X that terminates at X 1 . Thus, we obtain the following program. X . This modification also weakens the precondition back to true. Thus, we obtain the program in Fig. 1 .
This completes the derivation of the main synchronization structure. Notice that in addition to cs.X and cs.Y , there is an additional area of mutual exclusion at X 2 and Y 2 . What remains is to insert assignments to establish the remaining queried assertions about r X and r Y , which is the subject of the next section.
Interpreting the annotated program in Fig. 1 , we can see that the safety aspect of mutual exclusion is established using the variables r X and r Y only. That is, while component X is in its critical section, the value of variable r Y must be false, and in turn, this variable is inspected by component Y before entering its critical section. In case both components try to enter their critical section, for progress reasons, it may be necessary to temporarily set the value of variable r Y back to true. Progress also requires that variable r Y must be set to true when X is in its non-critical section. When both components are competing, variable v sets precedence of the components by only allowing component v to enter its critical section. On exiting its critical section, the component loses precedence.
Two core variants of Dekker's algorithm
Like in Sect. 4.2, the assertions about variable r Y in Fig. 1 are only located in component X , and hence their correctness can easily be established by inserting assignments r Y : true and r Y : false. The main point of attention is establishing the assertion at X 3 without violating invariant D 6 , which requires exploiting guard ¬r X . Assuming that the new assignment is located at the new control point X 7 , we strengthen invariant D 6 into We see no serious objection against any of these three options, as they all require the introduction of a program precondition on the variables r X and r Y . Option (i) is similar to option (ii) in terms of the ordering of the statements after cs.X , but as option (ii) is more elegant, we will just ignore option (i). Option (iii) turns out to be the nicest one for maintenance of invariant D 6 ; it results in the program in Fig. 2 .
Observing that there are no requirements on the control state pc X 9 ∧ pc Y 9, the precondition of the program in Fig. 2 can be eliminated by moving labels 9 and 4 to the front of the repetition. This yields a mutual exclusion algorithm with a less traditional structure, although in [DM06] we have also applied this to Peterson's mutual exclusion algorithm.
Nevertheless, in the remainder of this work, we emphasize option (ii) as it leads to the known variants of Dekker's algorithm. For invariant D 6 we effectively expand the critical section at X 1 and Y 1 to include the assignments to v as in Fig. 3 .
Thus we have obtained two new variants of Dekker's mutual exclusion algorithm for two components. Apart from the order of statements X 4 and X 9 , the programs in Figs. 2 and 3 are identical. The effect of this difference on the annotation, and hence on the correctness argument, is quite large. This underlines again that, in contrast to sequential programs, the ordering of statements plays a vital role for the correctness of concurrent programs.
The variants we have produced are simpler and shorter than the ones presented in [Dij68, Dij82, FvG99] . This serves as a clear example of the benefit of program derivation, where novel and simpler solutions can be revealed. On top of this, the derivation process has disclosed the core inner workings of the algorithm, which cannot easily be identified by examination of the final algorithm alone.
Comparing our derivation to that in [GD05] , we can clearly see the improvements that have been made in the derivation technique. Furthermore, we reason about progress much more rigorously than in [Stø90] , which only considers the simple notion of total deadlock. More interestingly, our derivation has mostly been driven by progress-based reasoning, which is significant considering the comment about Dekker's algorithm in [FvG99, pg91] : "we would like to invite the reader to seriously try to set up an operational argument as to why (individual) In contrast to the transformation in Sect. 6.1, this transformation cannot nicely be performed by directly manipulating the fully-annotated program. Although there is no fundamental limitation against it using our methods, a difficulty here is that individual progress only guarantees progress past each statement, and in particular it does not address termination of repetitions.
Conclusions and further work
We have presented several techniques for progress-based derivations of concurrent algorithms. In particular, we have made improvements regarding the calculational and notational overhead by isolating common calculational patterns into simple lemmas. In this way, the derivations emphasize the construction of the algorithm instead of the calculational details. Yet, the formally justified treatment of safety and progress is maintained.
As a case study, we have performed a derivation of Dekker's mutual exclusion algorithm. Dekker's algorithm is a good choice, because, although the safety argument is relatively simple, reasoning about progress is known to be complicated. By deriving the algorithm from its specification, the key mechanisms of the algorithm can be illustrated clearly. In contrast to the usual correctness arguments of Dekker's algorithm, our derivation abandons informal operational reasoning.
Based on our derivation, several variants of the original algorithm in [Dij68] have been discovered, which are summarized in the following table: The two core algorithms, which are the simplest variants, have been derived directly from the specification, while the other four variants are obtained from the core variants via program transformations.
Formal treatments of Dekker's algorithm are also provided in [Fra86, GD05, Stø90] , however, our approach is less complex, and yet provides more insight about the algorithm. An automatic discovery approach for mutual exclusion algorithms is presented in [BDT03] , however, our aims differ as we are looking for effective techniques to construct concurrent programs, and to reason about them. An analysis of several algorithms that are claimed to be generalizations of Dekker's algorithm is presented in [Ala03] . However, according to [Ala03] , these algorithms are not generalizations as they lack the starvation-free property of Dekker's algorithm. In contrast, due to individual progress, all our variants satisfy starvation-freedom by construction.
Despite our simplifications, the derivation approach is not automated, and its application requires some skill from the algorithm developer. Although the underlying theory is formal, and the derivations are driven by proof obligations, we often focus on the important design decisions and omit the details of the required proofs. The case study in [MW03, Moo06] shows that the program derivation method from [FvG99] can also contribute to industrial network protocols, although managing the complexity demands the identification of proper abstractions. In [MW05, Moo06] we have experimented with supporting this method using automated theorem provers, and it is further work to integrate our style of progress arguments with it as well.
So far, i.e., in this work and in [DM06] , we have only considered concurrent algorithms with two components, while most of our derivation techniques are equally applicable to multiple components. Hence, further work includes the derivation of algorithms with more than two components. Thus far, we have only considered blocking synchronization, so another interesting piece of further work is to consider the derivation of non-blocking programs based on their progress properties [Don06] . Such progress properties are frequently system-wide, as opposed to per-component, which makes it more difficult to reason about them.
