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Variability in the hemispheric-scale atmospheric circulation can be directly linked 
to variations in surface environmental features, such as temperature, precipitation, and 
pollutant transport.  One indicator of the behavior of the hemispheric-scale circulation is 
the circumpolar vortex (CPV).  This research utilizes a geographic information system 
(GIS) approach to determine the variability in the northern hemisphere (NH) CPV.  
Specifically, the area, shape, and centroid of the December, January, February, April, 
July, and October NHCPV are analyzed for 1959 – 2001 because these features may 
provide insight about relationships between hemispheric-scale circulation and global 
temperature change throughout the year.  A “circularity ratio” is used to characterize the 
shape of the hemispheric-scale circulation.  Results suggest that none of the months 
analyzed exhibit any long-term trends in area and circularity, with July being the most 
variable month in area and October being the most variable month in circularity.  In 
general, winter centroids tend to be skewed toward the Pacific basin, but few systematic 
temporal shifts in centroid position were noted for any month. Many monthly NHCPVs 
are correlated with atmospheric teleconnection patterns.  For example, the Arctic 
Oscillation (AO) is associated with the area of the December, January, February, and 
April NHCPV, while in December the circularity is positively correlated to the AO 
Index.  Also, the Pacific-North American Index is correlated with the area of the 
December and February NHCPV and with the shape of the December, January, and 
October NHCPV.  Cluster analysis resulted in seven clusters consisting of similar 
wintertime NHCPV properties.  Finally, clear regional patterns emerge that suggest that 
the area and circularity are associated with variability in surface temperature and moist 
 x
static energy in various regions of the northern hemisphere.  These results may facilitate 
understanding of the relationship between hemispheric- and regional-scale circulation 






1.1 The Circumpolar Vortex 
  
The broad-scale atmospheric circulation has traditionally been an important topic 
of research in the atmospheric sciences.  Geographers and climatologists are concerned 
with the spatial and temporal variability among different atmospheric circulations, 
including the causes of extratropical atmospheric circulation systems (Rogers et al. 
2004).  Because broad-scale atmospheric circulation impacts environmental surface 
features such as temperature and precipitation and a wide range of dependent 
environmental conditions, it is important to understand the characteristics of the 
circulation (Davis and Benkovic 1994).    
Furthermore, the historical climate record is often analyzed for indications of 
long-term change, such as the greenhouse warming signal (Davis and Benkovic 1992) but 
temperature, precipitation, and other atmospheric signals are driven by changes in broad-
scale, steering circulation.  Therefore, it is imperative to document historical variations in 
atmospheric circulation since such variability and changes drive the trends that may be 
observed in surface meteorological variables.  Furthermore, it is unlikely that a uniform 
global change will occur, so regional changes should correspond to changes in 
atmospheric circulation (Davis and Benkovic 1992).   
Extratropical circulation is especially important to understand since the signature 
of global climate change is largely considered to be most readily apparent outside the 
tropical regions (Davis and Benkovic 1992).  Therefore, the identification of long-term 
trends and variability in the broad-scale steering extratropical circulation could provide a 
harbinger of changes that might be expected as a result of long-term natural climate 
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change.   Unfortunately, to date, little attention has been devoted to understanding the 
long-term trends and variability of the broad-scale, upper-level atmospheric circulation as 
a whole (Davis and Benkovic 1994).  Instead, much work has been devoted to identifying 
trends in the ridge-trough configuration on particular parts of the extratropical earth.   
 The circumpolar vortex (CPV) can be used to study the holistic hemispheric-scale 
extratropical circulation because it represents the characteristic long-wave, upper-level 
ridge-trough configuration around the entire (northern or southern) hemisphere at a given 
point in time.  The CPV is defined as the large-scale upper-level cyclonic circulation in 
the middle and upper troposphere centered on the polar region (Ahrens 1999).  It results 
because the intense high surface pressure and sinking cold, dense air over the poles 
leaves relatively low pressure aloft over the poles.  Upper-level air then rushes toward the 
poles to replace the air that sank over the poles, but enroute to the North Pole, the 
Coriolis Effect deflects this moving air to the right (in the northern hemisphere).  In 
addition, the mid-latitude surface westerlies generally strengthen with height as friction 
decreases aloft.  The result is a very prominent band of westerly winds aloft encircling 
the North Pole over the middle latitudes.  An analogous process creates another CPV 
encircling the south pole, except that in the southern hemisphere, the upper-level winds 
attempt to move southward to displace the sinking air over the south polar region, but are 
deflected to the left by the Coriolis Effect.  The net result is again westerly winds (or 
clockwise flow when viewed from below the South Pole).  In short, the CPV can be 
described as the region where the strongest meridional geopotential height (or pressure) 
gradient exists in the northern or southern hemisphere (Frauenfeld and Davis 2003).   
A close relationship exists between climate dynamics and the size, shape, and 
strength of the northern hemisphere (NH) CPV (Burnett 1993, Frauenfeld and Davis 
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2003).  An anomalous equatorward protrusion of the CPV would suggest that polar air is 
anomalously displaced to the south, particularly in areas where troughs dip even farther 
southward than the mean latitudinal position of the CPV.  Similarly, a poleward retreat of 
the CPV suggests that tropical air is displaced anomalously northward.  Furthermore, the 
trough-to-ridge sides of the Rossby waves that are embedded within the CPV may 
provide sufficient upper-level divergence that would support surface lifting and 
development of mid-latitude wave cyclones, particularly when the waves are amplified 
(i.e., meridional flow) (Chaston 1999).  On the other hand, the ridge-to-downstream-
trough side of the wave is linked to sinking motion, surface divergence, and generally fair 
weather, especially during times of meridional flow (Chaston 1999).  Therefore, changes 
in the position and amplification/deamplification (i.e., meridionality/zonality) of these 
waves within the CPV may provide an important indicator of climatic variability and 
change (Burnett 1993).  Temporal variability in size and shape of the NHCPV has been 
the topic of several research papers (Angell 1992, Burnett 1993, Davis and Benkovic 
1994, Frauenfeld and Davis 2003).  Furthermore, other investigations have related the 
CPV geometry to meteorological parameters such as:  temperature (Davis and Benkovic 
1992), sunspot activity (Angell 2001), and precipitation (Angell 1992, Burnett 1993).  
The CPV has also been used to investigate the close interaction between the Pacific 
Ocean temperature and northern hemispheric circulation (Frauenfeld and Davis 2002).   
Davis and Benkovic (1992, 1994) gave a more general view of the history of the 
NHCPV over many years for the month of January.  Their results found that the January 
NHCPV had a predominant ridge at 10ºW and another at 130ºW (i.e., near Britain and 
northwest North America), and predominant troughs were evident at 80ºW and 140ºE 
(i.e., near Great Lakes area and western Russia).  Davis and Benkovic (1994) also 
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identified periods when the January CPV was contracted in the 1940s, 1950s, and 1960s.  
This project expands from their research by examining variability and changes in the 
shape and position of the January NHCPV, in addition to re-examining properties of the 
area, following the research of Davis and Benkovic.  All of these aspects provide a more 
complete history and better understanding of the NHCPV and atmospheric circulation. 
1.2 Relationship of the CPV to Regional and Hemispheric-scale Circulation 
Many studies have characterized atmospheric teleconnections, or spatial patterns 
of the most common modes of atmospheric circulation variability between different 
points around the globe (Rogers and McHugh 2002).  More specifically, some locations 
around the earth tend to exhibit co-variability in pressure patterns (which creates co-
variability in atmospheric flow patterns).  Once such a region with high covariability is 
identified, averaging all data points within that region forms a regional average or index 
(Douglas and Englehart 1981).  By reducing the number of climate predictors into a few 
indices, flow can be characterized simply and efficiently (Douglas and Englehart 1981).  
These teleconnections are often important in explaining variability in surface 
environmental features over the region represented by the particular teleconnection.  This 
research associates variability in the holistic properties of the NHCPV with variability 
associated with atmospheric teleconnections.  Several teleconnections were chosen 
because they represent different areas in the northern hemisphere and their known 
influences on the climate are well-documented.   
For instance, the Southern Oscillation (SO) was examined for a relationship to the 
area and shape of the NHCPV.  The SO is defined by the sea level pressure (SLP) 
difference between Tahiti and Darwin, Australia, as part of the El Niño/Southern 
Oscillation (ENSO) phenomenon (McGregor and Nieuwolt 1977).  ENSO describes 
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changes in the tropical Pacific Ocean that cause the Walker circulation, which includes 
the zonal east-to-west surface atmospheric circulation along the equator, to intensify or 
weaken (Halpert and Ropelewski 1992).  When the SO Index (SOI) is positive (negative), 
surface atmospheric SLP in the eastern (western) Pacific is above normal and that in the 
western (eastern) Pacific is below (above) normal (Robinson and Henderson-Sellers 
1999).  Furthermore, although variations in the SOI impact the tropics most directly, they 
affect surface variables in the mid-latitudes as well (Halpert and Ropelewski 1992).  The 
SO generally operates on a 2-7 year cycle with each mode lasting approximately 6 – 18 
months (Halpert and Ropelewski 1992, Hanley et al. 2003).  
Another indicator of ENSO, the Niño 3.4 Index, was also considered.  In contrast 
to the SOI (which is based on atmospheric SLP anomalies), the Niño 3.4 Index captures 
variability in sea surface temperatures (SSTs) in the central equatorial Pacific Ocean 
bounded by 5°N and 5°S and 170°-120°W (Kousky 2003).  A positive Niño 3.4 occurs 
when warmer than normal conditions prevail over the region, suggesting the presence of 
the El Niño phase, weakened surface easterly trade winds, weakened oceanic upwelling 
off the South American coast, and negative SOI values (Hanley et al. 2003).  By contrast, 
a negative Niño 3.4 Index occurs with anomalously low SSTs in the central equatorial 
Pacific (Hanley et al. 2003).  These conditions are usually accompanied by La Niña 
conditions characterized by intensified trade winds, strong upwelling off the South 
American coast, and positive SOI values (Robinson and Henderson-Sellers 1999).      
In addition, the Pacific – North American (PNA) pattern (Leathers and Palecki 
1992) is a mid-troposphere circulation driven in part by the SO (Rogers et al. 2004), and 
is known to have a major impact on atmospheric variability in the United States 
(Rodionov 1994).  The PNA Index is positive (negative) when a 500 hPa ridge is 
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amplified (deamplified) over northwestern North America and a concurrent trough is 
amplified (deamplified) over the eastern portions of the U.S. (Figure 1).  Specifically, the 
index is derived using the normalized height anomalies at four points:  near Hawaii, the 
north Pacific, Alberta, and the Gulf Coast (Wallace and Gutzler 1981).  As with the other 
teleconnections analyzed here, the behavior of the NHCPV during different phases of the 
PNA pattern reveals whether the wave-train associated with the PNA teleconnection is 
altered hemispherically during extremes of the PNA pattern, or whether PNA-related 
variability is simply an isolated phenomenon.   
 Next, the North Atlantic Oscillation (NAO) was correlated with the NHCPV area 
and circularity.  The NAO Index measures the surface temperature and SLP (Wallace and 
Gutzler 1981) between two locations:  Ponta Delgados, Azores, and Akureyri, Iceland 
(Lamb and Peppler 1987).  Positive phases of the NAO correspond with a strong 
Icelandic Low, strong westerlies across the North Atlantic, and high pressure along 40ºN 
(Wallace and Gutzler 1981).  This pattern is associated with above-normal temperatures 
in the eastern U.S. and northwestern Europe and below-normal temperatures in the 
Greenland/Labrador area (Wallace and Gutzler 1981).  On the other hand, negative 
values of the NAO Index are linked to the opposite phenomenon (Wallace and Gutzler 
1981). 
The Arctic Oscillation (AO) is also analyzed in relation to the NHCPV.  The AO, 
and its regional expression, the North Atlantic Oscillation (Marshall et al. 2001), 
represent a seesaw in the atmospheric mass between the Arctic and the mid-latitudes 
(Thompson and Wallace 1998).  A high (low) AO index indicates below- (above-) 
normal SLP over the Arctic and anomalously high (low) SLP in lower latitudes, and 
causes a “warm (cold) phase” particularly over northern Europe (Wallace and Gutzler  
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            Figure 1.  The PNA pattern.  The PNA teleconnection is in a positive phase  
            when the there is a ridge over western North America and the flow is  
meridional.  The PNA teleconnection is in a negative phase when a trough                                            




1981).  Variability associated with the AO tends to occur on a multitude of time scales, 
including decadal, with the 1960s and 1970s dominated by the “cold phase”, and the 
1980s and 1990s dominated by “warm phase” conditions (Thompson and Wallace 1998). 
Finally, the Pacific Decadal Oscillation (PDO) was examined in relation to the 
NHCPV area and shape.  The PDO describes the oscillations between below-normal 
northern Pacific SSTs, with below-normal temperatures in the eastern northern tropical 
Pacific representing a positive phase, and above-normal SSTs in the same region 
indicating a negative phase (Newman et al. 2003).  The PDO is similar to ENSO but it 
operates on a much longer time scale, with the predominant mode changing every twenty 
to thirty years (Newman et al. 2003).  Not only are the area and shape of the NHCPV 
analyzed for correlation with the PDO, but this research also investigates whether the 
NHCPV exhibited a change when the PDO shifted from the positive to the negative phase 
in approximately 1977.  Similar analyses are performed with a “break point” at 1995 as 
well, since some researchers have found evidence of a reversal back to a positive phase in 
approximately 1995 (Mantua and Hare 2002). 
1.3 Purpose 
 
 The most fundamental question addressed in this research is whether the NHCPV 
exhibits long-term trends in area over the 1959-2001 period.  Therefore, the first part of 
this study answers the question: How can we characterize the long-term variability of the 
area of the NHCPV?  It is hypothesized that the global warming signal in surface 
temperatures would be associated with a reduction in area in the NHCPV over time as the 
cold pool of air over the poles shrinks.  It is important to study the change in area of the 
NHCPV both over the course of the year and also to compare the area of the NHCPV in 
each month (e.g., Januaries compared against Januaries). 
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However, even if the NHCPV shows similar area over time, it may force differing 
impacts.  For example, the NHCPV in two months may have the same area, but in one of 
the months, the flow could be characterized by intense ridges and troughs that give the 
NHCPV an “amoeba-like” shape, while the other month could be characterized by a 
circular shape about the North Pole (and therefore zonal, or westerly, upper-level flow 
throughout the mid-latitudes).  Therefore, the second major part of this research 
examines whether the NHCPV shows long-term temporal changes in circularity.   It is 
hypothesized that if the area decreases over the time period, the NHCPV would become 
more meridional because the strong zonal winds would decrease when the temperature 
increases at the poles.  Circularity is used as a proxy for the meridionality/zonality of the 
hemispheric-scale flow. When the NHCPV is circular, the cold pool of air is constrained 
to the polar areas as westerly flow minimizes the north-south exchange of energy.  By 
contrast, a NHCPV characterized by intense ridges and troughs would allow for more 
efficient meridional energy exchange.  It is hypothesized that increased amplitudes of 
ridges and troughs result during periods of anomalously cool climatic conditions in 
tropical latitudes and anomalously warm conditions in polar latitudes.  This part of the 
analysis also addresses whether any correlation exists between the area and circularity of 
the NHCPV. 
A third component of the research analyzes whether any change in position of the 
NHCPV is evident over time.  More specifically, even if the NHCPV shows no change in 
area or circularity, a shift from (say) a centroid over the North Pole to a centroid over 
Siberia would suggest that the cold pool has shifted equatorward over Asia and 
(simultaneously) poleward over the opposite part of the northern hemisphere.  Regional 
circulation changes would likely occur because of such a positional change in the 
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NHCPV.  Therefore, a third question examines the issue of whether the mean 
geographical position of the centroid of the NHCPV changed over time.  It is expected 
that the mean position of the NHCPV would be located very near the North Pole.  
However, if a positional change in the NHCPV occurs, regional climatic changes would 
also likely occur.  These first three research questions are addressed in analyses presented 
in Chapter 3.  
However, even if no changes in area, circularity, or position are observed in the 
NHCPV, the NHCPV could still show two very different patterns and have varying 
impacts because the shape may simply have rotated about the same centroid.  For 
example, one month’s NHCPV could show a prominent ridge over Alaska, while another 
NHCPV may show a ridge of the same magnitude over Britain.   Therefore, one way to 
differentiate the two patterns is through correlation of the NHCPV properties to 
atmospheric teleconnections used to represent pressure oscillations around fixed points 
around the world.   Therefore, the fourth component of the research identifies any 
correlation between the area and circularity of the hemispheric-scale flow (represented 
by the CPV) and sub-hemispheric-scale circulation features (represented by atmospheric 
teleconnections).  This part of the study is important because any association between 
variability in the area and/or circularity of the NHCPV and variability in teleconnection 
patterns would suggest that the regional-scale teleconnections fluctuate as the overall, 
holistic pattern varies.  By contrast, the absence of such a correlation would suggest that 
regional changes can occur in the absence of (or independently of) variation in the overall 
holistic pattern.  It is hypothesized that the teleconnections studied will correlate with the 
geometric properties of the NHCPV.  Although recent research has addressed this issue 
from a different perspective (e.g., Wallace et al. 2000), this analysis uses a geographic 
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information system (GIS) approach to address the question of whether teleconnection 
indices represent the hemispheric-scale extratropical flow adequately.  Results of this 
analysis are presented in Chapter 4.   
Next, because the NHCPV is most prominent in winter, the circulation properties 
of the winter season are examined in more detail.  The NHCPV circularity is chosen for 
this part of the analysis because it is represented by a ratio and therefore can be compared 
easily from month to month.  Furthermore, the inclusion of all three winter months in the 
analysis (as opposed to just one month to represent each of the other three seasons) 
facilitates this analysis.  Although the NHCPV is represented by the same isohypse for 
each of the winter months (5460 hPa), the area was not chosen for the analysis in case the 
NHCPV may not be represented equally well by that isohypse for each of the three winter 
months.   
Specifically, the modes of variability in the sequence of December, January, and 
February NHCPV circularity for a given winter are derived by means of principal 
components analysis and cluster analysis.  The purpose is to address the questions of  
whether the monthly shape of the NHCPV is similar in groups of winters, whether those 
“groups” of winters tend to cluster temporally, and which winters are outliers, with very 
different shape features from the other winters in the time period.  It is hypothesized that 
some consecutive winters will cluster together, particularly during persistent and intense 
forcing features such as ENSO.  Furthermore, it is expected that other non-consecutive 
winters will cluster together if they are influenced by common forcing features as ENSO.  
Chapter 5 describes the results of this analysis.    
Finally, January is used as a case study to explain the relationship between the 
NHCPV and surface thermal conditions.  It is hypothesized that January local 
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temperatures are associated with the area of the NHCPV just as hemispheric temperatures 
are, but that these local temperature changes are not uniformly correlated across space 
with the NHCPV area.  The relationship between January local temperature and shape of 
the NHCPV is somewhat less clear, but again, variation in the strength of the relationship 
is expected, particularly because it is generally accepted that broad-scale temperature 
change is not expected to produce uniform change across space (Knappenberger et al. 
2001,Michaels and Stooksbury 1992).  Therefore, a final question addresses whether 
geographic variation exists in the strength of the relationship between the area and shape 
of the January NHCPV and local surface thermal conditions (particularly temperature, 
sea surface temperature (SST), and moist static energy (MSE)) across the northern 
hemisphere.  Results of the analyses associated with this research question are presented 
in Chapter 6.   
In the next chapter, the data and methodology are discussed to lay the framework 
for the research.  Then, Chapters 3-6 will address the research questions introduced in 
this chapter.  Finally, in Chapter 7 conclusions are drawn, and suggestions for future 
research are proposed.     
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CHAPTER 2 
DATA AND METHODS 
This chapter will provide an overview of the data and methods used to address 
each of the research hypotheses described in detail at the end of Chapter 1.   
2.1 Data 
Monthly mean 500 hPa geopotential height data from 1959 through 2001 were 
obtained from the National Center for Atmospheric Research (NCAR 2003) 
(http://www.ucar.ncar.edu).  The Data Support System (DSS), operated by NCAR, is 
responsible for adding new data sets and updating existing data sets to support the 
research community including scientists, teachers, and students.  DSS also provides 
computer accessibility to most data sets.  Although similar data are available in the 
“reanalysis” data set (Kalnay et al. 1996), the DSS data are selected so that the values of 
NHCPV area can be compared against the previous analysis of Burnett (1993). 
The 500 hPa monthly mean geopotential height data set is part of a historical 
archive of gridded atmospheric analysis, showing gridded representations of the 
atmospheric elements, such as temperature, pressure, and wind.  The elements are derived 
from daily observational data by the National Meteorological Center and the European 
Centre for Medium-Range Weather Forecasts and are shown on a 5° by 5° grid including 
the entire northern hemisphere.  The daily observational data are then averaged to 
produce the monthly mean.  The monthly scale of analysis was chosen to allow for 
review of long-term changes throughout the annual cycle.   
  Although the data have been tested and corrected for errors and have been used 
in several other analyses (e.g., Rogers and McHugh 2002), some inconsistencies are 
evident.  The geopotential height values for 15º N to 0º N are missing from the years 
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1973 until April 1997.  Also, the geopotential height values near the polar region are 
actually interpolated values from weather balloons and satellites, since weather stations 
do not exist in those areas (Robinson and Henderson-Sellers 1999).  Despite these 
problems, this data set represents the best available data to analyze the research 
questions.   
 The 500 hPa geopotential height (i.e., constant pressure surface) was selected for 
analysis for several reasons.  First, since the 500 hPa level is in the middle of the 
atmosphere, it represents characteristics of both the lower and upper atmosphere (Ahrens 
1999).  Also, most steering of mid-latitude systems occurs at the 500 hPa level and 
geostrophic flow occurs at this level as well (Ahrens 1999).  Furthermore, past studies 
researching the relationship between upper circulation and surface features also used the 
500 hPa pressure level, including work on explosive cyclogenesis (e.g., Konrad and 
Colucci 1988), El Niño (e.g., Kumar and Hoerling 1997), vegetation response (e.g., 
Garfin 1998), and atmospheric teleconnections (e.g., Ting et al. 1996). 
The analysis of six months per year (January, February, April, July, October, and 
December) provides for a sufficient analysis in the annual cycle, with more detail in the 
winter season.  Winter pressure gradients are more robust than in other times of year 
because the aggregative affect of sun angle and day length cause large differences in solar 
receipt with latitude.  These differences in radiation receipt are related to pressure 
differences, and the pressure differences drive circulation.  Thus, the NHCPV and its 
associated polar front jet stream and Rossby Waves are most robust in winter.  The three 
winter months were chosen to allow for analysis of these robust circulation patterns both 
within and across the winter seasons.  In addition, April was chosen to represent the 
spring NHCPV, while July and October represent the summer and autumn NHCPV, 
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respectively.  The labor-intensive nature of the digitization process prohibited the 
analysis of the remaining six months of each year; instead, a longer time series of years 
was analyzed than would have been possible if all twelve months of each year were 
incorporated.         
To address the question of whether the NHCPV is correlated with atmospheric 
teleconnections, several standardized indices were examined.  These indices were 
obtained from the Climate Prediction Center (CPC) (2003) and the National Climatic 
Data Center (NCDC) (2003).  Specifically, data were gathered for the SOI and Niño 3.4 
Index to represent the ENSO phenomenon (CPC 2003a), along with indices of the AO 
(CPC 2003b), PNA pattern, NAO, and PDO (CPC 2003c, NCDC 2003).  Monthly mean 
teleconnection indices were compiled from daily observations.  Finally, to identify the 
geographical regions that are most sensitive climatologically to variability in the area and 
circularity of the NHCPV, the “reanalysis” data set produced by NCAR (Kalnay et al. 
1996) was used to generate spatial correlation fields between January mean 1000 hPa 
temperature, SST and MSE, and the area and circularity of the January NHCPV.   
2.2 Methodology  
2.2.1  Calculating Area, Circularity, and Centroid  
The size of the data set permits statistical analysis of the NHCPV properties by 
month (e.g., examination of long-term changes in the January NHCPV, etc.).  A specific 
isohypse is selected to represent the NHCPV for each month and these were chosen from 
research done by Frauenfeld and Davis (2003, Table 1).  Frauenfeld and Davis (2003) 
studied geopotential height change by analyzing both daily and monthly mean maps 
along a 5-degree meridian to identify the isohypse that fell within the primary baroclinic 
zone in order to best represent the NHCPV.  The area and circularity of the NHCPV were  
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Table 1.  Geopotential height contours 
used to define the NHCPV.  Geopotential 
height contours are measured in meters 
(Frauenfeld and Davis 2003). 















compared within a month (e.g., Januaries can be compared against Januaries) using the 
pre-defined isohypse to represent the equatorward margin of the NHCPV.  
For each of the 258 months (6 months x 43 years) of the analysis, the 
corresponding height (Table 1) was contoured, the area and perimeter of the CPV in each 
month were calculated using the “XTools” algorithm (Delaune 2000), and the centroid of 
each monthly NHCPV was calculated using the “center of mass” criterion (Ciudad 2002).  
An example of the analysis is shown in Figure 2.  Regression analysis determined 
whether the area of the NHCPV exhibits linear change over time for each of the months 
analyzed. 
The “XTools” function was chosen because it is a useful extension to ArcView 
3.x for vector spatial analysis (Delaune 2000).  It was developed by the Oregon 
Department of Forestry and includes several scripts that allow the user to analyze vector 
data using shape conversions and table management tools (Delaune 2000).  Specifically, 
this research used XTools to covert a line into a polygon and to calculate the area and 
perimeter of each NHCPV.    
The “center of mass” script was chosen for several reasons.  First, it is an 
automated process that finds the center of gravity of a polygon, allowing for an accurate 
assessment of the center of the NHPCV with minimal manual effort (Ciudad 2002).  In 
addition, the script identifies an exact location, defined by a (x,y) point that gives a clear 
definition of the centroid (Ciudad 2002).  Angell (2001) also examined the movement of 
the NHCPV by recording the center, and he estimated the displacement by comparing the 
size of the date line hemisphere component of the NHCPV to the Greenwich hemisphere 




             Figure 2.  500 hPa monthly mean geopotential height map depicting  
             the 5460 m line for January 1960.  The x represents the North Pole and 
             the dot represents the NHCPV centroid.  
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hemisphere component (Angell 2001).  The result identifies a percentage of movement of 
the NHCPV rather than a point location.  The benefit of a point location is that further 
statistical analysis can be performed to compare different NHCPVs.   
Furthermore, other techniques have been used to identify the center of a polygon, 
including the polygon skeleton.  This technique follows the outline of the polygon and 
spirals inward, until the center is reached (O’Sullivan 2003).  The center is then defined 
either as the point farthest from the outside edge of the polygon, or the center of the 
largest circle that could be drawn inside the polygon (O’Sullivan 2003).  The polygon 
skeleton is useful since it finds a point location, but it is more difficult to find accurately 
when the shape of the polygon is irregular (O’Sullivan 2003).           
It is important to note that the area and shape analyses employ separate map 
projections to obtain the most accurate results.  A map projection is a mathematical 
formula calculated by mathematicians, cartographers, and geographers to provide a focus 
or “locational framework” for map readers (Robinson et al. 1984).  However, when items 
are reduced from three to two dimensions, the curvature of the earth causes items 
projected on a map to be distorted in shape and/or area (Robinson et al. 1984).  
Therefore, the consideration of map projection is of great importance to this research 
since results may vary depending on the projection used.  More specifically, a map 
projection that preserves shape but distorts area would portray the size of the CPV 
incorrectly.  Likewise, if a projection that preserves area but distorts shape is used to 
identify the centroid of the CPV, the results would be incorrect.  Therefore, this research 
uses the Lambert’s equal-area projection to address the research questions that depend on 
equivalency (i.e., preservation of area) and the conformal (i.e., shape-preserving) polar 
stereographic projection when shape is to be preserved. 
 20
Lambert’s equal-area projection (Figure 3) was used to find the area of the CPV 
because it is an azimuthal projection that conserves area.  Furthermore, Lambert’s 
projection is useful for areas that have near-equal north-south and east-west dimensions, 
and this projection also represents continental proportions well (Robinson et al. 1984).  
Lambert’s equal-area projection has equally-spaced, straight meridians and unequally-
spaced, straight parallels that are perpendicular to the meridians (USGS).  The central 
pole is defined as the North Pole.         
The polar stereographic projection around the North Pole displays the northern 
hemisphere on a plane tangent at the North Pole (Figure 4).  It is azimuthal and 
conformal (i.e., conserving the shape of the objects projected) but does not conserve the 
area of the objects projected (Robinson et al. 1984).  The meridians consist of equally- 
spaced straight lines intersecting at the central pole and the angles shown are the true 
angles.  Furthermore, the parallels are unequally-spaced concentric circles centered at the 
central pole with the spacing increasing gradually away from the pole (USGS).  The 
stereographic projection was used to find the centroid and perimeter of the CPV.  
Both projections were used to define the shape of the CPV.  The perimeter of a 
given CPV, projected in the stereographic projection, was recorded and used as the 
circumference of a reference circle.  The radius was then derived from that circumference 
and used to determine the area of that reference circle.  Then, the area of a given CPV 
projected in the Lambert’s equal-area projection was divided by the area of the reference 
circle to determine the circularity ratio (Rc).  In this way, using both projections provides 
a more accurate analysis of the CPV. 
Stated another way, Rc can be expressed as   












where A = the area of the contoured isohypse (using the Lambert Equal Area projection) 
and Ac = the area of the circle with the same perimeter as the area A (using the polar 
stereographic projection) (Chorley et al. 1984).  Therefore, Rc is directly proportional to 
the circularity of the NHCPV, with small values of Rc suggestive of amplified and/or 
more longwave ridges and troughs.  Similar applications of Rc have  been used in fluvial 
geomorphology to examine basin morphometry (Chorley et al. 1984).   
Digital techniques can provide an excellent visual analytic tool, but they can also 
be more “labor intensive”, and therefore few studies make use of such techniques in the 
atmospheric sciences (Davis and Benkovic 1994).  According to Yarnal et al. (2001), one 
of the four avenues for future research in geographical climatology is the use of GIS to 
“link the atmosphere and the surface”, and this research thrust is only in its infancy.   
Accessibility of GIS software and data facilitate spatial analysis for detecting patterns, 
exploring and modeling relationships between patterns, and explaining the processes 
responsible for the patterns (Fischer et al. 2001). 
 To address the second hypothesis, the original concept (to the atmospheric 
sciences) of Rc was used to assess circularity quantitatively.  Regression analysis was 
again used to identify linear temporal trends in Rc.  Then, Pearson correlations between 
area and Rc of the NHCPV were computed.  However, despite the fact that some 
distributions to be correlated deviated from normality, Pearson correlation analysis was 
conducted for all analyses because the use of consistent methodology facilitates the 
comparison of results.   
 To address the third hypothesis, visualization techniques and CrimeStat II 
software were used to show temporal changes in the position of the centroid of the 
NHCPV over the 1959-2001 period.  Changes in distance would suggest that the CPV 
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shifted poleward over one area and simultaneously equatorward over another area, and 
may explain why some places warmed and others cooled simultaneously during the 1959-
2001 period of overall warming.  Once the centroid of each NHCPV was calculated and 
recorded, several analyses were performed using CrimeStat II software to answer the 
research question by computing the directional mean and circular variance of the 
centroid.   
Specifically, spatial variability in the centroid distribution can be described in 
terms of the vectors represented by the distance from each January NHCPV centroid to 
the North Pole (di) and the angle (θi) formed by each centroid, the North Pole, and the 
90°E meridian.  Such vector statistics are best used when points are on a polar coordinate 
system, such as the projections used in this research (Levine 2002).  Furthermore, 
CrimeStat II was used to calculate the mean distance directly from the x and y 
coordinates, and each angle was calculated by placing a four-quadrant grid over the point 
pattern (Figure 5) and using the equations below (Levine 2002). 












  where Xi = the x-value of the point, 
             Xo= the x-value of the origin 
             Yi = the y-value of the point 
             Yo= the y-value of the origin  














                  
Figure 5.  The quadrant placement for examining the angles of each  
                   NHCPV centroid.     
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where the summation is over the total number of points, i (Levine 2002). The directional 
mean was defined as the intersection of the mean distance and mean angle. 
Next, the circular variance was calculated as a dimensionless number ranging 
from zero to one, where zero indicates that all vectors are the same and one indicates that 
all vectors are evenly distributed in a circle around the reference vector (Klink 1998).  
The circular variance was defined as 
 
D
RianceCircular −= 1var  
    
where R  is the mean resultant length, based on the angles, and D  is average distance 
from the origin (Levine 2002).    
 After the directional mean and circular variance were determined, CrimeStat II 
was used to examine the NHCPV centroids for clustering.  First, nearest neighbor 
analysis (NNA) identified the overall point pattern distribution.  NNA is useful because it 
is simple and easy to calculate and it outputs an index based on a ratio comparing the 
nearest neighbor distance to the mean random distance, where a ratio of 1.0 indicates that 
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the observed average distance is equal to the mean random distance.  If the index is less 
than 1.0, the points are closer together than expected on the basis of chance, thereby 
indicating a clustered arrangement of points.  Conversely, if the index is greater than 1.0, 
the points are considered to be more dispersed than expected on the basis of chance 
(Levine 2002).  This research computed only the first order nearest neighbor to produce 
the nearest neighbor index (NNI) and did not require any corrections for edge effects 
(Levine 2002) since all possible points were used in the analysis.   
 Once the NNI was identified, further examination utilized the hierarchical NNA 
to identify specific areas where the centroids are clustered.  Hierarchical NNA identifies 
clusters of points based on two parameters (threshold distance and minimum number of 
points), and then groups clusters together on the second, third, and fourth order, and so 
on.  The threshold distance is represented by a confidence interval that defines the 
probability for the distance between any two points.  The minimum number of points 
defines the least number of points required for a cluster.  Therefore, the smaller the 
threshold distance and the greater the minimum number of points, the more difficult it is 
to acquire clusters (Levine 2002).  This research required a level of significance (α) of 
0.05 for all months and the minimum number of points required for a cluster was set at 3.  
Finally, 1.5 was set for the standard deviation for the ellipses that were output.   
2.2.2  Linking NHCPV to Teleconnections  
Next, Pearson correlations were used to determine whether the NHCPV area and 
Rc correlate significantly with any of the teleconnection indices.  Each of the months 
analyzed was used in the analysis, with one exception.  July was not correlated with the 
PNA pattern, since the PNA index is not prominent in the summer months (Barnston and 
Livezey 1987).  Furthermore, correlations were only considered significant if α < 0.05. 
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2.2.3  Clustering Winters with Similar Circularity Properties 
To determine which winter NHCPVs have similar shape, principal components 
analysis (PCA) and subsequent cluster analysis were performed.  The PCA was used as a 
prerequisite to the clustering (as opposed to clustering the raw Rc data) because the 
monthly Rc data may be correlated with each other between months in a single winter.  
Such a phenomenon may skew the clustering results.  Because more complete 
explanations have already been provided elsewhere for both PCA (e.g., Daultrey 1975) 
and cluster analysis (Yarnal 1993), this section only summarizes the major features of 
PCA and cluster analysis as they relate to this research. 
One purpose of PCA is to provide a parsimonious explanation of variability in a 
data set, thereby condensing the data set with minimal loss of explained variance (Hair et 
al. 1998).  In this sense, PCA is similar to factor analysis, but the PCA model was 
selected because no “uniqueness” element among the observations (i.e., shape of the 
NHCPV in a given December, January, or February) is assumed.  Thus, the PCA model 
is more appropriate for this study, and because atmospheric properties tend to be 
continuous through space and time, the PCA model is overwhelmingly preferred in 
atmospheric circulation studies (e.g., Jones et al. 1995, Cayan 1996, Taylor 1996, Davis 
et al. 1997, Rohli and Henderson 1997, Woodhouse 1997, Zelenka 1997, Comrie and 
Glenn 1998, Derksen et al. 1998, Mote 1998, Shahgedanova et al. 1998, Frei and 
Robinson 1999, Rohli et al. 1999, Vega et al. 1999, Cheng and Lam 2000, Jones and 
Davies 2000, McFarlane et al. 2000, Bourgeois et al. 2001, Chaves and Cavalcanti 2001, 
Saenz et al. 2001, Raphael 2003, and Maurer et al. 2004).  
The input data matrix has winter year (from 1959-1960 to 2000-2001) along the 
rows with the columns representing Rc for each of the three months (December, January, 
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and February) of that winter.  It should be noted that December data were grouped with 
January and February of the subsequent calendar year, thereby ensuring that each winter 
season remain analyzed as three cases (the columns) as part of a single observation (the 
rows).  Since the input data matrix is composed of temporal variables along both the rows 
and columns (a 43 x 3 matrix), this application is somewhat unusual.  Most of the 
previous work using PCA in the atmospheric sciences seeks to identify relationships 
between two of three types of variables:  spatial variables (i.e., weather stations), 
temporal variables (i.e., days, months, years, or other temporal units), and atmospheric 
parameters (e.g., geopotential height, humidity, wind speed, temperature, etc.).  It should 
be noted, however, that only two variables may be manipulated in a single analysis, so at 
least one of the three types of entities (space, time, or atmospheric parameter) must be 
held constant.  Nevertheless, the ability to manipulate two sets of variables 
simultaneously makes PCA and related eigenvector techniques a very powerful analytical 
tool.  Because this analysis only includes one type of entity (temporal vs. temporal), no 
mapping can be done for this part of the analysis, and no relationships among different 
types of meteorological/climatological variables can be done.  Nevertheless, the data 
matrix was chosen so that more detailed characterization of the nature of the temporal 
variability of the NHCPV both within and between winters can be conducted.  
In PCA and related techniques, the type of dispersion matrix chosen may 
influence the results.  The two most common types of dispersion matrices are the 
correlation matrix and the covariance matrix.  The covariance matrix is usually chosen 
for climatological studies because it has been shown to perform optimally for studies that 
analyze a suite of variables over space (Yarnal 1993).  However, the correlation matrix is 
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chosen in this analysis because it is better suited to studies that analyze variables over 
time (Yarnal 1993).  
The PCA loadings matrix produces loadings for winter month (December, 
January, and February) for each of the three resulting components.  The loadings quantify 
the association between the original variable (i.e., winter month) and the component.  
However, rotation of the resulting components is performed to produce more meaningful 
components.  Specifically, a varimax rotation is employed because that technique 
maintains the orthogonality constraint during the rotation process, thereby ensuring that 
no shared variance exists among the components.  The orthogonality constraint is 
important in this study because it allows for the clustering of PCA-generated scores to be 
done in a manner that ensures that no two components have scores that are correlated 
with one another.  Any correlation among the scores from different components would 
bias the clustering procedure toward a solution that weights those components at the 
expense of the third (uncorrelated) component.   
The output varimax-rotated PCA scores were then used as input into an average-
linkage clustering algorithm.  Thus, each of the 43 observations (the rows in the scores 
matrix) contains scores for three components (the columns).  The average-linkage 
algorithm was chosen because it has been shown to perform best in previous 
climatological data sets (Kalkstein et al. 1987).   
The objective in any clustering procedure is to categorize the data in n-
dimensional space by finding similar observations and then grouping them together (Hair 
et al. 1998).  As an iterative, hierarchical method, the average-linkage technique clusters 
the two most similar observations (i.e., the winter years) based on the smallest 
Mahalanobis distance in three-dimensional space.  Then the procedure considers the 
 30
centroid of this new two-observation cluster to represent a “new” observation, and 
produces another cluster consisting either of the nearest two observations or an 
observation and the existing cluster.  The process continues by clustering two more 
observations, an observation and an existing cluster, or two existing clusters.  The process 
then repeats iteratively until all 43 observations (years) are clustered together.  
Other clustering algorithms are similar in operation to the average-linkage 
method.  For example, Ward’s minimum variance method minimizes the sum of squares 
within each cluster and assigns an observation to a cluster that only has a few 
observations.  Therefore, the differences between each cluster are not as clear as in the 
average-linkage solution (Kalkstein et al. 1987).  The centroid method finds the centroid 
of each cluster and then joins clusters when the squared Euclidian distance between the 
centroids is minimized (Kalkstein et al. 1987).  The centroid method usually outputs one 
very large cluster and many small clusters, while Ward’s method outputs many clusters 
that each contain a similar number of observations (Kalkstein et al. 1987).  The average-
linkage method seems to offer the best compromise for this analysis. 
The decision of how many clusters to produce from a data set is important from 
both a theoretical and a practical standpoint.  Obviously, the clustering of all 43 winters 
into one or two groups is not useful because within-group variability would be very high.  
Likewise, the creation of too many groups would provide a cumbersome analysis and 
reveal little about the climatology of the NHCPV.  The question of how many categories 
of circulation really exist is an interesting theoretical question, but it is also very 
subjective.  Ideally, the clustering process will minimize within-group dataset variance 
while maximizing between-group variance.  The scree test was used to assist in making 
this decision.  The scree test plots the latent roots, or eigenvalues, as a function of the 
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number of clusters, showing a curve (Hair et al. 1998).  Although the eigenvalues will 
always decrease as the number of clusters increases, “breaks” in the curve indicate 
possible logical choices in where to terminate the clustering process.  Similarly, when the 
curve starts to become more horizontal on the plot, further clustering will add little value 
to the procedure (Hair et al. 1998).  Although, the “scree” method is subjective, it does 
provide some objectivity in identifying the optimal number of clusters to generate when 
an a priori determination cannot be made (as is the case in this analysis).          
2.2.4 Associating the NHCPV to Low-level Atmospheric Variables 
Pearson correlations were also used to determine whether the January NHCPV 
changes in area and/or circularity with similar hemispheric temperature changes.  
Additionally, because temperature indexes only one component of the energy content, the 
correlation field between the NHCPV properties and MSE at 850 hPa is also examined.  
MSE is given by  
qLZgTcMSE vp ++=  
where cp is the specific heat at constant pressure (1005 J kg-1 K-1), T represents air 
temperature (K), g is gravitational acceleration (9.8 m s-2), Z is geopotential height (m), 
Lv represents the latent heat of vaporization (2.5x106 J kg-1), and q is specific humidity 
(dimensionless).  The inclusion of MSE allows for the combined effects of both sensible 
and latent heating, rather than only sensible heating, which is indexed by temperature.  
Latent heat is likely to dominate over the oceans while the sensible heat will be relatively 
more important over land masses. 
 2.2.5  Summary 
The NHCPV area and circularity was first established using GIS to contour the 
appropriate isohyspe (Frauenfeld and Davis 2003), while using the appropriate map 
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projections.  X-tools then calculated the area and perimeter, circularity was derived, and 
several statistical analyses were performed, including regression analysis and Pearson 
correlations.  Next, the centroid of each NHCPV was determined, using a center of mass 
script, which allowed for the computation of several statistical measures, such as 
directional mean, circular variance, and nearest neighbor hierarchal clustering.  To 
address the additional research questions, Pearson correlations identified any significant 
relationships between the area and Rc and several atmospheric teleconnections.  Then, 
rotated PCA and cluster analysis were implemented to examine the variability between 
the winter months.  Finally, Pearson correlations were again used to relate the January 
NHCPV with temperature, SST, and MSE across the northern hemisphere.   
In the following chapters, the results for each of the research questions are 
examined.  Specifically, in Chapter 3, temporal changes in area, circularity, and position 
of the monthly NHCPV are described.  Then, the significant correlations between the 
NHCPV and several teleconnection indices are discussed (Chapter 4), the results of the 
PCA and cluster analysis are shown (Chapter 5), and the correlations between the January 
NHCPV and temperature, SST, and MSE are identified (Chapter 6).   
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CHAPTER 3 
THE NHCPV AREA, CIRCULARITY, AND POSITION 
 This chapter addresses the research questions concerned with the NHCPV area, 
circularity, and position for each of the months analyzed.  Specifically, the chapter uses 
the data and methodology discussed in Chapter 2 to examine whether the monthly 
NHCPV area has decreased in area and become more meridional, and whether the mean 
position is located over the North Pole for the time period 1959 – 2001, as hypothesized.  
First, results from the winter months (December, January, February) will be discussed.  
Then, April, July, and October’s results are described to represent spring, summer, and 
autumn, respectively.  A complete list of the area, circularity, and centroid position of the 
each of the monthly NHCPV analyzed is included in Appendix.   
 3.1 Winter (December, January, February) 
 The 5460 hPa isohypse was used for the each of the winter months and several 
analyses were performed to address the hypotheses.  Each month displayed similar trends 
in general, but some nuances of each winter month became apparent.  Specific and 
comprehensive results by month are explained below.   
3.1.1  December 
The December NHCPV displayed the smallest mean area (7.036 x 107 km2) and 
the “most circular” mean Rc (0.706) of the three winter months.  The December NHCPV 
was largest in 1961 (Figure 6a) and smallest in 1990 (Figure 6b), and was most circular 
in 1959 (Figure 6c) and least circular in 1966 (Figure 6d).  Furthermore, the December 
NHCPV area is distributed normally around the mean, with no significant skewness 
(zskewness = -0.156) or kurtosis (zkurtosis = -0.284).  For the 43 Decembers, z-scores with 
absolute values exceeding 1.96 are needed to produce significant skewness or kurtosis at  
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Figure 6.  Representative examples of the December NHCPV from 1959-2001:  a)            
1961 (largest in area); b) 1990 (smallest in area); c) 1959 (most circular shape); d) 





p-value = 0.05.  Although no significant kurtosis was found in December Rc (zkurtosis = 
1.754), the circularity distribution is significantly negatively skewed (zskewness = -2.869, p-
value = 0.003), suggesting that the majority of December NHCPVs was more circular 
than the mean Rc.    
The regression analysis shown in Figure 7 did not identify any linear temporal 
trends in December NHCPV area (p-value = 0.842).   However, a significant positive 
linear trend was found for Rc (p-value = 0.042) over the 1959 – 2001 period (Figure 8).  
The December NHCPV became more circular throughout the time period.  Finally, the 
Pearson Test did not identify a significant correlation between area and Rc (r = -0.077, p-
value = 0.625).  Thus, it appears that changes in December NHCPV area were 
independent of circularity.        
Furthermore, to examine the position of the NHCPV, the centroid for each 
December is plotted in Figure 9, which shows that the majority of December centroids 
fell in the western hemisphere, with a directional mean at 85°12’53.88”N, 
177°15’18.72”W (Figure 9).  Furthermore, December produced a low circular variance of 
0.09.  The position of the December NHCPV seems to have been displaced toward 
northwestern North America during most of the 1959-2001 period.  A rose diagram 
(Figure 10) further depicts this displacement, with 77 percent of the points falling at 
longitudes between Alaska and Siberia.   
Furthermore, examination for clusters in the overall point pattern revealed a 
significant NNI of 0.534 (p-value < 0.001).  Therefore, the overall point pattern 
distribution was more clustered than random.  However, no clusters were found for 
December using the set of parameters defined in the methodology for each of the months 
analyzed.   
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Figure 7.  December NHCPV area scatterplot with regression line throughout the 
1959 – 2001 time period. 
 
 


























Figure 8.  December NHCPV Rc scatterplot with regression line throughout the 





Figure 9.  Centroids of the December NHCPV.  The dot represents the directional mean 
centroid.  Values represent the position of the NHCPV in each December chronologically 




                  Figure 10.  Rose diagram for December NHCPV.  
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3.1.2  January 
The January NHCPV was largest in 1977 (Figure 11a), an anomalously-cold 
winter in the northern hemisphere (Namias 1978), and smallest in 1967 (Figure 11b).  
Likewise, it was most circular in 1975 (Figure 11c) and least circular in 1963 (Figure 
11d).  Neither significant skewness (zskewness = 0.103) nor kurtosis (zkurtosis = 0.720) was 
found in the distribution of area of the NHCPV; therefore the distribution is normal 
around the mean area of 7.605 x 107 km2.  However, over the same period, the Rc was 
significantly negatively skewed (zskewness = -4.085, p-value < 0.001) suggesting that the 
majority of the observations tend to be more circular than the mean Rc of 0.682.  The 
distribution was also found to be significantly leptokurtic (zkurtosis = 4.564, p-value < 
0.001), suggesting that few low and high extremes in circularity exist during January.     
The regression analysis in Figure 12 again identified no linear temporal trends in 
area (p-value = 0.949).  Because previous studies of the NHCPV focused only on January 
areas, additional comparative analysis of the January area was conducted against the 
results of Burnett (1993), from a study that was not projection dependent, to identify any 
significant difference between the two methodologies.  Results of a paired t-test showed a 
significant difference (t = -3.560 and p-value = 0.002) between Burnett’s January 
NHCPV areas and the areas found in this research.  In most cases, Burnett’s values for 
areas are less than the values for area found in this research.  The t-test suggested that 
projecting the data influences the results. 
Furthermore, regression analysis did not identify a linear temporal change in Rc 
(p-value = 0.305) for January and Figure 13 graphically shows the lack of linear change 





Figure 11.  Representative examples of the January NHCPV from 1959-2001:  a)          
1977 (largest in area); b) 1967 (smallest in area); c) 1975 (most circular shape); d) 
1963 (least circular shape). 
 




















Figure 12.  January NHCPV area scatterplot with regression line throughout 


























Figure 13.  January NHCPV Rc scatterplot with regression line throughout the 
1959 – 2001 time period. 
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linear relationship between the area and Rc of the NHCPV (r = 0.093 and p-value = 
0.552), suggesting again that the NHCPV area and Rc act independently.   
Next, the centroid results for the January NHCPV found a directional mean 
located at 85°20’29.76”N, 179°36”7.92”W, representing another shift toward the Pacific 
sector (Figure 14).  The circular variance was again low at 0.09.  Furthermore, the rose 
diagram shows an even higher percentage (88 percent) of points falling in the Alaska to 
Siberia region than in December (Figure 15).  A significant NNI for January was found to 
be 0.618 (p-value < 0.001), more clustered than random.  Two first-order clusters with 
four points each were found at the 0.05 probability level (Figure 16).    
3.1.3  February 
The February NHCPV produced the largest mean area (7.636 x 107 km2) of all the 
winter months.  Specifically, the largest February NHCPV occurred in 1986 (Figure 17a) 
and the smallest area was in 1989 (Figure 17b).  Likewise, the most circular February 
NHCPV occurred in 1990 (Figure 17c) and the least circular was in 1965 (Figure 17d).  
Furthermore, the distribution of both the area and Rc was found to be normal around the 
mean area and mean Rc (0.683), as no significant skewness (zskewness = 0.228 for area and 
zskewness = -1.443 for Rc) or kurtosis (zkurtosis = 0.547 for area and zkurtosis = 0.557 for Rc) 
was found in either set of results.    
Regression analysis showed similar results for February as for the other winter 
months, with no linear temporal trend for the area (p-value = 0.180) or Rc  (p-value = 
0.063).  Perhaps a slight decrease in area and increase in Rc occurred, but these can only 
be termed “marginally significant” trends at best (Figures 18 and 19).  However, Pearson 
correlations again did not identify a relationship between the area and Rc (r = 0.160, p-
value = 0.305).   
 42
 
    Figure 14.  Centroids of the January NHCPV.             
 
           
 






Figure 16.  The hierarchical NNA clusters identified at α = 0.05.  Note  





Figure 17.  Representative examples of the February NHCPV from 1959-2001:  a)                 
1986 (largest in area); b) 1989 (smallest in area); c) 1990 (most circular shape); d) 
1965 (least circular shape). 
 




















Figure 18. February NHCPV area scatterplot with regression line throughout  






























Figure 19. February NHCPV Rc scatterplot with regression line throughout the 
1959 – 2001 time period. 
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The February NHCPV centroids displayed similar results to the other winter 
months, with most of the centroids located toward the Pacific (Figure 20).  The mean 
centroid was located at 85°42’15.48”N, 175°41’21.12”W and the circular variance was 
low at 0.11.  Also, the rose diagram shows a small increase in variance from January to 
February over the 1959-2001 period (Figure 21).  Perhaps this result is not unexpected as 
February is farther from the core of the winter season and therefore may display more 
characteristics of a transition month, with high interannual variability.   
The NNI identified a significant distribution that is more clustered than random 
with NNI = 0.564 (p-value < 0.001).  The results also showed one first-order cluster that 
included four points (Figure 16).  However, centroids for all three winter months 
consistently displayed the same spatial displacement toward the Alaska to Siberia region 
in the rose diagrams, as well as in their clusters shown in Figure 16. 
3.1.4  Summary of Winter Patterns           
Many conclusions can be drawn about the NHCPV in winter.  Overall, February 
displayed the greatest mean NHCPV area, while December contained the smallest mean 
area.  February also had the most varying areas, compared to the other winter months.   
The December NHCPV showed the most circularity, while January and February had 
slightly lower mean Rc, suggesting that on average, January, and February showed more 
amplified ridges and troughs (i.e., least circularity).  December was also the only winter 
month to show a significant positive linear trend in circularity, identifying that the 
NHCPV was becoming more circular over time.  Furthermore, January was the winter 
month with the most varying circularity.  For example, when one winter month had an 
anomalously large area, subsequent winter months did not necessarily show the same  
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                Figure 20.  Centroids of the February NHCPV.            
 
     
\  
Figure 21.  Rose diagram for the February NHCPV.                                                       
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tendency.  For instance, in 1961 the December NHCPV was the largest, but January and 
February 1961 did not have the largest NHCPV for those months.   
The position of the centroids for each of the winter months was skewed toward 
the Pacific.  One factor contributing to this tendency may be the land to water ratio in the 
NH.  There is a greater amount of land in the North America to Siberia region than on the 
opposite side of the NH, and in winter, the intense cooling of the land masses may 
possibly cause the zone of air mass contrast (and therefore also the mid-latitude 
westerlies, polar front jet stream, and the NHCPV) to be displaced equatorward over this 
land-dominated region.   
Also, the Pacific-North American (PNA) teleconnection pattern could be causing 
a shift in the NHCPV.  As was described in Chapter 1, the PNA pattern is a mid-
tropospheric circulation and is positive (negative) when the usual 500 hPa ridge is 
amplified (deamplified) over northwestern North America and a concurrent trough is 
amplified (deamplified) over eastern North America (Rogers et al. 2004).  Therefore, 
when the PNA teleconnection is in a positive or even in a “neutral” phase, the trough in 
the Alaska to Siberia region could be causing the NHCPV centroid to migrate in that 
direction.  In Chapter 4, more complete analyses of the relationship between various 
teleconnections and the NHCPV, including the PNA pattern, are explored. 
3.2 Comparison of Winter Patterns to Other Months (April, July, October) 
Several additional months were analyzed to represent the remaining seasons.  It is 
important to note that each of the following months did not use the same isohypse to 
represent the NHCPV.  Instead, each month used the most appropriate isohypse to 
represent the NHCPV in that month (Frauenfeld and Davis 2003) so that NHCPV 
behavior could be compared accurately on an inter-monthly basis.   
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3.2.1  April 
April was chosen to represent spring and the 5580 hPa isohypse was selected to 
represent the April NHCPV (Frauenfeld and Davis 2003).  The largest area was found in 
1978 (Figure 22a) and the smallest area was in 1962 (Figure 22b).  Likewise, the most 
circular NHCPV occurred in 1985 (Figure 22c) and the most meridional year was 1983 
(Figure 22d).  Furthermore, the April NHCPV area data were evenly distributed around a 
mean of 7.877 x 107 km2 (zskewness = 1.834, zkurtosis =-0.372) and although no kurtosis was 
found in the Rc data (zkurtosis =1.519), the Rc distribution was significantly negatively 
skewed (zskewness = -2.785, p-value = 0.005).  Therefore, most April NHCPV were more 
circular than the mean Rc of 0.698. 
Examination for trends in the area and Rc of the April NHCPV produced similar 
results to that of the winter months.  Regression analysis found no linear temporal trends 
in area (p-value = 0.387) or Rc (p-value = 0.787), and this result is shown graphically in 
Figures 23 and 24.  The April NHCPV, like the winter months, found only short and 
weak temporal changes over the time period.  Finally, as for the winter months, Pearson 
correlations identified no correlation between the area and Rc (r = -0.002, p-value = 
0.992).   
On the other hand, results for the April NHCPV did display very different results 
than those found in winter when examining the centroids and movement throughout 1959 
– 2001 (Figure 25).  The mean centroid was located over the Atlantic side of the Arctic 
Ocean at 87°51’36.36”N, 36°14’25.08”W and the circular variance was much greater at 
0.69.  The rose diagram shows the wide distribution of the April centroids around the 




Figure 22.  Representative examples of the April NHCPV from 1959-2001:     a)   
1978 (largest in area); b) 1962 (smallest in area); c) 1985 (most circular shape); d) 
1983 (least circular shape). 
 




















Figure 23. April NHCPV area scatterplot with regression line throughout the 





























Figure 24. April NHCPV Rc scatterplot with regression line throughout the 1959 
– 2001 time period. 
 
 
                  Figure 25.  Centroids of the April NHCPV.             
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85°W (Figure 26).  The distribution was much wider in April than in any other month 
analyzed.    
 The April results also identified a NNI of 1.02, or a centroid distribution that is 
only slightly more regular than random, however it was not found to be significant.  Due 
to the variability in the NHCPV movement, no clusters were found using the set 
parameters.  Interestingly, April is the only month to have most of the centroids located 
near the North Pole.  However, no contributing factors were found for the high variability 
in the April NHCPV position movement, except that the spring atmosphere is known to 
be much more variable than in the winter because spring is a transition season.  
3.2.2  July 
 July was chosen to represent summer and the 5700 hPa isohypse (Frauenfeld and 
Davis 2003) was contoured and used for the analysis of the area, circularity, and centroid.  
The largest NHCPV occurred in 1992 (Figure 27a), the smallest in 1998 (Figure 27b), the 
most circular in 1995 (Figure 27c), and the least circular in 2001 (Figure 27d).  It should 
be noted that two years (1965 and 1968) were eliminated because the area was deemed to 
be spuriously large.  Neither skewness (zskewness = -1.486 for area and zskewness = 0.133 for 
Rc) nor kurtosis (zkurtosis = 0.145 for area and zkurtosis = 0.076 for Rc) was found in the area 
or Rc.  Therefore, the data was normally distributed around the mean area of 5.808 x 107 
km2 and around the mean Rc of 0.689.  
Unlike the winter months, regression analysis identified a linear temporal trend 
that was significant for the July NHCPV area (p-value = 0.035).  The regression line 
shows graphically that the NHCPV decreased in area over time (Figure 28).  Regression 
analysis (p-value = 0.806) revealed no significant temporal trends in Rc (Figure 29).  
Pearson correlation did identify a significant positive relationship between the July  
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Figure 27.  Representative examples of the July NHCPV from 1959-2001:  a) 1992 
(largest in area); b) 1998 (smallest in area); c) 1995 (most circular shape); d) 2001 
























Figure 28.  July NHCPV area scatterplot with regression line throughout the 1959 – 
2001 time period. 
 

























Figure 29.  July NHCPV Rc scatterplot with regression line throughout the 1959 – 




NHCPV area and circularity (r = 0.323, p-value = 0.039).  Therefore, when the 
area of the July NHCPV increased, the Rc of the NHCPV became more circular.  
Interestingly, July was the only month to identify a correlation between the area and Rc.  
As the area decreased over time, Rc decreased in value as well, suggesting that the 
extratropical flow became more meridional, with more prominent ridging and troughing, 
as the NHCPV retreated northward over time.       
Furthermore, the results for the July NHCPV centroids showed that all except one 
of the centroids fell within the western hemisphere (Figure 30).  July 1988 was the only 
July to have a NHCPV center in the eastern hemisphere.  The directional mean was 
located at 87°54’18.72”N, 112°45’12.60”W and July displayed a very low circular 
variance of 0.06.  The variability is shown further in Figure 31.          
The July centroids were more clustered than random, with a significant NNI = 0.698 
(p-value < 0.0001).  One first-order cluster was found at the 0.05 probability level, 
containing five points (Figure 32).  Compared to the clusters found in the winter months, 
July’s cluster position was closer to the North Pole and centered north of Canada and 
Greenland.  Also, the July NHCPV position movement was the least variable of all the 
months analyzed. 
3.2.3  October 
 The October NHCPV was analyzed to represent the autumn hemispheric-scale 
extratropical circulation and was represented by the 5580 hPa (Frauenfeld and Davis 
2003).  The largest NHCPV occurred in 1976 (Figure 33a), while the smallest area was 
found in 1991 (Figure 33b).  Similarly, the most circular NHCPV occurred in 1990 
(Figure 33c) and the most meridional occurred in 1967 (Figure 33d).  The NHCPV area 
had a mean of 6.286 x 107 km2 with no significant skewness (zskewness = 1.578).  However,  
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Figure 30.  Centroids of the July NHCPV.  Note that Years 7 (1965) and 8  








    Figure 32.  The hierarchical NNA clusters for July and October identified  






   Figure 33.  Representative examples of the October NHCPV from 1959-2001:   
   a) 1976 (largest in area); b) 1991 (smallest in area); c) 1990 (most circular shape);  





the distribution of areas was found to be significantly leptokurtic (zkurtosis = 2.530, p-value 
= 0.011), suggesting that the data has smaller tails around the mean than that of a normal 
distribution.  Furthermore, the October NHCPV Rc was found to be negatively skewed 
(zskewness = -7.711, p-value < 0.001) and leptokurtic (zkurtosis = 16.947, p-value < 0.001), 
meaning most years were more circular than the mean Rc of 0.724 and the distribution 
had small tails.   
Regression analysis did not identify a linear temporal change in the October 
NHCPV area (p-value = 0.971), but did suggest a significant linear trend in Rc (p-value = 
0.029).  Therefore, the NHCPV became more circular over the 1959 – 2001 time period.  
Figures 34 and 35 illustrate these findings.  The apparently low first-order autocorrelation 
in both the area and Rc is also shown in these figures.  Visually, it seems that 1976 (the 
largest October NHCPV) is an anomaly compared to the other October areas, and 1967 
(the least circular shape) is an anomaly compared to the other October Rc values.  Finally, 
Pearson correlations did not find a significant relationship between the area and Rc (r = -
0.065, p-value = 0.681), suggesting that the two may not be influenced by the same 
factor.    
The October NHCPV centroid results resembled those in the winter months 
(Figure 36).  The centroids were again displaced toward the Pacific with a mean centroid 
located at 85°48’35.28”N, 168°4’30.72”W.  The circular variance was relatively small at 
0.11.  Furthermore, Figure 37 showed a high percentage (77 percent) of the centroids 
located between Alaska and Siberia.   
The cluster analysis resulted in a significant NNI of 0.609 (p-value < 0.001), 
suggesting that the overall distribution was more clustered than random.  Furthermore, 
two first-order clusters were found at the 0.05 probability level, with the first cluster. 
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Figure 34.  October NHCPV area scatterplot with regression line throughout the 
1959 – 2001 time period. 
 





















Figure 35.  October NHCPV Rc scatterplot with regression line throughout 









Figure 37.  Rose diagram for the October NHCPV. 
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including five points and the second cluster including four points (Figure 32).  Also, both 
clusters were located in the same area as the clusters found in the winter months, leading 
to the conclusion that the autumn NHCPV acts similarly to the winter NHCPV 
 3.3  Chapter Summary 
 This chapter has analyzed the spatial characteristics (area, circularity, and 
position) of the NHCPV.  Some surprising results were found.  In Chapter 1, it was 
hypothesized that the area of the NHCPV decreased over the 1959 - 2001 time period in 
association with the general warming trend during that period.  However, only July 
identified a significant linear temporal trend out of the six months analyzed.  Next, it was 
hypothesized that Rc would decrease temporally, such that the NHCPV would become 
more meridional (i.e., less circular), over the same time period.  Only October showed a 
significant linear temporal trend, but that trend was actually becoming more circular over 
time.  The third hypothesis was that the NHCPV should be centered on the North Pole.  
However, except for April and July, the NHCPV position showed a strong displacement 
toward the Pacific, just north of Alaska and Siberia.  Furthermore, most of the months 
had low centroid variability, suggesting that the position did not move drastically during 
the 1959 to 2001 period.  
 Chapter 4 will examine how the NHCPV (with its spatial characteristics identified 
in this chapter) relates to regional and hemispheric flow patterns.  Specifically, it will 
differentiate between NHCPVs that may have similar spatial characteristics, but 
distinguished by the positions of the ridges and troughs (i.e., differences in associations 
with various teleconnections) for each of the months analyzed.  The result will 
characterize not only the spatial characteristics, but also the impact of those 
characteristics on the regional-scale flow. 
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CHAPTER 4 
THE NHCPV AND REGIONAL AND HEMISPHERIC FLOW PATTERNS 
 In the previous chapter, the area, circularity, and centroid of the monthly NHCPV 
were analyzed to differentiate the January, February, April, July, October, and December 
NHCPV throughout the time period 1959-2001.  To investigate the NHCPV further, this 
chapter describes correlations between the NHCPV area and atmospheric teleconnection 
indices, and in separate analyses, between Rc and the same atmospheric teleconnection 
indices.  Pearson correlations were used to analyze these relationships.  This chapter links 
variability in the geometrical properties of NHCPV with the variability in the 
teleconnection indices, because a lack of linkage may imply that the NHCPV can “rotate” 
about a constant centroid without changing its area or shape.  By contrast, a link between 
the NHCPV and regional-scale teleconnections would suggest that the geographical 
position of the longwave ridge-trough configuration of the NHCPV tends to be 
“anchored” to certain locations. 
4.1 December 
 The Pearson correlation results between the area and Rc of the December NHCPV 
and the atmospheric teleconnections are shown in Table 2.  Results revealed five 
significant correlations, more than any other month analyzed.  First, the area was 
significantly positively correlated with the PNA pattern (p-value = 0.024).  Therefore, as 
the PNA teleconnection goes into a positive phase, with an amplified ridge-trough pattern 
over North America (Leathers and Palecki 1992), the overall area of the December 
NHCPV tends to increase.   
Furthermore, the December NHCPV area also correlated significantly (p-value < 
0.001) with the AO, and actually had the greatest correlation out of all of the months  
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Table 2.  Pearson correlations of the area and circularity ratio of the December NHCPV 












































































analyzed (r = -0.694).  Because this was a negative correlation, when the AO went into a 
negative (positive) phase, the area of the NHCPV increased (decreased).    The negative 
phase of the AO corresponds with a “cold phase” over mid-latitude Europe and North 
America (Wallace and Gutzler 1981), so this result suggests the logical conclusion that 
when the December NHCPV is anomalously large (small), mid-latitude temperatures in 
the northern hemisphere are anomalously low (high).      
 Finally, Pearson correlation analysis identified a significant negative relationship 
(p-value < 0.001) between the area and NAO.  This relationship is not surprising because 
the NAO is strongly linked to the AO (Rogers and McHugh 2002).  A positive phase of 
the NAO is associated with a strong Icelandic Low, strong westerlies across the North 
Atlantic, and high pressure along 40ºN (Wallace and Gutzler 1981), and during such 
periods, the December NHCPV decreases in area.  By contrast, a large December 
NHCPV is linked to weakened westerlies across the north Atlantic basin typical of 
negative NAO Decembers. 
The December NHCPV Rc correlated significantly with two teleconnections.  
First, a significant negative relationship (p-value = 0.024) was found between Rc and the 
PNA pattern.  This result suggests that variability associated with the PNA teleconnection 
is linked to circulation variability on a hemispheric scale such that a decrease (increase) 
in circularity (i.e., an increase (decrease) in ridge and trough amplitude over North 
America) associated with the PNA pattern was linked to an increase (decrease) in ridge 
and trough amplitude over the coincident Rossby wave-train across the entire northern 
hemisphere.  This result, when combined with results for other winter months (discussed 
below), suggests that the winter PNA pattern appears to represent only a part of the 
hemispheric-scale circulation variability.   
 66
The other significant relationship is a positive association between the Rc and the 
AO (p-value = 0.003).  Thus, when the AO was in a “warm”, or positive, phase (Wallace 
and Gutzler 1981), the NHCPV was more circular.  It is interesting that in the negative 
phase of the AO, the area and Rc of the December NHCPV were both anomalously high.   
No other significant correlations were found between the December NHCPV area 
and Rc.  Interestingly, neither the SOI nor Niño 3.4 correlated significantly with either the 
area or Rc of the NHCPV, suggesting that El Niño creates regional changes to the flow, 
but may not affect the NHCPV acting as a whole.  Perhaps increases in area and 
circularity in one part of the NHCPV are compensated by decreases elsewhere.  
Furthermore, no significant Pearson correlations between the latitude or longitude of the 
centroid and either of the ENSO indices were identified, for any of the six months.     
4.2 January 
Results of Pearson correlations between the area and Rc of the analyzed monthly 
NHCPV and indices of the major atmospheric teleconnections are displayed in Table 3.  
Two significant relationships were found.  The first is a significant negative relationship 
(p-value = 0.004) between the area of the January NHCPV and the AO, as was found for 
December.  Therefore, when the AO is in a negative (positive) phase, the January 
NHCPV increases (decreases) in area, and under these circumstances Wallace and 
Gutzler (1981) found that temperatures decrease at the North Pole. 
The second significant relationship (p-value = 0.004) was found between Rc and 
the PNA Index.  Similar to December, when the PNA pattern was in a positive (negative) 
phase, the January NHCPV also became less (more) circular (i.e., more (less) 
meridional).  No other significant correlations were found between the area or Rc of the 
NHCPV and any other teleconnection indices studied.     
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Table 3.  Pearson correlations of the area and circularity ratio of the January NHCPV vs. 












































































Furthermore, independent t-tests were performed for more recent vs. less recent 
Januaries, since the January NHCPV is the most documented month in previous literature  
(e.g., Davis and Benkovic 1992, 1994; Burnett 1993).  However, no significant difference 
in the area or Rc of the January NHCPV was found between 1959 – 1976 and 1977 – 
2001.  Therefore, the well-known abrupt shift in phase of the PDO in 1977 (Ladd and 
Thompson 2002) does not appear to have caused a “step-change” in the area or Rc of the 
January NHCPV.  The t-test was also performed for the two periods 1959 – 1976 and 
1977 – 1995, because the PDO phase changed again near 1995 (Mantua and Hare 2002).  
However, again, no significant relationships were found, so it appears possible that the 
PDO may exert less influence on the northern hemisphere extratropics than on the 
extratropical southern hemisphere, since growing evidence shows a strong tendency for 
impacts of the PDO in the mid-latitude South Pacific Ocean, South America, and 
Australia (Mantua and Hare 2002).  
4.3 February 
 The February NHCPV Pearson correlations results are shown in Table 4.  Three 
teleconnections were found to correlate significantly with the area of the NHCPV.  First, 
the PNA pattern was found to be positively correlated (p-value = 0.012) with the area.  
Thus, as the PNA teleconnection moved into a positive (negative) phase, the area of the 
NHCPV increased (decreased).  This same correlation was found for December, and a 
nearly significant positive correlation was also found for January.  Furthermore, even 
though the February pattern did not show a significant link between Rc and the PNA 
pattern, the significant negative correlations for the other two winter months between the 
circularity and PNA teleconnection suggest that this teleconnection was an important  
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Table 4.  Pearson correlations of the area and circularity ratio of the February NHCPV 
vs. atmospheric and SST indices.  Correlations that are significant at α < 0.05 are shown 











































































“anchor” for both the area and the circularity of the NHCPV.  Interestingly, only the 
winter months showed strong correlations between the PNA and the NHCPV.   
Next, the AO and the area share a significant negative relationship (p-value < 
0.001).  Like December and January, when the AO went into a negative (positive) phase, 
the February NHCPV increased (decreased) in area.  Once again, the uniform response 
for the AO in all three winter months suggests that this pattern was a dominant feature 
associated with variability in NHCPV area.  Finally, the area was also significantly 
negatively correlated (p-value < 0.001) with the NAO, a close relative of the AO.  
Specifically, as was the case for December, when the NAO’s seesaw effect moved into a 
positive (negative) phase, the area of the NHCPV tended to decrease (increase).  While 
the area of the February NHCPV correlated significantly with three teleconnections, the 
Rc did not correlate significantly with any of the teleconnections studied.    
4.4 April 
 Results for the April Pearson correlations results are shown in Table 5.  Two 
significant correlations were found.  A significant negative correlation (p-value < 0.001) 
correlation was found between the area and AO, as was the case for all three winter 
months.  Specifically, as the AO went into a positive (negative) phase, the area of the 
NHCPV decreased (increased), and according to previous research, temperatures increase 
(decrease) around the North Pole under such circumstances (Wallace and Gutzler 1981).  
The only other relationship found was a significant negative relationship (p-value = 
0.048) between the area and the closely-related NAO.  Therefore, as the NAO moved into 
a positive (negative) phase, the area of the NHCPV tended to decrease (increase).  Once 
again, this tendency mimics the results found for the majority of the winter months.  No 
other significant correlations were found in either the area or circularity.     
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Table 5.  Pearson correlations of the area and circularity ratio of the April NHCPV vs. 












































































4.5 July       
 Results for July Pearson correlations for the area and Rc are shown in Table 6.  
Only one significant correlation was found for July - a positive correlation (p-value = 
0.040) between the area and Niño 3.4. The positive phase of the Niño 3.4 Index is 
associated with anomalously high SSTs in the region bounded by 5°N and 5°S and 170°-
120°W; and when the index is in its positive phase, the July NHCPV area increases.  July 
is the only month to correlate with Niño 3.4, an interesting result because the effects of 
the ENSO phenomenon have traditionally been regarded to be more magnified in winter 
rather than summer.  Perhaps the great distance between the pressure fluctuation and the 
NHCPV creates a greater time lag in the effects of ENSO on the NHCPV than in the 
tropics and mid-latitudes.  Despite the correlation to the Niño 3.4 Index, the correlation 
between area and the SOI was not significant (though was nearly significant).  July also 
had the fewest significant correlations of any month analyzed.    
4.6 October     
 Two atmospheric teleconnections were found to be related to the October 
NHCPV, as shown in Table 7.  First, a Pearson correlation analysis identified a 
significant negative relationship (p-value < 0.001) between Rc and the PNA pattern.  As 
the PNA index becomes positive (negative), the NHCPV becomes less (more) circular.  
This result suggests that the PNA-related ridge-trough configuration was propagated 
around the hemisphere rather than compensated by opposite anomalies of amplification 
upstream or downstream.  This result duplicates that found for the December and January 
NHCPV, so perhaps the PNA pattern tends to become established as a part of the 
hemispheric Rossby wave-train in autumn and persist into the early part of the winter.   
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Table 6.  Pearson correlations of the area and circularity ratio of the July NHCPV vs. 
atmospheric and SST indices.  Correlations that are significant at α < 0.05 are shown in 
bold.  Note that the PNA pattern is not considered to represent a significant mode of 
variability in July (Barnston and Livezey 1987) so its index is not computed. 
 
Table 7.  Pearson correlations of the area and circularity ratio of the October NHCPV vs. 




















































































































































In addition, October is the only month analyzed to show significant (negative) 
correlations between the NHCPV and the PDO (p-value = 0.037).  Specifically, the Rc 
became less (more) circular as the northern Pacific SSTs represent a positive (negative) 
“warm” (“cold”) phase of the PDO (Newman et al. 2003).  This result should be 
interpreted with caution, however, because the period of the PDO is such a long time 
period, every 20 to 30 years (Newman et al. 2003), while the time period studied only 
consisted of 43 years.  Therefore, the true nature of the PDO-induced variability may not 
appear to a sufficient degree during the study period.  No other correlations were found 
between the area and Rc and the teleconnection indices chosen.  
4.7 Summary 
 This chapter has analyzed relationships between teleconnections and NHCPV 
variability throughout the year, and results are summarized in Table 8.  The SO (as 
represented by the SOI) was the only teleconnection that did not correlate with any of the 
months analyzed; while another indicator of the SO, the Niño 3.4 Index, was significantly 
(positively) correlated only in July.  By contrast, Pearson correlations identified several 
significant relationships between the NHCPV and the PNA pattern, including a positive 
correlation to NHCPV area in December and February and a negative correlation with the 
Rc in December, January, and October.  Likewise, the AO appeared to show a strong 
relationship to the NHCPV in several months, such as a negative correlation with the area 
in December, January, February, and April, and a positive correlation with the Rc in 
December.  A closely-related teleconnection to the AO is the NAO, but the NAO was 
negatively correlated with the area only in December, February, and April since it is only 
a regional pattern, while the AO occurs more on the hemispheric scale.  Finally, the PDO 
was significantly negatively correlated with the October Rc. 
 75
Table 8.  Summary of significant correlations between NHCPV area/circularity and 
teleconnection indices, by month. 
 
  SOI Niño 3.4 PNA AO NAO PDO 
Area Dec   + − − 
 
 
 Jan    −   
 Feb   + − −  
 Apr    − −  
 Jul  +     
 Oct       
        
Rc Dec   − +   
 Jan   −    
 Feb       
 Apr       
 Jul       
 Oct   −   − 
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In the next chapter, the winter months are analyzed in further detail.  Rotated 
principal components analysis is used to generate scores that are input into a hierarchical 
cluster analysis technique to group the winters based on the NHCPV Rc.  Analyses 
address the research questions concerning the long-term temporal behavior of intra- and 





WINTER CIRCULARITY OF THE NHCPV:  A CLASSIFICATION APPROACH 
 
 The previous chapter discussed the correlations between the NHCPV and several 
atmospheric teleconnections.  In this chapter, the winter NHCPV Rc is further examined 
using the average-linkage clustering algorithm discussed in Chapter 2.  The winter 
(December, January, February) Rc data were input into a varimax-rotated principal 
components analysis (PCA) to derive a set of orthogonal scores for the three resulting 
components for each of the 43 observations.  These scores were then input into the 
average-linkage cluster analysis to group each winter with other winter(s) that showed 
similar Rc properties for December, January, and February.   
Results of the PCA suggested that the paucity of input variables (December, 
January, and February) for each observation (i.e., winter year) produced results in which 
each variable loads very highly on one unique component.  February shows the highest 
loadings on the first principal component (0.99665), December (0.99274) loaded highest 
on the second component (0.99274), and January (0.98944) showed the highest loadings 
for the third component.  Results of the rotated PCA-generated scores matrix, with 
observations representing each of the years studied, suggested that 1989-1990 had the 
highest scores (2.159) on PC1, 1959-1960 scored highest (1.303) on PC2, and 1974-1975 
scored highest (1.505) on PC3.  Similarly, 1964-1965 showed the lowest scores (-2.558) 
on principal component one, 1966-1967 scored lowest (-3.091) for the second principal 
component, and 1962-1963 scored lowest on component 3 (-3.580).  Once the scores 
were established, they were entered into the cluster analysis.   
A total of seven clusters were extracted from the scree plot, and the results for 
each of the clusters are shown in Table 9.  Cluster 1 contains 15 winters, more than any  
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Table 9.  Results of cluster analysis.  In this analysis, Decembers are included with the 
January and February data for the next calendar year.  For instance, the 1959-60 season 
consists of December 1959 along with January and February 1960.   
 
Cluster Years 
Cluster 1 1959-1960     1977-1978     1996-1997 
1965-1966     1978-1979     1997-1998 
1972-1973     1979-1980     1998-1999 
1973-1974     1993-1994     1999-2000 
1975-1976     1994-1995     2000-2001 
Cluster 2 1968-1969     1987-1988 
1970-1971     1988-1989 
1974-1975     1992-1993 
1981-1982 
1982-1983 









Cluster 5 1961-1962 
1964-1965 
1983-1984 
Cluster 6 1963-1964 
1967-1968 
1969-1970 
Cluster 7 1962-1963 
1980-1981 




other cluster.  It seems that Cluster 1 is dominated by circular Februaries, as the mean Rc 
among Cluster 1 Februaries is 0.716, compared with 0.665 for non-Cluster 1 Februaries 
(Appendix).  Rc values for both the Decembers and Januaries in Cluster 1 winters are 
neither very high or very low.  Also, it is interesting that Cluster 1 contains many 
consecutive or near-consecutive years, including six of the eight winters from 1972-73 to 
1979-80 and seven of the eight winters from 1993-94 through 2000-01.  Only two winters 
(1959-1960 and 1965-66) fall outside of these two large chronological groups.  Because 
no widely-recognized forcing phenomenon dominated the polar atmosphere from 1972-
73 through 1979-80 and 1993-94 through 2000-01, it is difficult to explain the strong 
tendency for the Rc of the NHCPV to have maintained its intra-winter characteristics for 
so many consecutive and near-consecutive winters.  This phenomenon should be 
investigated further in future research.     
The second-largest cluster, Cluster 2, aggregated a total of eight winters.  It also 
contains the most circular January, occurring in 1975.  Interestingly, the most extreme 
positive and negative phases of the Niño 3.4 Index for the time period studied (1959-
2001) occurred in the years included in this cluster.  Therefore, little evidence of a 
common link exists from Pacific SSTs among the winters in this cluster.   
The remaining clusters appear to be distinguishable by anomalous NHCPV Rc in 
one month per winter. Cluster 3 appears to be driven by January meridionality, as it 
consists of five winters (Table 9) when the January NHCPV was very non-circular (i.e., 
strongly meridional), with a mean Rc of only 0.622 (compared with 0.690 for non-Cluster 
3 Januaries) and Decembers and Februaries that were average in circularity.  Cluster 4 
seems to be driven by December meridionality, as the rest of the winter circularity is 
average for each of the years.  Furthermore, Cluster 5 is distinguished by February, since 
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it contains the three least circular Februaries, and average circularities in December and 
January.  Cluster 6 includes all winters that were very non-circular in December (mean Rc 
of 0.629 vs. 0.712 for non-Cluster 6 Decembers), but differs from Cluster 4 in that 
February is also meridional, while January is average in circularity (Appendix).  Finally, 
the two winters (1962-63 and 1980-81) in Cluster 7 had the two least circular January Rc, 
according to previous results in Chapter 3, and also had more meridional Februaries and 
average Decembers.   
The winters of 1966-1967 and 1989-1990 were outliers, not falling into any of the 
clusters.  Several factors may explain the “uniqueness” of these winters.  For instance, 
December 1966 was documented in Chapter 3 as the most meridional NHCPV of all the 
years analyzed, and while January 1967 was meridional as well, February 1967 was a 
very circular NHCPV, as seen in Appendix.  Furthermore, in 1990, the February NHCPV 
was the most meridional February, while December 1989 and January 1990 were 
relatively circular (see Appendix).  Both of these winters were characterized by abrupt 
shifts in Rc in mid-winter, a relatively uncommon feature among winters that fell into the 
various clusters.    
This chapter has shown that most of the winters from 1959-60 through 2000-01 fit 
relatively well into groups of similar winters from a circularity standpoint.  As many as 
15 winters were found to cluster together.  Future analysis should be conducted to 
investigate possible forcing mechanisms for these clustering patterns.  Chapter 6 
investigates the relationship between the winter NHCPV and near-surface local 





CAST STUDY: ASSOCIATION BETWEEN THE AREA AND CIRCULARITY 
OF THE JANUARY NHCPV AND SURFACE TEMPERATURE PATTERNS 
AND ENERGY AVAILABILITY 
 
In Chapter 5, the Rc was used as a case study to identify winters that were 
characterized by similar NHCPV shapes.  In this chapter, the winter season is examined 
in more detail, using January as a case study, to address the research question regarding 
the degree to which the NHCPV area and Rc correlate with surface air temperature, SST, 
and energy availability (represented by MSE).  
6.1 Near-surface Air Temperatures 
It was expected that anomalously-low hemispheric mean near-surface air 
temperatures across the NH would be associated with an anomalously-large area of the 
January NHCPV.  The large area of the NHCPV during the anomalously cold January 
1977, shown in Chapter 3 (Figure 11a), made this hypothesis seem even more valid.  As 
was discussed in Chapter 2, gridded 1000 hPa temperatures from the NCAR Reanalysis 
data set (Kalnay et al. 1996) were used to test the hypothesis.   
Pearson correlations identified no significant correlation between the January area 
and mean NH temperatures derived from the gridded data (r = -0.063, p-value = .690).  
However, additional analysis revealed that the January NHCPV area was linked 
significantly to 1000 hPa temperatures in the extratropical region only, as the January 
area and 1000 hPa temperature in the 90-60ºN latitude zone are correlated significantly (r 
= -0.403, p-value = 0.010).  Correlations in the 60-30ºN band fell to 0.196 (p-value = 
0.223).  
Likewise, no relationship was found between the 1000 hPa mean NH temperature 
and the Rc of the January NHCPV (r = 0.180 and p-value = 0.249).  Furthermore, in the 
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case of Rc, no significant relationship was found in the 90-60ºN band (r = 0.096, p-value 
= 0.557).  In the 60-30ºN band a near-significant relationship was observed (r = -0.288, 
p-value = 0.072).  Interestingly, while area was most strongly correlated to near-surface 
temperatures in the high latitudes of the NH, Rc is most strongly correlated to near-
surface temperatures in the middle latitudes, where the correlation was nearly significant.  
Correlation fields between gridded 1000 hPa temperature and area and Rc of the 
January NHCPV yielded more details than the hemispherically-averaged data (Figure 
38a).  Specifically, the relatively strong positive correlations between temperature and 
NHCPV area over Europe, the subtropical western Pacific, and to a lesser extent, central 
North America suggest that an expanded (contracted) NHCPV was linked to warm (cold) 
anomalies at these places.  In contrast, an expanded (contracted) NHCPV was associated 
with cold (warm) anomalies in northwestern North America, the north Pacific, and the 
Arctic region (Figure 38a).  Correlations between 1000 hPa temperature and Rc were 
weaker, with the largest area of significant relationships in northeast Asia, where high 
(low) circularity is associated with anomalously low (high) temperatures (Figure 38b).   
6.2  Sea Surface Temperatures 
Positive correlations between SST and January NHCPV area were found in the 
subtropical Atlantic, with negative correlations in the mid-to-high latitude Atlantic and 
west-central Pacific (Figure 39a).  In general, a weaker relationship appeared than that 
between 1000 hPa temperature and NHCPV area (compare Figures 38a and 39a).  
However, circularity of the flow seems to have a relatively stronger relationship with SST 
than with 1000 hPa temperature (compare Figures 38b and 39b), with the greatest 
positive (negative) correlations generally falling over locations affected by warm (cold) 






Figure 38.  Correlation field between 1000 hPa temperature and January NHCPV:  a) 
area; b) circularity ratio.  Solid (dashed) isolines represent positive (negative) 
correlations. Shading represents areas of statistically significant correlations at α < 0.01 











6.3  Moist Static Energy 
A similar result occurred when the relationship between January NHCPV area 
and Rc and 850 hPa MSE was examined.  As was the case for temperatures, the high 
latitudes showed positive correlations between MSE and area, while the middle latitudes 
(particularly over Siberia) tended to show negative correlations (Figure 40a).  Likewise, 
Europe and the subtropical western Pacific showed the strongest positive correlations 
between Rc and MSE, while a significant negative relationship appeared over 
northwestern North America (Figure 40b).  Interestingly, the correlation field between Rc 
and MSE strongly resembled that for area and 1000 hPa temperatures (compare Figures 
38a and 40b).  One possible reason for the MSE correlations could be explained by the 
transfer of energy caused by currents such as the warm Kuroshio current in the Western 
pacific.  
6.4  Summary 
The geographic variation in the strength of the relationship between the area and 
shape of the January NHCPV and local surface conditions was examined.  While no 
significant correlations were identified between hemispherically-averaged 1000 hPa 
temperatures and the area/circularity of the January NHCPV, mean temperature in the 60-
90ºN latitude band was strongly correlated to the area of the January NHCPV, with a 
weaker relationship between mean temperature and Rc in the 60º-30ºN region. 
Several geographic areas displayed relatively strong correlations to the spatial 
characteristics of the NHCPV.  For example, European local 1000 hPa temperatures and 
MSE were strongly positively correlated with the area and Rc (respectively) of the 
January NHCPV.  The subtropical western Pacific is another location where NHCPV 










temperature and area, between SST and Rc, and between MSE and Rc were observed.  
Finally, northwestern North America and the adjacent north Pacific Ocean tended to 
show negative correlations between temperature and area, SST and Rc, and MSE and Rc.   
In the next chapter, results from all chapters are summarized, and possible future 





CONCLUSIONS AND FUTURE RESEARCH 
7.1  Summary of Major Findings 
The research addressed several issues concerning the long-term changes and 
variability in the geometric properties of the NHCPV, including area, circularity, and 
centroid location.  Also, relationships between the area and circularity of the NHCPV and 
several atmospheric circulation indices were identified.  For these analyses, the months of 
December, January, and February were chosen to provide a clear picture of the NHCPV’s 
wintertime properties, while April, July, and October were chosen to represent spring, 
summer, and autumn, respectively.  The research also categorized the intra-seasonal 
variability in the winter NHCPV circularity and described the local impacts of changes in 
the January NHCPV on surface conditions. 
 An introduction to the research problem, explanation of hypotheses, and review of 
the literature on the NHCPV and atmospheric teleconnections were presented in Chapter 
1.  Chapter 2 described the data and methods to be used to test these hypotheses.  
Chapters 3-6 described results of hypothesis testing.  Specifically, Chapter 3 provided 
results that addressed the first three hypotheses.  It was hypothesized that the area of the 
NHCPV would decrease over the 1959-2001 time period in association with the 
concurrent general hemispheric warming trend.  However, only July identifies a 
significant linear temporal trend and determined that the area was decreasing over the 
time period.  Next, a circularity ratio (Rc) was introduced for the first time in the 
climatological literature to represent the degree of circularity present in the holistic 
NHCPV during any given month.  It was hypothesized that Rc would decrease 
temporally, such that the NHCPV would become more meridional (i.e., less circular) over 
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the same time period.  Only December and October showed a significant linear temporal 
trend, but that trend was actually becoming more circular over time.   
The third hypothesis stated that the NHCPV should be centered on the North Pole.  
However, April and July were the only two months to support this hypothesis.  For most 
of the 258 months in the time period (43 years times 6 months per year), the NHCPV 
position showed a strong displacement toward the Pacific basin, north of Alaska and 
Siberia.  Only April tended to display a tendency for centroid displacement toward the 
Atlantic basin.  Most of the months showed a low circular variability for the centroid 
location, suggesting that the position did not move drastically from 1959 to 2001.  
 The NNI analysis suggested that the point pattern of NHCPV centroid is only 
slightly more regular than random in April and October, while it is slightly more 
clustered than random in winter and summer, although all NNI values are nearly random 
in distribution (1.0).  Identifiable spatial clusters of at least a few months within the 1959-
2001 period were found in most of the monthly analyses, with no identifiable spatial 
clusters in December and April.  The winter and fall clusters were located north of Alaska 
and Siberia, while the summer cluster was north of Greenland.  The research illustrated 
that the winter and autumn NHCPV centroid seems to be positioned similarly, with the 
spring NHCPV position seems to act very differently than any of the other seasons.  
To address the fourth hypothesis, Chapter 4 analyzed relationships between 
teleconnections and NHCPV variability throughout the year.  It was expected that 
correlations between the indices of the teleconnections studied and the area and Rc of the 
NHCPV would be found.  The results showed that the SO (as represented by the SOI) is 
the only teleconnection that did not correlate with area or Rc in any of the months 
analyzed.  Another indicator of the SO, the Niño 3.4 Index, was significantly (negatively) 
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correlated only with the July area.  By contrast, Pearson correlations identified several 
significant relationships between the NHCPV and the PNA pattern, including a positive 
correlation to NHCPV area in December and February, and a negative correlation with Rc 
in December, January, and October.  Likewise, the AO appeared to show a strong 
relationship to the NHCPV in several months, such as a negative correlation with the area 
in December, January, February, and April, and a positive correlation with the Rc in 
December.  A closely-related teleconnection to the AO is the NAO, but the NAO was 
negatively correlated with the area only in December, February, and April.  Finally, the 
PDO was significantly negatively correlated with the October Rc.  Thus, this hypothesis 
was partially confirmed; some links to the well-known modes of low-frequency 
variability in atmospheric flow were found.  
 Chapter 5 discussed results testing the hypothesis that the winter Rc properties 
would tend to cluster into relatively homogeneous groups, with a particularly noteworthy 
aggregation of adjacent winters.  Rotated PCA and cluster analysis confirmed that most 
of the winters from 1959-60 through 2000-01 fit relatively well into groups of similar 
winters from a circularity standpoint.  Specifically, seven clusters were identified, and 
each cluster contained two to fifteen winters from 1959-60 through 2000-01.  Two 
winters were considered outliers, since they did not fit into any of the clusters identified. 
Finally, the geographic variation in the strength of the relationship between the 
area and shape of the January NHCPV and local surface conditions was examined in 
Chapter 6.  It was hypothesized that since the global and hemispheric temperature have 
increased over time, the area of the NHCPV would show concurrent shrinking but that 
the relationship between local temperature and shape was somewhat less clear.  While no 
significant correlations were identified between hemispherically-averaged 1000 hPa 
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temperatures and the area/circularity of the January NHCPV, mean temperature in the 60-
90ºN latitude band was strongly correlated to the area of the January NHCPV, with a 
weaker relationship between mean temperature and Rc in the 60º-30ºN region. 
Several geographic areas seemed to display relatively strong correlations to the 
spatial characteristics of the NHCPV.  For example, European local 1000 hPa 
temperatures and MSE were strongly positively correlated with the area and Rc 
(respectively) of the January NHCPV.  The subtropical western Pacific was another 
location where NHCPV variability was linked to surface anomalies; specifically, positive 
correlations between temperature and area, between SST and Rc, and between MSE and 
Rc were observed.  Finally, northwestern North America and the adjacent north Pacific 
Ocean tended to show negative correlations between temperature and area, SST and Rc, 
and MSE and Rc. 
7.2  Future Research   
As in most major research endeavors, the results of this research provide further 
questions that should be investigated in the future to allow for more complete 
understanding.  For example, more months could be analyzed to represent the spring, 
summer, and autumn seasons more comprehensively than in this study.  Also, daily 
analysis of the geometric properties of the NHCPV would provide more insight into the 
nature of spatial and temporal variability at sub-monthly time scales.  Likewise, the 
addition of more vertical levels of analysis would provide further information about the 
degree to which the NHCPV acts as a barotropic system.  Finally, additional analysis 
should be conducted to investigate possible forcing mechanisms for the long-term 
centroid migration of the NHCPV defined in Chapter 3, associations to teleconnections 
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discussed in Chapter 4, clustering patterns identified in Chapter 5, and links to surface 
energy availability described in Chapter 6.   
Because broad-scale atmospheric circulation impacts environmental surface 
features such as temperature and precipitation and a wide range of dependent 
environmental conditions, it is important to understand the characteristics of the 
circulation (Davis and Benkovic 1994).  However, in a more general sense, public 
awareness of climate and its impact on humans has increased in the last decade (Rogers 
et al. 2004).  The interest in climate and human interrelationships has increased as well 
(Terjung 1976).  Results from this research provide clues to understanding the puzzle of 
long-term atmospheric circulation variability.  First, one must understand the 
characteristics and processes behind climate in order to understand the impact on social 
systems, and communities’ impact on climate.  Eventually, such knowledge can 
contribute to the development of physical-human-process-response systems – the highest 
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AREA, CIRCULARITY RATIO, AND COORDINATES OF CENTROIDS FOR 
MONTHLY MEAN NORTHERN HEMISPHERE CIRCUMPOLAR VORTEX, 1959-
2001 
 
   Year       Month      Area (km2)           Rc      Centroid Latitude (°N)  Centroid Longitude 
1959 12 69562915 0.762 86.61 -175.65°W 
1960 12 68157329 0.681 85.82 172.12°E 
1961 12 74734356 0.730 85.51 -174.34°W 
1962 12 71445550 0.695 88.17 -166.89°W 
1963 12 72412540 0.630 83.35 -151.87°W 
1964 12 67431248 0.702 85.33 168.59°E 
1965 12 70377078 0.726 88.00 84.61°E 
1966 12 69217057 0.583 87.37 143.31°E 
1967 12 68986174 0.645 85.24 113.03°E 
1968 12 73903673 0.732 88.59 -7.70°W 
1969 12 71372295 0.613 88.98 172.44°E 
1970 12 69936248 0.700 87.04 -172.61°W 
1971 12 69073317 0.681 87.08 145.65°E 
1972 12 69026327 0.718 82.21 -172.81°W 
1973 12 69429654 0.704 84.72 157.31°E 
1974 12 67959116 0.691 86.46 -179.82°W 
1975 12 67377226 0.719 85.50 177.60°E 
1976 12 74119133 0.681 86.60 -163.17°W 
1977 12 73081752 0.715 84.18 -144.91°W 
1978 12 74075809 0.756 89.53 -115.58°W 
1979 12 68768896 0.752 85.17 -162.73°W 
1980 12 71357131 0.683 82.30 174.85°E 
1981 12 73110303 0.721 88.86 -128.89°W 
1982 12 68633667 0.746 81.65 168.61°E 
1983 12 71813365 0.729 82.06 -173.56°W 
1984 12 65876543 0.719 81.71 173.21°E 
1985 12 72601524 0.658 81.96 -167.20°W 
1986 12 71646760 0.727 83.95 -169.44°W 
1987 12 69790351 0.703 86.57 -162.40°W 
1988 12 68949937 0.686 86.14 -173.74°W 
1989 12 73705829 0.658 83.26 -147.17°W 
1990 12 63813678 0.725 85.28 169.46°E 
1991 12 68343845 0.715 87.32 -167.74°W 
1992 12 67290462 0.742 84.23 -171.59°W 
1993 12 70791641 0.731 85.64 -173.28°W 
1994 12 70607969 0.757 84.42 167.86°E 
1995 12 74230878 0.678 82.02 -159.96°W 
1996 12 69286257 0.717 85.74 173.74°E 
1997 12 71597974 0.755 84.94 -152.37°W 
1998 12 68730098 0.750 84.90 -172.95°W 
1999 12 68581964 0.728 86.25 166.49°E 
2000 12 74699642 0.731 83.01 -168.93°W 
2001 12 69661073 0.679 87.64 130.35°E 
1959 1 75623600 0.719 88.26 146.35°E 
1960 1 77123767 0.727 85.82 -172.43°W 
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1961 1 77074883 0.682 83.71 -161.98°W 
1962 1 73837993 0.674 82.82 175.23°E 
1963 1 73337411 0.497 85.44 144.33°E 
1964 1 74773273 0.676 86.96 -168.67°W 
1965 1 76518890 0.727 84.64 -173.51°W 
1966 1 80632832 0.693 88.99 177.74°E 
1967 1 68964649 0.645 85.24 113.03°E 
1968 1 78482548 0.662 86.49 74.08°E 
1969 1 77412254 0.706 86.85 159.39°E 
1970 1 69984429 0.698 87.04 -172.58°W 
1971 1 76880266 0.722 84.74 -159.71°W 
1972 1 74288295 0.598 87.13 -154.69°W 
1973 1 75045561 0.701 83.49 -172.78°W 
1974 1 79411636 0.667 84.63 174.80°E 
1975 1 73761898 0.752 85.53 165.08°E 
1976 1 75917091 0.677 87.62 172.81°E 
1977 1 82515903 0.641 81.47 -157.43°W 
1978 1 79382956 0.690 83.71 -169.17°W 
1979 1 75180997 0.697 88.09 -161.40°W 
1980 1 81158585 0.702 88.35 178.32°E 
1981 1 75299534 0.556 87.46 -144.51°W 
1982 1 76428467 0.711 84.91 -169.28°W 
1983 1 75969795 0.695 82.92 -169.92°W 
1984 1 75465744 0.682 83.30 175.23°E 
1985 1 81440353 0.624 88.76 -157.70°W 
1986 1 77615200 0.689 85.53 169.05°E 
1987 1 75366327 0.611 86.52 -174.96°W 
1988 1 77296858 0.737 83.11 -177.09°W 
1989 1 71481962 0.707 86.72 -170.10°W 
1990 1 75032815 0.743 85.06 165.08°E 
1991 1 73721526 0.634 85.30 -173.41°W 
1992 1 74491029 0.641 83.99 -164.71°W 
1993 1 75957635 0.733 84.99 169.97°E 
1994 1 74832343 0.699 84.40 -173.27°W 
1995 1 76922034 0.687 84.65 174.18°E 
1996 1 74716671 0.660 84.66 -179.11°W 
1997 1 77523760 0.662 81.38 -169.35°W 
1998 1 80399125 0.741 81.44 174.01°E 
1999 1 73717729 0.746 83.13 -179.21°W 
2000 1 72609091 0.696 86.66 29.56°E 
2001 1 76811711 0.718 82.82 -178.89°W 
1959 2 72112573 0.656 88.36 -17.27°W 
1960 2 78827027 0.721 85.46 -161.47°W 
1961 2 74702337 0.730 82.77 -178.85°W 
1962 2 72087265 0.582 86.61 170.49°E 
1963 2 81773343 0.632 87.46 166.13°E 
1964 2 78844182 0.647 87.90 -119.71°W 
1965 2 73662188 0.569 87.18 43.46°E 
1966 2 76956767 0.747 87.50 -175.59°W 
1967 2 78386276 0.703 87.28 -157.12°W 
1968 2 82066119 0.627 80.98 -163.85°W 
1969 2 79865431 0.658 89.02 -5.95°W 
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1970 2 76306818 0.667 86.82 -175.05°W 
1971 2 79139617 0.697 87.05 164.57°E 
1972 2 77950337 0.698 86.48 -170.96°W 
1973 2 75488199 0.710 88.88 178.51°E 
1974 2 76322755 0.713 86.34 -164.89°W 
1975 2 77203349 0.669 87.65 148.96°E 
1976 2 73768865 0.708 88.51 -157.26°W 
1977 2 79806448 0.694 83.64 -164.40°W 
1978 2 84783324 0.715 85.36 -150.63°W 
1979 2 77333420 0.730 88.96 -37.79°W 
1980 2 78080635 0.678 78.72 -159.95°W 
1981 2 70560081 0.648 83.28 155.52°E 
1982 2 74802644 0.641 85.06 -176.74°W 
1983 2 78044373 0.643 83.54 172.69°E 
1984 2 70317028 0.577 84.39 164.44°E 
1985 2 78899209 0.665 87.57 84.84°E 
1986 2 85438045 0.708 84.37 173.11°E 
1987 2 75588356 0.710 82.91 -154.79°W 
1988 2 74076387 0.671 84.70 -170.01°W 
1989 2 67583460 0.649 85.77 -169.00°W 
1990 2 69407770 0.786 86.89 -157.48°W 
1991 2 77289115 0.699 83.44 -179.69°W 
1992 2 77873285 0.648 88.55 131.69°E 
1993 2 73183140 0.639 85.14 -170.78°W 
1994 2 80310607 0.738 86.24 -177.26°W 
1995 2 76234259 0.701 82.04 -159.80°W 
1996 2 75904049 0.698 89.73 -138.35°W 
1997 2 75703521 0.717 84.15 178.24°E 
1998 2 73324353 0.712 83.30 -177.92°W 
1999 2 73371872 0.690 87.76 108.83°E 
2000 2 76522425 0.739 83.96 172.53°E 
2001 2 73681331 0.724 86.29 175.28°E 
1959 4 77128959 0.761 88.43 146.65°E 
1960 4 77240346 0.705 88.19 76.26°E 
1961 4 78872066 0.726 86.20 -108.66°W 
1962 4 72782242 0.674 88.56 -144.37°W 
1963 4 82108961 0.703 85.69 -36.75°W 
1964 4 76500953 0.752 87.65 -66.97°W 
1965 4 82423407 0.687 86.89 -6.58°W 
1966 4 80141332 0.729 86.43 -139.67°W 
1967 4 75209866 0.572 86.18 -27.46°W 
1968 4 76000044 0.762 88.24 -161.51°W 
1969 4 77039991 0.708 88.57 33.00°E 
1970 4 78853522 0.732 87.72 -68.31°W 
1971 4 80919442 0.660 87.15 -69.16°W 
1972 4 75912458 0.697 86.18 -2.44°W 
1973 4 77795721 0.609 89.09 -9.31°W 
1974 4 84095873 0.719 87.72 59.58°E 
1975 4 77527304 0.674 87.18 -64.97°W 
1976 4 78438596 0.635 87.73 35.86°E 
1977 4 74070829 0.711 89.65 47.83°E 
1978 4 86947868 0.731 88.13 -16.14°W 
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1979 4 80876363 0.700 86.77 18.14°E 
1980 4 76825612 0.630 88.12 48.05°E 
1981 4 73233764 0.688 89.63 -146.01°W 
1982 4 74607170 0.680 86.52 -12.06°W 
1983 4 86030212 0.568 89.36 129.15°E 
1984 4 82278132 0.698 88.24 -32.35°W 
1985 4 77017290 0.770 88.95 135.03°E 
1986 4 75175016 0.682 87.35 14.72°E 
1987 4 76046816 0.710 88.79 -146.71°W 
1988 4 79896897 0.728 88.02 -138.47°W 
1989 4 78588232 0.702 88.50 -78.68°W 
1990 4 78601275 0.730 87.04 152.97°E 
1991 4 75767551 0.691 87.90 46.08°E 
1992 4 83914636 0.742 87.31 -162.80°W 
1993 4 85979959 0.746 87.45 171.46°E 
1994 4 79105662 0.723 89.32 17.94°E 
1995 4 78981937 0.662 89.45 46.03°E 
1996 4 85867240 0.712 87.74 139.54°E 
1997 4 82829854 0.620 88.48 -63.74°W 
1998 4 77090659 0.767 86.92 -64.31°W 
1999 4 76590086 0.717 88.30 -86.62°W 
2000 4 76667944 0.712 88.48 101.76°E 
2001 4 75238504 0.704 88.25 9.54°E 
1959 7 52871337 0.659 85.78 -173.34°W 
1960 7 57107975 0.581 87.32 -77.24°W 
1961 7 57260384 0.747 89.15 -14.94°W 
1962 7 58480314 0.660 87.18 -74.27°W 
1963 7 54292839 0.688 88.67 -121.74°W 
1964 7 57871529 0.713 87.01 -160.23°W 
1965 7 . .   
1966 7 56221044 0.686 88.96 -98.77°W 
1967 7 55887283 0.709 87.88 -140.78°W 
1968 7 . .   
1969 7 52683542 0.669 85.71 -125.46°W 
1970 7 52334440 0.676 87.54 -117.38°W 
1971 7 55411939 0.696 86.15 -151.08°W 
1972 7 54656450 0.651 86.26 -161.99°W 
1973 7 60102949 0.698 88.50 -177.18°W 
1974 7 55440765 0.574 86.94 -81.50°W 
1975 7 56103236 0.743 85.92 -161.10°W 
1976 7 60885814 0.733 88.41 -121.89°W 
1977 7 55498361 0.732 87.18 -70.21°W 
1978 7 58009453 0.755 89.31 -179.62°W 
1979 7 53540980 0.671 88.06 -37.60°W 
1980 7 54807189 0.753 85.93 -38.36°W 
1981 7 51243026 0.726 87.95 -95.32°W 
1982 7 53048268 0.685 83.75 -163.13°W 
1983 7 56135213 0.664 88.74 -156.89°W 
1984 7 55174495 0.702 89.76 -37.46°W 
1985 7 58720327 0.764 87.18 -95.84°W 
1986 7 53953591 0.707 84.43 -87.69°W 
1987 7 58895003 0.737 85.32 -170.23°W 
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1988 7 51541200 0.635 88.33 169.86°E 
1989 7 47131223 0.658 86.25 -120.54°W 
1990 7 55043898 0.737 86.84 -115.08°W 
1991 7 60011794 0.697 86.44 -168.26°W 
1992 7 61268394 0.763 85.32 -125.70°W 
1993 7 57210983 0.580 83.79 -90.44°W 
1994 7 54909567 0.658 87.21 -114.27°W 
1995 7 56982902 0.764 84.85 -157.71°W 
1996 7 49616059 0.719 83.03 -66.93°W 
1997 7 56821915 0.674 86.72 -77.73°W 
1998 7 46016599 0.648 83.03 -82.12°W 
1999 7 47687280 0.735 82.97 -98.59°W 
2000 7 50978806 0.603 86.80 -23.88°W 
2001 7 50108565 0.561 86.19 -77.29°W 
1959 10 64317734 0.704 84.08 -161.68°W 
1960 10 60034179 0.679 88.17 -100.97°W 
1961 10 63076750 0.764 87.18 172.98°E 
1962 10 62444963 0.729 83.10 -163.26°W 
1963 10 64317734 0.769 83.58 178.15°E 
1964 10 60034179 0.676 86.84 -157.36°W 
1965 10 63076750 0.703 84.97 -137.80°W 
1966 10 62444963 0.705 86.62 -136.53°W 
1967 10 64317734 0.448 85.76 103.85°E 
1968 10 60034179 0.666 85.30 -170.44°W 
1969 10 63076750 0.655 83.15 -171.17°W 
1970 10 62444963 0.783 88.10 135.29°E 
1971 10 60912725 0.750 87.01 148.80°E 
1972 10 60663374 0.726 84.79 -176.28°W 
1973 10 63784745 0.756 88.20 174.76°E 
1974 10 63657215 0.662 89.11 43.06°E 
1975 10 64370243 0.749 85.80 -174.14°W 
1976 10 69363040 0.711 87.31 -140.93°W 
1977 10 64296529 0.746 85.27 -150.60°W 
1978 10 62414038 0.751 84.46 -160.03°W 
1979 10 65054501 0.693 84.58 -140.49°W 
1980 10 65070187 0.712 85.35 -153.98°W 
1981 10 62662686 0.742 86.75 123.62°E 
1982 10 61824232 0.752 87.22 -178.71°W 
1983 10 62220257 0.771 86.08 170.81°E 
1984 10 64943605 0.768 83.34 174.59°E 
1985 10 63015951 0.750 87.28 -170.72°W 
1986 10 63707712 0.730 82.84 -169.79°W 
1987 10 60176149 0.650 86.94 -134.79°W 
1988 10 62959424 0.707 83.97 -140.75°W 
1989 10 60909837 0.763 87.64 164.25°E 
1990 10 61546759 0.784 86.94 -138.78°W 
1991 10 59345221 0.736 83.78 178.54°E 
1992 10 65734261 0.725 86.72 -96.67°W 
1993 10 63102143 0.697 86.43 -153.70°W 
1994 10 61007226 0.769 84.88 -171.13°W 
1995 10 62908649 0.748 83.22 -154.91°W 
1996 10 63951354 0.781 84.46 178.62°E 
 103
1997 10 64317734 0.707 86.41 159.07°E 
1998 10 60034179 0.774 88.33 -153.84°W 
1999 10 63076750 0.775 85.07 -171.57°W 
2000 10 62444963 0.731 86.21 166.34°E 
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