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Abstract 
Recent experimental research has shown that respondents to forced-choice questions endorse signif-
icantly more options than respondents to check-all questions. This research has challenged the com-
mon assumption that these two question formats can be used interchangeably but has been limited 
to comparisons within a single survey mode. In this paper we use data from a 2004 random sample 
survey of university students to compare the forced-choice and check-all question formats across 
web self-administered and telephone interviewer-administered surveys as they are commonly used 
in survey practice. We find that the within-mode question format effects revealed by previous re-
search and reaffirmed in the current study appear to persist across modes as well; the telephone 
forced-choice format produces higher endorsement than the web check-all format. These results pro-
vide further support for the argument that the check-all and forced-choice question formats do not 
produce comparable results and are not interchangeable formats. Additional comparisons show that 
the forced-choice format performs similarly across telephone and web modes. 
 
Introduction 
 
It is common practice to ask multiple-response questions as a series of yes/no (forced-
choice) items for telephone surveys, but to ask the same questions in a check-all-that-apply 
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format in both mail and web surveys. However, a growing body of research indicates that 
the forced-choice question format tends to result in endorsement of significantly more re-
sponse options than does the check-all question format (Rasinski, Mingay, and Bradburn 
1994; Smyth et al. 2006; Thomas and Klein 2006). One limitation, however, of most research 
on this issue to date is that the comparisons of these question formats have been conducted 
within as opposed to across survey modes. As a result, these studies give us a greater un-
derstanding of pure question format effects, but fall short of addressing the fundamental 
issue of whether or not converting between question formats to accommodate survey 
modes yields data of comparable quality. In other words, they cannot address the issue of 
interactions between question format and survey mode. 
In this paper, we attempt to isolate question format effects from survey mode effects 
using data collected from a web and telephone mixed-mode survey of a random sample of 
Washington State University (WSU) undergraduate students in the fall of 2004. In addition 
to summarizing question format effects for four questions within the web mode, we extend 
previous research by experimentally examining the extent to which the check-all format 
administered on the web produces comparable responses to the forced-choice format ad-
ministered via telephone (i.e., a format comparison across modes). We also extend previous 
research by examining the effects of survey mode independent of question format effects 
in five forced-choice questions administered by both web and telephone modes. 
 
Background 
 
Three previous studies have experimentally examined the comparability of responses be-
tween the forced-choice and check-all question formats. Rasinski, Mingay, and Bradburn 
(1994) reported that for three experimental items in a paper questionnaire, the mean num-
ber of options endorsed per respondent was significantly greater when they were format-
ted as forced-choice questions than as check-all questions. Similarly, Smyth et al. (2006) 
reported that the forced-choice question format led to significantly more options being en-
dorsed than the check-all format in 15 of 16 experimental comparisons involving both 
fact/behavior and opinion/attitude questions from two web surveys and a paper survey. 
Finally, Thomas and Klein (2006) reported that the forced-choice format produced signifi-
cantly higher endorsement than the check-all format in five separate web experiments and 
did so regardless of topic, language, or country. 
Smyth et al. (2006) assert that the root source of the differences between these two for-
mats is the fundamental difference in response task. The check-all question format allows 
for a weak satisficing response strategy (Rasinski, Mingay, and Bradburn 1994) whereby 
respondents can satisfy the requirements of the question by choosing the first options they 
can reasonably justify and then move on without giving ample consideration to remaining 
response options (Krosnick 1991, 1999; Krosnick and Alwin 1987). In contrast, the forced-
choice format requires respondents to report a judgment about every response option to 
satisfy the requirements of the question which encourages deeper processing and discour-
ages weak satisficing response strategies (Sudman and Bradburn 1982). In support of these 
assertions Smyth et al. (2006) show that (1) respondents spend significantly less time an-
swering check-all questions; (2) consistent with weak satisficing, respondents who spend 
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less than the mean response time answering check-all questions are more likely to endorse 
items when they appear on the top of the list; and (3) respondents who spend over the 
mean response time on check-all questions endorse as many or more options as forced-
choice respondents. In contrast, they found that respondents spent significantly longer on 
the forced-choice formatted questions and endorsed the same number of options regard-
less of response time, suggesting that all respondents more deeply process the response 
options in this question format. 
Together these studies shed considerable light on forced-choice and check-all question 
format differences and the processes that underlie them; however, all are limited to com-
parisons within paper and web self-administered modes. But few, if any, survey designers 
use these two question formats interchangeably in this way (i.e., within modes). The high 
demands that the check-all format places on respondents’ memory make it an impractical 
question format to administer aurally, so telephone surveyors commonly pose such multiple-
response questions as a series of yes/no items to reduce memory burden. In contrast, 
memory limitations are of less concern in web and mail surveys where information can be 
presented to respondents visually. Under these conditions the check-all format is often 
used because it is more space efficient to present and is presumed to be easier and less time 
consuming to complete than the forced-choice format. Thus, the practical question for most 
surveyors is: Do we get comparable data when we use these two question formats across 
modes, as is customary? 
Several factors suggest that survey mode may affect responses to check-all and forced-
choice questions. First, telephone interviews tend to be conducted relatively quickly (Kros-
nick and Alwin 1987) and require higher demands on respondents’ memory—two factors 
that encourage preformed responses and shallower processing of response options 
(Schwarz et al. 1991; Dillman et al. 1996). In addition, the presence of an interviewer may 
result in social desirability, acquiescence, and lack of privacy to disclose sensitive infor-
mation (de Leeuw 1992, 2005). We know of only two studies in which the check-all and 
forced-choice formats have been compared across survey modes. Jordan, Marcus, and 
Reeder (1980) found that the telephone forced-choice respondents endorsed more options 
than face-to-face check-all (on a show card) respondents. 
They attributed the difference to mode effects rather than question format effects. Sim-
ilarly, Nicolaas and Tipping (2006) found that forced-choice questions in a mail survey 
yielded higher endorsement rates than parallel check-all questions presented on show 
cards in face-to-face surveys. Both of these studies show that the forced-choice format pro-
duced higher endorsement regardless of survey mode; however, question format and sur-
vey mode are confounded so we are unable to determine whether the differences the 
authors observe are due to mode effects, question format effects, or some combination of 
both. 
 
Procedures and Analytic Strategy 
 
The data used in this paper were collected in Fall 2004 via simultaneous telephone and 
web surveys of a random sample of 3,408 full-time, Pullman campus WSU undergradu-
ates. Students were randomly assigned to one of six questionnaire versions (three web and 
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three telephone), all of which contained the same 25 questions about the WSU student ex-
perience arranged in the same order. Example screenshots from the web survey and tele-
phone question wording can be seen in Figure 1. Complete question wording is available 
in the Online Appendix. An attempt was made to standardize multiple-answer question 
formats within versions such that respondents to versions 1 and 2 on the web received only 
forced-choice formatted questions and, with the exception of one question, respondents to 
version 3 received only check-all formatted questions. All telephone respondents received 
only forced-choice formatted questions. To help standardize the visual stimulus across 
various hardware and software configurations, the web pages were designed with HTML 
tables using proportional widths and with cascading style sheets to adjust for font size and 
style. 
 
 
 
Figure 1. Examples of Web and Telephone Experimental Treatments 
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Respondents were initially contacted via postal mail and given a $2 incentive. Web re-
spondents were also provided a personal identification number required to access the sur-
vey, and the approximately 2/3 for whom we had an e-mail address were sent an e-mail 
including both their PIN and a link to the survey. Reminders to web nonrespondents were 
sent via both postal mail and e-mail. Telephone respondents were contacted in up to 10 
call-back attempts by the WSU Social and Economic Science Research Center’s telephone 
lab. Response rates were 59 percent (1,054/1,800) for the web and 59 percent (945/1,608) for 
the telephone.1 
The experimental design we use here prohibits us from statistically modeling format and 
mode interaction effects because we are missing the necessary fourth treatment—the 
check-all format administered via the telephone. We chose to forego this treatment because 
of the impracticality of administering a check-all question over the telephone. But, while 
we cannot statistically test for interaction effects, the tripartite experimental design does 
allow us to independently address each type of effect (question format only, question for-
mat and mode, and mode only) and to look at them in concert to help shed light on how 
these effects may work. We start our analyses by comparing forced-choice and check-all 
responses within the web mode to determine whether the current data replicate previous 
findings of question format effects. We then compare the check-all format on the web to 
the forced-choice format on the telephone to examine the effects of question format on 
responses across modes. This comparison addresses the fundamental question of this paper. 
Finally, to examine mode effects in forced-choice questions, we compare forced-choice re-
sults across telephone and web modes. Since the survey design consisted of three experi-
mental versions of each of the web and telephone mode surveys, we are able to examine 
the same four questions (Q11, 13, 20, 22) across all three layers of the analysis. 
 
Findings 
 
Table 1 shows that in every comparison within the web mode the forced-choice question for-
mat yielded higher endorsement of options than the check-all format. Overall, the forced-
choice format yielded an average of 4.74 of the options (42.3 percent of them) endorsed 
and the check-all format yielded an average of 4.19 (38.3 percent) (t = 5.10, p ≤ .000). Indi-
vidually the differences are significant in two of the four questions (Q13 and 20). Inspection 
of the 46 individual response options in these questions indicates that 78 percent of them 
were marked more often in the forced-choice format, 37 percent significantly so.2 None 
were marked significantly more often in the check-all format. 
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Table 1. Mean Number and Percentage of Items Endorsed in the Web Check-All and Forced-
Choice Formats 
 
Forced-choice  Check-all  Difference  
One-sided 
t-test 
 No. %  No. %  No. %  t p 
Q11: Services 
   purchased (9) 
2.57 28.56  2.44 27.11  0.13 1.45  1.05 .147 
Q13: Use of 
   resources (9) 
5.19 57.67  4.97 55.22  0.21 2.45  1.84 .033 
Q20: Varsity 
   sports fan (15) 
4.71 31.40  3.11 20.73  1.60 10.67  6.06 .000 
Q22: Possessions 
   (13) 
6.68 51.38  6.52 50.15  0.16 1.23  0.91 .182 
Overall means 4.74 42.25  4.19 38.30  0.55 3.95  5.10 .000 
Note: Parentheses contain the number of response options accompanying the question. Forced-choice n = 345; 
check all n = 342; degrees of freedom = 685 
 
Table 2 compares the mean number of options endorsed in the forced-choice format on 
the telephone and the check-all format on the web. Again, the forced-choice format con-
sistently yields higher endorsement of options than does the check-all format with three of 
the five comparisons reaching significance (Q11, 12, and 20). Overall, the telephone forced-
choice format yielded an average of 4.44 (41.3 percent) options endorsed while the web 
check-all format only yielded an average of 3.87 (37.2 percent) (t = 6.39, p ≤ .000). Individ-
ually, 78 percent of the 54 options were marked more often in the telephone forced-choice 
format, 35 percent significantly so, and none were marked significantly more often in the 
web check-all format.3,4 
 
Table 2. Mean Number and Percentage of Options Endorsed in the Telephone Forced-Choice For-
mat Compared to the Web Check-All Format 
 Telephone 
forced-choice  Web check-all  Difference  
One-sided 
t-test 
 No. %  No. %  No. %  t p 
Q11: Services 
   purchased (9) 
2.66 29.56  2.44 27.11  0.22 2.44  1.73 .042 
Q12: Financial 
   resources (8) 
3.03 37.88  2.62 32.75  0.41 5.13  3.86 .000 
Q13: Use of 
   resources (9) 
5.01 55.67  4.97 55.22  0.04 0.44  0.31 .378 
Q22: Varsity sports 
   fan (15) 
5.01 33.40  3.11 20.73  1.90 12.67  7.58 .000 
Q22: Possessions 
   (13) 
6.51 50.08  6.52 50.15  0.01 –0.08  –0.07 .528 
Overall means 4.44 41.31  3.87 37.19  0.57 4.12  6.39 .000 
Note: Parentheses contain the number of response options accompanying the question. Forced-choice n = 311; 
check all n = 342; degrees of freedom = 651 
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Table 3 addresses the extent to which the forced-choice question format is prone to 
mode effects across the telephone and web modes. On average, the telephone mode 
yielded 5.54 options marked (51.2 percent) and the web yielded a comparable 5.50 options 
marked (50.8 percent) (t = 0.52, p ≤ .606). In seven of nine individual comparisons there is 
no significant difference in the mean number of options endorsed across these two modes. 
Inspection of the 101 individual response options shows that 48.5 percent of them were 
endorsed more often in the web mode (4 percent significantly) and another 48.5 percent 
were endorsed more often in the telephone mode (6 percent significantly). The remaining 
3 percent had exactly the same endorsement rates across modes. These results indicate that 
the forced-choice question format performs similarly across web and telephone survey 
modes.5 
 
Table 3. Mean Number and Percentage of Options Endorsed in the Telephone and Web Forced-Choice Formats 
 Telephone  Web  Difference  2-sided t-test 
 No. %  No. %  No. %  t p d.f. 
Q3: Descriptions (original) (10) 6.42 64.20  6.32 63.20  0.10 1.00  0.81 .416 654 
Q3: Descriptions (reverse) 6.78 67.80  6.48 64.80  0.30 3.00  2.19 .029 676 
Q11: Services purchased (9) 2.66 29.56  2.57 28.56  0.09 1.00  0.70 .485 654 
Q13: Use of resources (original) (9) 5.01 55.67  5.19 57.67  −0.18 −2.00  −1.53 .126 654 
Q13: Use of resources (reverse) 5.13 57.00  5.07 56.33  0.06 0.67  0.50 .614 676 
Q20: Varsity sports fan (15) 5.01 33.40  4.71 31.40  0.30 2.00  0.96 .336 654 
Q22: Possessions (possess 
   versus have) (13) 
6.51 50.08  6.68 51.38  −0.17 −1.31  −0.99 .324 654 
Q22: Possessions (possess 
   versus possess) 
6.51 50.08  6.87 52.85  −0.36 −2.77  2.02 .043 676 
Q22: Possessions (have versus have) 6.71 51.62  6.68 51.38  0.03 0.23  0.16 .874 666 
Overall means 5.54 51.17  5.50 50.77  0.04 0.40  0.52 .606 — 
Note: Parentheses contain the number of response options accompanying the question. When versions are included in multiple com-
parisons (as in Q22) they are counted in the overall means only once. 
 
Additional analyses not shown here indicate that item nonresponse is not a major con-
cern in the forced-choice format. An average of 94 percent of telephone and 97 percent of 
web respondents provided an answer for every item and on average less than 1 percent of 
web respondents treated the forced-choice questions in a check-all manner (i.e., marked 
only in the affirmative category and not the negative). For those who left any items blank, 
web respondents were at liberty to simply skip items but telephone respondents had to tell 
the interviewer if they did not want to provide an answer and the fact that they could do 
so was not explicitly disclosed. As a result, we might expect higher item nonresponse on 
the web than on the telephone (de Leeuw 2005), but item nonresponse rates did not differ 
substantially by mode. In seven of the nine comparisons there is higher nonresponse on 
the web, but in only one of these the difference is significant. The two comparisons in 
which the telephone produces significantly higher item nonresponse are both for the ques-
tion asking about descriptors of WSU (Q3 – compared in original and reverse order). It is 
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unclear why this question produced higher item nonresponse among telephone respond-
ents, but one possible explanation is that respondents were hesitant to take a position when 
talking to an interviewer who was clearly associated with WSU. 
 
Discussion and Conclusions 
 
Our examination of question format effects, survey mode effects, and the combination of 
both mode and format effects in this paper produces three important findings. First, the 
finding reported here that web respondents endorse more options in the forced-choice for-
mat than the check-all format, along with previous research showing the same effect 
(Rasinski, Mingay, and Bradburn 1994; Smyth et al. 2006; Thomas and Klein 2006), indi-
cates that there are significant question format effects between check-all and forced-choice 
questions within web and paper modes. Second, the fact that the comparison of these ques-
tion formats across the web and telephone modes mirrors their comparison within the web 
mode so closely indicates that this question format effect persists across modes. Our re-
search suggests, therefore, that the differences that Jordan, Marcus, and Reeder (1980) at-
tributed to survey mode effects may at least partially be the result of the question format 
change that accompanied their mode comparison. Finally, the third finding of this paper 
is that the forced-choice question format performs similarly in web and telephone survey 
modes. 
Based on these three findings and previous research which suggests that the forced-
choice question format encourages deeper processing and therefore more optimal response 
behavior (Smyth et al. 2006), we recommend using the forced-choice question format in-
stead of the check-all format in most cases in single-mode web, paper, and telephone sur-
veys and in multiple or mixed-mode surveys. However, we can conceive of situations in 
which the forced-choice format may not be ideal. For example, in a factual question with 
many response options the forced-choice format may be tedious. That said, in most in-
stances the forced-choice format would seem to be more desirable than the check-all for-
mat, especially for opinion-based questions. 
The larger implication of these results is that changes made to accommodate one partic-
ular survey mode may significantly change the stimulus respondents receive, making re-
sults across modes incomparable. Now that surveyors are increasingly relying on mixed-
mode data collection strategies, it is important to experimentally test mode-specific changes 
(e.g., forced-choice and check-all; polar and fully labeled scales, etc.) to ensure that re-
spondents are receiving the same stimulus. The encouraging news for survey designers is 
that in the case of multiple-answer questions, the forced-choice format can be used effec-
tively within and across survey modes. 
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Notes 
 
1. AAPOR (2004) Response Rate 1. There is no significant difference in start date at WSU between 
the web and telephone respondents. 
2. Analysis not shown. All analyses that are not shown are available upon request from the authors. 
3. Note that the slight variation in question wording across formats in Q12 (i.e., “the best” in the 
check-all format) may have contributed to the differences in this question. 
4. An alternative explanation for higher endorsement rate on forced-choice questions is acquies-
cence, or the tendency for indifferent respondents to endorse rather than reject an option. Previ-
ous research has shown that acquiescence does not explain differences between the forced-choice 
and check-all formats within the web mode (Smyth et al. 2005) and because the forced-choice 
format performs similarly across web and telephone modes in the current study, it is unlikely 
that telephone respondents were significantly more prone to acquiescence than web respondents. 
5. One possible explanation for the different findings across modes (i.e., table 2) is that telephone 
forced-choice respondents may endorse more items because they do not know what additional 
items will be offered. In contrast, web check-all respondents can preview the entire list before 
choosing which items to select so they may apply more stringent criteria and feel the need to limit 
their yes responses to only a selection of items. However, inasmuch as the forced-choice format 
performs similarly across both telephone and web modes, it seems the ability to preview the items 
does not have a large effect on endorsement rates. 
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