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Анотацiя
Ми представляємо VulDetect – систему виявлення вразливостей в програмному забезпеченнi на основi початкового
коду. Ця система використовує методи глибинного навчання для органiзацiї вирiшення того, чи є фрагмент коду
вразливим. Даний пiдхiд є вдосконаленням методу, запропонованого у VulDeePecker. Модель використовує представ-
лення початкового коду в виглядi абстрактного синтаксичного дерева. Результатом є порiвняльна характеристика
виявленних вразливостей обох систем за проектом Bitcoin Core.
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Вступ
На сьогоднi ведеться iнтенсивна розробка програм-
ного забезпечення, якi допомагають запобiгати появi
помилок безпеки в програмному забезпеченнi. Вели-
кi компанiї запроваджують процедуру Microsoft SDL
[1], яка використовується для зменшення ризикiв
безпеки. Найбiльш ефективним етапом є проведення
перевiрок на етапi реалiзацiї програмного забезпе-
чення. В данiй роботi ми пропонуємо пiдхiд для
виявлення помилок безпеки в програмному забезпе-
ченнi на основi глибинного навчання, ще на етапi
розробки.
Найбiльш вiдомими методами виявлення помилок
безпеки програмного коду є статичнi аналiзатори.
Основним недолiком статичних аналiзаторiв є те, що
для кожної помилки безпеки експерт повинен запро-
грамувати правило або набiр правил, якi зможуть
знаходити помилки безпеки в програмному забезпе-
ченнi. Водночас, iснують бази даних, якi мiстять як
приклад коду з дефектами, так i вже виправленого.
На пiдставi цього, можна скористатися перевагами
глибинного навчання для автоматичної побудови
правил аналiзу початкового коду. Основною пробле-
мою застосування глибинного навчання для аналiзу
початкового коду – є представлення коду, в тако-
му виглядi, який би дозволив узагальнити варiанти
реалiзацiї специфiчних функцiй з урахуванням кон-
тексту використання. Внесок цiєї роботи полягає у
вдосконаленнi технологiї вилучення фрагментiв ко-
ду (код-гаджетiв) та представленнi початкового кода
для глибинного навчання. [2]
1. Пов’язанi роботи
В даний час iснує досить багато програмних за-
стосункiв для пошуку проблем безпеки програмного
коду. Аналiзатори працюють з рiзним поданням по-
чаткового коду: чистий початковий код, абстрактне
синтаксичне дерево (АСД) та виконуваний бiнарний
файл [3, 4]. Зi всього списку програмних застосункiв,
можна видiлити наступнi статичнi аналiзатори: з
вiдкритим початковим кодом [5, 6], комерцiйнi про-
дукти [7, 8] та деякi дослiдницькi проекти [4, 9].
Вiдносно принципу роботи статичних аналiзаторiв
можна вiдмiтити наступнi 2 пiдходи:
1) На основi правил [10]
2) На основi подiбностi коду [11].
1.1. Пiдхiд на основi правил
Даний пiдхiд має два основних недолiки, якi по-
лягають в iнтенсивнiй та монотоннiй роботi та в
високих показниках помилок другого роду.
1) Iнтенсивна та монотонна робота
В даному випадку, завдання побудови правил,
за якими будуть виявлятися вразливостi конкре-
тної функцiї покладаються на фахiвця з безпеки.
Ця задаа достатньо втомлююча та суб’єктивна.
Iнодi виникають помилки через складнiсть ре-
алiзованих функцiй. Iншими словами, для ви-
явлення ознак, що функцiя є вразливою необ-
хiдно враховувати багато аспектiв. У принципi,
розв’язання цiєї проблеми складається з окре-
мого написання однiєї i тiєї ж функцiї кiлькома
експертами, а потiм вибрати найбiльш ефектив-
ну або застосувати комбiнацiю деяких функцiй.
Однак це призводить до ще бiльшої ручної працi.
З цього, важливо, позбавити людей вiд стомлю-
ючої i суб’єктивної задачi ручного визначення
функцiй, що будуть виявляти вразливостi.
2) Високi показники помилок другого роду
З iншої точки зору, рiшення, що iснують часто
не враховують багатьох вразливостей. Iншими
словами мають багато помилок другого роду.
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Згiдно з результатами статтi [12], цi показники
для Clang Analyze [6] та CppCheck [5] склали
84% та 92% вiдповiдно. Цi значення можуть бути
виправданi акцентом на низький рiвень поми-
лок першого роду, але це досi не дуже гарний
показник.
1.2. Пiдхiд на основi подiбностi коду
Пiдхiд на основi подiбностi коду також має двi
проблеми: вiдсутнiсть достатнього набору даних та
вiдсутнiсть ефективного алгоритму.
1) Вiдсутнiсть достатнього набору даних
На даний момент не iснує достатнього набору да-
них для такого роду дослiджень. Ця проблема є
актуальною, попри те, що National Vulnerability
Database (NVD) [13] та NIST Software Assurance
Reference (SARD) [14] стали вiдкритими. Так
само в дослiдженнях були створенi бази даних,
де зiставленi iдентифiкатори Common Vulnerabi-
lities та Exposures (CVE-ID) [15] з коммiтами, де
кожен комiт мiстить рiзницю початкового коду
до виправлення та пiсля. Але всiх цих даних все
одно недостатньо для визначення усiх помилок
безпеки.
2) Вiдсутнiсть ефективного алгоритму
В даний час не iснує єдиного ефективного алго-
ритму подiбностi коду, який був би ефективним
для всiх типiв вразливостей, оскiльки кожна
вразливiсть має свої особливостi, якi слiд брати
до уваги.
Полiпшений пiдхiд на основi подiбностi коду був
опублiкований у статтi [2]. Перевагою даного методу,
щодо пiдходу на основi подiбностi коду полягає у
ефективному алгоритмi, заснований на глибинному
навчаннi. У порiвняннi з пiдходом, що ґрунтується
на правилах, вiн має досить низький рiвень помилок
другого роду, приблизно 7%. Недолiки цього методу
полягають в наступному: обмежений набiр даних та
доволi висока кiлькiсть помилок першого роду.
Можна сказати, що системи виявлення помилок
безпеки з високими показниками помилок першого
роду можуть виявитися непридатними для викори-
стання, а системи з високим показанням помилок
другого роду можуть виявитися марними. Це виправ-
довує важливiсть використання систем, якi можуть
забезпечити низький рiвень помилок другого роду,
поки рiвень помилок першого роду не надто високий.
2. Постановка задачi
У цiй роботi розглядається проблема побудови
системи аналiзу початкового коду, заснованого на
глибинному навчаннi, що дозволяє визначити, чи
мiстить фрагмент коду помилку безпеки (витоки
пам’ятi, переповнення буфера, тощо). Перевагою
такого пiдходу полягають у здатностi автоматично
формулювати правило для вирiшення того, чи є фра-
гмент коду вразливим чи нi, на основi накопиченого
досвiду написання коду та виправлення дефектiв.
Глибиннi методи навчання володiють гарною зда-
тнiстю вилучати узагальненi структури з великого
обсягу даних, що в даному випадку є накопиченою
базою кодiв.
Об’єктом дослiдження є процес розробки програм-
ного забезпечення.
Предметом дослiдження є виявлення помилок без-
пеки початкового коду програмного забезпечення.
Методи дослiдження – представлення початкового
коду у виглядi АСД, глибиннi методи навчання для
розв’язання проблем класифiкацiї.
Наукова новизна даної роботи полягає у застосу-
ваннi АСД для перетворення початкового коду та
принципу його обробки для вилучення фрагмента ко-
ду (код-гаджету), що дозволило пiдвищити точнiсть
виявлення дефектiв. Цей пiдхiд є вдосконаленням
технологiї, описаної ранiше в статтi [2].
3. Загальна архiтектура
Нашою метою є розробка системи виявлення вра-
зливостей (VulDetect), яка може автоматично ви-
значити, чи є дана програма в виглядi початково-
го С/C++ коду вразливою, i якщо так, то мiсця
розташування вразливостей. Цього слiд досягти, не
вимагаючи вiд людини визначати функцiї вручну i
без високих показникiв помилок другого роду (до
тих пiр, поки рiвень помилок першого роду не доста-
тньо високий). У цьому роздiлi ми описуємо загальну
архiтектуру VulDetect. Почнемо з обговорення поня-
ття гаджета коду, оскiльки воно є вирiшальним для
представлення програм.
3.1. Вилучення код-гаджетiв
Працюючи з початковим кодом, ми повиннi вирi-
шити, з якою частиною коду ми будемо працювати,
це може бути функцiї, деякi рядки або ж увесь файл.
Нам потрiбно вилучити з початкового коду деякий
фрагмент, який буде пов’язаний з потенцiйною вра-
зливiстю та з яким ми будемо працювати надалi. Цей
фрагмент коду буде назватися код-гаджет за анало-
гiєю зi статтею [2]. Код-гаджет – це набiр операторiв,
пов’язанi з потоком даних. Вилучати код-гаджет
ми будемо не з початкового коду, а з заздалегiдь
перетвореним в АСД. АСД – це структура даних,
яка представляє початковий код у виглядi дерева,
де кожен вузол асоцiюється з мовною конструкцiєю,
яка трапляється в початковому кодi. Алгоритм ви-
лучення код-гаджетiв демонструється на Рисунку 1:
1) Попередня обробка. На основi початкового коду,
використовуючи вбудовану попередню обробку
clang, створюється новий файл без директив
препроцесора, якi були визначенi користувачем.
2) Побудова АСД. Для побудови АСД ми викори-
стовуємо clang compiler toolkit.
3) Пошук початкових точок. Пiд початковою то-
чкою розумiється мiсце в початковому кодi,
з якого починається аналiз. Ми використову-
ємо виклики функцiй зi стандартної бiблiотеки
C/C++ як початкову точку (наприклад, malloc,
memcpy, fopen i т.д.)
Всеукраїнська науково-практична конференцiя студентiв, аспiрантiв та молодих вчених
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Рис. 1. Кроки для вилучення код-гаджетiв
4) Створення графу залежностей. На цьому етапi
ми будуємо граф залежностi аргументiв (або
повернених значень) вiд початкової точки.
5) Перейменування змiнних або функцiй. На цьому
кроцi ми позбуваємося залежностей вiд користу-
вацьких iмен функцiй i змiнних. Ми замiнюємо
всi iмена функцiй i змiнних символiчними iме-
нами, такими як: «var1», «var2», i т.д та «func1»,
«func2», i т.д. Водночас, це призводить до зiстав-
лення усiх код-гаджетiв в один вигляд.
6) Створення код-гаджету. На основi графу зале-
жностей, код-гаджет формується з токенiв, взя-
тих з вузла графу.
3.2. Деталi пiдходу
Пiсля вилучення код-гаджетiв з початкового коду,
ми перетворюємо його у числовий вектор, iндекси
якого будуть вiдповiдати номеру рядка коду в пото-
чному код-гаджетi. Щоб досягти бажаного резуль-
тату, ми використали word2vec [16], що дозволило
зберегти лексичнi та логiчнi зв’язки в межах вектору
для кожного сегмента коду. Далi, ми використали
модель нейронної мережi з вчителем, де кожен вхi-
дний вектор був позначений як 1 або 0, вiдповiдно,
вразливий, або нi. Була обрана наступна структу-
ра моделi, вiдношення кiлькостi епох навчання до
кiлькостi навчальних прикладiв, дорiвнуювало 100
та складалась з частин що зображенi на Рисунку 2:
1) п’ять BLSTM шарiв, на входi i виходi якого
вектор розмiру N
2) один dense layer типу «rele»
3) один dense layer типу «softmax», який приймає
на вхiд вектор розмiрностi N_features та скоро-
чує їх до 6-ти
4) останнiй прошарок використовував функцiю «bi-
nary_crossentropy» та результатом є число типу
«float» в дiапазонi вiд 0 до 1.
Рис. 2. Схема нейронної мережi BLSTM
4. Результати дослiдження
У ходi дослiдження було зроблено порiвняння двох
моделей: VulDeePecker i VulDetect. Для пiдготов-
ки моделi VulDeePecker в якостi навчального набо-
ру даних було обрано попередньо пiдготовленi код-
гаджети вiд авторiв статтi [2]. Для навчання моделi
VulDetect були створенi власнi код-гаджети з вико-
ристанням вищезазначених алгоритмiв. Набiр даних
було створено на основi початкових кодiв, взятих
з National Vulnerability Database (NVD) [13], а та-
кож з NIST Software Assurance Reference (SARD) [14].
Набiр даних мiстить 8122 зразки коду з наявнiстю
вразливостi переповнення буфера, а також 1729 зраз-
кiв коду з вразливостями, пов’язаними з неправиль-
ним управлiнням ресурсами. Набiр даних подiлили
для тренування i тестування у спiввiдношеннi 80% i
20% вiдповiдно. Порiвняльнi характеристики точно-
стi навчання i тестування для моделей VulDeePecker
i VulDetect наведено в Таблицi 1.





Як видно з Таблицi 1, точнiсть моделi VulDetect пе-
ревищує точнiсть моделi VulDeePecker. Це пов’язано
з використанням iншого запропонованого алгоритму
для вилучення код-гаджета.
У якостi експерименту, навченi моделi
VulDeePecker i VulDetect використовувалися
для виявлення помилок безпеки у початкових кодах
реалiзацiї Bitcoin Core [17]. Результати представленi
в Таблицi 2.
За результатами експерименту, зрозумiло, що мо-
дель VulDeePecker позначила як «вразливе» набагато
бiльшу кiлькiсть код-гаджетiв, нiж модель VulDetect,
але з бiльш низьким iндексом аномалiй, що вказує
на бiльшу кiлькiсть помилок першого роду.
Системи та технологiї кiбернетичної безпеки
189


































У данiй роботi представлена нова система виявле-
ння помилок безпеки у початковому кодi на основi
глибинного навчання, що називається VulDetect. Ця
система є вдосконаленням технологiї VulDeePecker.
Модель використовує представлення початкового
коду у виглядi АСД. У ходi дослiдження було роз-
роблено нову систему вилучення код-гаджетiв. Було
порiвняно обидвi системи за результатами виявлен-
ня помилок у початковому кодi на проектi Bitcoin
Core[17]. У моделi VulDetect знизилися показники
помилок першого роду, що призвело до збiльшення
помилок другого роду. Досi iснує проблема з пра-
вильним набором даних, вирiшення якої дозволить
пiдвищити точнiсть прогнозування нейронних ме-
реж i збiльшити кiлькiсть виявлених вразливостей.
У майбутньому планується зробити бiльш ефектив-
ним алгоритм вилучення код-гаджетiв, що дозво-
лить пiдвищити точнiсть виявлення вразливостей у
початковому кодi.
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