Associated to every group with a weak spherical Tits system of rank n + 1 with an appropriate rank n subgroup, we construct a relative spectral sequence involving group homology of Levi subgroups of both groups. Using the fact that such Levi subgroups frequently split as semidirect products of smaller groups, we prove homological stability results for unitary groups over division rings with infinite centre as well as for special linear and special orthogonal groups over infinite fields.
Introduction
Homological stability is the following question: Given an infinite series of groups G n , such as the general linear groups GL n , we consider the sequence of inclusions
Then, if we apply group homology of a fixed degree, does the corresponding sequence of homology modules stabilise eventually? This is an old question and there are many interesting results for various series of classical groups, usually over rings of finite stable rank. An overview of results in this area can be found in [Knu01,  Chapter 2] and we will also provide references to the best known results for specific series of groups. Although the method of proof is usually based on a common idea, the action of the larger group on a highly connected simplicial complex, all proofs known to the author are tailored to specific series of groups.
In this paper, we present a general method to prove homological stability, valid for all groups with weak spherical Tits systems, that is, groups acting strongly transitively on possibly weak spherical buildings. We then use this method to prove homological stability for various series of classical groups over division rings, usually improving the stability range previously known for larger classes of rings.
The method is based on the observation that the simplicial complexes used by Charney in [Cha80] and [Cha87] and by Vogtmann in [Vog79] and [Vog81] are closely related to the theory of buildings -they are the opposition complexes studied by von Heydebreck in [vH03] . The opposition complexes admit Levi subgroups as vertex stabilisers. Using these complexes, we construct a spectral sequence involving relative group homology of Levi subgroups.
For the groups we consider, the Levi subgroups split as direct or semidirect products of smaller groups, both of the series of groups we consider and, interestingly, of general linear groups. Using strong stability results for general linear groups, we can hence prove stability results for various series of groups.
This spectral sequence can probably also be used to show low-dimensional homological stability for groups of types E 6 , E 7 and E 8 . Additionally, one could try to compare group homology of groups of different types using this method. Finally, homological stability results for all reductive algebraic groups should be possible, albeit with a rather weak stability range.
Homological stability results The method outlined above has originally been used by Charney in [Cha80] to prove homological stability of general and special linear groups, but yielding a comparatively weak stability range. For special linear groups, however, it is an interesting observation that terms involving general linear groups appear in the spectral sequence. This allows us to apply a strong theorem by Sah in [Sah86] on homological stability for general linear groups to prove homological stability for special linear groups. For fields of characteristic zero, there is a far better result by Hutchinson and Tao in [HT08] with stability range n ≥ k. Up to now, the best result known to the author applicable to other infinite fields is a result by van der Kallen in [vdK80] for rings with stable rank 1. It guarantees a stability range of n ≥ 2k.
Vogtmann originally used a version of the construction in this paper to prove homological stability for orthogonal and symplectic groups in [Vog79] and [Vog81] . Here, we investigate the general situation of unitary groups associated to a hermitian form of Witt index n + 1 on a vector space V . This vector space then splits non-canonically as an orthogonal sum of a hyperbolic module H n+1 and an anisotropic complement W . We consider the unitary group induced on the subspace H n ⊥ W and ask for homological stability. Again, the spectral sequence we consider has terms involving the relative homology of general linear groups. We can hence apply Sah's theorem again to obtain This is an improvement over the results by Mirzaii and van der Kallen in [MvdK02] and [Mir05] , where homological stability for unitary groups with stability range n ≥ k + 1 has already been proved. Their result is valid for a much larger class of rings, namely local rings with infinite residue field, but only for the case of maximal Witt index, that is for W = {0}.
The following strong result can also be proved using this method. The construction of a relative spectral sequence We give an outline of the method used to prove these results and we state the main theorem. Consider a group G with a weak spherical Tits system of rank n + 1, contained in an infinite series of groups for which we prove homological stability. We enumerate the type set
For the applications discussed in the previous section, the group G is of type A n+1 or C n+1 with a linear ordering of the type set. The resulting Coxeter diagrams of G and L p are illustrated in the following picture.
the concrete applications, we have the following situation.
Using a filtration of the opposition complex by types of vertices, we construct two exact chain complexes of G-and G -modules. From these chain complexes, we obtain a spectral sequence involving relative homology of Levi subgroups with coefficient modules M p , which are top-dimensional homology modules of opposition complexes of type
Theorem 2.28 (Relative spectral sequence) There is a spectral sequence with first page
which converges to zero.
This can be used to prove homological stability for groups of type A n+1 and C n+1 in the following way: We want to prove that H q (G, G ; Z) vanishes for all q smaller than a given k. Hence we must show that H q (L p , L p ; M p ) vanishes for p + q ≤ k + 1. For 2 ≤ p ≤ n − 1 the Levi subgroups, having disconnected diagrams, usually split as direct or semidirect products of two groups whose types belong to the connected components of the diagrams.
This means that there are groups The structure of the Levi subgroups and the corresponding semidirect product decompositions depend on the specific series of groups, but note that we always need relative integral homology of groups of type A * ! For special linear groups over fields and for unitary groups over division rings, these subgroups of type A * are general linear groups. Hence, as mentioned above, we can use strong results on the homological stability of general linear groups to obtain homological stability of these series of groups.
Variations of this method using an appropriate type filtration can probably be used to prove homological stability results for different series of reductive groups. As mentioned above, this could be used to study groups of type E 6 , E 7 or E 8 , or compare group homology of groups of different types. In particular, relations between algebraic K-theory and hermitian K-theory could also be studied by choosing a different type enumeration of a group of type C n+1 , forcing G to be of type A n instead of type C n . This paper is structured as follows. In the first part, we introduce the required concepts very briefly and give a general procedure to construct relative spectral sequences. At the end of this section, we apply this procedure to obtain a relative Lyndon/Hochschild-Serre spectral sequence, which is required to decompose homology of Levi subgroups later on.
In the second part, we introduce the groups we work with and their associated opposition complexes. We construct an exact chain complex, analogously to the construction of cellular homology, and use it to prove Theorem 2.28.
Finally, in the third part, we consider explicit series of groups, decompose the Levi subgroups appropriately and apply Theorem 2.28 to prove homological stability inductively.
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Homology
The aim of this part is to give a general construction for relative spectral sequences. Using this, we will construct a relative Lyndon/Hochschild-Serre spectral sequence. The relative construction will also be applied in the second part to prove the main theorem. We will assume the reader to be familiar with the concept of spectral sequences. For a textbook on this topic, see [McC01] . A very good brief introduction to the subject is [Cho06] .
Group homology
We give a very brief definition of group homology to introduce the terminology. The standard reference is of course [Bro82] . Throughout this section, let G be any group, we write ZG for the group ring over G, and we define a G-module to be a left module over ZG.
Tensor products M ⊗ N of modules are only defined if M is a right module and N is a left module over a common ring. We want to form tensor products of left modules over the group ring ZG. Note that we can canonically make any left ZG-module M into a right ZG-module by setting
As in [Bro82] , using this construction, we can define tensor products of left G-modules M and N , denoted by M ⊗ G N . Definition 1.1 Associated to a group G, consider the modules F n (G) which are the free abelian groups over (n + 1)-tuples of elements of G. We define the boundary map
where, as usual, the hatĝ k indicates omitting that entry in the tuple. We call the associated exact G-chain complex of the form
the standard resolution of Z over ZG.
For any G-module M , the group homology H * (G; M ) is defined to be the homology of the chain complex
which is injective on each chain module.
For any other free (even projective) resolution F * of Z over ZG, we also have
We will frequently use the following observation: If G ≤ G and F * is a free resolution of Z over ZG, then it is also a free resolution of Z over ZG .
The introduction of relative homology simplifies the formulation of homological stability considerably.
Definition 1.2 Consider a group G and a subgroup
Note that there is canonically an associated long exact sequence of the form
Proof Consider the following diagram:
Here, the top row is exact by construction. The bottom row is exact since H = G ∩ H. 
it is in particular Z-flat and the functor (− ⊗ Z M ) is exact, which proves the result.
We will also need the following simple lemma on relative H 0 .
Lemma 1.5 For any group G, any subgroup G and any G-module M , we have
Proof It is a well-known fact that
Now by the long exact sequence we have
where i * is the map z ⊗ G m → z ⊗ G m. This map is clearly surjective.
The mapping cone chain complex
We briefly recall the definition of the mapping cone complex. Let (C * , ∂ C ), (C * , ∂ C ) be two chain complexes and let ϕ * : C * → C * be a chain map. The mapping cone chain complex Cone * (ϕ) has the modules Cone
As for relative homology, there is an associated long exact sequence
The spectral sequences associated to a double complex
In this section, we will recall the definition of the spectral sequence associated to a double complex. Using this, we will construct a relative spectral sequence to be used throughout the paper. First of all, remember that a double complex D p,q is a bi-graded module with horizontal and vertical differentials ∂ h :
Associated to a double complex is the total complex, defined to be
with differential induced by
The homology of the total complex can be calculated via two spectral sequences. 
The differentials on the first page are up to sign each induced by the other differential, respectively.
The simplest example of a double complex arises in the following situation: Let (F * , ∂ F ) and (C * , ∂ C ) be two chain complexes of G-modules.
is a double complex. The total complex of this double complex coincides with the tensor product of chain
Proposition 1.7 specialises to the following corollary.
Corollary 1.8 There are two spectral sequences both converging to the homology of the tensor product complex
E 1 p,q = H q (F * ⊗ G C p ) L 1 p,q = H q (F p ⊗ G C * ) ⇒ H p+q (F ⊗ G C).
The differentials on the first page are induced by
Note that, if F * is a chain complex of free modules, each module F p is ZG-free and hence ZG-flat, and we obtain
In particular, if F * = F * (G) is the standard resolution of Z over ZG and if the chain complex C * is an exact complex of G-modules, we obtain Corollary 1.9 Let G be a group and let C * be an exact chain complex of G-modules.
Then there is a spectral sequence
We will later also use transposed double complexes as follows: We denote the transposed tensor complex by
This is obviously the total complex of the double complex (
The following Lemma is then a simple calculation.
Lemma 1.10 The chain map
F ⊗ G C → F ⊗ T G C given on the basis by f p ⊗ G c q → (−1) pq f p ⊗ G c q induces isomorphisms on homology H * (F ⊗ G C) ∼ = H * (F ⊗ T G C).
The Lyndon/Hochschild-Serre spectral sequence
The Lyndon/Hochschild-Serre spectral sequence is a well-known tool in group homology theory. Nevertheless, we give a short summary of its construction in [Bro82, VII.6] since we will need this in the following section. Consider an exact sequence of groups
Write F * (G) for the standard resolution of Z over ZG, this is a free resolution of Z over ZH as well. Let M be a G-module. It is not difficult to see that
and consider the standard resolution F * (Q) of Z over ZQ. By Corollary 1.8, applied to the tensor product F (Q) ⊗ Q C, there are two spectral sequences
.7] and hence also H q (Q, C p ) = 0 for all p and all q > 0, since F p (G) is a free ZG-module for all p. We obtain
hence the spectral sequence collapses on the second page and we have E 
Relative spectral sequences
In this section, we will discuss a procedure to obtain relative spectral sequences from both the spectral sequence associated to a double complex as well as from the Lyndon/ Hochschild-Serre spectral sequence. Consider the following situation:
Fix a group G and a subgroup G . Let F , C and F , C be chain complexes of G -and G-modules, respectively. Consider the two tensor product double complexes (
Assume that there is map of double complexes
We denote the induced maps on the vertical and horizontal chain complexes by
For every q, we then consider the mapping cone chain complexes Cone * (i •,q ) and Cone * (i q,• ). It is a simple calculation to see that
are actually double complexes with respect to the cone differentials and the differentials
induced by the differentials ∂ C and ∂ C , respectively ∂ F and ∂ F .
Theorem 1.12 There are two spectral sequences corresponding to D and D
The differentials on the first pages are induced by ±∂ and ±∂ T , respectively.
Proof The first spectral sequence is the first one from Proposition 1.7 applied to the double complex D. We know that
But the formation of the mapping cone and of the total complex commutes in the following sense: On the one hand
On the other hand
Hence the modules of the two chain complexes coincide. For the boundary maps, we have
which are also easily seen to be identical. For the second spectral sequence, we take the first spectral sequence from Proposition 1.7 associated to the double complex D T . We denote it by L, however, to make the notation consistent in the following. Note that we can also write D
is the map induced on the transposed double complexes. By applying the above calculation to i T , we obtain
We have seen in Lemma 1.10 that there is a chain map inducing isomorphisms
on homology. Using these maps, one can easily construct a chain map Cone(i) → Cone(i T ) inducing an isomorphism on homology by the long exact sequence associated to the mapping cone and the 5-Lemma.
Remark If i is injective, we have
by Lemma 1.6.
Applied to the Lyndon/Hochschild-Serre spectral sequence from Theorem 1.11, we obtain Theorem 1.13 (Relative Lyndon/Hochschild-Serre) Fix a group G with a normal subgroup H, a subgroup
If the subgroup H acts trivially on
Proof Let F * (G), F * (G ) and F * (Q) be the standard resolutions of Z over ZG, ZG and ZQ, respectively. As in the construction of the Lyndon/Hochschild-Serre spectral sequence, we consider the double complexes
be induced by the inclusions. Then apply Theorem 1.12 to obtain a spectral sequence with first page term
The module F p (Q) is ZQ-free and hence ZQ-flat. We obtain
where the last isomorphism is the content of Proposition 1.3. This yields
On the other hand, consider the spectral sequence E from Theorem 1.12 and apply Lemma 1.6 to obtain the following description of the first page.
In the proof of the regular Lyndon/Hochschild-Serre spectral sequence (Theorem 1.11), we have seen that
The same is true if we replace G and H by G and H . The map i induces the map
which under the above isomorphisms is just the inclusion
In particular, it is injective. By the long exact sequence for relative homology, we obtain E 1 p,q = 0 for q = 0 and E
so the spectral sequence E collapses on the second page and converges to H p+q (G, G ; M ), which proves the first statement. The second statement follows from Lemma 1.4.
Geometry
Homological stability proofs usually consider the action of a group on some simplicial complex and then exhibit smaller groups of the same series of groups as stabiliser subgroups. In this part, we will introduce the opposition complex associated to a group with a weak spherical Tits system and construct a filtration of this complex which leads to a relative spectral sequence involving the group and its Levi subgroups. This will be used in the last part to prove homological stability.
Spherical buildings
We will briefly recall the basic definitions for Coxeter complexes and spherical buildings. The books by Abramenko and Brown [AB08] and by Ronan [Ron89] are excellent references, where all of the material of this section can be found. At the end of this section, we will illustrate all of these definitions in the concrete case of the projective space over a division ring. In this paper, we will need the following two diagrams, where the type set I = {i 1 , . . . , i n } is enumerated linearly as follows Buildings are simplicial complexes covered by the union of their apartments, which are copies of a fixed Coxeter complex.
Definition 2.4 A simplicial complex ∆ together with a collection of subcomplexes A called apartments is a building if
• Every apartment is a Coxeter complex.
• Every two simplices of ∆ are contained in a common apartment.
• For any two apartments A 1 , A 2 ∈ A containing a common chamber, there is an isomorphism
The building ∆ is called thick if every panel is contained in at least three chambers. We will call a building weak if it is not necessarily thick.
The axioms force all apartments to be isomorphic, there is in particular a unique Coxeter system (W, S) associated to ∆. Theorem 2.7 (Solomon-Tits) A spherical building of rank n has the homotopy type of a bouquet of (n − 1)-spheres.
The following example will be discussed again in section 3.1.
Example The simplest example of a rank n spherical building is the flag complex ∆ over the n-dimensional projective space over any division ring D. Simplices in ∆ are then ascending flags of subspaces of D n+1 :
Apartments in ∆ consist of all flags whose elements can be expressed as spans of a fixed basis of D n+1 . The associated Coxeter group W is the symmetric group on n + 1 letters permuting the basis vectors. This building is of type A n .
Two
Our main result will involve groups with weak spherical Tits systems or, equivalently, groups acting strongly transitively on weak spherical buildings. If in addition sBs = B for all s ∈ S, we call (G, B, N, S) a Tits system for G.
Given a strongly transitive action of a group G on a weak spherical building, we can construct a Tits system as follows.
Construction Fix an apartment Σ and a chamber c 0 ∈ Σ. Denote by B the stabiliser of c 0 and by N the normaliser of Σ. Their intersection H = B ∩ N is the pointwise stabiliser of Σ and the group H is normal in N . The quotient N/H acts chamber-regularly on the apartment Σ and is hence isomorphic to the associated Coxeter group W , where we have fixed the generating set S.
Theorem 2.10
The quadruple (G, B, N, S) is a weak Tits system for G. If the building  is thick, then (G, B, N, S) is a Tits system. Conversely, given a (weak) Tits system of spherical type for G, a (weak) spherical building can be constructed on which G acts strongly transitively.
The proof of this result can be found in [AB08, Chapter 6].
Remark We will later describe the buildings and the weak Tits systems we use explicitly. The class of groups with weak spherical Tits systems includes general and special linear groups over division rings and unitary groups over hyperbolic modules, in particular symplectic groups and special orthogonal groups of maximal Witt index.
Note that the latter groups have a (non-weak) Tits system of type D n , but also a weak Tits system of type C n , as described in [AB08, 6.7].
Definition 2.11 Any stabiliser in G of a simplex in ∆ is called a parabolic subgroup.
Example The general linear group GL n+1 (D) acts strongly transitively on the building ∆ of type A n , which is the flag complex over projective space, as discussed in the previous section. If e 1 , e 2 , . . . , e n+1 is the standard basis of D n+1 , the parabolic subgroup associated to the vertex v = ( e 1 , . . . , e k ) is given by
The opposition complex
Let n ≥ 2 and let ∆ be a weak spherical building of rank n. Enumerate the type set I = {i 1 , . . . , i n } of ∆ arbitrarily. In addition, we fix a group G that acts strongly transitively on ∆.
The basic geometry on which we will study the action of G is not the building ∆, but its associated opposition complex.
Definition 2.12 The opposition complex O(∆) is the simplicial complex consisting of pairs of opposite simplices
with the induced inclusion relations. Set type((σ + , σ − )) := type(σ + ).
The opposition complex O(∆) is a G-simplicial complex since the G-action preserves opposition. The G-action is transitive on vertices of the same type of O(∆)
, since it is transitive on pairs of opposite vertices of a fixed type in the building.
Example The vertices of the opposition complex associated to the general linear group GL n+1 (D) acting on the associated projective space over D n+1 as in Section 2.1 are pairs of complementary subspaces of D n+1 .
The significance of the opposition complex for this paper lies in the following theorem.
Theorem 2.13 (von Heydebreck, [vH03], Theorem 3.1)
The opposition complex of a weak spherical building ∆ of rank n is homotopy equivalent to a bouquet of (n − 1)-spheres, we will also say that it is (n − 1)-spherical.
We fix a set of representative vertices for the G-action. 
(∆) for the vertex in O(∆).
For the inductive arguments to come, we investigate the structure of stabilisers.
Definition 2.15 Denote the stabilisers as follows:
L p := G vp = G v + p ∩ G v − p
These are intersections of two opposite parabolic subgroups, called Levi subgroups of G.
Example For the general linear group GL n+1 (D) acting on the associated building ∆ of type A n , as above, the stabiliser of the vertex v = ( e 1 , . . . , e k , e k+1 , . . . , e n+1 ) in O(∆) is the subgroup
Note that the Levi subgroup splits as a direct product of smaller general linear groups.
The opposition complex commutes with the formation of links as follows.
Proposition 2.16 (von Heydebreck, [vH03], Proposition 2.1) For a simplex
(σ + , σ − ) ∈ O(∆) we have lk O(∆) ((σ + , σ − )) ∼ = O(lk ∆ (σ + )).
This isomorphism is
G {σ + ,σ − } -equivariant. In particular, the link lk O(X) ((σ + , σ − )) is (n − 1 − k)-spherical.
A Filtration
We construct an exact chain complex of G-modules associated to O(∆). The construction is similar to the construction of cellular chains of a CW complex. The filtration by skeletons is replaced by a filtration by types.
Definition 2.17 For
1 ≤ p ≤ n let I p = {i 1 , . . . , i p }. Write O(∆) p := {σ ∈ O(∆) : type(σ) ⊆ I p },
this is a G-invariant filtration of O(∆). We set O(∆)
Observe that O(∆) p is of rank p and hence of dimension p − 1.
Definition 2.18 Let v be a vertex in O(∆)
. We define the filtrated residue, link and star by:
Remark From the definition it is obvious that
Proposition 2.19 For 2 ≤ p ≤ n we have
H i (O(∆) p , O(∆) p−1 ) ∼ = type(v)=ipH i−1 (lk(v) p−1 ). Proof We have O(∆) p \ O(∆) p−1 = {σ ∈ O(∆) : i p ∈ type(σ) ⊆ I p } = type(v)=ip {σ ∈ O(∆) p : v ∈ σ} = type(v)=ip R(v) p . Since st(v) p ∩ O(∆) p−1 = lk(v) p−1 , we obtain the following pushout diagram type(v)=ip lk(v) p−1 / / O(∆) p−1 type(v)=ip st(v) p / / O(∆) p .
By excision, we obtain
The last line follows from the fact that st(v) p is the simplicial cone over lk(v) p−1 .
This description of relative homology allows us to show that each filtration subcomplex of the opposition complex is also spherical.
Proposition 2.20 For any
It remains to show that all other reduced homology groups vanish. We prove this by induction on n = rank(∆). In any case, the statement is true for O(∆) n = O(∆) by Theorem 2.13 and it is trivial for O(∆) 1 .
Combining these facts, we obtain the statement for n = 2. Now assume n ≥ 3. We prove the statement for O(∆) p for all 2 ≤ p ≤ n by reverse induction. The case p = n is already known by Theorem 2.13.
Hence 
and we have the induction hypothesis for lk(v) p−1 , since rank(lk ∆ (v + )) = rank(∆) − 1. We see in particular that
By the long exact sequence for the pair
The following modules M p will be the coefficient modules in the spectral sequence. With this definition, we obtain a simple description of the relative homology modules.
Definition 2.21 We define a sequence of L p -modules as follows:
M p :=    Z p = 1 H p−2 (lk(v p ) p−1 ) 2 ≤ p ≤ n.
Proposition 2.22 For 1 ≤ p ≤ n, we have
since G acts transitively on pairs of opposite vertices of the same type.
For p > 1, by Proposition 2.19, we have
again since G acts transitively on pairs of opposite vertices of the same type. The claim now follows from Proposition 2.20.
The filtration allows us to obtain an exact complex of G-modules, which will be used to construct a relative spectral sequence.
Definition 2.23 Consider the following sequence of G-modules:
We then have
As for cellular chains, there is a chain complex structure on C * . Note that, in contrast to the situation of cellular chains, we have added the modules C 0 and C n+1 to make the chain complex C * exact.
Lemma 2.24 There is a boundary map ∂
C * on C * , which makes C * into an exact chain complex of G-modules.
Proof The filtration (O(∆) p ) p∈Z induces a G-equivariant filtration on cellular chains of O(∆).
There is hence a spectral sequence of G-modules
By Proposition 2.19 we obtain
The spectral sequence hence collapses on the second page, the differential maps on the first page and the edge homomorphisms form the long exact sequence.
Remark A closer comparison to the situation of cellular chains shows that this boundary map is given by the composition
where δ is the connecting homomorphism of the long exact sequence associated to the pair 
The relative spectral sequence
For n ≥ 2, let G be a group with a weak Tits system of rank n + 1 with associated building ∆ whose type set I = {i 1 , . . . , i n+1 } is ordered arbitrarily. We adapt the notation from the previous section.
In this general setting, of course, a part of the problem of homological stability is its precise formulation. Which subgroups of a given group G should be considered as the ones to yield stability? These subgroups cannot be expressed explicitly in this generality, they depend on the chosen series of groups. Consequently, we allow for a certain amount of flexibility in the choice of the subgroup G .
Definition 2.25
Let G be any subgroup of L n+1 that still acts strongly transitively on the link ∆ := lk ∆ (v + n+1 ), which is a building of type I n = {i 1 , . . . , i n }. In particular, G admits a weak Tits system of type I n . We call the pair (G, G ) a stability pair.
Remark We will always choose G such that this assumption of strong transitivity is obviously fulfilled. In fact, if the group G admits a root datum, then every Levi subgroup does as well by [Rém02, 6.2 
] is then the associated little projective group which also admits a root datum and we will always choose G to contain L † n+1 . The aim of this section is to associate a spectral sequence to every stability pair. It will be a relative version of the spectral sequence in Corollary 1.9.
Definition 2.26 By Proposition 2.16, we have
O(∆) := lk O(∆) (v n+1 ) ∼ = O(lk ∆ (v + n+1 )) = O(∆ ),
and we denote the complex on the left by O(∆) . This isomorphism is G -equivariant. Define a type filtration on O(∆ ) analogously to the one defined on O(∆). In addition, the filtration on O(∆) induces a filtration on O(∆) . The isomorphism is then also filtration-preserving.
Now we consider the exact chain complexes C * and C * associated to the groups G and G as in Definition 2.23. We obtain the following descriptions:
and
We see that
where
are the same modules for both groups G and G .
Lemma 2.27 The inclusion O(∆) → O(∆) induces a G -equivariant chain map
ι : C * → C * .
Proof The inclusion O(∆) → O(∆)
is G -equivariant and filtration-preserving. The inclusions of pairs then induce maps
Cp for 1 ≤ p ≤ n, which are compatible with the boundary maps ∂ C and ∂ C . Of course ι p = 0 for p ≤ −1 and p ≥ n + 2. Consider
as in the proof of Proposition 2.19. The inclusion of pairs
then induces the map ι n+1 on homology. A closer inspection using the explicit description of the boundary maps above shows that ι is a chain map.
Remark It is not difficult to see that, under the above isomorphisms, the map ι p is induced by the canonical inclusions
With these chain complexes and the chain map, we are able to construct the following spectral sequence.
Theorem 2.28 (Stability pair spectral sequence) For each stability pair (G, G ),
there is a first-quadrant spectral sequence
Proof Let F * (G) and F * (G ) be the standard resolutions of Z over ZG and ZG , respectively. Consider the two double complexes F * (G ) ⊗ G C * and F * (G) ⊗ G C * and the map of double complexes
induced by the inclusion G → G and by ι. We can apply Theorem 1.12 to obtain the relative spectral sequence
converging to zero by Corollary 1.9 and the long exact sequence associated to the mapping cone complex. All that remains is the description of the first page terms. For 1 ≤ p ≤ n, we apply Lemma 1.6 to obtain
Remark Note that by Lemma 1.5, we have E 1 p,0 = 0 for all 0 ≤ p ≤ n + 1.
Group theory
In the third part, we will apply the results of the first two parts to specific series of groups. We will only sketch the original application to general linear groups by Charney in [Cha80] . Instead, we cite a strong stability theorem for general linear groups by Sah, which we will use for the following proofs. In the following sections, we then prove homological stability for special linear groups, for unitary groups and for special orthogonal groups.
General linear groups
Let D be any division ring. We consider the case where 
Obviously, we obtain
. By Theorem 2.28 we obtain as in [Cha80] the following spectral sequence. 
Remark It is not difficult to see that the maps
are induced by the inclusion of pairs, which is an important ingredient in the homological stability proof by Charney described below.
Note that the vertices of lk(v p ) p−1 are given by
In particular, these factors of the Levi subgroups
act trivially on lk(v p ) p−1 and hence on M p . We can hence apply the relative Lyndon/ Hochschild-Serre spectral sequence (Theorem 1.13) to obtain a description of the first page of the aforementioned spectral sequence in terms of integral relative group homology of smaller general linear groups. This can be used to apply an ingenious "bootstrap procedure" to prove homological stability inductively for general linear groups as in [Cha80] . The result, originally proved for Dedekind rings, is 
This theorem is far from optimal, to the author's knowledge, the following result by Sah is the strongest for division rings with infinite centre. 
for n ≥ 2k.
Special linear groups
In this section, we consider special linear groups SL n+2 (D) over infinite fields D. It is well known that the groups SL n+2 (D) also act strongly transitively on the associated building ∆ from the previous section. The opposition complex O(∆) and hence also the modules M p are the same as for general linear groups. In the case G = SL n+2 (D) for n ≥ 2, the Levi subgroups admit the following structure:
which splits as a semidirect product
and the group SL n+2−p (D) acts trivially on M p by the same argument as in Section 3.1. In particular
, and we choose G =
We obtain
again with SL n+1−p (D) acting trivially on M p . In particular, we have
As in [Cha80] , we apply Theorem 2.28 to obtain 
which converges to zero. Charney then uses this spectral sequence and a version of the relative Lyndon/HochschildSerre spectral sequence (Theorem 1.13) to prove homological stability for n ≥ 3k. One can improve this result using Theorem 3.3, however.
Proof In spite of the formulation of the theorem we will prove equivalently that n ≥ 2k−2 implies
Since relative H 0 vanishes always by Lemma 1.5 and since H 1 (SL n+2 (D); Z) = 0 for all n ≥ 0 by [HO89, 2.2.3], we can start an induction over k. Let k ≥ 2. As induction hypothesis, assume that
We will show that H k (SL n+2 (D), SL n+1 (D); Z) = 0 for all n ≥ 2k − 2. For any n ≥ 2k − 2 ≥ 2, by Theorem 3.5, we have the spectral sequence E 1 p,q converging to zero. Note first of all that
. In particular, we have to prove that E 1 0,k = 0. Since the spectral sequence converges to zero, it is enough to prove E 1 p,q = 0 for all p + q ≤ k + 1 and p ≥ 1, which will then imply E 1 0,q = 0 for all 0 ≤ q ≤ k. The situation is illustrated in Figure 1 . We will prove the vanishing of the modules separately for the regions I, II and III.
For region I, that is for p = 1 and 1 ≤ q ≤ k, note that
Since n ≥ 2k − 2 ≥ k ≥ q, we know that E 1 1,q = 0 by Theorem 3.3.
For region II, that is p + q ≤ k + 1, q ≥ 1 and 2 ≤ p ≤ n, we have in particular
so n − p ≥ 2q − 2. By the induction hypothesis, we hence have
for all p, q with p + q ≤ k + 1 and p ≥ 2. For the terms E
in region II, consider the relative Lyndon/ Hochschild-Serre spectral sequence from Theorem 1.13: Remark The best known stability result by Hutchinson and Tao in [HT08] for special linear groups improves this to n ≥ k in the case where D is a field of characteristic zero. Our result above improves the known stability range for all other infinite fields by one, however. Up to now, the best result known to the author is due to van der Kallen [vdK80] proving stability for n ≥ 2k for rings with stable rank 1.
Unitary groups
In this section, let D be a division ring. Let J : D → D be an involution and let ε = ±1.
If the characteristic of D is two, we have to assume that h is trace-valued, see [HO89,  Chapter 6] for further details. A subspace X ≤ V is totally isotropic if h(v, w) = 0 for all v, w ∈ X. Denote by (n + 1) the Witt index of h, the maximal dimension of a totally isotropic subspace of V . Then 2(n + 1) ≤ dim(V ). It is known that V splits non-canonically as an orthogonal sum V = H n+1 ⊥ W , where W is anisotropic, that is h(v, v) = 0 for v ∈ W \ {0}, and where H n+1 is a hyperbolic module, in particular dim(H n+1 ) = 2(n + 1). A good reference for unitary groups over division rings is [HO89, Chapter 6].
Definition 3.7
The unitary group associated to h is
the subgroup of h-preserving linear automorphisms of V .
It is well known that U(V ) admits a Tits system of type C n+1 which is weak if J = id, dim(V ) = 2(n + 1) and ε = −1, this is the case of orthogonal groups. We also allow this case explicitly. The corresponding building ∆ is isomorphic to the flag complex over all totally isotropic subspaces of V . The opposition complex O(∆) is then isomorphic to the flag complex over pairs of opposite totally isotropic subspaces of V , where This basis determines an apartment of the building ∆. We choose the standard chamber c 0 of ∆ and the type enumeration such that 
In particular, we have
We choose G to be For n ≥ 2, we apply Theorem 2.28 to obtain a spectral sequence
which converges to zero. Using this spectral sequence, we obtain a generalisation of the theorems by Vogtmann for orthogonal groups in [Vog79] and [Vog81] , which were later generalised to Dedekind rings by Charney in [Cha87] . Proof Note first that all assumptions imply n ≥ 2, so we can construct the spectral sequence E 
Again, we want to show that E 1 0,k = 0. We do this by showing that E 1 p,q = 0 for p + q ≤ k + 1 and p ≥ 1. The situation is illustrated in Figure 2 . We will prove the vanishing of these modules separately for the regions I and II.
First of all, consider region II, which consists of the modules E If the centre of (D) is finite, van der Kallen's result (Theorem 3.4) implies E 1 p,q = 0 for p + 2q ≤ n + 1. By hypothesis, n ≥ 2k, so p + q ≤ k + 1 and q ≤ k imply p + 2q ≤ 2k + 1 ≤ n + 1, which shows again that E 1 p,q = 0 in region I. This proves the theorem.
Remark Mirzaii and van der Kallen proved homological stability for unitary groups over local rings with infinite residue fields in [MvdK02] and [Mir05] with a slightly weaker stability range of n ≥ k + 1. We restrict ourselves to division rings with infinite centre, but on the other hand we allow an anisotropic kernel.
Note that, if W = {0} and J = id, which forces D to be a field, we obtain stability results for the following two special cases. Since by assumption n ≥ 2, we can apply Theorem 2.28 to obtain a relative spectral sequence converging to zero. We have to prove E 1 0,k = 0. As in the proof of Theorem 3.8, the general linear factors of L p , L p act trivially on M p and we consider the relative Lyndon/Hochschild-Serre spectral sequence to obtain
Now, for infinite fields, note that by Theorem 3.3, for j ≤ n + 1 − p, we have L 2 i,j = 0. In particular, p + q ≤ k + 1 ≤ n + 1 and p ≥ 1 implies E 1 p,q = 0, except for p = n + 1 = k + 1, where we apply the remark after Theorem 2.28 again. We obtain the theorem by inspection of the spectral sequence.
For finite fields, by Theorem 3.4, for 2j ≤ n + 1 − p, we have L 2 i,j = 0. So p + q ≤ k + 1 and q ≤ k imply p + 2q ≤ 2k + 1 ≤ n + 1, so E 1 p,q = 0, and we obtain the result.
