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ON THE BOUNDARY BEHAVIOUR OF THE HARDY SPACES OF
DIRICHLET SERIES AND A FRAME BOUND ESTIMATE
JAN-FREDRIK OLSEN AND EERO SAKSMAN
Abstrat. A range of Hardy-like spaes of ordinary Dirihlet series, alled the Dirihlet-
Hardy spaes H p, p ≥ 1, have been the fous of inreasing interest among researhers fol-
lowing a paper of Hedenmalm, Lindqvist and Seip [16℄. The Dirihlet series in these spaes
onverge on a ertain half-plane, where one may also dene the lassial Hardy spaes Hp.
In this paper, we ompare the boundary behaviour of elements in H p and Hp. Moreover,
Carleson measures of the spaes H p are studied. Our main result shows that for ertain ases
the following statement holds true. Given an interval on the boundary of the half-plane of
denition and a funtion in the lassial Hardy spae, it possible to nd a funtion in the
orresponding Dirihlet-Hardy spae suh that their dierene has an analyti ontinuation
aross this interval.
1. introdution
An ordinary Dirihlet series is a funtion of the form
∑
ann
−s
with (an)n∈N ⊂ C, where
s = σ + it denotes the omplex variable. In the last deade there has been interest in a range of
Hardy spaes of ordinary Dirihlet series [16, 17, 15, 2, 18, 22, 3, 19, 29, 30℄, whih for p ∈ [1,∞)
are dened to be the losure of nite Dirihlet polynomials in the norm
(1) lim
T→∞
(
1
2T
∫ T
−T
∣∣∣∣∣∑
n∈N
ann
−it
∣∣∣∣∣
p
dt
)1/p
.
The spaes are usually alled the Dirihlet-Hardy spaes and we denote them by H p. They
were dened and studied in [16℄ for p = 2, and in [2℄ for other values of p. The funtion theory
of these spaes has proven diult and merits interest. In fat, the most useful denition is in
terms of the Hardy spaes on the innite dimensional torus HP (T∞). As may be expeted, the
ase p = 2 is the most tratable sine (1) oinides with∥∥∥∑
n∈N
ann
−s
∥∥∥
H 2
=
(∑
n∈N
|an|2
)1/2
.
This is easily veried to be a norm, and moreover, by the Cauhy-Shwarz inequality it is seen
that H 2 denes a Hilbert spae of funtions analyti on the half-plane C1/2 =
{
σ > 1/2
}
. This
domain of analytiity is seen to be the biggest possible by onsidering the translates ζ(s+ σ) of
the Riemann zeta funtion, ζ(s) =
∑
n∈N n
−s
. F. Bayart [2℄ observed that by a result due to
B. J. Cole and T. W. Gamelin [9℄ this holds true for all p ∈ [1,∞).
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This raises the question of the boundary behaviour of funtions in the Dirihlet-Hardy spaes
along the absissa σ = 1/2. First onsidered impliitly by H. L. Montgomery, this question was
adressed in relation with the spae H 2 by H. Hedenmalm, P. Lindqvist and K. Seip.
Theorem ([26℄, [16℄). For F ∈ H 2 and every bounded interval I there exists a onstant C > 0,
depending only on the length of I, suh that
(2) lim
σ→ 1
2
+
∫
I
|F (σ + it)|2 dt ≤ C‖F‖2
H 2
.
We onsider this result to be the starting point of our investigation sine it opens the door
to omparing the spaes H p to the lassial Hardy spaes on the half-plane C1/2, whih are
denoted by Hp(C1/2). These spaes onsist of funtions analyti on this half-plane and nite in
the norm
‖f‖Hp(C1/2) = sup
σ>1/2
(∫
R
|f (σ + it)|p dt
)1/p
.
The funtion theory of these spaes is very rih and they are onsidered to be well understood. See
for instane [10, 14, 23, 24℄. In partiular, funtions in the spaes Hp(C1/2) have non-tangential
limits almost everywhere on the boundary σ = 1/2. A trik, well-known to researhers in the
eld, is to apply the embedding (2) to the inequality
(3)
∫
R
∣∣∣∣F (σ + it)σ + it
∣∣∣∣2 dt .∑
k∈Z
1
k2 + 1
∫ k+1
k
|F (σ + it)|2 dt.
It follows that if F ∈ H 2 then F/s ∈ H2(C1/2). Hene, funtions in H 2 have non-tangential
boundary limits that are loally L2 integrable. We remark that in [18℄ it was shown that for
funtions in H 2 the Dirihlet series onverges point-wise almost everywhere on the absissa
σ = 1/2.
Our purpose in the present paper is to investigate more deeply the singular behaviour of
funtions in the spaes H p. Espeially, we are able to ompare in a quantitative manner the
loal behaviour near the boundary σ = 1/2 of elements in H 2 to that of funtions in the
standard Hardy spae H2. Surprisingly, it turns out that funtions in these spaes are loally
almost alike. In the next setion, we state our results, whih are theorems 1 through 5, and
give some of the proofs. The proof of our main result, Theorem 1, is rather long; after some
preliminaries on frame theory in setion 3 it is given in setions 4, 5 and 6. Finally, setion 7 is
dediated to the proof of Theorem 5.
We remark that in our proofs we shall also use tehniques and arguments from frame theory,
the theory of entire funtions and operator theory.
2. Results
We begin with some notation. For a bounded interval I ⊂ R we let CI =
{
s ∈ C : i(s−1/2) /∈
R\I}, i.e. it is the omplex plane with two rays on the absissa σ = 1/2 removed. We denote
by Hol(CI) the set of funtions holomorphi in CI . Note that f(x) . g(x) is taken to mean
that there exists a onstant C > 0 suh that f(x) ≤ Cg(x) for all x. We use the onvention
‖f‖2L2(I) =
∫
I
|g(t)|2dt and stress that throughout this paper we view L2(I) as the subspae of
L2(R) that onsists of funtions with support in I.
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2.1. The ase p = 2. Our main result onerns the exibility of the boundary funtions of the
Dirihlet series in the spae H 2. We refer to the introdution for the denition.
Theorem 1. Let I ⊂ R be a bounded interval. Then for every f ∈ H2(C1/2) there exist F ∈ H 2
and φ ∈ Hol(CI) with Reφ(1/2 + it) = 0 on I suh that f = F + φ. In partiular, there exists a
unique F ∈ H 2 of minimal norm satisfying this. For this funtion the following holds:
1 There are onstants cI , CI > 0, independent of f , suh that
cI‖Re f(1/2 + it)‖2L2(I) ≤ ‖F‖2H 2 ≤ CI‖f‖2H2(C1/2).
2 Given a bounded subset Γ ⊂ CI at a positive distane from C\CI then there exists a
onstant DΓ,I > 0, independent of f , suh that
‖φ‖2L∞(Γ) ≤ DΓ,I‖f‖2H2(C1/2).
Moreover, given ǫ > 0 and |I| > 1, the smallest possible CI satises
(4) |I|(1−ǫ) |I|π log π . CI . |I|(1+ǫ)
6|I|
π log 2,
where the impliit onstants depend only on ǫ > 0. Also, the largest possible cI satises
1
|I|+ 14 ≤ cI ≤
1
|I| .
Finally,
1
π
≤ lim inf
|I|→0
CI ≤ lim sup
|I|→0
CI ≤ 2
π
,
and
1
π
≤ lim inf
|I|→0
cI ≤ lim sup
|I|→∞
cI ≤ 2
π
.
We remark that by keeping trak of the onstants in the proof, it is possible to show that for
|I| ≥ 1,
(5) DΓ,I . CI
{
1 +
1
|I|3 sups∈Γ
∫
R\I
∣∣∣∣ s(1− s)s− 12 − iτ
∣∣∣∣2 dτ
}
.
The heart of the qualitative part of the statement is the following.
Given f ∈ H2(C1/2) and a bounded interval on the absissa σ = 1/2, we an nd a
funtion F ∈ H 2 suh that ReF = Re f on this interval.
The quantitative part of our main result gains additional interest as one observes, that it an
be onsidered as a strong measure for how quikly the well-known almost periodiity for elements
in H 2 takes plae in the vertial diretion. The inequality (4) is obtained by establishing a lower
estimate for a frame onsisting of weighted exponentials at logarithmi frequenies, see Lemma
9. This is of independent interest sine expliit bounds for non-trivial frames are diult to
obtain.
The proof of Theorem 1 is given in Setions 4 6.
For the readers onveniene we end this subsetion by giving a simple and self-ontained
proof of the embedding (2) stated in the introdution. This proof serves as a blueprint for the
argument of our main result, and we also use diretly some ensuing information from the proof.
Note that this proof is dierent than the ones given in [26, 16℄.
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Proof of inequality (2). Let χI denote the indiator funtion of the interval I ⊂ R and onsider
the embedding operator dened on the set of Dirihlet polynomials D by
EI :
∑
n∈N
ann
−s ∈ D 7−→ χI(t)
∑
n∈N
ann
−1/2−it.
The operator EI is densely dened from H
2
to L2(I). The lemma holds if and only if EI extends
to a bounded operator on all of H 2. We approximate EI in the strong-operator topology by
operators of the type
(6) EI,δ :
∑
n∈N
ann
−s ∈ D 7−→ χI(t)
∑
n∈N
ann
−1/2−δ−it.
For xed δ > 0, the operator EI,δ : H
2 → L2(I) is well-dened and bounded sine it orresponds
to restrition on an interval on the line σ = 1/2+δ. It follows by a straight-forward omputation
that
EI,δE
∗
I,δg =
∑
n∈N
gˆ(− logn)n−it
n1+2δ
,
where the Fourier transform on L2(R) is given by
gˆ(ξ) =
∫
R
g(t)e−itξdt.
By expanding the Fourier transforms and interhanging summation and integral signs before
taking the limit (whih is easily justied by onsidering rst g ∈ C∞0 (I)), we get
EI,δE
∗
I,δg = lim
δ→0
χI(g ∗ ζ1+2δ).
where ∗ denotes onvolution on R, the funtion ζσ(t) = ζ(σ+it) =
∑
n−σ−it is the Riemann-zeta
funtion and g ∈ L2(I) is extended to all of R by setting it equal to zero outside of I. Sine the
zeta funtion satises ζ(s) = 1s−1 + ψ(s) where ψ is an entire funtion, we may take the limit
δ → 0+ to obtain
(7) EIE
∗
I g = 2πχIP+g + χI(g ∗ ψ1).
Here ψ1(t) = ψ(1 + it) and P+ denotes the Riesz projetion L
2(R)→ H2(C+) given by
(8) P+g(t) = lim
δ→0+
1
2π
∫
R
g(τ)
δ + i(t− τ)dτ.
Sine the Riesz projetion is bounded on L2(R), the lemma now follows. (See for instane [23,
p. 128℄ for more on the Riesz projetion.) 
2.2. The ase p = 1. Before we proeed, we try to better explain the struture of the spaes
H p for general p ∈ [1,∞) by indiating the onnetion to the Hardy spaes on the innite
polydisk Hp(T∞). The idea is to identify the Dirihlet monomial p−sn , where pn is the n'th
prime number, with the n'th variable of the innite torus
T
∞ = {(z1, z2, . . .) : zn ∈ T} .
In this way we get the formal orrespondene
B :
∑
n∈N
anz
ν1
1 · · · zνkk 7−→
∑
n∈N
ann
−s,
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where n = pν11 · · · pνkk is the prime number deomposition of the integer n. This is the Bohr
identiation rst introdued in [5℄. Sine T∞ is a ompat topologial group, it is straight-
forward to dene the spaes Lp(T∞) and their subspaes Hp(T∞). For details, the reader
should onsult the referenes [16, 2℄. In partiular, there it is shown, using ergodi theory, that
for Dirihlet polynomials we have
lim
T→∞
1
2T
∫ T
−T
|D(it)|pdt =
∫
T∞
|B−1D(χ)|pdρ(χ).
The referene [29℄ ontains a simpler proof of this relation, based onWeierstrass' density theorem.
This identity implies that the two norms for H p are isometri and it follows that they are
invariant under vertial translations. We next state a orollary to our main result.
Theorem 2. Let I ⊂ R be a bounded interval. Then for every f ∈ H1(C1/2) there exist F ∈ H 1
and φ ∈ Hol(CI) with Reφ(1/2 + it) = 0 on I suh that f = F + φ.
Proof. We may assume that I = [−T, T ]. Fix ǫ > 0 and denote Iǫ := [−T − ǫ, T + ǫ]. For
f ∈ H1(C1/2) let f = JO be its unique fatorisation into an inner funtion J and an outer
funtion O. Set g = JO1/2 and h = O1/2. We have both g, h ∈ H2, so by Theorem 1 there exists
funtions G,H ∈ H 2 and φg, φh ∈ Hol(CIǫ) suh that g = G+ φg and h = H + φh. Using this,
f −GH = gφh + hφg − φgφh.
In partiular v = χI Re(f −GH) ∈ L2(I). Let
v˜(s) =
1
2πi
∫
I
v(τ)
1
s − iτ − 12
dτ.
Then v˜ ∈ H2(C1/2) and so we may nd V ∈ H 2 and φv ∈ Hol(CI) suh that v˜ = V + φv. Let
F = GH +V . It now follows that F ∈ H 1 and moreover that Re(f −F )(1/2+ it) = 0 on I. 
It is evident that one may use the quantitative bound of Theorem 1 to ompute an expliit
upper bound for ‖f − F‖L∞(Γ) in Theorem 2 in the spirit of formula (5).
2.3. General p ∈ [1,∞). We refer to the previous subsetion for a desription of the spaes
H p in the general ase. Our next results have a slightly dierent avour than the previous ones.
To motivate them, we mention the role Dirihlet series play in number theory. In partiular,
the questions on the loal embedding properties into Lp spaes of intervals on the absissa
σ = 1/2 appear to be in some sense analogues of ertain deep onjetures in analyti number
theory, known as Montgomery's onjetures (see e.g. [26, hapter 7℄ and Bourgain [6℄). For more
information, we refer to [29, setion 3℄, whih espeially disusses in detail the open question
that has beome known as the Embedding problem for H p: given p ∈ [1,∞), does there exist
a onstant C > 0 suh that
(9) lim
σ→ 1
2
+
∫
I
|F (σ + it)|p dt ≤ C‖F‖p
H p
holds? Curiously enough, this inequality is presently known only for exponents p ∈ 2N.
In Theorem 4 we present two more equivalent statements whih are in terms of Carleson
measures. Before we state it, we give some additional denitions and prove a preliminary result,
Theorem 3. Let µ be a positive measure dened on C1/2. We say that µ is a Carleson measure
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for the spae Hp(C1/2) if there exists a onstant C > 0 suh that for every f ∈ Hp(C1/2) we
have
(10)
∫
C1/2
|f(s)|pdµ(s) ≤ C‖f‖pHp(C1/2).
We all a measure with bounded support a loal measure. Following [27℄, we say that a positive
measure µ is a Carleson measure for the spae H p if there exists a onstant C > 0 suh that
for all F ∈ H p it holds that ∫
C1/2
|F (s)|pdµ(s) ≤ C‖F‖p
H p
.
With this denition, the embedding (2) implies that any Carleson measure for the spaeH2(C1/2)
with bounded support is also a Carleson measure for the spae H 2. By a straight-forward
argument, we are able to establish the following result.
Theorem 3. Let p ∈ [1,∞) and assume that µ is a positive measure on C1/2. If µ is a Carleson
measure for H p then µ is a Carleson measure for Hp(C1/2).
The proof relies on Carleson's geometri haraterisation of the Carleson measures [7℄ for the
spaes Hp(C1/2). We all a subset Q ⊂ C1/2 a Carleson square if it is a square with one side on
the absissa σ = 1/2.
Lemma 1 (Carleson). Let p > 0. A positive measure µ on C1/2 is a Carleson measure for the
spae Hp(C1/2) if and only if there is a onstant C > 0 suh that for all Carleson squares Q we
have µ(Q) ≤ C|Q|.
We make an important remark. The onstant C of Carleson's haraterisation is omparable
to the best onstant of the inequality we used to dene the Carleson measures.
Proof of Theorem 3. Assume that µ is a Carleson measure for H p with onstant C > 0. Let Q
be a small Carleson box in C1/2. Let s0 be the mid-point of the right edge of the box. Next, we
verify that ζ
2/p
s0 (s) = ζ
2/p(s+ s0) ∈ H p and ompute the norm. Consider the funtion
F (z1, · · · ) =
∏( 1
1− p−s0n zn
)2/p
on the innite dimensional torus. Both heking its norm and omputing its Fourier oeients
is straight-forward sine the evaluation against the measure Haar measure on T∞ splits over the
oordinates. In partiular,
‖F‖pLp(T∞) =
∏
n∈N
∥∥∥∥∥
(
1
1− p−s0n zn
)2/p∥∥∥∥∥
p
Lp(T)
=
∏
n∈N
(
1
1− p−2σ0n
)
= ζ(2σ0).
In this way it follows that F ∈ Hp(T∞), and so by the Bohr identiation, we obtain BF =
ζ
2/p
s0 ∈ H p with ‖ζ2/ps0 ‖pH p = ‖ζs0‖2H 2 = ζ(2σ0).
Next, we ombine this with the fat that µ is a Carleson measure for H p to get
(11)
∫
Q
|ζ2/ps0 (s)|p
‖ζs0‖2H 2
dµ ≤ C 1‖ζs0‖2H 2
‖ζ2/ps0 ‖pH p = C.
On the other hand, by the formula ζ(s) = (s− 1)1 + ψ(s) for the Riemann zeta funtion, where
ψ is an entire funtion, it follows that ζ(2σ0)
−1 = ‖ζs0‖−22 = (2σ0 − 1)(1 + o (1)) as σ0 → 1/2.
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So, for s0 lose to the absissa σ = 1/2, the left hand side of (11) is greater than some onstant
times
(12) (2σ0 − 1)
∫
Q
|ζ(s+ s0)|2 dµ ≥ 2σ0 − 1
2
∫
Q
(∣∣∣∣ 1s+ s0 − 1
∣∣∣∣2 − 2 |ψ(s+ σ0)|2
)
dµ.
Sine ψ(s) = O (1) for s in a bounded set, it follows by geometri onsiderations that |s+s0−1|2 ≤
(5/4)(1−2σ0)2 for s ∈ Q. Hene, the expressions in (12) are greater than (2/5)(2σ0 − 1)−1µ(Q)+
O (2σ0 − 1). It follows that there is some onstant D > 0 suh that for any Carleson box with
σ0 < 1 we have
µ(Q) ≤ D(2σ0 − 1).
We verify that this implies that µ is a Carleson measure for H p. Sine 1 ∈ H p, it follows
that µ(C1/2) ≤ C. So for any Carleson box Q2 with sides σ0 ≥ 1, it follows that µ(Q2) ≤
C ≤ C(2σ0 − 1). Hene, by Carleson's haraterisation of Carleson measures (Lemma 1), µ is a
Carleson measure for the spaes Hp(C1/2). 
The next theorem says that the onverse of this theorem is equivalent to the truth of the
Embedding onjeture, i.e. the validity of the inequality (9) for general p ∈ [1,∞).
Theorem 4. Let p ∈ [1,∞). Then the following statements are equivalent.
(a) For every bounded interval I ⊂ R there exists a onstant C = C(|I|) > 0 suh that for all
nite sequenes (an) of omplex numbers it holds that∫
I
∣∣∣∑ ann− 12−it∣∣∣p dt ≤ C ∥∥∥∑ ann−s∥∥∥p
H p
.
(b) Every loal Carleson measure for Hp(C1/2) is also a Carleson measure for H
p
.
() There exists a onstant D > 0 suh that every loal Carleson measure for Hp(C1/2) of the
form
µS =
∑
δsn(2σn − 1),
with onstant C > 0, is also a Carleson measure for H p with∫
|F (s)|pdµS(s) ≤ CD‖F‖pH p ∀F ∈ H p.
We give a lemma on whih the impliation (b)⇒ (c) hinges. To do this we need to make some
denitions. Let Γ be some bounded subset of C1/2 and let M(Γ) denote the omplex measures
with support in the losure of Γ. This forms a Banah spae under the norm ‖µ‖ = ∫
Γ
d|µ|. For
xed p ∈ [1,∞) let X denote either of the spaes Hp(C1/2) or H p. By CMpΓ(X) we denote the
spae of all signed measures supported on a bounded subset Γ ⊂ C1/2 equipped with the norm
‖µ‖CMp
Γ
(X) = sup
‖f‖X=1
∫
Γ
|f(s)|pd|µ(s)|.
Here ν = |µ| denotes the total variation measure of µ (see [13, p. 93℄).
Lemma 2. For xed p ∈ [1,∞), let X denote either of the spaes Hp(C1/2) or H p. Then the
spae CMpΓ(X) is a Banah spae.
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Proof. Sine 1 ∈ H p and s−2 ∈ Hp, it follows that
(13) ‖µn‖M(Γ) =
∫
Γ
d|µn| . ‖µn‖CMpΓ(X).
Assume that (µn) ⊂ CMpΓ(X) is suh that
∑ ‖µn‖CMpΓ(X) < ∞. It sues to show that ∑µn
is onvergent in CMpΓ(X). By the inequality (13), we have∑
‖µn‖M(Γ) ≤
∑
‖µn‖CMpΓ(X) < +∞,
and so
∑
µn onverges to some element µ ∈ M(Γ). Moreover, µ ∈ CMpΓ(X). Indeed, for any
polynomial D, ∫
|D(s)|pd|µ| ≤ ‖D‖pX
∑
‖µn‖CMp
Γ
(X).
Finally, we onrm that µn → µ in the sense of CMpΓ(X). But this follows immediately, sine
‖µ−∑Nn=1 µn‖ ≤∑n>N ‖µn‖CMpΓ(X). In onlusion, CMpΓ(X) is a Banah spae. 
Proof of Theorem 4. It is lear that (a) ⇒ (b) sine then (1/s)H p ⊂ Hp (ompare to formula
(3)). We proeed to show (b)⇒ (c) and (c)⇒ (a).
(b)⇒ (c): Let Γ be some bounded subset of C1/2. Consider the operator
I : µ ∈ CMpΓ(Hp) 7−→ µ ∈ CMpΓ(H p).
By the hypothesis and Lemma 2, the operator I is well-dened. It sues to show that it is
ontinuous. By the losed graph theorem this follows if it has a losed graph. Assume that
µn → µ in CMpΓ(Hp) and that µn → ν in CMpΓ(H p). By (13), this implies that both µn → µ
and µn → ν in the topology of M(Γ), and so µ = ν as measures. Hene I has a losed graph.
Finally, (c) is just a speial ase of boundedness of I applied to sums of the point masses δsn .
(c)⇒ (a): Let F ∈ H p be a Dirihlet polynomial and onsider∫ T
0
∣∣∣∣F (12 + ǫ+ it
)∣∣∣∣p dt.
For ǫ > 0 small enough, the above is less than
T [ǫ−1]∑
n=0
∫ ǫ(n+1)
ǫn
∣∣∣∣F (12 + ǫ+ it
)∣∣∣∣p dt = T [ǫ
−1]∑
n=0
∫ ǫ
0
∣∣∣∣F (12 + ǫ+ it+ inǫ
)∣∣∣∣p dt
=
1
ǫ
∫ ǫ
0
∫
C
|F (s)|p dµǫ,t(s)dt,
where µǫ,t = ǫ
∑T [ǫ−1]
n=0 δ 12+ǫ+it+inǫ. By Carleson's geometri haraterisation of Carleson mea-
sures (Lemma 1), the quantities ‖µǫ,t‖CMp(Hp) are uniformly bounded for ǫ ∈ (0, 1). Let Γ ⊂ C1/2
be a bounded subset of C1/2 suh that the supports of the measures µǫ,t for ǫ ∈ (0, 1) are on-
tained in Γ. Then the uniform boundedness also holds in the norm of CMpΓ(H
p). By (c), this
implies that for ǫ ∈ (0, 1) we have∫
C
|F (s)|p dµǫ,t(s) . ‖F‖pH p .
Hene, ∫ T
0
∣∣∣∣F (12 + ǫ+ it
)∣∣∣∣p dt . ‖F‖pH p
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as ǫ→ 0, and the embedding theorem holds for H p. 
2.4. MCarthy's spaes. In [25℄ J. E. MCarthy studied several Hilbert spaes of Dirihlet
series. In partiular, he dened the family of spaes
H
2
α =
{∑
n∈N
ann
−s :
∑
n∈N
|an|2 logα(n+ 1) <∞
}
, α ∈ R.
By the Cauhy-Shwarz inequality the elements of these spaes are analyti on C1/2. The
motivation for introduing these spaes is that they resemble the lassial sale of spaes Dα(D)
that inludes the Bergman, Hardy and Dirihlet spaes on the unit dis. Speially, for α < 0,
it is the weighted Bergman spae of funtions analyti in C1/2 suh that
‖f‖2Dα =
∫
C1/2
|f(s)|2
(
σ − 1
2
)−α−1
dm(s) < +∞.
For 0 < α < 2 we let Dα(C1/2) be the Dirihlet-type of spae of funtions analyti in C1/2 suh
that f(σ)→ 0 when σ →∞ and
‖f‖2Dα =
∫
C1/2
|f ′(s)|2
(
σ − 1
2
)−α+1
dm(s) < +∞.
For α ≥ 2 it is possible to dene these spaes using higher order derivatives. In [27℄, embeddings
analogous to (2) were found and used to determine their bounded interpolating sequenes. To
state these embeddings we let Qθ denote the half-strip σ > 1/2, θ < t < θ + 1.
Lemma 3. Let F ∈ H 2α . For α < 0, we have
(14)
∫
Qθ
|F (s)|2
(
σ − 1
2
)−α−1
dm(s) ≤ C‖F‖2Hα .
Similarly, it holds for 0 < α < 2 that
(15)
∫
Qθ
|F ′(s)|2
(
σ − 1
2
)−α+1
dm(s) ≤ C‖F‖2Hα .
In partiular, by using the same trik as for the spae H 2 it follows that F ∈ H 2α implies
that F/s ∈ Dα(D). Our result in this setting is the following.
Theorem 5. Let I ⊂ R be a bounded and open interval. Then for every f ∈ Dα(C1/2) there
exists an F ∈ H 2α suh that f − F has ontinues analytially to all of Hol(CI) with Re(f −
F )(1/2+it) = 0 on I. There exists a unique F ∈ H 2α of minimal norm satisfying this. Moreover,
there exists a onstant C > 0, depending only on α ∈ R and the length of I, suh that
‖F‖H 2α ≤ C‖f‖2Dα .
We establish this result by onsidering the operator dened on nite sequenes by
RI : (an)n∈Z∗ 7−→
(∑
n∈N
ann
−it + a−nn
it
√
n
)∣∣∣∣∣
I
.
In order to determine the proper domain and target spaes for this operator we need to introdue
Sobolev spaes that in general onsist of distributions. Note that sine multiplying distributions
with the indiator funtion is in general problemati, we onsider restritions instead. The proof
is given in setion 7 along with the needed denitions.
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3. A brief introdution to frames
A sequene of vetors (fn) for a Hilbert spae H is alled a frame for H , with a lower frame
bound A and an upper frame bound B, if
(16) A‖g‖2 ≤
∑
| 〈g|fn〉 |2 ≤ B‖g‖2 ∀g ∈ H.
The optimal onstants in the inequalities are alled the upper and lower bounds for the frame
in question. A frame may be seen as a sort of over-omplete basis. In fat, a sequene (fn) is a
frame for a Hilbert spae H if and only if for any element f ∈ H there exists a sequene an ∈ ℓ2
suh that f =
∑
anfn with ‖f‖2H ∼
∑ |an|2, and for any sequene (an) ∈ ℓ2 the sum ∑ anfn
onverges in H . However, the hoie of the oeients is in general not unique. If it is, we all{
fn
}
a Riesz basis for H . Assume that
(17) S : (an) ∈ ℓ2 7−→
∑
anfn ∈ H
denes a bounded operator. It is not hard to see that the adjoint operator S∗ is bounded below if
and only if (fn) is a frame for H . Given this fat, the following lemma in reality gives equivalent
onditions for being a frame. The reader may wish to onsult [28, p. 97℄ for the equivalene of
(a) and (b).
Lemma 4. Let X,Y be Hilbert spaes and A : X → Y a bounded operator. Then the following
are equivalent.
(a) A is onto.
(b) A∗ is bounded below.
() AA∗ is bounded below.
In the literature, the operator SS∗ is often alled the frame operator. Note that sine SS∗
is self-adjoint, then it is bounded below if and only if it is onto. For a frame (fn), the sequene
((SS∗)−1fn) is also a frame, and it is alled the anonial dual frame. The following is shown
in, e.g., [8, h. 5℄.
Lemma 5. Let (fn) be a frame in a Hilbert spae H that has frame bounds A,B > 0, as in
(16), and let (gn) denote its anonial dual frame. Then for all f ∈ H we have
1
B
‖f‖2 ≤
∑
| 〈f |gn〉 |2 ≤ 1
A
‖f‖2,
and the representation
f =
∑
〈f |gn〉 fn.
Moreover, if (an) is a sequene suh that f =
∑
anfn, then∑
| 〈f |gn〉 |2 ≤
∑
|an|2.
We note that if (fn) is a Riesz basis, then the anonial dual frame is also a Riesz basis and
it is uniquely dened through the bi-orthogonal relation 〈fm|gn〉 = δm,n.
4. Proof of Theorem 1
4.1. Qualitative part. The following lemma is shown in e.g. [21, p. 238, thm. 5.26℄.
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Lemma 6 (Seond stability theorem of Semi-Fredholm theory). Let X,Y be Banah spaes and
A : X → Y be a ontinuous linear operator that is bounded below. If K : X → Y is a ompat
operator and B = A+K is injetive, then it follows that B is bounded below.
Reall that Z∗ = Z\{0}. Let I ⊂ R be a bounded interval and dene the operator
RI : (an)n∈Z∗ ∈ ℓ2(Z∗) 7−→ χI(t)
∑
n∈N
ann
−it + a−nn
it
√
n
∈ L2(I).
The operator is well dened and bounded. Indeed, by writing f1 =
∑∞
n=1 ann
−s
and f2 =∑∞
n=1 a−nn
s
, we see that RI((an)n∈Z∗) = f1(1/2 + it) + f2(1/2 + it), and the boundedness
follows from that of the embedding operator EI . The following lemma is the analogue of the
identity (7), and the proof is ompletely analoguous to that of our proof of the embedding
theorem in Subsetion 2.1, whene we just indiate the needed hanges.
Lemma 7. Let RI : ℓ
2(Z∗)→ L2(I) be the operator dened above. Then
(18) RIR
∗
Ig = 2πg + χI(g ∗ φ),
where φ(t) = Reψ(1 + it), and ψ is an entire funtion.
Proof. We approximate RI in the strong-operator topology by operators of the type RI,δ, where
for δ > 0
(19) RI,δ : (an)n∈Z∗ ∈ ℓ2(Z∗) 7−→ χI(t)
∑
n∈N
ann
−it + a−nn
+it
n1/2+δ
∈ L2(I).
This time a straight-forward omputation yields that
RIR
∗
Ig = lim
δ→0
χI(g ∗ 2Re ζ1+2δ).
By invoking again ζ(s) = 1s−1 + ψ(s), and observing that π
−1Re(δ + it)−1 = π−1δ/(δ2 + t2)
equals the Poisson kernel for the half plane, we have established that
(20) RIR
∗
Ig = 2πg + χI(g ∗ φ).
Here φ(t) = Reψ(1 + it). 
We ombine the previous two lemmas to obtain the following.
Lemma 8. The operator RI is onto L
2(I).
Proof. We may assume that I is entered at the origin. By Lemma 4 it sues to hek that
RIR
∗
I is bounded below in norm. We onsider the formula (18). The rst term on the right
hand side is a onstant multiple of the identity operator whih is bounded below. In order to
use Lemma 6 to show that this implies that RIR
∗
I is bounded below, it sues to show that
the operator RIR
∗
I is injetive, and that the operator Φ : g 7−→ χI(g ∗ φ) is ompat. The last
assertion follows immediately from the boundedness of the kernel of the operator, whih makes
it Hilbert-Shmidt.
We show that RIR
∗
I is injetive. Sine RI is always injetive on the image of R
∗
I , it sues
to hek that R∗I is injetive. A simple alulation shows that
R∗Ig =
(
. . . ,
gˆ(log 3)√
3
,
gˆ(log 2)√
2
, gˆ(0),
gˆ(− log 2)√
2
,
gˆ(− log 3)√
3
, . . .
)
.
12 JAN-FREDRIK OLSEN AND EERO SAKSMAN
Hene, we need to hek that for g ∈ L2(I) the ondition gˆ(± logn) = 0 for all n ∈ N implies
g = 0. Assuming that g is non-zero we obtain a ontradition, sine it is well-known (see e.g.
[31, Theorem 3, p. 61℄) that the density of zeros of funtions of exponential type is muh less
than that of our logarithmi sequene. 
With these preparations out of the way, we are ready to give the proof of the qualitative part
of Theorem 1. Let f ∈ H2(C1/2) and I = (−T, T ). Set v = χI Re f(1/2 + it). Sine RI is
surjetive and v ∈ L2(I), there exists a sequene (γn)n∈Z∗ ∈ ℓ2(Z∗) suh that
v =
∑
n∈N
(γnn
−1/2−it + γ−nn
−1/2+it),
with the onvergene of the sum being in the sense of L2(I). Sine v = (v+v)/2, we may assume
that γ−n = γn. It follows that the funtion
F (s) = 2
∑
n∈N
γnn
−s
is in H 2 and satises ReF (1/2 + it) = v(t) in the sense of L2(I). Hene, the funtion f − F
has vanishing real parts on I.
We next apply Shwarz reetion type argument via a suitable reproduing formula for (F−f)
to establish the existene of the oeients CI and DΓ,I . For g ∈ H2(C1/2), it is well-known
that a representation formula based on the real boundary values holds,
g(s) =
1
πi
∫ 1
2
+i∞
1
2
−i∞
Re g(w)
s− w dw.
As s(1 − s) is real on the absissa σ = 1/2, we apply the above formula to the funtion(
(f − F )(s)− (f − F )(1))/s(1− s) to obtain the representation formula
(21) (f − F )(s) = s(1− s)
iπ
∫ 1
2
+i∞
1
2
−i∞
Re
(
(f − F )(w) − (f − F )(1)
)
w(1 − w)(s − w) dw + (f − F )(1).
Sine Re(f−F )(1/2+it) vanishes almost everywhere for t ∈ I, it follows that the integral denes
an analyti funtion for all s ∈ CI . We denote this extension by f − F , and we note that it
satises
(f − F )(s) = −(f − F )(1 − s) s ∈ C.
We turn to statement (1). Sine RI is onto and bounded, it follows by the open mapping
theorem that there exists a onstant C > 0 suh that the sequene (γn) above may be hosen to
satisfy ‖(γn)‖2ℓ2 ≤ C‖v‖2L2(I). Dene F in the same way as above. Sine ‖v‖L2(I) ≤ ‖f‖H2(C1/2),
it follows that
‖F‖2
H 2
≤ 2‖γn‖2ℓ2 ≤ 2C‖f‖2L2(I) ≤ 2C‖f‖2H2(C1/2).
The existene and uniqueness of the element of minimal norm follows from the general theory
of onvex sets: a losed onvex set of a Hilbert spae always has a unique element of minimal
norm (see, for instane, setion 2.2 of [11℄). In partiular, the set{
F ∈ H 2 : ReF (1/2 + it) = Re f(1/2 + it) as funtions in L2(I)}
is learly losed and onvex in H 2.
Statement (2) is an easy onsequene of being able to hoose the element F presribed by
statement (1), and then applying the representation (21).
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4.2. Quantitative part. In this setion, we onsider a dual formulation of Lemma 8. This will
help us determine the asymptoti behaviour of the onstant CI of Theorem 1. The observation
is that RIR
∗
I is the frame operator in the spae L
2(I) for the sequene
Ω∗I =
(
. . . ,
3it√
3
,
2it√
2
, 1, 1,
2−it√
2
,
3−it√
3
, . . .
)
.
Lemma 8 says that RI is onto, whih by Lemma 4 establishes that Ω
∗
I really is a frame. Note,
however, that the operator RI ounts the onstant funtion of L
2(I) twie. We nd it onvenient
to only ount this funtion one. Therefore we dene
SI : (an)n∈Z\{−1,0} ∈ ℓ2(Z\{−1, 0}) 7−→ χI(t)
a1 +∑
n≥2
ann
−it + a−nn
it
√
n
 ∈ L2(I).
Then SIS∗I is the frame operator for
ΩI =
(
. . . ,
3it√
3
,
2it√
2
, 1,
2−it√
2
,
3−it√
3
, . . .
)
.
We prove the following lemma.
Lemma 9. Let I ⊂ R be an interval. Then ΩI forms a frame for L2(I). I.e., there exists
onstants AI , BI > 0, depending only on the length of I, suh that for all f ∈ L2(I) we have
AI‖f‖2 ≤ |fˆ(0)|2 +
∑
n≥2
|fˆ(logn)|2 + |fˆ(− logn)|2
n
≤ BI‖f‖2.
Moreover, given ǫ > 0, the biggest hoie for AI satises, for large enough |I|,
(22) |I|−(1+ǫ) 6|I|π log 2 ≤ AI ≤ |I|−(1−ǫ) Iπ log π.
Also, the smallest hoie for BI satises
(23) |I| ≤ BI ≤ |I|+ d,
where d ≤ 13.3138 . . . . Finally,
(24) lim
|I|→0
AI = lim
|I|→0
BI = 2π.
The omplete proof of this lemma is rather long, so we immediately show how the quantitative
part of Theorem 1 is a onsequene of this result.
Proof of the remaining part of Theorem 1. Let f ∈ H2(C1/2) and I = (−T, T ). Set v = χI Re f(1/2+
it). Sine RIR
∗
I is the frame operator for the sequene Ω
∗
I , it follows by Lemma 5 that for the
hoie γn :=
〈
v|(RIR∗I)−1n−1/2−it
〉
for n ≥ 1, and orrespondingly for n ≤ −1, we have
v =
∑
n∈N
(γnn
−1/2−it + γ−nn
−1/2+it).
As in the proof of the qualitative part of the theorem, we nd that we may assume γn = γ¯−n
and the funtion
F (s) = 2
∑
n∈N
γnn
−s
satises ReF (1/2 + it) = v(t) in the L2(I) sense, and so
(25) ‖F‖2
H 2
= 4‖γn‖2ℓ2(N).
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We hek that this hoie of oeients is optimal. Let the funtion G(s) =
∑
n∈N znn
−s
be
suh that ReG(1/2 + it) = v(t) in the L2(I) sense. Write zn = xn + iyn. Then
v =
∑
n∈N
(
xn + iyn
2
n−1/2−it +
xn − iyn
2
n−1/2+it
)
gives an expansion for v in the frame Ω∗. Sine the (γn)n∈Z∗ are the oeients of v relative to
the frame Ω∗I given by the anonial dual frame and γn = γ−n, Lemma 5 implies that
4
∑
n∈N
|γn|2 ≤
∑
n∈N
|xn + iyn|2
4
+
|xn − iyn|2
4
.
But ‖F‖2
H 2
equals the left hand side, and the right-hand side is equal to
∑
n∈N |zn|2 = ‖G‖2H 2 .
Hene, ‖F‖H 2 ≤ ‖G‖H 2 . This establishes the optimality of the hoie of oeients.
We turn to the expliit bounds of the lemma. Using the denition of the sequene (γn) and
Lemma 5, we get
1
2B˜I
‖v‖2L2(I) ≤
∑
n∈N
|γn|2 ≤ 1
2A˜I
‖v‖2L2(I)
where A˜I and B˜I are the lower and upper frame bounds for Ω
∗
I . It is easily heked that
AI ≤ A˜I ≤ 2AI and BI ≤ B˜I ≤ 2BI holds. By (25) this implies
cI‖v‖2L2(I) ≤ ‖F‖2H 2 ≤ CI‖v‖2L2(I),
with B−1I ≤ cI ≤ 2B−1I and A−1I ≤ CI ≤ 2A−1I . 
We turn to the proof of Theorem 9. What remains is to show the quantitative statements on
the frame bounds. We denote the operator SI by S2T . The inequalities (22) are an immediate
onsequene of the two following lemmas.
Lemma 10. Let ǫ ∈ (0, 1). For T > 2πe we dene the parameter µ > 1 through T = (1 +
ǫ)πµ−1eµ and let
G(x) = sinπx
[eµ]∏
k=2
sin πlog kx
π
log kx
.
For T large enough, we have g = F−1G ∈ L2(−T, T ) and
‖S∗2T g‖2ℓ2
‖g‖22
≤ T−(1−ǫ)2Tπ log π.
Proof. This is proved in setion 5 
Lemma 11. Let ǫ > 0 be given. For T large enough and any given f ∈ L2(−T, T ), it is possible
to hoose an auxillary set of frequenies Λ ⊂ R in suh a way that both inequalities
(26)
∑
n∈N
|fˆ(logn)|2
n
≥ 1
2T
∑
λ∈Λ
|fˆ(λ)|2,
and
(27) ‖f‖22 ≤ T (1+ǫ)
12T
π log 2
∑
λ∈Λ
|fˆ(λ)|2
are satised.
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Proof. This is proved in setion 6. Observe that the set Λ in the statement may depend on
f . 
To get the limits (24) we onsider the operator SI . Reall that the upper and lower norm
bounds for the operator SIS∗I give exatly the upper and lower frame bounds for ΩI . Next, we
easily ompute for g ∈ L2(I) that
SS∗I g = RIR∗Ig − χI
∫
I
g(τ)dτ.
By the Cauhy-Shwarz inequality, the norm of the operator dened by the right-most term
above goes to zero as |I| → 0. By the same argument, this holds for the right-most term in (18),
and we dedue that ‖SIS∗I − 2πId‖, where Id denotes the identity operator on L2(I), tends to
zero as |I| tends to zero. The desired limits then follow.
We turn to the inequalities (23). Let (an)n∈Z∗\{−1} be a sequene with only nitely many
non-zero oeients. For some N ∈ N we have
(28) ‖SI(an)‖2 =
∫
I
∣∣∣∣∣
N∑
n=1
ann
−1/2−it +
N∑
n=2
a−nn
−1/2+it
∣∣∣∣∣
2
dt.
Finding the upper bound of this amounts to nding the upper frame bound. This was essentially
alulated by Montgomery using an inequality due to Montgomery and Vaughan [26, eq. (27)
p. 140℄. We state this inequality without proof and show how the bound follows from it.
Lemma 12 (Montgomery and Vaughan). For N ∈ N let λ1, . . . , λN be distint real numbers
and δn = minm≤N,m 6=n |λm − λn|. Then
(29)
N∑
n,m=1
xnym
λn − λm ≤ γ0
(
N∑
n=1
|xn|2
δn
)1/2( N∑
n=1
|yn|2
δn
)1/2
,
where γ0 ≤ 3.2.
We follow Montgomery's argument. By applying the triangle inequality to (28), it sues
to onsider G(s) =
∑N
n=1 ann
−s
and I = (−T, T ). Multiplying out (∑ ann−s)(∑ ann−s) and
integrating, we get∫ T
−T
∣∣∣∣G(12 + it
)∣∣∣∣2 dt = 2T N∑
n=1
|an|2
n
+ 2
∑
n6=m
anam√
nm
sinT log nm
log nm
.
We apply inequality (29) to the seond term on the right hand side to nd that this is less than
or equal to (
2T +
2γ0
log 2
) N∑
n=1
|an|2.
Taking into aount |I| = 2T , we get the upper bound of (23). The lower bound follows by
onsidering onstant funtions.
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5. Proof of Lemma 10
Our idea is to onstrut a funtion g ∈ L2(−T, T ) for whih the mass ∫ T−T |gˆ(ξ)|2dξ is lose to
maximal, as entered as possible, and with gˆ(± logn) = 0 for ± logn in a long interval ontaining
(−T, T ).
Let ǫ > 0 be xed. By the Paley-Wiener theorem, or observing that the inverse Fourier
transform of sin(x)/x equals (1/2)χ[−1,1] one heks that
supp F−1
[eµ]∏
k=2
sin πlog kx
π
log kx
⊂
−π [eµ]∑
k=2
1
log k
, π
[eµ]∑
k=2
1
log k
 .
We note that
∑[eµ]
k=2 log
−1 k/(µ−1eµ)→ 1 as µ→∞. Hene, there is a number µ0 > 0 suh that
for µ > µ0 we have
supp F−1G ⊂
(
− (1 + ǫ)πµ−1eµ, (1 + ǫ)πµ−1eµ
)
.
Sine the parameter µ is hosen by requiring that T = (1 + ǫ)πµ−1eµ, the funtion g = F−1G
then satises supp g = (−T, T ). The rest of the proof is split into two parts. First we nd a
lower bound for ‖g‖2, then we ompute an upper bound for ‖S∗2T g‖ℓ2.
1) Our lower bound for ‖g‖2 is rude and based on Bernstein's inequality. This inequality
says that for funtions in the Bernstein spae, i.e. funtions F ∈ L∞(R) whih satisfy FF ∈
L∞(−T, T ), it holds that ‖F ′‖∞ ≤ T ‖F‖∞. We let F (x) = G(x)/ sinπx. Clearly, F is in the
Bernstein spae and satises F (0) = 1 and ‖F‖∞ ≤ 1. By the Bernstein inequality ‖F ′‖∞ ≤ T ,
and so
|F (x)| ≥ 1− Tx,
for x ∈ (−T−1, T−1). Sine sinπx ≥ 2x for x ∈ (0, 1/2), and T > 2, we get the estimate
(30) ‖G‖2L2(R) ≥ 8
∫ T−1
0
x2(1− Tx)2dx = 4
15T 3
.
2) We hek the upper bound for ‖S∗2T g‖ℓ2 . For n ∈ N suh that logn > µ, we simply use
| sinx| ≤ 1 and the inequality ∑[eµ]k=2 log log k ≤ eµ logµ to get
|G(logn)| ≤
[eµ]∏
k=2
log k
π logn
≤ µ
eµ
(π logn)eµ−2
.
Summing over logn ≥ µ, we use the formula ∫∞
eµ
x−1 log−α xdx = (α − 1)−1µ1−α for α > 1 to
nd for large T that ∑
logn≥µ
|G(log n)|2
n
≤ µ
2eµ
π2eµ−4
∑
logn≥µ
1
n logn2eµ−4
≤ exp {−2 logπeµ} .
Sine G is an odd funtion satisfying G(log n) = 0 for n ≥ 1 with logn ≤ µ, we may use the
relation T = (1 + ǫ)πµ−1eµ and, again, play a game of epsilons to onlude that
‖S∗2T g‖ℓ2 ≤ T−(1−ǫ)
log π
π T .
The lemma now follows by ombining this with the estimate (30).
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6. Proof of Lemma 11
Let us start with a short outline of how we proeed. We x f ∈ L2(−T, T ) and onstrut
the orresponding set Λ of frequenies by perturbing the harmoni frequenies of the spae
L2(−W,W ), whereW = (1+η)T with η ∈ (0, 1). The perturbation is done so that the frequenies
in Λ oinide with ertain members of the set ± logN = { logn ∈ N : n ∈ N}∪{− logn : n ∈ N}
for whih the size of fˆ is minimal on ertain intervals. In this way we ensure that (26) holds. In
the onstrution we hoose an auxiliary index k0 ∼ cT log T and perturb the harmoni frequenies
with |k| > k0 only slightly, whereas the frequenies with |k| ≤ k0 are moved more drastially.
The inequality (27) is harder to establish. We ombine an approah found in [12℄ with a
well-known stability theorem due to M.I Kade [20℄, and some growth estimates due to S. A.
Avdonin [1℄. The point is to ensure that the perturbation proess used to onstrut Λ is done in
suh a way that we get a representation of the type
(31) fˆ(x) =
∑
λ∈Λ
fˆ(λ)Ψλ(x),
where the funtions Ψλ deay fast enough so that they essentially have disjoint supports. It is
for this purpose that we need the over-sampling whih is ahieved by onsidering L2(−T, T ) as
a subspae of L2(−W,W ).
6.1. Construting the set Λ. Fix f ∈ L2(−T, T ). We remark that although the set Λ depends
on f , the estimates below will be uniform over suh sets. Our starting point is the set of harmoni
frequenies
{
πk/W
}
k∈Z
of the spae L2(−W,W ). The rst fundamental fat is Kade's 1/4-
Theorem whih we state in the following lemma. (See e.g. [31, p. 36, thm. 14℄ for a proof.)
Lemma 13 (Kade's 1/4-Theorem). Let
{
µn
}
n∈Z
be a sequene of real numbers suh that
|µn − n| ≤ δ < 1/4. Then
{
eiµnt
}
n∈Z
forms a Riesz base for L2(−π, π) with bounds only
depending on δ ∈ (0, 1/4).
In partiular, by saling, we nd that if
{
µn
}
n∈Z
is suh that |µn−πn/W | ≤ ρ < π/4W then{
eiµnt
}
n∈Z
forms a Riesz base for L2(−W,W ) satisfying
(32) W‖g‖2L2(−W,W ) ≃
∑
n∈Z
| 〈g|eiµnt〉 |2,
where the impliit onstants only depends on Wρ ∈ (0, π/4).
We split the onstrution of Λ into two steps:
1) For eah harmoni frequeny πk/W , let Ik denote the open interval of radius ρ = 1/4W <
π/4W entered on this frequeny, i.e.
Ik =
(
πk − 1/4
W
,
πk + 1/4
W
)
.
For n ∈ N, the distane between logn and log(n+1) is less than n−1. This means that for k ∈ Z
suh that |πk/W | ≥ log 2W , the neighbourhoods Ik will always ontain a member of ± logN.
We dene a threshold
k0 =
[
W log 2W
π
]
.
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Here the brakets denote the integer funtion. It follows that for eah k > k0 we may hoose
nk ∈ N suh that lognk ∈ Ik and for whih
|fˆ(lognk)| = min
n∈N:logn∈Ik
|fˆ(log n)|.
We do the orresponding seletion for the negative frequenies. I.e., for k < 0 we hoose nk ∈ N
suh that − lognk ∈ I−k and for whih
|fˆ(− lognk)| = min
n∈N:logn∈Ik
|fˆ(− logn)|.
Dene
λk =
{
lognk if k > k0
− lognk if k < −k0 ,
and let Λw =
{
λk
}
|k|>k0
. In partiular
(33) U = {πk/W}|k|≤k0 ∪ Λw
satises the Kade theorem with ρW = 1/4. Hene,
EU =
{
eiµt
}
µ∈U
forms a Riesz base for L2(−W,W ) with absolute bounds.
2) Let Lk denote the open interval of radius 1/4W entered on the point π(k + k0 + 1/2)/W
for k ≥ 0 and at π(k − k0 − 1/2)/W for k < 0. The intersetion of the sets Lk with ± logN is
non-empty. For |k| ≤ k0, hoose the number nk minimising the value of |fˆ(sgn(n) log |n|)| on
Lk ∩ ± logN. Let
λk =
{
lognk if 0 ≤ k ≤ k0
− lognk if −k0 ≤ k < 0 .
We denote Λ0 =
{
λk
}
|k|≤k0
and set
(34) Λ = Λw ∪ Λ0.
Note that the intervals Ik and Lk are disjoint, and moreover that we have the separation
(35) min
n∈Z
n 6=m
|λm − λn| ≥ 1
4W
.
It now follows from [31, Theorem 7, p. 129℄ that sine U is omplete in L2(−W,W ), then the
same holds for Λ.
6.2. A sampling formula. We will soon utilize the fat that the property of being a Riesz
basis is stable under the arbitrary perturbation of a nite number of points as long as the new
set of points is separated. This is a speial ase of a result by Avdonin in [1℄. As we need
expliit quantitative estimates, we are fored to estimate the eet of perturbation in basi
representation formulas. For f ∈ L2(−T, T ), a well-known sampling formula is the Whittaker-
Kotel'nikov-Shannon formula
fˆ(x) =
∑
k∈N
fˆ
(
πk
T
)
sinTx
(−1)kT (x− πkT ) .
This formula follows by taking the L2(R) Fourier transform of both sides of the Fourier series
f =
χ(−T,T )
2T
∑
k∈N
fˆ(πk/T )eiπkt/T .
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There are two problems with the above formula; we want to represent the funtion f in terms
of the frequenies Λ, and it does not onverge fast enough to separate the sampled oeients
from the rest of the terms in the way indiated above. Faed with a similar problem, it was
realised by Flornes, Lyubarskii and Seip in [12℄ that the orret replaement for this formula is
the Boas-Bernstein formula (see e.g. [4, p. 193℄). The formula says that if
{
λk
}
k∈Z
is a sequene
of real numbers suh that supk∈Z |λk − k| <∞, then for some l ∈ N large enough, it holds that
(36) fˆ(x) =
∑
k∈Z
fˆ(λ)hl(x− λk) G(x)
G′(λk)(x− λk) ,
where
G(x) =
∏
λ∈Z
′
(
1− x
λk
)
should be thought of as a sine type funtion while the fator
hl(x) =
(
sin ηx/l
ηx/l
)l
helps the sum onverge. The symbol
∏′
means that whenever λk = 0 the orresponding fator is
taken to be x. Clearly the hypothesis is satised for the sequene Λ. Our funtion G is slightly
more ompliated than what was studied in [12℄.
We now explain for the readers onveniene why this formula holds in our ase, and at the
same time we ollet some expliit estimates that we are going to need. Reall that, by Kade's
1/4-Theorem, the set of frequenies U dened by (33) gives a Riesz base for L2(−W,W ). Let
(37) S(z) :=
∏
λ∈U
′
(
1− z
λ
)
= z
k0∏
k=1
(
1−
(
z
πk/w
)2) ∏
k>k0
(
1−
(
z
λk
)2)
.
The series learly onverges and it is not hard to see that S(z) is a funtion of exponential type.
For instane, denote |z| = r. Then for any ǫ > 0 there exists onstants R > 0, K > 0 and a
polynomial P (r), suh that for r > R we have
|S(z)| ≤ P (r)
∏
k≥K
(
1 +
(1 + ǫ)2W 2r2
π2k2
)
≤ P (r) sin (i(1 + ǫ)Wr) . e(1+ǫ)Wr.
This implies that S(z) is at most of exponential type W . By omparing it to the sine funtion
with approximately the same zeroes, one is able to estimate the growth along lines parallel to
the real axis. This is the ontent of the following tehnial lemma, whih is a slightly quantized
speial ase of [1, Lemma 4℄.
Lemma 14 (Avdonin). Let Φ(z) be a funtion of the same type as (37) with real zeroes m+ δm
satisfying supn∈N |δm| < 1/2. Then there exist absolute onstants suh that∣∣∣∣sinπ(x+ i)Φ(x+ i)
∣∣∣∣ ≃ exp
 ∑
|m|≤2|x|,m 6=0
δm
m
+
δm
x+ ih−m
 , x ∈ R.
In our ase, we apply this lemma to Φ(x) = S(πx/W ) with |δk| ≤ 1/4π. A simple omputation
now shows that
1
(1 + |x|)1/π . |Φ(x+ i)| . (1 + |x|)
1/π .
20 JAN-FREDRIK OLSEN AND EERO SAKSMAN
In partiular, this implies that
(38) |Φ(x)| . (1 + |x|)1/π .
Indeed, ∣∣∣∣ Φ(x)Φ(x+ i)
∣∣∣∣2 = ∏
m∈N
(
1− 1
1 + (m+ δm − x)2
)
.
Splitting this produt into two parts, depending on whether x ≤ m or x < m, it is lear that it
is bounded by some onstant independent of x. We may now infer from the denition of Φ(x)
and (38) that
(39) |S(x)| . (1 + |Wx|)1/π .
Sine π−1 < 1/2 it follows for any λ ∈ U that S(x)/(S′(λ)(x − λ)) is in L2(R). Hene, by
the Paley-Wiener theorem, this is the Fourier transform of a funtion sλ ∈ L2(−W,W ) that
satises, by onstrution, 〈
sλ|eiµt
〉
=
{
1 if µ = λ
0 if µ ∈ U \ {λ}.
Using this bi-orthogonality, and the fat that EU gives a Riesz basis, we immediately get the
estimate
(40)
∫
R
∣∣∣∣ S(x)S′(λ)(x − λ)
∣∣∣∣2 dx ≃W−1.
Moreover, we get the representation for u ∈ L2(−W,W ),
(41) uˆ(x) =
∑
λ∈U
uˆ(λ)
S(x)
S′(λ)(x − λ) .
Finally, we set
(42) G(z) = S(z)
∏
1≤|k|<k0
(
1− zλk
1− zπk/W
)
=
∏
λ∈Λ
′
(
1− z
λ
)
.
As we have replaed just a nite number of elements in the basis EU by new vetors, and the
new set EΛ is still omplete, it is still a basis. Moreover, sine EU is a Riesz basis, then EΛ is
also one. From the fat that the funtions G(x)/(G′(λ)(x − λ)) are biorthogonal to the basis
by denition (and belong to L2(−W,W ) by onstrution), the uniqueness of the biorthogonal
system immediately gives the formula
(43) uˆ(x) =
∑
λ∈Λ
uˆ(λ)
G(x)
G′(λ)(x − λ) .
We now use the oversampling. Sine our f belongs to ∈ L2(−T, T ), it follows that the funtion
y 7→ fˆ(x)hl(y − x), where
hl(x) :=
(
sin ηx/l
ηx/l
)l
,
is the Fourier transform of a funtion in L2(−W,W ), by the relation between W, η and T ≥ 1.
Hene, we may apply formula (43) to this funtion, and by substituting y = x, the Boas-Bernstein
formula (36) follows.
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6.3. The inequality (26). As before, f ∈ L2(−T, T ) and Λ is the set of frequenies onstruted
in the previous setion. It is lear that∑
n∈N
|fˆ(logn)|2
n
≥
∑
log n∈∪Lk
|fˆ(log n)|2
n
+
∑
logn∈∪Ik
|fˆ(log n)|2
n
.
By the hoie of the frequenies Λw, followed by elementary estimates, this is seen to be bigger
than  ∑
|k|≤k0
|fˆ(λk)|2
∑
logn∈Lk
1
n
 +
 ∑
|k|>k0
|fˆ(λk)|2
∑
log n∈Ik
1
n
 ≥ 1
4T
∑
λ∈Λ
|fˆ(λ)|2,
as was to be shown.
6.4. The inequality (27). Reall the relation W = (1 + η)T for η ∈ (0, 1). We now speify
η := ε . Up to now this only eets the estimates via the auxiliary funtion hl. We hoose l = 2
and write h = h2. With this hoie let
F0 =
∑
λ∈Λ0
fˆ(λ)h(x − λ) G(x)
G′(λ)(x − λ) and
Fw =
∑
λ∈Λw
fˆ(λ)h(x − λ) G(x)
G′(λ)(x − λ) .
By the Boas-Bernstein formula (36), we have fˆ = F0 + Fw , from whih it follows that ‖f‖2 =√
2π‖fˆ‖ ≤ ‖F0‖2 + ‖Fw‖2. The inequality (27) follows from the estimates
‖F0‖2 . T (1+ǫ)12Tπ log 2
∑
λ∈Λ0
|fˆ(λ)|2,
and
(44) ‖Fw‖2 . T (1+ǫ)12Tπ log 2
∑
λ∈Λw
|fˆ(λ)|2.
These estimates are valid for T > 1 and the impliit onstants depend just on ǫ. The proofs are
essentially the same, so we only explain how to get (44). We ollet some tehnial estimates in
the following two lemmas.
Lemma 15. For λ ∈ Λw ∪
{
πk
W
}
|k0|≤k
, we have
W 1−1/π(|λ|+ 1)−1/π . |S′(λ)| .W 1+1/π(|λ|+ 1)1/π.(45)
Proof. The estimate follows from Lemma 14 in a similar way as the inequality (39). As before, we
set Φ(x) = S(πx/W ). We write the zeroes of Φ in the form µm = m+ δm, whene |δm| ≤ 1/4π.
In addition, set Φm(x) = Φ(x)/(x − µm). We then have Φ′(µm) = Φm(µm), and Φm(µm + i) =
−iΦ(µm + iy). Combining these two formulas we nd
Φ′(λ) = i
Φm(µm)
Φm(µm + i)
Φ(µm + i).
Sine Lemma 14 implies that (1 + |x|)−1/π . |Φ(x + i)| . (1 + |x|)1/π , the formula (45) follows
as soon as we know that ∣∣∣∣ Φm(µm)Φm(µm + i)
∣∣∣∣ ≃ 1,
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with the impliit onstants independent of m ∈ N. But this follows by simply expanding the left
hand side into an innite produt, and using the properties of the µk:
∏
k 6=m
′
∣∣∣∣∣ 1−
µm
µk
1− µm+iµk
∣∣∣∣∣ =
∏
k 6=m
1 +
1
(µk − µm)2
−1/2 ≃ 1.

We establish some notation. Let Jm =
[
(m− 12 ) πW , (m+ 12 ) πW
)
. This means that
J =
⋃
|m|≤k0
Jm =
[
λ−k0 −
π
2W
,λk0 +
π
2W
)
.
Sine Jm ∩ Jn = ∅, this is a partition of the interval J .
Lemma 16. Let ǫ > 0. For any λk ∈ Λw and W > 1,∣∣∣∣∣ ∏
λn∈Λ0
λk − πnW
λk − λn
∣∣∣∣∣ . W (1+ǫ) 2Wπ log 2.(46)
(47)
Moreover, ∥∥∥∥∥ ∏
λn∈Λ0
x− λn
x− πnW
∥∥∥∥∥
L∞(R\J)
. W (1+ǫ)
W
π log
33
24
(48)
and for m ∈ {− k0, . . . , k0},∥∥∥∥∥ ∏
λn∈Λ0
n 6=m
x− λn
x− nπW
∥∥∥∥∥
L∞(Jm)
. W (1+ǫ)
4W
π log 2.(49)
We note that here the onstants depend only on ǫ.
Proof. The arguments for all the inequalities are basially the same, so we only give the one for
(49). We rst onsider the ase m = 0.∥∥∥∥∥ ∏
λn∈Λ0
n 6=m
x− λn
x− nπW
∥∥∥∥∥
L∞(Jm)
≤
∏
λn∈Λ0
n>0
λn − π2W
π
W n− π2W
∏
λn∈Λ0
n<0
|λn| − π2W
π
W |n| − π2W
≤
k0∏
n=1
(
n+ k0 + 1/2
n− 12
)2
≤ 4
{
(2k0 + 1)!
(k0 + 1)!(k0 − 1)!
}2
By Stirling's formula this is smaller than some onstant times e(1+ǫ)4k0 log 2. Sine k0 = [W log 2W/π],
we obtain the desired inequality. Elementary onsiderations imply that the largest value basially
orresponds to the ase m = 0. Hene, the inequality follows for m ∈ {− k0, . . . , k0}. 
We now resume the proof of the inequality (27). The rst thing to notie is that the fator h
allows us to use the Cauhy-Shwarz inequality. This is essentially why we onstruted the set
Λ to be over-sampling for L2(−T, T ). We get
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(50) ‖Fw‖2L2(R) =
∫
R
∣∣∣∣∣ ∑
λ∈Λw
fˆ(λ)h(x − λ) G(x)
G′(λ)(x − λ)
∣∣∣∣∣
2
dx
≤
∫
R
∑
λ∈Λw
|fˆ(λ)|2|h(x− λ)|
∣∣∣∣ G(x)G′(λ)(x − λ)
∣∣∣∣2 × ∑
µ∈Λw
|h(x − µ)|dx
≤
∥∥∥∥∥∥
∑
µ∈Λw
h(x− µ)
∥∥∥∥∥∥
L∞(R)
∑
λ∈Λw
|fˆ(λ)|2
∫
R
|h(x− λ)|
∣∣∣∣ G(x)G′(λ)(x − λ)
∣∣∣∣2 dx︸ ︷︷ ︸
(I)
.
It is readily heked that the fator outside of the sum is less than some absolute onstant, so
it only remains to deal with (I). For λk ∈ Λw, we get by expanding G(x) in terms of S(x), and
using the inequality (46), that
(51) (I) =
∫
R
∣∣∣∣ S(x)S′(λk)(x− λk)
∣∣∣∣2 |h(x− λk)|
∣∣∣∣∣ ∏
λn∈Λ0
x− λn
x− πnW
∏
λn∈Λ0
λk − πnW
λk − λn
∣∣∣∣∣
2
dx
.W (1+ǫ)
4W
π log 2
∫
R
∣∣∣∣ S(x)S′(λk)(x − λk)
∣∣∣∣2 |h(x− λk)| ∏
λn∈Λ0
∣∣∣∣ x− λnx− πnW
∣∣∣∣2 dx︸ ︷︷ ︸
(II)
.
Here and below, the inequalities are valid for W > 1 and the impliit onstants depend on ǫ.
Reall that Jm =
[
(m− 1/2) πW , (m+ 1/2) πW
)
and J = ∪k0m=−k0Jm. Then
(II) =
∫
R\∪Jm
∣∣∣∣ S(x)S′(λk)(x− λk)
∣∣∣∣2 |h(x− λk)| ∏
λn∈Λ0
∣∣∣∣ x− λnx− πnW
∣∣∣∣2 dx︸ ︷︷ ︸
(III)
+
∑
|m|≤k0
∣∣∣∣S′(πmW )S′(λk)
∣∣∣∣2 ∫
Jm
∣∣∣∣ S(x)S′(πmW )(x− πmW )
∣∣∣∣2 × |h(x− λk)|
∣∣∣∣∣x− λmx− λk ∏
λn∈Λ0
n 6=m
x− λn
x− πnW
∣∣∣∣∣
2
dx
︸ ︷︷ ︸
(IV )
.
By the bound |h(x)| ≤ 1, and the inequalities (40) and (48), this implies that (III) .W (1+ǫ) 2Wπ log 3
3
24
.
It is readily heked that for T ≥ 1 and |k| > k0 one has ‖h(x − λk)‖L∞(J) . (|k| − k0)−2 for
some onstant that depends only on ǫ. Using this, in addition to the estimates (40), (45) and
(49), we get
(IV ) ≤ ‖h(x− λk)‖L∞(∪Jm)|S′(λk)|2
∑
|m|≤k0
(
|S′(πm
W
)|2
∥∥∥∥x− λnx− λk
∥∥∥∥
L∞(Jm)
×
∥∥∥∥∥ ∏
n6=m
λn∈Λ0
x− λn
x− πnW
∥∥∥∥∥
2
L∞(Jm)
∫
R
∣∣∣∣ S(x)S′(πmW )(x− πmW )
∣∣∣∣2 dx
)
.W (1+ǫ)
8W
π log 2.
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By ombining the inequalities for (I)-(IV) with (50), we get for W > 1 the estimate
‖Fw‖2 .W (1+ǫ) 12Wπ log 2
∑
λk∈Λ
|fˆ(λk)|2.
The impliit onstant depends on ǫ. By using the fat that ε > 0 is arbitrary, the relation
W = (1 + ǫ)T , and the simple inequality (x(1 + ε))x(1+ε) ≤ xx(1+2ε), valid for large enough x
and small enough ǫ > 0, the inequality (44) follows.
7. Proof of Theorem 5
In order to proeed, we dene the Sobolev spae Wα(I) on an interval I. For α ∈ R, let
wα(ξ) = (1+ |ξ|2)α/2 and denote the spae of tempered distributions by S ′(R). The unrestrited
Sobolev spae is given by
Wα(R) =
{
u ∈ S ′(R) : uˆ ∈ L2loc and ‖u‖Wα :=
∫
R
|uˆ(ξ)|2w2α(ξ)dξ <∞
}
.
For an open and (possibly unbounded) interval I ⊂ R , we let Wα0 (I) be the subspae of Wα(R)
that onsists of distributions having support in I. By a saling and mollifying argument one
easily heks that this subspae oinides with the losure of C∞0 (I) in the norm of Wα(R). The
denition of Wα0 (I) remains unhanged if I is a nite union of separated intervals.
With this, we dene the Sobolev spae
Wα(I) := Wα(R)/Wα0 (R\I¯C).
In other words, the quotient spae Wα(I) ontains the restritions of distributions in Wα(R) to
the interval I with the norm
‖u‖Wα(I) = inf
v∈Wα(R)
v|I=u
‖v‖Wα(R).
Under the natural pairing (u, v) =
∫
R
uˆ(ξ)vˆ(ξ)dξ, the dual spae of Wα(I) is isometri to
W−α0 (I), as is readily veried.
It is well-known that the funtions in the spaesDα(C1/2) have distributional boundary values
that belong to the Sobolev spaes Wα/2(I) on bounded and open intervals I ⊂ R. By the loal
embeddings, the same holds true for the spaes
H
2
α =
{∑
n∈N
ann
−s :
∑
n∈N
|an|2wα(log n) <∞
}
.
Closely related to the spae H 2α is the sequene spae ℓ
2
α(Z
∗). We dene it to be the sequenes
of omplex numbers (an) nite in the norm
‖(an)‖ℓ2α =
(∑
n∈N
|an|2wα(log n) + |a−n|2wα(− logn)
) 1
2
.
The following is analogue to Lemma 8. Reall that
RI : (an)n∈Z∗ 7−→
(∑
n∈N
ann
−it + a−nn
it
√
n
)∣∣∣∣∣
I
.
Lemma 17. The operator RI : ℓ
2
α −→ Wα/2(I), originally dened only on nite sequenes,
extends to a bounded and onto operator.
HARDY SPACES OF DIRICHLET SERIES 25
Let R∗I denote the adjoint operator of RI with respet to the natural pairing of the Sobolev
spaes and of ℓ2α. We remark that Lemma 17 says that RI : ℓ
2
α −→ Wα/2(I) is both bounded
and surjetive. This is equivalent to saying that the operator R∗I :W
−α/2
0 (I)→ ℓ2−α is bounded
and bounded below in norm. Sine
‖R∗Ig‖2ℓ2−α =
∑
n∈N
|gˆ(logn)|2w−α(log n) + |gˆ(− logn)|2w−α(logn)
n
,
we note that Lemma 17 may be formulated as follows (observe that we have hanged α to −α
for notational onveniene).
Lemma 18. Let I ⊂ R be a bounded interval and α ∈ R. Then there exist onstants, depending
only on the length of I, suh that for any f ∈Wα/20 one has
(52)
∑ |fˆ(logn)|2wα(logn) + |fˆ(− logn)|2wα(logn)
n
≃ ‖f‖2
W
α/2
0 (I)
.
In plae of Lemma 6 from Semi-Fredholm theory, we will use the following more rude result,
whih we prove for the readers onveniene
Lemma 19. Let H,K be Hilbert spaes and A : H → K be a bounded and injetive operator. If
there exist a subspae M ⊂ H of nite o-dimension, and a onstant C > 0 suh that ‖Af‖ ≥
C‖f‖ for all f ∈M , then A is bounded below in norm on H.
Proof of lemma 19. Assume that there exists a sequene of vetors (fn) suh that ‖fn‖ ≡ 1 and
‖Afn‖ ≤ n−1. We obtain a ontradition by showing that the sequene (fn) onverges in norm.
Let PM and PM⊥ be the orthogonal projetions onto M and M
⊥
, respetively. Sine M⊥ is
of nite dimension, we assume that PM⊥fn onverges to some vetor g ∈ H . Moreover, by the
triangle inequality,
‖APMfn +Ag‖ ≤ 1
n
+ ‖A(PM⊥fn − g)‖.
It follows that APMfn onverges to −Ag, and in partiular (APMfn) has to be a Cauhy se-
quene. The nal step is to observe that the lower boundedness of A on M implies
‖APM (fn − fm)‖ ≥ C‖PMfn − PMfm‖
for some C > 0. I.e., (PMfn) is a Cauhy sequene. And so, sine fn = PMfn + PM⊥fn, we get
that (fn) is a Cauhy sequene, as was to be shown. 
We are now ready to prove the lemma.
Proof of Lemma 18. It is enough to prove the relation (52). For f ∈ C∞0 (I), it is lear that
this expression onverges. Sine n−1 log 2 ≤ log((n + 1)/n) and wα(logn) ≤ wα(ξ) for ξ ∈
(log n, logn+1), it follows that the left hand side of (52) is less than the onstant 1/ log 2 times∑
n∈N
(∫ logn+1
logn
|fˆ(logn)|2wα(ξ)dξ +
∫ − logn
− logn+1
|fˆ(− logn)|2wα(ξ)dξ
)
.
Adding and substrating by fˆ(ξ)wα(e
ξ) within the absolute value signs, and using the inequality
|x+ y|2 ≤ 2(|x|2 + |y|2), shows that this again is smaller than the onstant 2 times
(53)
∫
R
|fˆ(ξ)|2wα(ξ)dξ +
∑
n∈N
(∫ logn+1
logn
|fˆ(ξ)− fˆ(logn)|2wα(ξ)dξ
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+
∫ − logn
− log n+1
|fˆ(ξ)− fˆ(− logn)|2wα(ξ)dξ
)
.
The rst term is simply ‖f‖2
W
α/2
0
. We need to show that the seond term is also ontrolled by
this norm. By expanding the Fourier transform, we nd that
(54) |fˆ(logn)− fˆ(ξ)|2 =
∣∣∣ ∫ ξ
logn
fˆ ′(τ)dτ
∣∣∣2 . 1
n wα(log n)
∫ logn+1
logn
|fˆ ′(τ)|2wα(τ)dτ,
Inserting this into the last term of (53) yield the upper bounds
∑
n∈N
1
n
(∫ logn+1
logn
|fˆ ′(τ)|2wα(τ)dτ +
∫ − logn+1
− logn
|fˆ ′(τ)|2wα(τ)dτ
)
≤
∫
R
|fˆ ′(τ)|2wα(τ)dτ = ‖tf‖2Wα/20 (I).
The last equality follows by the rule for dierentiating a Fourier transform and the denitions of
the norms. Sine multipliation by t is ontinuous on Wα0 (I) (hoose φ ∈ C∞0 (R) with φ(t) = t
in a neighbourhood of I, and observe that multipliation by φ in ontinuous on Wα/2(R)) it
follows that ‖tf‖Wα0 (I) . ‖f‖Wα/20 (I). This proves the upper inequality.
We turn to the lower inequality. We need to be slightly more areful. By the same argument
as above, we nd that the left hand side of (52) is greater than
‖f‖2
W
α/2
0 (I)
− Cα‖tf‖2Wα/20 (I).
However, for general α and I this leaves us with something negative. The solution is for some
suiently large N ∈ N to leave the terms with |n| < N out of the sum on the left hand side
of (52). This only makes the sum smaller, and applying again inequality (54) as before, (52) is
seen to be greater than
‖f‖2Wα0 (I) −
∫ logN
− logN
|fˆ(ξ)|2wα(ξ)dξ
−Cα
∑
|n|≥N
1
n
(∫ logn+1
logn
|fˆ ′(τ)|2wα(τ)2dτ +
∫ − logn
− log n+1
|fˆ ′(τ)|2wα(τ)2dτ
)
.
By the ontinuity of multipliation by the independent variable, given any ǫ > 0, we may hoose
N large enough so that this is greater than
(1− ǫ)‖f‖2Wα0 (I) −
∫ logN
− logN
|fˆ(ξ)|2wα(ξ)dξ.
Next, we explain how to use Lemma 19 to onlude. The lemma says that it is suient to
nd a subspae M⊂Wα/20 (I) with nite o-dimension suh that for all f ∈M we have
(55)
∫ logN
− logN
|fˆ(ξ)|2wα(ξ)dξ ≤ 1
2
‖f‖2
W
α/2
0 (I)
.
For η > 0 and K > 1/2η, hoose a nite sequene of stritly inreasing real numbers (ξn)
K+1
n=1
suh that ξ1 = − logN , ξK+1 = logN and infn∈J |ξ − ξn| < η. We set
M =
{
f ∈Wα0 (I) : fˆ(ξn) = 0, for 1 ≤ n ≤ K + 1
}
.
HARDY SPACES OF DIRICHLET SERIES 27
This is a subspae of nite o-dimension in W
α/2
0 (I). Moreover, by hoosing η small enough, an
estimate of the type (54) now implies (55). Indeed, for f ∈M, the left-hand side is equal to
K∑
n=1
∫ ξn+1
ξn
|fˆ(ξ)− fˆ(ξn)|2wα(ξ)dξ . η2
K∑
n=1
∫ ξn+1
ξn
|fˆ ′(τ)|2wα(τ)dτ ≤ η2‖tf‖2Wα/20 (I).
By the ontinuity of multipliation by the independent variable, the assertion now follows.

Proof of Theorem 5. Let f(1/2 + it) denote the boundary distribution of f ∈ Dα(C1/2). More-
over, let v be the real part of f(1/2 + it) onsidered as an element of Wα/2(2I). We now
argue essentially in the same way as in the proof of Theorem 1. Sine R2I : ℓ
2
α → Wα/2(2I) is
surjetive, there exists a sequene (γn)n∈Z∗ suh that
v =
∑
n∈N
(γnn
−1/2−it + γ−nn
−1/2+it),
where may assume that γ−n = γn, and the onvergene takes plae in W
α/2(2I). It now follows
that the funtion
F (s) = 2
∑
n∈N
γnn
−s
is in H 2α and satises
lim
σ→1/2+
ReF (σ + it) = v
in the sense of distributions on 2I. Hene, the funtion F − f is analyti on C1/2, and has
vanishing real parts on 2I in the sense of distributions.
The analyti ontinuation of the funtion F − f to all of CI is now standard and is obtained
in muh the same way as in Theorem 1. E.g., one may onsider a onformal map g : D → Ω,
where Ω ⊂ {σ > 1/2} is a smooth domain having 3I as a boundary segment, whene g itself
ontinues analytially over 3I. It follows that the analyti funtion (F − f) ◦ g satises a bound
|(F − f) ◦ g(z)| ≤ (1 − |z|)−β for some β > 0, whene its distributional boundary values are
well-dened and one obtains it (up to a onstant) as the Szegö-integral of the distributional
boundary values of its real part. The desired analyti ontinuation follows immediately.
The assertion about the smallest element and the existene of a norm onstant follow exatly
as in the proof of Theorem 1. 
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