We consider two skew Brownian motions, driven by the same Brownian motion, with different starting points and different skewness coefficients. In [13] , the evolution of the distance between the two processes, in local time scale and up to their first hitting time is shown to satisfy a stochastic differential equation with jumps. The jumps of this S.D.E. are naturally driven by the excursion process of one of the two skew Brownian motions.
Introduction

Presentation of the problem
Consider (B t ) t≥0 a standard Brownian motion on some filtered probability space (Ω, F , (F t ) t≥0 , P) where the filtration satisfies the usual right continuity and completeness conditions. Recall that the skew Brownian motion X x,β is defined as the solution of the stochastic differential equation with singular drift coefficient,
where β ∈ (−1, 1) is the skewness parameter, x ∈ R, and L 0 t (X x,β ) is the symmetric local time at 0:
It is known that a strong solution of the equation (1) exists, and pathwise uniqueness holds as well (see [3] , [15] ).
The skew Brownian motion is an example of a process partially reflected at some frontier. It finds applications 1 in the fields of stochastic modeling and of numerical simulations, especially as it is deeply connected to diffusion processes with non-continuous coefficients (see [18] and references therein). The structure of the flow of a reflected, or partially reflected, Brownian motion has been the subject of several works (see e.g. [2] , [5] ). The long time behavior of the distance between reflected Brownian motions with different starting points has been largely studied too (see e.g. [7] , [10] ).
Actually, a quite intriguing fact about solutions of (1) is that they do not satisfy the usual flow property of differential equations, which prevents two solutions with different initial positions to meet in finite time. Indeed, it is shown in [2] that, when −1 < β 1 ≤ β 2 < 1 and x > 0, almost surely, the path t → X x,β2 t remains above the path t → X 0,β1 t , and both paths meet at an almost surely finite random time. The law of the values of the local times of these processes at the first hitting time are computed in [13] . Moreover, it is shown in [6] that in the special case 0 < β2 1+β2 < β 1 < β 2 < 1 and x > 0 the two paths t → X x,β2 t and t → X 0,β1 t reflect on each other.
This means that, almost surely, for every t 0 > 0, there exists t > 0 such that x + β 2 L 0 t (X x,β2 ) = β 1 L 0 t (X 0,β1 ) and so X x,β2 t = X 0,β1 t at infinitely many times (see [6] Theorem 1.4 (iii)). Since the word "reflection" is widely used in the literature in somewhat different context, we prefer to say here that the two paths "bounce" on each other.
In [13] , the authors study the time dynamic of the distance between the two processes X 0,β1 and X x,β2 when the skewness parameters β 1 , β 2 are possibly different. They show that, after some random time change and to the first time they hit, the distance between the two processes is a Markov process, solution to an explicit stochastic differential equation with jumps.
This article is devoted to a detailed study of the distance between the two processes in the special case 0 < β2 1+β2 < β 1 < β 2 < 1, but after they first hit. We show that under the same random time change, this distance is the unique continuous markovian self-similar extension of the killed process described in [13] . Once this is proved, the theoretical frame provided by the theory of self-similar extensions of Markov processes permits then to compute the law of the difference process at any given deterministic time (in the new time scale). As a consequence of this study, if τ 0 1 (B) denotes the inverse local time of the Brownian motion B taken at time 1, we manage to describe the inhomogeneous markovian behavior of the process β → X 0,β
In [13] this process is studied up to its first hitting time at 0 and the law of the hitting time is computed.
The second section is devoted to a first study of the "difference process" as a standard markovian reflected process. The description leads to some kind of stochastic differential equation with jumps driven by the Poisson process of excursions.
In the third section of the paper we show that the difference process is a self-similar process, extending the killed process studied in [13] to the whole time strip [0, ∞) (see Proposition 2) . This shows that the difference process itself admits an excursion process and a local time at 0 related through the Master formula of markovian exit systems. Based on the theory developed in [12] , we identify the underlying Lévy process given via the Lamperti transform. We end this section by studying the underlying Lévy process and proving that Cramer's condition (recalled in Appendix) is satisfied for the killed difference process. This implies that there exists a self-similar extension of the killed difference process to the whole line strip [0, ∞) that leaves 0 continuously (Proposition 3).
The following fourth section is then devoted to proving our first main result (Theorem 4) : namely that the extension of the killed difference process to the whole strip that leaves 0 continuously corresponds in fact to the difference process of bouncing skew Brownian motions on the whole line itself. In a subsequent section, we compute explicitely the density of the difference process Z 0,β1,β2 t starting from the origin 0 with the help of an Itô-Dynkin formula adapted to our case. The following sections are then devoted to a brief study of the excursion process related to the difference process : we compute the entrance law of the excursion process associated to the difference process and provide a last exit decomposition. These result are obtained by direct computations.
We conclude the paper with a study of the markovian dependence of the skew Brownian motion w.r.t the skewness parameter β. The previous results allow to answer an open question formulated initially by C. Burdzy and Z.Q. Chen in [6] . In particular, we give the form of the inhomogeneous generator of the markovian process with "time" β (see section 7.2.
A reminder of notations and the value of constants involved in the computations
We recall here the value of constants that will be thoroughly used in this article.
Bouncing skew Brownian motions
Let x ≥ 0. Consider the two skew Brownian motions,
constructed on the same probability space (Ω, F , P x ) that supports their common driving standard Brownian motion (B t ) t≥0 . When x = 0 we will simply write P instead of P 0 .
The main issue of this paper is to study the c.a.d.l.a.g. process defined as
where τ u (X 0,β1 ) is the inverse of the local time of X 0,β1 , given by
Note that, since X 0,β1 τu(X 0,β 1 ) = 0, we have Z x,β1,β2 u = X x,β2 τu(X 0,β 1 ) − X 0,β1 τu(X 0,β 1 ) . Since throughout this note, the parameter β 1 is associated to the process starting from 0 and β 2 to the one starting from x, we will, from now on, suppress the dependence upon the skewness parameter and write X 0 , X x , Z x for X 0,β1 , X 0,β2 , Z x,β1,β2 when no confusion is possible.
Let us state our assumption h on β 1 , β 2 that will be used throughout this paper :
In [6] Theorem 1.4 (iii) it is proved that, almost surely, for every t 0 > 0, there exists t > 0 such that
and so X x t = X 0 t at infinitely many times (see [6] Theorem 1.4 (iii)). In turn, this implies that the positive process Z x hits zero at infinitely many times. This justifies that, we will call below Z x the "difference process", which in some manner describes how both skew Brownian motion "bounce" on one another.
Excursions of a skew Brownian motion
Consider X 0,β a skew Brownian motion starting from 0 and introduce the inverse of its local time τ u (X 0,β ) =
The Poisson point process (e u ) u>0 takes values in the space C 0→0 of excursions.
For e ∈ C 0→0 we denote R(e) the lifetime of the excursion and recall that by definition e does not hit zero on (0, R(e)), and e(r) = 0 for r ≥ R(e).
If we denote n β the excursion measure of the X 0,β , we have the formula, for any Borel subset A of C 0→0 ,
where n |B.M| is the excursion measure for the absolute value of a Brownian motion.
Recalls on the difference process up to its first hit at zero
In this paragraph, we make some recalls on known facts concerning the "distance process" derived in [13] . Up to its first hit at zero, the difference process is solution to a stochastic differential equation with jumps, driven by the excursion Poisson process of X 0 .
Let us introduce (e u ) u>0 the excursion process associated to X 0,β1 ,
The Poisson point process (e u ) u>0 takes values in the space C 0→0 of excursions with finite lifetime, endowed with the usual uniform topology. Remember that n β1 stands for the excursion measure associated to X 0,β1 .
Let us define T
Since X x,β2 and X 0,β1 are driven by the same Brownian motion, it is easy to see that they can only meet when X 0,β1 = 0. As a consequence, we have
The description of Z x up to time U ⋆ given in [13] is the following. 
where ℓ : (0, ∞) × C 0→0 → [0, ∞) is a measurable map.
For h > 0, we can describe the law of e → ℓ(h, e) under n β1 by
Corollary 1. Assume x > 0 and 0 < β 1 , β 2 < 1. We have for all t < U ⋆ ,
where µ(du, da) is the random jumps measure of Z x,β1,β2 on [0, U ⋆ ) × (0, ∞). The compensator of the measure
and γ = 1+3β2 2β2 . Remark 1. Theorem 1 fully details the dynamic of the "distance process" before it (possibly) reaches 0. The "distance process" decreases with a constant negative drift, and has positive jumps. Moreover, the value of a jump at time u is a function of the level Z x,β1,β2 u− and of the excursion e u . The image of the excursion measure under this function, with a fixed level h > 0, is given by the explicit expression (7) .
Remark 2.
For 0 ≤ x ≤ x ′ it is possible to construct X 0,β1 , X x,β2 and X x ′ ,β2 on the same probability space.
We have X 0,β1 ≤ X x,β2 ≤ X x ′ ,β2 almost-surely. By time-change, we also have
Note that for any 0 ≤ t ≤ x 2β1 , it is easy to show that Z x,β1,β2 t has the same moments as the law of the jumps characterized by ν. Moreover, (10) ensures that this property extends for all t ≥ 0. In particular, we show that
Let us introduce, for u ≥ 0, the sigma field,
With these notations, the process (Z x u ) u≥0 is (G u ) u≥0 adapted.
Proposition 1.
(See [13] Proposition 2) Assume x > 0 and 0 > β 1 < β 2 < 1.
Almost surely, one has the representation for all t < U
where ℓ : (0, ∞) × C 0→0 → [0, ∞) is the measurable map defined in Theorem 1.
Moreover, we may show that almost surely if X x τu− > 0,
Concerning the law of U ⋆ , it is given by the following result.
Theorem 2. (See [13] Theorem 3)
Assume h and x > 0.
Then the hitting time
, then the law of U ⋆ has the density
In the next paragraph, we state the first result of this paper, which gives a first description of the "distance process" after it reaches 0. 
The difference process as a reflected process with jumps
In this section, we describe the difference process as a reflected stochastic differential equation with jumps. For an account concerning reflected SDE with jumps (in the case where the jump measure is finite), we mention [14] .
However, we will see that the description of Z using standard methods as in [14] fails to describe precisely the behavior of the process a the boundary because of the degeneracy of the jumping measure at the boundary 0.
Theorem 3. Assume h and x > 0.
We have for all t ≥ 0,
3. (K t ) t≥0 is an (G t )-adapted process, null at t = 0 and such that
Remark 3. Note that in (8) , the compensator of the random measure µ(du, da) described in (9) is not welldefined for h = 0. Contrary to the random measure µ(du, da) in (8) , the random measureμ(du, da) of (16) is now defined on the whole strip [0, ∞) × [0, ∞). This explains the difference between equations (8) and (16) .
Theorem 3 is an attempt to study the difference process in the framework provided by the theory of reflected stochastic differential equation with jumps. Unfortunately, the non-differentiable character of (K t ) (due to the explosion of the measure describing the jumps near the boundary) does not permit to apply Itô's formula directly.
Before turning to the proof of Theorem 3, we need to clear out various preliminary results.
Lemma 1.
We have that
Proof. Since X 0 t − X x t t≥0 is a process with bounded variations, its local time is null. Thus, applying the Itô-Tanaka formula (for the symmetric sign function satisfying sgn(0) = 0), we have
But from the comparison principle for skew Brownian motions, we have that I X s >X x s = 0, so that
so that we have necessarily (20) .
Lemma 2.
(
Proof. This a consequence of [17] Lemma 3.2 p. 213.
Proof. (proof of Theorem 3)
Let e ∈ C 0→0 and for any fixed h > 0 consider e →X h (e) the mapping constructed in [13] , which gives a possible solution ofX 
with ℓ (h, e) = lim
It is shown in [13] that the solution of the above equation 21 is well defined for n β1 -a-e excursion e ∈ C 0→0 .
From (20) we deduce,
Note that the measure I X s < dL 0 s (X x ) is singular w.r.t. the measure dL 0 s X 0 because the ladder only increases on the set {s ≥ 0 : X 0 s = 0}. Thus, combining the results of Proposition 1, of Lemma 2, and the equation 8 (14) ,
Hence, we may set
The description given at Corollary 1 gives the announced result.
The difference process as a self-similar extension of the killed difference process
In this section we show that the difference process is self-similar and extends positively the killed difference process.
Self-similarity of the difference process
Remember that
τt(X 0,β 1 ) t≤U * the process killed when it first reaches 0. We may extend Z †,x t t≤U * on the whole time line [0, ∞) to a process -that we still note abusively Z †,x t t≥0
-such that 0 is a trap for Z †,x .
We have,
is a self similar process with index 1.
does not depend on h.
Thus,
is solution of the equation :
is a pure jump process with compensating measure given by ds ×ñ β1 (de).
Since the process s → e s is a Poisson point process with compensating measure ds × n β1 (de), so is s → e cs with compensating measure ds ×ñ β1 (de) and the description of ℓ(h; e) ensures that for a > 0,
Consequently, we see that the 'law' of c −1 ℓ(ch; e) underñ β1 is given by
share the same infinitesimal generator, start from the same point y = c −1 x, and 0 is a trap for them both : this ensures that Z †,x t t≥0
is a 1-self-similar process.
Second, we have that 1 c 1 2ε
and
Moreover, since X 0 and X x are driven by the same Brownian motion, we have
From the above, we deduce :
Consequently, (Z x t ) t≥0 is a 1-self similar process and it is an extension of the 1-self similar process Z †,x t t≥0
.
As mentioned in the introduction, the difference process (Z x t ) t≥0 hits zero infinitely many times, ensuring that it extends Z †,x t t≥0
recurrently.
Corollary 2. From [24] p. 551 or [17] p. 220, we deduce
In particular, from (16) , we arrive at the description
Local time and excursion measure of the difference process
Note that because 0 is a regular point there exists a local time ℓ 0 t (Z) for the difference process (Z t ) at 0. This is a positive continuous additive functional of the difference process (Z t ), increasing only on the visiting set
Let us introduce also the inverse local time ς 0 t of ℓ 0 t (Z) and defined by
Let M denote the closure of the zero set {t ≥ 0 : Z t = 0} and let G denote the set of strictly positive left endpoints of the maximal intervals components of M c . We may associate to the excursions (e s ) of the difference process (Z t ) away from 0 the predictable exit system n, ℓ 0 (Z) , where n is a σ-finite measure on (Ω, G * ) (G * denotes the universal completion of G 0 ) and such that if (θ s ) denotes the usual shift operators on Ω, we have the Master formula that leaves 0 continuously.
We will show later that this extension corresponds in fact to (Z x t ) t≥0 (see Section 4) .
Proof. We refer to the criterion stated in Theorem 1 of [12] (see also [21] ) in terms of the underlying Lévy process (the reader may look at Appendix A.3 for a brief recall concerning the underlying Lévy process and Cramer's condition).
So let us introduce the Lévy process associated with Z †,x t t≥0
by the Lamperti transformation (see for example [12] p. 233). For this, we consider the continuous additive functional A x defined by
We apply Ito's formula to the semi-martingale ln(Z †,x t ) for t < U * (recall (6)),
Consider the jump process J t = u≤t
. Its compensator can be easily computed and we have,
is a compensated jump process.
Using (27), we can write
is subordinator possessing only pure jumps.
The generator A † of the killed process Z †,x has domain D A † consisting of functions laying in the resolvent
In particular f ∈ C 1 ([0, ∞)).
Letting x tend to 0 in the previous equation we obtain that there exists a constant δ = 0 such that
The representation of f is given by
which is seen to tend to g(0) as x ց 0 thanks to (15) . So that by continuity of f at 0, we deduce δf ′ (0) = 0.
Consequently,
Hence,
for h > 0 and f an element of
From the theory of time changes (see for example Lamperti [17] p. 217), we may compute the generator B
of (H 0 t ) t≥0 and we easily find that
for h > 0 and g an element of
Consequently, the Lévy-Khintchine Formula implies
and Cramer's condition is satisfied
Observe that for
1+2β2 , which is guaranteed by assumption h.
The difference process is the positive self-similar extension of the killed distance process that leaves zero continuously
Remember the definition (1) ; the aim of this section is to prove the following crucial result.
that leaves 0
continuously.
The key of the proof relies on the preliminary results stated below.
Existence and uniqueness for solutions of the skew Brownian equation driven by Bessel bridges
Before getting started, let us introduce some notations.
Notations : In the next computations, we use the notation (ρ(a) t ) t≥0 for the 3-dimensional Bessel process starting from a, and P
a for its law. When a = 0, we simply write (ρ t ) t≥0 . P B stands for the law of the standard Brownian motion.
The notation X x,β (ω) stands for some solution of the skew Brownian motion equation driven by (ω t ) t≥0 ∈ a + W (where W is the Wiener space), namely a solution of
The key of our proof relies on the following result
0 , there is strong existence and uniqueness for X 0,β (ρ) solution of the skew Brownian motion equation.
0 -a.s., and X 0,β t (ρ) = ρ t for any t > 0, P
0 -a.s.
14 Proof. Remember that L 0 t (ρ) = 0, P
0 -a.s. so that ρ is itself a solution of the skew Brownian equation driven by itself. It remains to prove that it is the only solution, namely that necessarily X x,β (ρ) = ρ under P (3) 0 . Let h > 0 and a > 0 be positive parameters. Then, by Girsanov's Theorem, the process X −h,β (ρ(a)) is solution of
where (ρ(a) t ) t≥0 is a standard Brownian motion starting from a > 0 under the probability measure P a defined by P 
a . Let us now look at X −h,β (ρ), a possible solution of
Using the Markov property of ρ, we see from the previous that equation (36) Let T 1 (ρ) = inf{t > 0 : ρ t = 1}, we are going to give a lower bound on P
|β| . Note that since the local time L 0 X −h,β (ρ) does not increase on [0, T h/2 (ρ)], the Markov property for the 3-dimensional Bessel process ρ applied at T h/2 (ρ) gives that
The absolute continuity between P
h/2 and P B h/2 (see [22] Chap XI, exercice 1.22 p.450) for events in F T 1 (ρ(h/2)) = F T 1 (ρ(h/2))∧T 0 (ρ(h/2)) ensures that
(Note that this absolute continuity relation is ensured by the fact that E B h/2 T 1 (B) ∧ T 0 (B) < +∞ and the random stopping theorem for martingales applies). 
Let us evaluate E
Finally, from (37) and (38) we deduce
In particular, we see that there exists p > 0 satisfying
uniformly for any h > 0 sufficiently small.
We are now ready to show uniqueness for solutions X 0,β (ρ) for β ∈ (−1, 1) (case h = 0). The difficult case is when β ∈ (−1, 0), so we now assume that β ∈ (−1, 0). Let us denote
Suppose that we have proven that
Then, remember that there exists simultaneous solutions of (36) when h ∈ Q + . The comparison theorem for solutions of the skew Brownian motion equation ensures that a.s. for any t ≥ 0, the family of r.v.
for any fixed h > 0. Letting h ∈ Q + tend to 0 in the previous inequality gives
Consequently, if (41) is proved, then there exists a (possibly random) s > 0 such that L 0 t X 0,β (ρ) = 0, ∀t ∈ [0, s] P
0 -a.s. But if this is the case, then X 0,β s (ρ) = ρ s > 0, and since ρ does not hit 0 after time s > 0, X 0,β (ρ) 16 will never hit 0 either after s > 0 because it satisfies the skew Brownian equation driven by ρ. This proves that X 0,β (ρ) cannot increase its local time and the result of the lemma follows directly.
It remains to prove (41).
From (40), for any ε > 0
and Fatou's lemma implies
In particular, since s → L 0 s X 0−,β (ρ) is a.s. increasing and T 1 (ρ) > 0 a.s., we have
. So, applying Blumenthal's zero-one law and since p > 0, we necessarily conclude that
which is exactly (41) and the result is proved.
Let P 
Conclusion : proof of Theorem 4
Proof. We will now use the master formula (25)
for any predictable positive process V and bounded G * measurable functional F .
Let us choose T > 0 satisfying E x ℓ 0 T (Z) > 0 (remember the normalization E 0 ∞ 0 e −s ℓ 0 s (Z)ds = 1 so that it is easily seen that such T exists) and set F = I lim uց Zu> = I Z > = I lim uց X x τ u > and V s ≡ I [ ,T ] (s). Fact 1 : first note that ∀t ∈ G, Z x t− = 0. Indeed, by definition of G, if t lies in G, there exists a sequence of times (u n ) such that u n ↑ t with Z x un = 0. Since Z has a.s. rcll trajectories, we have 0 = lim un↑t Z x un = Z x t− . Fact 2 : second, note that if t ∈ G and Z x t > 0, then necessarily τ 0 t− = τ 0 t . Indeed, by the preceding (fact 1), Z x
Let us denote Z = {s ∈ R + : X 0,β1 s = 0} the zero-set of X 0,β1 and Z g the left-hand points of the maximal intervals in Z c .
From fact 1 and fact 2, we deduce
with H = I L R(e) (X ,β (e))> . Now applying the Master formula for the skew Brownian motion (with parameter β 1 ) and the result of Corollary 3 gives
thanks to the result of Corollary 3. Of course the same holds for n − β1 L 0 R(e) (X 0,β2 (e)) > 0 . Coming back to (43), this implies
and n(F ) = n(Z 0 > 0) = 0. The theorem is thus proved. From (16) and the result of Corollary 2 eq-(24), we finally arrive at the description
and K ≡ 0.
From this last equation (45), we see that the description of Z using the usual theory of reflected jumping processes fails to describe the trajectories at the reflecting boundary 0.
The law of the difference process starting at zero
Let us define the family of probability measures (P x ; x > 0) on the Skorokhod space D by
As a consequence of the previous study, we know that the process (Z x , P x ; x > 0) is a self-similar Markov process.
The Markov property implies that the process (Z x U ⋆ +t , t ≥ 0) is independent of the process (Z x U ⋆ +t , t ≤ U ⋆ ) and its law does not depend on x. Moreover, the scaling property implies that lim x→0 U ⋆ = 0 a.s., hence, this shows that the family of measures (P x ; x > 0) converges weakly, as x goes to 0, towards the law of the process (Z x U ⋆ +t , t ≥ 0). Let us mention that in this case Rivero [21] gives a construction of an entrance law for the process (Z x U ⋆ +t , t ≥ 0) in terms of exponential functionals of the underlying Levy process. We will denote by Z 0 , P 0 a process whose law P 0 is that of the process (Z x U ⋆ +t , t ≥ 0). The process Z 0 , P 0 will be called a "difference process starting from zero". By construction, the processes Z 0 , P 0 and (Z x , P x ) share a common infinitesimal generator.
An Itô-Dynkin formula for flat functions near zero
The aim of this paragraph is to prove the following proposition. 
Before proving Proposition 4, we need the following Lemma :
for any t ≥ 0, for any x > 0.
Proof. From (23) and taking expectations E that the equality (48) is satisfied for almost every t > 0 outside a negligible N x set. By the absurd suppose there exists t 0 > 0 and x > 0 with P(Z x t0 = 0) > δ (i.e. t 0 ∈ N x ). There exists a > 1, t 1 = at 0 >> t 0 with P Z x t1 = 0 = 0. Then, by the comparison principle for time changed skew Brownian motions, we have
yielding the contradiction.
Proof. (of Proposition 4)
Let ε > 0 be fixed.
For convenience, we introduce the notation [△f ] (y, a) = f (a + y) − f (y) for y ≥ 0, a ≥ 0.
Using the Markovian nature of (Z x t ) and using repeatedly Itô's formula on the intervals [τ k 2ε , τ k+1 ε ] (allowed by the fact that on these intervals, the generator of (Z x t ) t≥0 is completely known), for x > 2ε we may write
So that, by adding and subtracting the missing bounded variation terms on the intervals (τ k ε , τ k 2ε ] in order to complete the integrals, we have
20
We may complete the martingale increments too and we may write (with a slight abuse of notation)
We now take expectations ; since Z x leaves 0 continuously, we have that necessarily Z τ k 2ε− > 0; thus, we may scale the law of the jumps at the jumping times τ k 2ε −. Using this fact and scaling, gives
A change of variable ensures that ∞ 0 κ a h 2 1 + a h −γ 1 h>0 da < +∞ and does not depend on h. Moreover, from the fact that (Z x t ) is a process having only positive jumps and that its slope is −β 1 , we deduce that for any
This implies that
where C is some constant depending on f and x and possibly changing from line to line.
The last term is easily seen to tend to zero as ε ց 0 because of our assumptions on the function f . Since
is of zero expectation, we deduce the Itô-Dynkin formula (47).
Computation of the law of Z 0 1
This section is devoted to the proof of the following result:
For all t > 0, the law of Z 0 t has density
where c 1 is defined by c −1
22
The main ingredient in the proof is that because of the self-similarity of Z, the generator A acts as a multiplier for Mellin'stransform. Let us recall that for f : [0, ∞) → R one defines Mellin's transform of f as
for all ξ ∈ C such that the latter integral is well defined. It is clear that if f is bounded and with exponential decay near ∞ then ξ → M [f ] (ξ) is well defined and holomorphic on the half plane {ξ ∈ C | Re(ξ) > 0}.
For such functions f , we recall the four following properties which are easily derived from the definition of Mellin's transform:
Proof. Choose ξ with Re(ξ) ∈ (2, 3 2 + 1 2β2 ). Applying the Itô-Dynkin formula (47) to f (y) := y ξ−1 , we deduce,
where the moments above are finite (see Remark 2) .
Performing the change of variableã =
For any λ > 0, we set w λ,x (ξ) :
From an integration by parts we have,
We have for x = 0,
Fubini's theorem implies that
Let now x → 0 and set u λ := u λ,0 . We have,
Using the properties of Mellin's transform gives
Dividing by γ − 1 and using the fact that κ/(γ − 1) = (1 − β 1 )/2,
. Inverting Mellin's transform gives (for y > 0) :
Let us set
24
Then, υ λ is solution of the Kummer's equation (for y > 0) :
From the theory of solutions of Kummer's equation, if M and U are the confluent geometric functions, we may deduce that there exist two constants b 1 (λ) and b 2 (λ) such that for y > 0 :
Here M and U denote the confluent hypergeometric functions (the functions M and U are defined by formulas 13.1.2 and 13.1.3 in chapter 13 of [1] , and see also formula 13.2.6 of [1] for an integral representation of U ). So 
Here A * denotes the formal adjoint of A. It is defined for any ϕ ∈ C 1 ((0, ∞)) such that A * ϕ < +∞ by
where the last lines come from the fact that γ − 1 > 1 (because β 2 < 1) and
Consequently, let us denote Γ the function (t, y) → β 1 y
One may easily check at once that e −λt p Z (t, x, y)dt. We may retake the previous computations without letting x tend to 0.
Then Fubini's theorem implies that
Using then the properties of Mellin's transform, we arrive after tedious calculations at
whereû λ,x stands for the Fourier transform of u λ,x . Unfortunately this formula does not seem easily invertible.
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Mean long time behavior
From this expression of p Z (t, 0, y)dy we deduce the following results.
Proposition 5. Assume h.
Set π(y) = c 1
Then, for any fixed y > 0,
For any real Borel function
Proof. As already noticed, under hypothesis h, we have that 0 < 1 − ξ * < 1. It is not hard to see that t 0 p Z (s, 0, y)ds = O(t 1−ξ ⋆ ) and is strictly increasing as t tends to ∞. Moreover, from the Fubini-Tonnelli theorem and a simple change of variable, we have that We may check that π(dy) thus defined is in fact an invariant measure for (Z t ) t≥0 meaning that A * π(dy) = 0.
Excursions of the difference process
From the result of Theorem 2, we have that
Since (Z x ) has been shown to be the positive self-similar recurrent extension of Z x, † that leaves 0 continuously, the theory of self-similar recurrent extensions asserts from (54) that the excursion measure n is self-similar with index 1 − ξ ⋆ . In turn, the self-similarity of index 1 − ξ ⋆ for the excursion measure n of the process (Z x t ) t≥0 implies that there exists a constant c (namely, c = n (R(e) > 1)) such that
(see iii) Lemma 2 in [20] ). In particular, n 1 − e −λR(e) = λ ∞ 0 e −λθ n (R(e) > θ) dθ ∝ λ ∞ 0 e −λθ θ ξ ⋆ −1 dθ (from the previous) and we get that
In particular, this implies that the Levy measure ν(dt) of the subordinator ς 0 t , P 0 takes the form
Entrance law
Let us denote
We have
Let (n t (dy)) t>0 := n I et∈dy I t≤R(e) t>0 denote the family of entrance laws satisfying n t Q s = n t+s (t, s > 0) and related to n. The family of entrance measures (n t (dy)) t>0 may then be described in terms of the underlying Levy process thanks to the result of [21] (See Theorem 2. formula (3)), which in our case and with our notations
and where E ♮ denotes the Lamperti transform of the canonical Lévy process under the h-transform probability measure (with respect to h : y → e (1−ξ ⋆ )y ) of the law of (H t ) t≥0 .
We shall prove the following result, Theorem 6. Assume h.
The family of entrance laws (n t (dy)) t>0 related to the description of n(de) are given by
Proof. From the theory of self-similar recurrent extensions (Master formula applied firstly for V s = e −λs and 
A notable consequence is that using (55)
e −λt n f (e t ) I t≤R(e) dt := L [n t (f )] (λ).
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This decomposition allows to invert the Laplace transforms in order do guarantee the integrability of the integrands ; and for any t > 0,
From the previous computation, for any positive function f ∈ C 1 ([0, ∞) ) such that f ∈ L 1 (π), we get from Fokker-Planck's equation that
So that
Note that using the change of variable θ = sβ 1 /y in the integral gives,
Inverting Laplace's transforms, we finally find that
Let us compute A * y → (y + uβ 1 ) −γ . We get that
and so the above integral is definite.
Moreover, setting δ := κ (γ−1)β1 − 1 = 1−3β1 2β1 . We see that as announced by the theory (see for example ) : indeed, note that our assumption h implies that 1−β1 2β1 > −1 and γ − 1−β1 2β1 = 2 − ξ ⋆ > 1, so that the integral below is definite, and we have that
Last exit decomposition before time t = 1 and Azema's projection
Let us introduce In particular, we readily deduce the following result :
and M 1 is a r.v. independent of U with law M 1 ∼ c 5 (z + β 1 ) −γ I z∈( ,∞) . We have the identity in law
Moreover, since Z 0 t t≥0 is auto-similar with index 1, we have Proposition 8.
Proof. Introduce d u := inf s ≥ u : Z 0 s = 0 . From Markov's property applied to Z 0 t t≥0 , we have for u ≤ 1
For any fixed t > 0, set A t := t − g t . If In particular for β + ε > β > β+ε 1+2(β+ε) > 0 i.e. for 2β 2 1−β > ε > 0
Hence, we find that for any ε ∈ Q such that The process β ∈ (0, 1) ∩ Q → X β τ 0 1 is an a.s. increasing process.
Let us check the Chapman-Kolmogorov equations. Indeed, for any y > a, ε ∈ Q such that 2β 2 1−β > ε > 0, and θ ∈ Q such that 2(β+ε) 2 1−(β+ε) > θ > 0 : 
