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A UNIFIED APPROACH TO THE GALOIS CLOSURE PROBLEM
HAU-WEN HUANG AND WEN-CHING WINNIE LI
Abstract. In this paper we give a unified approach in categorical setting to the problem of finding
the Galois closure of a finite cover, which includes as special cases the familiar finite separable field
extensions, finite unramified covers of a connected undirected graph, finite covering spaces of a
locally connected topological space, finite e´tale covers of a smooth projective irreducible algebraic
variety, and finite covers of normal varieties. We present two algorithms whose outputs are shown
to be desired Galois closures. An upper bound of the degree of the Galois closure under each
algorithm is also obtained.
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1. Introduction
The Galois closure of a separable field extension F/E is a minimal Galois extension over E
containing F . It is unique up to isomorphism over E. When F = E(α) is a finite simple extension,
its Galois closure is the splitting field of the minimal polynomial f(x) of α over E. The most
common approach to construct the splitting field K of f(x) is the following iterative method:
Initially set K = F and n = 1. Begin with (1).
(1) If n ≥ deg f(x)− 1, then K/E is the Galois closure of F/E. Else go to (2).
(2) Find all monic irreducible factors p1(x), p2(x), . . . , pm(x) of f(x) in K[x] and go to (3).
(3) If deg pi(x) = 1 for all 1 ≤ i ≤ m, then K/E is the Galois closure of F/E. Else go to (4).
(4) Choose an irreducible factor pi(x) with deg pi(x) > 1 and go to (5).
(5) Reset K to be K[x]/(pi(x)) and increase n by one. Go back to (1).
Given a finite cover, such as an unramified cover of a connected undirected graph, or a finite
covering space of a locally connected topological space, or a finite e´tale cover of a smooth projective
irreducible algebraic variety, it is natural to ask the similar question of finding an explicit algorithm
which outputs the Galois closure of a given cover. In this paper, we give a unified approach to
the Galois closure problem, including the aforementioned covers, by employing the language of
category theory to formulate conditions (G1)–(G4) under which an iterative algorithm, Algorithm
I, is shown to output a Galois closure. The same holds for another divide-and-conquer algorithm,
Algorithm R, under the additional hypothesis (G5). The conditions (G1)–(G5) are satisfied by the
familiar covers discussed above.
This paper is organized as follows. The conditions (G1)–(G4) in categorical setting which en-
compass all special cases of interest are formulated in §2 and the condition (G5) is stated in §4.
In §3 we study covers and characterize a sufficient condition for Galois closures. The Algorithms
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I and R are introduced in §4, where we show that the outputs of these two algorithms are indeed
Galois closures of the input cover f . The Galois closures of f are shown to be unique up to iso-
morphism. As consequences, the degree of the Galois closures of f is less than or equal to (deg f)!;
if the additional condition (G5) holds, then the degree of the Galois closures of f is shown to be
a factor of (deg f)!. In arithmetic geometry, finite covers between irreducible varieties defined over
a field play a very important role. In particular, they are closely tied to the celebrated Inverse
Galois Problem, which concerns realizing a finite group as the Galois group of a prescribed base
field. Thus it would be desirable to have a categorical approach to finding the Galois closure of a
given finite cover allowing ramification. We address this question in the final section, where it is
explained that the two algorithms in §4 can be used to obtain Galois closures of finite covers, with
or without ramifications, of normal varieties.
2. A unified categorical setting
In this paper we assume familiarity with basic categorical notions and terminologies such as
categories, objects, arrows, epis, monos, pushouts, and pullbacks. The reader is referred to [Lan98,
Chapters 1 and 3] for more detail. Given two arrows f , g in a category with the same codomain,
namely cod f = cod g, denote by
Hom(g, f)
the collection of all arrows h such that g = f ◦ h. For notational convenience, we adopt the above
notation instead of the hom-sets in a comma category as in [Lan98, Chapter 2, §6].
Throughout this paper we consider a category C which contains a full subcategory D satisfying
the properties (G1)–(G4) below.
(G1) Any diagram B → A← C in D has a pullback in C.
(G2) The category D satisfies the following properties:
(I) The pushouts exist.
(II) Each arrow is epic.
(III) If an arrow is monic, then it is an isomorphism, that is, its inverse is an arrow of D.
(G3) For each object U of C, there exists a set Σ(U) of arrows i ofC with dom i inD and cod i = U
satisfying the following property: For any arrow u with domu in D and codu = U there
exists a unique i ∈ Σ(U) with Hom(u, i) 6= ∅; in other words, any such u factors through a
unique i in Σ(U).
(G4) There is a degree function“deg” from the collection R of arrows of C with codomains in D
into the set of positive integers with the following properties:
(I) deg(g ◦ f) = deg g · deg f for any arrows f , g and g ◦ f in R.
(II) deg f =
∑
i∈Σ(domf) deg(f ◦ i) for any arrow f in R.
(III) If B
f
→ A
g
← C is a diagram in D, then its pullback B
p
← U
q
→ C satisfies that
deg f = deg q and deg g = deg p.
This categorical setting encompasses the following examples of special interests to us.
Example 2.1. (Commutative separable algebras over a field). Fix a field E. Let C∗ be the
category whose objects are the nonzero finite-dimensional commutative separable E-algebras and
whose arrows are nonzero algebra homomorphisms over E. Set D∗ to be the full subcategory of
C∗ generated by the objects which are fields. Then an arrow f : F → K in D∗ is an embedding
over E of the field F into the field K.
Without loss of generality we may regard the arrows of D∗ as finite separable field extensions.
For any two field extensions K/F and L/F , the tensor product K ⊗F L is a pushout of K/F and
L/F . For any two extensions L/F and L/K, the field F ∩K is a pullback of L/F and L/K.
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Each object of C∗ is a finite direct sum of finite separable field extensions of E, which are objects
of D∗. For each object U of C∗, let the set Σ(U) consist of the projections from U to each of its
direct summands. Then an arrow u from U to an object K in D∗ has exactly one nontrivial
restriction to its direct summand since K does not contain nonzero zero divisors. Hence there is a
unique arrow i ∈ Σ(U) such that u = f ◦ i for some arrow f of D∗. Set
deg(F → X) = dimF X for all arrows F → X with domain F in D
∗.
It follows from the above discussion that the opposite categories of C∗ and D∗, denoted by C and
D, respectively, satisfy (G1)–(G4).
Alternatively, we can concretely describe the categories C and D as follows. For each object X
of C∗ its dual X∗ = HomE(X,E) is the set of E-module homomorphisms from X to E. Clearly
X∗ is a free E-module of the same dimension over E as X. Each arrow f : X → Y in C∗ gives rise
to an arrow f∗ : Y ∗ → X∗ sending φ ∈ Y ∗ to f∗(φ) := φ ◦ f in X∗. Call f∗ the dual of f . Then C
(resp. D) can be regarded as the category whose objects and arrows are the duals of those of C∗
(resp. D∗).
Example 2.2. (Finite covers of a connected undirected graph). Fix a connected undirected graph
G. Let C be the category whose objects are finite unramified covers of G and whose arrows are
finite unramified covering maps of undirected graphs. Such an arrow is a local graph isomorphism
such that the preimage of each vertex in the codomain, called a fiber, consists of finitely many
vertices. Choose D to be the full subcategory of C generated by the connected graphs.
For an undirected graph X, denote by V (X) its vertex set and E(X) its edge set. Let f : Y → X
and g : Z → X be two arrows of D. Recall from [Hel72] that the fiber product Y ×X Z is an
undirected graph whose vertices are the pairs (b, c) ∈ V (Y ) × V (Z) satisfying f(b) = g(c). An
edge connecting two vertices (b, c), (b′, c′) of Y ×X Z is a pair (x, y) ∈ E(Y ) × E(Z) such that
f(x) = g(y), x connects b and b′, and y connects c and c′. The graph Y ×X Z together with the
canonical projections Y ×X Z → Y and Y ×X Z → Z is a pullback of Y
f
→ X
g
← Z. Therefore
(G1) holds.
Given two arrows f : X → Y and g : X → Z of D, let Y ∐X Z be the connected graph
obtained from a disjoint union of Y and Z by identifying the vertices and edges which have the
same preimages in X under f and g. Then Y ∐X Z along with the canonical maps Y → Y ∐X Z
and Z → Y ∐X Z is a pushout of Y
f
← X
g
→ Z. Therefore (G2-I) holds. (G2-II) and (G2-III) are
obvious.
To see (G3), note that each object U of C is a disjoint union of finitely many connected compo-
nents Xi of U . Let Σ(U) consist of the inclusions from Xi to U . Given any arrow u : Y → U with
Y in D, since Y is connected, the image of u is a connected component of U , say, Xi. Hence u
factors through the unique inclusion map from Xi to U . Finally, we define the degree of an arrow
X → Y of C. Since Y is connected, the cardinalities of the fibers over the vertices of Y are the
same, this number is deg(X → Y ). In other words,
deg(X → Y ) = |fibYX|. for all arrows X → Y with codomain Y in D.
Then deg satisfies (G4).
Example 2.3. (Finite covers of a connected topological space). This is the same as the previous
example, with graphs replaced by locally connected topological covering spaces of a connected
topological space M .
Example 2.4. (Finite e´tale covers of an irreducible algebraic variety). Let V be an irreducible
algebraic variety over a field k. Set C to be the category whose objects are finite e´tale covers of
V and whose arrows are e´tale covering morphisms, and let D be the full subcategory generated
by irreducible e´tale covers. This can be seen in two ways: geometrically as covering spaces similar
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to Examples 2.2 and 2.3, or algebraically as the dual category of the category of nonzero finite-
dimensional commutative separable algebras over the field E of k-rational functions on V as in
Example 2.1. However, it differs from the previous three examples in that the universal cover for
the objects in the category D for the first three examples is again an object of the same nature,
namely the algebraic closure of the field E in Example 2.1, the maximal unramified connected
graph cover of G in Example 2.2, and the maximal locally connected topological covering space of
M in Example 2.3, but the universal object for finite irreducible e´tale covers of V is no longer a
variety.
3. Hom-sets and Galois closures
Motivated by Examples 2.1–2.4, an arrow of D is called a cover ; it has finite degree by (G4). In
this section we study properties of covers. In §3.1 we characterize the isomorphisms in D as covers
of degree one. In §3.2 we describe Hom(g, f) for covers f and g with the same codomain in terms
of their pullback. As a consequence we see that the size of Hom(g, f) is at most deg f . For any
arrow f let Aut(f) be the collection of all isomorphisms g ∈ Hom(f, f). Therefore the cardinality
of Aut(f) is at most deg f for any cover f .
We define a Galois cover analogous to that in field extensions.
Definition 3.1. A cover f is called Galois if Aut(f) contains exactly deg f covers.
Define a preorder ⊑ on the collection of arrows of C by f ⊑ g if cod f = cod g and Hom(g, f)
is nonempty. A cover g is said to be least with respect to the property P if g has property P and
g ⊑ h for any cover h with P . Call a cover g minimal with respect to the property P if (1) g
has property P and (2) g ⊑ h for any cover h with P and satisfying h ⊑ g. Thus a least cover is
necessarily minimal.
Definition 3.2. A cover g is called a Galois closure of a cover f if g is a minimal cover with respect
to the property that g is Galois and f ⊑ g.
In §3.3, for any cover f we give a sufficient condition for a cover g with f ⊑ g to be a Galois
closure of f .
In general, two covers f : A → B and g : C → D are said to be isomorphic if there exist
isomorphisms p : A → C and q : B → D such that q ◦ f = g ◦ p. In this paper we only consider
the special case where B = D by defining two covers f and g to be isomorphic if f ⊑ g and
g ⊑ f . As we shall see from Theorem 4.7 that the Galois closures of f exist, and are unique up to
isomorphism. Furthermore every Galois closure g of f is least with respect to the property that g
is Galois and f ⊑ g.
3.1. The degree one covers as isomorphisms. In this subsection, we show that the isomor-
phisms in D are exactly the covers with degree one. We begin by observing some simple conse-
quences of the condition (G4).
Lemma 3.3. If f ⊑ g for two covers f and g, then deg f divides deg g.
Proof. Pick any h ∈ Hom(g, f). By (G4-I) we have deg g = deg f · degh. Since deg h is a positive
integer, the lemma follows. 
Lemma 3.4. deg 1A = 1 for all objects A of D.
Proof. By (G4-I) we have
(deg 1A)
2 = deg(1A ◦ 1A) = deg 1A.
Since deg 1A is positive, it follows that deg 1A = 1. 
Now we prove the main result of this subsection.
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Proposition 3.5. A cover f : B → A is an isomorphism if and only if deg f = 1.
Proof. (⇒): Since f−1 ∈ Hom(1A, f) this shows that f ⊑ 1A. By Lemma 3.3 we have deg f ≤
deg 1A and deg 1A = 1 by Lemma 3.4. Since deg f is a positive integer by (G4) this forces that
deg f = 1.
(⇐): By (G1) there exists a pullback B
p
← U
q
→ B of B
f
→ A
f
← B. By (G4-III) we have
deg p = 1. Condition (G4-II) implies that
∑
i∈Σ(U)
deg(p ◦ i) = 1.
Therefore Σ(U) contains exactly one arrow i : I → U with I an object of D.
Let r = p ◦ i and s = q ◦ i. By the universal property of B
p
← U
q
→ B the axiom (G3) implies
that
B
r
←− I
s
−→ B
is a weak pullback of B
f
→ A
f
← B in D. This means that f ◦ r = f ◦ s and if there are two covers
g : C → B and h : C → B with f ◦ g = f ◦ h then there exists a cover u : C → I such that the
diagram
C
I B
B A
h
g
s
r
f
f
u
commutes. Take C = B, g = 1B and h = 1B . Then we have
r ◦ u = 1B .
By (G2-II) the cover u is epic. Applying u to the above equality on the left-hand side, it follows
that u ◦ r ◦ u = u. Since u is epic, this implies u ◦ r = 1I . Therefore u is an isomorphism. This
shows that B
1B← B
1B→ B is a weak pullback of B
f
→ A
f
← B in D as well.
Now, suppose there are two covers g and h with f ◦ g = f ◦ h. By the weak universal property
of B
1B← B
1B→ B there exists a cover u such that g = 1B ◦ u and h = 1B ◦ u. Therefore g = h. This
shows that f is a mono and hence an isomorphism by (G2-III). 
As an application of Proposition 3.5, we obtain some necessary and sufficient conditions for two
covers to be isomorphic.
Corollary 3.6. Let f and g be two covers satisfying f ⊑ g. Then the following are equivalent:
(i) f is isomorphic to g;
(ii) deg f = deg g;
(iii) Hom(g, f) contains an isomorphism.
Suppose (i)–(iii) hold. Then all covers in Hom(g, f) are isomorphisms.
Proof. (i) ⇒ (ii): The conditions f ⊑ g and g ⊑ f imply deg f = deg g by Lemma 3.3.
(ii) ⇒ (iii): Since f ⊑ g the set Hom(g, f) is nonempty. Since deg f = deg g, it follows from
Proposition 3.5 that each cover in Hom(g, f) is an isomorphism.
(iii) ⇒ (i): Immediate. 
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Corollary 3.7. Aut(f) = Hom(f, f) for any cover f .
Proof. The corollary is immediate from Corollary 3.6 since Corollary 3.6(ii) are satisfied when
g = f . 
3.2. Hom-sets and pullbacks. The main goal of this subsection is to describe the hom-set of
two covers with the same codomain in terms of their pullbacks.
Lemma 3.8. Let f : B → A and g : C → A denote two covers. If B
p
← U
q
→ C is a pullback of
B
f
→ A
g
← C, then
deg f =
∑
i∈Σ(U)
deg(q ◦ i).
Proof. Combine (G4-II) and (G4-III). 
The following lemma provides a useful tool to distinguish the arrows in the set Σ(U) for any
object U of C which occurs in a pullback of covers.
Lemma 3.9. Let f : B → A and g : C → A denote two covers. Let B
p
← U
q
→ C be a pullback of
B
f
→ A
g
← C. Two arrows i, j ∈ Σ(U) are equal if and only if there exists a cover u : dom i→ dom j
such that
p ◦ j ◦ u = p ◦ i and q ◦ j ◦ u = q ◦ i.
Proof. Write I for dom i.
(⇒): Take u to be 1I .
(⇐): Consider the commutative diagram:
I
U C
B A
p ◦ i
q ◦ i
q
p
f
g
i
Observe that replacing the arrow i by j ◦ u, the above diagram still commutes. The universal
property of B
p
← U
q
→ C implies that i = j ◦ u and hence u ∈ Hom(i, j). On the other hand, we
have 1I ∈ Hom(i, i). Therefore the arrow i factors through i and j. Condition (G3) forces that
i = j. 
The following theorem establishes a bijection between the hom-set of two covers with the same
codomain and the isomorphisms arising from their pullback. Note that the bijection Φ below is
well-defined by Proposition 3.5.
Theorem 3.10. Let f : B → A and g : C → A be two covers. Let B
p
← U
q
→ C be a pullback of
B
f
→ A
g
← C. Then the map Φ from {i ∈ Σ(U) | deg(q ◦ i) = 1} to Hom(g, f) given by
i 7→ p ◦ i ◦ (q ◦ i)−1
is a bijection. In particular |Hom(g, f)| ≤ deg f and the equality holds if and only if
deg(q ◦ i) = 1 for all i ∈ Σ(U).
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Proof. (Surjectivity) Given h ∈ Hom(g, f), we need to find an i ∈ Σ(U) with deg(q ◦ i) = 1 such
that Φ(i) = h. By the universal property of B
p
← U
q
→ C, there exists a unique arrow u : C → U
such that the diagram
C
U C
B A
h
1C
q
p
f
g
u
commutes. By (G3) there exists an arrow i ∈ Σ(U) with Hom(u, i) 6= ∅. Pick any j ∈ Hom(u, i).
Since u = i ◦ j and 1C = q ◦ u, it follows that 1C = (q ◦ i) ◦ j. Applying the function deg to both
sides, we obtain that deg(q ◦ i) = 1 using Lemma 3.4 and (G4-I). By Proposition 3.5 the arrow q ◦ i
is an isomorphism with inverse j. The commutativity of the above diagram implies that
Φ(i) = p ◦ i ◦ (q ◦ i)−1 = p ◦ i ◦ j = p ◦ u = h,
as desired.
(Injectivity) Suppose that Φ sends two arrows i, j ∈ Σ(U) with deg(q ◦ i) = 1 and deg(q ◦ j) = 1
to the same cover in Hom(g, f). Namely p ◦ i ◦ (q ◦ i)−1 = p ◦ j ◦ (q ◦ j)−1. Observe that the cover
u = (q ◦ j)−1 ◦ q ◦ i satisfies p ◦ j ◦ u = p ◦ i and q ◦ j ◦ u = q ◦ i. Therefore i = j by Lemma 3.9.
It follows from the bijectivity of Φ and Lemma 3.8 that |Hom(g, f)| ≤ deg f and the equality
holds if and only if deg(q ◦ i) = 1 for all i ∈ Σ(U). This proves the second assertion. 
We conclude this subsection with some consequences of Theorem 3.10.
Corollary 3.11. Let f : B → A denote a cover and B
p
← U
q
→ B denote a pullback of B
f
→ A
f
← B.
Then there exists an arrow i ∈ Σ(U) such that deg(p ◦ i) = 1.
Proof. Since 1B ∈ Hom(f, f) the lemma is immediate from Theorem 3.10 with g = f . 
The second one is to extend the estimate of |Hom(g, f)| from a cover g to any arrow f in C with
the same codomain in D.
Corollary 3.12. Let g : B → A denote a cover and f : U → A an arrow of C. Then
|Hom(g, f)| ≤ deg f.
Moreover the equality holds only if |Hom(g, f ◦ i)| = deg(f ◦ i) for each i ∈ Σ(U).
Proof. Consider the set
S = {(i, k) | i ∈ Σ(U) and k ∈ Hom(g, f ◦ i)}.
By Theorem 3.10 we have
|S| =
∑
i∈Σ(U)
|Hom(g, f ◦ i)| ≤
∑
i∈Σ(U)
deg(f ◦ i).
By (G4-II) the latter sum is equal to deg f . Therefore
|S| ≤ deg f.
On the other hand, there is a map φ : S → Hom(g, f) defined by
(i, k) 7→ i ◦ k for all (i, k) ∈ S.
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Pick any u ∈ Hom(g, f). By (G3) there exists a unique arrow i ∈ Σ(U) such that Hom(u, i) 6= ∅.
Pick any k ∈ Hom(u, i). Then φ sends (i, k) to u. Therefore φ is surjective and hence
|Hom(g, f)| ≤ |S|.
This lemma follows by combining the above inequalities. 
The third consequence is to bound the size of Aut(f).
Corollary 3.13. Let f : B → A be a cover. Then |Aut(f)| ≤ deg f . Furthermore let B
p
← U
q
→ B
be a pullback of B
f
→ A
f
← B. Then the following are equivalent:
(i) f is Galois.
(ii) deg(p ◦ i) = 1 for all i ∈ Σ(U).
(iii) deg(q ◦ i) = 1 for all i ∈ Σ(U).
Proof. Recall from Corollary 3.7 that Aut(f) = Hom(f, f). Thus this corollary is immediate by
applying Theorem 3.10 with g = f . 
Next we apply the estimates on cardinalities of hom-sets to draw more conclusions on Galois
covers.
Corollary 3.14. For any cover g the following are equivalent:
(i) g is Galois.
(ii) |Hom(f, g)| = deg g for all covers f with g ⊑ f .
(iii) |Hom(g, f)| = deg f for all covers f with f ⊑ g.
Proof. (ii) ⇒ (i) or (iii) ⇒ (i): Take f = g and apply Corollary 3.7.
(i) ⇒ (ii): Fix a cover f with g ⊑ f and let h ∈ Hom(f, g). By (G2-II) the cover h is epic and
hence
k ◦ h for all k ∈ Aut(g)
are distinct. This shows that
|Hom(f, g)| ≥ deg g.
Combined with Theorem 3.10, we have |Hom(f, g)| = deg g, as desired.
(i) ⇒ (iii): Fix a cover f with f ⊑ g and let h ∈ Hom(g, f). Clearly Aut(h) is a subgroup of
Aut(g). If i and j are two distinct right Aut(h)-coset representatives in Aut(g), then h ◦ i 6= h ◦ j
for otherwise we would have i ◦ j−1 ∈ Aut(h), a contradiction. Therefore the set
S = {h ◦ i | i ∈ Aut(h)\Aut(g)}
has cardinality
|S| =
|Aut(g)|
|Aut(h)|
.
We have |Aut(g)| = deg g since g is Galois, and |Aut(h)| ≤ deg h by Corollary 3.13. Hence
|S| ≥
deg g
degh
= deg f,
in which the last equality follows from (G4-I). On the other hand, since f ◦ h = g, we have
S ⊆ Hom(g, f). Combined with Theorem 3.10, we obtain
|S| ≤ |Hom(g, f)| ≤ deg f.
The estimates of |S| lead us to |Hom(g, f)| = deg f , as desired. 
As a by-product of the proof of Corollary 3.14, we have the following result.
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Corollary 3.15. Let f and g denote two covers with f ⊑ g. If g is Galois, then so is each cover
h ∈ Hom(g, f).
Proof. In the proof (i)⇒ (iii) of Corollary 3.14, the estimates of |S| also imply that |Aut(h)| = degh.
Therefore h is Galois. 
3.3. A sufficient condition for Galois closures. For any two covers f , g with f ⊑ g, the goal
of this subsection is to show that if g is minimal with respect to the property |Hom(g, f)| = deg f
then g is a Galois closure of f . To prove this, we need some preparation.
Suppose that f , g and h are three covers satisfying f ⊑ g ⊑ h. Then every arrow p ∈ Hom(h, g)
induces a map p∗ : Hom(g, f)→ Hom(h, f) given by
k 7→ k ◦ p for all k ∈ Hom(g, f).
Lemma 3.16. Assume that f , g and h are three covers with f ⊑ g ⊑ h. Then for any p ∈ Hom(h, g)
the induced map p∗ : Hom(g, f) → Hom(h, f) is injective. In particular, if |Hom(g, f)| = deg f
then |Hom(h, f)| = deg f .
Proof. Let p be a cover such that h = g ◦ p. Since p is epic by (G2-II), the map p∗ is injective.
We know |Hom(h, f)| ≤ deg f by Theorem 3.10. Hence, if |Hom(g, f)| = deg f , then |Hom(h, f)| =
deg f . 
Lemma 3.17. Let g, h, p, and q be four covers such that the following diagram commutes:
D C
B A
q
p h
g
Assume that there is a cover f satisfying f ⊑ g, f ⊑ h and |Hom(h, f)| = deg f . Then there exists
a unique map φ : Hom(g, f)→ Hom(h, f) such that
φ(k) ◦ q = k ◦ p for all k ∈ Hom(g, f).
Moreover φ is injective.
Proof. Since q is epic by (G2-II), the desired property of the map φ implies the uniqueness of φ.
Denote by r the cover g ◦ p = h ◦ q. We have f ⊑ g ⊑ r and f ⊑ h ⊑ r. By Lemma 3.16 the map
p∗ : Hom(g, f) → Hom(r, f) is injective and the map q∗ : Hom(h, f) → Hom(r, f) is a bijection
because of the assumption |Hom(h, f)| = deg f . Then the injective map
φ = (q∗)−1 ◦ p∗
has the desired property. 
Theorem 3.18. Let f , g denote two covers with f ⊑ g. If g is a minimal cover with respect to the
property |Hom(g, f)| = deg f , then g is a Galois closure of f .
Proof. By Corollary 3.14 any Galois cover h with f ⊑ h ⊑ g satisfies |Hom(h, f)| = deg f . Then
g ⊑ h by the minimality of g. Thus, to see that g is a Galois closure of f , it remains to show that
g is a Galois cover.
Write f : B → A and g : C → A. Let C
p
← U
q
→ C denote a pullback of C
g
→ A
g
← C. To prove
that g is Galois, by Corollary 3.13, it suffices to show that deg(p ◦ i) = 1 for all i ∈ Σ(U).
Let i : I → U denote an arrow in Σ(U). Consider the commutative diagram:
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I C
C A
q ◦ i
p ◦ i g
g
Since |Hom(g, f)| = deg f , by applying Lemma 3.17 we get a bijection φ : Hom(g, f)→ Hom(g, f)
such that
φ(k) ◦ q ◦ i = k ◦ p ◦ i for all k ∈ Hom(g, f).
By (G2-I) there exists a pushout
C
r
→ D
s
← C
of C
p◦i
←− I
q◦i
−→ C inD. The universal property of C
r
→ D
s
← C implies that, for each k ∈ Hom(g, f),
there exists a unique cover ψ(k) : D → B such that the diagram
I C
C D
B
q ◦ i
p ◦ i s
φ(k)
r
k
ψ(k)
commutes. The universal property of C
r
→ D
s
← C also implies the existence of a unique cover
h : D → A such that the diagram
I C
C D
A
q ◦ i
p ◦ i s
g
r
g
h
commutes. The above diagram still commutes if h is replaced by f ◦ ψ(k) for any k ∈ Hom(g, f).
By the uniqueness of h we have
h = f ◦ ψ(k) for each k ∈ Hom(g, f).
In other words ψ(k) ∈ Hom(h, f) for all k ∈ Hom(g, f). Hence ψ defines a map from Hom(g, f) to
Hom(h, f). To see the bijectivity of ψ, we consider the map r∗ : Hom(h, f) → Hom(g, f) induced
from r. By the construction of ψ we see that
ψ ◦ r∗ = 1.
Given any k ∈ Hom(g, f), in view of ψ(k) ◦ r = k, the map r∗ : Hom(h, f)→ Hom(g, f) sends ψ(k)
to k. This shows that
r∗ ◦ ψ = 1.
Therefore r∗ is the inverse of ψ. Hence ψ is a bijection and |Hom(h, f)| = deg f .
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Since g = h ◦ r, we have h ⊑ g. The minimality of g forces g ⊑ h. Therefore g is isomorphic to
h. By Corollary 3.6 the two covers r, s ∈ Hom(g, h) are isomorphisms . By the universal property
of C
p
← U
q
→ C there exists a unique arrow t : D → U such that the diagram
D
U C
C A
q
p g
g
s−1
r−1
t
commutes. By (G3) there exists a unique j ∈ Σ(U) such that Hom(t, j) 6= ∅. By Proposition 3.5,
deg r−1 = 1 and deg s−1 = 1 and this forces that deg(p ◦ j) = 1 and deg(q ◦ j) = 1 by (G4-I). If we
can show i = j, then the theorem will follow.
By Proposition 3.5 both p ◦ j and q ◦ j are isomorphisms. Clearly the cover u = (p ◦ j)−1 ◦ p ◦ i
satisfies
p ◦ j ◦ u = p ◦ i.
It follows from the construction of r and s that r ◦p ◦ i = s ◦ q ◦ i. On the other hand, by the choice
of j we have (p ◦ j)−1 ◦ r−1 = (q ◦ j)−1 ◦ s−1. These two relations combined yields
q ◦ j ◦ u = q ◦ i.
Hence we conclude i = j from Lemma 3.9, as desired. 
4. Two algorithms to find Galois closures
In this section we give two algorithms, Algorithm I and Algorithm R, to find Galois closures of a
given cover. They are stated in §4.1. Theoretically speaking, each step in Algorithms I and R can
be executed under (G1)–(G4). More precisely, the conditions (G1), (G3) and (G4) guarantee the
existence of the pullbacks of any two covers with the same codomain, the set Σ(U) for any object U
of C, and deg f for any cover f , respectively. In theoretical computer science, an algorithm is said
to be correct (cf. [CLRS09, p. 6]) if it terminates with an output possessing the desired property.
We verify in §4.2 the correctness of Algorithm I under the following necessary assumptions which
ensure the termination of Algorithm I:
(A1) For any diagram B → A← C in D, its pullbacks in C can be identified in finite time.
(A2) For any object U of C, the set Σ(U) can be determined in finite time.
(A3) For any arrow f of D, deg f can be evaluated in finite time.
In §4.3 we show that together with an additional condition (G5) the Algorithm R is correct.
4.1. Algorithm I and Algorithm R. We now state the two algorithms to produce the Galois
closures of a cover. The first algorithm is an iterative method:
Algorithm I
Let f : B → A denote the input cover. Initially set g : C → A to be the cover f and n = 1.
Begin with (1).
(1) If n ≥ deg f − 1, then output g. Else go to (2).
(2) Find a pullback B
p
← U
q
→ C of B
f
→ A
g
← C and the set Σ(U) of U . Go to (3).
(3) If deg(q ◦ i) = 1 for all i ∈ Σ(U), then output g. Else go to (4).
(4) Choose an i ∈ Σ(U) with deg(q ◦ i) > 1 and go to (5).
12 HAU-WEN HUANG AND WEN-CHING WINNIE LI
(5) Reset g to be g ◦ q ◦ i and increase n by one. Go back to (1).
The second one is a divide-and-conquer solution for the Galois closure problem:
Algorithm R
For an input cover g, denote by R(g) the output cover after applying Algorithm R. Given a
cover f : B → A, Algorithm R begins with (1).
(1) If deg f ≤ 2, then output f . Else go to (2).
(2) Find a pullback B
p
← U
q
→ B of B
f
→ A
f
← B and go to (3).
(3) Set S = {R(p ◦ i) | i ∈ Σ(U)} and go to (4).
(4) While |S| > 1 do the following:
(i) Pick any two distinct covers g : C → B and h : D → B from S and go to (ii).
(ii) Find a pullback C
r
← V
s
→ D of C
g
→ B
h
← D and go to (iii).
(iii) Choose an i ∈ Σ(V ). Reset S to be S ∪ {g ◦ r ◦ i} \ {g, h}.
(5) Output f ◦ g where g is the sole cover in S.
The correctness of Algorithm R relies on one more hypothesis:
(G5) For each object U of C, each arrow in the set Σ(U) is monic.
It is worth pointing out that the categories in Examples 2.1–2.4 all satisfy (G5).
In both algorithms each step is practically doable under the assumptions (A1)–(A3). In the next
two subsections we show that the correctness of Algorithm I under these assumptions followed by
the correctness of Algorithm R under the extra condition (G5). As a by-product, it is shown that
the Galois closures of a given cover f exist and are unique up to isomorphism. Moreover, the degree
of a Galois closure g of f is at most (deg f)!, and if (G5) holds then deg g divides (deg f)!.
For Example 2.1, (A1) refers to the tensor product of two fields over a base field; (A2) refers to the
factorization of polynomials over fields; (A3) amounts to the evaluation of the degrees of irreducible
polynomials over fields. Clearly (A3) is easily implemented. If E is the field of rational numbers
Q or a finite field, then (A1) and (A2) hold by [Coh96, Chapters 3 and 4] and [vzGG13, Chapter
14], respectively. In these cases the Algorithms I and R are correct. The algorithm given in the
Introduction agrees with Algorithm I. However, if E is chosen to be an infinite extension of Q,
such as the one described in [FS55, §1], then (A2) does not hold and it is even unable to determine
the irreducibility of polynomials over E in finite time.
For Example 2.2, (A1) refers to the fiber product of two unramified covering maps of a con-
nected graph; (A2) refers to the identification of the connected components of a graph; (A3) means
the evaluation of the degrees of unramified covering maps of connected graphs. If G is a finite
connected graph, then (A1) and (A3) are easily accomplished and (A2) holds by the depth-first
search [CLRS09, Chapter 22.5]. In [Ter10, Example 17.5] Terras described a way to construct a
Galois closure of a given unramified covering map of finite graphs using Frobenius automorphisms.
Both of our algorithms avoid the use of more sophiscated information like Frobenius automorphisms.
4.2. Correctness of Algorithm I. The aim of this subsection is to prove the correctness of
Algorithm I under (A1)–(A3). As a consequence of Algorithm I, the Galois closures g of any
given cover f exist and are unique up to isomorphism. Moreover we obtain the upper bound
deg g ≤ (deg f)!.
Our strategy is to use Theorem 3.18 to prove that the output of Algorithm I is a Galois closure of
a given cover f . For this, we need to control the sizes of various hom-sets after each iteration. This
is done in the following four lemmas, with Lemma 4.2 and Lemma 4.4 giving the main conclusions
and the lemmas preceding each of them providing the key inductive argument.
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Lemma 4.1. Let f : B → A and g : C → A denote two covers. Let B
p
← U
q
→ C be a pullback of
B
f
→ A
g
← C. If i ∈ Σ(U) with deg(q ◦ i) > 1 then
|Hom(g ◦ q ◦ i, f)| ≥ |Hom(g, f)|+ 1.
Proof. Consider the set
S = {j ∈ Σ(U) | deg(q ◦ j) = 1}.
By Theorem 3.10 the set Hom(g, f) exactly consists of p ◦ j ◦ (q ◦ j)−1 for all j ∈ S. To prove the
lemma, it suffices to show that the n+ 1 covers
p ◦ i and p ◦ j ◦ (q ◦ j)−1 ◦ q ◦ i for all j ∈ S
in Hom(g◦q◦ i, f) are distinct. Since q◦ i is epic by (G2-II) the latter n covers are pairwise distinct.
Suppose that there exists an arrow j ∈ S such that
p ◦ j ◦ (q ◦ j)−1 ◦ q ◦ i = p ◦ i.
Setting u = (q ◦ j)−1 ◦ q ◦ i, we rewrite the above equality as p ◦ j ◦u = p ◦ i. On the other hand, the
definition of u implies q◦j◦u = q◦i. Therefore i = j by Lemma 3.9, which contradicts deg(q◦i) > 1
and deg(q ◦ j) = 1. Therefore the n+ 1 covers are distinct and the lemma follows. 
Lemma 4.2. In Algorithm I there holds the loop invariant:
|Hom(g, f)| ≥ n at the start of the nth iteration.
Proof. Proceed by induction on n. Initially the cover g is assigned to be f . Since 1B ∈ Hom(f, f)
the estimate holds for n = 1. In general, the estimate follows from the induction hypothesis and
Lemma 4.1. 
Lemma 4.3. Let f : B → A and g : C → A denote two covers. Let B
p
← U
q
→ C denote a pullback
of B
f
→ A
g
← C. If h is a cover with |Hom(h, f)| = deg f and |Hom(h, g)| = deg g, then
|Hom(h, g ◦ q ◦ i)| = deg(g ◦ q ◦ i)
for each i ∈ Σ(U).
Proof. Consider the set
S = {(i, k) | i ∈ Σ(U) and k ∈ Hom(h, g ◦ q ◦ i)}.
We estimate |S| in two different ways. First, by construction we have
|S| =
∑
i∈Σ(U)
|Hom(h, g ◦ q ◦ i)|.
Second, since f ◦ p = g ◦ q there is a map φ : S → Hom(h, f)×Hom(h, g) given by
(i, k) 7→ (p ◦ i ◦ k, q ◦ i ◦ k) for all (i, k) ∈ S.
We now show that φ is surjective. Write h : D → A. Let r ∈ Hom(h, f) and s ∈ Hom(h, g) be
given. By the universal property of B
p
← U
q
→ C there exists a unique arrow u : D → U such that
the diagram
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D
U C
B A
s
r
q
p g
f
u
commutes. By (G3) there exists a unique arrow i ∈ Σ(U) with Hom(u, i) 6= ∅. Pick any k ∈
Hom(u, i). Note that k ∈ Hom(h, g ◦ q ◦ i) and φ sends (i, k) to (r, s). This proves our claim.
Therefore |S| ≥ |Hom(h, f)| × |Hom(h, g)|. As |Hom(h, f)| = deg f and |Hom(h, g)| = deg g by
hypotheses, we get ∑
i∈Σ(U)
|Hom(h, g ◦ q ◦ i)| = |S| ≥ deg f · deg g.
Theorem 3.10 implies that |Hom(h, g ◦ q ◦ i)| ≤ deg(g ◦ q ◦ i) for all i ∈ Σ(U). Therefore
∑
i∈Σ(U)
deg(g ◦ q ◦ i) ≥ deg f · deg g.
But the left-hand side of the above inequality is equal to deg f · deg g by (G4-I) and Lemma 3.8.
This shows that |Hom(h, g ◦ q ◦ i)| = deg(g ◦ q ◦ i) for each i ∈ Σ(U). 
Lemma 4.4. In Algorithm I the following loop invariant holds for any cover h with |Hom(h, f)| =
deg f :
|Hom(h, g)| = deg g at the start of each iteration.
Proof. Proceed by induction on the number of iterations. Initially, the cover g is assigned to be
f . Therefore the equality holds for the first iteration. In general, the equality follows from the
induction hypothesis and Lemma 4.3. 
We are now ready to prove
Theorem 4.5. (i) Algorithm I terminates if (A1)–(A3) hold.
(ii) The output g of Algorithm I is a Galois closure of the input f .
Consequently Algorithm I is correct if (A1)–(A3) hold.
Proof. (i) We begin with the termination of Algorithm I. The steps (1), (3) and (4) can be finished
in finite time by (A2) and (A3). Step (2) can be carried out by (A1) and (A2). It is clear that step
(5) is fulfilled in finite time. Hence it remains to indicate that the iterative loop in Algorithm I
halts. To see this, note that the initial value of n is 1 and n is increased by one at step (5) in each
iteration, the halting condition
n ≥ deg f − 1
at step (1) would be satisfied in the (deg f −1)th iteration if the halting condition at step (3) never
holds. Therefore Algorithm I terminates for all valid inputs.
(ii) We now invoke Theorem 3.18 to show that the output g of Algorithm I is a Galois closure of
f . First we check that the output g satisfies |Hom(g, f)| = deg f . This is so if the output is from
(3), resulting from Theorem 3.10. Now suppose that g is the output from (1). This happens when
n ≥ deg f − 1. Combined with Lemma 4.2 we have
|Hom(g, f)| ≥ deg f − 1.
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Denote by B
p
← U
q
→ C a pullback of B
f
→ A
g
← C. By Theorem 3.10 there are at least deg f − 1
arrows i ∈ Σ(U) with deg(q ◦ i) = 1. By Lemma 3.8 this forces that there are exactly deg f arrows
i ∈ Σ(U) with deg(q ◦ i) = 1. Therefore |Hom(g, f)| = deg f by Theorem 3.10. By Lemma 4.4, for
any cover h with |Hom(h, f)| = deg f we have |Hom(h, g)| = deg g and in particular g ⊑ h. We
have shown that g is a least cover with respect to the property |Hom(g, f)| = deg f . By Theorem
3.18 the output g is a Galois closure of f . 
An immediate consequence of Theorem 4.5 is
Corollary 4.6. If f is a cover with deg f ≤ 2, then f is a Galois cover.
Proof. For the input cover f with deg f ≤ 2, Algorithm I always outputs f . So f is its own Galois
closure by Theorem 4.5(ii), hence it is a Galois cover. 
As mentioned in the beginning of §4, each step in Algorithm I is theoretically doable under
(G1)–(G4). Hence, we can draw the following conclusion from Theorem 4.5.
Theorem 4.7. Let f be a cover. Then there exists a unique Galois closure of f up to isomorphism.
Moreover the following statements are equivalent:
(i) g is a Galois closure of f .
(ii) g is a least cover with respect to the property that g is Galois and f ⊑ g.
(iii) g is a least cover with respect to the property |Hom(g, f)| = deg f .
(iv) g is a minimal cover with respect to the property |Hom(g, f)| = deg f .
Proof. Theorem 4.5(ii) implies the existence of a Galois closure of f . The proof of Theorem 4.5(ii)
actually shows that the output g of Algorithm I satisfies (iii), which proves the uniqueness of Galois
closures of f up to isomorphism.
(ii) ⇒ (i): Immediate from Definition 3.2.
(i) ⇒ (ii): Immediate from the uniqueness of Galois closures up to isomorphism.
(i) ⇒ (iii): As mentioned above.
(iii) ⇒ (iv): Obvious.
(iv) ⇒ (i): Immediate from Theorem 3.18. 
We end this subsection with an upper bound of the degree of a Galois closure.
Lemma 4.8. In Algorithm I the following loop invariant holds:
deg g ≤
n∏
k=1
(deg f − k + 1) at the start of the nth iteration.
Proof. We show the loop invariant by induction on n. At the start of the first iteration the bound
holds since g = f . Now assume n > 1. Consider the moment before executing (5) in the (n− 1)th
iteration. By Theorem 3.10, |Hom(g, f)| is equal to the number of arrows j ∈ Σ(U) such that
deg(q ◦ j) = 1, and Lemma 4.2 says that this number is at least n − 1. In step (4), an arrow
i ∈ Σ(U) with deg(q ◦ i) > 1 is picked. By Lemma 3.8 it follows that
deg(q ◦ i) ≤ deg f − n+ 1.
By (G4-I) and induction hypothesis, we get
deg(g ◦ q ◦ i) = deg g · deg(q ◦ i) ≤ (deg f − n+ 1)
n−1∏
k=1
(deg f − k + 1) =
n∏
k=1
(deg f − k + 1).
In step (5) the cover g is replaced by g ◦ q ◦ i. Hence the lemma holds. 
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Theorem 4.9. If g is a Galois closure of a cover f , then deg g ≤ (deg f)!.
Proof. By Theorem 4.7, we may assume that g is an output of Algorithm I with the input f . Then
the theorem is immediate from Lemma 4.8. 
4.3. Correctness of Algorithm R. In this subsection, we verify the correctness of Algorithm R
under (A1)–(A3) and (G5).
By Corollary 4.6 any cover f with deg f ≤ 2 is Galois, hence we are concerned with covers f
with deg f ≥ 3. The correctness of Algorithm R is built inductively on the degree of the input
covers. The step (3) in Algorithm R for f involves the outputs of covers p ◦ i. The first thing is to
verify that these covers do have degrees less than deg f so that the algorithm is valid.
Lemma 4.10. Let the notation be as in the statement of Algorithm R. If deg f > 2 then
deg(p ◦ i) < deg f for each i ∈ Σ(U).
Proof. By Corollary 3.11 there exists an arrow j ∈ Σ(U) with deg(p ◦ j) = 1. On the other hand,
Lemma 3.8 implies ∑
i∈Σ(U)
deg(p ◦ i) = deg f > 2,
from which it follows that |Σ(U)| ≥ 2 and hence deg(p ◦ i) < deg f for all i ∈ Σ(U). 
Similar to what we did for Algorithm I, in the next two lemmas, we control the sizes of various
hom-sets occurring in Algorithm R.
Lemma 4.11. Let the notation be as in the statement of Algorithm R. Assume that R(p ◦ i) is a
Galois closure of p ◦ i for each i ∈ Σ(U). Then, for any cover k with |Hom(k, p ◦ i)| = deg(p ◦ i)
for each i ∈ Σ(U), the while loop (4) in Algorithm R maintains the loop invariant:
|Hom(k, g)| = deg g for each g ∈ S
at the start of each loop iteration.
Proof. Proceed by induction on the number of loop iterations. By Theorem 4.7(iii) we have R(p ◦
i) ⊑ k for all i ∈ Σ(U). Applying Corollary 3.14 to R(p ◦ i) we have
|Hom(k,R(p ◦ i))| = degR(p ◦ i) for all i ∈ Σ(U).
Hence the lemma holds for the first loop. In general the lemma follows from the induction hypothesis
and Lemma 4.3. 
Lemma 4.12. Let f : B → A and g : C → A denote two covers. Let B
p
← U
q
→ C denote a
pullback of B
f
→ A
g
← C. If k is a cover such that g ⊑ f ◦ k, then
|Hom(f ◦ k, g)| ≤ |Hom(k, p)|.
Proof. Let D = dom k. For each ℓ ∈ Hom(f ◦ k, g) the universal property of B
p
← U
q
→ C implies
the existence of a unique arrow φ(ℓ) : D → U such that the diagram
D
U C
B A
q
p g
f
ℓ
k
φ(ℓ)
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commutes. This induces a map φ : Hom(f ◦ k, g) → Hom(k, p) that sends ℓ to φ(ℓ) for all ℓ ∈
Hom(f ◦ k, g). Observe that the map φ satisfies the property:
ℓ = q ◦ φ(ℓ) for all ℓ ∈ Hom(f ◦ k, g).
The property implies that φ is injective: For any ℓ, ℓ′ ∈ Hom(f ◦ k, g) with φ(ℓ) = φ(ℓ′) we have
ℓ = q ◦ φ(ℓ) = q ◦ φ(ℓ′) = ℓ′.
By the injectivity of φ the lemma follows. 
Theorem 4.13. (i) Algorithm R terminates if (A1)–(A3) hold.
(ii) The output of Algorithm R is a Galois closure of the input f if (G5) holds.
Consequently Algorithm R is correct if (A1)–(A3) and (G5) hold.
Proof. (i) Step (1) can be implemented in finite time by (A3). Step (2) asks for finding a pullback
B
p
← U
q
→ B of B
f
→ A
f
← B. By (A1), B
p
← U
q
→ B can be identified in finite time. In step (3) we
have to construct the set S = {R(p ◦ i) | i ∈ Σ(U)}. By (A2) the set Σ(U) can be determined in
finite time. In step (4) we do a while loop until |S| = 1 and we return an output in step (5). Due
to (A3) and step (4-iii) the while loop (4) terminates. Thus it remains to verify that Algorithm
R terminates for the inputs p ◦ i with i ∈ Σ(U). By Lemma 4.10 we have deg(p ◦ i) < deg f for
all i ∈ Σ(U). By step (1), Algorithm R terminates when the degree of the input cover is ≤ 2.
Therefore Algorithm R eventually halts for the inputs p ◦ i with i ∈ Σ(U). The termination of
Algorithm R follows.
(ii) We show by induction on the degree of the input cover f that R(f) is a Galois closure of
f . As remarked before, if deg f ≤ 2, then R(f) = f is a Galois closure of f by Corollary 4.6.
Suppose that deg f > 2. Recall from step (5) that R(f) = f ◦ g where g is the remaining cover in
S. We shall invoke Theorem 4.7(iii) to prove that f ◦ g is a Galois closure of f . First we show that
|Hom(f ◦ g, f)| = deg f . As mentioned before, deg(p ◦ i) < deg f for all i ∈ Σ(U). By induction
hypothesis, for each i ∈ Σ(U) the cover R(p ◦ i) is a Galois closure of p ◦ i. By Corollary 3.14 we
have
|Hom(R(p ◦ i), p ◦ i)| = deg(p ◦ i) for all i ∈ Σ(U).
Recall the construction of g from the while loop (4), which implies that
R(p ◦ i) ⊑ g for all i ∈ Σ(U).
Applying Lemma 3.16 to p ◦ i ⊑ R(p ◦ i) ⊑ g for all i ∈ Σ(U), it follows that
|Hom(g, p ◦ i)| = deg(p ◦ i) for all i ∈ Σ(U).
Consider the set S = {(i, k) | i ∈ Σ(U) and k ∈ Hom(g, p ◦ i)}. Applying the above equality we
have
|S| =
∑
i∈Σ(U)
|Hom(g, p ◦ i)| =
∑
i∈Σ(U)
deg(p ◦ i).
The latter sum is equal to deg f by Lemma 3.8. Therefore
|S| = deg f.
By Theorem 3.10 we have |Hom(f ◦ g, f)| ≤ deg f . On the other hand, since f ◦p = f ◦ q, the deg f
covers
q ◦ i ◦ k for all (i, k) ∈ S
are in Hom(f ◦ g, f). To assure |Hom(f ◦ g, f)| = deg f , it remains to show that these covers are
distinct. Suppose that (i, k) and (j, ℓ) ∈ S satisfy q ◦ i ◦ k = q ◦ j ◦ ℓ. Call h the common cover.
By the universal property of B
p
← U
q
→ B there exists a unique arrow u : C → U such that the
diagram
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C
U B
B A
q
p f
f
h
g
u
commutes. Since k ∈ Hom(u, i) and ℓ ∈ Hom(u, j), it follows that i = j by (G3) and then k = ℓ by
(G5). Therefore |Hom(f ◦ g, f)| = deg f , as claimed.
Next, let h denote a cover with |Hom(h, f)| = deg f . We show that f ◦ g ⊑ h. Fix a cover
k ∈ Hom(h, f). Applying Lemma 4.12 we have |Hom(h, f)| ≤ |Hom(k, p)|. Since |Hom(k, p)| ≤
deg p by Corollary 3.12 and deg p = deg f by (G4-III), it forces that |Hom(k, p)| = deg p. By the
necessary condition of the equality |Hom(k, p)| = deg p given in Corollary 3.12 we have
|Hom(k, p ◦ i)| = deg(p ◦ i) for each i ∈ Σ(U).
Now, we may apply Lemma 4.11 to conclude that |Hom(k, g)| = deg g. In particular g ⊑ k and
hence f ◦ g ⊑ f ◦ k = h, as desired. Therefore f ◦ g is a Galois closure of f by Theorem 4.7(iii). 
We end this section with a stronger bound for the degree of a Galois closure than Theorem 4.9
under the additional hypothesis (G5).
Lemma 4.14. Assume that f : B → A is a cover and g : C → A is a Galois cover. Let B
p
← U
q
→ C
denote a pullback of B
f
→ A
g
← C. Then
|Hom(p ◦ i, p ◦ j)| = deg(p ◦ j) for all i, j ∈ Σ(U).
In particular the following hold:
(i) For all i ∈ Σ(U) the covers p ◦ i are Galois.
(ii) For all i ∈ Σ(U) the covers p ◦ i are isomorphic to each other.
(iii) deg(p ◦ i) divides deg g for each i ∈ Σ(U).
Proof. Fix i : I → U in Σ(U). Since f ◦ p = g ◦ q it follows that g ⊑ f ◦ p ◦ i. Applying Lemma
4.12 with k = p ◦ i we have
|Hom(f ◦ p ◦ i, g)| ≤ |Hom(p ◦ i, p)|.
Since g is Galois and by Corollary 3.14, we have
|Hom(f ◦ p ◦ i, g)| = deg g.
By Corollary 3.12 we have |Hom(p◦ i, p)| ≤ deg p = deg g, where the equality follows from (G4-III).
Concluding from the above estimations we obtain that
|Hom(p ◦ i, p)| = deg p.
Therefore |Hom(p ◦ i, p ◦ j)| = deg(p ◦ j) for each j ∈ Σ(U) by Corollary 3.12. In particular we have
p ◦ i ⊑ p ◦ j.
Since i is an arbitrary arrow in Σ(U) the statement (ii) holds and (i) is immediate from Corollary
3.7. As a consequence of (ii) and Corollary 3.6 we have deg(p ◦ i) = deg(p ◦ j) for all i, j ∈ Σ(U).
Combined with Lemma 3.8 we have
deg g = |Σ(U)| · deg(p ◦ i) for any i ∈ Σ(U).
Therefore (iii) follows. 
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Theorem 4.15. Under (G5), the degree of a Galois closure of a cover f divides (deg f)!.
Proof. We prove by induction on deg f using Algorithm R. It is true if deg f ≤ 2 by Corollary
4.6. Now suppose deg f > 2. Let Σ(U) = {i1, i2, . . . , im}. According to step (3) of Algorithm R,
the set S initially consists of distinct Galois covers R(p ◦ i1), . . . ,R(p ◦ im) with i1, . . . , im ∈ Σ(U).
When m > 1, in the while loop (4) we are to successively replace two covers in S by a new cover
and repeat this m − 1 times until only one cover remains. We can do this in the following way.
Define g0 = R(p ◦ i1). In the jth loop for 1 ≤ j ≤ m− 1, at (i) we choose the two covers gj−1 and
R(p◦ ij+1) and at (iii) replace them by a new cover denoted by gj . By Lemma 4.14(iii), in jth loop
for all 1 ≤ j ≤ m− 1, we have deg gj divides deg gj−1 · degR(p ◦ ij+1). A routine induction yields
that deg gm divides ∏
i∈Σ(U)
degR(p ◦ i).
By (G4-I) the degree of R(f) = f ◦ gm is equal to deg f · deg gm which divides
deg f ·
∏
i∈Σ(U)
deg(p ◦ i)!
by induction hypothesis. It remains to prove that the second multiplicand divides (deg f − 1)!.
Recall from Corollary 3.11 that Σ(U) contains at least one arrow i such that deg(p ◦ i) = 1. Hence
∑
i∈Σ(U)
deg(p◦i)>1
deg(p ◦ i) ≤ deg f − 1
by Lemma 3.8. It follows that
∏
i∈Σ(U)
deg(p ◦ i)! =
∏
i∈Σ(U)
deg(p◦i)>1
deg(p ◦ i)!
is a factor of (deg f − 1)!. This completes the proof of the theorem. 
5. Remarks on ramified covers
The concrete examples, Examples 2.2–2.4, to which our categorical approach apply all concern
finite unramified covers. In arithmetic geometry finite ramified covers have been vastly studied
in the literature, see, for example, [FI02] and the references therein; they are closely tied to the
celebrated Inverse Galois Problem. It is natural to ask whether there exists a unified categorical
approach to finding the Galois closure of a finite ramified cover.
We point out that, given a finite cover f : B → A of two irreducible normal projective varieties
defined over a field k, with or without ramifications, the two algorithms given in §4 can be applied
to find a cover g : C → A of normal irreducible projective varieties defined over k such that g is
a Galois closure of f . To see this, it suffices to construct categories C and D both containing the
arrow f such that properties (G1)-(G5) hold. The objects in C are normal projective varieties V
defined over k which are finite covers of A. Denote by k(V ) the algebra of k-rational functions on
V . An arrow r : V → W between two objects V and W in C is a finite morphism over k which
induces a nontrivial k-algebra homomorphism r∗ : k(W )→ k(V ). In particular, when V andW are
irreducible, k(V ) and k(W ) are fields and r∗ embeds k(W ) in k(V ), allowing k(W ) to be regarded
as a subfield of k(V ). This will be used below repeatedly. The category D, whose objects are those
in C which are irreducible, is a full subcategory of C. To verify (G1)–(G5), the argument is similar
to the case of e´tale covers discussed in Example 2.4 except we have to make sure that the varieties
are all normal.
We start with (G1). Given Y
r
→ X
s
← Z in D, a pullback is described as follows. Decompose
the tensor product k(Y )⊗k(X) k(Z) into the direct sum of (finitely many) fields Kj , each being a
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finite extension of k(Y ) and k(Z). Since X, Y and Z are normal by assumption, r : Y → X and
s : Z → X are the normalizations of X in k(Y ) and k(Z), respectively. For each j the normalization
tj : Vj → X of X in Kj factors through r and s via the normalizations pj : Vj → Y and qj : Vj → Z
of Y and Z in Kj, respectively. A pullback of Y
r
→ X
s
← Z is
Y
p
← V
q
→ Z
where V is the normal variety over k whose irreducible components are the Vj’s and p and q are
the covers such that p|Vj = pj and q|Vj = qj for each j. Equivalently, this amounts to saying
that we take the geometric pullback of Y ×X Z and replace each irreducible component V
′
j by its
normalization Vj in its function field so that we obtain an object in C.
For (G2) it remains to describe a pushout of the given diagram Y
r
← X
s
→ Z in D. As explained
above, k(Y ) and k(Z) are embedded in k(X) as subfields via r∗ and s∗, respectively; denote by
F the intersection k(Y ) ∩ k(Z). The normal variety X is covered by finitely many affine SpecAi,
with Ai integrally closed in k(X), which is also the quotient field of Ai. Then each Fi = Ai ∩ F is
integrally closed in F , and by gluing SpecFi together we obtain a normal variety V over k whose
function field is F . A pushout of Y
r
← X
s
→ Z is
Y
p
→ V
q
← Z
where p and q are the normalizations of V in k(Y ) and k(Z), respectively. Given an object U of
C, each of its irreducible component Ui is an object in D, the set Σ(U) is defined the same way as
before so that (G3) holds. The degree function of an arrow f : X → Y in D is the degree of the
function field extension [k(X) : k(Y )] for irreducible normal varieties X and Y . It clearly satisfies
(G4). Finally condition (G5) obviously is valid.
Grothendieck defined a cover of varieties to be a finite flat morphism. Note that taking fiber
product followed by normalization may not preserve flatness. A normal curve is automatically
smooth, hence the finite morphisms between normal curves are flat. Thus if f : B → A is a finite
cover between smooth curves, our algorithms output a smooth curve C over k so that the cover
g : C → A is a Galois closure of f in the sense of Grothendieck. On the other hand, if A has
dimension at least 2, so do all objects in the category C. The singular locus contained in an object
of C is known to have codimension at least 2. The output cover g : C → A from our algorithms
is flat outside the singular loci in C and A. It is in this sense that g is a Galois closure of f . If
the cover f : B → A to begin with is flat between smooth varieties, there is no canonical way to
choose a smooth variety C ′ with the same function field as C which gives rise to a Galois closure
g′ : C ′ → A of f in the sense of Grothendieck.
A more sophiscated type of cover of varieties together with a permutation representation is
discussed in [BF02, §3.1.3], where a geometric method to find its Galois closure using fiber product
is outlined. It would be interesting to see whether this approach can be described in terms of
categorical language as well.
Acknowledgment. The authors would like to thank Michael Fried for bringing to their atten-
tion that categorical approach to finding Galois closures for finite (not necessarily e´tale) covers of
normal varieties has been used by people working on Galois covers and moduli spaces to obtain
deep results in arithmetic geometry. The first papers in this field are [FV91, FV92], where the
categorical construction was applied to relate two different versions of Hurwitz spaces. The authors
would like to express their deep gratitude to the anonymous referee for inspirational discussions,
clarifications, and the encouragement to include covers with ramifications.
A UNIFIED APPROACH TO THE GALOIS CLOSURE PROBLEM 21
References
[BF02] P. Bailey and M. D. Fried. Hurwitz monodromy, spin separation and higher levels of a modular tower. In
M. D. Fried and Y. Ihara, editors, Arithmetic fundamental groups and noncommutative algebra, Proceedings
of Symposia in Pure Mathematics 70, pages 79–220. American Mathematical Society, 2002.
[CLRS09] T. H. Cormen, C. E. Leiserson, R. L. Rivest, and C. Stein. Introduction to algorithms. MIT Press and
McGraw-Hill, third edition, 2009.
[Coh96] H. Cohen. A course in computational algebraic number theory. Graduate texts in mathematics 138.
Springer-Verlag, 1996.
[FI02] M. D. Fried and Y. Ihara. Arithmetic fundamental groups and noncommutative algebra. Proceedings of
Symposia in Pure Mathematics 70. American Mathematical Society, 2002.
[FS55] A. Fro¨hlich and J. C. Shepherson. On the factorisation of polynomials in a finite number of steps. Mathe-
matische Zeitschrift, 62:331–334, 1955.
[FV91] M. D. Fried and H. Vo¨lklein. The inverse Galois problem and rational points on moduli spaces. Mathema-
tische Annalen, 290:771–800, 1991.
[FV92] M. D. Fried and H. Vo¨lklein. The embedding problem over a Hilbertian PAC-field. Annal of Mathematics,
135:469–481, 1992.
[Hel72] P. Hell. Retractions de graphes. PhD thesis, Universite´ de Montre´al, 1972.
[Lan98] S. Mac Lane. Categories for the working mathematician. Graduate Texts in Mathematics 5. Springer-
Verlag, second edition, 1998.
[Ter10] A. Terras. Zeta functions of graphs: A stroll through the garden. Cambridge Studies in Advanced Mathe-
matics 128. Cambridge University Press, 2010.
[vzGG13] J. von zur Gathen and J. Gerhard. Modern computer algebra. Cambridge University Press, New York,
third edition, 2013.
Department of Mathematics, National Central University, Chung-Li 32001 Taiwan
E-mail address: hauwenh@math.ncu.edu.tw
Department of Mathematics, Pennsylvania State University, University Park, PA 16802, USA
E-mail address: wli@math.psu.edu
