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Abstract
We define the notion of a partially additive Kleene algebra, which is a Kleene algebra where
the + operation need only be partially defined. These structures formalize a number of examples
that cannot be handled directly by Kleene algebras. We relate partially additive Kleene algebras
to existing algebraic structures, by exhibiting categorical connections with Kleene algebras,
partially additive categories, and closed semirings.
1 Introduction
Kleene algebras are algebraic structures that capture a natural form of iteration. Formally, a Kleene
algebra is an idempotent semiring with a unary ∗ operation; it is this operation that is axiomatized
using properties one expects from iteration. Kleene algebras are well-understood, having been
studied since at least the work of Conway [1971], and provide a foundation for many program
logics. The goal of this paper is to extend the theory of Kleene algebras to capture situations where
it is possible to define a reasonable definition of iteration without there being a complete Kleene
algebra structure. One example, studied by Kozen [1998], is the set of nonsquare matrices over a
Kleene algebra, which does not have a multiplication operation defined for all pairs of matrices.
This example can be studied by a form of Kleene algebra with a partially defined multiplication
operation. We are interested in situations that require a different form of partiality, namely, where
the addition operation is partial. An example where a partially defined addition operation is needed
is given (essentially) by the set of partial functions on a set S, that is, the partial functions S → S.
We can define multiplication of two partial functions by composition. Similarly, we can define the
sum of two partial functions f and g as f ∪ g (when considered as relations between arguments and
results) provided that the values of f and g agree on their domain of definition; thus, addition of
partial functions is only partially defined. Finally, we can define f∗ as a form of reflexive transitive
closure of f . Of course, partial functions can be studied using a number of approaches. This simply
shows that we can bring them (and other examples) under the umbrella of a well-studied algebraic
theory such as that of Kleene algebras.
Addition and multiplication having different properties in Kleene algebras, a theory for a par-
tially defined addition operation is different than the theory for a partially defined multiplication
∗A preliminary version of this paper appears in the proceedings of the 8th International Conference on Relational
Methods in Computer Science (RelMiCS 8).
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operation. This means that the development of Kozen [1998] for a partially defined multiplication
is not directly applicable. Of course, the need for a partially defined addition has long been rec-
ognized, and a common way to deal with this issue is to consider a Kleene algebra with a special
element ⋆ to represent the value “undefined”. When the sum of two elements is meant to be un-
defined, it is assigned the value ⋆, and applying any operation to a ⋆ argument results in ⋆. This
is essentially the approach used by Kozen [2003] in a recent series of papers to perform dataflow
analyses using Kleene algebras. While this method has the definite advantage of being simple and
does not require any extension to the theory of Kleene algebras, it may not be always adequate.
Among other things, it is not a universal way to add an undefined value to a Kleene algebra. For in-
stance, we could imagine adding a number of undefined values, one per pair of elements whose sum
is undefined, and defining addition appropriately for those values. There are properties of Kleene
algebras extended with many undefined values that do not hold when a single undefined value is
used, especially as it pertains to homomorphisms between Kleene algebras. What we want, for the
purpose of developing a theory of Kleene algebras with a partially defined addition, is to identify
the “minimal” way in which undefined values can be added, for an appropriate sense of minimality.
It is not clear, a priori, that there is such a minimal extension.
To establish that such a minimal extension indeed exists, we proceed as follows. We define a
primitive notion of partially additive Kleene algebra, which is a Kleene algebra where the + oper-
ation is partial, rather than total. We establish the basic result that every star-continuous partially
additive Kleene algebra (a class of algebras where the ∗ operation satisfies some additional and
natural properties) can be embedded in a total Kleene algebra, and that this embedding is universal.
Thus, there is a universal way to complete (star-continuous) partially additive Kleene algebras. This
universal completion yields the minimal extension alluded to above. The remainder of the paper
describes the relationship between partially additive Kleene algebras and other algebraic structures,
with an eye towards showing that such Kleene algebras fit naturally within existing structures. First,
we relate partially additive Kleene algebras with another structure that has been used to reason
algebraically about iteration in the context of categorical semantics of programming languages,
namely partially additive idempotent semirings and their generalization as partially additive cate-
gories [Manes and Arbib 1986]. We exhibit an adjunction between the category of star-continuous
partially additive Kleene algebras and the category of partially additive idempotent semirings. Fur-
thermore, we show that star-continuous partially additive Kleene algebras can be completed into
closed semirings [Aho, Hopcroft, and Ullman 1975] in two distinct ways that nevertheless yield
isomorphic closed semirings. This is done by exhibit two adjunctions between the category of
star-continuous partially additive Kleene algebras and the category of closed semirings.
We assume a working knowledge of category theory, at the level of the first five chapters of
MacLane [1971].
2 Partially Additive Kleene Algebras
We take as a starting point the definition of a Kleene algebra due to Kozen [1994], who gives a
finitary axiomatization using implicational equations.
A partially additive Kleene algebra is a set K equipped with a partial binary operation +, a total
binary operation ·, a total unary operation ∗, and constants 0 and 1, satisfying a number of axioms.
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We say the pair (a, b) is summable (written a ↓ b) if a+ b is defined. The axioms are as follows:
if x ↓ y, (x+ y) ↓ z, and y ↓ z then x ↓ (y + z) and (x+ y) + z = x+ (y + z) (1)
if x ↓ y then y ↓ x and x+ y = y + z (2)
x ↓ 0 and x+ 0 = x (3)
x ↓ x and x+ x = x (4)
x · (y · z) = (x · y) · z (5)
1 · x = x (6)
x · 1 = x (7)
if x ↓ y then (z · x) ↓ (z · y) and z · (x+ y) = z · x+ z · y (8)
if x ↓ y then (x · z) ↓ (y · z) and (x+ y) · z = x · z + y · z (9)
0 · x = 0 (10)
x · 0 = 0 (11)
1 ≤ x∗ (12)
x · x∗ ≤ x∗ (13)
x∗ · x ≤ x∗ (14)
if a · x ≤ x then a∗ · x ≤ x (15)
if x · a ≤ x then x · a∗ ≤ x (16)
As usual, every variable appearing in an axiom is implicitly understood as universally quantified.
The relation ≤ in axioms (12)–(16) is the natural partial order on K induced by +: a ≤ b if and only
if a ↓ b and a + b = b. It is straightforward to check that ≤ is symmetric (since a ↓ 0), transitive
(by the associativity rules for summability), and antisymmetric (using the idempotence of +). It is
easy to check that + captures a form of least upperbound: if a ≤ c, b ≤ c, and a ↓ b, then a+ b ≤ c
(using associativity rules for summability). We often drop the · symbol for multiplication, simply
writing ab for a · b. For b an element of a partially additive Kleene algebra, define b0 to be 1, and
bn+1 to be bbn.
Axioms (1)–(4) say that (K,+, 0) is an idempotent commutative monoid, except that the + op-
eration is partial, while axioms (5)–(9) say that (K, ·, 1) is a monoid, with the · operation distributing
over + whenever the required sums are defined. With axioms (10)–(11), this makes (K,+, ·, 0, 1)
an idempotent semiring with a partially defined + operation. Axioms (14)–(17) capture the proper-
ties of the Kleene star operation of formal language theory, taking into account the partiality of +.
Most of the≤-related properties that hold in Kleene algebra also hold here, even taking into account
partial additivity (since a ≤ b requires that a ↓ b). For instance, we can check that for all n ≥ 0,
bn ≤ b∗ (using induction from (12)). Similarly, a∗a∗ = a∗, (a∗)∗ = a∗, and if a ≤ b, then a∗ ≤ b∗.
Rather than listing all the properties of interest here, we refer to Kozen [1994].
Note that only + is allowed to be partial in a partially additive Kleene algebra. This lets us relate
our results to partially additive semirings in the next section, and also captures the kind of examples
we want to capture. Allowing · to be partial is essentially an orthogonal feature. A form of Kleene
algebra where the · operation is partial is studied by Kozen [1998] under the name typed Kleene
algebra, where a type system is used to control the partiality of multiplication. The definitions and
results of this paper should carry over in a straightforward way to that setting. (We do not introduce
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a type system in this paper to control the partiality of addition, since it would make the framework
too restrictive for the examples we want to capture.)
Example 2.1. Every total Kleene algebra is a partially additive Kleene algebra where the + opera-
tion is in fact total. ⊓⊔
Example 2.2. Any commutative monoid can be turned into a partially additive Kleene algebra with
a maximally undefined operation +. Let (M, ·, 1) be a commutative monoid. LetM′ =M∪{0, ⋆},
where 0 and ⋆ are new elements, and extend · to M′ by taking 0 · a = a · 0 = 0 for all a ∈M′, and
⋆ · b = b · ⋆ = ⋆ for all b ∈ M′, b 6= 0. Define 0∗ = 0, and b∗ = ⋆ (if b 6= 0). Let a+ b be defined
only if a = b, in which case a+ b = a, if b = 0, in which case a+ b = a, or if b = ⋆, in which case
a+ b = b. It is easy to check that (M′,+, ·, ∗, 0, 1) forms a partially additive Kleene algebra. ⊓⊔
Example 2.3. Let Σ be a set of states. In much the same way that relations are the basic example of
Kleene algebras, the set of partial functions from Σ to Σ is a basic example of a partially additive
Kleene algebra, where we interpret f∗ as repeatedly applying f until the state is in a distinguished
set Ω ⊆ Σ. Unfortunately, the example is not quite as simple as in the total case. Intuitively,
we need the partial functions to record some information about how they have been composed.
Therefore, we look at strings over Σ, where we can interpret a string σ1 . . . σn as mapping σ1 to
σn (via σ2, . . . , σn−1). Let ǫ be the empty string. For a nonempty string s = σ1 . . . σn, let sini, the
initial state of s, be σ1, and sfin, the final state of s, be σn. Given two strings s and s′, say that s is
a generalized prefix of s′ if s′ = s1t1s2t2 . . . sntn and s = s1s2 . . . sn. The fusion product s ⊗ s′
of two strings is defined to be ǫ if either s or s′ is ǫ, or if sfin 6= s′ini. Otherwise, if s = σ1 . . . σm
and s′ = σ′1 . . . σ′n, then s ⊗ s′ = σ1 . . . σmσ′2 . . . σ′n. Let Ω ⊆ Σ be a fixed subset of Σ. A set
A ⊆ Σ∗ of strings is functional if (1) for all s = σ1 . . . σn ∈ A, if σi ∈ Ω, then i = n (only
the last state of a string is in Ω), (2) for all σ ∈ Ω, there is a string s ∈ A with sini = σ, and
(3) for all σ ∈ Σ and all maximal strings s, s′ ∈ A, sfin = s′fin, where a string s is maximal in A
if it is not a generalized prefix of any other string in A. A set A ⊆ Σ∗ is sparsely functional if
it is functional, and moreover no string in A is a generalized prefix of any other string in A. Let
F be the set of sparsely functional subsets of Σ∗, along with the empty set. Given A a functional
set, let pAq be the largest set A′ ⊆ A that is sparsely functional. The sparsely functional subsets
of Σ∗ form a partially additive Kleene algebra (F ,+, ·, ∗, 0, 1) where we take A ↓ B if A ∪ B
is functional, in which case A + B = pA ∪ Bq, A · B = p{s ⊗ s′ | s ∈ A, s′ ∈ B}q, and
A∗ = pΣ∪{s | ∃n(s ∈ An, sfin ∈ Ω)}q, where A0 = Ω, and An+1 = A ·An. Thus, if we interpret
A as a partial function from the initial states of the strings in A to the final states of these strings,
then A + B represents the union of partial functions, A · B represents the composition of partial
functions, and A∗ represents the iterated application of A until an element of Ω is reached. The
constant 0 is taken to be the empty set, and the constant 1 is taken to be Σ. ⊓⊔
A homomorphism of partially additive Kleene algebras is a function f : K → K′ such that if
a ↓ b in K, then f(a) ↓ f(b) in K′ and f(a+ b) = f(a) + f(b), as well as f(a · b) = f(a) · f(b),
f(a∗) = f(a)∗, f(0) = 0, and f(1) = 1. Partially additive Kleene algebras with homomorphisms
form a category PKA. It follows from Example 2.1 that the category KA of Kleene algebra forms
a full subcategory of PKA, via the inclusion functor P : KA→ PKA.
Note that every partially additive Kleene algebra embeds in a total Kleene algebra in a straight-
forward way, by adding a single element ⋆. More precisely, let K be a partially additive Kleene
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algebra, and consider the Kleene algebra K ∪ {⋆} with the same operations, extended so that if a
and b are not summable in K, then a + b = ⋆ in K ∪ {⋆}, with a + ⋆ = ⋆, 0 · ⋆ = ⋆ · 0 = 0,
a · ⋆ = ⋆ · a = ⋆, and ⋆∗ = ⋆. It is easy to check that K ∪ {⋆} is a Kleene algebra with a total
operation +. Unfortunately, this embedding is not universal. Intuitively, this construction does not
embed a partially additive Kleene algebra in the “closest” Kleene algebra that contains it. We will
see a universal embedding in the next section.
3 Star-Continuity
A particularly interesting class of partially additive Kleene algebras is one where the Kleene star op-
erator is related to suprema with respect to ≤. A partially additive Kleene algebra is star-continuous
if ab∗c =
∑
n<ω ab
nc, where
∑
is the supremum with respect to the order ≤. This equation is
equivalent to the infinite implication
if abnc ↓ w for all n and
∧
n<ω
abnc ≤ w then ab∗c ≤ w. (17)
Equation (17) does not always hold in partially additive Kleene algebras, simply because not all
Kleene algebras are star-continuous [Kozen 1990]. However, most natural examples of partially
additive Kleene algebra are in fact star-continuous. In particular, Examples 2.2 and 2.3 of the last
section are star-continuous.
3.1 Construction
Star-continuous partially additive Kleene algebras form a full subcategory PKA∗ of PKA. We
now show that the inclusion functor K : PKA∗ → PKA witnessing the fact that PKA∗ is a
subcategory has a left adjoint S that universally maps a partially additive Kleene algebra to the
“closest” star-continuous partially additive Kleene algebra. The idea is to take a partially additive
Kleene algebra and impose equation (17) upon it. (The idea is similar to the Abelianization of
groups, which universally maps a group to an Abelian group.) Note that there is nothing specific to
partially additive Kleene algebra here; this construction equally well maps a Kleene algebra to the
closest star-continuous Kleene algebra, and forms a left adjoint to the appropriate inclusion functor.
Constructing the left adjoint to K can be done as follows. Let K be a partially additive Kleene
algebra. Define ≡ to be the least congruence relation on K such that for all a, b, c, w,
if abnc+ w ≡ w (for all n ≥ 0) then ab∗c+ w ≡ w. (18)
(In the presence of partiality, congruence for + says that if x ↓ z, y ↓ z, and x ≡ y, then x + z ≡
y + z.) Let [x]≡ = {y | x ≡ y} be the equivalence class of x under congruence ≡. Let K/≡
be the set of equivalence classes of ≡. If we extend the operations of K to equivalence classes in
the standard way, it is easily seen that K/≡ is a partially additive Kleene algebra that is moreover
star-continuous. (Say [x]≡ ↓ [y]≡ if there exists x′ ≡ x and y′ ≡ y such that x′ ↓ y′, and set
[x]≡+ [y]≡ = [x
′+ y′]≡.) If f : K → K′ is a partially additive Kleene algebra homomorphism, we
can lift it to a homomorphism fˆ : K/≡ → K′/≡ by taking fˆ([x]≡) = [f(x)]≡.
Lemma 3.1. If f is a partially additive Kleene algebra homomorphism, then fˆ is a partially additive
Kleene algebra homomorphism.
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Proof. The main thing we need to check is that fˆ is well-defined, that is, if x ≡ y, then fˆ([x]≡) =
fˆ([y]≡), that is, f(x) ≡ f(y). Let h : K′ → K′/≡ be the canonical surjective homomorphism
mapping an element x ofK′ to the equivalence class [x]≡ ofK′/≡. Recall that the kernel ker(g) of a
homomorphism g : K → K′ is the set of all pairs of elements (x, y) such that g(x) = g(y). We show
that ≡⊆ ker(h ◦ f), so that x ≡ y implies that h(f(x)) = h(f(y)), that is, [f(x)]≡ = [f(y)]≡, as
required. Recall that the kernel of a homomorphism is a congruence; this holds even in the presence
of partiality for +: if x ↓ z, y ↓ z, and (x, y) ∈ ker f , then f(x+z) = f(x)+f(z) = f(y)+f(z) =
f(y+ z), so that (x+ z, y+ z) ∈ ker f . Therefore, ker(h ◦ f) is a congruence. It therefore suffices
to show that ker(h◦ f) is closed under (17) to get ≡⊆ ker h ◦ f . Assume that for all n, abn+ c ↓ w
and (abnc + w,w) ∈ ker(h ◦ f). In other words, we have h(f(abnc + w)) = h(f(w)) for all n.
Because h ◦ f is a homomorphism, we get h(f(a))h(f(b))nh(f(c)) + h(f(w)) = h(f(w)) for
all n. Since K′/≡ is star-continuous, h(f(a))h(f(b))∗h(f(c)) + h(f(w)) = h(f(w)) holds, and
therefore, h(f(ab∗c+ w)) = h(f(w)); that is, (ab∗c+w,w) ∈ ker(h ◦ f), as required.
Verifying that fˆ is a partially additive Kleene algebra homomorphism is straightforward. For
instance, if [x]≡ ↓ [y]≡, then fˆ([x]≡ + [y]≡) = fˆ([x + y]≡) = [f(x + y)]≡ = [f(x) + f(y)]≡ =
[f(x)]≡ + [f(y)]≡ = fˆ([x]≡) + fˆ([y]≡). ⊓⊔
Let S : PKA→ PKA∗ map K to K/≡, and f to fˆ . It is easy to check that S is a functor.
Theorem 3.2. The functor S is a left adjoint of the inclusion functor K : PKA∗ → PKA, via the
adjunction map ϕ : Hom(SK,K′)→ Hom(K,KK′) given by (ϕf)(x) = f([x]≡).
Proof. To show that S is a left adjoint to K , we need to show that the adjunction map ϕ is a natural
isomorphism between Hom(SK,K′) and Hom(K,KK′).
We first show that ϕ is an isomorphism. The inverse of ϕ is given by the map ψ defined by
(ψg)([x]≡) = g(x). We check that this function is well defined, that is, if x ≡ y, then g(x) = g(y).
The argument is similar to that in the proof of Lemma 3.1. Clearly, it suffices to show that ≡⊆
ker(g). Since the kernel of a homomorphism is a congruence, it suffices to show that ker(g) is closed
under (17). Let g : K → KK′, where K′ is a star-continuous partially additive Kleene algebra.
Assume that for all n ≥ 0, abnc ↓ w and (abnc+ w,w) ∈ ker(g), that is, g(abnc+ w) = g(w) for
all n ≥ 0. Since g is a homomorphism, we get g(a)g(b)ng(c) + g(w) = g(w) for all n ≥ 0. Since
K′ is star-continuous (and K is the forgetful functor), we have g(a)g(b)∗g(c) + g(w) = g(w), that
is, g(ab∗c + w) = g(w), and (ab∗c + w,w) ∈ ker(g), establishing the result. It is easy to see that
(ψg) is a partially additive Kleene algebra homomorphism. To see that ϕ and ψ are inverses, first
let g : K → KK′, and note that
(ϕ ◦ ψ)(g)(x) = (ϕ(ψ(g)))(x)
= (ψ(g))([x]≡)
= g(x).
Second, let f : SK → K′, and note that
(ψ ◦ ϕ)(f)([x]≡) = (ψ(ϕ(f)))([x]≡)
= (ϕf)(x)
= f([x]≡).
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To establish the naturality of the adjunction map ϕ, we need to show the commutativity of two
diagrams. First, we need to show that for all morphisms h : K′ → K′′ in PKA∗, the following
diagram commutes:
Hom(SK,K′)
ϕ✲ Hom(K,KK′)
Hom(SK,K′′)
Hom(SK, h)
❄ ϕ✲ Hom(K,KK′′)
Hom(K,Kh)
❄
where Hom(K,−) is a functor that maps an object K′ to the set Hom(K,K′), and a morphism h :
K′ → K′′ to a morphism Hom(K, h) : Hom(K,K′) → Hom(K,K′′), given by Hom(K, h)(f) =
h ◦ f . To verify the commutativity of the diagram, let h : K′ → K′′, let f : SK → K′, and let
x ∈ K:
(Hom(K,Kh) ◦ ϕ)(f)(x) = (Hom(K,Kh)(ϕ(f)))(x)
= ((Kh) ◦ (ϕf))(x)
= ((Kh)((ϕf)(x)))
= h(f([x]≡))
(since Kh = h) and
(ϕ ◦ Hom(SK, h))(f)(x) = (ϕ(Hom(SK, h)(f)))(x)
= (ϕ(h ◦ f))(x)
= (h ◦ f)([x]≡)
= h(f([x]≡)).
Second, we need to show that for all morphisms h : K′′ → K′ in PKA, the following diagram
commutes:
Hom(SK′,K)
ϕ✲ Hom(K′,KK)
Hom(SK′′,K)
Hom(Sh,K)
❄ ϕ✲ Hom(K′′,KK)
Hom(h,KK)
❄
where Hom(−,K) is a functor that maps an object K′ to the set Hom(K′,K), and a morphism h :
K′′ → K′ to a morphism Hom(h,K) : Hom(K′,K) → Hom(K′′,K), given by Hom(h,K)(f) =
f ◦ h. To verify the commutativity of the diagram, let h : K′′ → K′, let f : SK′ → K, and let
x ∈ K′′:
(Hom(h,KK) ◦ ϕ)(f)(x) = (Hom(h,KK)(ϕf))(x)
= ((ϕf) ◦ h)(x)
= (ϕf)(h(x))
= f([h(x)]≡)
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and
(ϕ ◦ Hom(Sh,K))(f)(x) = (ϕ(Hom(Sh,K)(f)))(x)
= (ϕ(f ◦ (Sh)))(x)
= (ϕ(f ◦ hˆ))(x)
= (f ◦ hˆ)([x]≡)
= f(hˆ([x]≡))
= f([h(x)]≡).
⊓⊔
3.2 Completion
More interesting is the relationship between star-continuous Kleene algebras and star-continuous
partially additive Kleene algebras. In one direction, every star-continuous Kleene algebra is a star-
continuous partially additive Kleene algebra. Therefore, the inclusion functor P , when restricted to
the full subcategory KA∗ of star-continuous Kleene algebra, gives rise to an inclusion functor (also
named P ) from KA∗ to PKA∗. In the other direction, every star-continuous partially additive
Kleene algebra K can be completed to a star-continuous Kleene algebra TK in a universal way.
Formally, we show how to define a functor T from the category PKA∗ to the category KA∗ that
is the left adjoint to the inclusion functor P .
The construction is a form of ideal completion, and is based on a construction of Conway
[1971], later formalized by Kozen [1990]. We follow that treatment rather closely. A star-ideal A
in a star-continuous partially additive Kleene algebra K is a subset A ⊆ K satisfying:
(1) A is nonempty;
(2) A is closed under + (for summable pairs);
(3) A is closed downward under ≤;
(4) if abnc is in A for all n, then ab∗c is in A.
The star-ideal generated by A, denoted 〈A〉, is the smallest ideal containing A. It is equivalently
defined as the intersection of all the star-ideals containing A. If A = {a1, . . . , ak}, we often write
〈a1, . . . , ak〉 for 〈A〉. In particular, if A = {a}, then we write 〈a〉 for 〈A〉. It is easy to check that
〈a〉 = {x | x ≤ a}. An ideal I is finitely generated if I = 〈A〉 for some finite set A, and countably
generated if I = 〈A〉 for some countable set A. We can construct the star-ideal generated by A
directly, using a transfinite argument. This is a useful technique for proving results, as we shall see.
Lemma 3.3. Let τ be the map τ(A) = A⊕A ∪A≤ ∪A⊙∗ , where
A⊕B = {a+ b | a ∈ A, b ∈ B, a, b summable}
A≤ = {y | ∃x ∈ A.y ≤ x}
A⊙∗ = {ab∗c | abnc ∈ A, for all n ≥ 0},
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and define the transfinite sequence
τ0(A) = A
τα+1(A) = τ(τα(A))
τλ(A) =
⋃
α<λ
τα(A) λ a limit ordinal.
For all A ⊆ K, there exists an ordinal κ such that τκ(A) = τκ+1(A), and τκ = 〈A〉.
Proof. It is easy to check that A ⊆ τ(A), and that τ is monotone, that is, τ(A) ⊆ τ(B) whenever
A ⊆ B. The result then follows immediately by the Knaster-Tarski theorem [Tarski 1955]. ⊓⊔
Take TK to be the set of all finitely generated star-ideals of K. We can impose a star-continuous
Kleene algebra structure on TK as follows. First, define the following operation ⊙ on subsets of K:
A⊙B = {a · b | a ∈ A, b ∈ B}.
Lemma 3.4. The following properties hold:
(1) 〈A⊙B〉 = 〈〈A〉 ⊙B〉 = 〈A⊙ 〈B〉〉;
(2) 〈A ∪B〉 = 〈〈A〉 ∪B〉 = 〈A ∪ 〈B〉.
Proof. We prove part (2) here; part (1) is essentially Lemma 3 in Kozen [1990], and is proved
similarly. Since ∪ is commutative, it is sufficient to show that 〈A ∪ B〉 = 〈〈A〉 ∪ B〉. Since
A ⊆ 〈A〉 ⊆ 〈〈A〉 ∪ B〉 and B ⊆ 〈〈A〉 ∪ B〉, we have 〈A ∪ B〉 ⊆ 〈〈A〉 ∪ B〉. We show the
reverse inclusion 〈〈A〉 ∪ B〉 ⊆ 〈A ∪ B〉 by transfinite induction, via the characterization of star-
ideals in Lemma 3.3. More precisely, we show that for all ordinals α, τα(〈A〉 ∪ B) ⊆ 〈A ∪ B〉.
It is easy to see that since A ⊆ 〈A ∪ B〉, 〈A〉 ⊆ 〈A ∪ B〉, and similarly, B ⊆ 〈A ∪ B〉, so that
τ0(〈A〉 ∪B) = 〈A〉 ∪B ⊆ 〈A ∪B〉. For the inductive case,
τα+1(〈A〉 ∪B) = τ(τα(〈A〉 ∪B))
⊆ τ(〈A ∪B〉) by monotonicity of τ
= 〈A ∪B〉 by property of star-ideals.
For limit ordinals λ,
τλ(〈A〉 ∪B) =
⋃
α<λ
τα(〈A〉 ∪B)
⊆
⋃
α<λ
〈A ∪B〉
= 〈A ∪B〉.
Thus, 〈〈A〉 ∪B〉 = τ∗(〈A〉 ∪B) ⊆ 〈A ∪B〉, as required. ⊓⊔
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Clearly, Lemma 3.4 extends to arbitrary finite products and unions. If I and J are finitely generated
star-ideals, generated respectively by A = {a1, . . . , ak} and B, define
I + J = 〈A ∪B〉
I · J = 〈A⊙B〉
I∗ = 〈(a∗1 . . . a
∗
k)
∗〉
1 = 〈1〉
0 = 〈0〉.
Note that the operation + on star-ideals is total. We need to check that these operations are well-
defined; there can be many different generators for a star-ideal, and the above operations need to
give the same result no matter what generators we take.
Lemma 3.5. If I = 〈A1〉 = 〈A2〉 and J = 〈B1〉 = 〈B2〉, then:
(1) 〈A1 ∪B1〉 = 〈A2 ∪B2〉;
(2) 〈A1 ⊙B1〉 = 〈A2 ⊙B2〉;
(3) If A1 = 〈a1, . . . , ak〉 and B1 = 〈b1, . . . , bl〉, then 〈(a∗1 . . . a∗k)∗〉 = 〈(b∗1 . . . b∗l )∗〉.
Proof. For part (1), by Lemma 3.4(1), we have 〈A1 ∪ B1〉 = 〈〈A1〉 ∪ 〈B1〉〉 = 〈〈A2〉 ∪ 〈B2〉〉 =
〈A2 ∪B2〉.
For part (2), by Lemma 3.4(2), we have 〈A1 ⊙ B1〉 = 〈〈A1〉 ⊙ 〈B1〉〉 = 〈〈A2〉 ⊙ 〈B2〉〉 =
〈A2 ⊙B2〉.
For part (3), we first establish that for all i, ai ≤ (b∗1 . . . b∗l )∗. This follows easily from
the fact that ai ∈ 〈(a∗1 . . . a∗k)∗〉, and thus that ai ∈ 〈(b∗1 . . . b∗l )∗〉, and by principality, ai ≤
(b∗1 . . . b
∗
l )
∗
. The result now follows almost immediately. For each i, by monotonicity of ∗, a∗i ≤
((b∗1 . . . b
∗
l )
∗)∗ = (b∗1 . . . b
∗
l )
∗
. Thus, a∗1 . . . a∗k ≤ (b∗1 . . . b∗l )∗ . . . (b∗1 . . . b∗l )∗ ≤ (b∗1 . . . b∗l )∗. By
monotonicity, (a∗1 . . . a∗k)∗ ≤ ((b∗1 . . . b∗l )∗)∗ = (b∗1 . . . b∗l )∗. Therefore, 〈(a∗1 . . . a∗k)∗〉 ⊆ 〈(b∗1 . . . b∗l )∗〉.
A symmetric argument gives us the reverse inclusion, establishing equality. ⊓⊔
We can check that ≤ for star-ideals is just subset inclusion.
Lemma 3.6. If K is a star-continuous partially additive Kleene algebra, then TK is a star-
continuous Kleene algebra.
Proof. Most of axioms of Kleene algebra (given by Kozen [1994]) are straightforward to verify. We
give a proof for the nontrivial ones: 1 + I · I∗ ≤ I∗, J + I ·K ≤ K implies I∗ · J ≤ K , and the
star-continuity condition.
To show that 1 + I · I∗ ≤ I∗, it suffices to show that 1 ≤ I∗ and I · I∗ ≤ I∗. Assume
I = 〈A〉, where A = {a1, . . . , ak}. First, since K is a partially additive Kleene algebra, 1 ≤
(a∗1 . . . a
∗
k)
∗
, and so 1 ∈ 〈(a∗1 . . . a∗k)∗〉, and 〈1〉 ⊆ 〈(a∗1 . . . a∗k)∗〉, as required. Second, pick an
arbitrary a ∈ A. Clearly, a ≤ a∗1 . . . a∗k, so a(a∗1 . . . a∗k)∗ ≤ a∗1 . . . a∗k(a∗1 . . . a∗k)∗ ≤ (a∗1 . . . a∗k)∗.
Therefore, by closure of I∗, a(a∗1 . . . a∗k)∗ ∈ I∗, for any a ∈ A. Thus, A⊙{(a∗1 . . . a∗k)∗} ⊆ I∗, and
〈A⊙ {(a∗1 . . . a
∗
k)
∗}〉 ⊆ I∗. But this is just I · I∗ ≤ I∗, as required.
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Next, we want to show that if J + I · K ≤ K , then I∗ · J ≤ K . Assume I = 〈A〉 (with
A = {a1, . . . , ak}), J = 〈B〉, and K = 〈C〉. Furthermore, assume J + I · K ≤ K , that is,
〈B ∪ (A⊙ C)〉 ⊆ 〈C〉. By Lemma 3.4, this is equivalent to
〈〈B〉 ∪ (〈A〉 ⊙ 〈C〉)〉 ⊆ 〈C〉. (19)
We want to show that 〈{(a∗1 · · · a∗k)∗} ⊙ B〉 ⊆ 〈C〉. It is sufficient to show that for all b ∈ B,
(a∗1 · · · a
∗
k)
∗b ∈ 〈C〉. We know b ∈ 〈B〉, thus by (19), b ∈ 〈C〉. since ak ∈ 〈A〉, akb ∈ 〈A〉 ⊙ 〈C〉,
and by (19), akb ∈ 〈C〉. A straightforward induction shows that for all n, ankb ∈ 〈C〉. Therefore,
by the closure properties of 〈C〉, a∗kb ∈ 〈C〉. A similarly argument with a∗kb instead of b and ak−1
instead of ak shows that a∗k−1a∗kb ∈ 〈C〉. A straightforward induction shows that a∗1 · · · a∗kb ∈
〈C〉. Repeating the whole argument with a∗1 · · · a∗kb instead of b yields (a∗1 · · · a∗k)2b ∈ 〈C〉. A
straightforward induction shows that for all n, (a∗1 · · · a∗k)nb ∈ 〈C〉. By the closure properties of
〈C〉, (a∗1 · · · a
∗
k)
∗b ∈ 〈C〉, as required.
For the star-continuity condition, we want to show that if I ·Jn ·K ≤ L for all n, then I ·J∗ ·K ≤
L. Assume I = 〈A〉, J = 〈B〉 (where B = {b1, . . . , bk}), and K = 〈C〉. Furthermore, assume
I · Jn · K ≤ L for all n, that is, 〈A ⊙ Bn ⊙ C〉 ⊆ L, where Bn = B ⊙ · · · ⊙ B (n times). By
Lemma 3.4, this is equivalent to
〈〈A〉 ⊙ 〈B〉n ⊙ 〈C〉〉 ⊆ L. (20)
It is sufficient to show that A ⊙ {(b∗1 · · · b∗k)∗} ⊙ C ⊆ L. In other words, for all a ∈ A and
c ∈ C , a(b∗1 · · · b
∗
k)
∗c ∈ L. By the closure properties of L, it is sufficient to show that for all
a ∈ A, all c ∈ C , and all m ≥ 0, a(b∗1 . . . b∗k)mc ∈ L. For m = 0, the result follows trivially
from (20) (taking n = 0). For m > 0, by (20), for all n11, . . . , n1k, . . . , nm1 , . . . , nmk , we have
a(b
n1
1
1
· · · b
n1
k
k ) · · · (b
nm
1
1
· · · b
nm
k
k )c ∈ L. By the closure properties of L, we have
a(b∗1b
n1
2
2
· · · b
n1
k
k ) · · · (b
nm
1
1
· · · b
nm
k
k )c ∈ L.
An easy induction shows that a(b∗1 · · · b∗k) · · · (b∗1 · · · b∗k)c ∈ L, that is, a(b∗1 · · · b∗k)mc ∈ L, as re-
quired. ⊓⊔
We can extend T to a functor by specifying its action on PKA∗ morphisms. If f : K → K′ is a
homomorphism of partially additive Kleene algebras, define Tf : TK → TK′ as (Tf)(I) = 〈f [I]〉,
where f [A] = {f(a) | a ∈ A}.
Lemma 3.7. 〈f [〈A〉]〉 = 〈f [A]〉.
Proof. This is a straightforward adaption of the proof of Lemma 4 in Kozen [1990]. ⊓⊔
Lemma 3.8. Tf is a Kleene algebra homomorphism.
Proof.
(Tf)(〈0〉) = 〈f [〈0〉]〉
= 〈f(0)〉 by Lemma 3.7
= 〈0〉
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(Tf)(〈1〉) = 〈f [〈1〉]〉
= 〈f [1]〉 by Lemma 3.7
= 〈1〉.
Assume I = 〈A〉 and J = 〈B〉,
(Tf)(I + J) = 〈f [I + J ]〉
= 〈f [〈A ∪B〉]〉
= 〈f [A ∪B]〉 by Lemma 3.7
= 〈f [A] ∪ f [B]〉
= 〈f [A]〉+ 〈f [B]〉
= 〈f [〈A〉]〉+ 〈f [〈B〉]〉 by Lemma 3.7
= 〈f [I]〉+ 〈f [J ]〉
= (Tf)(I) + (Tf)(J)
(Tf)(I · J) = 〈f [I · J ]〉
= 〈f [〈A⊙B〉]〉
= 〈f [A⊙B]〉 by Lemma 3.7
= 〈{f(a · b) | a ∈ A, b ∈ B}〉
= 〈{f(a) · f(b) | a ∈ A, b ∈ B}〉
= 〈{x · y | x ∈ f [A], y ∈ f [B]}〉
= 〈f [A]⊙ f [B]〉
= 〈f [A]〉 · 〈f [B]〉
= 〈f [〈A〉]〉 · 〈f [〈B〉]〉 by Lemma 3.7
= 〈f [I]〉 · 〈f [J ]〉 = (Tf)(I) · (Tf)(J).
Assume I = 〈{a1, . . . , ak}〉,
(Tf)(I∗) = 〈f [I∗]〉
= 〈f [〈{(a∗1 · · · a
∗
k)
∗}〉]〉 by Lemma 3.7
= 〈f [{(a∗1 · · · a
∗
k)
∗}]〉
= 〈{f((a∗1 · · · a
∗
k)
∗)}〉
= 〈{(f(a1)
∗ · · · f(ak)
∗)∗}〉
= (〈{f(a1), . . . , f(ak)}〉)
∗
= (〈f [{a1, . . . , ak}]〉)
∗
= (〈f [〈{a1, . . . , ak}〉]〉)
∗ by Lemma 3.7
= (〈f [I]〉)∗ = ((Tf)(I))∗.
⊓⊔
It is straightforward to check that T is a functor.
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Theorem 3.9. The functor T is a left adjoint to the inclusion functor P : KA∗ → PKA∗, via the
adjunction map ϕ : Hom(TK,K′)→ Hom(K, PK′) given by (ϕf)(x) = f(〈x〉).
Proof. To show that T is a left adjoint to P , we need to show that the adjunction map ϕ is a natural
isomorphism between Hom(TK,K′) and Hom(K, PK′).
We first show that (ϕf) is a partially additive Kleene algebra homomorphism. The verification
is mostly straightforward.
(ϕf)(0) = f(〈0〉)
= 〈0〉,
and similarly for 1.
(ϕf)(x+ y) = f(〈x+ y〉)
= f(〈{x, y}〉)
= f(〈x〉+ 〈y〉)
= f(〈x〉) + f(〈y〉)
= (ϕf)(x) + (ϕf)(y)
(ϕf)(x · y) = f(〈x · y〉)
= f(〈{x} ⊙ {y}〉)
= f(〈x〉 · 〈y〉)
= f(〈x〉) · f(〈y〉)
= (ϕf)(x) · (ϕf)(y)
(ϕf)(x∗) = f(〈x∗〉)
= f(〈(x∗)∗〉)
= f(〈x〉∗)
= (f(〈x〉))∗
= ((ϕf)(x))∗.
We next show that ϕ is an isomorphism. The inverse of ϕ is given by the map ψ defined by
(ψg)(I) = g(a1) + · · · + g(ak) if I = 〈a1, . . . , ak〉. We check that this function is well defined,
that is, if I = 〈a1, . . . , ak〉 and I = 〈b1, . . . , bl〉, then g(a1) + · · · + g(ak) = g(b1) + · · · + g(bl).
First, since g : K → PK′ and since P is the forgetful functor from KA∗, the operation + is
total on the range of g. Note that from Lemma 3.7, we have that 〈g[I]〉 = 〈g(a1), . . . , g(ak)〉 =
〈g(b1), . . . , g(bl)〉〉 ⊆ 〈g(b1) + · · ·+ g(bl)〉 = (g(b1) + · · ·+ g(bl))
≤
. Therefore, g(ai) ≤ g(b1) +
· · ·+g(bl) for all i, and therefore g(a1)+ · · ·+g(ak) ≤ g(b1)+ · · ·+g(bl). A symmetric argument
shows that g(b1) + · · · + g(bl) ≤ g(a1) + · · · + g(ak), establishing the result. We check that (ψg)
is a Kleene algebra homomorphism.
(ψg)(〈0〉) = g(0)
= 0
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and similarly for 1.
(ψg)(〈A〉 + 〈B〉) = (ψg)(〈A ∪B〉)
=
∑
g[A ∪B]
=
∑
g[A] ∪ g[B]
=
∑
g[A] +
∑
g[B]
= (ψg)(〈A〉) + (ψg)(〈B〉)
(ψg)(〈A〉 · 〈B〉) = (ψg)(〈A ⊙B〉)
=
∑
g[A⊙B]
=
∑
g[A]⊙ g[B]
=
∑
g[A] ·
∑
g[B]
= (ψg)(〈A〉) · (ψg)(〈B〉)
(ψg)(〈{a1, . . . , ak}〉
∗) = (ψg)(〈(a∗1 · · · a
∗
k)
∗〉)
= g((a∗1 · · · a
∗
k)
∗)
= (g(a1)
∗ · · · g(ak)
∗)∗
= (g(a1) + · · ·+ g(ak))
∗
= (
∑
g[{a1, . . . , ak}])
∗
= ((ψg)(〈a1, . . . , ak〉))
∗.
To see that ϕ and ψ are inverses, first let g : K → PK′, and note that
(ϕ ◦ ψ)(g)(x) = (ϕ(ψ(g)))(x)
= (ψg)(〈x〉)
= g(x).
Similarly, let f : TK → K′, and note that
(ψ ◦ ϕ)(f)(〈{a1, . . . , ak}〉) = (ψ(ϕ(f)))(〈{a1 , . . . , ak}〉)
= (ϕf)(a1) + · · ·+ (ϕf)(ak)
= f(〈a1〉) + . . . f(〈ak〉)
= f(〈a1〉+ · · ·+ 〈ak〉)
= f(〈a1, . . . , ak〉).
To establish the naturality of the adjunction map ϕ, we need to show the commutativity of two
diagrams. (See the proof of Theorem 3.2.) First, let h : K′ → K′′, let f : TK → K′, and let x ∈ K:
(Hom(K, Ph) ◦ ϕ)(f)(x) = (Hom(K, Ph)(ϕ(f)))(x)
= ((Ph) ◦ (ϕf))(x)
= ((Ph)((ϕf)(x)))
= h(f(〈x〉))
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(since Ph = h) and
(ϕ ◦ Hom(TK, h))(f)(x) = (ϕ(Hom(TK, h)(f)))(x)
= (ϕ(h ◦ f))(x)
= (h ◦ f)(〈x〉)
= h(f(〈x〉)).
Second, let h : K′′ → K′, let f : TK′ → K, and let x ∈ K′′:
(Hom(h, PK) ◦ ϕ)(f)(x) = (Hom(h, PK)(ϕf))(x)
= ((ϕf) ◦ h)(x)
= (ϕf)(h(x))
= f(〈h(x)〉)
and
(ϕ ◦ Hom(Th,K))(f)(x) = (ϕ(Hom(Th,K)(f)))(x)
= (ϕ(f ◦ (Th)))(x)
= (f ◦ (Th))(〈x〉)
= f((Th)(〈x〉))
= f(〈h(x)〉).
⊓⊔
4 Relationship with Partially Additive Idempotent Semirings
An algebraic structure that is quite similar to partially additive Kleene algebras was studied by
Arbib and Manes [1986], who introduced a form of partially additive semiring with an infinitary
sum operation.1 At the basis of this structure is the notion of a partially additive monoid. Roughly
speaking, a partially additive monoid is like a monoid (that is, a set with a single associate operation
and an identity element), except that the operation is only partially defined, and is infinitary. In this
section, we show the relationship between partially additive Kleene algebras and partially additive
idempotent semirings.
To make this precise, we need some terminology. Let M be a fixed set. An I-indexed family
in M is a function x : I −→ M, written (xi | i ∈ I). We usually write xi rather than x(i). The
(necessarily unique) ∅-indexed family is called the empty family. A family (yj | j ∈ J ) is said
to be a subfamily of (xi | i ∈ I) if J ⊆ I and yj = xj for all j ∈ J . A family (xi | i ∈ I) is
countable if I is a countable set. Given an index set I , the family (Ij | j ∈ J ) is a partition of I if
Ij ∩ Ik = whenever j 6= k, and I = ∪j∈J Ij . Note that we allow an element Ij of the partition to
be empty.
A partially additive monoid is a pair (M,
∑
) where M is a nonempty set and
∑
is a partial
function mapping countable families in M to elements of M (the family (xi | i ∈ I) is summable
if
∑
(xi | i ∈ I) is defined) subject to the following three conditions:
1Strictly speaking, Arbib and Manes define the notion of a partially additive category. A partially additive semiring
is a one-object partially additive category.
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(1) Partition-associativity axiom: If (xi | i ∈ I) is a countable family and (Ij | j ∈ J ) is a
partition of I with J countable, then (xi | i ∈ I) is summable if and only if it the case both
that for every j ∈ J , (xi | i ∈ Ij) is summable, and (
∑
(xi | i ∈ Ij) | j ∈ J ) is summable.
In that case,
∑
(xi | i ∈ I) =
∑
(
∑
(xi | i ∈ Ij) | j ∈ J );
(2) Unary sum axiom: Any family (xi | i ∈ I) where |I| = 1 is summable, and
∑
(xi | i ∈
I) = xj if I = {j};
(3) Limit axiom: If (xi | i ∈ I) is a countable family, and if the subfamily (xi | i ∈ F ) is
summable for every finite set F ⊆ I , then (xi | i ∈ I) is summable.
One consequence of the partition-associativity axiom is that every partially additive monoid
is commutative: the order of the elements of the family being summed does not affect the sum.
Moreover, in every partially additive monoid there exists a special element that acts as the identity
under sums. More precisely, for a partially additive monoid M, let ! : ∅ −→ M be the empty
family in M, which is summable by an application of the partition-associativity axiom. Let 0 be∑
!. That this 0 acts as the identity is captured by the following easily-proved fact: if (xi | i ∈ I)
is a summable family in M, J a countable set disjoint from I , and xi = 0 for i ∈ J , then
(xi | i ∈ I ∪ J ) is summable, and
∑
(xi | i ∈ I ∪ J ) =
∑
(xi | i ∈ I).
A partially additive idempotent semiring is a structure (S,
∑
, ·, 1) where
(1) (S,∑) is a partially additive monoid that is idempotent: if I is a countable set and we form
the family (xi | i ∈ I) with xi = x for all i ∈ I , then (xi | i ∈ I) is summable, and∑
(xi | i ∈ I) = x;
(2) (S, ·, 1) is a monoid;
(3) If (xi | i ∈ I) is summable, then (y · xi | i ∈ I) and (xi · z | i ∈ I) are summable, and
y(
∑
(xi | i ∈ I)) =
∑
(y · xi | i ∈ I) and (
∑
(xi | i ∈ I))z =
∑
(xi · z | i ∈ I);
(4) a · 0 = 0 · a = 0.
Partially additive idempotent semirings form a category PS, with morphisms being homomor-
phisms that preserve the sum of summable countable families. (These homomorphisms are some-
times called ω-continuous.)
In the examples treated in the literature, the infinitary sum is used almost exclusively to define
the ∗ operation, by taking b∗ =
∑
(bn | n ∈ N), where b0 = 1 and bn+1 = bbn. By countable
distributivity, we have ab∗c =
∑
(abnc | n ∈ N), and therefore every partially additive idempotent
semiring is a star-continuous partially additive Kleene algebra. This gives us a forgetful functor
U : PS→ PKA∗.
There is a way to universal embed a star-continuous partially additive Kleene algebra into a
partially additive idempotent semiring, by essentially extending the + operation to an infinitary
summation. This takes the form of a functor C from PKA∗ to PS. It is again a form of ideal
completion, of the kind already seen in Section 3. We use the same definition of star-ideals. This
time, however, we take CK to be the set of countably generated star-ideals of K. We define the
partially additive idempotent semiring operations as follows. Most of the operations are defined as
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we did for the functor T in Section 3. If I and J are countably generated star-ideals, generated
respectively by the countable sets A and B, define
I · J = 〈A⊙B〉
1 = 〈1〉
0 = 〈0〉.
To define the infinitary summation
∑
, let (Ii | i ∈ I) be a countable family of countably generated
star-ideals of K, where Ii is generated by the countable set Ai. Say that the family (Ii | i ∈ I) is
summable if for all finite subsets {a1, . . . , ak} ⊆
⋃
i∈I Ai, the finite sum a1 + · · · + ak is defined
in K, for all possible ways of associating the binary + operations in a1 + · · · + ak; if (Ii | i ∈ I)
is summable, define
∑
(Ii | i ∈ I) = 〈
⋃
i∈I Ai〉. Again, we can check that these operations are
well-defined, by showing that they give the same star-ideals irrespectively of the choice of countable
generating sets. (The details are as in Lemma 3.5.)
It is straightforward to check that CK is a partially additive idempotent semiring. We can extend
C to a functor by specifying its action on PKA∗ morphisms. If f : K → K′ is a homomorphism
of partially additive Kleene algebras, define Cf : CK → CK′ as (Cf)(I) = 〈f [I]〉, where f [A] =
{f(a) | a ∈ A}.
Lemma 4.1. Cf is a partially additive idempotent semiring homomorphism.
Proof. This proof is similar to that of Lemma 3.8. The only case that is different (aside from the
fact that there is no case for ∗, since there is no such operation in partially additive idempotent
semirings) is the countable sum. Let (Ii | i ∈ I) be a countable family of countably generated
star-ideals, where Ii = 〈Ai〉. Assume (Ii | i ∈ I) is summable.
(Cf)(
∑
(Ii | i ∈ I)) = 〈f [
∑
(Ii | i ∈ I)]〉
= 〈f [〈
⋃
i∈I
Ai〉]〉
= 〈f [
⋃
i∈I
Ai]〉 by Lemma 3.7
= 〈
⋃
i∈I
f [Ai]〉
=
∑
(〈f [Ai]〉 | i ∈ I)
=
∑
(〈f [〈Ai〉]〉 | i ∈ I) by Lemma 3.7
=
∑
(〈f [Ii]〉 | i ∈ I)
=
∑
((Cf)(Ii) | i ∈ I).
⊓⊔
It is straightforward to check that C is a functor.
Theorem 4.2. The functor C is a left adjoint of the inclusion functor U : PS → PKA∗, via the
adjunction map ϕ : Hom(CK,S)→ Hom(K, US) given by (ϕf)(x) = f(〈x〉).
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Proof. To show that C is a left adjoint to U , we need to show that the adjunction map ϕ is a natural
isomorphism between Hom(CK,S) and Hom(K, US).
We first show that (ϕf) is a partially additive Kleene algebra homomorphism. The verification
is mostly straightforward.
(ϕf)(0) = f(〈0〉)
= 〈0〉,
and similarly for 1.
(ϕf)(x+ y) = f(〈x+ y〉)
= f(〈{x, y}〉)
= f(〈x〉+ 〈y〉)
= f(〈x〉) + f(〈y〉)
= (ϕf)(x) + (ϕf)(y)
(ϕf)(x · y) = f(〈x · y〉)
= f(〈{x} ⊙ {y}〉)
= f(〈x〉 · 〈y〉)
= f(〈x〉) · f(〈y〉)
= (ϕf)(x) · (ϕf)(y).
For x∗, note that 〈x∗〉 = 〈
⋃
n≥0{x
n}〉: since xn ≤ x∗ for all n ≥ 0,
⋃
n≥0{x
n} ⊆ 〈x∗〉 by the
closure properties of star-ideals, and thus 〈
⋃
n≥0〉 ⊆ 〈x
∗〉; conversely, we have xn ∈ 〈
⋃
n≥0{x
n}
for all n ≥ 0, and again by the closure properties of star-ideals, x∗ ∈ 〈
⋃
n≥0{x
n}〉, and thus
〈x∗〉 ⊆ 〈
⋃
n≥0{x
n}〉.
(ϕf)(x∗) = f(〈x∗〉)
= f(〈
⋃
n≥0
{xn}〉)
= f(
∑
(〈xn〉 | n ≥ 0))
= f(
∑
(〈x〉n | n ≥ 0))
=
∑
(f(〈x〉)n | n ≥ 0))
=
∑
((ϕf)(x)n | n ≥ 0)
= ((ϕf)(x))∗ by definition of ∗.
We next show that ϕ is an isomorphism. The inverse of ϕ is given by the map ψ defined by
(ψg)(I) =
∑
(g(a) | a ∈ A) if I = 〈A〉. We check that this function is well defined, that is, if
I = 〈A〉 and I = 〈B〉, then
∑
(g(a) | a ∈ A) =
∑
(g(B) | b ∈ B). The argument is essentially
the same as that in the proof of Theorem 3.9. We repeat the argument here for convenience. Note
that from Lemma 3.7, we have that 〈g[I]〉 = 〈g[A]〉 = 〈g[B]〉 ⊆ 〈
∑
(g(b) | b ∈ B)〉 = (
∑
(g(b) |
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b ∈ B))≤. Therefore, g(a) ≤
∑
(g(b) | b ∈ B) for all a ∈ A, and therefore
∑
(g(a) | a ∈
A) ≤
∑
(g(b) | b ∈ B). A symmetric argument shows that
∑
(g(b) | b ∈ B) ≤
∑
(g(a) |
a ∈ A), establishing the result. We check that (ψg) is a partially additive idempotent semiring
homomorphism.
(ψg)(〈0〉) = g(0)
= 0
and similarly for 1.
(ψg)(
∑
(〈Ai〉 | i ∈ I)) = (ψg)(〈
⋃
i∈I
Ai〉)
=
∑
(g(a) | a ∈
⋃
i∈I
Ai)
=
∑
(
∑
(g(a) | a ∈ Ai) | i ∈ I)
=
∑
((ψg)(〈Ai〉) | i ∈ I)
(ψg)(〈A〉 · 〈B〉) = (ψg)(〈A ⊙B〉)
=
∑
g[A⊙B]
=
∑
g[A] ⊙ g[B]
=
∑
g[A] ·
∑
g[B]
= (ψg)(〈A〉) · (ψg)(〈B〉).
To see that ϕ and ψ are inverses, first let g : K → US , and note that
(ϕ ◦ ψ)(g)(x) = (ϕ(ψ(g)))(x)
= (ψg)(〈x〉)
= g(x).
Similarly, let f : CK → S , and note that
(ψ ◦ ϕ)(f)(〈A〉) = (ψ(ϕ(f)))(〈A〉)
=
∑
((ϕf)(a) | a ∈ A)
=
∑
(f(〈a〉) | a ∈ A)
= f(
∑
(〈a〉 | a ∈ A))
= f(〈A〉).
To establish the naturality of the adjunction map ϕ, we need to show the commutativity of two
diagrams. (See the proof of Theorem 3.2.) First, let h : S → S ′, let f : CK → S , and let x ∈ K:
(Hom(K, Uh) ◦ ϕ)(f)(x) = (Hom(K, Uh)(ϕ(f)))(x)
= ((Uh) ◦ (ϕf))(x)
= ((Uh)((ϕf)(x)))
= h(f(〈x〉))
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(since Uh = h) and
(ϕ ◦ Hom(CK, h))(f)(x) = (ϕ(Hom(CK, h)(f)))(x)
= (ϕ(h ◦ f))(x)
= (h ◦ f)(〈x〉)
= h(f(〈x〉)).
Second, let h : K′ → K, let f : CK → S , and let x ∈ K′:
(Hom(h,US) ◦ ϕ)(f)(x) = (Hom(h,US)(ϕf))(x)
= ((ϕf) ◦ h)(x)
= (ϕf)(h(x))
= f(〈h(x)〉)
and
(ϕ ◦ Hom(Ch,S))(f)(x) = (ϕ(Hom(Ch,S)(f)))(x)
= (ϕ(f ◦ (Ch)))(x)
= (f ◦ (Ch))(〈x〉)
= f((Ch)(〈x〉))
= f(〈h(x)〉).
⊓⊔
5 Relationship with Closed Semirings
Closed semirings [Aho, Hopcroft, and Ullman 1975; Mehlhorn 1984] are often used as alternatives
to Kleene algebras to treat iteration by defining it via an infinite sum operation. In fact, a closed
semiring is simply a partially additive idempotent semiring where the
∑
operator is always defined,
that is, where every countable family is summable. In this section, we show that there are two ways
to universally map star-continuous partially additive Kleene algebras to closed semirings, using the
constructions of the previous two sections; these nevertheless yield isomorphic closed semirings.
In Section 3, we showed that star-continuous partially additive Kleene algebras can be com-
pleted to star-continuous Kleene algebras, via the functor T . Kozen [1990] showed that every
star-continuous Kleene algebra can be universally embedded into a closed semiring, via a functor
C ′ : KA∗ → CS (where CS is the category of closed semirings) and that C ′ is a left adjoint to the
inclusion functor U ′ : CS→ KA∗. By composing the functors, we get the adjunctions
PKA
∗
T✲✛
P
KA
∗
C ′✲✛
U ′
CS.
Thus, the composite functor C ′ ◦ T is a left adjoint to the forgetful functor CS→ PKA∗.
In Section 4 we showed that every star-continuous partially additive Kleene algebra can be
embedded into a partially additive idempotent semirings, via the functor C : PKA∗ → PS. It
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is straightforward to show that partially additive idempotent semirings can be completed to closed
semirings in a universal way; this construction is quite similar to the completion of partially additive
Kleene algebras. This construction is essentially the one described by Manes [1987]. If S is a
partially additive idempotent semiring, define an ideal of S to be a subset A ⊆ S satisfying:
(1) A is nonempty;
(2) A is closed under ∑ (for summable families);
(3) A is closed downward under ≤.
We use the same notation as for star-ideals, and write 〈A〉 for the smallest ideal generated by the
set A. The analogue of results for star-ideals carry over (for instance, Lemmas 3.3 and 3.4). If S is
a partially additive idempotent semiring, let T ′S be the set of ideals of S . We can impose a closed
semiring structure on T ′S as follows. If I and J are ideals, generated respectively by A and B,
define
∑
(Ii | i ∈ I) = 〈
⋃
i∈I
Ai〉
I · J = 〈A⊙B〉
1 = 〈1〉
0 = 〈0〉.
As in Section 3, we need to check that these operations are well-defined; the analogue of Lemma 3.5
can be seen to hold. As with T , we can extend T ′ to a functor by specifying its action on PS
morphisms. If f : S → S ′ is a homomorphism of partially additive idempotent semirings, define
T ′f : T ′S → T ′S ′ as (T ′f)(I) = 〈f [I]〉, where f [A] = {f(a) | a ∈ A}. It is straightforward to
check that T ′f is a closed semiring homomorphism (see Lemma 3.8). This gives a functor T ′ from
the category PS to the category CS, left adjoint to the obvious inclusion functor P ′ : CS→ PS.
Theorem 5.1. The functor T ′ is a left adjoint to the inclusion functor P ′ : CS → PS, via the
adjunction map ϕ : Hom(T ′S,S ′)→ Hom(S, P ′S ′) given by (ϕf)(x) = f(〈x〉).
Proof. To show that T ′ is a left adjoint to P ′, we need to show that the adjunction map ϕ is a natural
isomorphism between Hom(T ′S,S ′) and Hom(S, P ′S ′). The proof is a straightforward adaptation
of the proof of Theorem 3.9. ⊓⊔
With this result, we get the adjunctions
PKA
∗
C ✲✛
U
PS
T ′ ✲✛
P ′
CS.
The composite functor T ′ ◦ C is a left adjoint to the forgetful functor CS → PKA∗. It is a well-
known result that any two functors that are left adjoint to the same functor are naturally isomorphic
[Mac Lane 1971, p.85, Corollary 1]. Thus, C ′ ◦ T and T ′ ◦ C are naturally isomorphic functors.
Among other things, this implies that if K is a star-continuous partially additive Kleene algebra,
then C ′(TK) and T ′(CK) are isomorphic closed semirings.
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6 Conclusion
In this paper, we introduced the notion of a partially additive Kleene algebra, and exhibited categor-
ical connections between the category PKA∗ of star-continuous partially additive Kleene algebras
and various other algebraic structures. We obtain the following commutative diagram of adjunc-
tions:
PKA
S✲
✛
K
PKA
∗
C ✲
✛
U
PS
KA
∗
P
✻
T
❄ C ′✲
✛
U ′
CS.
P ′
✻
T ′
❄
These relationships provide some motivation for our definition of partially additive Kleene algebras,
by showing that partially additive Kleene algebras fit naturally within existing algebraic structures.
One question remains open: is there is a universal way to complete an arbitrary partially additive
Kleene algebra into a total Kleene algebra? This asks for a left adjoint to the forgetful functor
KA → PKA, that collapses to the functor T : PKA∗ → KA∗ when restricted to PKA∗. Note
that the construction in this paper only works for star-continuous partially additive Kleene algebras.
More precisely, the proof of Theorem 3.9 requires showing that the adjunction ϕ is an isomorphism;
but the well-definedness of the inverse ψ relies on the fact that 〈x〉 ⊆ {x}≤, which need not hold in
non-star-continuous partially additive Kleene algebras. For instance, if y is an upper bound for all
xn but not x∗, then 〈y〉 will contain x∗ but {y}≤ will not; in other words, 〈y〉 * {y}≤.
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