We investigate the combinatorial complexity of geodesic Voronoi diagrams on polyhedral terrains using a probabilistic analysis. Aronov et al. [2008] prove that, if one makes certain realistic input assumptions on the terrain, this complexity is (n+ m √ n) in the worst case, where n denotes the number of triangles that define the terrain and m denotes the number of Voronoi sites. We prove that, under a relaxed set of assumptions, the Voronoi diagram has expected complexity O(n+ m), given that the sites are sampled uniformly at random from the domain of the terrain (or the surface of the terrain). Furthermore, we present a construction of a terrain that implies a lower bound of (nm 2/3 ) on the expected worst-case complexity if these assumptions on the terrain are dropped. As an additional result, we show that the expected fatness of a cell in a random planar Voronoi diagram is bounded by a constant.
INTRODUCTION
Voronoi diagrams on terrains are basic geometric structures that arise in many areas: geographic information science (GIS) [Alani et al. 2001; Dickerson and Goodrich 2008; Portela and Alencar 2006; Cavalli and Grigolato 2010] , robot motion planning [Takahashi and Schilling 1989] , mesh generation [Kunze et al. 1997] , and image analysis [Stylianou and Farin 2004; Weber et al. 2008] , to name a few. The geodesic Voronoi diagram of point sites on a polyhedral terrain is a subdivision of the surface into cells, corresponding to the set of sites, such that every cell contains exactly the surface points that are closest to the site associated with the cell. Here, the distance is measured by the length of the shortest path on the terrain. It is tempting to believe that, in practice, given that the terrain is well-behaved, the complexity of such a geodesic Voronoi diagram should be linear, because of its similarity to the Euclidean Voronoi diagram of point sites in the plane.
However, in the worst case, this complexity can be much higher, even if one makes certain realistic assumptions on the shape of the terrain, such as bounded slope and any number of nice triangulation assumptions (e.g., fatness, low density, and so on).
1 Aronov et al. [2008] show that the worst-case complexity is (n + m √ n) for a certain class of well-behaved terrains, where n is the number triangles that define the terrain and m is the number of Voronoi sites. This shows that assuming realistic input brings the complexity down since, in general, the complexity can be quadratic; however, it is still far from being linear. They conjecture that, in order to prove a linear bound, one needs to make further assumptions on how the sites are distributed. Our purpose in this article is to study the complexity of a geodesic Voronoi diagram if we assume that the sites are chosen uniformly at random from the terrain. To this end, we adapt the assumptions made by Aronov et al. [2008] and assume that the Voronoi sites are uniformly distributed in the domain of the terrain. Due to the bounded slope assumption of Aronov et al. [2008] , our upper bound will extend without much effort to the setting in which sites are uniformly distributed on the surface of the terrain. For our lower bound, we are interested in the expected worst-case complexity if the structural assumptions by Aronov et al. [2008] are dropped, and analyze the complexity if sites are sampled uniformly from the domain of the terrain.
Previous Work. Analyzing the expected complexity of geometric structures for random inputs has a long history in computational geometry. See, for instance, the work of Rényi and Sulanke [1963] and Raynaud [1970] on the complexity of convex hulls of random points. Reitzner gives an overview of these and related results in Reitzner [2010] ; see also Schneider and Weil [2010] in the same collection. The counterparts of Voronoi diagrams are the Delaunay triangulations. Naturally, they have been analyzed probabilistically as they are a fundamental data structure, used in fields such as mesh generation [Ruppert 1995] , surface reconstruction [Dey 2011 ], molecular biology, and many others. It is well known that the complexity of the Voronoi diagram of point sites in IR 3 is quadratic in the worst case; however, it is near linear in most practical situations. To address this dichotomy, people have investigated the complexity when the point sites are (i) generated by a random processes, (ii) well spaced, (iii) have bounded spread, or (iv) were sampled from surfaces according to curvature. See Devillers et al. [2008] and Calka [2010] and references therein for more information on such work. In particular, there is a vast amount of work on Poisson Voronoi Diagrams (PVD). Here, the domain has a density associated with it (say, the area). The probability of a point appearing in an area of measure μ has, as the name suggests, a Poisson distribution parameterized by the area. Similarly, the distribution of points selected into disjoint areas is independent. For a precise definition, see Calka [2010] . Poisson Voronoi diagrams are used in many areas, such as physics, biology, animal ecology, and others (see Okabe et al. [2000] and Jarai-Szabo and Neda [2004] and references therein). However, this work does not seem to have considered geodesics at all.
In this article, we are interested in the complexity of geodesic Voronoi diagrams on polyhedral terrains. were the first to study this complexity using a set of parameterized assumptions that describe real-world terrains. In this approach, one assumes that a certain property, for example, the maximum slope of the terrain, can be bounded by a constant independent of the input size. This allows one to avoid certain worst-case configurations that are highly unlikely to occur in practice. Instead, the analysis is confined to classes of well-behaved inputs; consequently, this method is described as using realistic input models. Moet [2008] also did an experimental validation of the used parameters and confirmed that the parameters behave like constants on realistic terrains.
The realistic input models introduced in this work have also been adopted by subsequent papers. In particular, Aronov et al. [2008] improved the bounds given by and showed that (i) the bisector between two sites has worst-case complexity (n) (where n denotes the number of triangles of the terrain) if the triangulation is low density and the lifted triangles have bounded slope; and (ii) that the worst-case combinatorial complexity of the Voronoi diagram is (n + m √ n) (where m denotes the number of sites) if, in addition, the triangles are of similar size and the aspect ratio of the domain is bounded. The realistic assumptions made in these papers are described in more detail in the next section.
Finally, note that Schreiber and Sharir [2008] showed how to compute an implicit representation of the geodesic Voronoi diagram on the surface of a convex polyhedron, in time O((n + m) log(n + m)), so that the site closest to a query point can be reported in time O(log(n + m)). Schreiber [2007] also extended their method for single-source shortest paths to the case of nonconvex polyhedra using several realistic input models. Naturally, these results are not directly relevant to the complexity of the Voronoi diagram, as it can still be quadratic in these cases.
Our Results. We study the expected complexity of geodesic Voronoi diagrams on terrains. To this end, we use realistic input assumptions on the terrain, and sample the sites uniformly at random from the domain of the terrain. See Section 2 for the exact definitions. In Section 3, we show that, under these assumptions, the (expected) complexity of the geodesic Voronoi diagram is indeed linear. That is, we show that the complexity is bounded by O(n + m), where n is the complexity of the terrain, and m is the number of sites being randomly picked. The constants in the asymptotic analysis depend on how well behaved the terrain is, which is formalized using the input models described in the next section. See Theorem 3.3 for the exact result. In Section 4, we analyze the expected complexity if these assumptions on the shape of the terrain are dropped. In particular, Theorem 4.12 shows that, if the sites are sampled from the domain of a worst-case terrain, then the expected diagram complexity is (nm 2/3 ). This lower bound, in a sense, justifies the input assumptions made previously, since it implies that the randomness assumption by itself is not sufficient if we want the geodesic Voronoi diagram to have a low complexity. The construction that leads to this lower bound is intricate and requires a careful balancing of the variance of the distances of the sampled sites, and how closely they can be packed together. In Appendix A, we show that, in expectation, the Voronoi cells generated by a uniform sample in the plane are fat; that is, they are nicely behaved in some sense.
Organization. In Section 2, we introduce the concepts used. Section 3 contains the proofs of the upper bound on the complexity of the Voronoi diagram. The lower bound is proved in Section 4. We present our conclusions in Section 5. The expected fatness of a Voronoi cell is analyzed in Appendix A.
PRELIMINARIES

Voronoi Diagrams on Terrains
A polyhedral terrain T is defined by a triangulation of a set V of n vertices in IR 2 , a convex domain D ⊆ IR 2 that is the convex hull of V, and a height function on these vertices. The surface of the terrain is defined by the triangles of lifted according to this height function. We refer to T simply as a terrain, and denote the set of edges of the triangulation by E. For simplicity of exposition, we restrict our discussion to the case for which D is the unit square; however, our results can be easily extended to the more general case of convex regions with bounded aspect ratio. For two points q, s ∈ D, we denote their Euclidean distance in the (x, y)-plane with q − s . When q and s are lifted to the surface of T, we define their geodesic distance to be the length of the shortest path connecting them that is constrained to lie in the surface of T, and denote this value by d T (q, s).
The (geodesic) Voronoi diagram of a set of m points on T (which are called sites) is a subdivision of the surface of T. Every cell of the subdivision is associated with exactly one sitesuch that, for any point in the cell, the associated site is the closest site; the distances are measured using the geodesic distance. We denote the Voronoi diagram by Vor(P), where P denotes the set of sites, and we call a cell of the subdivision a Voronoi cell. The bisector between two sites q and s on the surface of T is defined as the set of points p such that p has the same distance to q and s. The Voronoi diagram can be represented as the structured set of curves and straight lines that delineate the Voronoi cells and that are subsets of the bisectors between these points. We call a point that is incident to at least three cells a Voronoi vertex. We call each maximally connected subset of the bisector incident to two Voronoi cells a Voronoi edge (note that two cells can have multiple edges between them). Usually, one assumes the general position of the sites so that no two sites are equidistant from a terrain vertex, which ensures that bisectors are one-dimensional and that the Voronoi cells subdivide the terrain surface without overlap (see also Aronov et al. [2008] ). In our case, the sites are randomly sampled; thus, general position is implied.
Since a terrain T is defined by a height function over a domain D, there is a natural bijection between points of T and points of D. Hence, the various objects defined earlier can be viewed either in T or in D. Generally, in this article, we shall refer to these objects by their projection to D, unless otherwise stated.
Input Model
The main idea of realistic input models is to parameterize certain properties of the input, which are suspected to capture contrived configurations leading to high complexities or runtimes. In cases in which there exists a high discrepancy between the theoretical bounds and the complexities observed in practice, it is often useful to analyze the complexities not only as a function of the input size but also with respect to these parameters. This sometimes leads to more informative asymptotic bounds. As such, the realistic input assumptions not only distinguish between "good" and "bad" inputs, but they enable a more differentiated view on which inputs are "better" or "worse."
In this article, we use the following realistic input model. Definition 2.1. A set of curves is λ-low density if and only if the number of curves that intersect any arbitrary disk, which are longer than the radius of the disk, is smaller than λ. Definition 2.2. We denote the maximum slope of any segment on the given terrain by ξ . For technical reasons, it will be easier to work with the maximum slant β = 1 + ξ 2 .
The concept of a low-density setting has been used in the analysis of many different geometric problems (see de Berg et al. [2002] for an overview). To model a realistic terrain, we adopt the assumptions made in Aronov et al. [2008] . According to these assumptions, the density λ of the projection of the set of line segments describing the triangulation of the terrain and the maximum slope/slant of the given terrain are bounded by constants.
We now state some useful facts that follow from these assumptions. First, the number of pairs of curves from two low-density sets that intersect each other is linear in the total number of curves in these sets. (The proof is by charging each intersecting pair to the curve that is smaller in diameter.) FACT 2.3 ([ARONOV ). Let D 1 and D 2 be sets with n 1 and n 2 curves. Furthermore, assume that D i is λ i -low density, for i = 1, 2. Then, the number of pairs of
Second, if the slope of the terrain is bounded by a constant, then the geodesic distance is the same as the Euclidean distance up to a constant factor.
FACT 2.4 ([ARONOV ET AL. 2008]). For any two points
q, s ∈ D, we have that q − s ≤ d T (q, s) ≤ β q − s .
Complexity of the Voronoi Diagram
The complexity of the Voronoi diagram is measured by the complexity of the set of curves and line segments that delineate the Voronoi cells. This set consists of pieces of bisectors, and can be characterized as follows. Again, we adopt the definitions used in Aronov et al. [2008] .
For most of the points on a bisector, the shortest path to either site will be unique. If the shortest path is not unique, we call p a breakpoint. The breakpoints partition the bisector into a set of curved pieces, which are bisector pieces. The intersection of a bisector piece with a terrain triangle is either a straight line segment or a hyperbolic arc [Mitchell et al. 1987] .
The combinatorial complexity of the Voronoi diagram is now defined as the sum of (i) the number of Voronoi vertices, (ii) the number of breakpoints of Voronoi edges, and (iii) the number of intersections of the bisector pieces of Voronoi edges with the triangulation of the terrain.
We continue with some useful facts and lemmas used in the analysis of the complexity. First, it was observed by that the number of breakpoints of the Voronoi diagram is bounded by n, since each of them can be attributed to a terrain vertex.
FACT 2.5 ([MOET ET AL. 2008]). Given a terrain T that is defined by a triangulation with n vertices, the number of breakpoints of any Voronoi diagram on T is at most n.
Furthermore, we will use the following result by Aronov et al. [2008] .
FACT 2.6 ([ARONOV ET AL. 2008]). Given two points q and s, the set of bisector pieces that form the bisector of q and s on T (projected to the
Aronov et al. [2008] use this result to show that the bisector has linear complexity. However, this result does not imply that the overall set of bisector pieces of the Voronoi diagram is low density, which would imply a linear complexity for the whole diagram. Consider, for example, the situation in which all sites lie close to each other on a straight line, and all triangles of the terrain surface are coplanar. In this example, the bisectors are pairwise parallel lines, which extend from one side of the domain to the other, thus could lead to a quadratic complexity Voronoi diagram by intersecting many triangles of the terrain linearly.
Finally, we observe that the number of Voronoi vertices and edges is linear in the number of sites, as the following lemma and corollary testify. This was also observed by Aronov et al. [2008] ; we include an independent proof that also implies Corollary 2.8.
LEMMA 2.7. Let T be a terrain and let P be a set of m points from T. Then, the number of Voronoi edges and Voronoi vertices of Vor(P) is O(m).
PROOF. Recall that we defined a Voronoi edge as a maximally connected subset of the bisector incident to two Voronoi cells. For m ≤ 2, the claim is clearly true, since we have at most one bisector, which contributes exactly one Voronoi edge. For m > 2, we argue as follows.
First, we observe that the cells in this Voronoi diagram are path connected. Consider a point p that belongs to the cell of s ∈ P. Consider the shortest path π from p to s, and consider any point q ∈ π . If q is strictly closer to some other site t than to s, then
but this is a contradiction to p being in the cell of s. Now, consider the dual graph G of the graph formed by the Voronoi vertices and Voronoi edges. In particular, we derive a geometric embedding of this graph to illustrate its properties. Every vertex of G corresponds to a Voronoi cell and every face corresponds to a Voronoi vertex. We place each vertex of G at its corresponding Voronoi site. For each edge of G, we choose an arbitrary point on the corresponding Voronoi edge and connect it by its shortest path to either site to which the corresponding Voronoi edge is incident. Since we use shortest paths, the edges do not (properly) cross. However, G may have vertices of degree one and multiple edges between two vertices. The exterior face of G corresponds to the (implicit) Voronoi vertex at infinity, which connects any Voronoi edges truncated by the domain.
Clearly, G is planar and connected; as such, its Euler characteristic is 2. Hence, v − e + f = 2, where e denotes the number of edges, f the number of faces, and v the number of vertices of G. Now, by definition, every Voronoi vertex is incident to at least three Voronoi cells. Therefore, every face of G is incident to at least three edges of G. Since G is planar, every edge of G is incident to at most two faces of G. Hence, we have that 3 f ≤ 2e, which implies that 3 f ≤ 2(v + f − 2); therefore, f ≤ 2v − 2 = 2m − 2. It follows that the number of Voronoi vertices is O(m). Applying Euler's formula again, we obtain that the number of Voronoi edges is also O(m).
COROLLARY 2.8. Let T be a terrain and let P be a set of m points from T. Let S be a subdomain of the unit square that intersects k Voronoi cells in their projection. The number of Voronoi edges of Vor(P) that intersect S in their projection is O(k).
PROOF. This follows directly from what has been presented earlier by considering the Voronoi diagram of the subset of sites whose Voronoi cell intersects S. Note that we do not truncate the Voronoi edges, but simply count them.
UPPER BOUND
We prove the following lemma first in the planar case, then extend it to terrains with bounded slopes. The bounded expected complexity then follows by examining the number of intersections of the bisector pieces with the terrain triangulation in an √ m × √ m grid.
LEMMA 3.1. Let P be a set of m point sites, sampled uniformly at random from a unit square, and let S be a square contained in the unit square of side length 1/ √ m. Then, the expected number of sites in P that contribute to Vor(P) ∩ S is O(1).
PROOF. We place a sequence of exponentially growing disks centered at the center point of S.
e., r 0 is the radius of the circumscribed circle of S). Let d i be the disk of radius r i , which is clipped to the unit square, and let
Let the points in P be labeled p 1 , . . . , p m . Observe that the expected number of points from P that fall into d 2 is (πr 2 2 )m = 16πm 2m = 8π = O(1). Hence, we do not need to worry about their contribution to Vor(P) ∩ S. Otherwise, we claim that a point p j , which falls into R i for i > 2, can contribute to Vor(P) ∩ S only if d i−2 contains no points of P. Assume for the sake of contradiction that the Voronoi cell of p j intersects S, and there exists some point p u in P that lies in d i−2 . By construction, we know p j has distance greater than (r i−1 −r 0 ) to any point in d 0 and p u has distance at most (r i−2 + r 0 ) to any point in d 0 . Hence, we have that min 
and
where a factor of 1/4 was introduced in the bound for Y j i due to boundary effects that might arise from the position of S in the unit square. Hence, the number of points that can affect Vor(P) ∩ S is bounded by j i>2 X j i Y j i , for which, in expectation, we have that PROOF. The proof follows by a careful adaptation of the proof of Lemma 3.1. To accommodate for the larger distances on the surface, we increase the radii of the disks slightly.
As before, for a point in P ∩ R i to affect the Voronoi diagram on S requires that d i−2 is empty of any points of P. Now, consider the case in which the points are sampled from the terrain. Define X j i
and Y j i as in Lemma 3.1. Note that the area of the terrain can increase from one only by lifting the individual triangles. We have that
Similarly, since only a quarter of d i−2 might be in the terrain, the probability of this area is bounded from below by πr
Plugging this into the analysis of Lemma 3.1, we have that
As before, we thus have that
The only missing component is bounding the expected number of points of P ∩ d 2 , as they can affect the Voronoi diagram in S. As argued earlier, this quantity is bounded by mβ · (area of d 2 ) ≤ mβπr
Note that if we drop the factors of β in the bounds for X j i , Y j i , and the area of d 2 , then this becomes a proof for the case when we sample from the unit square. THEOREM 3.3. Let T be a terrain with n triangles, and that is λ-low density, with maximum slope ξ and maximum slant β. Let P be a random sample of m points, either sampled uniformly from the surface of T or uniformly from the domain, then lifted vertically up to the surface. The expected combinatorial complexity of Vor(P) is O(ξβ 5 λ · (n + m)).
PROOF. As described in Section 2.3, the combinatorial complexity of the Voronoi diagram is the sum of the number of breakpoints of Voronoi edges, the number of Voronoi vertices, and the number of intersections of triangulation edges with bisector pieces of Voronoi edges. By Fact 2.5, the number of breakpoints is O(n); by Lemma 2.7, the number of Voronoi vertices is O(m).
It remains to bound the number of intersections of the set of bisector pieces with the triangulation. To this end, we place a grid on the domain of the terrain, such that the side length of each grid cell is l = 1/ √ m, and we obtain M = O(m) grid cells that together cover the domain of the terrain. Now, let C 1 , . . . , C M denote these grid cells. Consider the grid cell C i and let the set of bisector pieces of the Voronoi diagram that intersect this grid cell be denoted by B i . Similarly, let E i denote the subset of edges of the triangulation that intersect C i . Since we assumed that the triangulation is λ-lowdensity, also E i is a λ-low-density set. By Fact 2.6, we have that the set of bisector pieces, which originate from the same Voronoi edge (therefore from the same bisector) form an O(ξ )-low-density set. Let k i denote the number of Voronoi edges that contribute bisector pieces to B i . We have that B i is an O(ξ k i )-low-density set. By Fact 2.3, the number of intersections between objects of E i and objects of B i is bounded by O(ξ k i |E i | + λ |B i |).
Let χ denote the overall number of intersections. Now, in order to bound χ , let B 
By the definition of low-density sets, we have that
, since they intersect the bounding disk of the grid cell C i , which has radius O(l). Therefore, it must be that there exists a constant c 2 such that
where the last inequality follows as any bisector piece in B 
for some constant c 3 (since |E ≤l i | is independent of the random sampling). Furthermore, observe that, by Lemma 2.7, the overall number of Voronoi edges is O(m). Recall that every Voronoi edge is broken up by breakpoints into bisector pieces. Every breakpoint increases the number of bisector pieces by one. Using Fact 2.5, it follows that the overall number of bisector pieces |B| is in O(n + m). Since the number of edges of the triangulation |E| is O(n), we conclude that
LOWER BOUND
In this section, we show that if we drop the assumptions on the terrain, then the expected worst-case complexity of the resulting geodesic Voronoi diagram can be (nm 2/3 ) if the sites are sampled uniformly at random from the unit square.
In the following, we will refer to the walls of the unit square defined by x = 0, x = 1, y = 0, and y = 1 as the west, east, south, and north walls, respectively. 
A Simple Example
We start with a simple example of a Voronoi diagram of points in the plane overlaid with a planar map, such that the overlay has a high complexity. The later constructions use this as their starting point. There, the triangulation of the terrain surface will take the place of the planar map.
First, place m points in a column near and parallel to the west wall of the unit square such that the spacing between each adjacent pair of points is (1/m). The planar map consists of n vertical lines near the east wall of the unit square that extend from the north wall to the south wall. Now, the boundaries of the Voronoi cells of these points extend from the west to the east wall and are parallel to the north and south walls. Hence, the complexity of the overlay of the Voronoi diagram with the planar map is since it is an n×m grid.
Farming -An (n √ m) Example
4.2.1. Construction. The height function used in the following construction of a terrain has (essentially) only two values, zero and h. The areas between a part of the terrain that is of height zero and of height h consist of very narrow and steep boundary regions. This intermediate boundary would have a very small measure in the projection; the reader can think of it as having measure zero. Moreover, h is chosen to be sufficiently large so that no point at height zero can affect the Voronoi diagram at height h. One can therefore view the following terrain construction as a flat unit square, for which we have cut out or "forbidden" areas (that have height 0). Therefore, for the sake of simplicity of exposition, an area being constructed is flat, at height h, and the adjacent forbidden area is at height zero. Our main building blocks will be farms. We define a farm to be a square of side length 1/(c √ m). Intuitively, farms are part of the terrain that, with constant probability (the constant will depend on c), will receive at least one point from the random sample (i.e., a farm takes the place of a point from the example in Section 4.1). We define the diameter of a farm to be the quantity δ = √ 2/(c √ m) (i.e., the distance of the farthest two points in a farm).
We now define a sequence of ridges to take the place of the planar map from Section 4.1 (i.e., in expectation, we would like the Voronoi diagram to look like a grid over the ridges). Formally, let a sequence of ridges of length n be a sequence of 2n rectangles, r 1 , . . . , r 2m , such that the east edge of r i is the same as the west edge of r i+1 for i = 1, . . . , 2n − 1, r i has a slope of 45
• for odd i and −45
• for even i, all rectangles extend from the north-to-south walls of the unit square, and the geodesic distance from the west edge of r 1 to the east edge of r 2n is 1/(c2 n ) (which is O(1/2 m ) since we assumed that m = O(n)). Refer to the accompanying figure here for a side view of the ridges.
The construction of the (n √ m) example is as follows. Place ( √ m) farms from north to south along the west wall of the unit square, with 2/(c √ m) spacing in between each adjacent pair. Next, build a sequence of (n) ridges near (and parallel to) the east wall of the unit square. Then, connect each farm directly to the leftmost ridge by creating a line parallel to the north and south walls connecting the south-east corner of the farm to the first ridge (see Figure 1) . We refer to such a line as a road. The roads stay at height h; to the north and south of a road, the height drops to zero, as described earlier.
Analysis.
Definition 4.1. The point at which a farm connects to its road is its entrance (i.e., the south-east corner of the farm), and the point at which the road connects to the leftmost ridge is its outlet. We say that the point (from the random sample of m points) that is closest to the entrance for some farm is that farm's dominating point.
LEMMA 4.2. For the construction of the terrain described earlier, if one picks uniformly at random m points in the unit square, then their induced geodesic Voronoi diagram on this terrain has expected complexity
PROOF. The area of each farm is (1/m); hence, a sample of mpoints picked uniformly at random from the unit square will have at least one point with constant probability in each farm. Moreover, since we constructed ( √ m) farms, this implies that, in expectation, ( √ m) farms will receive at least one point. Furthermore, the width of the sequence of ridges and roads was chosen such that the probability that either receives a point is negligible (hence, in the following, we assume that they do not receive any point).
Now, consider a farm that received at least one point, and let p be its dominating point. Observe that the Voronoi cell of p contains the entire road connecting this farm to the ridges, and its Voronoi cell extends all the way to the rightmost edge of the sequence of ridges, hence will be of complexity (n). By our construction, only a point from another farm can prevent the Voronoi cell of p from reaching the rightmost ridge. However, the spacing of the farms was chosen to prevent this. In the worst case, p is in the north-west corner of its farm, and an adjacent farm has a point q at the south-east corner. Let l be the length of a road, and recall that δ = √ 2/(c √ m) is the diameter of a farm. Let e p be the outlet of the farm containing p. Now, consider the geodesic shortest path connecting e p to the rightmost ridge. Every point on this path is at a distance at most δ + l + 1/(c2 n ) from p. However, the closest point on this path from q is at a distance of at least l + 2/(c √ m) > δ + l + 1/(c2 n ); thus, q cannot prevent the Voronoi cell of p from reaching all the way to the rightmost ridge.
Therefore, in expectation, we have that ( √ m) farms have a point whose Voronoi cell extends all the way across the sequence of ridges, which gives a Voronoi diagram that, in expectation, has complexity (n √ m).
Industrial Farming -An (nm 2/3 ) Example
The challenge in improving the example is that the distance of a dominating point to the outlet of a farm has too much variance (i.e., 1/m). Since there does not seem to be a way to decrease the variance directly, we instead build farms on the entire arable area, and connect them appropriately to the ridges. We then carefully argue about the expected complexity of the generated Voronoi diagram.
Construction. In the following, we assume that m = O(n).
We set the side length of each square farm to be 1/ √ m and construct a sequence of (n) ridges near the east wall of the unit square. We will place an M × M grid of farms inside the unit square, where M = √ m/4 . Specifically, the spacing between columns (which extend from north to south) will be 1/ √ m and the spacing between rows (which extend from west to east) will be 1/ √ m. The grid starts in the north-west corner of the unit square.
We now describe the connecting roads from the farms to the ridges. The following construction of the roads will ensure that the length of each road is the same and that the distance between adjacent outlet s on the ridges is at least 1/m. These two properties will be sufficient for the analysis in the next section to go through.
Consider a given row of farms. Number the farms in this row F 0 , . . . , F M−1 in increasing order of their distance to the west wall. Every farm has dimensions 1/ √ m× 1/ √ m, and the spacing between two consecutive farms in a row is 1/ √ m. As such, the x coordinate of the entrance of the ith farm is x i = (2i + 1)/ √ m (as before, the entrance to each road will be at the south-east corner of the farm). The directions the ith farm's road goes from entrance to outlet is described as follows:
all the way to the first ridge, where w is the distance from the west wall to the first ridge.
This layout is sketched in Figure 2 . Note that the spacing in this figure only approximately matches the description.
Sanity Checks. The road of the ith farm starts at x coordinate x i , goes west for a distance of α i,b and east for a distance of α i,d . Observe that the x coordinate of the outlet of this road is
Observe that the ith farm will connect to the ridges in north-to-south distance α i,a + α i,c = 1/ √ m − i/m from the southern boundary of the row of farms (i.e., this is the difference in y coordinate values). That is, adjacent farms in the row have outlet s at distance i/m apart along the first ridge (outlet s are (1/ √ m) apart between rows). Furthermore, each road is of the same length. Let r i be the length of the road for the ith farm to its outlet. We have that
Competing Farms.
We now prove that, in expectation, (m 2/3 ) dominating points will have their Voronoi cells reach all the way to the east wall across the sequence of ridges.
Definition 4.3. Let p and τ be the dominating point and outlet, respectively, of some farm. We say that another point q from the random sample that is contained in another farm and such that d T (q, τ ) < d T (p, τ ) eliminates (the Voronoi cell of) p, where d T (p, τ ) denotes the shortest path on the terrain from p to τ . If there are no points that eliminate a given dominating point, then the dominating point is alive.
OBSERVATION 4.4. Let p, e, and τ be the dominating point, entrance and outlet, respectively, of some farm F. Let p be a point that is in some other farm F with entrance e , and outlet τ . Suppose that F is in the same row as F, and that it is i farms away (in the 
north-to-south order of the outlet s of the farms along the first ridge), then
, as each entrance/outlet pair has exactly the same distance.
Therefore, p eliminates p if and only if
(1)
Note that the outlet s are batched together in clusters of M outlet s (that are in an interval of length (1/
√ m)), followed by an interval of similar length empty of such outlets, and so on (see Figure 3) . In particular, if F is not in the same row as F, then τ might be significantly farther away from τ than this indicates, thus implying that Equation (1) is a required (but not sufficient) condition for p to eliminate p, when p is allowed to come from a farm in any row.
Next, we prove that each dominating point is alive with probability (1/m 1/3 ), using the following lemmas.
LEMMA 4.5. Let F be a nonempty farm, and let p be a sampled point that fell in F. Let e be the entrance of F. Then, for any distance s, we have that
PROOF. Recall that the entrance e of the farm is at the south-east corner and that, for a point p on the farm, d T (p, e) = p − e . Hence, a point on the farm that is at a distance at most s from the entrance must fall into the intersection of the farm with a circle of radius s whose center is at the entrance of the farm (see figure on the right).
Therefore, if the radius of the circle is less than the side length of the square, that is, s ≤ 1/ √ m, then the intersection is a quarter disk; thus, the area is exactly α = π s 2 /4. Otherwise, the top and left portions of the quarter disk need to be clipped to the farm; thus, the area is at most α. Now, as p was a uniformly sampled site, it has equal probability to fall anywhere in F. Therefore,
and, in particular if 
≤ π/4 as r ≤ 1/ √ m, and 1 − x ≥ exp(−2x), for x ∈ (0, π/4), as can be easily verified.
Remark. In the following, we use Lemma 4.6 in the scenario that r ≤ 1/m 2/3 ≤ 1/ √ m; as such, we can ignore the case that r > 1/ √ m.
LEMMA 4.7. Let p and τ be the dominating point and outlet, respectively, of some farm F. Let r = d T (p, e). Let X i (resp. X −i ), for i = 1, . . . , rm , denote the number of points that fall into the farm that is i farms to the north (resp. south), from F in the order of the outlet s along the first ridge. Let X = X 1 , . . . , X rm , X 0 , X −1 , . . . , X − rm , where X 0 = 0. Then, the probability that p is not eliminated given X is
PROOF. First, note that for i > rm , we have that i /m ≥ ( rm + 1)/m > r. Namely, no point from a farm i farms away can eliminate p; hence, we can ignore such farms.
Given the value X i and X −i for all i, whether a farm contains a point that eliminates p is independent from whether any other farm contains a point that eliminates p. Therefore, by Lemma 4.6, PROOF. Let X i , for i = − rm , . . . , rm , be the number of points that fall into the farm that is, say, i farms to the north of F in the order of the outlet s along the first ridge, and let X = X − rm , . . . , X rm . Naturally, if there is no farm that is i farms away, then X i = 0. Observe that, as the area of each farm is 1/m, we have that
For the quantity T from Lemma 4.7, we have that
by linearity of expectation. Now, by Lemma 4.7 and Lemma 4.8, we have that PROOF. Let p be the dominating point of F, and let R be the distance of p from the entrance e of F. Also, let q be a random point selected uniformly from F. By Observation 4.10 and Equation (3), we have that PROOF. Every farm that receives a point from the random sample has a dominating point. Since (m) farms were built, and each farm receives one point in expectation, the expected number of dominating points is (m). Therefore, by Lemma 4.11, the expected number of alive dominating points is (m · (π/(8e 2π m 1/3 ))) = (m 2/3 ). Given that a dominating point is alive, the probability that its Voronoi cell does not reach the rightmost ridge is negligible. Therefore, in expectation, if there are (m 2/3 ) alive dominating points and (n) ridges then the complexity of the Voronoi diagram will be (nm 2/3 ).
CONCLUSIONS
We investigated the expected combinatorial complexity of geodesic Voronoi diagrams on polyhedral terrains in two settings in which the sites are being picked randomly. Usually, such random settings are the great simplifier -for example, the expected complexity of the convex hull of n points picked uniformly in the unit square is O(log n) -but, in our case, the situation is considerably more subtle. We proved that the expected complexity is linear if one assumes that the terrain has a low-density defining triangulation, bounded slope, and the unit square as its domain. On the other hand, we described a worst-case construction of a terrain that implies a super-linear lower bound on the expected complexity if these assumptions are dropped. This implies that our probabilistic analysis alone does not yield a linear complexity.
There are still many interesting open questions for further research. We conclude by discussing some of them in more detail.
If the realistic input assumptions are partially relaxed, is the expected complexity still linear or can one show other lower bounds? One could, for instance, allow the terrain to have a constant number of triangles with unbounded slope, or drop the steepness assumption completely. The figure on the right illustrates such a candidate for a lower bound construction for a terrain with low density. Specifically, the farming layout to the right tries to emulate the lower bound examples that we saw earlier on a low-density terrain. The socalled sequence of ridges have been replaced by a recursive low-density construction located in the center, and we assume that the slope can be unbounded. One problem with this construction is that the low-density assumption requires the sequence of ridges to have a nonnegligible area, which could catch points from the random sample. We leave the construction of such a lower bound as an open problem for further research.
Another open question is the following. Can the analysis of the upper bound be extended to polyhedral surfaces that are not necessarily terrains? For this, one needs to make a different set of assumptions on the surface. A natural assumption would be to bound the doubling dimension. One could require the surface to be formed by fat triangles only, and bound the vertex degree of the triangulation. To extend the upper bound result, one needs to analyze the bisector complexity on this surface and hence reprove Fact 2.6 about the bisector complexity in this setting. Since the previous argument was carried out solely in the projection, a different notion of low density would be necessary now, for example, one that uses geodesic discs.
Another open question concerns the smoothed complexity of the Voronoi diagram. The smoothed complexity has also been studied for similar geometric settings, for example, the visibility map of a realistic terrain [de Berg et al. 2010] . Since the bisector between two sites becomes very sensitive to small perturbation of these sites as the distance to these sites increases, it might be possible to prove more results in this setting. These probabilities fall quickly with k, and can be treated as a geometric series. Indeed,
for i ≥ 3. Now, we have that PROOF. Let q and s be the closest and second-closest neighbor to p 1 , respectively, in P \ {p 1 }.
Consider the line through p 1 and q, and place a point t on this line in distance r i+1 /4 from p 1 , on the side away from q. We claim that the disk D of radius r i+1 /4 centered at t is fully contained in cell(p 1 , P) (see Figure 4) . Observe that the Voronoi cells of all the points of P at a distance of at least r i+1 from p 1 cannot contain any point of D. As such, the only point that might be problematic is q. Then, observe that the bisector between p 1 and q is orthogonal to the line , and it cannot intersect D, thus implying the claim.
The fatness of shape X is fat(X) = R(X)/r(x), where R(x) (resp. r(x)) is the radius of the smallest (resp. largest) disk enclosing (resp. enclosed by) X. 
