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Martingale Representation in the Enlargement
of the Filtration Generated by a Point Process
Paolo Di Tella1,2 and Monique Jeanblanc3
Abstract
Let X be a point process and let X denote the filtration generated by X . In this paper we study
martingale representation theorems in the filtration G obtained as an initial and progressive en-
largement of the filtrationX. The progressive enlargement is done here by means of a whole point
process H. We do not require further assumptions on the point process H nor on the dependence
between X and H. In particular, we recover the special case of the progressive enlargement by a
random time τ .
Keywords: Point processes, martingale representation, progressive enlargement, initial enlargement,
random measures.
1 Introduction
In this paper we study martingale representation theorems in the enlargement G of the filtration X
generated by a point process X (see Theorem 3.5 below). The filtration G here is obtained first
enlarging X initially by a sigma-field R and then progressively by a whole point process H (and
not only by a random time). In other words, G is the smallest right-continuous filtration containing
R and such that X and H are adapted. We show that in G all local martingales can be represented
as a stochastic integral with respect to a compensated random measure. Furthermore, we show a
martingale representation theorem in G with respect to three fundamental local martingales. Due
to the particular structure of the filtration G, we work without requiring any additional condition on
the point processes X and H . In this way, for the setting of point processes, we generalize all the
results from literature (which we describe below) about the propagation of martingale representation
theorems to an enlarged filtration. We notice that, thanks to the initial enlargement of X by R, the
important case of a point process X with conditionally independent increments (Cox-point process) is
also covered.
It is well-known that the multiplicity (see Davis and Varaiya [9]) or the spanning number (see
Duffie [13]) of X is equal to one. We shall show that the multiplicity of G is, in general, less than or
equal to three. However, we shall also discuss special cases in which the multiplicity of G becomes
less than or equal to two or it even reduces to one.
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We now give an overview of the literature about the propagation of martingale representation
theorems to the enlarged filtration. We denote by F a reference filtration and by G an enlargement
of F. A local martingale M is said to possess the predictable representation property (from now on
the PRP) with respect to F if all F-local martingales can be represented as a stochastic integral of
predictable integrands with respect to M.
In [14], Fontana proved that the PRP of a d-dimensional local martingale M with respect to F
propagates to the initial enlargement G of F by a random variable L which satisfies Jacod’s absolutely
continuity hypothesis. In this case, the multiplicity of G remains less than or equal to d.
A seminal paper about the propagation of the PRP to the progressive enlargement G by a random
time τ is Kusuoka [21]. In [21] the reference filtration F is a Brownian filtration and τ is a random
time satisfying, among other additional conditions, the immersion property and avoiding F-stopping
times1. In the case of [21] the multiplicity ofG is equal to two. In [18], Jeanblanc and Song considered
more general random times and they proved that the multiplicity ofG usually increases by one and for
the case of honest times by two. In [3], Aksamit, Jeanblanc and Rutkowski studied the propagation
of the PRP to G by a random time τ if F is a Poisson filtration. The representation results obtained in
[3] concern however only a special class of G-local martingales stopped at τ .
Another important (and more general than the PRP) martingale representation theorem is the so
called weak representation property2 (from now on WRP).
The propagation of the WRP to the progressive enlargement by a honest time τ has been es-
tablished in [4] by Barlow (see Theorem 6.1 therein). More recently, under the immersion and the
avoidance assumptions on τ , the propagation of the WRP to G has been established in Di Tella [11]
(see Theorem 5.3 therein).
If F is progressively enlarged to G by a whole process instead of a random time, the propagation
of martingale representation theorems to G has been very little studied and all the existing results
make use of independence assumptions.
For example, in [23], Xue considered two semimartingales X and Y possessing the WRP each in
its own filtration and, under the assumptions of the independence and the quasi-left continuity of X
and Y , the author shows that the WRP propagates to G. Similarly, in [5], Calzolari and Torti consider
two local martingales M and N possessing the PRP each in its own filtration and then they study the
propagation of the PRP to G. The assumptions in [5] imply that M and N are independent (at least
under an equivalent measure). In [5] it is also shown that the multiplicity of G is, in general, less
than or equal to three. In [8], the results of [5] are generalized to multidimensional martingales M
and N. A work-in-progress about the multiplicity of G in this context is Calzolari and Torti [6]. A
more detailed comparison between the existing literature and our results is postponed after the proof
of Theorem 3.5 below.
The present paper has the following structure. In Section 2, we recall some basics on point pro-
cesses, martingale theory and progressive enlargement of filtrations. In Section 3, we establish the
main results of the present paper, Theorem 3.5 below, about the propagation of the WRP and the
PRP. Section 4 is devoted to the study of the orthogonality of the fundamental martingales which are
used for the martingale representation in G. At the end of Section 4 (see subsection 4.3) we study
the propagation of the PRP in two examples, which, to the best of our knowledge, are new. In the
Appendix we gather the proofs of some technical results.
1A filtration F ⊆ G is immersed in G if F-martingales remain G-martingales. Furthermore, we say that τ avoids F-
stopping times if P[τ = σ <+∞] = 0 for all F-stopping time σ .
2The WRP is a representation of martingales as a sum of a stochastic integral of a predictable process with respect to
a continuous local martingale plus a stochastic integral of a predictable function with respect to a compensated random
measure, see [17, Definition III.4.22].
2
2 Basic Notions
Let (Ω,F ,P) be a probability space. We denote by F = (Ft)t≥0 a right-continuous filtration of
subsets of F and by O(F) (resp. P(F)) the F-optional (resp. F-predictable) σ -algebra on Ω×R+.
For a càdlàg process X , we denote by ∆X the jump process and use the convention ∆X0 = 0.
For p≥ 1, we denote byH p(F) the space of F-adapted p-integrable martingales (see [16, Chapter
II, Section 1]). The space H ploc(F) is introduced from H
p(F) by localization. The space H 1loc(F)
coincides with the set of all F-local martingales (see [16, Lemma 2.38]). We set H p0 (F) := {X ∈
H p(F) : X0 = 0}. The space H
p
loc,0(F) is defined analogously.
We denote by A + = A +(F) the space of F-adapted integrable increasing processes (see [17,
Definition I.3.1 and I.3.6]) and by A +loc =A
+
loc(F) the localized version of A
+. By A =A (F) (resp.,
Aloc = Aloc(F)) we denote the space of F-adapted processes of integrable (resp., locally integrable)
variation.
For X ∈ Aloc and for a nonnegative measurable process K, we indicate by K · X = (K · Xt)t≥0
the process defined by the (Lebesgue–Stieltjes) integral of K with respect to X , that is, K ·Xt(ω) :=∫ t
0Ks(ω)dXs(ω), if
∫ t
0 Ks(ω)dVar(X)s(ω) < +∞, for every ω ∈ Ω and t ≥ 0, where t 7→ Var(X)t(ω)
denotes the total variation of s 7→ Xs(ω) on [0, t], t ≥ 0.
Point processes. A point process X with respect to F is an N-valued and F-adapted increasing
process such that ∆X ∈ {0,1}. A point process X is locally bounded and therefore X ∈ A +loc. We
denote by X p,F ∈ A +loc the F-dual predictable projection of X (see [17, Theorem I.3.17]) and define
X
F
:= X −X p,F ∈H 1loc(F)∩Aloc(F). We recall that ∆X
p,F ≤ 1 (see [15, Corollary 5.28]).
For a point process X , Lp(X
F
) = Lp(X
F
,F) indicates the space of F-predictable processes K
such that (K2 · [X
F
,X
F
])p/2 ∈ A +(F), where [·, ·] denotes the quadratic variation process. The space
Lploc(X
F
) = Lploc(X
F
,F) is defined analogously but making use of A +loc(F) instead. For K ∈ L
1
loc(X
F
),
K · X
F
indicates the stochastic integral of K with respect to X
F
: It is a local martingale starting at
zero and, by [16, Proposition 2.46 (b)], K ·X
F
∈ H p(F) if and only if K ∈ Lp(X
F
). We observe
that if K ∈ L1loc(X
F
), then the stochastic integral K ·X
F
coincides with the Lebesgue–Stieltjes integral,
whenever this latter one exists and is finite.
Random measures. For a Borel subset E of Rd , we introduce Ω˜ := Ω×R+×E and the product
σ -algebras O˜(F) := O(F)⊗B(E) and P˜(F) := P(F)⊗B(E). IfW is an O˜(F)-measurable (resp.
P˜(F)-measurable) mapping from Ω˜ into R, it is called an F-optional (resp. F-predictable) function.
Let µ be a random measure on R+×E (see [17, Definition II.1.3]). For a nonnegative F-optional
function W , we writeW ∗µ = (W ∗µt)t≥0, whereW ∗µt(ω) :=
∫
[0,t]×EW (ω ,s,x)µ(ω ,ds,dx) is the
process defined by the (Lebesgue–Stieltjes) integral ofW with respect to µ (see [17, II.1.5] for details).
IfW ∗µ is F-optional (resp. F-predictable), for every optional (resp. F-predictable) functionW , then
µ is called F-optional (resp. F-predictable).
Semimartingales. For an Rd-valued F-semimartingale X , we denote by µX the jump measure of
X , that is, µX(ω ,dt,dx) = ∑s>01{∆Xs(ω) 6=0}δ(s,∆Xs(ω))(dt,dx), where, here and in the whole paper, δa
denotes the Dirac measure at point a. From [17, Theorem II.1.16], µX is an integer-valued random
measure on R+×Rd with respect to F (see [17, Definition II.1.13]). Thus, µX is, in particular, an
F-optional random measure. According to [17, Definition III.1.23], µX is called an Rd-valued marked
point process (with respect to F) if µX (ω ; [0, t]×Rd) < +∞, for every ω ∈ Ω and t ∈ R+. By νX
we denote the F-predictable compensator of µX (see [17, Definition II.2.6]) and νX is a predictable
random measure characterized by the following properties: For any F-predictable function W such
that |W | ∗µX ∈A +loc, we have |W | ∗ν
X ∈A +loc andW ∗µ
X −W ∗νX ∈H 1loc(F).
3
3 Martingale Representation
For a point process X , we introduce the filtration X= (Xt)t≥0 by Xt :=
⋂
s>t σ(Xu, 0≤ u≤ s), t ≥ 0.
Let R be a σ -field, called the initial σ -field. The filtration F= (Ft)t≥0 is defined by Ft := R ∨Xt .
Thus, F is the initial enlargement of X by the σ -field R. Clearly, X is a point process with respect to
F. However, the choice of the σ -field R affects the predictable compensator of X : In general, X p,X
does not coincide with X p,F. A non-trivial R allows to include in the theory developed in the present
paper, without any additional effort, also the important case of a Cox-point process X with respect
to F, i.e., X p,F is F0-measurable or, equivalently, X has conditionally independent increments with
respect to F given F0.
Lemma 3.1. (i) The filtration F is right-continuous.
(ii) For every Y ∈H 1loc(F) there exists K ∈ L
1
loc(X
F
) such that Y =Y0+K ·X
F
, that is, the F-local
martingale X
F
:= X −X p,F possesses the PRP with respect to F.
Proof. Point (i) follows by [16, Proposition 3.39 (a)], while (ii) is [17, Eq. (III.4.38)].
We consider a point process H and introduce H= (Ht)t≥0 by Ht :=
⋂
s>t σ(Hu, 0≤ u≤ s), t ≥ 0.
We denote by G= (Gt)t≥0 the progressive enlargement of F by H: That is, G is defined by
Gt :=
⋂
s>t
Fs∨Hs t ≥ 0.
In other words, G is the smallest right-continuous filtration containing F and H.
As a special example of H , one can take the default process associated with a random time τ , i.e.,
Ht(ω) := 1Jτ ,+∞J(ω , t), where τ is a (0,+∞]-valued random variable. In this case, G is called the
progressive enlargement of F by τ and it is the smallest right-continuous filtration containing F and
such that τ is a G-stopping time.
We are now in the following situation: The local martingale X
F
has the PRP with respect to F and
the local martingale H
H
has the PRP with respect to H. Our aim is to investigate how to represent
martingales of the filtration G.
The proof of the next proposition is postponed to the appendix.
Proposition 3.2. Let X and H be two point processes with respect to F and H, respectively. Then, the
processes X − [X ,H], H− [X ,H] and [X ,H] are point processes with respect to G. Furthermore, they
have pairwise no common jumps.
We introduce the R2-valued G-semimartingale X˜ = (X ,H)⊤. The jump measure µ X˜ of X˜ is an
integer-valued random measure on R+×E , where E := {(1,0);(0,1);(1,1)}. For a G-predictable
functionW on Ω˜ := Ω×R+×E we define the G-predictable processesW (1,0),W (0,1) andW (1,1)
byWt(0,1) :=W (t,0,1),Wt(1,0) :=W (t,1,0),Wt(1,1) :=W (t,1,1), t ≥ 0.
Proposition 3.3. Let us consider the R2-valued G-semimartingale X˜ = (X ,H)⊤. We then have:
(i) The jump measure µ X˜ of X˜ on R+×E, where E := {(1,0);(0,1);(1,1)}, is given by
µ X˜(dt,dx1,dx2) = d(Xt−[X ,H]t)δ(1,0)(dx1,dx2)
+d(Ht− [X ,H]t)δ(0,1)(dx1,dx2)+d[X ,H]tδ(1,1)(dx1,dx2).
(3.1)
Furthermore, µ X˜ is an R2-valued marked point process with respect to G.
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(ii) The G-predictable compensator ν X˜ of µ X˜ is given by
ν X˜(dt,dx1,dx2) = d(Xt−[X ,H]t)
p,Gδ(1,0)(dx1,dx2)
+d(Ht− [X ,H]t)
p,Gδ(0,1)(dx1,dx2)+d[X ,H]
p,G
t δ(1,1)(dx1,dx2).
(3.2)
Proof. We start verifying (i). By the definition of the jump measure of X˜ , we get:
µ X˜(ω ,dt,dx1,dx2) = ∑
s>0
∆Xs(ω)(1−∆Hs(ω))δ(s,1,0)(dt,dx1,dx2)
+ ∑
s>0
∆Hs(ω)(1−∆Xs(ω))δ(s,0,1)(dt,dx1,dx2)
+ ∑
s>0
∆Xs(ω)∆Hs(ω)δ(s,1,1)(dt,dx1,dx2),
which is (3.1). That is, µ X˜(ω , [0, t]×R2) = Xt(ω)− [X ,H]t(ω)+Ht(ω)< +∞, ω ∈ Ω, t ≥ 0. Thus,
µ X˜ is an R2-valued marked point process with respect to G. We now come to (ii). Let us denote by ν
the G-predictable random measure on the right-hand side of (3.2). We have to show that ν coincides
with ν X˜ . So, letW be a G-predictable function such that |W | ∗µ X˜ ∈A +loc(G). By (i) we get
|W | ∗µ X˜ = |W (1,0)| · (X − [X ,H])+ |W(0,1)| · (H − [X ,H])+ |W(1,1)| · [X ,H]. (3.3)
We now denote by Y 1, Y 2 and Y 3 the first, the second and the third term on the right-hand side
of (3.3), respectively. By Proposition 3.2, X − [X ,H], H − [X ,H] and [X ,H] being point processes,
we deduce from (3.3) that Y i ∈ A +loc(G), i = 1,2,3, since |W | ∗ µ
X˜ ∈ A +loc(G). Then, the G-dual
predictable projection (Y i)p,G of Y i, i = 1,2,3, exists and it belongs to A +loc(G). Since W (1,0),
W (0,1) andW (1,1) are G-predictable processes, the properties of the G-dual predictable projection
yield the identities (Y 1)p,G = |W (1,0)| · (X − [X ,H])p,G, (Y 2)p,G = |W (0,1)| · (H − [X ,H])p,G and
finally (Y 3)p,G = |W (1,1)| · [X ,H]p,G. Thus, |W | ∗ ν = (Y 1)p,G +(Y 2)p,G +(Y 3)p,G because of the
definition of ν . So, |W | ∗ν ∈ A +loc(G) holds, since (Y
i)p,G ∈ A +loc(G), i = 1,2,3. We now show that
W ∗µ X˜ −W ∗ν ∈H 1loc(G): The linearity of the integral with respect to the integrator and (i) yield
W ∗µ X˜ −W ∗ν =W (1,0) · ((X − [X ,H])− (X− [X ,H])p,G)
+W (0,1) · ((H− [X ,H])− (H− [X ,H])p,G)
+W (1,1) · ([X ,H]− [X ,H]p,G) ∈H 1loc(G).
Hence, ν X˜ = ν and the proof is complete.
We now denote by G˜ = (G˜t)t≥0 the smallest right-continuous filtration such that µ X˜ is optional
and introduce G∗ = (G ∗t )t≥0 by G
∗
t :=R∨ G˜t . From [16, Proposition 3.39 (a)], G
∗ is right-continuous
and, hence, it is the smallest right-continuous filtration satisfying R ⊆ G0 and such that µ X˜ is an
optional random measure. The proof of the following lemma is postponed to the appendix.
Lemma 3.4. The filtration G∗ coincides with G.
As announced in the introduction, we give two kinds of representations of martingales: The first
one with respect to a compensated random measure, the second one with respect to the following three
locally bounded G-local martingales:
Z1 := X − [X ,H]
G
, Z2 := H− [X ,H]
G
, Z3 := [X ,H]
G
, (3.4)
where, we recall, for a point process Z, we define Z
G
:= Z−Z p,G.
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Theorem 3.5. (i) Let Y ∈H 1loc(G). Then, there exists a G-predictable function W such that |W | ∗µ
X˜
belongs to A +loc(G) and
Y = Y0+W ∗µ
X˜ −W ∗ν X˜ . (3.5)
(ii) Let Y ∈H 1loc(G). Then Y has the following representation:
Y = Y0+K
1 ·Z1+K2 ·Z2+K3 ·Z3, Ki ∈ L1loc(Z
i,G), i= 1,2,3. (3.6)
Proof. We first verify (i). Because of Proposition 3.3 (i), the random measure µ X˜ is a marked point
process with respect to G. Furthermore, by Lemma 3.4, the filtration G coincides with G∗. Hence,
(3.5) follows by [17, Theorem III.4.37].
We now come to (ii). Let Y ∈ H 1loc(G). By (i), there exists a G-predictable functionW such that
|W | ∗ µ X˜ ∈ A +loc(G) and Y = Y0+W ∗ µ
X˜ −W ∗ ν X˜ . Since |W | ∗ µ X˜ ∈ A +loc(G), the G-predictable
functions W j,k(ω , t,x1,x2) := W (ω , t,x1,x2)1{x1= j,x2=k}, ( j,k) ∈ E = {(1,0);(0,1);(1,1)}, satisfy
|W j,k| ∗ µ X˜ ∈ A +loc(G). Therefore, we obtain
(
W j,k ∗ µ X˜ −W j,k ∗ ν X˜
)
∈ H 1loc(G). From (3.1) and
(3.2), the relations
W 1,0 ∗µ X˜ −W 1,0 ∗ν X˜ =W (1,0) ·Z1, (3.7)
W 0,1 ∗µ X˜ −W 0,1 ∗ν X˜ =W (0,1) ·Z2, (3.8)
W 1,1 ∗µ X˜ −W 1,1 ∗ν X˜ =W (1,1) ·Z3 (3.9)
hold, where the integrals on the right-hand side in these identities are Lebesgue–Stieltjes integrals. So
from (3.5), Proposition 3.3 and (3.7), (3.8), (3.9), we get
Y = Y0+W ∗µ
X˜ −W ∗ν X˜ =Y0+W (1,0) ·Z
1+W(0,1) ·Z2+W(1,1) ·Z3,
the latter term being a sum of Lebesgue–Stieltjes integrals. For shortness, we denote K1 :=W (1,0),
K2 :=W (0,1) and K3 :=W (1,1). It remains to show that Ki ∈ L1loc(Z
i,G), i= 1,2,3. By Proposition
3.3 and (3.4), the estimate ∑0≤s≤· |K
1
s ∆Z
1
s | ≤ |W
1,0| ∗µ X˜ + |W 1,0| ∗ν X˜ ∈A +loc(G) holds. Similarly, we
get ∑0≤s≤· |K
2
s ∆Z
2
s |, ∑0≤s≤· |K
3
s ∆Z
3
s | ∈A
+
loc(G). Hence, [15, Theorem 9.5 (1)], yields K
i ∈L1loc(Z
i,G),
i= 1,2,3. The proof of the theorem is complete.
Theorem 3.5 shows that, without requiring any further condition on the point processes X and
H , the martingale representation property of the process X
F
in F and of H
H
in H propagates to G
both with respect to the compensated random measure µ X˜ − ν X˜ and with respect to the three local
martingales Z1, Z2 and Z3.
Comparison with the existing literature. We now review some results from the literature which
are generalized by Theorem 3.5, at least in the special case of point processes.
Before, we recall that two local martingales M and N with respect to a joint filtration, say A, are
called orthogonal if MN ∈ H 1loc(A) (or, equivalently, if [M,N] ∈ H
1
loc(A)). If M,N ∈ H
2
loc(A), then
they are orthogonal if and only if 〈M,N〉= 0, where 〈M,N〉 denotes the predictable co-variation with
respect to A.
• For a process Y we denote by FY the smallest right-continuous filtration such that Y is adapted.
In Calzolari and Torti [5], it is assumed that M ∈ H 2(FM) and N ∈ H 2(FN) possess the PRP
with respect to FM and FN , respectively and that FM0 and F
N
0 are trivial. Moreover, the authors
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assume the following conditions: (1) M,N ∈ H 2(G), G := FM ∨FM, and (2) M and N are
orthogonal inG, that is, [M,N]∈H 1loc(G). Under these assumptions it is shown in [5, Theorem
4.5] that FM and FN are independent; that M,N, [M,N] ∈ H 2(G) are pairwise orthogonal and
that every Y ∈H 2(G) can be represented as
Y = Y0+K
1 ·M+K2 ·N+K3 · [M,N], K1 ∈ L2(M,G), K2 ∈ L2(N,G), K3 ∈ L2([M,N],G).
In the setting of point processes, Theorem 3.5 generalizes [5, Theorem 4.5] since we do not
make the very strong assumptions that X
F
and H
H
remain G-local martingales and that they are
orthogonal in G. Moreover, we do not require the triviality of F0 and, nevertheless, we show
that the PRP propagates to G.
• In Di Tella [11, Theorem 5.3] an Rd-dimensional semimartingale X possessing the WRP with
respect to a filtration F is considered. The filtration F is enlarged progressively to G by a
random time τ avoiding F stopping times and such that F is immersed in G. Then it is shown
that the semimartingale (X ,H) possesses the WRP with respect to G, where H = 1Jτ ,+∞J (see
[11, Definition 3.1]). Theorem 3.5 above generalizes [11, Theorem 5.3] because, in the special
case of a point process X and H = 1Jτ ,+∞J, it shows that the weak representation property
propagates to G, without any further assumption on τ .
• In [3], Aksamit, Jeanblanc and Rutkowski considered the case of a Poisson process X with
respect to X and enlarged X progressively by a random time τ . They obtained a predictable
representation result for a particular class of G-martingales stopped at τ . Theorem 3.5 gener-
alizes the results of [3] because we obtain a predictable representation result which is valid for
every G-local martingale and not only for a special class of G-local martingales stopped at τ :
In other words, our martingale representation theorem goes beyond τ . Therefore, we get as a
by-product a martingale representation theorem for all G-martingales stopped at τ (see §4.2)
and not only for a particular class. We also stress that the proofs exhibited in the present paper
are more elementary and direct than those given in [3].
• In [23], Xue has shown that the weak representation property of a quasi-left continuous3 semi-
martingale X with respect to a filtration F propagates to the filtration G = F∨H, where H is a
filtration independent of F and furthermore H supports a quasi-left continuous semimartingale
Y possessing the weak representation property with respect to H. If X and H are point pro-
cesses, Theorem 3.5 generalizes the work of Xue because we require neither the independence
of F and H nor the quasi-left continuity of X and H .
In the remaining part of this section we are going to study the stable subspaces generated by the
local martingales Z1, Z2 and Z3 in H p0 (G), for p ≥ 1. We now shortly recall the definition of the
stable subspace generated by a family of local martingales of locally integrable variation, which is
sufficient in this context. The main reference about stable subspaces is [16, Chapter IV].
For Y ∈ H p(G), p ≥ 1, we set ‖Y‖H p := E[supt≥0 |Yt |
p]1/p. For p = 2, we also introduce the
equivalent norm ‖Y‖2 := E[Y 2∞]
1/2 and (H 2,‖ · ‖2) is a Hilbert space.
Let H be a linear subspace of (H p0 (G),‖·‖H p). Then H is called a stable subspace of H
p
0 (G)
if H is closed in (H p0 (G),‖ · ‖H p) and stable under stopping, that is, for every G-stopping time σ ,
if Z ∈ H , then Zσ ∈ H . For a family Z ⊆ H ploc,0(G)∩Aloc(G), the stable subspace generated by
3 An F-adapted càdlàg process X is called quasi-left continuous if ∆Xσ = 0 for every finite-valued and F-predictable
stopping time σ .
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Z in H p0 (G) is denoted by L
p
G
(Z ) and it is defined as the closure in (H p0 (G),‖ · ‖H p) of the set
{K ·Z, Z ∈ Z , K ∈ Lp(Z,G)}. Notice that L p
G
(Z ) is characterized as following: It is the smallest
stable subspace of H p0 (G) containing the set S := {Z
σ , σ G-stopping time : Zσ ∈ H p(G)} (see
also [16, Definition 4.4] and the subsequent comment therein).
Corollary 3.6 (to Theorem 3.5). Let p≥ 1 and let Z := {Z1,Z2,Z3}.
(i) The identity L p
G
(Z ) = H p0 (G) holds.
(ii) If furthermore p= 2 and the local martingales Z1,Z2,Z3 ∈H 2loc,0(G) are pairwise orthogonal,
then every Y ∈H 2(G) can be represented as
Y = Y0+K
1 ·Z1+K2 ·Z2+K3 ·Z3, Ki ∈ L2(Zi,G), i= 1,2,3,
and this is an orthogonal decomposition of Y in (H 2(G),‖ · ‖2).
Proof. Wefirst verify (i). LetY be a bounded G-martingale orthogonal toZ and satisfying Y0= 0. We
are going to show thatY = 0 identically. By the orthogonality ofY andZ , we have [Y,Zi]∈H 1loc,0(G),
for i= 1,2,3. By Theorem 3.5 (ii), we can represent Y as in (3.6). Hence,
[Y,Y ] = K1 · [Y,Z1]+K2 · [Y,Z2]+K3 · [Y,Z3], Ki ∈ L1loc(Z
i,G). (3.10)
Now, using that Y is bounded by a constant, say C > 0, and that Ki ∈ L1loc(Z
i,G), we obtain(
(Ki)2 · [[Y,Zi], [Y,Zi]]
)1/2
=
(
∑(Ki∆Y∆Zi)2
)1/2
≤ 2C
(
(Ki)2 · [Zi,Zi]
)1/2
∈A +loc(G), i= 1,2,3.
This shows that each addend on the right-hand side of (3.10) belongs to H 1loc,0(G). Therefore,
we also have [Y,Y ] ∈ H 1loc,0(G), implying that Y is orthogonal to itself. Hence, by [17, Lemma
I.4.13 (a)], we get that Y = 0 identically. This implies L 1
G
(Z ) = H 10 (G) by [16, Corollary 4.12].
If Y ∈ H 1loc,0(G) is orthogonal to Z (and not necessarily bounded), then, applying [16, Proposition
4.67], we also get that Y = 0 identically. Hence, [16, Proposition 4.10 (b)] yields that if Y ∈H ploc,0(G)
is orthogonal to Z , then Y = 0 identically, for every p ∈ [1,+∞]. Thus, since for every p≥ 1 we have
Z ⊆H ploc,0(G), [16, Theorem 4.11 (b)] yields L
p
G
(Z ) = H p0 (G), for every p ≥ 1. This completes
the proof of (i). We now come to (ii). If Z1, Z2 and Z3 are pairwise orthogonal, then L 2
G
(Z ) =
L 2
G
(Z1)⊕L 2
G
(Z2)⊕L 2
G
(Z3) (see [16, Remark 4.36]). Then, since we have Y −Y0 ∈ H 20 (G) and,
by (i), L 2
G
(Z ) = H 20 (G), we deduce (ii) from [16, Theorem 4.6]. The proof of the corollary is
complete.
Regarding Z = {Z1,Z2,Z3}⊆H 1loc,0 as themultidimensional local martingale Z := (Z
1,Z2,Z3)⊤
and combining Corollary 3.6 and [16, Theorem 4.60], yields that everyY ∈H p(G) can be represented
as
Y = Y0+K ·Z, K ∈ L
p
(Z,G), (3.11)
where K ·Z is the multidimensional stochastic integral and L
p
(Z,G) is defined as in [16, Eq. (4.59)].
Remark 3.7 (Uniqueness). Notice that the multidimensional stochastic integral is an isometric map-
ping between H p0 (G) endowed with the equivalent norm ‖Y‖
′
H p := E[[Y,Y ]
p/2
∞ ]1/p and L
p
(Z,G),
p ∈ [1,+∞) (see [16, (4.59) and the subsequent comment]). Using this fact it is easy to show that
the integrand K in (3.11) is unique in the L
p
(Z,G)-norm. Similarly, one gets the uniqueness for the
integrands Ki, i= 1,2,3, in Corollary 3.6 (ii).
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4 Predictable Representation with respect to Orthogonal Martingales
In this section we discuss some cases in which the martingale representation in G yields with respect
to orthogonal local martingales: In Subsection 4.1 we study the special case of the independent en-
largement. In Subsection 4.2 we consider the case in which F is progressively enlarged by a random
time τ , that is, H = 1Jτ ,+∞J and we do not require the independence of the filtrations F and H.
Of course, the local martingales Z1, Z2 and Z3 can be always orthogonalized in a standard way by
the classical orthogonalization procedure for locally square integrable local martingales.
4.1 The independent enlargement
The filtrations F andH are now assumed independent, that is, the process H is independent of {R,X}.
From [22, Theorem 1], the filtration F∨H is right-continuous and so G = F∨H holds. Further-
more, by the independence, F-local martingales and H-local martingales remain G-local martingales.
Hence, X
F
,H
H
∈H 1loc(G) and X
p,G = X p,F, H p,G = H p,H, X
G
= X
F
and H
G
= H
H
hold.
The proof of the following lemma is postponed to the appendix:
Lemma 4.1. Let F and H be independent. Then the locally bounded local martingales X
G
, H
G
and
[X
G
,H
G
] are pairwise orthogonal.
We now come to the main result of this section.
Theorem 4.2. If F and H are independent, then every Y ∈H 2(G) can be represented as follow:
Y = Y0+K
1 ·X
G
+K2 ·H
G
+K3 · [X
G
,H
G
] (4.1)
where K1 ∈ L2(X
G
,G), K2 ∈ L2(H
G
,G) and K3 ∈ L2([X
G
,H
G
],G). Additionally, (4.1) is an ortho-
gonal decomposition of Y in (H 2(G),‖ · ‖2).
Proof. First, using [17, Proposition I.4.49 (b)], we compute
[X
G
,H
G
] = [X ,H]− [X p,G,H]−∆H p,G ·X
G
= [X ,H]− [X p,G,H p,G]+ [X p,G,H p,G]− [X p,G,H]−∆H p,G ·X
G
= [X ,H]− [X p,G,H p,G]−∆X p,G ·H
G
−∆H p,G ·X
G
(4.2)
Because of Lemma 4.1, [X
G
,H
G
] ∈ H 1loc(G) holds. Hence, Lemma A.1 (iii) yields the identity
[X ,H]p,G = [X p,G,H p,G]. Thus, from (3.4) and the previous computation, we obtain
Z3 = [X
G
,H
G
]+∆X p,G ·H
G
+∆H p,G ·X
G
(4.3)
Z1 =−[X
G
,H
G
]−∆X p,G ·H
G
+(1−∆H p,G) ·X
G
(4.4)
Z2 =−[X
G
,H
G
]+ (1−∆X p,G) ·H
G
−∆H p,G ·X
G
. (4.5)
Let us denote X := {X
G
,H
G
, [X
G
,H
G
]}. We are now going to show L 2
G
(Z ) ⊆ L 2
G
(X ). We set
S := {{(Zi)σ , σ G-stopping time such that the stopped process (Zi)σ ∈ H 2(G)}, i = 1,2,3}. It is
enough to verify that S ⊆ L 2
G
(X ). Indeed, by the properties of stable subspaces, L 2
G
(Z ) is the
smallest stable subspace of H 20 (G) containing S . So, we consider an arbitrary G-stopping time σ
such that the stopped process (Z3)σ belongs to H 20 (G). Notice that such stopping times exist, Z
3
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being locally bounded. From (4.3), since by Lemma 4.1 the locally bounded G-local martingales X
G
,
H
G
and [X
G
,H
G
] are pairwise orthogonal, we get
〈(Z3)σ ,(Z3)σ 〉=
1J0,σK · 〈[X
G
,H
G
], [X
G
,H
G
]〉+1J0,σK(∆X
p,G)2 · 〈H
G
,H
G
〉+1J0,σK(∆H
p,G)2 · 〈X
G
,X
G
〉.
Since (Z3)σ ∈ H 20 (G), it follows that 〈(Z
3)σ ,(Z3)σ 〉 ∈ A +(G). From this we obtain the follow-
ing inclusions: 1J0,σK ∈ L
2([X
G
,H
G
],G), 1J0,σK∆X
p,G ∈ L2(H
G
,G) and 1J0,σK∆H
p,G ∈ L2(X
G
,G).
Hence, we have (Z3)σ ∈ L 2
G
(X ), for every G-stopping time σ such that (Z3)σ belongs to H 2(G).
Analogously, we see that the same holds also for Z1 and Z2. Hence, we get S ⊆ L 2
G
(X ) which
yields L 2
G
(Z ) ⊆ L 2
G
(X ). From Corollary 3.6 (i), we have L 2
G
(Z ) = H 20 (G). Therefore, we ob-
tain L 2
G
(X ) = H 20 (G). By the pairwise orthogonality of the involved local martingales, it follows
that L 2
G
(X ) = L 2
G
(H
G
)⊕L 2
G
(XG)⊕L 2
G
([X
G
,H
G
]) (see [16, Remark 4.36]). This, recalling [16,
Theorem 4.6], shows (4.1). The proof of the theorem is now complete.
The multiplicity of G in the independent enlargement. The multiplicity (see Davis and Varaiya
[9]) or the spanning number (see Duffie [13]) of a filtration is the minimal number of locally square in-
tegrable orthogonal local martingales which is necessary to represent all square integrable martingales
(adapted to the filtration).
Theorem 4.2 shows that, in general, the multiplicity of the filtrationG is less than or equal to three.
For an example in which the multiplicity of G is equal to three we refer to [7, Theorem 2.3] without
Brownian part and applied to the following case: X = 1Jη ,+∞J and H = 1Jτ ,+∞J, where η and τ are two
independent random variables taking values in {1,2,3} and {2,4} with strictly positive probability,
respectively.
However, the multiplicity of G can become less than or equal to two: For example, according to
[22, Lemma 7], under the independence assumption, if ∆X p,F∆H p,H = 0, then ∆X
G
∆H
G
= 0. Hence,
[X
G
,H
G
] = 0. This is the case, e.g., if X is quasi-left continuous with respect to F (or if H is quasi-left
continuous with respect to H).
Additionally, there are situations in which the multiplicity of G is equal to one. Indeed, because
of [22, Theorem 3], this is the case if and only if the G-local martingale X
F
+H
H
= X
G
+H
G
has the
PRP with respect toG or, equivalently, if and only if X p,F and H p,H are mutually singular with respect
to P(G), i.e., if there exists a G-predictable set A such that X p,G = 1A ·X p,G and H p,G = 1Ac ·H p,G.
It is easy to construct an example in which the multiplicity ofG is equal to one. Indeed, letC be the
monotonic and continuous extension of the Cantor function c on [0,1] to the whole positive half line,
that is, C(n+ s) := n+ c(s), s ∈ [0,1], n≥ 0. Then, C is increasing, continuous, singular and satisfies
C0 = 0,C∞ =+∞. In particular, we can consider C as a continuous time change. Let now H and N be
two independent homogeneous Poisson processes. We define Xt := NCt , t ≥ 0. For simplicity, let the
initial σ -field R be trivial, thus F = X. By the properties of continuous time changes (see, e.g., [16,
Theorem 10.17 (c)]) we have X p,Ft =Ct . This means that X is a non-homogeneous Poisson process.
Furthermore, since H p,Ht = t, the G-dual predictable projections X
p,G = X p,F and H p,G = H p,H are
mutually singular on P(G) and by [22, Theorem 3] the multiplicity of G is equal to one.
4.2 The Progressive Enlargement by a Random Time
In this subsection we do not assume that the random time τ and the filtration F are independent. We
rather state the following assumptions:
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Assumption 4.3. (1) We have H = 1Jτ ,+∞J, where τ : Ω −→ (0,+∞] is a random time.
(2) For every finite-valued F-predictable stopping time σ we have ∆Xσ ∆Hσ = 0 a.s.
We stress that Assumption 4.3 (2) is satisfied if, for example, X is quasi-left continuous with
respect to F or if τ avoids F-predictable stopping times, that is P[τ = σ < +∞] = 0, for every F-
predictable time σ . We notice that τ avoids F-predictable stopping times if and only if H p,G is
continuous, meaning that τ is G-totally inaccessible (see [20, p.65]).
Moreover, we observe that, if Assumption 4.3 (1) holds, the quasi-left continuity of X with respect
to F is preserved in G only up to time τ . Indeed, by [1, Corollary 2.17], for every G-predictable
stopping time η there exists an F-predictable stopping time σ such that η ∧ τ = σ ∧ τ . Hence, let
η be a G-predictable stopping time. By [1, Corollary 2.17] and the quasi-left continuity of X with
respect to F, we have
∆X τη = ∆Xη∧τ = ∆Xσ∧τ = (∆Xσ )
τ = 0,
where σ is an F-predictable stopping time. This shows that X τ is quasi-left continuous with respect
to G. In Counterexample 4.7 below we show that the G-quasi-left continuity of X is, in general, not
preserved after τ .
We stress that, by Lemma A.1 (v), Zi and Z j are orthogonal if and only if [Zi,Z j] = 0, i, j= 1,2,3,
i 6= j.
Theorem 4.4. Let Assumption 4.3 (1) hold.
(i) If Assumption 4.3 (2) holds, then [Zi,Z3] = 0, i= 1,2.
(ii) If H p,G or X p,G are continuous, then [Zi,Z j] = 0, i, j = 1,2,3, i 6= j.
(iii) If X is quasi-left continuous with respect to F (i.e. X p,F is continuous), then [(Z1)τ ,Z j] =
[Z2,Z3] = 0, j = 2,3.
Proof. First we observe that, by Assumption 4.3 (2), the process U := [X ,H] is quasi-left continuous
with respect to G. Indeed, for any finite-valued G-predictable stopping time η , since U =U τ , by [1,
Corollary 2.12], we have ∆Uη = (∆Xη∆Hη)τ = 0 a.s. Hence,U p,G is continuous.
We now verify (i). We define the processes Y = X −U . Then ∆Y∆U = 0 and ∆Y p,G∆U p,G = 0.
Applying Lemma A.1 (iv) and (v) to Y and Z =U we deduce [Z1,Z3] = 0. Hence, Z1 and Z3 are
orthogonal. The proof for Z2 is completely analogous. We now come to (ii). If H p,G is continuous,
then Assumption 4.3 (2) holds. Thus, by (i) it is sufficient to verify [Z1,Z2] = 0. By the continuity of
U p,G, the process (H−U)p,G is continuous as well. Hence, Lemma A.1 (v) with Y = Z1 and Z = Z2
yields the result, since X −U and H−U have no common jumps. If X p,G is continuous the proof is
analogous. We now come to (iii). By the quasi-left continuity of X with respect to F, Assumption
4.3 (2) is satisfied and X τ is quasi-left continuous with respect to G, i.e., (X τ)p,G is continuous. By
[(Z1)τ ,Z3] = [Z1,Z3]τ and (i), it is enough to verify [(Z1)τ ,Z2] = 0. Because of (X p,G)τ = (X τ)p,G,
we have ((X −U)τ)p,G = (X p,G)τ −U p,G, which is a continuous process. Since Y = X τ −U and
Z = H−U have no common jumps and ∆Y p∆Z p = 0, by Lemma A.1 (v), we deduce the claim. The
proof of the theorem is complete.
We remark that, as shown in Counterexample A.2 below, Assumption 4.3 (2) alone is not sufficient
to ensure that Z1 and Z2 are orthogonal. Indeed, it could happen, in general, that (X − [X ,H])p,G and
(H− [X ,H])p,G have common jumps, although X− [X ,H] andH− [X ,H] do not have common jumps.
Corollary 4.5. Let τ avoid F-stopping times. Then Z3 = 0, Z1 = X
p,G
, Z2 = H
p,G
and [Z1,Z2] = 0.
Proof. By the avoidance assumption, Z3 = 0 holds and H p,G is continuous. Theorem 4.4 (ii) yields
[Z1,Z2] = 0. The proof is complete.
11
LetY ∈H 2(G) and let X be quasi-left continuous with respect to F. FromCorollary 3.6, Theorem
4.4 (iii) and the properties of the multidimensional stochastic integral, we get
Y τ = Y0+K
1 · (Z1)τ +K2 ·Z2+K3 ·Z3, Ki ∈ L2(Zi,G), i= 1,2,3, (4.6)
and this is an orthogonal representation in (H 2(G),‖ · ‖2).
Remark 4.6 (The multiplicity of G). Because of Corollary 3.6 and Theorem 4.4 (ii) we see that, if
H p,G is continuous, then the local martingales Z1, Z2 and Z3 are orthogonal and the multiplicity of the
filtration G is less than or equal to three. From Corollary 4.5, we see that, if τ avoids F-stopping times
then the multiplicity of G is less than or equal to two. Furthermore, it is possible to show that X p,G
and H p,G are mutually singular on P(G) if and only if the multiplicity of G is equal to one, even
without assuming the independence of τ and F (see [12, Theorem 5.4]). Finally, from (4.6), if X is
quasi-left continuous with respect to F, we see that the space H 2τ (G) of square integrable martingales
stopped at τ has always an integral representation with respect to three orthogonal martingales. So,
following [3, Remark 3.3], we can say that the multiplicity of the class H 2τ (G) in G is, in general,
less than or equal to three. However, the multiplicity of the class H 2τ (G) can reduce to two or even
to one.
The quasi-left continuity of X . We conclude this subsection with a short discussion about the quasi-
left-continuity of X with respect to F.
The quasi-left continuity of an adapted càdlàg process is a property of the process but also of the
filtration: In the enlargement of a filtration there will be more predictable times and hence we cannot
expect that the quasi-left continuity is preserved. The following simple example illustrates this fact.
Counterexample 4.7. Let X be a homogeneous Poisson process with respect to X and let (τn)n≥1 be
the sequence of the jump-times of X. The process X is not quasi-left continuous in the filtration F
obtained enlarging X initially by the σ -field R = σ(τ1). Indeed, τ1 is a jump-time of X and, in F, it
is F0-measurable. Hence, (σn)n≥1, σn := (1− 12n)τ1 is a sequence of F-stopping times announcing
τ1. Therefore, τ1 is an F-predictable jump-time of X . Moreover, X is not quasi-left continuous in
the filtration G obtained enlarging X progressively by the random time τ = 12 (τ1+ τ2). Indeed, the
jump-time τ2 of X is announced in G by (ϑn)n≥1, ϑn := 1nτ +(1−
1
n
)τ2, and ϑn > τ is a G-stopping
time for every n≥ 1 by [10, Theorem III.16]. Hence, τ2 is a G-predictable jump-time of X .
We have assumed in Theorem 4.4 (iii) that the process X is quasi-left continuous with respect
to the filtration F, obtained enlarging X initially by the σ -field R. However, in general, it is more
interesting to start assuming the quasi-left continuity of X with respect to X and then to initially
enlarge X by R in such a way to preserve the quasi-left continuity of X in F. As an example in which
this is possible, we consider the case of a quasi-left continuous point process X with respect to the
filtration X and then we enlarge X initially by a nonnegative random variable L (i.e., R =σ(L)) which
satisfies Jacod’s absolute continuity hypothesis (see, e.g., [1, Section 4.4]). Indeed, in this special but
important case, from [1, Theorem 4.25] one can show that X p,F is continuous or, equivalently, that X
is quasi-left continuous with respect to F. In this case, X τ is quasi-left continuous with respect to G
but this need not be true for X . If F is immersed in G, then X p,F = X p,G and X is quasi-left continuous
with respect to G.
4.3 Two concrete examples
Let X be a homogeneous Poisson process with respect to X= (Xt)t≥0 and let (τn)n≥1 be the sequence
of the jump-times of X . We denote λ the intensity of X . For a random time τ , we set H = 1Jτ ,+∞J.
12
We give two examples of the progressive enlargement of the filtration X by H, that is, R is assumed
trivial and X= F.
Progressive enlargement by XT + 1. We consider an arbitrary but fixed time T > 0 and set τ =
XT + 1. Then, τ takes values in (0,+∞) and H is a point process. In particular, H0 = 0 holds. As
we are going to show in Remark 4.8 below, τ is not a honest time. Hence, this example cannot be
recovered by Barlow [4]. We furthermore stress that the filtration X is not immersed in G. Indeed,
the condition P[τ > t|Xt ] = P[τ > t|X∞] (which according to [1, Lemma 3.8] is equivalent to the
immersion property) is evidently not satisfied. Furthermore, the random time τ does not avoid all
X-(predictable) stopping times since P[τ = n]> 0 holds, for every n≥ 1. Hence, this example cannot
be recovered by [11]. In other words, it seems that the present example is new and can be only studied
thanks to the results obtained in this paper.
We start noticing that τ avoids the jump-times of X since τn is Gamma distributed and hence
P[τ = τn] =
∞
∑
k=1
P[τn = k|τ = k]P[τ = k] = 0, n≥ 1.
Therefore, the set JτK∩JτnK is evanescent, for every n≥ 1 and, since [X ,H]=∆XτH , we get [X ,H]= 0.
Hence, we deduce that Z3 = 0, Z1 = X
G
and Z2 =H
G
hold. We notice that Z1 and Z2 are orthogonal.
To see this, we are going to explicitly compute the G-dual predictable projections X p,G and H p,G and
apply Theorem 4.4.
We first compute H p,G. To this end, we denote by ξ the law of τ and by (u,x) 7→ h(u,x) the
function defined by h(u,k) := e−λu (λu)
k
k! if k = 1, . . . and u≥ 0, and h(u,k) := 0 else. We observe that
P[τ = k] = h(T,k−1), k ≥ 1 and that
ξ (du) =
∞
∑
k=1
h(T,k−1)δk(du).
We denote by Pt(·,A) a regular version of P[τ ∈ A|Xt ], A ∈ B(R). It is then easy to verify (see [1,
Example 4.15]) that Pt(du) is absolutely continuous with respect to ξ and that a version of the density
is
αt(u) =
∞
∑
k=1
zkt
h(T,k−1)
1{u=k},
where we denote by zk the martingale satisfying
zkt = P[τ = k|Xt ] = P[XT = k−1|Xt ] a.s. t ≥ 0.
In other words, τ satisfies Jacod’s absolutely continuity condition and, according to [1, §5.3], we say
that τ is a J -time. Because of the independence of the increments of X with respect to X, we get
zkt = P[XT −Xt = k−1−Xt|Xt ] =
{
h(T − t,k−1−Xt), t < T
1{XT=k−1}, t ≥ T.
From [1, Corollary 5.27 (b)], the X-dual predictable projection of H is H p,Xt =
∫ t
0 α
u
u−(du)ξ (du) and
H
p,G
t =
∫ t∧τ
0
1
Zu−
αu−(u)ξ (du) = ∑
u≤t∧τ
1
Zu−
αu−(u)ξ ({u}) ,
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where, Zt := ∑
∞
k=1 1{t<k}z
k
t denotes the Azéma supermartingale. In particular, we notice that H
p,G is a
purely discontinuous increasing process.
We now come to the computation of X p,G. To this aim, we first notice that, by [1, Corollary 5.27
(b)], the X-dual optional projection of H , say Ho,X, is given by
H
o,X
t =
∫ t
0
αu(u)ξ (du) = ∑
u≤t
αu(u)ξ ({u}).
Hence, Ho,X is a purely discontinuous increasing process. By [1, Theorem 1.43 (b)], we deduce that
τ is a thin random time (see [1, Definition 1.40]). Therefore, according to [1, Proposition 5.33], the
G-special semimartingale decomposition of X
X
t = Xt−λ t is given by
X
X
t = M̂t +
∫ t∧τ
0
1
Zs−
d〈X
X
,m〉s+
∞
∑
k=1
1{τ=k}
∫ t
0
1{s>k}
1
zks−
d〈X
X
,zk〉s,
where M̂ is a G-local martingale and m is the X-martingale defined by mt := ∑∞k=1 z
k
t∧τk
. We also
stress that the predictable brackets 〈X
X
,m〉 and 〈X
X
,zn〉 are computed with respect to the filtration X.
We note that 〈X
X
,m〉 = ∑∞k=1〈X
X
,zk〉. Hence, to obtain a closed formula of the G-dual predictable
projection X p,G, it remains to compute 〈X
X
,zk〉. To this end, we observe that
dzkt = 1{t<T}
[
∂th(T − t,k−1−Xt)dt+h(T − t,k−1−Xt)−h(T − t,k−1−Xt−)
]
= 1{t<T}
[
∂th(T − t,k−1−Xt)dt+
(
h(T − t,k−2−Xt−)−h(T − t,k−1−Xt−)
)
dXt
]
= 1t<T
(
h(T − t,k−2−Xt−)−h(T − t,k−1−Xt−)
)
dX
X
t ,
where we used Itô’s calculus to get the first equality and computed explicitly ∂uh(u,k) to obtain the
third equality. Finally, we obtain
d〈X
X
,zk〉t = 1t<T
(
h(T − t,k−2−Xt−)−h(T − t,k−1−Xt−)
)
λdt.
It follows that
X
p,G
t = λ t+
∫ t∧τ
0
1
Zs−
d〈X
X
,m〉s+
∞
∑
k=1
1{τ=k}
∫ t
0
1{s>k}
1
zks−
d〈X
X
,zk〉s
and a closed-form formula can be obtained (we do not give details). We only stress that X p,G is
absolutely continuous with respect to the Lebesgue measure. Hence, since [X ,H] = 0, we can apply
Theorem 4.4 to deduce that Z1 = X
G
and Z2 = H
G
are orthogonal.
We now discuss the multiplicity of G in this example. The local martingale Z1,Z2 ∈H 2loc(G) are
orthogonal and possess the PRP with respect to G, because of Theorem 3.5 (ii). Furthermore, X p,G is
absolutely continuous, while H p,G is a purely discontinuous increasing process. By Lemma A.1 (vi),
we see that 〈Z1,Z1〉 is again absolutely continuous and 〈Z2,Z2〉 is purely discontinuous. So, these
processes are mutually singular with respect to P(G). Therefore, by [12, Theorem 5.4], the G-local
martingale Z1+Z2 has the PRP with respect to G and the multiplicity of G is equal to one.
Finally, we stress that taking τ = XT will lead to similar but a bit more involved computations.
Indeed, in this latter case P[τ = 0] > 0 and H is not a point process (in the sense of [17, Section
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I.3(b).3]), because H0 6= 0. However, we can consider H ′ := H−H0 which is a point process and set
R = {τ = 0}. In this way, we get H = H′∨R, where H′ denotes the filtration generated by H ′, and
X∨H′∨R = X∨H. The dual predictable projection of H ′ must be now computed with respect to
H. In other words, one has to look at this case as an initial enlargement of H′ by R and a progressive
enlargement of X by H.
Remark 4.8. We now prove that τ is not a honest random time. Let Z˜ be the càdlàg X-supermartingale
such that Z˜σ = P[τ ≥ σ |Xσ ], for every finite-valued X-stopping time σ . According to [1, Theorem
8.8 (b)], τ is honest if and only if Z˜τ = 1. We are going to prove that Z˜τ < 1 with strictly positive
probability.
From [2, Proposition 2.5], we get Z˜τ = ∑∞n=1 1{τ≤n}z
n
τ . It follows that, for τ < T and each k ≥ 0,
Z˜τ1{τ=k} = 1{τ=k} ∑
n≥k
znk = 1{τ=k} ∑
n≥k
h(T − k,n−1−Xk) = 1{τ=k}e
−λ(T−k) ∑
n≥k
(λ (T − k))n−1−Xk
(n−1−Xk)!
and on {τ = k ≤ n} ∩ {k < T}, one has Xk ≤ XT = k− 1 ≤ n− 1 so that n− 1−Xk ≥ 0. Setting
m= n− k yields
∑
m≥0
(λ (T − k))m+k−1−Xk
(m+ k−1−Xk)!
≤ ∑
n≥0
(λ (T − k))n
n!
= eλ(T−k)
with a strict inequality if, for m = 0, the left-hand side is not equal to 1 a.s., that is, if there exists k
such that P[k−1−Xk = 0] 6= 1. For k = 2< T and on the set {τ1 > 2} (which has a strictly positive
probability) it is obvious that k−1−Xk = 1 and we are done. Hence P[Z˜τ = 1]< 1 and τ is not honest.
Progressive enlargement by the minimum. Here, we consider τ = τ1∧aτ2 with 0< a< 1. In this
case [X ,H]t = 1{τ1≤t}1{τ1<aT2} 6= 0 and we expect the multiplicity of G to be, in general, less than or
equal to three. However, we are not able to give explicit form G-dual predictable projections of the
processes X ,H and [X ,H], since τ is nor thin neither satisfies Jacod’s absolutely continuity conditions.
Hence, we did not succeed in giving an explicit form of the G-local martingales Zi, i= 1,2,3. Notice
that, in this example, τ is not honest, is not a J -time, is not thin, it does not avoid X-stopping times
and X is not immersed in G. Nevertheless, thanks to Theorem 3.5, we know that (X ,H) has the WRP
and that Z1, Z2 and Z3 have the PRP with respect to G.
A Some technical proofs and results
Proof of Proposition 3.2. Since X and H are G-point processes, using the definition of the quadratic
variation, we get X− [X ,H]=∑0≤s≤·∆Xs(1−∆Hs), from which it immediately follows that X− [X ,H]
is a point process with respect to G. Analogously, H− [X ,H] and [X ,H] are G-point processes. It is
clear that these processes have pairwise no common jumps. Indeed, for example, [X− [X ,H], [X ,H]]=
[X , [X ,H]]− [[X ,H], [X ,H]] = [X ,H]− [X ,H] = 0.
Proof of Lemma 3.4. By definition, G is the smallest right-continuous filtration satisfying R ⊆ G0
and containing X and H. Therefore, since X˜ is a G-semimartingale, µ X˜ is G-optional and hence
G
∗ ⊆G, by the definition of G∗. Moreover, G⊆G∗ holds. Indeed, from (3.1), we have the identities
X = (1{x1=1,x2=0}+1{x1=1,x2=1})∗µ
X˜ and H = (1{x1=0,x2=1}+1{x1=1,x2=1})∗µ
X˜ , showing that X and
H are G∗-optional processes, µ X˜ being G∗-optional. Thus, G=G∗and the proof is complete.
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Proof of Lemma 4.1. We only verify that X
G
H
G
∈ H 1loc(G), i.e., that [X
G
,H
G
] ∈ H 1loc(G). For the
pairwise orthogonality we refer to the proof of [8, Proposition 3.4]. So, let (τn)n≥0 be a sequence
of F-stopping times localizing X
G
= X
F
to H 2(F) and (σn)n≥0 a sequence of H-stopping times
localizing H
G
=H
H
to H 2(H). By the independence of F and H, the process (X
G
)τn(H
G
)σn belongs
to H 2(G). Therefore, setting ρn := σn∧τn, we find a sequence ofG-stopping times localizing X
G
H
G
to H 2(G). Concerning the locally boundedness, it is enough to observe that X
G
and H
G
are locally
bounded, since, being compensated point processes, they have bounded jumps. Therefore, [X
G
,H
G
]
has bounded jumps and it is locally bounded as well. The proof is complete.
A lemma on compensated point processes. Let A be an arbitrary right-continuous filtration. We
recall that two processes A and B in A +loc(A) are called associated if they have the same compensator,
that is Ap = Bp. Clearly, A and B are associated if and only if A−B ∈H 1loc (see [10, Theorem V.38]).
Lemma A.1. Let Y and Z be point processes with respect to A and let Y p and Z p denote the A-dual
predictable projection of Y and Z, respectively. Let us denote Y := Y −Y p and Z := Z−Z p.
(i) The processes [Y p,Z], [Y,Z p] and [Y p,Z p] are locally bounded and belong to A +loc(A).
(ii) The processes [Y p,Z] and [Y,Z p] are associated and their compensator is [Y p,Z p].
(iii) The process [Y ,Z] belongs to H 1loc(A) if and only if [Y,Z]
p = [Y p,Z p].
(iv) Let ∆Y∆Z = 0. Then [Y ,Z] ∈H 1loc(A) if and only if [Y ,Z] = 0.
(v) Let ∆Y∆Z = 0. Then [Y ,Z] ∈H 1loc(A) if and only if ∆Y
p∆Z p = 0.
(vi) The identity 〈Y ,Y 〉= (1−∆Y p) ·Y p holds.
Proof. We first verify (i). We only show that [Y,Z p] is a locally bounded increasing process, the proof
for [Y p,Z] and [Y p,Z p] being completely analogous. We have ∆[Y,Z p] = ∆Y∆Z p ≥ 0, because Y and
Z p are both increasing. Since [Y,Z p] = ∑s≤·∆Ys∆Z
p
s , we obtain that [Y,Z p] is an increasing process.
Furthermore, since Y and Z p have bounded jumps, [Y,Z p] has bounded jumps too. Hence, it is a
locally bounded process. The proof of (i) is complete. We now come to (ii). By [17, Proposition
I.4.49 (a)] we have [Y p,Z] = ∆Y p ·Z and [Y,Z p] = ∆Z p ·Y . Then, since ∆Y p is a predictable process,
we have [Y p,Z]p = (∆Y p · Z)p = ∆Y p · Z p = [Y p,Z p], where in the last equality we again used [17,
Proposition I.4.49 (a)]. Analogously, we get [Y,Z p]p = [Y p,Z p] and the proof of (ii) is complete. We
now show (iii). First, we compute
[Y ,Z] = [Y,Z]− [Y p,Z]− [Y,Z p]+ [Y p,Z p]. (A.1)
By (A.1) and (ii), since [Y p,Z p]− [Y,Z p] ∈H 1loc, we get [Y ,Z] ∈H
1
loc if and only if [Y,Z]− [Y
p,Z] ∈
H 1loc. But this is the case if and only if [Y,Z] and [Y
p,Z] are associated processes thus, by (ii), if
and only if [Y,Z]p = [Y p,Z p] holds. This shows (iii). We now verify (iv). It is enough to show
that if [Y ,Z] ∈ H 1loc, then [Y ,Z] = 0. Therefore, let [Y ,Z] ∈ H
1
loc and ∆Y∆Z = 0. By (iii), we get
[Y p,Z p] = 0, since [Y,Z] = 0 by assumption. Hence, by (ii), we obtain [Y,Z p], [Y p,Z]∈H 1loc implying
that [Y,Z p] = [Y p,Z] = 0 since these are increasing processes starting at zero. Then (iv) follows
immediately from (A.1). To verify (v), we observe that, since [Y,Z]p = 0 by assumption, (iii) yields
[Y ,Z] ∈H 1loc if and only if [Y
p,Z p] = 0 or, equivalently, if and only if ∆Y p∆Z p = 0. Finally we show
(vi). By the property of the predictable brackets of a locally square integrable local martingale, we
have 〈Y ,Y 〉 = [Y ,Y ]p. By (A.1) with Z = Y and (ii), by the properties of the square brackets and of
the dual predictable projection, we get
[Y ,Y ]p = ([Y,Y ]− [Y p,Y ])p = (Y −∆Y p ·Y )p = Y p−∆Y p ·Y p = (1−∆Y p) ·Y p.
The proof of the lemma is now complete.
16
Notice that the relation [Y,Z]p = [Y p,Z p] of Lemma A.1 (iii) does not hold, in general: For ex-
ample if Y is a standard Poisson process and Z = Y , then [Y,Y ]pt = Y
p
t = t, while [Y
p,Y p] = 0.
We also notice that the condition ∆Y∆Z = 0 is not sufficient for ∆Y p∆Z p = 0, in general, as the
following counterexample shows.
Counterexample A.2. 4 Let A = (At)t≥0 be such that At is trivial for t < 1 and At = F for t ≥ 1.
Then A is obviously a right-continuous filtration. Let A,B ∈F be disjoint. Then, the processes Y and
Z defined by Yt = 1A1{t≥1} and Zt = 1B1{t≥1}, respectively, are point processes with respect to F and
they satisfy ∆Y∆Z = 0. For the dual predictable projections Y p and Z p we have Y pt = P[A]1{t≥1} and
Z
p
t = P[B]1{t≥1}, respectively, and they have a common jump in t = 1.
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