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Presentacio´n.
La memoria que se presenta para optar al t´ıtulo de Doctor tiene por objeto
el estudio de integradores exponenciales para la ecuacio´n de Schro¨dinger no
lineal.
Es bien conocida la aplicacio´n de dicha ecuacio´n en distintos a´mbitos de
la Ciencia y la Tecnolog´ıa pero no resulta fa´cil obtener soluciones anal´ıticas
incluso ante problemas sencillos de valores iniciales. Ante esta situacio´n
resulta necesario tener que acudir a te´cnicas nume´ricas para su resolucio´n.
Partiendo de una discretizacio´n pseudoespectral que se sabe muy precisa
para soluciones suﬁcientemente regulares, nos centraremos ba´sicamente en la
integracio´n temporal de la mencionada ecuacio´n.
Los me´todos exponenciales se caracterizan por integrar la parte lineal
del sistema de forma exacta. Por ello son en general muy adecuados para
integrar sistemas donde la parte r´ıgida es lineal como ocurre al discretizar la
ecuacio´n de Schro¨dinger. Esto es debido a que se pueden conseguir me´todos
expl´ıcitos y linealmente estables a la vez, lo cual es imposible dentro del
grupo de me´todos cla´sicos.
Asimismo es bien sabido que la ecuacio´n de Schro¨dinger tiene una estruc-
tura hamiltoniana y una serie de invariantes, algunos de ellos, con un impor-
tante signiﬁcado f´ısico. Existen me´todos cla´sicos geome´tricos (simple´cticos
y/o sime´tricos) que, como es bien conocido, son adecuados para la integracio´n
a tiempos largos. Obtener simplecticidad en un me´todo exponencial no es
tarea fa´cil y, desafortunadamente, los me´todos exponenciales de tipo Runge-
Kutta sime´tricos son necesariamente impl´ıcitos por lo cual hemos decidido
considerar me´todos exponenciales expl´ıcitos de tipo Runge-Kutta Lawson
proyectados sobre el invariante ma´s sencillo que existe; la norma, observando
que, bajo ciertas condiciones tambie´n se obtiene la conservacio´n de otro in-
variante, el momento lineal.
Por otro lado, cuando se descompone la ecuacio´n de Schro¨dinger no lineal
en dos partes, se sabe integrar cada una de ellas de modo exacto mediante
un me´todo de splitting que puede ser sime´trico y que es tambie´n exponencial
expl´ıcito y linealmente estable. Para la ecuacio´n de Schro¨dinger no lineal este
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tipo de me´todos tambie´n conservan la norma y el momento y nos planteamos
compararlos con los me´todos exponenciales y expl´ıcitos de Lawson proyecta-
dos anteriormente citados.
El trabajo se estructura como sigue. En el cap´ıtulo 0 se dan unos pre-
liminares sobre la ecuacio´n de Schro¨dinger, la discretizacio´n pseudoespec-
tral y los integradores exponenciales. En el cap´ıtulo 1 se estudian dife-
rentes me´todos exponenciales de tipo Runge-Kutta de orden 2, impl´ıcitos
y expl´ıcitos, se analizan los errores en los diferentes invariantes y se com-
para con el me´todo cla´sico conocido como regla de punto medio al integrar
soluciones de tipo onda solitaria de la ecuacio´n cu´bica de Schro¨dinger. En el
cap´ıtulo 2 se corrobora teo´ricamente las consecuencias que tiene, para cier-
tas condiciones iniciales y ecuaciones ma´s generales que la cu´bica, proyectar
sobre el invariante de la norma al integrar con me´todos expl´ıcitos de Lawson.
Tambie´n se ofrece una comparativa para me´todos de diferentes o´rdenes con
los me´todos de splitting, tanto para una integracio´n con paso ﬁjo como con
paso variable. Por u´ltimo, en el cap´ıtulo 3, se realiza un estudio detallado
del comportamiento de ciertos integradores exponenciales con respecto a la
estabilidad al integrar unas soluciones de la ecuacio´n cu´bica denominadas
ondas planas. Nos centraremos en un me´todo de splitting de segundo orden
y un conjunto de me´todos expl´ıcitos de Lawson del mismo orden, antes y
despue´s de proyectar sobre la norma.
Queremos destacar aqu´ı que, aunque en el cap´ıtulo 1, el ana´lisis en prin-
cipio se hace sobre el sistema pseudodiscretizado en espacio, suponemos que
cuando el nu´mero de nodos crece la solucio´n de este sistema aproxima los
valores de la solucio´n del problema original sin discretizar. En los cap´ıtulos 2
y 3, el ana´lisis se hace directamente en el problema continuo, sin discretizar
en espacio, aunque los resultados nume´ricos obviamente s´ı utilicen dicha dis-
cretizacio´n.
Las conclusiones de los cap´ıtulos 1 y 2 aparecen en un apartado con ese
nombre al ﬁnal de los cap´ıtulos y las del cap´ıtulo 3 en la correspondiente
introduccio´n.
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Cap´ıtulo 0
Preliminares.
0.1 Ecuaciones de Schro¨dinger. Invariantes.
Es un hecho ampliamente conocido que las ecuaciones de la f´ısica no pueden
ser derivadas sino deducidas. Este es el caso tambie´n de las ecuaciones de
Schro¨dinger y, en particular, de sus versiones no lineales [10]. De una manera
gene´rica las anteriores pueden ser escritas en la forma
iut(x, t) = −µ∆u(x, t) + f(u∗(x, t)u(x, t),x)u(x, t) (1)
donde µ es una constante positiva y f es una funcio´n de la densidad y las
coordenadas x ∈ Rd. El hecho relevante de la deduccio´n de las ecuaciones
de Schro¨dinger no lineales es que puede llevarse a cabo sin las suposiciones
probabil´ısticas de la Meca´nica Cua´ntica. Se trata de un v´ınculo existente
entre la Teor´ıa Cla´sica de Campos y la Meca´nica Cla´sica con la Meca´nica
Cua´ntica. Supondremos que la ecuacio´n buscada procede de un Hamiltoniano
de Evolucio´n Complejo dado por
i
∂u
∂t
=
δH
δu∗
,
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con H el funcional
∫
Rd
H(u, u∗, ∂u, ∂u∗)dx, ∂u = (∂u/∂x1, · · · , ∂u/∂xd) y
δH
δu∗
=
∂H
∂u∗
−
d∑
j=1
d
dxj
∂H
∂(∂ju∗)
es la derivada variacional de H con respecto a u∗. Utilizando diferentes
densidades H se obtienen diferentes ecuaciones de Schro¨dinger no lineales
va´lidas para distintos feno´menos f´ısicos presentes en la naturaleza. Una de
las posibles ecuaciones es a la que conduce la densidad hamiltoniana dada
por H = |ux|2− (1/2)|u|4 y que se denomina ecuacio´n cu´bica de Schro¨dinger,
lo´gicamente no lineal, y que viene dada en una dimensio´n por
iut(x, t) + uxx(x, t) + |u(x, t)|2u(x, t) = 0. (2)
Al igual que en el caso de hamiltonianos discretos los problemas diferenciales
asociados a funcionales hamiltonianos tambie´n poseen invariantes; siendo
e´stos, en general, un nu´mero inﬁnito. En el caso de la ecuacio´n cu´bica de
Schro¨dinger con condiciones de frontera perio´dicas o en el problema puro
de valores iniciales e´ste es el caso. Nos limitamos a mencionar tres cuya
relevancia es, adema´s de matema´tica, f´ısica,
I1 = −1
2
∫ b
a
|u|2 dx, (3)
I2 =
1
2
∫ b
a
Im(u∗ux) dx, (4)
H =
1
2
∫ b
a
(|ux|2 − 1
2
|u|4) dx, (5)
siendo (a, b) el intervalo espacial donde se imponen condiciones de frontera
perio´dicas o´ (−∞,∞) en el problema de los valores iniciales [10, 25]. Es obvio
que cualquier invariante multiplicado por una constante lo sigue siendo. Los
invariantes presentados anteriormente poseen unos coeﬁcientes aceptados as´ı
en la literatura al respecto.
Las ecuaciones de Schro¨dinger no lineales presentan, en general, una gran
diﬁcultad en su resolucio´n, estando la mayor´ıa de resultados destinados a
tratar con propiedades cualitativas de su solucio´n, dejando los aspectos cuan-
titativos de las soluciones en el terreno del Ana´lisis Nume´rico. Es de sobra
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conocida la importancia de los me´todos Runge-Kutta como integradores tem-
porales de algunos problemas de la f´ısica matema´tica; entre otros, la ecuacio´n
de Schro¨dinger no lineal. Algunos trabajos recientes [12] abordan la conser-
vacio´n de invariantes cuando se integra adecuadamente en tiempo y espacio
la ecuacio´n de ondas no lineal y la ecuacio´n de Schro¨dinger no lineal. Como
integradores temporales para esta u´ltima se han considerado me´todos Runge-
Kutta simple´cticos a la vez que se plantea el intere´s de ver co´mo responden
otros tipos de integradores temporales geome´tricos. En este sentido, existen
otros me´todos de auge reciente en la literatura para problemas parabo´licos
denominados me´todos exponenciales porque integran exactamente la parte
lineal del problema. Para este tipo de problemas, dichos me´todos resultan
muy interesantes, pues se pueden obtener me´todos a la vez expl´ıcitos y esta-
bles.
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0.2 Discretizacio´n pseudoespectral en el es-
pacio de frecuencias.
Existen varios tipos de estrategias para abordar el problema de la ecuacio´n
de Schro¨dinger no lineal. Por simplicidad, nos centraremos aqu´ı en el caso
unidimensional y la ecuacio´n cu´bica de Schro¨dinger, aunque los resultados
son generalizables a varias dimensiones y otros funcionales hamiltonianos.
As´ı por ejemplo, en algunas ocasiones, se utiliza discretizacio´n espacial de
segundo y cuarto orden para el te´rmino uxx. El problema que surge de este
modo es un sistema semidiscreto ampliamente tratado en la literatura [34].
Para la resolucio´n nume´rica del problema nosotros usaremos el me´todo de
l´ıneas. Plantearemos el problema como perio´dico au´n en el caso de problema
de valor inicial y adoptaremos para u(x, t) una representacio´n pseudoespec-
tral que tenga en cuenta las condiciones de periodicidad que ha de poseer la
solucio´n y posteriormente un me´todo nume´rico para el tiempo. Asumiremos
entonces que podemos aproximar u(x, t) por una expresio´n trigonome´trica
del tipo
TM(x, t) =
M−1∑
k=−M
cN,k(t)e
2πik x−a
b−a (6)
donde N = 2M . Parece asumible en principio que, las aproximaciones
de los te´rminos ut(x, t) y uxx(x, t) sean las obtenidas derivando adecuada-
mente la expresio´n dada para TM(x, t). Para la parte no lineal sustituiremos
|u(x, t)|2u(x, t) por el interpolante trigonome´trico de |TM(x, t)|2TM(x, t) que
en realidad es el suyo propio. Podemos, por tanto, escribir para este u´ltimo
caso
M−1∑
k=−M
rN,k(cN(t))e
2πik x−a
b−a
donde cN(t) = (cN,−M(t), . . . , cN,M−1(t))T y
rN(cN(t)) =
1
N
SNFN r˜N(NF
−1
N SNcN(t)),
siendo FN la transformada discreta de Fourier de orden N , SN la trans-
formacio´n que a cada vector de la forma (v−M , . . . , v−1, v0, . . . , vM−1) lo lle-
va en el vector (v0, . . . , vM−1, v−M , . . . , v−1) y r˜N la aplicacio´n deﬁnida por
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(r˜N(v))i = |vi|2vi, i = 1, . . . , N . Con estas consideraciones realizadas, susti-
tuyendo las citadas expresiones en el problema original se obtiene la siguiente
ecuacio´n


cN,−M
...
cN,M−1


t
+i(
2π
b− a)
2


(−M)2 0 . . . 0
0 (−M + 1)2 . . . 0
...
...
...
...
0 0 . . . (M − 1)2




cN,−M
...
cN,M−1


= irN(


cN,−M
...
cN,M−1

 ),
que en una forma ma´s compacta puede escribirse del modo
cN,t + iDNcN = irN(cN), (7)
donde
DN = (
2π
b− a)
2


(−M)2 0 . . . 0
0 (−M + 1)2 . . . 0
...
...
...
...
0 0 . . . (M − 1)2

 , cN =


cN,−M
...
cN,M−1

 .
Al igual que se ha discretizado la ecuacio´n de Schro¨dinger no lineal de tipo
cu´bico unidimensional, se pueden dar expresiones ana´logas para los inva-
riantes continuos anteriormente citados. Teniendo en cuenta que u(x, t) lo
podemos aproximar por TM en (6), podemos aproximar el correspondiente
invariante I1 en (3) por
I1,N = −1
2
∫ b
a
|TM |2dx.
Dado que si k ∈ Z\{0}, ∫ b
a
e2πik
x−a
b−a dx = 0, se tiene
I1,N = −1
2
(b− a)
M−1∑
k=−M
|ck(t)|2. (8)
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Para I2, dado por (4), teniendo en cuenta que
Im(u∗ux) =
1
2i
(u∗
du
dx
− udu
∗
dx
)
y la aproximacio´n dada para u(x, t) por TM en (6), se obtiene como aproxi-
macio´n para I2 en (4)
I2,N =
1
4i
∫ b
a
(T ∗M
dTM
dx
− TM dT
∗
M
dx
) dx = π
M−1∑
k=−M
k|ck(t)|2. (9)
Podemos escribir el sistema (7) en el espacio f´ısico en vez de en el de las fre-
cuencias c(t) sin ma´s que utilizar la transformacio´n c = 1
N
SFNU obteniendo
UN,t − iANUN = ir˜N(UN), (10)
donde
AN = −F−1N SNDNSNFN (11)
es la discretizacio´n pseudoespectral de la derivada segunda. Escribiendo en
(10) U como V +iW y descomponiendo AN como ReAN+iImAN obtenemos,
despue´s de separar las partes real e imaginaria, el siguiente sistema

VN,1
...
VN,N


t
+ ImAN


V1
...
VN,1

+ReAN


WN,1
...
WN,N

 = −Imr˜N ,


W1,N
...
WN,N


t
− ReAN


V1,N
...
VN,N

+ ImAN


W1,N
...
WN,N

 = Rer˜N .
Puede comprobarse [25] que la matriz AN anteriormente dada en (11) es una
matriz real y sime´trica. De hecho,
(AN)lr = − 4π
2
(b− a)2N [(−1)
r−lN
2
4
+ 2
N/2−1∑
j=1
j2 cos (
2π
N
(r − l)j)].
Con ello las expresiones anteriores se pueden escribir de un modo ma´s com-
pacto utilizando para ello una notacio´n matricial[
VN
WN
]
t
+
[
O AN
−AN O
] [
VN
WN
]
=
[ −Imr˜N
Rer˜N
]
. (12)
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Por otra parte las ecuaciones (12) pueden ser deducidas de un problema
hamiltoniano en N dimensiones si consideramos como funcio´n de Hamilton
a NHN/(b− a) con
HN (V
T
N ,W
T
N ) =
a− b
2N
(
V TNANVN +W
T
NANWN +
< (VN .
2 +WN .
2).2,1N >
2
)
(13)
donde < , > denota el producto interno estandard, . el producto com-
ponente a componente y 1 el vector formado por unos de taman˜o N . La
funcio´n de Hamilton (13) es, adema´s, la versio´n pseudodiscretizada en el es-
pacio (VN ,WN) del hamiltoniano dado por (5) [12]. De acuerdo con la Teor´ıa
de Hamilton la funcio´n HN , independiente del tiempo, se conserva con e´ste.
Por otro lado, los invariantes I1,N e I2,N dados por (8) y (9) respectivamente,
pueden escribirse en el espacio f´ısico como [12]
I1,N = −1
2
b− a
N
U∗U (14)
I2,N =
1
4i
b− a
N
(U∗BNU − U∗B∗NU) (15)
con BN la matriz correspondiente a la discretizacio´n pseudoespectral de la
derivada primera a trave´s del interpolante trigonome´trico sime´trico. Puede
demostrarse [12] que I1,N tambie´n es un invariante de (13). Si bien I2,N no es
un invariante exacto para HN , s´ı puede considerarse un cuasinvariante [12].
0.3 Integradores exponenciales.
Muchos problemas de la f´ısica y en general de la matema´tica aplicada se
reducen a resolver ecuaciones del tipo
ut(t) = Lu(t) + g(t, u(t)),
u(t0) = u0. (16)
donde L es un operador lineal y el origen de la rigidez del problema. Por otro
lado g representa las fuentes y es causa de la no linealidad del problema en
general. Un integrador se dice exponencial si se trata de un me´todo nume´rico
que es exacto cuando g ≡ 0. Problemas como el mencionado son los que
surgen cuando se pseudodiscretiza en espacio una ecuacio´n de ondas; y en
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particular, la ecuacio´n cu´bica de Schro¨dinger (2) obtenie´ndose (7). Existe
un amplio abanico de me´todos exponenciales en la literatura. Exponemos a
continuacio´n algunos de los ma´s relevantes y u´tiles en nuestro trabajo.
0.3.1 Tipo Runge-Kutta.
Los me´todos Runge-Kutta exponenciales planteados en su forma ma´s ge-
neral adoptan la siguiente forma que en principio y formalmente recuerdan
a los me´todos Runge-Kutta cla´sicos; y, como ma´s adelante se pondra´ de
maniﬁesto tienen una conexio´n con e´stos en lo que se suele llamar el me´todo
Runge-Kutta subyacente. Un me´todo Runge-Kutta exponencial de s etapas,
para un problema como el descrito en (16) adopta la forma [40]
Un+1 = e
hLUn + h
s∑
i=1
bi(hL)g(tn + cih,Ki), (17)
Ki = χi(hL)Un + h
s∑
j=1
aij(hL)g(tn + cih,Kj). (18)
donde Un son las estimaciones del vector u(t) en t0 + nh, n = 0, 1, 2, . . .;
y Ki, i = 1, 2..., s, son las etapas del me´todo. Las funciones χi(z), bi(z) y
aij(z) con i, j = 1, · · · , s son funciones anal´ıticas o en caso de tener alguna
singularidad e´sta es evitable. Este me´todo resuelve el problema exactamente
cuando g ≡ 0 a diferencia de lo que ocurre generalmente con los me´todos
Runge-Kutta cla´sicos. Estos me´todos pueden ser sime´tricos si se satisfacen
ciertas condiciones independientemente obtenidas en [16, 25] y que son
ci = 1− cs+1−i, (19)
χi(−z) = χs+1−i(z)e−z, (20)
bi(−z) = e−zbs+1−i(z), (21)
aij(−z) = χs+1−i(z)e−zbs+1−j(z)− as+1−i,s+1−j(z), (22)
con i = 1, . . . , s y j = 1, . . . , s.
Tipo Runge-Kutta Lawson.
Hasta donde conocemos, los me´todos de tipo Lawson fueron los primeros
de tipo exponencial introducidos en la literatura, ma´s concretamente por
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Lawson en 1967 [37]. Se dedujeron llevando a cabo el cambio de variable
z(t) = e−tLu(t) en (16), lo cual convierte el problema en uno no r´ıgido que
se resuelve a partir de un esquema Runge-Kutta standard deﬁnido por el
tablero
c1 α11 · · · α1s
... · · · · · · · · ·
cs αs1 · · · αss
β1 · · · βs .
(23)
Deshaciendo el cambio de variable aparece el denominado me´todo de Lawson,
que es de la forma (17)-(18) con
χi(z) = e
ciz, (24)
aij(z) = αije
(ci−cj)z, (25)
bi(z) = βie
(1−ci)z. (26)
Puede demostrarse fa´cilmente que las condiciones de simetr´ıa (19)-(20)-(21)-
(22) particularizadas a estos me´todos equivalen a las condiciones de simetr´ıa
del me´todo Runge-Kutta subyacente. Ma´s concretamente,
cs+1−r = 1− cr, βs+1−r = βr, βj = αr,j + αs+1−r,s+1−j, r, j = 1, · · · , s.
Tipo Runge-Kutta Gauss o de colocacio´n.
A veces, un me´todo Runge-Kutta exponencial como los planteados ante-
riormente procede o puede ser deducido formalmente a partir de la idea de los
me´todos de Gauss o de colocacio´n. Para deducir la expresio´n del integrador
nume´rico a partir de puntos de colocacio´n ci, escribimos g en la fo´rmula de
variacio´n de las constantes obteniendo
u(tn + h) = e
hLu(tn) +
∫ h
0
e(h−τ)Lg(tn + τ, u(tn + τ)) dτ.
Al igual que se hace en los me´todos Runge-Kutta cla´sicos, se sustituye el
te´rmino g por un polinomio de colocacio´n g˜ en los puntos ci, i = 1 . . . s,
(distintos dos a dos) de modo que obtenemos la expresio´n
u(tn + h) ≃ ehLu(tn) +
∫ h
0
e(h−τ)Lg˜n(τ) dτ.
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Haciendo Un ≃ u(tn) y Un,i ≃ u(tn + cih), podemos entonces deﬁnir el poli-
nomio de colocacio´n como aquel de grado s − 1 que veriﬁca las condiciones
g˜n(cih) = g(tn + cih, Un,i) = Gn,i, i = 1, . . . , s, de modo que tendremos
g˜n(τ) =
s∑
j=1
lj(τ)Gn,j,
donde cada lj denota el polinomio de interpolacio´n de Lagrange dado por
lj(τ) =
∏
m6=j
τ/h− cm
cj − cm .
El me´todo de colocacio´n queda por tanto descrito de la siguiente manera
Un+1 = e
hLUn + h
s∑
i=1
bi(hL)Gn,i,
y para las etapas,
Un,i = e
cihLUn + h
s∑
j=1
aij(hL)Gn,j,
donde los te´rminos bi(hL) y aij(hL) vienen dados por
bi(hL) =
1
h
∫ h
0
e(h−τ)Lli(τ) dτ, (27)
aij(hL) =
1
h
∫ cih
0
e(cih−τ)Llj(τ) dτ. (28)
En [25] hemos visto que las condiciones de simetr´ıa (19)-(20)-(21)-(22) parti-
cularizadas a los me´todos Runge-Kutta exponenciales de colocacio´n se re-
ducen a que los coeﬁcientes ci sean sime´tricos; es decir, cs+1−i = 1 − ci, i =
1, · · · , s.
0.3.2 Tipo Splitting.
La idea que subyace en los Me´todos de Splitting es completamente diferente
a lo visto anteriormente para estos me´todos. Si atendemos a un problema
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como el descrito en (2) observamos que la parte que no depende de ut se
puede separar en dos sumandos; en nuestro caso, las partes lineal y no lineal
del problema. El procedimiento es separar (splitting) el problema de la inte-
gracio´n en dos, uno para cada sumando, a la espera de que, cada problema
por separado, sea ma´s fa´cil de integrar y dar como solucio´n la composicio´n
de las respectivas soluciones o aproximaciones a las mismas. En nuestro
problema concreto dado por (2) el me´todo de splitting se traduce en integrar
separadamente
ut = iuxx, (29)
y
ut = i|u|2u. (30)
Llegados a este punto puede ser que uno y/o los dos problemas dados por
(29) y (30) sean integrables exactamente. En la mayor´ıa de los casos, aunque
ambos problemas sean resolubles exactamente, su composicio´n no sera´ la
solucio´n exacta del problema original (2). El problema lineal es fa´cilmente
resoluble en el espacio de frecuencias. De hecho, utilizando la discretizacio´n
espacial pseudoespectral (exponencialmente precisa con el nu´mero de fre-
cuencias considerado cuando la solucio´n es regular), lo que hay que resolver
es el sistema
Ut = iANU
que se puede resolver exactamente por ser AN constante. Por otro lado,
segu´n ya se noto´ en [48] la ecuacio´n (30) conserva |u(x, t)| en el tiempo con
lo que para encontrar los valores modales de dicha solucio´n basta integrar
exactamente
Ut = i|U |2.U
que puede tratarse como un sistema diferencial lineal de primer orden con
matriz constante y diagonal con elementos |U |2. Aqu´ı, la notacio´n . denota en
todo momento el producto componente a componente. Este sistema tambie´n
es resoluble exactamente. La ecuacio´n dada por (29) es la ecuacio´n de
Schro¨dinger lineal para una part´ıcula libre y por lo tanto, de acuerdo con los
resultados elementales de laMeca´nica Cua´ntica, los invariantes I1 e I2 se con-
servan. Asimismo, no resulta complicado probar lo mismo para la ecuacio´n
(30). Por lo tanto, la composicio´n de ﬂujos asociados a ambos problemas con-
servara´ ambos invariantes. Finalmente decir que composiciones adecuadas de
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los ﬂujos anteriores pueden facilitar la construcio´n de integradores sime´tricos
lo cual implica, adema´s, la obtencio´n de o´rdenes pares.
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Cap´ıtulo 1
Integracio´n Exponencial de
Ondas Solitarias de la Ecuacio´n
Cu´bica de Schro¨dinger.
1.1 Introduccio´n.
Como ya se ha comentado en los preliminares, los me´todos exponenciales
integran la parte lineal y r´ıgida de un sistema diferencial de modo exacto.
Esto conduce al hecho de que sea posible construir me´todos que sean al
mismo tiempo expl´ıcitos y estables cuando se integran sistemas no lineales
con solamente la parte lineal r´ıgida, lo cual es algo que no pueden hacer los
me´todos cla´sicos. Este tipo de sistemas aparece tras la discretizacio´n espacial
de ecuaciones en derivadas parciales. Los me´todos exponenciales para la
integracio´n temporal de problemas parabo´licos han sido bien estudiados y
analizados en la literatura. En este caso no hay una estructura especial del
sistema que conservar. Por el contrario, hay muchos sistemas hiperbo´licos que
poseen alguna estructura hamiltoniana y muchas propiedades cualitativas
que se conservan. En este sentido, para problemas de segundo orden, se han
construido bien me´todos de tipo Gautschi [17] o bien me´todos multipaso de
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tipo coseno [13], los cuales son al mismo tiempo expl´ıcitos, exponenciales y
geome´tricos, de modo que se consigue una integracio´n muy eﬁciente hasta
tiempos muy largos.
El objetivo del presente cap´ıtulo consiste en extender lo anteriormente
citado a un problema hiperbo´lico particular pero de primer orden en el
tiempo, que es la ecuacio´n cu´bica de Schro¨dinger. Cuando se buscan inte-
gradores geome´tricos para sistemas hamiltonianos de primer orden, debemos,
en primer lugar, centrarnos en me´todos de un paso ya que los me´todos mul-
tipaso no son simple´cticos y aque´llos que son sime´tricos se comportan bien
para sistemas de segundo orden pero no para los de primer orden [15]. Sin
embargo, cuando se analizan los me´todos exponenciales de Runge-Kutta, se
obtiene que la simplecticidad se pierde cuando los convertimos en exponen-
ciales [25] y las condiciones de simetr´ıa para este tipo me´todos (indepen-
dientemente obtenidos en [16] y [25]) conducen a me´todos impl´ıcitos.
La primera cuestio´n que se aborda en este cap´ıtulo es si los me´todos
sime´tricos exponenciales son ma´s eﬁcientes que los correspondientes cla´sicos
sime´tricos/simple´cticos para nuestra ecuacio´n particular. Para ello, nos cen-
traremos en algunos me´todos de segundo orden, cuya comparacio´n en te´rminos
de eﬁciencia no ha sido todav´ıa realizada en la literatura. Vamos a consi-
derar los integradores exponenciales de colocacio´n [31] y de Lawson [8, 37].
Adema´s, justiﬁcaremos el cuarto orden en los invariantes que se obtiene con
estos me´todos cuando se integran ondas solitarias de la ecuacio´n cu´bica de
Schro¨dinger.
A continuacio´n sugeriremos algunos esquemas exponenciales y expl´ıcitos
de Lawson de segundo orden proyectados ortogonalmente sobre el invariante
ma´s simple del problema (I1). Observaremos que, de esta manera, incluso
sin simetr´ıa, se conservan las propiedades geome´tricas y por lo tanto se tiene
un buen comportamiento a largo plazo. De este modo obtenemos una he-
rramienta eﬁciente para integrar la ecuacio´n no lineal de Schro¨dinger hasta
tiempos largos.
El cap´ıtulo se estructura como sigue. En la seccio´n 2 se dan algunos
preliminares acerca del problema concreto a tratar y las expresiones de los
invariantes en te´rminos de las partes real e imaginaria de la funcio´n com-
pleja tanto en el problema continuo como tras discretizar en espacio. En la
seccio´n 3 se justiﬁcan los desarrollos asinto´ticos del error para los me´todos
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exponenciales y se recuerda co´mo pueden utilizarse estos para probar o´rdenes
de precisio´n ma´s altos en las cantidades conservadas. En la seccio´n 4, com-
paramos computacionalmente algunos me´todos geome´tricos e impl´ıcitos (ex-
ponenciales y no exponenciales) y se ofrece un ana´lisis detallado del error
en los principales invariantes del problema para todos ellos. Finalmente, en
la seccio´n 5, se sugieren los me´todos exponenciales y expl´ıcitos proyectados
ortogonalmente sobre I1. De nuevo se lleva a cabo un ana´lisis detallado del
error para el error en los invariantes antes de proyectar. Tras proyectar se
muestran algunos resultados nume´ricos que corroboran su excelente compor-
tamiento cuando se integran ondas solitarias. En la seccio´n ﬁnal se establecen
las conclusiones.
1.2 Preliminares.
En este cap´ıtulo estamos interesados en la integracio´n nume´rica del problema
de valor inicial
iut + uxx + |u|2u = 0, x ∈ [a, b], 0 ≤ t ≤ T, −∞ < x <∞, (1.1)
u(x, 0) = u0(x) ∈ C, x ∈ [a, b].
Si u = v + iw, con v, w como funciones reales, (1.1) es equivalente a[ v
w
]
t
=
[ −wxx − (v2 + w2)w
vxx + (v
2 + w2)v
]
. (1.2)
Como ya se dijo en la Seccio´n 0.1, este problema continuo conserva unas
cantidades conocidas generalmente como Hamiltoniano, norma y momento
que en te´rminos de v y w pueden escribirse como
H =
1
2
∫ ∞
−∞
(v2x + w
2
x −
1
2
(v2 + w2)2)dx,
I1 = −1
2
∫ ∞
−∞
(v2 + w2)dx,
I2 =
1
2
∫ ∞
−∞
(vwx − wvx)dx.
Estamos especialmente interesados en las soluciones de (1.1) conocidas como
ondas solitarias, cuya expresio´n es
u(x, t) = ρα(x− ct− x0)ei[ 12 c(x−ct−x0)+θ0+(α+ 14 c2)t], (1.3)
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para valores reales de α, c, θ0, x0 (c > 0) y ρα(x) =
√
2α sech(
√
αx).
Para integrar nume´ricamente el problema (1.1), si nos centramos en solu-
ciones que puedan ser consideradas nulas fuera de un cierto intervalo [a, b],
es habitual sustituir el problema (1.1) por el problema con condicio´n inicial
perio´dica
iut + uxx + |u|2u = 0, x ∈ [a, b], 0 ≤ t ≤ T, (1.4)
u(x, 0) = u0(x) ∈ C, x ∈ [a, b],
u(a, t) = u(b, t), 0 ≤ t ≤ T.
ux(a, t) = ux(b, t).
Para este problema, segu´n la seccio´n 0.1 de los preliminares, se conservan las
cantidades (3)-(4)-(5) expresadas en te´rminos de v y w como
H =
1
2
∫ b
a
(v2x + w
2
x −
1
2
(v2 + w2)2)dx,
I1 = −1
2
∫ b
a
(v2 + w2)dx,
I2 =
1
2
∫ b
a
(vwx − wvx)dx.
De esta forma, si la solucio´n es regular, es bien sabido que la discretizacio´n
pseudoespectral en espacio es muy precisa y considerando (1.2), segu´n se
justiﬁco´ en la seccio´n 0.2 de los preliminares, aparece el siguiente problema
semidiscretizado
d
dt
[ VN
WN
]
=
[ −ANWN − (VN .2 +WN .2).WN
ANVN + (VN .
2 +WN .
2).VN
]
, (1.5)
donde cada una de las N componentes de VN y WN son las aproximaciones
respectivas de v y w en los nodos xj = a+ (b− a)j/N (j = 0, 1, . . . , N − 1).
Como ya se justiﬁco´ tambie´n en la seccio´n 0.2 de los preliminares, te-
niendo en cuenta que AN es sime´trica, este sistema discretizado conserva las
cantidades (13) y (14), escritas ahora siempre en te´rminos de VN y WN como
I1,N = −(b− a)
2N
[< VN , VN > + < WN ,WN >], (1.6)
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HN = −(b− a)
2N
[< WN , ANWN > + < VN , ANVN >
+
1
2
< (VN .
2 +WN .
2).2,1N >], (1.7)
Adema´s, I1,N y HN son las discretizaciones naturales de los invariantes con-
tinuos I and H (respectivamente) correspondientes a (1.4). Por otra parte,
asumiendo condiciones de regularidad de la solucio´n, dadas por (C1)-(C5) en
[12] y de acuerdo all´ı con el Teorema 6.7, la discretizacio´n de I2 dada por
I2,N =
b− a
2N
[< VN , BNWN > − < WN , BNVN >],
es tambie´n una cantidad cuasinvariante del problema (1.5) en el sentido de
que
d
dt
I2,N = O(N(1 + te
−N)4e−βN), (1.8)
donde β > 0 depende de la regularidad del problema y la constante impl´ıcita
de Landau es independiente de N y t. Obse´rvese que (1.8) decae muy
ra´pidamente a cero cuando N crece, por lo que en la pra´ctica, para valores
moderados de N , I2,N tambie´n puede considerarse invariante del problema
cerca de la solucio´n regular en la cual estamos interesados.
En lo que sigue haremos la hipo´tesis de que cuando N → ∞ la solucio´n
de (1.5) converge a los valores nodales de (1.4). En particular, en la norma
L2 discreta, la solucio´n de (1.5) convergera´ a la solucio´n de (1.4).
Nos centraremos en este cap´ıtulo en los me´todos exponenciales de tipo
Runge-Kutta descritos en la Seccio´n 0.3.1 de los preliminares. Ma´s concre-
tamente, me´todos de colocacio´n y Lawson. De las condiciones de simetr´ıa
all´ı descritas se deduce que es imposible obtener me´todos sime´tricos que sean
expl´ıcitos. En cualquier caso recordemos que es imposible de nuevo obtener
me´todos Runge-Kutta cla´sicos simple´cticos y expl´ıcitos al mismo tiempo. En
cuanto a la conservacio´n de invariantes cuadra´ticos, cuando el me´todo Runge-
Kutta subyacente es simple´ctico, se ha probado [16, 25] que los me´todos de
colocacio´n ya no los conservan, mientras que los me´todos de Lawson [16] s´ı
conservan invariantes cuadra´ticos siempre que se den algunas condiciones.
Ma´s concretamente, aplicando el resultado en [16] a la integracio´n del sis-
tema (1.5) donde denotaremos por LN a la matriz en (12) cambiada de signo,
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los invariantes cuadra´ticos de la forma
(V TNW
T
N )CN
(
VN
WN
)
para una matriz real CN de taman˜o (2N)×(2N) se conservan si (CNehLN )T =
CNe
−hLN . Como AN es sime´trica, claramente se tiene que LTN = −LN . Por
lo tanto, siempre que CN sea sime´trica y CN y LN conmuten se satisfara´
dicha condicio´n. Notemos que para el invariante I1,N la matriz CN es, salvo
la multiplicacio´n por un escalar, la matriz identidad y las condiciones se
cumplen. Asimismo, para I2,N , podemos tomar
CN =
b− a
2N
[
O BN
−BN O
]
.
Aqu´ı se denota por BN la parte real de la matriz que implementa la primera
derivada del interpolante trigonome´trico dado por (6), y que ya aparecio´
en los preliminares en (15). Del hecho de que BTN = −BN [12] se deduce
que CN es sime´trica y del hecho de que AN conmuta con BN se tiene que
CN conmuta con LN . Esto implica que I1,N se conserva y, con una ligera
modiﬁcacio´n del argumento all´ı dado, I2,N es cuasi-conservado. Para ver que
AN conmuta con la parte real anteriormente mencionada basta con observar
que AN = (BN + iEN)
2 de donde, teniendo en cuenta que AN es real (11),
necesariamente se tiene que BN anticonmuta con EN . Utilizando este hecho
y calculando por separado ANBN y BNAN se comprueba la conmutacio´n de
dichas matrices.
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1.3 Validez del desarrollo asinto´tico del error
para los me´todos exponenciales y su uti-
lizacio´n para probar o´rdenes ma´s altos de
precisio´n de las cantidades conservadas.
Para me´todos cla´sicos, cuando se integra un sistema diferencial ordinario de
la forma
u′(t) = F (u(t))
existen teoremas que relacionan los coeﬁcientes del desarrollo asinto´tico del
error local con aquellos del error global [29]. En esta seccio´n nos proponemos
conﬁrmar la validez de dichos resultados tambie´n para los me´todos expo-
nenciales descritos previamente y recordar las implicaciones que esto tiene a
nivel de aproximar invariantes. De acuerdo con [22, 29] tenemos el siguiente
teorema.
Teorema 1.3.1 Supongamos que un me´todo viene dado por una ecuacio´n
en diferencias como
Un+1 = Un + hφ(Un, h),
con una funcio´n incremento suﬁcientemente suave φ, la cual satisface las
condiciones de consistencia φ(U, 0) = F (U), φh(U, 0) =
1
2
F ′(U)F (U) y posee
un desarrollo asinto´tico para el error local dado por
U(tn+1)− U(tn)− hφ(U(tn), h)
= dp+1(t
n)hp+1 + dp+2(t
n)hp+2 +O(hp+3), tn = nh, (1.9)
siempre que la ecuacio´n diferencial sea suﬁcientemente diferenciable. En-
tonces, el error global tiene un desarrollo asinto´tico de la forma
U(tn)− Un = ep(tn)hp + ep+1(tn)hp+1 + Eh(tn)hp+2, (1.10)
donde ep(t) y ep+1(t) son las soluciones de los problemas diferenciales no
homoge´neos
e′p(t) = F
′(U(t))ep(t) + dp+1(t),
ep(0) = 0,
e′p+1(t) = F
′(U(t))ep+1(t) + dp+2(t)− 1
2
F ′(U(t))dp+1(t)− 1
2
d′p+1(t),
ep+1(0) = 0,
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y Eh(t) esta´ acotado por t ∈ [0, T ] con h lo suﬁcientemente pequen˜o.
El siguiente lema establece cua´ndo es posible aplicar el teorema previo a los
me´todos exponenciales de tipo Runge-Kutta.
Lema 1.3.2 Siempre que un me´todo exponencial de tipo Runge-Kutta sa-
tisfaga
s∑
r=1
br(0) = 1, (1.11)
s∑
r=1
b′r(0) =
1
2
,
s∑
r=1
br(0)cr =
1
2
,
s∑
r=1
br(0)arj(0) =
1
2
, (1.12)
las hipo´tesis necesarias para aplicar el Teorema 1.3.1 se satisfacen. De hecho,
(1.11) es la u´nica condicio´n que se necesita para obtener el primer te´rmino
del desarrollo asinto´tico.
Obse´rvese tambie´n que (1.11) y (1.12) son las condiciones de orden dos
no r´ıgidas establecidas en [7, 32] para los me´todos exponenciales.
Prueba. El tipo de problemas a los que se aplican los me´todos exponen-
ciales son de la forma
U˙(t) = LU(t) + g(U(t)) := F (U), t ∈ [0, T ], (1.13)
U(0) = U0.
Basta con observar que, en nuestro caso,
φ(U, h) =
ehL − I
h
U +
s∑
r=1
br(hL)g(Kr),
con Kr en (18). Por lo tanto, mediante (1.11),
φ(U, 0) = LU + [
s∑
r=1
br(0)]g(U) := F (U).
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Por otro lado, utilizando (1.12),
φh(U, 0) =
1
2
L2U +
s∑
r=1
Lb′r(0)g(U)
+
s∑
r=1
br(0)g
′(U)[crLU +
s∑
j=1
arj(0)g(U)]
=
1
2
L2U +
1
2
Lg(U) +
1
2
g′(U)LU +
1
2
g′(U)g(U) :=
1
2
F ′(U)F (U),
de donde se sigue el resultado. ¤
Comentario 1.3.3 Es de destacar aqu´ı que, cuando la solucio´n del problema
continuo (1.1) sea lo suﬁcientemente regular, el error local para el me´todo
exponencial aplicado a (1.5) sera´ tal que dp+1,N(t), dp+2,N(t) y la constante
impl´ıcita en el te´rmino restante de (1.9) estara´n acotados independiente-
mente de N para N lo suﬁcientemente grande. Eso implicara´ que Eh,N en
(1.10) tambie´n estara´ acotado independientemente de N .
No´tese ahora que, de (1.10), para cualquier cantidad I,
I(U(tn))− I(Un) = < ∇I(U(tn)), ep(tn) > hp
+ < ∇I(U(tn)), ep+1(tn) > hp+1 +O(hp+2).
De aqu´ı se sigue el siguiente resultado:
Lema 1.3.4 Para cualquier integral primera I de (1.13),
I(U(tn))− I(Un) = O(hp+1)⇔< ∇I(U(tn)), dp+1(tn) >= 0. (1.14)
En el caso particular de que el me´todo sea sime´trico,
I(U(tn))− I(Un) = O(hp+2)⇔< ∇I(U(tn)), dp+1(tn) >= 0. (1.15)
Prueba. Esto proviene del hecho de que
d
dt
< ∇I(U(t)), ep(t) >
= < ∇I(U(t)), F ′(U(t))ep(t) + dp+1(t) >
+ < Hess(I)(U(t))U˙(t), ep(t) >
= < ∇I(U(t)), dp+1(t) >
+ < [F ′(U(t))]T∇I(U(t)) +Hess(I)(U(t))F (U(t)), ep(t) > . (1.16)
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Obse´rvese ahora que del hecho de que I(U(t)) es constante una vez que
la condicio´n inicial se ha ﬁjado, para cualquier condicio´n inicial, se sigue,
mediante derivacio´n con respecto al tiempo que
< ∇I(U), F (U) >= 0. (1.17)
De donde, calculando la diferencial con respecto a U ,
F ′(U)T∇I(U) +Hess(I)(U)F (U) = 0.
Mediante sustitucio´n en (1.16) y considerando que ep(0) = 0, se sigue el
resultado.
En el caso particular de que el me´todo sea sime´trico, como el desarrollo
asinto´tico solo contiene potencias pares de h [29],
I(U(tn))− I(Un) =< ∇I(U(tn)), ep(tn) > +O(hp+2),
y con el mismo argumento anterior, (1.15) queda probado. ¤
1.4 Comparacio´n de me´todos
impl´ıcitos geome´tricos.
En [16] se muestran algunos resultados nume´ricos del comportamiento de
algunos me´todos exponenciales de orden dos cuando se integra la ecuacio´n
cu´bica de Schro¨dinger. Sin embargo, falta all´ı una medicio´n de la eﬁciencia
computacional para observar si la integracio´n exponencial merece la pena
frente a la integracio´n cla´sica. Por otra parte, un profundo estudio del orden
de los me´todos para los tres invariantes, al menos cuando se integran ondas
solitarias, no se ha hecho todav´ıa y es nuestro objetivo en este cap´ıtulo.
Consideraremos los siguientes me´todos:
• Regla de punto medio impl´ıcita y cla´sica (MR)
• Regla de punto medio exponencial de Lawson (LEMR)
• Regla de punto medio exponencial de colocacio´n (CEMR)
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• Regla de punto medio exponencial y de colocacio´n ortogonalmente
proyectada sobre I1 (CEMROP)
• Regla de punto medio exponencial y de colocacio´n sime´tricamente proyec-
tada sobre I1 (CEMRSP)
Obse´rvese que MR, LEMR, CEMR y CEMRSP son me´todos sime´tricos
mientras que CEMROP no lo es. No´tese tambie´n que MR, LEMR, CEMROP
y CEMRSP conservan exactamente I1,N cuando se integra (1.5) mientras
que CEMR no. Por u´ltimo, obse´rvese que MR y LEMR casi conservan I2,N
mientras que CEMR, CEMROP y CEMRSP no.
De acuerdo con [19], cuando se integran ondas solitarias, si los me´todos
satisfacen
(∇I1,N)T (V TN ,W TN )T · dp+1,N →N→∞ 0,
(∇I2,N)T (V TN ,W TN )T · dp+1,N →N→∞ 0, (1.18)
el error en la norma discreta L2 de la solucio´n crece linealmente con el tiempo.
No´tese que ambas condiciones se satisfacen automa´ticamente para MR y
LEMR a causa de (1.14) para los o´rdenes cla´sicos de los correspondientes
me´todos, el cual es p = 2 [7]. De la misma manera, la primera de esas
condiciones se satisface automa´ticamente en CEMROP y CEMRSP. Lo que
probaremos en las siguientes subsecciones es que CEMR tambie´n satisface
(1.18), de donde se sigue que CEMROP y CEMRSP tambie´n satisfacen la
segunda condicio´n en (1.18). Esto justiﬁcara´ que el error en la norma
discreta L2 de la solucio´n crezca linealmente con el tiempo para
todos los me´todos considerados.
Por otro lado, tambie´n se establecio´ en [19] que, para una onda solitaria
u, δH(u) es una combinacio´n lineal de δI1(u) y δI2(u). Eso implica que,
cuando (1.18) se satisface, tambie´n ocurre que
(∇HN)T (VN ,WN)T · dp+1,N →N→∞ 0. (1.19)
De todo esto y de nuevo de acuerdo con (1.14), el error en los tres invariantes
HN , I1,N y I2,N cuando se integran ondas solitarias mostrara´ al menos orden
3. El hecho de que MR, LEMR, CEMR y CEMRSP sean sime´tricos implica
que tienen orden par [29] y, por lo tanto, al menos orden 4. Finalmente, dado
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que CEMROP es simplemente una ligera modiﬁcacio´n de CEMR, tambie´n
probaremos, en la siguiente subseccio´n, que se tiene orden 4 en las tres can-
tidades. Como conclusio´n, el error en los tres invariantes mostrara´, al
menos, orden 4 en todos los me´todos considerados.
1.4.1 Error en I1,N para CEMR.
CEMR se corresponde con (17)-(18) siendo s = 1, a11(z) = (e
z
2 − 1)/z,
b(z) = (ez − 1)/z y χ1(z) = ez. Fa´cilmente se puede deducir que el te´rmino
d3(t) en el error local de truncacio´n cuando se aplica a (1.13) es
d3(t) = − 1
12
Lg′F +
1
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g′LF − 1
12
g′g′F +
1
24
g′′[F, F ], (1.20)
donde g′, F, g′′ se suponen evaluadas en U(t). De aqu´ı se sigue el siguiente
teorema.
Teorema 1.4.1 La regla de punto medio exponencial de colocacio´n, cuando
se aplica al sistema semidiscretizado (1.5) en espacio para (1.4), satisface
que
(∇I1,N)T (V TN ,W TN )T · d3,N →N→∞ −
1
48
d
dt
∫ b
a
|uxx|2dx.
Prueba. Obse´rvese que (∇I1,N)(V TN ,W TN )T = − b−aN (V TN ,W TN )T . De lo que,
tras algunos ca´lculos tediosos, considerando que
LN =
(
0 −AN
AN 0
)
, gN
(
VN
WN
)
=
( −(VN .2 +WN .2).WN
(VN .
2 +WN .
2).VN
)
, (1.21)
y que AN es sime´trica, se sigue que
(∇I1,N)TLNg′NFN
= −b− a
N
[2(VN .
2)T (ANVN .ANWN) + (VN .
4WN)
TANVN
+2(VN .
2WN .
3)TANVN − 2(WN .2)T (ANVN .ANWN)
−2(VN .WN)T (ANVN .ANVN)− (VN .WN .4)TANWN
−2(VN .3WN .2)TANWN + 2(VN .WN)T (ANWN .ANWN)
−(VN .5)TANWN + (ANVN)TWN .5]. (1.22)
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Esto se obtiene del hecho de
g′N =
[
G11 G12
G21 G22
]
,
donde
G11 = diag(−2VN,iWN,i),
G12 = diag(−V 2N,i − 3W 2N,i),
G21 = diag(3V
2
N,i +W
2
N,i),
G22 = diag(2VN,iWN,i).
De aqu´ı puede obtenerse fa´cilmente
LNg
′
NFN =
[
AN ((3VN .
2 +WN .
2).ANWN − 2(VN .WN .).ANVN + (VN .2 +WN .2).2.WN )
AN (2(VN .WN ).ANWN − (VN .2 + 3WN .2).ANVN − (VN .2 +WN .2).2.VN )
]
.
Multiplicando la expresio´n anterior por la izquierda por ∇IT1,N , agrupando la
matriz AN con las componentes de ∇IT1,N y simpliﬁcando te´rminos se obtiene
la expresio´n buscada. De forma ana´loga
(∇I1,N)Tg′NLNFN
= −b− a
N
[− (VN .2WN)TA2NVN + (VN .3)TA2NWN
+(VN .WN .
2)TA2NWN − (WN .3)TA2NVN ], (1.23)
(∇I1,N)Tg′Ng′NFN
= −b− a
N
[6(VN .
3WN .
2)TANWN + 3(VN .
5)TANWN
−6(VN .2WN .3)TANVN − 3(WN .VN .4)TANVN
+3(VN .WN .
4)TANWN − 3(WN .5)TANVN ] (1.24)
(∇I1,N)Tg′′N [FN , FN ]
= −b− a
N
[4(VN .WN)
T (ANWN).
2 + 4(VN .WN .
4)TANWN
+4(VN .
2)T (ANWN .ANVN) + 4(VN .
5)TANWN
−4(VN .4WN)TANVN − 8(VN .2WN .3)TANVN
−4(VN .WN)T (ANVN .ANVN) + 8(VN .3WN .2)TANWN
−4(WN .2)T (ANVN .ANWN)− 4(WN .5)TANVN ]. (1.25)
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Ahora, considerando los coeﬁcientes de (1.20), se puede ver que los u´nicos
te´rminos que no se cancelan son los correspondientes a (∇I1,N)Tg′NLNFN .
Adema´s, teniendo en cuenta que AN aproxima la segunda derivada y con-
siderando la regla de cuadratura del recta´ngulo como una aproximacio´n a
una integral,
(∇I1,N)Tg′NLNFN
→N→∞ −
∫ b
a
[−v2wvxxxx + v3wxxxx + vw2wxxxx − w3vxxxx]dx
= −
∫ b
a
(v2 + w2)(−wvxxxx + vwxxxx)dx
= −
∫ b
a
[(vt + wxx)vxxxx + (wt − vxx)wxxxx]dx, (1.26)
donde se ha utilizado (1.2) en la u´ltima igualdad. Ahora, obse´rvese que la
periodicidad de v, w en espacio para cualquier valor del tiempo implica (a
causa de (1.2)) lo mismo para vxx y wxx. De la misma forma, tras derivar
(1.2) con respecto a x, la periodicidad de vx y wx en espacio implica la de
vxxx y wxxx. Utilizando esto e integracio´n por partes,∫ b
a
(wxxvxxxx − vxxwxxxx)dx = 0.
Teniendo en cuenta esto e integrando dos veces por partes de nuevo en (1.26),
(∇I1,N)Td3,N →N→∞ − 1
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∫ b
a
(vtxxvxx + wtxxwxx)dx
= − 1
48
d
dt
[
∫ b
a
(v2xx + w
2
xx)dx],
que es el resultado buscado. ¤
Comentario 1.4.2 Obse´rvese que, si u es la onda solitaria (1.3),
|uxx(x, t)|2 = |(ρ′′α + icρ′α −
c2
4
ρα)(x− ct− x0)|2, (1.27)
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cuya integral en (−∞,∞) es independiente del tiempo t, y sobre [a, b] tambie´n
puede considerarse independiente del tiempo t para valores no demasiado
grandes de t e intervalos [a, b] suﬁcientemente amplios. Considerando esto
en el Teorema 1.4.1, la primera parte de (1.18) queda probada para CEMR
y, debido a la simetr´ıa del me´todo y (1.15), queda justiﬁcado el orden 4 para
el error en I1,N para este me´todo cuando se integra una onda solitaria.
1.4.2 Error en I2,N para CEMR
El siguiente lema nos permitira´ probar ma´s co´modamente co´mo es el error
en I2,N .
Lema 1.4.3 Para cualquier funcio´n compleja suﬁcientemente diferenciable
u deﬁnida en [a, b] y para cualesquiera u(a) = u(b), ux(a) = ux(b), uxx(a) =
uxx(b), uxxx(a) = uxxx(b), se tiene que∫ b
a
(u3u∗4ux + u4u∗3u∗x)dx = 0, (1.28)∫ b
a
(u2xu
∗
xu
∗
xx + u
∗2
x uxuxx)dx = 0, (1.29)∫ b
a
(u3u∗3x + 2u
3u∗u∗xu
∗
xx + 3u
2u∗uxu∗2x )dx = 0, (1.30)∫ b
a
[u2u∗2(u∗xuxx + uxu
∗
xx) + 2(uu
∗2u2xu
∗
x + u
∗u2u∗2x ux)]dx = 0, (1.31)∫ b
a
[2(uu∗xuxxu
∗
xx + u
∗uxuxxu∗xx) + uu
∗2
x uxxx + u
∗u2xu
∗
xxx]dx = 0, (1.32)∫ b
a
[u∗u∗xu
2
xx + u
∗2uxxuxxx]dx = 0, (1.33)∫ b
a
[u2u∗xu
∗
xxxx + 2(uuxu
∗
xu
∗
xxx) + u
2u∗xxu
∗
xxx]dx = 0, (1.34)∫ b
a
[uu∗u∗xuxxxx + u
∗uxu∗xuxxx + uu
∗2uxxx + uu∗u∗xxuxxx]dx = 0, (1.35)∫ b
a
[u2u∗xxu
∗
xxx + uuxu
∗2
xx]dx = 0, (1.36)
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∫ b
a
[uuxu
∗
xu
∗
xxx + uu
∗
xuxxu
∗
xx + uuxu
∗2
xx + u
∗
xxu
2
xu
∗
x]dx = 0, (1.37)∫ b
a
[uu∗u∗xxuxxx + u
∗uxuxxu∗xx + uu
∗
xuxxu
∗
xx + uu
∗uxxu∗xxx]dx = 0. (1.38)
Prueba. (1.28) simplemente viene del hecho de que el integrando es igual
a 1
4
d
dx
(u4u∗4). De modo similar, (1.29) procede del hecho de que el integrando
puede escribirse como 1
2
d
dx
[(uxu
∗
x)
2]. En (1.30), el integrando es d
dx
(u3u∗u∗2x ).
En (1.31), d
dx
((u2u∗2)(uxu∗x)). (1.32) se prueba integrando por partes y u-
sando (1.29). En (1.33), el integrando es 1
2
d
dx
(u∗2u2xx), por lo que se sigue el re-
sultado. En (1.34), el integrando es d
dx
(u2u∗xu
∗
xxx). En (1.35),
d
dx
(uu∗u∗xuxxx).
(1.36) se prueba integrando por partes en
∫ b
a
u2u∗xxu
∗
xxx intentando eliminar
la tercera derivada. En (1.37), el integrando es d
dx
(uuxu
∗
xu
∗
xx) y tambie´n
d
dx
(uu∗uxxu∗xx) en (1.38). ¤
Teorema 1.4.4 La regla de punto medio exponencial de colocacio´n, cuando
se aplica al sistema semidiscretizado (1.5) como discretizacio´n espacial para
(1.4), satisface
(∇I2,N)T (V TN ,W TN )T · d3,N
→N→∞ 5
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∫ b
a
[uuxu
∗2
xx + u
∗u∗xu
2
xx + 2uxxu
∗
xx(uu
∗
x + u
∗ux)]dx. (1.39)
Prueba. En primer lugar, obse´rvese que
∇I2,N
(
VN
WN
)
=
b− a
2N
(
(BN −BTN)WN
(BTN −BN)VN
)
=
b− a
N
(
BNWN
−BNVN
)
,
donde se ha utilizado el hecho de que BTN = −BN . Utilizando esto y la regla
de cuadratura del recta´ngulo como aproximacio´n a una integral, como en la
subseccio´n previa,
(∇I2,N)TLNg′NFN
→N→∞
∫ b
a
[wx((3v
2 + w2)wxx)xx − 2wx(vwvxx)xx
−2vx(vwwxx)xx + vx((3w2 + v2)vxx)xx
+wx(w(v
2 + w2)2)xx + vx(v(v
2 + w2)2)xx]dx, (1.40)
(∇I2,N)Tg′NLNFN
→N→∞
∫ b
a
[2wxvwvxxxx + wx(3w
2 + v2)wxxxx
+vx(3v
2 + w2)vxxxx + 2vxvwwxxxx
+2wxvw((v
2 + w2)v)xx + wx(3w
2 + v2)((v2 + w2)w)xx
+vx(3v
2 + w2)((v2 + w2)v)xx + 2vxvw((v
2 + w2)w)xx]dx,(1.41)
(∇I2,N)Tg′Ng′NFN
→N→∞
∫ b
a
[3wx(v
2 + w2)2wxx + 3vx(v
2 + w2)2vxx
+3wxw(v
2 + w2)3 + 3vxv(v
2 + w2)3]dx, (1.42)
(∇I2,N)Tg′′N [FN , FN ]
→N→∞
∫ b
a
[− 2wxww2xx + 4wxvwxxvxx − 6wxwv2xx
+4wxwxx(v
2 − w2)(v2 + w2)− 8wxvxxvw(v2 + w2)
−2wxw3(v2 + w2)2 − 2wxv2w(v2 + w2)2 − 2vxvv2xx
+4vxwvxxwxx − 6vxvw2xx + 4vxvxx(w2 − v2)(v2 + w2)
−8vxwxxvw(v2 + w2)− 2vxv3(v2 + w2)2
−2vxvw2(v2 + w2)2]dx. (1.43)
Mediante el uso de los coeﬁcientes para d3 en (1.20), las expresiones anteriores
y simpliﬁcando con Mathematica r© haciendo uso de u = v+ iw, se tiene que
(∇I2,N)T (V TN ,W TN )T · d3,N
→N→∞ − 1
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∫ b
a
[8u3u∗4ux + 2u∗3u3x + 8u
4u∗3u∗x + 20uu
∗2u2xu
∗
x + 20u
2u∗uxu∗2x
+2u3u∗3x + 4uu
∗3uxuxx + 7u2u∗2u∗xuxx + 4uxu
∗2
x uxx
+2u∗u∗xu
2
xx + 7u
2u∗2uxu∗xx + 4u
3u∗u∗xu
∗
xx + 4u
2
xu
∗
xu
∗
xx
32
+4u∗uxuxxu∗xx + 4uu
∗
xuxxu
∗
xx + 2uuxu
∗2
xx + 8uu
∗2
x uxxx
+8u∗u2xu
∗
xxx − 3u∗2uxuxxxx + 2uu∗u∗xuxxxx + 2uu∗uxu∗xxxx
−3u2u∗xu∗xxxx] dx.
Utilizando ahora (1.28) y (1.29), algunos te´rminos se anulan. A continuacio´n,
usando (1.30) y su conjugado y (1.31) y (1.32), la expresio´n anterior se puede
escribir como
− 1
48
∫ b
a
[2uuxu
∗2
xx + 2u
∗u∗xu
2
xx + 6uu
∗2
x uxxx + 6u
∗u2xu
∗
xxx
−3u2u∗xu∗xxxx − 3u∗2uxuxxxx + 2uu∗u∗xuxxxx + 2uu∗uxu∗xxxx] dx.
Entonces, utilizando (1.33), (1.34) y (1.35) y sus conjugados, esa expresio´n
se puede escibir como
− 1
48
∫ b
a
[u2u∗xxu
∗
xxx + u
∗2uxxuxxx + 4uuxu∗xu
∗
xxx + 4u
∗uxu∗xuxxx
+4uu∗2x uxxx + 4u
∗u2xu
∗
xxx − 2uu∗u∗xxuxxx − 2uu∗uxxu∗xxx] dx.
Usando ahora (1.36)-(1.37) y sus conjugados, (1.32) y (1.38), se puede escribir
como
− 1
48
∫ b
a
[−u∗xx(u2u∗xxx + 2uuxu∗xx)− uxx(u∗2uxxx + 2u∗u∗xuxx)
−4u∗xx(u2xu∗x + uu∗xuxx + uuxu∗xx)− 4uxx(u∗2x ux + u∗u∗xuxx + u∗uxu∗xx)
−4uxx(uxu∗2x + 2uu∗xu∗xx)− 4u∗xx(u∗xu2x + 2u∗uxuxx)
+2(uu∗xuxxu
∗
xx + u
∗uxuxxu∗xx)] dx.
Simpliﬁcando aqu´ı te´rminos y usando (1.29) y (1.33) y su conjugado, esa
expresio´n puede ﬁnalmente escribirse como
5
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∫ b
a
[uuxu
∗2
xx + u
∗u∗xu
2
xx + 2uxxu
∗
xx(uu
∗
x + u
∗ux)] dx,
lo cual constituye el resultado buscado. ¤
Comentario 1.4.5 Obse´rvese que, si u es la onda solitaria (1.3), llevando
a cabo los ca´lculos correspondientes,∫ ∞
−∞
[uuxu
∗2
xx + u
∗u∗xu
2
xx + 2uxxu
∗
xx(uu
∗
x + u
∗ux)]dx
33
=∫ ∞
−∞
[3ραρ
′
α(ρ
′′
α)
2 − c
2
2
ρ2αρ
′
αρ
′′
α −
c4
16
ρ3αρ
′
α + c
2ρα(ρ
′
α)
3]dx = 0.(1.44)
La u´ltima igualdad proviene del hecho de que ρα(x) en (1.3) es una funcio´n
par y, por lo tanto, la funcio´n entre pare´ntesis en (1.44) es impar. Por
lo tanto, para un intervalo [a, b] suﬁcientemente grande y un valor de t no
muy grande, la expresio´n (1.39) puede considerarse despreciable, de donde
la segunda parte en (1.18) se satisface, lo cual justiﬁca el orden 4 en I2,N a
causa de la simetr´ıa, de acuerdo con (1.15).
1.4.3 Errores en I1,N y I2,N para CEMROP y CEMRSP.
Primeramente obse´rvese el hecho de que∇I1,N(V TN ,W TN )T = − b−aN (V TN ,W TN )T
implica que llevar a cabo la proyeccio´n ortogonal de cualquier me´todo nume´rico
sobre I1,N simplemente consiste en multiplicar por alguna cantidad escalar.
Con mayor precisio´n, si un me´todo nume´rico lleva (V nN
T ,W nN
T )T a ψh((V
n
N
T ,W nN
T )T ),
su proyeccio´n ortogonal lleva (V nN
T ,W nN
T )T a (V n+1N
T
,W n+1N
T
)T , con(
V n+1N
W n+1N
)
= βn,h,N ψh
(
V nN
W nN
)
, (1.45)
donde
βn,h,N =
√
I1,N((V nN
T ,W nN
T )T )
I1,N(ψh(V nN
T ,W nN
T )T )
. (1.46)
No´tese que este procedimiento es expl´ıcito una vez que ψh((V
n
N
T ,W nN
T )T ) se
conoce. Por lo tanto, resulta muy barato. Sin embargo, si el me´todo original
es sime´trico, este hecho rompe la simetr´ıa. Entonces, otro procedimiento
para conservar la simetr´ıa consiste en llevar a cabo una proyeccio´n sime´trica
[27]. En nuestro caso, el me´todo quedar´ıa descrito por
(1 + µn,h,N)
(
V n+1N
W n+1N
)
= ψh
(
(1− µn,h,N)
(
V nN
W nN
))
, (1.47)
I1,N
(
V n+1N
W n+1N
)
= I1,N
(
V nN
W nN
)
. (1.48)
Obse´rvese que el procedimiento de proyeccio´n es ahora impl´ıcito dado que
el valor de µn,h,N se determina resolviendo conjuntamente (1.47) y (1.48)
mediante iteracio´n de punto ﬁjo.
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Dada su construccio´n, el error en I1,N para CEMROP se anula. Para
estudiar su error en I2,N , estudiemos en primer lugar su error local.
Teorema 1.4.6 El error local de truncacio´n correspondiente a la regla de
punto medio exponencial de colocacio´n ortogonalmente proyectado sobre I1,N ,
cuando se aplica al sistema semidiscretizado (1.5), puede escribirse como
h3
[
d3,N − 1
2
(∇I1,N)T ((V TN ,W TN )T )d3,N
I1,N((V TN ,W
T
N )
T )
(
VN
WN
)]
+O(h5), (1.49)
donde d3,N es el te´rmino principal del error local de truncacio´n correspon-
diente a CEMR.
Prueba. A causa de (1.45), ese error local de truncacio´n es(
VN
WN
)
(tn+1)− βn,h,N ψh
(( VN
WN
)
(tn)
)
=
[( VN
WN
)
(tn+1)− ψh
(( VN
WN
)
(tn)
)]
+(1− βn,h,N)ψh
(( VN
WN
)
(tn)
)
, (1.50)
donde ψh corresponde a CEMR. Ahora es suﬁciente observar que
ψh((V
T
N ,W
T
N )
T (tn)) = (V TN ,W
T
N )
T (tn) +O(h)
y que
βn,h,N =
vuut I1,N ((V TN ,WTN )T (tn))
I1,N ((V
T
N
,WT
N
)T (tn+1))− (∇I1,N )
T ((V T
N
,WT
N
)T (tn+1))d3(tn)h3 + O(h5)
= 1 +
1
2
(∇I1,N )
T ((V TN ,W
T
N )
T (tn))d3(t
n)
I1,N ((V
T
N
,WT
N
)T (tn))
h
3
+ O(h
5
).
Aqu´ı se ha usado (1.17) as´ı como el hecho de que CEMR es sime´trico y, por lo
tanto, d4 = 0 [29]. De aqu´ı se sigue el resultado. ¤
Comentario 1.4.7 No´tese que, cuando se integra una onda solitaria, con-
siderando el Teorema 1.4.1 y la Observacio´n 1.27, el segundo te´rmino entre
corchetes en (1.49) tiende a cero cuando N → ∞. Como consecuencia, el
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error local de truncacio´n para CEMROP se comporta como el de CEMR ex-
cepto para te´rminos en O(h5). A continuacio´n, obse´rvese que el Lema 1.3.2
se puede aplicar a CEMR y CEMROP. Por lo tanto, sus errores globales son
tambie´n los mismos excepto para te´rminos en O(h4). Por ello, el orden 4
queda justiﬁcado para los errores en I1,N , I2,N y HN .
Veamos a continuacio´n lo que ocurre cuando se proyecta de un modo
sime´trico.
Teorema 1.4.8 El error local de truncacio´n correspondiente a a la regla de
punto medio exponencial de colocacio´n sime´tricamente proyectado sobre I1,N ,
cuando se aplica al sistema semidiscretizado (1.5), puede escribirse como
h3
[
d3,N − 2(∇I1,N)
T ((V TN ,W
T
N )
T )d3,N
I1,N((V TN ,W
T
N )
T )
(
VN
WN
)]
+O(h4), (1.51)
donde d3,N es el te´rmino principal del error local de truncacio´n correspon-
diente a CEMR.
Prueba. De (1.47) y (1.48), fa´cilmente se puede deducir que
µn,h,N = −(∇I1,N)
T ((V TN ,W
T
N )
T )d3,N
I1,N((V TN ,W
T
N )
T )
h3 +O(h4). (1.52)
Por otra parte, de (1.47), el error local de truncacio´n puede escribirse como(
VN
WN
)
(tn+1)− 1
1 + µn,h,N
ψh
(
(1− µn,h,N)
(
VN
WN
)
(tn)
)
=
(
VN
WN
)
(tn+1)− ψh
(( VN
WN
)
(tn)
)
+ψh
(( VN
WN
)
(tn)
)
− ψh
(
(1− µn,h,N)
(
VN
WN
)
(tn)
)
+
µn,h,N
1 + µn,h,N
ψh
(
(1− µn,h,N)
(
VN
WN
)
(tn)
)
, (1.53)
donde ψh corresponde de nuevo a CEMR. A continuacio´n, considerando la ex-
presio´n (1.52), cada una de las u´ltimas dos l´ıneas son µn,h,N(V
T
N ,W
T
N )
T (tn)+
O(h4), de donde se sigue el resultado. ¤
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Comentario 1.4.9 Obse´rvese que, cuando se integra una onda solitaria,
considerando el Teorema 1.4.1 y la Observacio´n 1.27, el segundo te´rmino
entre corchetes en (1.51) tiende a cero cuando N → ∞. Por lo tanto, el
error local de truncacio´n para CEMRSP se comporta como el de CEMR.
Este hecho, junto con la simetr´ıa de CEMRSP, implica que los Teoremas
1.4.1,1.4.4 y las Observaciones 1.27,1.4.5 tambie´n se aplican a CEMRSP.
Por lo tanto el orden 4 queda justiﬁcado para los errores en I1,N , I2,N y HN .
1.4.4 Implementacio´n y resultados nume´ricos.
Como se vio´ en los preliminares, el sistema (1.5) es equivalente al (7) del
cap´ıtulo 0, donde all´ı se se consideran como inco´gnitas los coeﬁcientes aso-
ciados a las diversas frecuencias. Tambie´n hemos comprobado que es equi-
valente aplicar el me´todo exponencial (17)-(18) sobre (7) o sobre (1.5), con
LN y gN en (1.21). Sin embargo, desde el punto de vista computacional, es
ma´s barato integrar (7). No´tese que, para calcular las etapas de todos los
me´todos, se ha aplicado la iteracio´n de punto ﬁjo a la parte no lineal y no
r´ıgida del problema. En los me´todos cla´sicos se resuelve un sistema lineal
con la parte lineal y r´ıgida en cada iteracio´n. Cuando se considera el sistema
(1.5), incluso llevando a cabo de una vez por todas al principio de la inte-
gracio´n una factorizacio´n LU de la matriz LN en (1.21) se necesitan O(N
2)
operaciones aritme´ticas en cada iteracio´n para las factorizaciones progresiva
y regresiva dado que AN es llena. Sin embargo, cuando se considera el sis-
tema (7), como la matriz DN es diagonal, solo se necesitan O(N) operaciones
aritme´ticas para resolver el sistema. Es cierto que la evaluacio´n de la parte
no lineal es ma´s costosa en el sistema (7) que en el sistema (1.5) pero la
diferencia ahora es O(N logN) (debido al coste de la Transformada Ra´pida
de Fourier) frente a O(N). Por lo tanto, globalmente, es ma´s barato integrar
(7) que integrar (1.5). Con respecto a los me´todos exponenciales, obse´rvese
que de nuevo, para el ca´lculo de las etapas, puede utilizarse la iteracio´n de
punto ﬁjo ya que siendo r´ıgida la matriz L ello no implica que {aij(hL)} sean
matrices r´ıgidas. De hecho, {aij(hL)} no son matrices r´ıgidas dado que, en
nuestro problema, los valores propios de L yacen en el eje imaginario y las
funciones aij(z) esta´n acotadas en dicho eje imaginario para los me´todos de
Lawson y de colocacio´n. En cuanto a la eﬁciencia computacional, incluso
ignorando el coste del ca´lculo de la matriz exponencial y los coeﬁcientes ma-
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triciales (los cuales pueden ser calculados de una vez por todas al principio),
multiplicar estas matrices por vectores en cada paso y en cada iteracio´n re-
sulta ma´s caro cuando se considera (1.5) que con (7) dado que se necesitan
O(N2) operaciones aritme´ticas para el primero y solo O(N) operaciones a-
ritme´ticas para el u´ltimo a causa de la forma diagonal de las matrices en este
caso.
En cuanto a la comparacio´n entre me´todos cla´sicos y exponenciales cuando
se integra (7), no´tese que cada iteracio´n para calcular la etapa en el me´todo
cla´sico MR viene dada por
(I + i
h
2
DN)K
[m+1] = CnN +
h
2
irN(K
[m]). (1.54)
Despreciando el coste de calcular (I + ih
2
DN) o su inversa (que puede ha-
cerse de una vez por todas al principio y ser almacenado en un vector N -
dimensional) y el coste de calcular irN(K
[m]) (que es el mismo para todos
los me´todos), cada iteracio´n requiere 1 producto de vectores componente a
componente, 1 producto de un escalar por un vector y 1 suma de vectores
N -dimensionales. En cuanto a CEMR, la iteracio´n para calcular la etapa
es ahora
K [m+1] = e−i
h
2
DNCnN + ha(−ihDN)irN(K [m]), (1.55)
donde a(z) = (e
z
2 − 1)/z. Despreciando una vez ma´s el coste de calcular
e−i
h
2
DN y ha(−ihDN) (que pueden hacerse de una vez por todas al principio
y ser almacenados en dos vectores N -dimensionales) y el coste de calcular
irN(K
[m]), cada iteracio´n requiere 2 productos de vectores componente a
componente y 1 suma vectorial. Finalmente, la iteracio´n para calcular la
etapa en LEMR viene dada por
K [m+1] = e−i
h
2
DNCnN +
h
2
irN(K
[m]), (1.56)
para la cual, despreciando de nuevo el coste de calcular e−i
h
2
DN y irN(K
[m]),
cada iteracio´n requiere 1 producto de vectores componente a componente,
1 producto de un escalar por un vector y 1 suma vectorial. No hay gran
diferencia entre la computacio´n requerida para cada iteracio´n con los tres
me´todos, aunque los productos de vectores componente a componente son los
ma´s costosos entre todos los tipos de operaciones consideradas y por lo tanto
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CEMR puede ser el ma´s costoso por iteracio´n. Por otra parte, a priori, no
sabemos que´ me´todo requerira´ menos o ma´s iteraciones para converger. Para
ser objetivos en la comparacio´n, siempre hemos escogido Cn como iterante
inicial. Una vez que la etapa se ha calculado, para avanzar un paso, obse´rvese
que MR viene dado por
Cn+1N = C
n
N + h(−iDNK + irN(K)),
que requiere 1 producto de vectores componente a componente, 1 producto
de un escalar por un vector y 2 sumas vectoriales, mientras que para CEMR
Cn+1N = e
−hiDNCnN + hb(−ihDN)irN(K), b(z) = (ez − 1)/z,
se requieren 2 productos de vectores componente a componente y 1 suma
vectorial, del mismo modo que con LEMR, para el cual
Cn+1N = e
−hiDNCnN + he
−h
2
iDN irN(K),
se requieren 2 productos de vectores componente a componente y 1 suma
vectorial.
De nuevo se tiene que los me´todos exponenciales conllevan ma´s productos
de vectores componente a componente.
Para mostrar la comparacio´n en te´rminos de tiempo de CPU hemos inte-
grado la discretizacio´n pseudoespectral de (1.4) correspondiente a la condicio´n
inicial
u(x, 0) = sech(
√
2x/2)ei
x
2 ,
la cual se corresponde con la onda solitaria. Se ha considerado el intervalo
de integracio´n [−50, 250] e integrado hasta t = 200, con N = 1024 nodos
espaciales.
La Figura 1.1 muestra el error en HN y la norma discreta L
2 para MR. La
Figura 1.2 muestra el mismo tipo de error para LEMR. Las Figuras 1.3 y 1.4
muestran los errores en I1,N , I2,N , HN y la norma discreta L
2 para CEMR.
Las Figuras 1.5, 1.6 y 1.7 muestran los errores en I2,N , HN y la norma
discreta L2 para CEMROP y CEMRSP. Se comprueba que existe orden 4 en
todos los invariantes para todos los me´todos. Dado que todos estos me´todos
son geome´tricos, el error en los invariantes no crece con el tiempo, como
ocurre con otros me´todos no geome´tricos [12, 19]. Finalmente, como ya se
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0.1 0.1/2 0.1/3 0.1/4
MR 12 10 9 8
LEMR 13 10 9 8
CEMR 11 9 8 7
CEMROP 11 9 8 7
CEMRSP 11 9 8 7
Tabla 1.1: Promedio del nu´mero de iteraciones requeridas para la iteracio´n
de punto ﬁjo para cada me´todo y diferentes valores de h
ha justiﬁcado aqu´ı, en todos los me´todos considerados el error en la norma
discreta L2 (ahora de segundo orden) crece linealmente con el tiempo.
A causa del mismo comportamiento a largo plazo, para comparar la eﬁ-
ciencia de todos los me´todos, solo necesitamos integrar nuestro problema a
corto plazo, por ejemplo, t = 1. Para la integracio´n de problemas donde no
hay una diferencia signiﬁcativa en la diﬁcultad de integracio´n a medida que
el tiempo crece (como es el caso de ondas solitarias), la implementacio´n ma´s
apropiada es la de paso ﬁjo. En tal caso, resulta natural calcular las matrices
que aparecen en (1.54)-(1.55)-(1.56) como funciones de ihDN de una vez por
todas al principio. Para calcular a(ihDN) con alta precisio´n en (1.55) hemos
tenido mucho cuidado incluso cuando el argumento de a(z) es cero o muy
pequen˜o. Hemos medido el tiempo requerido de CPU para todos los me´todos
y diferentes valores de h desde el momento en que esas matrices ya han sido
calculadas. No se trata ma´s que aportar objetividad a la comparacio´n en
te´rminos de eﬁciencia para tiempos cada vez ma´s largos dado que no se con-
sideran los ca´lculos iniciales para poner en funcionamiento el me´todo al ser
estos despreciables.
Por otra parte, de cara a observar la rapidez de convergencia de la ite-
racio´n de punto ﬁjo para cada me´todo hemos medido el promedio del nu´mero
de iteraciones requeridas en los distintos pasos hasta t = 1 para varios va-
lores de h. Utilizando como criterio de convergencia que la diferencia entre
dos iterantes sucesivos sea menor que 10−15 en la norma discreta L2, se re-
presentan, para los diferentes me´todos considerados, los diferentes resultados
obtenidos en la Tabla 3.3.1.
Los errores en la norma discreta frente al tiempo de CPU se muestran en
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la Figura 1.8. Con respecto al error en la norma discreta L2, podemos obser-
var que solo CEMR y CEMROP son ligeramente mejores que MR. Esto es
debido al hecho de que se requieren una o dos iteraciones menos en el primero
para el ca´lculo de la etapa en cada paso aunque el error es ligeramente mayor
para esos me´todos para cada valor de h y porque tambie´n sabemos que cada
iteracio´n es un poco menos costosa. Con respecto a CEMRSP, es claro que el
esfuerzo computacional para llevar a cabo la proyeccio´n sime´trica es muy alto
mientras que la ganancia en el taman˜o del error es despreciable. (CEMROP
no mejora en exactitud si bien el esfuerzo computacional es despreciable).
Para LEMR, aunque el coste computacional es similar al de MR para cada
valor del taman˜o de paso, el taman˜o del error es ma´s grande. El hecho de
que las constantes de error son ma´s grandes para los me´todos de Lawson ya
ha sido establecido en la literatura [32]. Con respecto al error en el Hamil-
toniano, MR es el ma´s barato. Se pueden hacer observaciones ana´logas a las
anteriores con la diferencia de que ahora, el taman˜o de los errores en el inva-
riante, para los me´todos CEMR, CEMROP y CEMRSP se ha incrementado
bastante con respecto a los errores con el me´todo MR y son casi tan grandes
como los del me´todo LEMR. Por lo anterior, parece no merecer mucho la
pena utilizar integradores exponenciales.
1.5 Me´todos expl´ıcitos de Lawson.
En esta seccio´n, en el intento de buscar eﬁciencia en los me´todos exponen-
ciales, consideraremos los me´todos expl´ıcitos de Lawson. En concreto, con-
sideraremos esquemas expl´ıcitos correspondientes a
0 0
d d 0
2d−1
2d
1
2d
, (1.57)
que tienen orden cla´sico 2 para cualquier valor real no nulo de d. Los co-
rrespondientes me´todos exponenciales de Lawson basados en ellos tienen el
siguiente te´rmino principal para el error local de truncacio´n
d3(t) = (
1
6
− d
4
)L2g + (
d
2
− 1
3
)Lg′F + (
1
6
− d
2
)g′LF
+
1
6
g′g′F + (
1
6
− d
4
)g′′[F, F ] +
d
4
g′L2U. (1.58)
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De cara a estudiar el error en I1,N con estos me´todos cuando se integra el
sistema (1.5), de nuevo hemos de considerar (∇I1,N)Td3,N .
Teorema 1.5.1 Los me´todos expl´ıcitos de Lawson, basados en esquemas
(1.57), cuando se aplican al sistema semidiscretizado (1.5) como discretizacio´n
espacial de (1.4), satisfacen
(∇I1,N)T (V TN ,W TN )T · d3,N →N→∞
1− d
4
d
dt
[
∫ b
a
|u|6dx]. (1.59)
Prueba. Haciendo los correspondientes ca´lculos,
(∇I1,N)TL2NgN = −
b− a
N
[(A2NVN)
T (VN .
2 +WN .
2).WN
−(A2NWN)T (VN .2 +WN .2).VN ],
el cual es simplemente el te´rmino opuesto a (∇I1,N)Tg′NLNFN , de acuerdo
con (1.23). Por otra parte,
(∇I1,N)Tg′NL2N
(
VN
WN
)
= −b− a
N
[−(A2NVN)TWN .(VN .2 +WN .2)
+(A2NWN)
TVN .(VN .
2 +WN .
2)],
que coincide exactamente con (∇I1,N)Tg′NLNFN en (1.23). Observando los
coeﬁcientes de L2g, g′LF y g′L2U en (1.58), sucede que los correspondientes
te´rminos en (∇I1,N)Td3,N se anulan. Por lo tanto, es suﬁciente considerar
las expresiones (1.22),(1.24) y (1.25) multiplicadas por los correspondientes
coeﬁcientes para LNg
′
NFN , g
′
Ng
′
NFN and g
′′
N [FN , FN ] en (1.58). Tras hacer
estos ca´lculos, aparece la siguiente expresio´n
(∇I1,N)Td3,N
= −b− a
N
3
2
(d− 1)[(VN .4WN)TANVN + 2(VN .2WN .3)TANVN
−2(VN .3WN .2)TANWN − (VN .WN .4)TANWN
−(VN .5)TANWN + (ANVN)TWN .5]
→N→∞ −3
2
(d− 1)
∫ b
a
[vxx(v
4w + 2v2w3 + w5)
−wxx(vw4 + 2v3w2 + v5)]dx.
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Ahora, considerando la primera ecuacio´n en (1.2) multiplicada por (2v3w2 +
vw4+v5) y la segunda ecuacio´n en (1.2) multiplicada por (2v2w3+v4w+w5),
se sigue que
(∇I1,N)Td3,N
→N→∞ −3
2
(d− 1)
∫ b
a
[(wt − (v2 + w2)v)(v4w + 2v2w3 + w5)
+(vt + (v
2 + w2)w)(vw4 + 2v3w2 + v5)]dx
= −3
2
(d− 1)
∫ b
a
[
1
6
d
dt
(v6 + w6) +
1
2
d
dt
(v2w4 + w2v4)]dx
= −1
4
(d− 1) d
dt
(∫ b
a
(v6 + w6 + 3v2w4 + 3w2v4)dx
)
= −d− 1
4
d
dt
(∫ b
a
|u|6dx
)
.
y el teorema queda probado. ¤
Comentario 1.5.2 Obse´rvese que el Teorema 1.5.1 implica que el me´todo
expl´ıcito de Lawson correspondiente a d = 1 muestra orden 3 para el error en
I1,N para cualquier tipo de solucio´n que se integre. Adema´s, cuando se integra
una onda solitaria (1.3), como |u(x, t)| = ρα(x− ct−x0),
∫∞
−∞ |u(x, t)|6dx es
independiente del tiempo. Por lo tanto, para intervalos [a, b] suﬁcientemente
amplios y tiempos t no demasiado grandes, la integral en (1.59) tambiee´n
puede considerarse independiente del tiempo y, por lo tanto, queda justiﬁ-
cado el orden 3 para el error en I1,N cuando se integra una onda solitaria,
cualquiera que sea el valor de d.
Veamos lo que ocurre con el error en I2,N . El Lema 1.4.3 as´ı como el siguiente
sera´n de mucha utilidad.
Lema 1.5.3 Bajo las mismas hipo´tesis del Lema 1.4.3, se tiene que∫ b
a
[uuxu
∗
xu
∗
xxx + u
∗u∗xuxuxxx]dx
=−
∫ b
a
[u∗u∗xu
2
xx + uuxu
∗2
xx]dx−
∫ b
a
[uu∗xuxxu
∗
xx + u
∗uxuxxu∗xx]dx, (1.60)
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∫ b
a
[u2u∗xu
∗
xxxx + u
∗2uxuxxxx]dx
=3
∫ b
a
[uuxu
∗2
xx + u
∗u∗xu
2
xx]dx+2
∫ b
a
[uu∗xuxxu
∗
xx + u
∗uxu∗xxuxx]dx.(1.61)
Prueba. (1.60) se prueba integrando por partes y considerando (1.29). De
modo similar, (1.61) se prueba integrando dos veces por partes y considerando
de nuevo (1.29). ¤
Teorema 1.5.4 Los me´todos expl´ıcitos de Lawson, basados en esquemas
(1.57), cuando se aplican a sistemas semidiscretizados (1.5) como discretizacio´n
espacial para (1.4), satisfacen
(∇I2,N)T · d3,N →N→∞ 3(d− 1)
2
∫ b
a
(u2u∗uxu∗2x + uu
∗2u2xu
∗
x)dx. (1.62)
Prueba. Haciendo los correspondientes ca´lculos,
(∇I2,N)TL2NgN
→N→∞
∫ b
a
[vx((v
2 + w2)v)xxxx + wx((v
2 + w2)w)xxxx]dx,
(∇I2,N)TL2N
(
VN
WN
)
→N→∞
∫ b
a
[−2wxww2xx + 4wxvwxxvxx − 6wxwv2xx − 2vxv3(v2 + w2)2
+4wxwxx(v
2 − w2)(v2 + w2)− 8wxvxxvw(v2 + w2)
−2wxw3(v2 + w2)2 − 2wxv2w(v2 + w2)2 − 2vxvv2xx
+4vxwvxxwxx − 6vxvw2xx + 4vxvxx(w2 − v2)(v2 + w2)
−8vxwxxvw(v2 + w2)− 2vxvw2(v2 + w2)2]dx.
Considerando esto y (1.40)-(1.41)-(1.42)-(1.43), simpliﬁcando con Mathematica r©
mediante derivacio´n en todas las expresiones integrales y utilizando que
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u = v + iw, obtenemos que
(∇I2,N)T · d3,N →N→∞
d
4
∫ b
a
(u3u∗4ux + u4u∗3u∗x + 2uu
∗2u2xu
∗
x + 2u
2u∗uxu∗2x
−2u2u∗2u∗xuxx − 16uxu∗2x uxx − 2u∗u∗xu2xx − 2u2u∗2uxu∗xx
−16u2xu∗xu∗xx − 4u∗uxuxxu∗xx − 4uu∗xuxxu∗xx − 2uuxu∗2xx
−8u∗uxu∗xuxxx − 8uuxu∗xu∗xxx − 2u∗2uxuxxxx − 2u2u∗xu∗xxxx)dx
− 1
12
∫ b
a
(− u3u∗4ux − u4u∗3u∗x + 2u∗3u3x + 20uu∗2u2xu∗x
+20u2u∗uxu∗2x + 2u
3u∗3x + 4uu
∗3uxuxx − 2u2u∗2u∗xuxx
−32uxu∗2x uxx − 4u∗u∗xu2xx − 2u2u∗2uxu∗xx + 4u3u∗u∗xu∗xx
−32u2xu∗xu∗xx − 8u∗uxuxxu∗xx − 8uu∗xuxxu∗xx − 4uuxu∗2xx
−16u∗uxu∗xuxxx − 16uuxu∗xu∗xxx − 4u∗2uxuxxxx − 4u2u∗xu∗xxxx)dx.
En la primera integral, utilizando (1.28)-(1.29)-(1.60)-(1.61), algunos te´rminos
se anulan. Por otra parte, utilizando (1.31), el resto de te´rminos se reducen
a
6
∫ b
a
[u2u∗uxu∗2x + u
∗2uu∗xu
2
x]dx.
Para la segunda integral, utilizando de nuevo (1.28)-(1.29)-(1.60)-(1.61), al-
gunos te´rminos se anulan. Los otros, utilizando (1.30) y (1.31), se reducen
a
18
∫ b
a
[u2u∗uxu∗2x + u
∗2uu∗xu
2
x]dx,
de donde se sigue el resultado. ¤
Comentario 1.5.5 Obse´rvese que el Teorema 1.5.4 implica que el me´todo
expl´ıcito de Lawson con d = 1 muestra orden 3 para el error en I2,N cuando
se integra cualquier solucio´n suﬁcientemente regular. Adema´s, cuando se
integra la onda solitaria (1.3), realizando los correspondientes ca´lculos,∫ ∞
−∞
[u2u∗uxu∗2x + u
∗2uu∗xu
2
x]dx =
∫ ∞
−∞
[ρ3αρ
′
α((ρ
′
α)
2 +
c2ρ2α
4
)]dx = 0. (1.63)
Como en el comentario 1.5.2, la u´ltima igualdad proviene del hecho de que
ρα es una funcio´n par, lo cual implica que el te´rmino entre pare´ntesis en
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(1.63) es impar. Por lo tanto, para intervalos [a, b] suﬁcientemente amplios
y valores de t no demasiado grandes, la integral en (1.62) tambie´n puede
considerarse igual a cero y, por lo tanto, el orden 3 para el error en I2,N
queda justiﬁcado cuando se integra una onda solitaria, cualquiera que sea el
valor de d.
1.5.1 Resultados nume´ricos.
En esta subseccio´n primero comprobaremos los resultados anteriores. Hemos
integrado el mismo problema como en la Subseccio´n 1.4.4 pero con el me´todo
expl´ıcito de Lawson con d = 0.5 en (1.57). (Insistimos en que resultados
similares se obtienen con otros valores de d). La Figura 1.9 muestra el error
en I1,N e I2,N donde claramente se observa orden 3. No´tese sin embargo que,
del hecho de que el me´todo no es geome´trico, el error en ambas cantidades
no permanece acotado sino que crece linealmente con el tiempo. No obstante
ﬁje´monos que, de los comentarios 1.5.2 y 1.5.5, se satisface (1.18) para la
onda solitaria. Esto justiﬁca que la norma discreta L2 crezca linealmente con
el tiempo con este me´todo (en vez de cuadra´ticamente, como ocurre para
me´todos en general). Esto se observa en la Figura 1.10, donde tambie´n se
maniﬁesta claramente orden 2. Por otra parte, como en la onda solitaria,
δH(u) es una combinacio´n lineal de δI1(u) y δI2(u), se satisface (1.19), lo
cual justiﬁca el orden 3 para el error en el Hamiltoniano, como tambie´n se
muestra en la Figura 1.10. De nuevo el error no permanece acotado sino que
crece linealmente con el tiempo.
Para buscar un mejor comportamiento a largo plazo, hemos considerado el
me´todo expl´ıcito de Lawson ortogonalmente proyectado sobre I1,N (denotado
por ELEOP). Este procedimiento, descrito de nuevo por (1.45) y (1.46), es
muy barato, dado que es completamente expl´ıcito y requiere de pocos ca´lculos
adicionales. Lo que resulta sorprendente es que, cuando se proyecta sobre
I1,N estamos de hecho proyectando sobre I2,N tambie´n, como muestra la
Figura 1.11, donde hemos tenido que tomar N = 20000 y [a, b] = [−50, 5050]
para ver con claridad la proyeccio´n. Considerando un argumento similar
al del Teorema 1.4.6, el te´rmino principal del error local de truncamiento
para el me´todo expl´ıcito de Lawson ortogonalmente proyectado sobre I1,N
es pra´cticamente el mismo que para el me´todo Lawson mismo. Aunque no
se muestra aqu´ı, hemos comprobado nume´ricamente que las diferencias del
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error en la norma discreta L2 son despreciables. Para la diferencia
EN(t
n) =
(
V nN
W nN
)
−
(
VN(t
n)
WN(t
n)
)
,
ocurre que, para j = 1, 2,
0 = Ij,N
(
V nN
W nN
)
− Ij,N
(
VN(t
n)
WN(t
n)
)
= (∇Ij,N)T
(
VN(t
n)
WN(t
n)
)
EN(t
n) + EN(t
n)THess(Ij,N)EN(t
n),
implica que
(∇HN)T
(
VN(t
n)
WN(t
n)
)
EN(t
n) = O(h4),
lo que justiﬁca orden 4 para el error en el Hamiltoniano. Esto puede obser-
varse en la Figura 1.11, donde ahora los errores no crecen con el tiempo sino
que se mantienen acotados.
Finalmente, hemos medido la eﬁciencia computacional del me´todo expl´ıcito
de Lawson proyectado sobre I1,N frente a los me´todos impl´ıcitos analizados
en la Seccio´n 1.4. Como puede observarse en la Figura 1.12, el u´ltimo es el
ma´s eﬁciente de todos los me´todos considerados.
1.6 Conclusio´n.
La conclusio´n principal a la que se llega en este cap´ıtulo es que, de en-
tre los me´todos de orden 2, y para la integracio´n de ondas solitarias de
la ecuacio´n cu´bica de Schro¨dinger, no parece merecer mucho la pena uti-
lizar me´todos exponenciales impl´ıcitos frente a los cla´sicos. Sin embargo, los
me´todos expl´ıcitos de Lawson proyectados ortogonalmente sobre su primer
invariante s´ı suponen una notable mejor´ıa sobre los me´todos cla´sicos. El he-
cho de que, para los me´todos de Lawson, proyectar sobre el primer invariante
implique proyectar sobre el segundo invariante, sera´ objeto de estudio en el
cap´ıtulo 2 as´ı como la extensio´n a me´todos de orden superior.
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Figura 1.1: Errores en HN y en la norma discreta L
2 para la regla de punto
medio.
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Figura 1.4: Errores en HN y la norma discreta L
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medio exponencial de colocacio´n.
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Figura 1.5: Errores en I2,N para CEMROP(arriba) y CEMRSP(abajo).
52
10−2 10−1 100 101 102 103
10−11
10−10
10−9
10−8
10−7
10−6
10−5
TIEMPO
|H−
H 0
|
CEMROP
h=0.100
h=0.050
h=0.025
10−2 10−1 100 101 102 103
10−11
10−10
10−9
10−8
10−7
10−6
10−5
TIEMPO
|H−
H 0
|
CEMRSP
h=0.100
h=0.050
h=0.025
Figura 1.6: Errores en HN para CEMROP(arriba) y CEMRSP(abajo).
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Figura 1.7: Errores en la norma discreta L2 para CEMROP(arriba) y
CEMRSP(abajo).
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Figura 1.8: Comparacio´n en eﬁciencia computacional para los errores en la
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Figura 1.9: Errores en I1,N e I2,N , con h = 0.1, 0.05, 0.025, para un me´todo
expl´ıcito de Lawson.
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Figura 1.10: Errores en la norma discreta L2 con h = 0.05, 0.025, 0.0125 y
HN con h = 0.1, 0.05, 0.025, para un me´todo expl´ıcito de Lawson.
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Figura 1.11: Errores en I2,N y HN para el me´todo expl´ıcito de Lawson orto-
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Cap´ıtulo 2
Proyeccio´n de Me´todos Lawson
Expl´ıcitos.
2.1 Introduccio´n.
El hecho de que los me´todos exponenciales necesiten ser geome´tricos para
conseguir un buen comportamiento a largo plazo en el tiempo condujo a la
consideracio´n de posibles integradores exponenciales sime´tricos/simple´cticos
[16, 25]. La conclusio´n all´ı fue que era posible construir integradores sime´tricos
y exponenciales para la integracio´n en el tiempo de la ecuacio´n pero estos
me´todos, como parece razonable, son impl´ıcitos. De esta manera, la mayor
ventaja de estos me´todos exponenciales sobre los cla´sicos se pierde; que es
que sea posible construir integradores que sean expl´ıcitos y estables para
sistemas r´ıgidos al mismo tiempo. De hecho hemos visto en el cap´ıtulo ante-
rior que no parece compensar computacionalmente utilizar me´todos exponen-
ciales frente a los cla´sicos en ese caso. Sin embargo, teniendo en cuenta que
la conservacio´n de invariantes constituye una buena herramienta para lograr
un buen comportamiento a largo plazo (al menos para ondas solitarias [19]
y soluciones tipo estado fundamental [5], en este cap´ıtulo estudiamos con
ma´s detalle los me´todos exponenciales de Lawson basados en los me´todos
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de Runge-Kutta expl´ıcitos tras proyectarlos sobre el invariante ma´s simple:
la norma I1. Como se ha visto en el cap´ıtulo anterior este procedimiento
puede ser mucho ma´s eﬁciente que la utilizacio´n de integradores cla´sicos o
exponenciales geome´tricos pero impl´ıcitos, al menos para me´todos de orden
2 y la integracio´n de ondas solitarias de la ecuacio´n cu´bica de Schro¨dinger.
En este cap´ıtulo justiﬁcamos con detalle que el barato proceso de proyectar
sobre la norma I1 implica tambie´n proyectar sobre el momento I2 para la
ecuacio´n de Schro¨dinger ma´s general y en varias dimensiones y para muchas
ma´s condiciones iniciales que las que corresponden a la onda solitaria, como
se establece y se prueba ma´s adelante (c.f. Teorema 2.3.8).
Por otra parte los me´todos de splitting sime´tricos son una alternativa para
integrar esta ecuacio´n [9, 21, 27, 38, 45, 49]. Tambie´n pueden ser considera-
dos como me´todos exponenciales en el sentido que, como se sugiere en [48],
la ecuacio´n de Schro¨dinger no lineal puede ser descompuesta en dos partes
de tal modo que, cada una por separado, puede ser integrada exactamente.
Adema´s, estos me´todos tienen la ventaja computacional de ser tambie´n
expl´ıcitos y ofrecer un buen comportamiento a largo plazo [21]. Despue´s,
el objetivo consiste en comparar algunos me´todos de Lawson proyectados
basados en me´todos Runge-Kutta cla´sicos ‘o´ptimos’ con algunos me´todos de
splitting sime´tricos ‘o´ptimos’. Los me´todos de Lawson tienen, como ma´ximo,
orden r´ıgido 1 de acuerdo con [31, 32]. Sin embargo, estaremos interesados
en soluciones regulares en espacio y tiempo para las cuales la solucio´n, y
muchas derivadas espaciales, se pueden considerar nulas fuera de un dominio
acotado. Otros ana´lisis sobre me´todos exponenciales para otro tipo de pro-
blemas [13, 14] y en el estudio de la reduccio´n de orden en me´todos cla´sicos
[1, 2, 3, 4] nos lleva a conjeturar con garant´ıas que, en tal caso, podemos con-
seguir un orden de aproximacio´n tan alto como queramos con los me´todos de
Lawson (el orden cla´sico del me´todo Runge-Kutta subyacente). Aunque no
es un objetivo de esta tesis probar el hecho anteriormente mencionado s´ı es un
hecho observado en los experimentos nume´ricos. Adema´s, para las compara-
ciones nume´ricas con los me´todos de splitting, primero nos centraremos en
la solucio´n de onda solitaria de la ecuacio´n cu´bica de Schro¨dinger, solo como
un ejemplo en el que esta´ asegurado que existe solucio´n exacta y es estable
[47] y donde, a causa de la conservacio´n de I1 e I2, se asegura un compor-
tamiento favorable del crecimiento del error para el me´todo proyectado de
Lawson y los me´todos de splitting de acuerdo con [19]. Seguidamente, consi-
deraremos problemas bidimensionales correspondientes tanto a las soluciones
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dispersiva y no dispersiva. Para estos problemas es importante considerar
una implementacio´n adaptativa y compararemos me´todos de Lawson proyec-
tados basados en procedimientos cla´sicos anidados con los sugeridos por [36]
para me´todos de splitting. Mencionar que, para ambos tipos de me´todos, la
implementacio´n adaptativa no rompe la conservacio´n de invariantes y, por
lo tanto, las propiedades cualitativas se conservan. No es un objetivo de
esta tesis probar o comprender, desde un punto de vista teo´rico, el compor-
tamiento a largo plazo de los diferentes me´todos para este problema aunque
mostraremos nuestros descubrimientos nume´ricos.
El cap´ıtulo se estructura como sigue. La seccio´n 2 se concentra en ofrecer
hechos preliminares. La seccio´n 3 esta´ dedicada a probar que los me´todos
de Lawson con me´todos Runge-Kutta como me´todo subyacente y proyecta-
dos ortogonalmente sobre la norma resultan ser tambie´n proyectados sobre
el invariante del momento lineal cuando las condiciones iniciales son, ‘di-
gamos’, sime´tricas. En la seccio´n 4 se corrobora nume´ricamente este hecho
para diferentes tipos de soluciones y diferentes me´todos. La comparacio´n
con los me´todos de splitting para diferentes problemas con paso ﬁjo y va-
riable se muestran en la seccio´n 5. Finalmente se establecen las principales
conclusiones a favor de la claridad del cap´ıtulo.
2.2 Preliminares.
Consideraremos ahora el problema de valores iniciales dado por (1) donde f
no depende expl´ıcitamente de x y una condicio´n inicial
ut(x, t) = i(µ∆u(x, t) + f(|u(x, t)|2)u(x, t))
u(x, 0) = u0(x) (2.1)
para una funcio´n lo suﬁcientemente regular f , µ ∈ R y u0 ∈ H2(Rd,C). (Los
requerimientos precisos para f para poder asegurar que el problema tiene
una u´nica solucio´n en H2(Rd,C) han sido minuciosamente estudiados en la
literatura [23, 24, 35].)
Los invariantes mencionados en (3), (4) y (5) para la ecuacio´n cu´bica de
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Schro¨dinger (2) se generalizan ahora a
H =
1
2
∫
Rd
(µ|∇u|2 − F (|u|2)), conF (λ) =
∫ λ
0
f(s)ds,
I1 = −1
2
∫
Rd
|u|2,
I2 = −1
2
∫
Rd
Im(u∇u∗). (2.2)
Mencionar que H e I1 son cantidades escalares mientras que I2 es un vector
consistente en d invariantes.
Para la integracio´n de (2.1), consideraremos me´todos Runge-Kutta expo-
nenciales de tipo Lawson [37] descritos en la seccio´n 1.3 y que para nuestra
ecuacio´n concreta vienen dados, para cada paso h, mediante las expresiones
Kr = e
icrhµ∆un + hi
r−1∑
j=1
αrje
i(cr−cj)hµ∆f(|Kj|2)Kj, r = 1, . . . , s (2.3)
un+1 = e
ihµ∆un + hi
s∑
r=1
βre
i(1−cr)hµ∆f(|Kr|2)Kr. (2.4)
Asumiremos a lo largo de este cap´ıtulo que u0 y f son tales que todos los
te´rminos que aparezcan en (2.3)-(2.4) pertenecen a H2(Rd,C) en cada paso.
2.3 Proyeccio´n ortogonal sobre la norma.
Para cualquier me´todo nume´rico dado por un+1 = Ψh(un), podemos consi-
derar la proyeccio´n ortogonal sobre I1. Proyectar sobre un invariante es, en
general, un procedimiento impl´ıcito [30]. Sin embargo, a causa de la simpleza
matema´tica de este invariante cuadra´tico, tenemos el siguiente resultado.
Teorema 2.3.1 Para cualquier g ∈ L2(Rd,C) tal que I1(g) 6= 0, su proyeccio´n
ortogonal sobre el invariante I1 = I
0
1 esta´ dado por
√
I01/I1(g)g.
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Prueba. No´tese que lo que se desea minimizar es ‖g − r‖2
L2(Rd,C) para
cualquier funcio´n r ∈ L2(Rd,C) tal que I1(r) = I01 . Pero
‖g − r‖2L2(Rd,C) = ‖g‖2 + ‖r‖2 − 2Re(
∫
gr∗) = ‖g‖2 − 2I01 − 2Re(
∫
gr∗).
Por lo tanto, el problema es equivalente a maximizar Re(
∫
gr∗). Teniendo
en cuenta ahora que, por la desigualdad de Cauchy-Schwarz,
|Re(gr∗)|2 ≤ ‖g‖2 · ‖r‖2 = 4I1(g)I01 ,
y que la igualdad solo se produce si r = αg para α real, llegamos a la
conclusio´n de que el ma´ximo se alcanza en r = αg con α tal que
I01 = I1(r) = −
1
2
|α|2‖g‖2 = |α|2I1(g)
y Re(α
∫ |g|2) > 0. De lo anterior, es claro que α debe ser√I01/I1(g). ¤
De este modo, queda justiﬁcada la proyeccio´n ortogonal Ψh antes de dis-
cretizar en espacio, la cual viene dada por
u˜0 = u0,
u˜n+1 =
√
I1(u˜n)
I1(Ψh(u˜n))
Ψh(u˜n), (2.5)
Comentario 2.3.2 Notemos la similitud de (2.5) con (1.45)-(1.46) en el
cap´ıtulo anterior, donde se consideraba el integrador temporal del sistema ya
discretizado en espacio y la proyeccio´n ortogonal sobre el entonces invariante
I1,N .
Comentario 2.3.3 Resulta interesante remarcar que esta proyeccio´n no re-
laja la consistencia del me´todo dado que, siempre que Ψh tenga orden de
consistencia q,
I1(Ψh(u˜n)) = I1(u˜n) +O(h
q+1).
Adema´s, la constante en el resto depende de I1(u˜n).
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Prueba. Si denotamos por LTE a Ψh(u˜n)−Φh(u˜n), donde Φh es la solucio´n
exacta de (2.1) despue´s de un tiempo h partiendo de u˜n,∣∣∣I1(Ψh(u˜n))− I1(u˜n)∣∣∣ = ∣∣∣1
2
∫
Rd
[|Φh(u˜n) + LTE|2 − |u˜n|2]
∣∣∣
≈
∣∣∣ ∫
Rd
Re(Φ∗h(u˜n) · LTE)
∣∣∣ ≤ [−2I1(u˜n)] 12‖LTE‖L2(Rd,C),
donde la conservacio´n de I1 por Φh y la desigualdad de Cauchy-Schwarz han
sido aplicadas. ¤
El principal resultado de esta seccio´n es que, con muchas condiciones
iniciales, cuando se integra el problema (2.1) con me´todos exponenciales
expl´ıcitos de tipo Lawson, proyectar sobre I1 implica proyectar sobre I2.
Queremos hacer hincapie´ aqu´ı en que, hasta donde sabemos, esto solo
ocurre con los me´todos de tipo Lawson. Aunque no se presenta aqu´ı por mo-
tivos de brevedad, hemos comprobado que no ocurre con otros me´todos tales
como los exponenciales de colocacio´n [16] u otros me´todos no exponenciales
como, por ejemplo, los me´todos linealmente impl´ıcitos de Runge-Kutta.
Resulta interesante recalcar que el hecho de que I2 se conserve con-
siderando el procedimiento (2.5) es equivalente al hecho de que
I2
(√ I1(u˜n)
I1(Ψh(u˜n))
Ψh(u˜n)
)
= I2(u˜n), n ≥ 0.
A causa del cara´cter cuadra´tico de I2 (2.2), es claro que esto es, de nuevo,
equivalente a
I1(u˜n)I2(Ψh(u˜n)) = I1(Ψh(u˜n))I2(u˜n).
De hecho, lo que ocurre es que existe una relacio´n directa entre I1 y I2, la
cual es la misma en todos los pasos para algunas condiciones iniciales. Los
siguientes teoremas dan el resultado preciso.
Teorema 2.3.4 Cualquiera que sea u(x) = g(x)e
i
2
p·x con
1. g ∈ H1(Rd,C) una funcio´n sime´trica con respecto a algu´n xs ∈ Rd, i.e.
g(xs + x) = g(xs − x) para todo x ∈ Rd,
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2. p = [p1 · · · pd]T ∈ Rd y p · x = p1x1 + · · ·+ pdxd,
ocurre que
I2(u) = −I1(u)
2
p.
Prueba. Notemos que, en nuestro caso,
I1(u) = −1
2
∫
|u|2dx = −1
2
∫
|g(x)|2dx,
y, dado el hecho que ∇u∗(x) = e− i2p·x(∇g∗(x)− i
2
g∗(x)p),
I2(u) = −1
2
∫
Im(u∇u∗)dx = −1
2
∫
Im(g(x)∇g∗(x)− i
2
|g(x)|2p)dx
= −1
2
∫
Im(g(x)∇g∗(x))dx+
∫ |g(x)|2dx
4
p.
Ahora, del hecho de que g sea sime´trica respecto a xs ∈ Rd se deduce que
g∇g∗ es antisime´trica con respecto al mismo xs ∈ Rd, i.e. (g∇g∗)(xs + x) =
−(g∇g∗)(xs − x) para cada x ∈ Rd. Esto signiﬁca que el primer te´rmino en
la expresio´n anterior se anula y por lo tanto se sigue el resultado. ¤
Dado que los me´todos exponeciales integran exactamente la parte lineal y
r´ıgida de la ecuacio´n de Schro¨dinger, es importante incidir en co´mo algunas
condiciones iniciales evolucionan de acuerdo con la ecuacio´n lineal continua
de Schro¨dinger. El siguiente teorema establece este hecho.
Teorema 2.3.5 Cualquiera que sea u0(x) = g0(x)e
i
2
p·x con g0 ∈ L2(Rd,C)
siendo sime´trico con respecto a xs ∈ Rd, la solucio´n de (2.1) con f = 0
satisface u(x, t) = gµt(x)e
i
2
p·x, con gµt(x) sime´trico con respecto a xs + µtp.
Prueba. Considerando la transformada de Fourier con respecto a x de
(2.1) con f = 0, es claro que uˆt(ω, t) = −iµ|ω|2uˆ(ω, t) [44], de donde uˆ(ω, t) =
e−i|ω|
2µtuˆ(ω, 0). Ahora, sin pe´rdida de generalidad, asumiremos que g0 ∈
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L1 ∩ L2(Rd,C). En caso de que no fuese as´ı, el resultado se seguir´ıa por
densidad de este espacio en L2(Rd,C). Entonces,
uˆ(ω, 0) =
∫
g0(x)e
i
2
p·xe−iω·xdx = gˆ0(ω − 1
2
p),
de donde, aplicando la transformada de Fourier inversa [44],
u(x, t) =
1
(2π)d
∫
e−i|ω|
2µtgˆ0(ω − 1
2
p)eiω·xdω
=
1
(2π)d
∫
gˆ0(v)e
i(v+ 1
2
p)·(x−µt(v+ 1
2
p))dv = e
i
2
p·xgµt(x),
donde, para la segunda igualdad, hemos considerado el cambio de variables
v = ω − 1
2
p y donde
gµt(x) =
1
(2π)d
∫
gˆ0(v)e
−i|v+ 1
2
p|2µteiv·xdv.
Ahora, comprobaremos que gµt(x
s+µtp+x) = gµt(x
s+µtp−x). Para ello,
primero probaremos que gˆ0(u)e
iu·x∗ es sime´trico con respecto a 0. Obse´rvese
que
gˆ0(u)e
iu·xs =
∫
g0(x)e
−iu·(x−xs)dx =
∫
g0(x
s + (xs − y))eiu·(y−xs)dy
=
∫
g0(y)e
iu·(y−xs)dy,
donde la segunda igualdad se deduce del cambio de variables x = 2xs−y y la
u´ltima del hecho que g0 es sime´trica con respecto a x
s. La u´ltima expresio´n
es claramente igual a la segunda excepto por el cambio de u por −u, de
donde se sigue el resultado. A continuacio´n, obse´rvese que
gµt(x
s + µtp+ x) =
1
(2π)d
∫
gˆ0(v)e
−i|v+ 1
2
p|2µteiv·(x
s+µtp+x)dv
=
1
(2π)d
∫
gˆ0(v)e
−i(|v|2+ |p|2
4
)µteiv·(x
s+x)dv, (2.6)
la cual, tras el cambio de variables u = −v, puede ser escrito como
gµt(x
s + µtp+ x) =
1
(2π)d
∫
gˆ0(−u)e−i(|u|2+
|p|2
4
)µte−iu·(x
s+x)du
=
1
(2π)d
∫
gˆ0(u)e
−i(|u|2+ |p|2
4
)µteiu·(x
s−x)du,
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donde, para la u´ltima igualdad, la simetr´ıa de gˆ0(u)e
iu·xs con respecto a 0 ha
sido utilizada. La u´ltima expresio´n es claramente igual a (2.6) excepto por el
cambio de x por −x, a partir del cual el teorema queda probado. ¤
Cuando se integra la ecuacio´n de Schro¨dinger no lineal con un me´todo
expl´ıcito de Lawson, el resultado del teorema anterior tambie´n es cierto.
Teorema 2.3.6 Cualquiera que sea u0 como en el Teorema 2.3.5 y, cuando
se integra (2.1) con un me´todo expl´ıcito de Lawson (2.4), despue´s de n pasos
de taman˜o h, la solucio´n nume´rica un tiene la forma un = gn,h(x)e
i
2
p·x, con
gn,h(x) sime´trica con respecto a x
s + µnhp.
Prueba. Observemos primero que, en el primer paso, cada Kr en (2.3)
tendra´ la forma Kr = g
r
0(x)e
i
2
p·x, con gr0(x) sime´trica con respecto a x
s +
crµhp. Notemos que K1 = e
ic1µh∆u0, el cual tiene la forma requerida a causa
del Teorema 2.3.5. Inductivamente,
Kr = e
icrhµ∆u0 + hi
r−1∑
j=1
αrje
i(cr−cj)hµ∆f(|Kj|2)Kj
tendra´ la forma requerida sin ma´s que utilizar de nuevo el Teorema 2.3.5
aplicado ahora a las correspondientes funciones f(|Kj|2)Kj, cada una de
las cuales es sime´trica con respecto a xs + cjµhp debido a la hipo´tesis de
induccio´n. Finalmente,
u1 = e
ihµ∆u0 + hi
s∑
r=1
βre
i(1−cr)hµ∆f(|Kr|2)Kr
implica directamente que, a causa del Teorema 2.3.5, u1 = g1(x)e
i
2
x·p con g1
sime´trica con respecto a xs+µhp. Siguiendo el mismo argumento en sucesivos
pasos, se sigue el resultado. ¤
Considerando conjuntamente los Teoremas 2.3.4 y 2.3.6, es claro que exis-
te una fuerte conexio´n entre los valores I1(un) y I2(un) en cada paso cuando
se integra el problema (2.1) con un esquema expl´ıcito de Lawson. Adema´s, el
resultado anterior tambie´n es cierto para la proyeccio´n ortogonal del esquema
expl´ıcito de Lawson, tal y como establece el siguiente teorema.
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Teorema 2.3.7 Cualquiera que sea u0 como en el Teorema 2.3.5 y, cuando
se integra (2.1) con un me´todo expl´ıcito de Lawson ortogonalmente proyec-
tado sobre I1 como en (2.5), despue´s de n pasos de taman˜o h, la solucio´n
nume´rica u˜n tiene la forma u˜n = g˜n,h(x)e
i
2
p·x, con g˜n,h(x) sime´trica con
respecto a xs + µnhp.
Prueba. Es suﬁciente tener en cuenta que la proyeccio´n ortogonal sobre
I1 del me´todo exponencial de Lawson solo diﬁere, paso a paso, de su versio´n
no proyectada en una cantidad escalar que no depende de x. Por lo tanto, el
mismo argumento del Teorema 2.3.6 se puede llevar a cabo en cada etapa.¤
De lo anterior, surge de una manera directa el siguiente teorema.
Teorema 2.3.8 Cualquiera que sea u0 como en el Teorema 2.3.5 y, cuando
se integra (2.1) con un me´todo de Lawson expl´ıcito ortogonalmente proyec-
tado sobre I1 como en (2.5), tambie´n ocurre que I2 se conserva exactamente,
i.e. I2(u˜n) = I2(u0) para cada natural n.
Prueba.
I2(u˜n) = −I1(u˜n)
2
p = −I1(u0)
2
p = I2(u0),
donde la segunda igualdad procede de la deﬁncio´n de proyeccio´n y la primera
y tercera del Teorema 2.3.4 y el hecho de que puede ser aplicado para todo n
gracias al Teorema 2.3.7. ¤
2.4 Comprobacio´n nume´rica.
Para corroborar nume´ricamente los resultados y, teniendo en cuenta que es-
tamos trabajando con soluciones regulares, para la discretizacio´n espacial
hemos considerado el me´todo pseudoespectral en un intervalo suﬁcientemente
grande de modo que el error en espacio pueda considerarse despreciable.
Adema´s, el error en I2 se calcula aproximando este invariante de un modo
pseudoespectral como se describe en [12] y en (15) de la Seccio´n 1.2.
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Figura 2.1: Error en I2 con el me´todo de Lawson proyectado (2.7) y condicio´n
inicial correspondiente a un 2-soliton, h = 0.1
En esta seccio´n hemos integrado (2.1) con µ = 1 pero hemos considerado
diferentes ejemplos de f y condiciones iniciales. Adema´s, hemos considerado
dos tipos diferentes de integradores.
En primer lugar, hemos considerado el me´todo de segundo orden de
Runge-Kutta con tablero de Butcher dado por
0 0
1 1 0
1
2
1
2
.
(2.7)
Lo hemos implementado en un esquema de Lawson proyectado de acuerdo
con el procedimiento descrito en (2.3)-(2.4)-(2.5) con c1 = 0, c2 = 1, a21 = 1
y b1 = b2 = 1/2. Adema´s, la aproximacio´n a I1 en (2.5) se calcula a trave´s
de (1.6).
El primer ejemplo corresponde a f(x) = 8x y la condicio´n inicial co-
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Figura 2.2: Modulo de la solucio´n nume´rica en t = 1000 con el me´todo de
Lawson proyectado (2.7) y condicio´n inicial u0(x) = e
−x2eix, h = 0.1
rresponde al estado fundamental de un 2− solito´n [39].
u(x, t) = eitsech(x)
1 + 3
4
sech(x)2(e8it − 1)
1− 3
4
sech(x)4 sin(4t)2
.
Corresponde a dos solitones que se aproximan y separan de modo oscilatorio
en un dominio espacial que no cambia con el tiempo. En particular, hemos
considerado [a, b] = [−100, 100] y N = 213 = 8192 para la discretizacio´n
espacial y h = 0.1 para la integracio´n en el tiempo. Notemos que la condicio´n
inicial u0(x) = sech(x) satisface las hipo´tesis del Teorema 2.3.5 para p = 0 y
g0(x) = sech(x), la cual es una funcio´n par. La Figura 2.1 corrobora que el
error en I2 es despreciable dado que es del taman˜o de los errores de redondeo.
Observamos tambie´n que este error crece linealmente con el tiempo, lo cual
es natural debido a la acumulacio´n de errores muy pequen˜os en espacio a lo
largo del tiempo de integracio´n.
Como segundo ejemplo, hemos considerado f(x) = x2 y condicio´n inicial
u0(x) = e
−x2eix, la cual satisface las hipo´tesis del Teorema 2.3.5 para p = 2 y
g0(x) = e
−x2 , la cual es de nuevo una funcio´n par. Nume´ricamente observa-
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Figura 2.3: Error en I2 con el me´todo de Lawson proyectado (2.7) y u0(x) =
e−x
2
eix, h = 0.1
mos que la solucio´n de este problema disminuye en mo´dulo pero extiende su
dominio con el tiempo. De hecho, mostramos en la Figura 2.2 el mo´dulo de la
solucio´n nume´rica en t = 1000 cuando se considera [a, b] = [−11000, 11000],
N = 217 = 262144 y h = 0.1. Dado que p = 2 el promedio espacial de la
solucio´n se mueve hacia la derecha con velocidad 2 [10], lo que tambie´n puede
ser observado en la misma ﬁgura. El error en I2 se muestra en la Figura 2.3
y puede, de nuevo, ser considerada como despreciable, lo cual corrobora el
resultado de la seccio´n previa. Observamos ahora que el error no muestra
una tendencia como en la Figura 2.1, lo cual no es extran˜o dada la evolucio´n
del mo´dulo de la solucio´n que ahora decrece con el tiempo.
Para mostrar que la condicio´n de la simetr´ıa con respecto a algu´n punto es
necesaria para que el error en I2 se anule, hemos integrado el mismo problema
con la condicio´n inicial
u0(x) = (x+ 1)e
−x2eix,
para la cual g0(x) = (x + 1)e
−x2 no es sime´trica respecto a ningu´n x∗ ∈ R.
El error en I2 se muestra en la Figura 2.4 donde se observa claramente que el
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Figura 2.4: Error en I2 con el me´todo de Lawson proyectado (2.7) and
u0(x) = (x+ 1)e
−x2eix, h = 0.1(arriba), h = 0.05 (medio), h = 0.025 (abajo)
error ya no se anula. La solucio´n nume´rica a tiempo t = 1000 se representa
en la Figura 2.5 para h = 0.05.
A continuacio´n, comprobaremos que la anulacio´n en el error de I2 tambie´n
ocurre para me´todos de orden superior. Para ello, consideramos el me´todo
de Lawson basado en el me´todo cla´sico de orden 4 de Runge-Kutta:
0 0 0 0 0
1
2
1
2
0 0 0
1
2
0 1
2
0 0
1 0 0 1 0
1
6
1
3
1
3
1
6
. (2.8)
Hemos tomado f(x) = x y, como condicio´n inicial, la correspondiente a la
onda solitaria
u(x, t) = sech(
√
2(x− t)/2)ei[ 12 (x−t)+ 34 t], (2.9)
la cual es solucio´n de la ecuacio´n. El error en I2 se muestra en la Figura
2.6 para tiempos t = 1, 2, . . . , 1000 considerando [a, b] = [−50, 1050], N =
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Figura 2.5: Mo´dulo de la solucio´n nume´rica en t = 1000 con el me´todo de
Lawson proyectado (2.7) y condicio´n inicial u0(x) = (x+ 1)e
−x2eix, h = 0.05
215 = 32768 para la discretizacio´n en espacio y h = 0.05 para la integracio´n
en el tiempo. De nuevo los resultados de la Seccio´n 2 son corroborados.
Obviamente la hipo´tesis del Teorema 2.3.5 se satisface para la correspondiente
condicio´n inicial, para la cual p = 1 y g0(x) es par (sime´trica con respecto
a 0 para d = 1). Una tendencia lineal se observa en el error ma´ximo en
este ejemplo desde 102 hasta 103, el cual es, de nuevo, natural a causa de la
acumulacio´n de errores pequen˜os en la discretizacio´n espacial y la forma de
la solucio´n. (Creemos que la tendencia lineal no esta´ tan clara como lo esta´
en la Figura 2.1 a causa de que el intervalo espacial donde la solucio´n no es
muy pequen˜a se esta´ moviendo hacia la derecha.)
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Figura 2.6: Error en I2 con el me´todo proyectado de Lawson basado en el
me´todo de Runge-Kutta de orden 4 y condicio´n inicial correspondiente a una
onda solitaria, h = 0.05
2.5 Comparacio´n nume´rica con me´todos de
splitting.
En esta seccio´n el objetivo es ver, hasta que´ punto, los sugeridos me´todos
expl´ıcitos de Lawson proyectados pueden ofrecer un procedimiento eﬁciente
para integrar la ecuacio´n de Schro¨dinger no lineal frente a otros me´todos de
la literatura.
Sus mayores competidores son los me´todos de splitting. De acuerdo con la
observacio´n hecha en [48], y segu´n hemos comentado en la Seccio´n 2.2 de los
preliminares, los dos problemas en los cuales (2.1) puede ser descompuesta
ut = i∆u, ut = if(|u|2)u, (2.10)
pueden fa´cilmente ser resueltos de un modo exacto: el primero, como se ha
hecho en me´todos exponenciales ya sugeridos, considerando la exponencial
de una matriz diagonal constante despue´s de haber aplicado la discretizacio´n
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pseudoespectral. El segundo, simplemente por el hecho de que esta ecuacio´n
deja |u| invariante y, por lo tanto, puede ser resuelto calculando tambie´n, la
exponencial de una matriz diagonal constante. De este modo se obtiene un
integrador expl´ıcito y estable. Por otra parte, las dos ecuaciones de (2.10)
tambie´n tienen I1 e I2 como cantidades invariantes (con la misma prueba
como la dada para (2.1) en [47]), lo cual implica que los me´todos de splitting
tambie´n conservan esas dos cantidades cuando se integra (2.1).
Hemos implementado los me´todos en MATLAB de modo vectorial y tra-
bajando principalmente en el espacio de los coeﬁcientes de Fourier aproxi-
mados de modo que, los coeﬁcientes de Fourier aproximados de eiα∆u para el
escalar α y u ∈ H2(Rd,C) (el cual aparece en (2.3)-(2.4) y con los me´todos
de splitting) son fa´cilmente calculados a partir de los coeﬁcientes de Fourier
aproximados de u. Obse´rvese que, por ejemplo, en un problema unidimen-
sional y considerando un intervalo suﬁcientemente ancho [a, b], y N = 2M ,
cuando
u ≈
M−1∑
j=−M
cje
2πij x−a
b−a ,
eiα∆u ≈
M−1∑
j=−M
cje
−iαj2( 2π
b−a
)2e2πij
x−a
b−a ,
y por lo tanto, los correspondientes coeﬁcientes de Fourier aproximados de
eiα∆u son u´nicamente multiplicaciones punto a punto de {cj} con {e−iαj2(
2π
b−a
)2}.
(En dos dimensiones, ocurre algo similar). Adema´s, las exponenciales se cal-
culan de una vez por todas al inicio y no se calculan en cada paso. No´tese
que la parte ma´s costosa del coste computacional en ambos tipos de me´todos
provienen de los ca´lculos de FFT y su inversa, lo cual es necesario en el
espacio de los coeﬁcientes de Fourier aproximados a trave´s de la pseudodis-
cretizacio´n en espacio cada vez que f tiene que ser calculada. De hecho,
la razo´n para trabajar en el espacio discretizado con coeﬁcientes aproxima-
dos en vez de los valores de la solucio´n es que, con los me´todos de Lawson
(2.3)-(2.4), hay ma´s evaluaciones del tipo eiα∆u que evaluaciones de f . (Tra-
bajar con valores nume´ricos de la solucio´n habr´ıa implicado utilizar FFT y
su inversa para cada una de las exponenciales, lo cual habr´ıa sido ma´s caro).
Por otra parte, para los me´todos de splitting, hemos reducido en todo lo
posible el nu´mero de operaciones concatenando pasos consecutivos.
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Tambie´n nos gustar´ıa sen˜alar aqu´ı que para la mayor´ıa de los me´todos
linealmente impl´ıcitos de la literatura se requerir´ıa resolver un sistema lineal
en cada paso donde la matriz no ser´ıa diagonal sino llena de elementos no
nulos fuera de la diagonal. Esto es debido a que muchas veces al Jacobiano
de la discretizacio´n de f(|u|2)u, y no solo de ∆, es parte de la matriz que
determina el sistema lineal que se ha de resolver. Esta es una de las razones
por las que ese tipo de me´todos son menos competitivos que el exponencial
expl´ıcito de Lawson o los exponenciales de splitting para nuestro problema.
2.5.1 Ondas Solitarias.
Nos centramos a continuacio´n en la comparacio´n nume´rica cuando se inte-
gran ondas solitarias. Dado que estas ondas no cambian su forma con el
tiempo parece apropiada una implementacio´n con paso ﬁjo. En todos los ex-
perimentos de esta subseccio´n se han tomado [a, b] = [−50, 250] y M = 1000
para la discretizacio´n espacial como ya se explico´ previamente.
Por otra parte, el error en el Hamiltoniano se calcula aproximando H en
forma pseudoespectral como ya se describio´ en [12] y en la expresio´n (13) de
la Seccio´n 1.2.
Para la comparacio´n primero hemos considerado el siguiente me´todo de
Strang (splitting) de orden 2 [45]
un+1 = e
h
2
i∆φh(e
h
2
i∆un), (2.11)
donde φh(y) = e
hif(|y|2)y corresponde a la solucio´n exacta de la segunda
ecuacio´n de (2.10). (La convergencia en norma de orden 2 para este me´todo
para soluciones suﬁcientemente regulares esta´ ampliamente probada en [38]).
Los errores en H y la norma L2 cuando se integra la onda solitaria (2.9) de
la ecuacio´n cu´bica de Schro¨dinger se muestran en la Figura 2.7. Se observa
que el error en la norma L2 para la solucio´n crece linealmente con el tiempo
mientras que el error en el Hamiltoniano permanece acotado del mismo modo
que ocurre con los me´todos proyectados de Lawson cuando se integra esta
ecuacio´n. Si observamos la Figura 2.8 observamos el mismo tipo de error
para el me´todo de proyectado de Lawson basado en (2.7). A causa de esto,
solo hemos hecho la comparacio´n nume´rica en te´rminos de eﬁciencia hasta
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t = 1 dado que el comportamiento a largo plazo es el mismo para ambos
tipos de me´todos.
En la Figura 2.9 se muestra el error en la norma L2 y en el Hamiltoniano
frente al tiempo de cpu para el me´todo de Strang (2.11) y el proyectado de
Lawson basado en (2.7). Como puede observarse, el me´todo de splitting de
Strang es mucho ma´s competitivo que el proyectado de Lawson en ambos
invariantes. Notemos que el me´todo de splitting de Strang solo necesita una
FFT y una IFFT en cada paso mientras que el me´todo expl´ıcito de Lawson
proyectado requiere dos de cada por cada paso.
Sin embargo, atendiendo a la literatura existente para me´todos cla´sicos
o´ptimos de tipo Runge-Kutta y expl´ıcitos sin ningu´n tipo de requerimiento de
simetr´ıa o simplecticidad [29] y la literatura existente en me´todos de splitting
sime´tricos o composicio´n de me´todos [9, 27], se puede observar que si lo que
se desea es mayor orden, el primero requiere menos etapas que el segundo.
Para la comparacio´n con me´todos de orden 4, hemos considerado:
• Me´todo proyectado de Lawson basado en el me´todo de Runge-Kutta
cla´sico de orden 4 (2.8) (PLC4), el cual ya ha sido sugerido como
bueno incluso antes de proyectar para la ecuacio´n de Schro¨dinger no
lineal en [6]. Este me´todo consta de 4 etapas y, por lo tanto, requiere
4 evaluaciones de funcio´n por paso.
• Me´todo proyectado de Lawson basado en el me´todo de Fehlberg de
orden 4 [29] (PLF4), para el cual los coeﬁcientes del te´rmino principal
del error de truncacio´n local esta´n minimizados, aunque el me´todo
posee 6 etapas.
• Me´todo de splitting sime´trico de Yoshida de orden 4 [49] (SY4), tambie´n
sugerido en [6] como una buena opcio´n para la integracio´n de (2.1). Ma´s
precisamente, el me´todo es
un+1 = Ψc1h ◦Ψc0h ◦Ψc1h, with c0 = −
2
1
3
2− 2 13 , c1 =
1
2− 2 13 ,
donde Ψh es el me´todo de splitting de Strang (2.11). Con este me´todo,
en cada paso, se deben llevar a cabo 3 evaluaciones de funcio´n.
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• Me´todo de splitting de Blanes & Moan de orden 4 [9] (SBM4). Este
me´todo se denota como SRKN b6 en dicho art´ıculo y es tambie´n sugerido
como el o´ptimo para la ecuacio´n de Schro¨dinger. Aunque consta de 6
etapas, el error de truncacio´n local esta´ fuertemente minimizado.
En la Figura 2.10 se muestran el error para la norma L2 y el Hamiltoniano
cuando integramos la misma solucio´n y con la misma longitud de paso que
en la Figura 2.9. Es claro que el me´todo de splitting de Blanes & Moan es el
mejor aunque el rendimiento relativo de los me´todos proyectados de Lawson
frente a los de splitting con respecto a me´todos de orden 2 han mejorado.
Conclusiones similares se pueden establecer para los me´todos de orden 6.
Ahora hemos considerado:
• Me´todo proyectado de Lawson basado en el me´todo de Verner de orden
6 [29] (PLV6), el cual consta de 8 etapas.
• Me´todo de splitting sime´trico de Yoshida de orden 6 [27] (SY6), el
cual resulta ser el o´ptimo en la bu´squeda del mı´nimo nu´mero de etapas.
Posee 7 etapas.
• Me´todo de splitting de Blanes & Moan de orden 6 [9] (SBM6). Este
me´todo se denota por SRKNa14 en ese art´ıculo y es tambie´n sugerido
como o´ptimo para la ecuacio´n Schro¨dinger. Aunque tiene 14 etapas, el
error de truncacio´n local esta´ muy minimizado.
La Figura 2.11 tambie´n muestra que el me´todo de splitting de Blanes & Moan
es, todav´ıa, el mejor.
Asimismo podemos observar lo que ocurre cuando atendemos a me´todos
de orden 8. Si nos centramos en los me´todos o´ptimos que aparecen en la
literatura podemos comparar:
• Me´todo proyectado de Lawson basado en el me´todo de Dormand &
Prince [41] de orden 8 (PLDP8), el cual posee 13 etapas.
• Me´todo de composicio´n sime´trico de Kahan & Li de orden 8 [27] (SKL8)
basado en el me´todo de splitting de Strang. Consta de 17 etapas.
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En la Figura 2.12 se muestra que el me´todo proyectado de Lawson fun-
ciona mejor que el de splitting, al menos para la ecuacio´n cu´bica de Schro¨din-
ger y la solucio´n de un solito´n.
Cuando nos ﬁjamos en me´todos de orden 10 se observa que se incrementa
la diferencia entre el nu´mero de etapas de los me´todos o´ptimos entre los
de tipo de Runge-Kutta cla´sico y los me´todos sime´tricos de splitting. En
particular, hemos considerado:
• Me´todo proyectado de Lawson basado en el me´todo de Hairer de orden
10 [26] (PLH10), el cual consta de 17 etapas.
• Me´todo de composicio´n sime´trico de Sofronio & Spaletta orden 10 [27]
(SSS10) basado en el me´todo de splitting de Strang, consistente en 35
etapas.
En la Figura 2.13 se muestra co´mo el me´todo proyectado de Lawson todav´ıa
funciona mejor que el me´todo de splitting pero el funcionamiento relativo con
respecto a los me´todos de orden 8 no mejora tanto como podr´ıa esperarse
dada la mayor diferencia en el nu´mero de etapas. Esto se debe al hecho
de que el te´rmino principal del error de truncacio´n local correspondiente al
me´todo de splitting de Sofronio & Spaletta es menor que el correspondiente
al me´todo de Hairer. Se observa en la Figura 2.13 que, para un paso ﬁjo,
el error es ma´s pequen˜o para el me´todo de splitting que para el me´todo
proyectado de Lawson. Solo la gran diferencia en coste computacional para
el mismo taman˜o de paso es el que hace que el me´todo de Lawson sea ma´s
eﬁciente que el me´todo de splitting.
2.5.2 Otras soluciones que requieren una implementacio´n
adaptativa.
En esta subseccio´n consideraremos el problema (2.1) con d = 2, µ = 1
2
,
u0(x) =
2√
π
e−0.5|x|
2
, (2.12)
y las siguientes dos posibilidades para f(s)
(i) f(s) = 2s, (ii) f(s) = −2s.
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j aj j bj
1 0 1, 7 0.0829844064174052
2, 7 0.245298957184271 2, 6 0.3963098014983680
3, 6 0.604872665711080 3, 5 −0.0390563049223486
4, 5 1/2− (a2 + a3) 4 1− 2(b1 + b2 + b3)
j aˆj j bˆj
1 a1 1 b1
2 a2 2 b2
3 a3 3 b3
4 a4 4 b4
5 0.3752162693236828 5 0.4463374354420499
6 1.4878666594737946 6 −0.0060995324486253
7 −1.3630829287974774 7 0
Tabla 2.1: Coeﬁcientes del par encajado de o´rdenes 4(3) basado en el esquema
de orden 4 de B & M
El primer caso corresponde a una singularidad de tipo ‘focusing’ que con-
duce a un comportamiento de explosio´n o ‘blow up’ y fue utilizado en [36]
para ejempliﬁcar el uso de splittings encajados con paso variable, los cuales
reducen los taman˜os del paso cuando se aproximan al tiempo de ‘blow up’.
La condicio´n inicial y la solucio´n a tiempo t = 1 se muestran en la Figura
2.14 (a,b). Por el contario, el caso (ii) corresponde a una solucio´n de tipo
‘defocusing’. Segu´n el tiempo avanza la solucio´n se expande y decrece lenta-
mente. En la Figura 2.14 (c) se muestra la solucio´n para t = 40. En este
caso una implementacio´n adaptativa conduce a considerar taman˜os de paso
ma´s grandes cuando el tiempo aumenta. Es importante observar aqu´ı que
la condicio´n inicial (2.12) satisface las hipo´tesis del Teorema 2.3.5 y, por lo
tanto, cuando se integra con me´todos proyectados de Lawson, el error en
I2 desparece. Aunque no se muestra aqu´ı, este hecho ha sido corroborado
nume´ricamente.
A continuacio´n el objetivo es comentar la implementacio´n de los me´todos
proyectados de Lawson cuando se basan en los adaptativos y encajados de
Runge-Kutta y compararlos con los me´todos exponenciales de splitting enca-
jados. Para ello se ha tomado el me´todo de orden 4(3) de splitting y encajado
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sugerido en [36], el cual se basa en el esquema de Blanes & Moan [9], y cuyo
comportamiento nume´rico fue mostrado para el problema (i) tambie´n en [36].
Los coeﬁcientes de ese me´todo se muestran en la Tabla 3.3.1 y el me´todo se
describe a continuacio´n
un+1 = φb7hn ◦ eia7µhn∆ ◦ . . . ◦ φb2hn ◦ eia2µhn∆ ◦ φb1hn ◦ eia1µhn∆(un),
uˆn+1 = φbˆ7hn ◦ eiaˆ7µhn∆ ◦ . . . ◦ φbˆ2hn ◦ eiaˆ2µhn∆ ◦ φbˆ1hn ◦ eiaˆ1µhn∆(un),
donde φh(y) = e
hif(|y|2)y de nuevo corresponde a la solucio´n exacta de la
segunda ecuacio´n de (2.10).
Para una tolerancia TOL dada se ha tomado como taman˜o inicial de paso
h = TOL
1
5 ,
teniendo en cuenta que el me´todo tiene orden 4 y el error tras un paso
corresponde al error local. Despue´s, a cada paso, el taman˜o de paso se
ajusta considerando una estimacio´n del error cometido a trave´s de
EST = ||un+1 − uˆn+1||L2 ,
y escogiendo
hnuevo = hviejo ·min
(
1.5,max (0.2, (
TOL
EST
)
1
4 )
)
.
Esta iteracio´n continua hasta que EST<TOL, en cuyo caso hn se toma como
el u´ltimo taman˜o de paso hnuevo. Para el siguiente paso el iterante inicial
para hn+1 se toma como hn.
Es importante observar que este procedimiento no permite concatenar pa-
sos como con una implementacio´n de taman˜o de paso ﬁjo. Por otra parte las
exponenciales que permiten calcular fa´cilmente eiajhnµ∆u no pueden ser cal-
culadas ahora al principio sino que necesitan ser calculadas en cada iteracio´n
dado que el valor de hn cambia.
Por otro lado, dado que aˆj = aj(j = 1, 2, 3, 4), cuando se calcula uˆn+1,
algo ma´s de la mitad del coste ya ha sido realizado en el ca´lculo de un+1.
Para ser ma´s preciso, dado que a1 = bˆ7 = 0 = aˆ1, y la simetr´ıa
a2 = a7, a3 = a6, a4 = a5,
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cada iteracio´n del me´todo de splitting encajado conlleva el ca´lculo de 15 ex-
ponenciales vectoriales punto a punto, 8 FFTs y 8 IFFTs. Es interesante
insistir en que, para un nu´mero de nodos suﬁcientemente grande en la dis-
cretizacio´n pseudoespectral, la mayor parte del coste computacional proviene
de esto y no de otros productos de escalares con vectores o productos de vec-
tores punto a punto que tambie´n sean necesarios.
Consideremos a continuacio´n los me´todos proyectados de Lawson encaja-
dos de Runge-Kutta. Para ello hemos de tener en cuenta que el me´todo que
es utilizado para obtener una estimacio´n del error viene dado por
uˆn+1 = e
ihnµ∆un + hi
s∑
r=1
bˆre
i(1−cr)hnµ∆f(|Kr|2)Kr,
ˆˆun+1 =
√
I1(un)
I1(uˆn+1)
uˆn+1.
(En nuestros experimentos hemos encontrado que es ma´s eﬁciente proyectar
tambie´n uˆn+1 con el ﬁn de obtener la mejor estimacio´n del error). De aqu´ı
que, en cada iteracio´n, una vez que se calcula un+1 mediante (2.3)-(2.4),
ya no sean necesarias ma´s exponenciales vectoriales punto a punto ni ma´s
FFTs o IFFTs para calcular uˆn+1. El u´nico coste adicional es una nueva
combinacio´n lineal de vectores previamente calculados. No obstante, del
mismo modo que ocurre con los me´todos de splitting encajados, se necesitan
rehacer exponenciales vectoriales para calcular un+1 en cada iteracio´n dado
que e´stas s´ı dependen del taman˜o particular de cada paso que es cambiante.
Para la comparacio´n con los me´todos de splitting encajados arriba men-
cionados hemos escogido como pares cla´sicos encajados de Runge-Kutta:
Fehlberg 4(5) y Dormand & Prince 5(4) [29]. Es comunmente conocido que
el u´ltimo posee un rendimiento mejor en implementaciones adaptativas que
el primero a pesar de que el primero consta de 6 etapas y el u´ltimo de 7.
En ambos me´todos, dado que el orden de los esquemas encajados es 4, el
nuevo paso despue´s de cada iteracio´n se calcula mediante
hnuevo = hviejo ·min
(
1.5,max (0.2, (
TOL
EST
)
1
5 )
)
.
Es importante mencionar que en los me´todos expl´ıcitos la primera etapa
no cambia en cada iteracio´n sino en cada paso. Por ello, la evaluacio´n de
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f(|K1|2)K1 en el espacio de los coeﬁcientes aproximados de Fourier, se lleva
a cabo solo en cada paso y no en cada iteracio´n. Por otra parte es de resen˜ar
que se producen algunas coincidencias en los valores
{cr}sr=1, {cr − cj} r ∈ {1, . . . , s}
j ∈ {1, . . . , r − 1}
, {1− cr}sr=1,
los cuales determinan las exponenciales vectoriales punto a punto que son
necesarias calcular. Adema´s, si alguno de esos valores se anula, las exponen-
ciales no son necesarias. Lo mismo ocurre cuando los coeﬁcientes asociados
a una exponencial son cero.
De lo anterior, con la fo´rmula encajada para el me´todo proyectado de
Lawson Fehlberg, en cada paso se llevan a cabo 1 FFT y 1 IFFT con inde-
pendencia del nu´mero de iteraciones. Adema´s, se realizan en cada iteracio´n,
12 exponenciales vectoriales punto a punto, 5 FFTs y 5 IFFTs.
Finalmente, para las fo´rmulas encajadas de Dormand & Prince, se debe
resaltar que se aplica la propiedad FSAL [29], lo cual implica que un+1 y
K7 son calculadas al mismo tiempo. Su ventaja es au´n ma´s destacable con
una implementacio´n de paso variable que con una implementacio´n uniforme.
Cabe destacar que el hecho de que b7 = 0 signiﬁca que no hay necesidad
de evaluar f(|K7|2)K7 con una implementacio´n de taman˜o de paso ﬁjo para
calcular un+1 a partir de un (uˆn+1 no se requiere). Sin embargo, en el paso
siguiente, un coincide con el valor previo de K7 y f(|un|2)un necesita ser
calculado de cualquier modo. Con la implementacio´n adaptativa (bˆ7 6= 0),
los f(|K7|2)K7 deben ser calculados pero no sera´n requeridos en el siguiente
paso. En resumen, con el par encajado de Lawson Dormand & Prince, fun-
damentalmente cada iteracio´n conlleva 6 FFTs, 6 IFFTs y 14 exponenciales
vectoriales punto a punto.
Para la comparacio´n nume´rica de los me´todos arriba citados, el dominio
espacial y el nu´mero de nodos N para la discretizacio´n espacial que han sido
utilizados en cada problema son
(i) [−16, 16]× [−16, 16] y N = 5122,
(ii) [−200, 200]× [−200, 200] y N = 10242,
de modo que el error en espacio es despreciable. Las Figuras 2.15 y 2.16
muestran el error en el Hamiltoniano frente al tiempo en cada paso para
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ambos problemas con el me´todo de splitting encajado y el me´todo de Lawson
encajado D&P. (Los resultados para el me´todo de Fehlberg son similares y
no se presentan aqu´ı por razones de brevedad). Como puede observarse,
para cada problema, el comportamiento del error es el mismo para todos los
me´todos considerados. Para el problema (i), el error crece exponencialmente
a tiempo t = 1 mientras que para el problema (ii) el error permanece acotado,
al menos, a tiempo t = 40.
A continuacio´n, en las Figuras 2.17 y 2.18, se muestra el error en el Hamil-
toniano frente al tiempo de cpu para un valor ﬁjo del tiempo para los tres
me´todos consideredos arriba y los problemas (i) y (ii) respectivamente. Para
la singularidad de tipo ‘focusing’, hasta t = 1, los me´todos de splitting y
los pares de Lawson Dormand & Prince s´ı se comportan muy similarmente
mientras que el me´todo de Fehlberg Lawson es ma´s barato solo para errores
entre 10−5 y 10−7. Para el problema de tipo ‘defocusing’, hasta t = 40, el
me´todo proyectado de Lawson encajado D&P funciona mejor que el me´todo
de splitting encajado para errores menores que 10−4 y los esquemas proyecta-
dos de Fehlberg Lawson funcionan mejor que los esquemas de splitting para
errores superiores a 10−4.
S´ı nos gustar´ıa remarcar en esta seccio´n que hemos escogido estos me´todos
alrededor de orden 4 para llevar a cabo la comparacio´n con implementaciones
adaptativas ya que los me´todos de splitting encajados de orden ma´s altos que
se han construido en la literaratura poseen ese orden. Para o´rdenes incluso
superiores, la comparacio´n es probablemente ma´s favorable hacia me´todos
proyectados de Lawson.
2.6 Conclusio´n.
Cuando se intenta integrar con bastante precisio´n soluciones regulares de
la ecuacio´n de Schro¨dinger no lineal que son sime´tricas con respecto a un
punto en un momento dado, deben ser tenidos en cuenta los me´todos de
Lawson proyectados ortogonalmente sobre I1. Por otra parte, del hecho de
que no solo I1 sino tambie´n I2 se conserve, se deduce que el me´todo sea
apropiado para integraciones a largo plazo, al menos, para la integracio´n
de soluciones de onda solitaria [19]. Por otra parte resulta que el me´todo
tambie´n es computacionalmente competitivo frente a otros me´todos de la
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literatura. Los siguientes aspectos esta´n a favor de los me´todos proyectados
de Lawson frente a los de splitting:
(a) Elevado orden de precisio´n con el tiempo. Incrementar el orden
signiﬁca que el nu´mero de etapas de ambos tipos de me´todos se incre-
menta, pero se incrementa ma´s lentamente con los me´todos expl´ıcitos
de tipo Runge-Kutta que con los de splitting.
(b) Elevado nu´mero de nodos para la discretizacio´n espacial. Esto
es debido al hecho de que el nu´mero de nodos esta´ relacionado direc-
tamente con las FFTs y IFFTs que deben necesariamente realizarse.
Su coste es O(N logN) frente a O(N) de las exponenciales vectoriales
punto a punto, productos de escalares con vectores y productos de
vectores con vectores punto a punto.
(c) Implementacio´n adaptativa. Considerar un segundo me´todo enca-
jado para estimar el error signiﬁca ma´s FFTs y exponenciales vecto-
riales punto a punto para los me´todos de splitting, pero no ma´s para
los me´todos proyectados de Lawson.
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Figura 2.7: Error en norma L2 y H con splitting de Strang y condicio´n
inicial correspondiente a una onda solitaria, h = 0.1(arriba), 0.05(medio),
0.025(abajo).
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Figura 2.8: Error en norma L2 y H con el me´todo proyectado de Lawson
basado en (2.7) y condicio´n inicial correspondiente a una onda solitaria, h =
0.1(arriba), 0.05(medio), 0.025(abajo).
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Figura 2.9: Error en norma L2 y H frente a tiempo de CPU con splitting de
Strang (x negro) y Lawson proyectado (2.7) (o magenta), h = 0.5, 0.25, ...
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Figura 2.10: Error en norma L2 y H frente a tiempo de CPU con Lawson
proyectado PLC4 (o rojo, l´ınea continua) y PLF4 (o magenta, l´ınea dis-
continua) y splittings SY4 (x azul, l´ınea continua) y SBM4 (x negro, l´ınea
discontinua), h = 0.5, 0.25, ...
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Figura 2.11: Error en norma L2 y H frente a tiempo de CPU con Lawson
proyectado PLV6 (o magenta) y splittings SY6 (x azul, l´ınea continua) y
SBM6 (x negro, l´ınea discontinua), h = 0.5, 0.25, ...
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Figura 2.12: Error en norma L2 and H frente a tiempo de CPU con Lawson
proyectado PLDP8 (o magenta) y splitting SKL8 (x negro), h = 0.5, 0.25, ...
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Figura 2.13: Error en norma L2 y H frente a tiempo de CPU con Lawson
proyectado PLH10 (o magenta) y splitting SSS10 (x negro), h = 0.5, 0.25, ...
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Figura 2.14: (a) Condicio´n inicial, (b) Solucio´n en t = 1 para el problema
‘focusing’ (i), (c) Solucio´n en t = 40 para el problema ‘defocusing’ (ii)
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Figura 2.15: Error en H frente al tiempo para el problema (i) con el me´todo
proyectado de Lawson encajado D & P (TOL= 10−4, 10−5) y me´todo de
splitting encajado, (TOL= 10−2, 10−3)
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Figura 2.16: Error en H frente al tiempo para el problema (ii) con el me´todo
proyectado de Lawson encajado D & P (TOL= 10−2, 10−3) y me´todo de
splitting encajado (TOL= 10−1, 10−2)
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Figura 2.17: Error en H frente al tiempo de CPU para el problema (i) con el
me´todo proyectado de Lawson Fehlberg encajado (o magenta, l´ınea continua)
y D & P (o green, l´ınea discontinua), TOL= 10−4, 10−5, . . . y me´todo de
splitting KNT (x negro), TOL= 10−2, 10−3, . . .
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Figura 2.18: Error en H frente al tiempo de CPU para el problema (ii)
con el me´todo proyectado de Lawson Fehlberg encajado (o magenta, l´ınea
continua) y D&P (o verde, l´ınea discontinua), TOL= 10−2, 10−3, . . . y me´todo
de splitting KNT (x negro), TOL= 10−1, 10−2, . . .
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Cap´ıtulo 3
Estabilidad integrando ondas
planas.
3.1 Introduccio´n.
La estabilidad nu´merica de las soluciones de tipo onda plana de la ecuacio´n
cu´bica de Schro¨dinger ya ha sido objeto de estudio en la literatura. En primer
lugar podemos decir que ese ana´lisis ya se ha hecho en [48] para el me´todo
de splitting de Lie de primer orden cuando la condicio´n inicial simplemente
se somete a una pequen˜a perturbacio´n de una constante. En segundo lugar,
en [18] el estudio se lleva a cabo para dos me´todos impl´ıcitos (Besse y Fei)
y para un caso ma´s general de pequen˜as perturbaciones de las condiciones
iniciales de la forma u0(x) = ae
ikx (a ∈ C, k ∈ R). En todos los casos
anteriores el ana´lisis se baso´ en la estabilidad lineal en el sentido de que se
ignoraban los te´rminos cuadra´ticos de la perturbacio´n. A continuacio´n se ha
desarrollado en [20] un ana´lisis utilizando desarrollos de Fourier modulados
para el me´todo de splitting de Strang. Ese tipo de ana´lisis es teo´ricamente
va´lido para grandes valores del tiempo aunque requiere ma´s restricciones
sobre los para´metros de integracio´n. No obstante, hasta donde conocemos,
no existe una comprobacio´n nume´rica de los beneﬁcios de ser ma´s restrictivo.
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Por otra parte, muy recientemente, los me´todos exponenciales de splitting
y los me´todos de Lawson basados en esquemas tipo Runge-Kutta [6, 36] han
sido profundamente desarrollados y recomendados para la ecuacio´n cu´bica
de Schro¨dinger por otros autores y de hecho un ana´lisis comparativo de los
mismos ha sido realizado en el cap´ıtulo anterior de esta tesis. Los primeros
conservan dos invariantes (norma and momento) mientras que los u´ltimos
no. Sin embargo, en el cap´ıtulo 2 de esta tesis, las conclusiones son que,
tras proyectar sobre el invariante de la norma (procedimiento muy barato),
tambie´n se proyecta sobre el invariante del momento para muchas soluciones
y, las soluciones de onda plana, esta´n entre ellas. En la comparacio´n con los
me´todos de splitting, en te´rminos de eﬁciencia computacional, el alto grado
de precisio´n en espacio y en tiempo se encuentra a favor de los me´todos
proyectados de Lawson aunque los me´todos exponenciales de splitting son
tambie´n muchas veces una herramienta preferible.
El objetivo de este cap´ıtulo es analizar y comparar ambos tipos de me´todos
con respecto a su comportamiento en te´rminos de estabilidad nume´rica cuando
se integran soluciones de onda plana. Para ello nos centraremos, en una
primera etapa y por simplicidad, en los me´todos de segundo orden: el me´todo
de splitting de Strang [47] y los me´todos expl´ıcitos de Lawson de 2 etapas con
soporte Runge-Kutta. Este u´ltimo es una familia uniparame´trica de me´todos
y todos los ana´lisis sera´n llevados a cabo en te´rminos de dicho para´metro
(d). Adema´s se considerara´n tanto los me´todos proyectados sobre el inva-
riante de la norma como los que no lo son. Para los experimentos nume´ricos
hemos escogido la discretizacio´n pseudoespectral dada su elevada precisio´n
para soluciones regulares y tambie´n porque se adecu´a perfectamente con el
ana´lisis de las diferentes frecuencias lo cual se ha hecho en a lo largo de este
cap´ıtulo para el problema continuo en espacio.
Veremos que los me´todos de splitting de Strang, excepto por los errores
de redondeo, integran exactamente en el tiempo las soluciones de onda plana.
Los me´todos de Lawson, sin embargo, carecen de esta propiedad. A pesar
de ello, cuando se proyectan sobre el invariante de la norma se obtiene que,
no solo desaparece el error en el momento, sino tambie´n desaparece en el
Hamiltoniano para este tipo de soluciones. Estos hechos nos conducen a
conjeturar que los me´todos proyectados se comportara´n mejor en te´rminos
de estabilidad.
Una conclusio´n de este cap´ıtulo es que los resultados obtenidos van a
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ser independientes de la frecuencia k de la onda no perturbada en contraste
con lo que ocurre con los me´todos de Besse & Fei en [18]. Por otra parte,
en la comparacio´n entre los me´todos de Strang y de Lawson, cuando |λ||a|2
es suﬁcientemente pequen˜a (siendo λ un para´metro real de la ecuacio´n),
todos los me´todos se comportan de manera similar; pero, cuando |λ||a|2 es
ma´s grande, los me´todos de Strang se comportan mejor que los me´todos
proyectados de Lawson y, estos u´ltimos, mejor que los no proyectados.
De cualquier modo tambie´n se sugiere una te´cnica de ﬁltrado con el objeto
de evitar inestabilidades nume´ricas en todos los me´todos nume´ricos cuando
el problema continuo es estable.
Este cap´ıtulo se estructura como sigue. En la seccio´n 2 se dan algunos
resultados preliminares acerca del problema continuo as´ı como de los inte-
gradores nume´ricos considerados. En la seccio´n 3 se justiﬁca el compor-
tamiento de todos los me´todos considerados cuando se integra la onda plana
exacta. Adema´s se establecen los resultados precisos para todos los me´todos
considerados. En aras de una mayor claridad las pruebas han sido relegadas
a un ape´ndice. La seccio´n 4 contiene las diferentes regiones de estabilidad
para los me´todos de Strang y de Lawson correspondientes a d = 1. Final-
mente, en la seccio´n 5, se muestra la representacio´n nume´rica de los distintos
me´todos para diferentes condiciones iniciales y diferentes taman˜os de paso
as´ı como una sugerencia de la te´cnica para evitar inestabilidades.
3.2 Preliminares.
3.2.1 Problema Continuo.
Consideremos la ecuacio´n
ut = i∆u− iλ|u|2u, λ ∈ R, (3.1)
con condiciones perio´dicas en un cierto intervalo, el cual, por simplicidad
sera´ [0, 2π]. Para este problema, segu´n se deduce de los preliminares de la
seccio´n 0.1, los invariantes descritos all´ı son
H =
1
2
∫ 2π
0
(|ux|2 + λ
2
|u|4) dx,
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I1 = −1
2
∫ 2π
0
|u|2 dx, (3.2)
I2 = −1
2
∫ 2π
0
Im(uu∗x) dx.
Las soluciones para la onda plana tienen la siguiente forma
u(x, t) = aei(kx−ωt), a ∈ C,
donde
ω = k2 + λ|a|2. (3.3)
Nos interesa conocer la estabilidad nume´rica cuando se integran estas
soluciones pero resulta interesante primero conocer lo que ocurre en el caso
continuo. Si
u0 = a(1 +
∞∑
l=−∞
ǫˆl(0)e
ilx)eikx, (3.4)
donde todos los ǫˆl(0) se suponen pequen˜os, la solucio´n exacta de (3.1) se
puede escribir como
u(x, t) = aei(kx−ωt)(1 +
∞∑
l=−∞
ǫl(t)e
ilx),
donde, despreciando los te´rminos de orden superior a ǫl,
d
dt
(
ǫl
ǫ¯−l
)
= iGl
(
ǫl
ǫ¯−l
)
, Gl =
( −l2 − 2kl − λ|a|2 −λ|a|2
λ|a|2 l2 − 2kl + λ|a|2
)
.
De lo anterior puede deducirse que ǫ0(t) = ǫˆ0(0)e
−λ|a|2it, el cual permanece
constante en mo´dulo a lo largo del tiempo. Por otra parte, para l 6= 0, dado
que los valores propios de iGl son
(−2k ±
√
l2 + 2λ|a|2)il,
el modo correspondiente es inestable cuando
l2 < −2λ|a|2.
Por lo tanto, la inestabilidad solo puede ocurrir cuando λ < 0.
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3.2.2 Descripcio´n de los me´todos.
Consideremos el me´todo de splitting de Strang ya descrito en (2.11) donde,
para nuestra ecuacio´n, φt(uI) denota la solucio´n de
ut = −iλ|u|2u, u(0) = uI ,
despue´s del tiempo t. Obse´rvese que, como ya hemos mencionado previa-
mente, |u| es un invariante de esta ecuacio´n y, por lo tanto
φt(uI) = e
−iλt|uI |2uI .
Por otra parte, para cualquier valor distinto de cero del para´metro d,
consideraremos el me´todo exponencial de Lawson que se construye a partir
del me´todo de orden 2 de Runge-Kutta correspondiente al tablero de Butcher
dado por
0 0
d d 0
2d−1
2d
1
2d
. (3.5)
(En los siguientes resultados nos centraremos principalmente en valores de
d cercanos a (0, 1], los cuales son los ma´s importantes en la pra´ctica). El
me´todo de Lawson [37] entonces se escribe, de acuerdo con (25)-(26), como
sigue
K = eidh∂xxu0 − dhiλeidh∂xx|u0|2u0,
u1 = e
ih∂xxu0 − hiλ[2d− 1
2d
eih∂xx|u0|2u0 + 1
2d
ei(1−d)h∂xx|K|2K]. (3.6)
Tambie´n consideraremos su proyeccio´n sobre la norma I1. Segu´n el cap´ıtulo
anterior, el me´todo viene dado por
u˜1 =
√∫ |u0|2∫ |u1|2u1. (3.7)
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3.3 Resultados teo´ricos.
3.3.1 Comportamiento de los distintos me´todos cuando
se integra la onda plana.
Supongamos de momento que la condicio´n inicial es la solucio´n de la onda
plana exacta sin perturbaciones
u0 = ae
ikx.
Resulta fa´cil comprobar que el me´todo de Strang produce la solucio´n exacta
despue´s de un paso dado que
eit∂xxeikx = ei(kx−k
2t), (3.8)
φs(ae
i(kx−k2t)) = ae−iλ|a|
2sei(kx−k
2t),
lo cual implica que
u1 = e
ih
2
∂xxφh(ae
i(kx−k2 h
2
)) = ei
h
2
∂xx(e−iλh|a|
2
aei(kx−k
2 h
2
))
= ae−iλh|a|
2
ei(kx−k
2h) = aei(kx−h(k
2+λ|a|2)) = aei(kx−ωh).
Por otra parte, la solucio´n nume´rica despue´s de un paso de taman˜o h con
el me´todo de Lawson viene dado por
u1 = aAe
i(kx−ωh), (3.9)
donde ω esta´ dado por (3.3) y
A = eiλ|a|
2h(1− λ
2h2
2
|a|4 − λ
4h4
2
d2|a|8 − λhi|a|2 − λ
3h3i
2
d|a|6).(3.10)
Puede observarse que A diﬁere de 1 en
h3λ3|a|6i(d
2
+
1
6
) +O(h4), (3.11)
lo cual corresponde a un error local comporta´ndose como una O(h3) cuando
d 6= −1
3
y conduce en general a un error global de orden 2 en la norma L2.
No obstante,
|A| = 1 + 1
2
λ4h4|a|8(−d2 + d+ 1
4
) +O(h6), (3.12)
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lo cual explica que el me´todo muestre orden 3 en los invariantes I1, I2 y H
(3.2), teniendo en cuenta que
|u(t)|2 = |a|2, |u1|2 = |a|2|A|2, |ux(t)|2 = k2|a|2, |u1,x|2 = k2|a|2|A|2,
uu¯x(t) = −ik|a|2, u1u¯1,x = −ik|a|2|A|2.
Esto se puede comprobar nume´ricamente en las Figuras 3.1 y 3.2 donde
el error se representa frente al tiempo tomando N = 10 nodos en una dis-
cretizacio´n pseudoespectral en espacio y taman˜os de paso de tiempo h =
0.1, 0.01, 0.001. Hemos considerado (3.1) con λ = 1 y condicio´n inicial
u0 = 0.5e
ix. Se ha tomado como para´metro el valor d = 1.
Sin embargo, cuando se considera la proyeccio´n del me´todo sobre la norma
I1, ocurre que
u˜1 =
√∫ |u0|2∫ |u1|2u1 =
1
|A|u1 = a
A
|A|e
i(kx−ωh).
De aqu´ı, es claro que, con el me´todo proyectado, no solo el error en la norma
se anula sino tambie´n lo hacen los errores en el momento y el Hamiltoniano.
Adema´s, con respecto a la estabilidad, obse´rvese que la amplitud de la
onda plana exacta, antes de proyectar y de acuerdo con (3.12), crece tras un
paso en el tiempo cuando d ∈ (1
2
−
√
2
2
, 1
2
+
√
2
2
) para un valor suﬁcientemente
pequen˜o de h. Sin embargo, despue´s de proyectar, eso no ocurre nunca ma´s,
lo cual parece sugerir que ‘proyectar’ va a ser beneﬁcioso tambie´n para la
estabilidad. El resultado que viene a continuacio´n precisa ma´s el compor-
tamiento de la solucio´n de onda plana perturbada.
3.3.2 Comportamiento de los diferentes me´todos cuando
se integra una onda plana perturbada.
Para estudiar la estabilidad nume´rica cuando se integra una onda plana per-
turbada (3.4), la solucio´n despue´s de un paso de taman˜o h queda de la
siguiente forma
u1 = a
(
1 +
∞∑
l=−∞
ǫˆl,1(h)e
ilx
)
ei(kx−ωh).
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Despue´s de n pasos consideraremos la siguiente notacio´n
un = a
(
1 +
∞∑
l=−∞
ǫˆl,n(h)e
ilx
)
ei(kx−ωnh).
Estamos interesados en observar el crecimiento de los coeﬁcientes ǫˆl,n(h) con
respecto a ǫˆl(0) y n, y diremos que la frecuencia l es estable si ǫˆl,n(h) no crece
con n.
Teorema 3.3.1 Cuando se utiliza el splitting de Strang, descartando los
te´rminos que sean de orden cuadra´tico en la condiciones iniciales de las per-
turbaciones {ǫˆl(0)},(
ǫˆl,1(h)
ǫˆ−l,1(h)
)
=
(
Bl Cl
C−l B−l
)(
ǫˆl(0)
ǫˆ−l(0)
)
, (3.13)
donde
Bl = (1− iλh|a|2)e−(2kl+l2)hi, Cl = −iλh|a|2e−2klhi. (3.14)
De aqu´ı que, (
ǫˆl,n(h)
ǫˆ−l,n(h)
)
=
(
Bl Cl
C−l B−l
)n(
ǫˆl(0)
ǫˆl(0)
)
. (3.15)
Lo que ocurre es que el mo´dulo de todos los valores propios de la matriz en
(3.13) son independientes de k y solo dependen de λh|a|2 y l2h. Adema´s,
cuando
| cos(l2h)− λh|a|2 sin(l2h)| < 1,
los valores propios son diferentes y tienen mo´dulo 1, mientras que si
| cos(l2h)− λh|a|2 sin(l2h)| > 1,
uno de los valores propios tiene mo´dulo > 1. Au´n ma´s,
• Para l = 0, ǫˆ0,n satisface
Re(ǫˆ0,n(h)) = Re(ǫˆ0(0)),
Im(ǫˆ0,n(h)) = Im(ǫˆ0(0))− 2λh|a|2nRe(ǫˆ0(0)). (3.16)
lo cual implica que la parte real de ǫˆ0,n permanece constante en cada
paso mientras que la parte imaginaria crece linealmente si Re(ǫˆ0(0)) 6=
0, λ 6= 0 y a 6= 0.
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• Para l 6= 0 y h suﬁcientemente pequen˜o,
• Para cualquier λ > 0, todas las frecuencias son estables dado que
todos los valores propios de la matriz en (3.13) son diferentes y
tienen mo´dulo 1.
• Para cualquier λ < 0, si l2 < −2λ|a|2, algunos valores propios
de la matriz en (3.13) tiene mo´dulo > 1 (de hecho 1 + O(h)), lo
cual hace que esas frecuencias sean inestables. Si l2 > −2λ|a|2,
todos los valores propios son diferentes y tienen mo´dulo 1 y, por
lo tanto, son estables.
Comentario 3.3.2 No´tese que, para k = 0, las conclusiones acerca de la
estabilidad para el me´todo de Strang son las mismas que las obtenidas para
el me´todo de splitting de Lie en la seccio´n 5.3 en [18], aunque la matriz en
(3.13) no sea la misma.
Comentario 3.3.3 Es interesante observar que, para h suﬁcientemente pe-
quen˜o, la inestabilidad con el me´todo de Strang solo tiene lugar cuando λ < 0
y l2 < −2λ|a|2, lo cual se corresponde con la inestabilidad del problema
continuo.
Teorema 3.3.4 Cuando se utilizan los me´todos de Lawson (3.6), descar-
tando los te´rminos que sean de orden cuadra´tico en la condiciones iniciales
de las perturbaciones {ǫˆl(0)}, para l 6= 0, se tiene (3.13) con
Bl = (1− 2λhi|a|2 − λ3h3id|a|6 − 2λ2h2|a|4 − 2λ4h4d2|a|8)e−(l2+2kl−λ|a|2)hi
+(
1
2
(λ2h2|a|4 − λ4h4d2|a|8)− iλ3h3d|a|6)e((2d−1)l2−2kl+λ|a|2)hi, (3.17)
Cl = ((−λ4h4d2|a|8 − λ2h2|a|4)− λhi
2d
(2d− 1)|a|2)e−(l2+2kl−λ|a|2)hi
+(− λ4h4d2|a|8 − λhi
2d
(|a|2 + 3λ2h2d2|a|6))e((2d−1)l2−2kl+λ|a|2)hi.(3.18)
Adema´s, para l = 0,(
ǫˆ0,1(h)
ǫˆ0,1(h)
)
=
(
B0 C0
C¯0 B¯0
)(
ǫˆ0(0)
ǫˆ0(0)
)
+
(
A− 1
A− 1
)
, (3.19)
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donde B0 y C0 se corresponden con (3.17) y (3.18) con l = 0 y A con (3.10).
De ah´ı que, para l 6= 0 se veriﬁque (3.15) de nuevo, mientras que para l = 0,
(
ǫˆ0,n(h)
ǫˆ0,n(h)
)
=
(
B0 C0
C¯0 B¯0
)n ( ǫˆ0(0)
ǫˆ0(0)
)
−
(
1−B0 −C0
C¯0 1− B¯0
)−1(
A− 1
A− 1
)

+
(
1−B0 −C0
C¯0 1− B¯0
)−1(
A− 1
A− 1
)
, (3.20)
donde el u´ltimo te´rmino (o el segundo entre pare´ntesis) puede verse como
una O(h2).
Ocurre que, para todas las frecuencias l, los valores propios de la matriz(
Bl Cl
C−l B−l
)
(3.21)
son independientes de k y solo dependen de λh|a|2, h2l y obviamente d. Por
otra parte, para h suﬁcientemente pequen˜o,
• La frecuencia l = 0 es inestable para d ∈ (1
2
−
√
2
2
, 1
2
+
√
2
2
)\{0} dado
que en este caso todos los valores propios de la matriz elevada a n en
(3.20) tiene mo´dulo > 1 (aunque sea 1 +O(h4)).
• Para l 6= 0,
• Siempre que λ > 0, si d ∈ (−1
2
, 3
2
)\{0}, los valores propios de la
matriz (3.21) tienen mo´dulo < 1 para l2 /∈ I con
I =
(
max{0, λ|a|2(1−
√
−3d2 + 3d+ 94
2d2 − 2d+ 1 )}, λ|a|
2(1 +
√
−3d2 + 3d+ 94
2d2 − 2d+ 1 )
)
,(3.22)
mientras que para l2 ∈ I, existe al menos un valor propio de
mo´dulo > 1 (de hecho es 1 +O(h4)).
• Siempre que λ < 0, si 2λ|a|2 + l2 < 0, la frecuencia l es inestable
dado que existe al menos un valor propio de la matriz (3.21) que
tiene mo´dulo > 1 (de hecho es 1 + O(h)). Si 2λ|a|2 + l2 > 0, los
valores propios tienen mo´dulo < 1 y la frecuencia es estable.
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Comentario 3.3.5 No´tese que, a diferencia del me´todo de Strang, para h
suﬁcientemente pequen˜o, aparecen inestabilidades con los me´todos de Lawson
que no se corresponden con los del problema continuo. Sin embargo, en
este caso, las inestabilidades son mucho ma´s de´biles que las correspondientes
al caso continuo. (El mo´dulo de los valores propios es 1 + O(h4) frente a
1 +O(h)). En la pra´ctica, los primeros no signiﬁcan una inestabilidad real.
Teorema 3.3.6 Cuando se utilizan los me´todos proyectados de Lawson
(3.7), descartando los te´rminos que sean de orden cuadra´tico en las condi-
ciones iniciales de las perturbaciones {ǫˆl(0)}, para l 6= 0,(
ǫˆl,1(h)
ǫˆ−l,1(h)
)
=
1
|A|
(
Bl Cl
C−l B−l
)(
ǫˆl(0)
ǫˆ−l(0)
)
, (3.23)
donde A es la de (3.10) y Bl, Cl son las de (3.17)-(3.18). Adema´s, para
l = 0, (
ǫˆ0,1(h)
ǫˆ0,1(h)
)
=
(
B˜0 C˜0
¯˜C0
¯˜B0
)(
ǫˆ0(0)
ǫˆ0(0)
)
+
( A
|A| − 1
A
|A| − 1
)
, (3.24)
con
B˜0 =
A
2|A|(1−
AC¯0 + A¯B0
|A|2 ) +
B0
|A| ,
C˜0 =
A
2|A|(1−
AB¯0 + A¯C0
|A|2 ) +
C0
|A| .
De aqu´ı que, para l 6= 0 (3.15) sea va´lido de nuevo junto con el factor 1/|A|n,
mientras que para l = 0,(
˜ˆǫ0,n(h)
˜ˆǫ0,n(h)
)
=
(
B˜0 C˜0
¯˜
C0
¯˜
B0
)n ( ǫˆ0(0)
ǫˆ0(0)
)
−
(
1− B˜0 −C˜0
¯˜
C0 1− ¯˜B0
)−1( A
|A| − 1
A
|A| − 1
)

+
(
1− B˜0 −C˜0
¯˜
C0 1− ¯˜B0
)−1( A
|A| − 1
A
|A| − 1
)
, (3.25)
donde se puede ver que el u´ltimo te´rmino (o el segundo entre pare´ntesis) es
una O(h2).
Ocurre que A y el mo´dulo de los valores propios de la matrices en (3.23)
y (3.24) son independientes de k y solo dependen de λh|a|2, h2l y obviamente
de d. Por otra parte, para h suﬁcientemente pequen˜o,
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• La frecuencia l = 0 es estable para d > −1
3
dado que la matriz en (3.24)
tiene todos los valores propios con mo´dulo < 1.
• Para l 6= 0,
• Para cualquier λ > 0, si d ∈ (1−
√
5
2
, 1+
√
5
2
)\{0}, los valores propios
de
1
|A|
(
Bl Cl
C¯−l B¯−l
)
(3.26)
tienen mo´dulo < 1 para l2 /∈ I˜ con
I˜ =
(
max{0, λ|a|2(1−
√
−2d2 + 2d+ 2
2d2 − 2d+ 1 )}, λ|a|
2(1 +
√
−2d2 + 2d+ 2
2d2 − 2d+ 1 )
)
,
mientras que para l2 ∈ I˜ existe al menos un valor propio de mo´dulo
> 1 (de hecho es 1 +O(h4)).
• Para cualquier λ < 0, si 2λ|a|2 + l2 < 0, la frecuencia l es ines-
table dado que existe al menos un valor propio en (3.26) que tiene
mo´dulo > 1 (de hecho es 1 + O(h)). Si 2λ|a|2 + l2 > 0, esa fre-
cuencia es estable dado que todos los valores propios tienen mo´dulo
< 1.
Comentario 3.3.7 El me´todo proyectado de Lawson ha mejorado la estabi-
lidad para h suﬁcientemente pequen˜o en el siguiente sentido. Por una parte,
para l = 0, la de´bil inestabilidad que exist´ıa para d ∈ (1
2
−
√
2
2
, 1
2
+
√
2
2
)\{0}
ha desaparecido. Por otra parte, para l 6= 0 y λ > 0, siempre que
d ∈ (1
2
−
√
2
2
,
1
2
+
√
2
2
) ⊂ (−1
2
,
3
2
) ⊂ (1−
√
5
2
,
1 +
√
5
2
),
el conjunto de valores {l2} para los cuales ocurre la inestabilidad disminuye
dado que √
−2d2 + 2d+ 2
2d2 − 2d+ 1 <
√
−3d2 + 3d+ 9
4
2d2 − 2d+ 1 ,
para esos valores de d. En cualquier caso, insistimos de nuevo en que la
posible inestabilidad es muy de´bil dado que los mo´dulos de los valores propios
son 1 +O(h4).
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3.4 Regiones de estabilidad.
En esta seccio´n observaremos cua´ndo aparece la inestabilidad nume´rica. No
solo estamos interesados en lo que ocurre cuando h → 0 para cada valor
particular de l, sino en lo que ocurre para un problema en particular en que
varias frecuencias son importantes y consideramos un valor de h particular
suﬁcientemente bueno para la consistencia de la integracio´n nume´rica del
problema.
Como se ha establecido en teoremas previos, para cada me´todo consi-
derado en este cap´ıtulo, la estabilidad o inestabilidad solo depende de los
valores hλ|a|2 y √hl para cada frecuencia y es independiente del valor de k
de la condicio´n inicial.
Por lo tanto, usando como coordenadas x = hλ|a|2 y y = √hl, vamos a
representar en el plano (x, y) un punto donde las matrices que determinan
la estabilidad en los Teoremas 3.3.1,3.3.4,3.3.6 resultan tener un valor propio
de mo´dulo > 1.000001 segu´n MATLAB. (Se ha escogido este valor en vez de
1 debido a la alta sensibilidad en los ca´lculos de los valores propios cerca de
valores propios dobles y porque los valores propios que diﬁeren, en mo´dulo, de
1 menos que 0.000001 tardan bastante tiempo en mostrar su comportamiento
inestable).
La Figuras 3.3, 3.4 y 3.5 muestran las regiones de estabilidad para los
me´todos de Strang, no proyectado de Lawson con d = 1 y proyectado de
Lawson correspondiente a d = 1. En la zona considerada (la misma que en
[18]), el me´todo menos inestable es claramente el me´todo de Strang mientras
que el me´todo proyectado de Lawson es ma´s estable que el no proyectado
al menos en l = 0, lo cual corrobora los resultados mostrados en secciones
previas. Obse´rvese tambie´n que la inestabilidad continua corresponde al
interior de la para´bola que se representa mediante l´ınea roja discontinua.
Se podr´ıa pensar que todos estos me´todos no son de utilidad en com-
paracio´n con los impl´ıcitos considerados en [18], donde las regiones de ines-
tabilidad son mucho ma´s pequen˜as. Sin embargo, ese no es el caso ya que,
por una parte, estos me´todos son mucho ma´s baratos dado que son expl´ıcitos
y, por otra parte, la restriccio´n sobre el taman˜o de paso por razones de con-
sistencia conduce a considerar valores de hλ|a|2 mucho ma´s pequen˜os de 30.
(Obse´rvese, por ejemplo que, para la solucio´n de onda plana exacta, el e-
111
rror de truncamiento local correspondiente al me´todo no proyectado (3.11)
depende directamente del cubo de dicha cantidad). Por ello, en las Figuras
3.6, 3.7 y 3.8, de nuevo se han representado las regiones de inestabilidad
para los diferentes me´todos pero en una ventana de valores hλ|a|2 mucho
ma´s estrecha que antes. La conclusio´n es de nuevo clara. En esa ventana, la
zona de inestabilidad para el me´todo de Strang es bastante ma´s pequen˜a que
la que corresponde a los me´todos proyectados y no proyectados de Lawson,
fundamentalmente cuando λ > 0 y l es pequen˜o. La u´nica clara mejora del
me´todo proyectado de Lawson frente al no proyectado es la que corresponde
a la frecuencia l = 0. Adema´s, observemos que, para valores suﬁcientemente
pequen˜os de h y λ < 0, las diferentes regiones de estabilidad concuerdan con
la para´bola que determina la estabilidad continua. Esto corrobora los resul-
tados de las secciones previas. Ma´s concretamente, los Teoremas 3.3.1, 3.3.4
y 3.3.6. De un modo similar, para los me´todos sin proyectar y proyectados de
Lawson, cuando λ > 0, las regiones de estabilidad concuerdan bastante bien
con las para´bolas y2 = 5x/2 y y2 = (1 +
√
2)x respectivamente, las cuales
esta´n representadas en l´ınea discontinua en color magenta y corresponden a
los extremos superiores de los intervalos I y I˜, los cuales determinan los va-
lores de inestabilidad para d = 1 en los Teoremas 3.3.4 y 3.3.6. Remarcamos
que en las Figuras 3.6, 3.7 y 3.8 no hay concordancia con tales para´bolas para
valores muy pequen˜os de h porque se dibuja en color oscuro solo los valores
que conducen a valores propios de mo´dulo > 1 + 10−6. Como los mismos
teoremas prueban, los mo´dulos de los valores propios en la zona interior de
la para´bola son 1 + O(h4) y, por lo tanto, para valores muy pequen˜os de h,
el programa no los dibuja dentro de la zona de inestabilidad. De hecho, la
inestabilidad tardar´ıa mucho en aparecer.
La siguiente seccio´n esta´ dedicada a explicar co´mo evitar, en cualquier
caso, las inestabilidades correspondientes a las frecuencias ma´s altas.
3.5 Evitando inestabilidades.
En esta seccio´n, se muestra co´mo evitar inestabilidades nume´ricas cuando se
integran soluciones perturbadas de onda plana de la ecuacio´n de Schro¨dinger
que satisfacen que, o bien son regulares, o presentan un pequen˜o pero inco´modo
ruido. Para ello necesitamos tener una regio´n de estabilidad para el corres-
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pondiente me´todo que contenga un pequen˜o recta´ngulo centrado en (0, 0) en
las variables (hλ|a|2, h1/2l) excepto para los puntos interiores a la para´bola
que determina la estabilidad continua. No´tese que, para el me´todo de Strang
y los me´todos sin proyectar y proyectados de Lawson de la seccio´n anterior,
podr´ıamos considerar, al menos, un recta´ngulo de altura 2× 1.5 y 2× 0.025
de anchura.
Obse´rvese que nuestro problema (3.1) esta´ muy bien ajustado mediante
la discretizacio´n pseudoespectral de modo que el error en espacio puede
considerarse despreciable. Hemos integrado el problema (3.1) con λ = 1
y condicio´n inicial
u0 = 0.5(1 + 0.1x
7(2π − x)7/π14),
la cual es una perturbacio´n regular de la solucio´n de onda plana correspon-
diente a a = 0.5 y k = 0. Cuando se consideran N = 100 nodos en espacio
y taman˜os de paso para el tiempo de h = 0.1, 0.01, 0.001, medimos el error
en el Hamiltoniano y lo representamos frente al tiempo en la Figura 3.9 para
los diferentes me´todos considerados. Es evidente para todos los me´todos la
inestabilidad que ocurre cuando h = 0.1 pero que desaparece cuando h dis-
minuye. Para l 6= 0, esto esta´ de acuerdo con los Teoremas 3.3.4 y 3.3.6,
dado que
λ|a|2(1 +
√
−3d2 + 3d+ 9
4
2d2 − 2d+ 1 ) = 5/8, λ|a|
2(1 +
√
−2d2 + 2d+ 2
2d2 − 2d+ 1 ) =
1 +
√
2
4
,
en nuestro problema y no existe valor de l2 con l 6= 0 natural menor que
cualquiera de esos dos valores.
En la Figura 3.10, representamos el ma´ximo de los valores absolutos de
los valores propios de las matrices que determinan la estabilidad para l =
0, 1, . . . , 50, para los diferentes me´todos cuando a = 0.5, λ = 1 and h = 0.1.
(De nuevo han sido calculados con MATLAB). Es claro que para todos los
me´todos ese valor ma´ximo es, fundamentalmente, 1 salvo para l = 0. Para el
me´todo de Strang obtenemos un valor ma´ximo absoluto de ∼ 1 + 2× 10−12
mientras que con el me´todo no proyectado de Lawson es de ∼ 1 + 2 × 10−7
y de ∼ 1 + 9× 10−15 con el me´todo proyectado de Lawson. Hay una mejora
aqu´ı para el me´todo proyectado de Lawson tal y como podr´ıa esperarse de
acuerdo con el Teorema 3.3.6. No obstante, lo causa de la inestabilidad para
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los tres me´todos es solo la frecuencia l = 35 en el rango [0 : 1 : 50]. Incluso
para el me´todo no proyectado de Lawson, la estabilidad nume´rica en l = 0
es tan de´bil que no se aprecia en los experimentos. Para otros valores de
h = 0.01, 0.001, el ma´ximo es siempre fundamentalmente menor que 1 para
ese rango de frecuencias.
Para una mejor comparacio´n entre los tres me´todos considerados en este
cap´ıtulo, para el mismo problema, hemos tomado
u0 = 2(1 + 0.1x
7(2π − x)7/π14),
lo cual solo signiﬁca cambiar el valor de a a a = 2. De esta forma,
λ|a|2(1+
√
−3d2 + 3d+ 9
4
2d2 − 2d+ 1 ) = 10, λ|a|
2(1+
√
−2d2 + 2d+ 2
2d2 − 2d+ 1 ) = 4(1+
√
2),
de modo que para los me´todos no proyectado y proyectado de Lawson existen
valores de l 6= 0 que conducen a inestabilidad nume´rica para valores pequen˜os
de h cuando λ > 0. Adema´s, aunque el mo´dulo de uno de los valores propios
es solo 1+O(h4), la constante en O(h4) tedra´ un te´rmino de la forma Cλ4|a|8
para algunas constantes moderadas C. El hecho de que λ = 1 y a = 2 hace
que ese te´rmino no sea despreciable al menos para valores no demasiado
pequen˜os de h. Lo mismo ocurre con la inestabilidad en l = 0 para el me´todo
no proyectado de Lawson. De hecho, para h = 0.1, el ma´ximo en mo´dulo
de los valores propios se calcula con MATLAB y resulta ser ∼ 1 + 3× 10−2
mientras que vale ∼ 1+3× 10−7 para h = 0.01. Sin embargo, con el me´todo
proyectado de Lawson, ese valor resulta ser exactamente 1 para h = 0.1 y
∼ 1+2× 10−15 para h = 0.01. Para el me´todo de Strang vale ∼ 1+8× 10−9
para h = 0.1 y ∼ 1 + 2× 10−9 para h = 0.01.
En la Figura 3.11 se muestran los errores con los tres me´todos, tal y como
antes se hizo. Todos los me´todos muestran inestabilidades aunque el me´todo
no proyectado de Lawson resulta ser el peor en el sentido de que no es capaz
de producir resultado alguno en la aritme´tica de punto ﬂotante con h = 0.1.
El ma´ximo de los mo´dulos de los valores propios se representa en la Figura
3.12 para h = 0.1 y h = 0.01 donde las frecuencias que producen inestabi-
lidades se pueden ver para todos los casos. Excepto para l = 0, ese nu´mero
de frecuencias es muy similar para los me´todos no proyectados y proyectados
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de Lawson. Sin embargo, con el me´todo de Strang son menos las frecuencias
que causan inestabilidad.
Lo que sugerimos en esta seccio´n, de cara a evitar posibles inestabilidades
en los me´todos de Strang y no proyectados y proyectados de Lawson, es lo
siguiente: En cada paso, cuando
√
h|l| > 1.5, (3.27)
si denotamos por Cn(l) el coeﬁciente correspondiente a la l-e´sima frecuencia
de la discretizacio´n pseudoespectral en el paso n, siempre que |Cn+1(l)| >
1.000001|Cn(l)|, cambiamos Cn+1(l) a
C¯n+1(l) = Cn+1(l)
|Cn(l)|
|Cn+1(l)| ,
de modo que el coeﬁciente correspondiente a esa frecuencia no puede cre-
cer con el tiempo en mo´dulo. Eso es exactamente lo que ocurre cuando la
situacio´n se corresponde con la estabilidad del caso continuo. Adema´s, dado
que no se esta´n cambiando los coeﬁcientes de las frecuencias ma´s pequen˜as
del problema para valores pequen˜os de h a causa de (3.27), la consistencia
del me´todo no se altera para perturbaciones regulares. (Esto se debe al he-
cho de que los coeﬁcientes de las frecuencias ma´s grandes son mucho ma´s
pequen˜as que los de las frecuencias ma´s pequen˜as y, por lo tanto, son las que
importan). Los resultados correspondientes despue´s del ﬁltrado se represen-
tan en la Figura 3.13 para a = 0.5 y en la Figura 3.14 para a = 2. Para
a = 0.5, la mejora es clara con todos los me´todos. No obstante, para a = 2
y h = 0.1 el me´todo no proyectado de Lawson no logra obtener una solucio´n
y, con el me´todo proyectado de Lawson, los errores son todav´ıa muy malos.
(La razo´n para ello es que en ese caso hλ|a|2 = 0.4, de modo que no estamos
en la zona ‘rectangular’ de estabilidad que fue mencionada al principio de
la seccio´n). Sin embargo, para el me´todo de Strang y todos los taman˜os de
paso considerados y para los me´todos de Lawson con el resto de valores h,
los errores son ya muy aceptables.
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3.6 Ape´ndice A. Prueba del Teorema 3.3.1.
Considerando la forma particular de u0 (3.4) junto con (3.8),
ei
h
2
∂xxu0 = a[e
i(kx−k2 h
2
) +
∞∑
l=−∞
ǫˆl(0)e
i[(k+l)x−(k+l)2 h
2
]].
De aqu´ı, despreciando te´rminos de orden superior en los pequen˜os coeﬁcientes
ǫˆl(0),
|eih2 ∂xxu0|2 ≈ |a|2
[
1 +
∞∑
l=−∞
ǫˆl(0)e
ilxe−(2kl+l
2)h
2 +
∞∑
l=−∞
ǫˆ−l(0)eilxe(−2kl+l
2)h
2
]
.
Entonces,
Ψh(e
ih
2
∂xxu0)
≈ ae−iλh|a|2
[
1− iλh|a|2[
∞∑
l=−∞
ǫˆl(0)e
ilxe−(2kl+l
2)h
2 +
∞∑
l=−∞
ǫˆ−l(0)e
ilxe(−2kl+l
2)h
2 ]
]
·
[
ei(kx−k
2 h
2
) +
∞∑
l=−∞
ǫˆl(0)e
i[(k+l)x−(k+l)2 h
2
]
]
≈ ae−iλh|a|2
[
ei(kx−k
2 h
2
) +
∞∑
l=−∞
ǫˆl(0)e
i[(k+l)x−(k+l)2 h
2
]
−iλh|a|2[ ∞∑
l=−∞
ǫˆl(0)e
i[(k+l)x−(k+l)2 h
2
] +
∞∑
l=−∞
ǫˆ−l(0)e
i[(k+l)x−h
2
(k2+2kl−l2)]
]]
.
Finalmente,
u1 = ae
i(kx−(k2+λ|a|2)h)
[
1 + (1− iλh|a|2)
∞∑
l=−∞
ǫˆl(0)e
−(2kl+l2)hieilx
−iλh|a|2
∞∑
l=−∞
ǫˆ−l(0)e−2klhieilx
]
,
de donde, despreciando te´rminos de orden superior en {ǫˆl(0)}, se deduce
(3.13) con Bl y Cl en (3.14). Para estudiar los valores propios de esta matriz
debemos estudiar las ra´ıces de
z2 − (Bl +B−l)z +BlB−l − ClC−l.
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Simples ca´lculos conducen a
Bl +B−l = 2e−2klhi[cos(l2h)− λh|a|2 sin(l2h)],
BlB−l − ClC−l = e−4klhi,
de donde los valores propios de la matriz en (3.13) son las ra´ıces de[ z
e−2klhi
]2
− 2[cos(l2h)− λh|a|2 sin(l2h)]
[ z
e−2klhi
]
+ 1 = 0.
Se deduce fa´cilmente de aqu´ı que cuando
| cos(l2h)− λh|a|2 sin(l2h)| < 1,
ambas ra´ıces son diferentes y tienen mo´dulo 1 lo cual implica que las pertur-
baciones sobre los correspondientes coeﬁcientes se propagan. Pero, cuando
| cos(l2h)− λh|a|2 sin(l2h)| > 1,
una de las ra´ıces tendra´ mo´dulo > 1 y, por lo tanto, la correspondiente
perturbacio´n se propagara´ de un modo inestable. Finalmente, cuando
cos(l2h)− λh|a|2 sin(l2h) = 1 o cos(l2h)− λh|a|2 sin(l2h) = −1,
las dos ra´ıces son la misma y tienen mo´dulo 1. Sin embargo, la matriz no
diagonaliza si a 6= 0 y λ 6= 0, de modo que la n-e´sima potencia de la matriz en
(3.13) crece linealmente. Este caso corresponde, por ejemplo, a la frecuencia
l = 0, para la cual se deduce ma´s precisamente la fo´rmula (3.16).
Por otra parte, para l 6= 0, considerando el desarrollo asinto´tico en h,
cos(l2h)− λh|a|2 sin(l2h) = 1− l2h2( l
2
2
+ λ|a|2) +O(h4),
de donde, para valores de h suﬁcientemente pequen˜os, si λ > 0, el valor
absoluto de este es siempre < 1 y todas las frecuencias son estables. Sin
embargo, si λ < 0, siempre que l2 < −2λ|a|2, el valor absoluto es > 1 y
la correspondiente frecuencia es inestable. Obse´rvese tambie´n que, para ser
ma´s preciso, en el caso inestable una de las ra´ıces satisface
z
e−2klhi
= 1 + h|l|
√
−l2 − 2λ|a|2 +O(h2). (3.28)
con lo cual el teorema queda probado. ¤
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3.7 Ape´ndice B. Prueba del Teorema 3.3.4.
Solo es cuestio´n de paciencia deducir de (3.6) que, cuando u0 es de la forma
(3.4), despue´s de despreciar te´rminos de orden superior en {ǫˆl(0)},
K ≈ a(1− λhid|a|2)ei(kx−k2dh) + a(1− 2λhid|a|2)
∞∑
l=−∞
ǫˆl(0)e
i[(l+k)x−(l+k)2dh]
−λhida|a|2
∞∑
l=−∞
ǫˆl(0)e
i[(k−l)x−(k−l)2dh],
u1 ≈ a
[
A+
∞∑
l=−∞
Blǫˆl(0)e
ilx +
∞∑
l=−∞
Clǫˆ−l(0)e
ilx
]
ei(kx−ωh), (3.29)
donde Bl y Cl son las de (3.17)-(3.18).
De aqu´ı que, excepto para te´rminos de orden superior en {ǫˆl(0)}, para
l 6= 0, se tenga (3.13) y (3.15) con Bl y Cl en (3.17)-(3.18). Ma´s au´n, para
l = 0, se satisfacen (3.19) y (3.20) donde el u´ltimo te´rmino (o el segundo
entre pare´ntesis) puede considerarse una O(h2).
De (3.17) y (3.18),
B0 =
(
1− 3
2
λ2h2|a|4 − 5
2
λ4h4d2|a|8 + i(−2λh|a|2 − 2λ3h3d|a|6)
)
eλ|a|
2hi,(3.30)
C0 =
(
− λ2h2|a|4 − 2λ4h4d2|a|8 − i(λh|a|2 + 3
2
λ3h3d|a|6)
)
eλ|a|
2hi. (3.31)
Ahora, tendremos en cuenta que, mediante los correspondientes ca´lculos,
B0B¯0 − C0C¯0 = 1 + (5
4
− 5d2 + 5d)λ4h4|a|8 − 13
4
λ6h6d2|a|12 + 9
4
λ8h8d4|a|16, (3.32)
B0 + B¯0 = (2− 3λ2h2|a|4 − 5λ4h4d2|a|8) cos(λ|a|2h)
+(4λh|a|2 + 4λ3h3d|a|6) sin(λ|a|2h)
= 2 + (−5d2 + 4d+ 11
12
)λ4h4|a|8 +O(h6), (3.33)
de donde
(B0 + B¯0)
2 − 4(B0B¯0 − C0C¯0) = (10d2 − 12d− 19
6
)λ4h4|a|8 +O(h6).
Aqu´ı la expresio´n entre pare´ntesis del te´rmino para O(h4) es una para´bola
en d que toma valores negativos en (3
5
−
√
609
30
, 3
5
+
√
609
30
) ⊃ (1
2
−
√
2
2
, 1
2
+
√
2
2
),
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lo cual implica que los valores propios de la matriz en (3.19) son complejos
conjugados. Ahora, si d ∈ (1
2
−
√
2
2
, 1
2
+
√
2
2
), la expresio´n entre pare´ntesis en
el te´rmino para O(h4) en (3.32) es una para´bola que resulta positiva en el
intervalo mencionado, lo cual prueba que el mo´dulo de los valores propios es
> 1 para valores de h suﬁcientemente pequen˜os.
Por otro lado, para l 6= 0, y haciendo los correspondientes ca´lculos, se
tiene que
Bl +B−l = e−2klhi[2(1− 2λ2h2|a|4 − 2λ4h4d2|a|8) cos((l2 − λ|a|2)h)
−2(2λh|a|2 + λ3h3d|a|6) sin((l2 − λ|a|2)h)
+(λ2h2|a|4 − λ4h4d2|a|8) cos(((2d− 1)l2 + λ|a|2)h)
+2λ3h3d|a|6 sin(((2d− 1)l2 + λ|a|2)h)].
BlB−l − ClC−l = e−4klhi
[
1− 4d
2 − 4d+ 2
4d2
λ2h2|a|4 + (7
4
− 4d2 + 4d)λ4h4|a|8
+
21
4
λ6h6d2|a|12 + 9
4
λ8h8d4|a|16
+[
4d2 − 4d+ 2
4d2
λ2h2|a|4 + (d− d2 − 1
2
)λ4h4|a|8] cos(2dl2h)
−4d− 4d
2 − 2
2d
λ3h3|a|6 sin(2dl2h)
]
.
Obse´rvese que los te´rminos entre pare´ntesis no dependen de k, solo de d, l2h
y λh|a|2. Desarrolla´ndolo hasta te´rminos en O(h4), los valores propios de
(3.21) satisfacen
z
e−2klhi
≈ 1− (λl2|a|2 + l
4
2
)h2 ±
√
1− (2λl2|a|2 + l4)h2 − 1. (3.34)
Ahora, si 2λ|a|2 + l2 > 0, para valores de h suﬁcientemente pequen˜os,
z
e−2klhi
≈ 1− (λl2|a|2 + l
4
2
)h2 ± i
√
2λ|a|2l2 + l4h,
que tiene mo´dulo 1 salvo por una O(h4). Dado que esto es solo una aproxi-
macio´n del valor propio, debemos considerar al menos tambie´n los te´rminos
en O(h4) para debatir la estabilidad. Adema´s, resulta obvio que, en este caso
de ra´ıces complejas conjugadas, el cuadrado del mo´dulo de esas ra´ıces sera´
BlB−l − ClC−l
e−4klhi
.
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Puede probarse que el coeﬁciente de h4 en esta expresio´n, salvo por el factor
λ2|a|4, es
−(2d2 − 2d+ 1)l4 − (4d− 4d2 − 2)l2λ|a|2 + (5
4
− 5d2 + 5d)λ2|a|4.
Esto puede interpretarse como una para´bola en la variable x = l2,
−(2d2 − 2d+ 1)x2 − (4d− 4d2 − 2)xλ|a|2 + (5
4
− 5d2 + 5d)λ2|a|4, (3.35)
la cual presenta su ma´ximo en x = λ|a|2.
Cuando λ > 0, este valor es positivo. Ah´ı, la para´bola toma el valor
(−3d2 + 3d + 9
4
)λ2|a|4. Se puede demostrar que este nu´mero es positivo
cuando d ∈ (−1
2
, 3
2
). Adema´s, para esos valores de d, la para´bola se anula en
x = λ|a|2
[
1±
√
−3d2 + 3d+ 9
4
2d2 − 2d+ 1
]
.
Como la funcio´n
−3d2 + 3d+ 9
4
2d2 − 2d+ 1
toma valores entre 0 y 6 dependiendo del valor concreto de d, los valores de l
que conducen a valores propios de mo´dulo > 1, para valores de h suﬁciente-
mente pequen˜os, son aque´llos que yacen en el rango l2 ∈ I, con I de (3.22).
Cuando λ < 0, la abscisa del ma´ximo de la para´bola, x = λ|a|2, es negativa.
Adema´s, el valor de esta para´bola en x = −2λ|a|2 > 0 puede comprobarse
que es
λ2|a|4[−21d2 + 21d− 27
4
],
lo cual se comprueba que es negativo para cada valor real de d. De aqu´ı,
la para´bola siempre sera´ negativa para x > −2λ|a|2, lo que implica que,
para valores de h suﬁcientemente pequen˜os, los valores propios de la matriz
estudiada tienen mo´dulo < 1 para l2 > −2λa2.
Por otro lado, si 2λ|a|2 + l2 < 0, de (3.34),
z
e−2klhi
≈ 1− (λl2|a|2 + l
4
2
)h2 ±
√
−(2λ|a|2l2 + l4)h, (3.36)
y por lo tanto, para valores de h suﬁcientemente pequen˜os, siempre hay un
valor propio de mo´dulo > 1. ¤
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3.8 Ape´ndice C. Prueba del Teorema 3.3.6.
No´tese que, cuando u0 tiene la forma de (3.4), si usamos (3.29), el me´todo
proyectado de Lawson despue´s de un paso es
u˜1 =
√∫ |u0|2∫ |u1|2u1 =
√
1 + ǫˆ0(0) + ǫˆ0(0)
|A|2 + (AB¯0 + A¯C0)ǫˆ0(0) + (AC¯0 + A¯B0)ǫˆ0(0)
u1.(3.37)
De aqu´ı, obse´rvese que
u˜1 = a(1 +
∞∑
l=−∞
˜ˆǫl,1(h)e
ilx)eik(x−ωh),
donde, despreciando te´rminos de orden superior en ǫˆl(0),(
˜ˆǫ0,1(h)
˜ˆǫ0,1(h)
)
=
(
B˜0 C˜0
¯˜C0
¯˜B0
)(
ǫˆ0(0)
ǫˆ0(0)
)
+
(
A
|A| − 1
A
|A| − 1
)
,
con
B˜0 =
A
2|A|(1−
AC¯0 + A¯B0
|A|2 ) +
B0
|A| , (3.38)
C˜0 =
A
2|A|(1−
AB¯0 + A¯C0
|A|2 ) +
C0
|A| .
Entonces, del mismo modo que en (3.20), puede deducirse (3.25) donde el
u´ltimo te´rmino (o el segundo te´rmino entre pare´ntesis) es una O(h2).
Mediante los correspondientes ca´lculos, puede demostrarse que
B˜0
¯˜B0 − C˜0 ¯˜C0 = 1|A|4
[
|B0|2|A|2 − |C0|2|A|2 +Re(AB¯0(|A|2 − AC¯0 − A¯B0))
−Re(AC¯0(|A|2 − AB¯0 − A¯C0))
]
. (3.39)
Pero de (3.10), (3.30) y (3.31),
|A|2 = 1 + λ4h4|a|8(1
4
− d2 + d)− 1
4
λ6h6d2|a|12 +O(h8),
|B0|2 = 1 + λ2h2|a|4 + λ4h4|a|8(9
4
− 5d2 + 8d) + 23
2
λ6h6d2|a|12 +O(h8),
|C0|2 = λ2h2|a|4 + λ4h4|a|8(1 + 3d) + 25
4
λ6h6d2|a|12 +O(h8),
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lo cual implica que
|A|2|B0|2 = 1 + λ2h2|a|4 + λ4h4|a|8(5
2
− 6d2 + 9d) + λ6h6|a|12(1
4
− 41
4
d2 + d) +O(h8),
|A|2|C0|2 = λ2h2|a|4 + λ4h4|a|8(1 + 3d) + λ6h6|a|12(21
4
d2 + d+
1
4
) +O(h8),
AC¯0 = λ
4h4|a|8(1
2
− 2d2 + 2d) + 9
4
λ6h6d2a12 + λ8h8d4|a|16
+i[λh|a|2 + 1
2
λ3h3|a|6(1 + 3d) + λ
5h5|a|10
2
(−1
2
d+ 3d2) +
1
4
λ7h7d3a14],
A¯B0 = 1 + λ
4h4|a|8(−3d2 + 3
4
+ 3d) + λ6h6|a|12(9
4
d2 +
3
4
) +
5
4
λ8h8d4|a|16
−i[λh|a|2 + 1
2
λ3h3|a|6(1 + 3d) + λ
5h5|a|10
2
(−1
2
d+ 3d2) +
1
4
λ7h7d3a14].
De aqu´ı,
Re
(
AB¯0(|A|2 −AC¯0 − A¯B0)
)
= λ4h4|a|8(−1 + 4d2 − 4d)− λ6h6|a|12(19
4
d2 +
3
4
) +O(h8),
Re
(
AC¯0(|A|2 −AB¯0 − A¯C0)
)
= O(h8),
lo cual signiﬁca que el te´rmino entre pare´ntesis en (3.39) es
1 + λ4h4|a|8(1
2
+ 2d− 2d2)− λ6h6|a|12(21
4
d2 +
3
4
) +O(h8).
Finalmente, como
|A|4 = 1 + 2λ4h4|a|8(−d2 + d+ 1
4
)− 1
2
λ6h6d2|a|12 +O(h8),
se deduce que
B˜0
¯˜B0 − C˜0 ¯˜C0 = 1− λ6h6|a|12(19
4
d2 +
3
4
) +O(h8). (3.40)
Dado que el coeﬁciente de h6 siempre es negativo, esto implica que el producto
de los valores propios de la correspondiente matriz es siempre menor que
1 para valores de h suﬁcientemente pequen˜os, independientemente de los
valores de λ y d.
Sin embargo, de (3.38),
B˜0 +
¯˜B0 = Re
( A
|A|(1−
AC¯0 + A¯B0
|A|2 )
)
+
B0 + B¯0
|A| . (3.41)
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Ahora, dado que AC¯0 + A¯B0 es real y de (3.10) se deduce que Re(A) =
1+O(h4), se puede obtener fa´cilmente de las expresiones de la pa´gina anterior
que
Re
( A
|A|(1−
AC¯0 + A¯B0
|A|2 )
)
= −λ4h4|a|8(1− 4d2 + 4d) +O(h6). (3.42)
Tambie´n de (3.30),
B0 + B¯0 = 2 + λ
4h4|a|8(11
12
− 5d2 + 4d) +O(h6),
lo cual implica que
B0 + B¯0
|A| = 2 + λ
4h4|a|8(2
3
− 4d2 + 3d) +O(h6),
y ﬁnalmente utilizando esto en (3.41) junto con (3.42),
B˜0 +
¯˜B0 = 2− λ4h4|a|8(1
3
+ d) +O(h6).
Por lo tanto, usando tambie´n (3.40), sucede que
(B˜0 +
¯˜B0)
2 − 4(B˜0 ¯˜B0 − C˜0 ¯˜C0) = −4λ4h4|a|8(1
3
+ d) +O(h6).
Por lo tanto, el coeﬁciente de h4 en esta expresio´n es negativo para d > −1
3
y,
por lo tanto, los valores propios de la matriz correspondiente son complejos
conjugados y, por (3.40), tienen mo´dulo < 1.
Ahora, para l 6= 0, se deduce claramente (3.23) y se debe estudiar el
mo´dulo de los valores propios de (3.21) divididos por |A|.
De la prueba del Teorema 3.3.4, en el caso de ra´ıces complejas conjugadas
(2λ|a|2 + l2 > 0), tenemos que multiplicar el cuadrado del mo´dulo de esas
ra´ıces por 1/|A|2, el cual es 1 − λ4h4|a|8(−d2 + d + 1
4
). De esta manera, el
coeﬁciente de h4 en esa expresio´n, salvo por el factor λ2|a|4, es
−(2d2 − 2d+ 1)l4 − (4d− 4d2 − 2)l2λ|a|2 + (1− 4d2 + 4d)λ2|a|4. (3.43)
De nuevo puede interpretarse esto como una para´bola en la variable x = l2,
la cual alcanza su ma´ximo en x = λ|a|2.
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Cuando λ > 0, la abscisa del ma´ximo es > 0. Ese ma´ximo resulta ser
(−2d2 + 2d + 2)λ2|a|4, el cual es positivo cuando d ∈ (1
2
−
√
5
2
, 1
2
+
√
5
2
). Por
otro lado, en el u´ltimo caso, la para´bola se anula en
λ|a|2(1±
√
−2d2 + 2d+ 2
2d2 − 2d+ 1 ),
de donde se sigue el resultado en el intervalo I˜.
Cuando λ < 0, la abscisa del ma´ximo es < 0. Ahora, el valor de la
para´bola en x = −2λ|a|2 > 0 resulta ser
λ2|a|4(−20d2 + 20d− 7),
el cual es negativo para todo valor real de d. Esto implica que, para l2 >
−2λ|a|2, los valores propios tienen mo´dulo < 1 para valores de h suﬁciente-
mente pequen˜os. Por otro lado, para l2 < −2λ|a|2, hay al menos un valor
propio de mo´dulo > 1 considerando (3.36) en la demostracio´n del Teorema
3.3.4 y el hecho de que el mo´dulo > 1 all´ı es debido a un te´rmino que es una
O(h) y no una O(h4), como es la diferencia entre 1 y 1/|A|. ¤
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Figura 3.1: Error frente al tiempo para el me´todo no proyectado de Lawson
(d = 1) cuando se integra una onda plana exacta con h = 0.1, 0.01, 0.001:
Error en L2 (arriba), Error en el Hamiltoniano (abajo).
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Figura 3.2: Error frente al tiempo para el me´todo no proyectado de Lawson
(d = 1) cuando se integra una onda plana exacta con h = 0.1, 0.01, 0.001:
Error en la norma (arriba), Error en el momento (abajo).
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Figura 3.3: Regio´n de estabilidad para el me´todo de Strang (oscuro es in-
estable)
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Figura 3.4: Regio´n de estabilidad para el me´todo de Lawson (d=1) sin proyec-
tar (oscuro es inestable)
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Figura 3.5: Regio´n de estabilidad para el me´todo de Lawson (d=1) proyec-
tado (oscuro es inestable)
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Figura 3.6: Regio´n de estabilidad para el me´todo de Strang (oscuro es in-
estable)
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Figura 3.7: Regio´n de estabilidad para el me´todo de Lawson (d=1) sin proyec-
tar (oscuro es inestable)
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Figura 3.8: Regio´n de estabilidad para el me´todo de Lawson (d=1) proyec-
tado (oscuro es inestable)
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Figura 3.9: Me´todo de Strang (arriba), no proyectado de Lawson (d=1)
(medio) y proyectado de Lawson (abajo), cuando a = 1/2.
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Figura 3.10: Ma´ximo valor absoluto de los valores propios asociados a las
matrices de estabilidad: me´todo de Strang (arriba), no proyectado de Lawson
(d=1) (medio) y proyectado de Lawson (abajo), cuando a = 1/2, h = 0.1.
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Figura 3.11: Me´todo de Strang (arriba), no proyectado de Lawson (d=1)
(medio) y proyectado de Lawson (abajo), cuando a = 2.
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Figura 3.12: Me´todo de Strang (arriba), no proyectado de Lawson (d=1)
(medio) y proyectado de Lawson (abajo), cuando a = 2, h = 0.1 (izquierda)
h = 0.01 (derecha) y λ = 1.
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Figura 3.13: Me´todo de Strang ﬁltrado (arriba), no proyectado de Lawson
ﬁltrado (d=1) (medio) y no proyectado de Lawson (d=1) (abajo), cuando
a = 1/2. 137
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Figura 3.14: Me´todo de Strang ﬁltrado (arriba), no proyectado de Lawson
ﬁltrado (d=1) (medio) y no proyectado de Lawson (d=1) (abajo), cuando
a = 2. 138
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