We study the large deviations and the central limit theorem for the occupation time functional of a Poisson system of independent Brownian particles in Rd, extending the results of Cox and Griffeath (1984) to functional spaces. In the lower (recurrent) dimensions d = 1,2 we have critical orders T"* and T/log T, whereas in higher (transient) dimensions we have the usual order T. We give explicit expressions for the corresponding rate functions and covariance functionals and derive some asymptotic microcanonical distributions.
Introduction and results
Consider a Poisson point process N,, on Rd with intensity dx and let P be the probability distribution of the evolution system {N,, s 2 0} starting from L,(q) + i, P-as., where i+(t) = t (p and I$ = Slwd cp( x) dx.
(1)
More generally, viewed as a measure-valued process, with respect to the vague convergence, Lr = i P-a.s., where i(dx)(t) = tdx, t E [0, 11. Cox and Griffeath (1984) initiated the study of large deviations for occupation times of a Poisson system of independent particles in Cox and Griffeath (1984) . They showed a large deviation principle in IR for {L,(q)(l):
T 2 O>, the mean particle density at fixed time t = 1 of a Poisson system of simple random walks on Zd with critical orders in the recurrent case: Or(T) = T1/' in dimension one and 02( T) = T/log Tin dimension two, and usual orders Dd( T) = T for transient dimensions d 2 3. The A$ given below are similar to their rate functions. Lee (1988) showed a similar large deviation principle for noninteracting infinite particle systems in a more general setting. He pointed out the variational formula (4) for Ad at the end of his paper.
We are interested in the large deviations at process leuel for occupation time function& {LT, T 2 0} of the Poisson system of independent Brownian particles. The critical orders Dd ( T) remain the same. However, the interesting feature is that the critical dimension for the rate function reduces to d = 1, since for d 2 2 the rate function takes the usual integral form (5). This new phenomena yields a nonlinear profile for d = 1 in the microcanonical principle, cf. Theorem 0.3. We will also see that the rate functions governing the large deviations are the Legendre transforms of limiting logarithmic moment generating functions, which are explicitly given in terms of expectations with respect to a single Brownian motion. Using the invariance principle, we can extend our function space result to random walks and recover the result of Cox and Griffeath (1984) in R by the contraction principle, cf. Section 1. Similar large deviation results for noninteracting systems have been derived (e.g. Donsker and Varadhan, 1987; Lee, 1989) . Before stating the main results we introduce some notations. Let M( Rd) be the set of positive a-finite measures on Rd endowed with the vague topology generated by the continuous functions with compact support. Let M'( Rd) be the set of p E M( Rd) such that p(dx) = g(x) dx with g1'2 E H'(Rd) (the usual Sobolev space) and lim,, 5. g(x) = 1. Next let Co [0, 11 be the set of continuous real-valued functions on [0, l] which vanish at 0, endowed with the supremum norm // -(I, and let M [O, l] 
and the Legendre transforms ii: :
Our main result for d = 1 is the following strong large deviation principle for L,( cp):
Theorem 0.1. Assume d = 1, @ # 0.
(i) Then the limit in (2) is well dejned and AT is a good ratefunction
with AT(f) = co .for,f#HCO, 11 and
(ii) Moreover,for all closed F c C, [O, 11, (3) lim supT_
liminfT-"210gP(L,(q)~G)2 -i;fAy.
T-3%
We will also show the following explicit expression of ii 1 : Let { 1: : s E [ 0, 1 ] 1 be the local time at x E R of the standard Brownian motion, then An alternative expression for A,(t) is given by
for f= -, IWd dx cf. Lee, 1988 . (ii) Moreover,for all compact F c COIO, 11,
T-a; F
and for all open sets G c COIO, 11,
T-r, G
Note that for d = 1,2, the rate function & depends only on @. We will denote by A,*,' the normalized rate function for @J = 1. 
0
In particular if we are interested in the optimal path f,' minimizing the rate function & at fixed end point f(l) = y:
whereas in the nonstandard case d = 1 for small ( y -$5 1 we have the nonlinear profile
cf. Lemma 4.1, where
The relevance of f z is expressed by the following microcanonical principle. In other words, conditioned to reach y at time 1, LT( up) converges to f i as T -+ co .
Remark. So far we have looked at the occupation time functional evaluated at a fixed test function cp. Following Lee (1988 Lee ( , 1989 we can easily extend Theorems 0.1 and 0.2 to a strong (d = l), respectively, a weak (d 2 2), large deviation principle for {L,: Gaussian process with covariance function T(s, t) given by
(ii) (T) and D2( T) must be changed, otherwise we get trivial limits. Cox and Durrett (1990) discussed a special case for the Poisson system of simple random walks in dimension d = 1, but we were not able to derive the corresponding function space result. The paper is arranged as follows. Theorems 0.1 and 0.2 are proved in Sections 1 and 2 and Theorems 0.3 and 0.4 in Sections 3 and 4, respectively. Some remarks on how to extend the results to simple random walks will be given at the end of Section 1. Properties of the rate function LI,* are derived in the corresponding sections, according to dimensions.
The one-dimensional case
In this section we prove Theorem 0.1. We first show the exponential tightness for the distributions of (L,(q), T > 0) , cf. (17), then we prove the convergence of the logarithmic moment generating function of LT( cp) and give an explicit representation for this limit, cf. (32). Now by Deuschel and Stroock (1989a, Theorem 2.2 .4) we know that IIT is a good rate function and the upper large deviation bounds hold for all closed subsets. The lower bounds for open subsets can be proved by standard discretization method reducing the problem to finite dimensions and we omit it, cf. Deuschel and Stroock (1989b) . At the end of the section we study properties of AT and make some comments on random walks. Before proving anything we recall a useful expectation formula for Poisson systems, cf. Lee (1988) .
where E, denotes the expectation with respect to a standard BM starting at x.
Throughout the rest of this section, we set d = 1. The logarithmic moment generating function of L,(q) is defined by
Suppose that the support of cp is a subset of [ -h, h] , where h is a positive number. We define for x E R the stopping times
t,=inf{t>O(B;'E[-h,h]). (7)
Then for 1x1 > h the random variable r, has a continuous distribution with density (Karlin and Taylor, 1975) 
So for 1x1 > k and any T > 0, there exists a constant C(T) such that
For c ( E (0, 11, let ru, : Co [0, 11 + [0, a] be the modulus of continuity of order r
We assume in the following lemma that cp is nonnegative since otherwise we take I cp I. Define for T > 0.
(11)
The proof of the exponential tightness is decomposed to several steps. Each step corresponds to a part of next lemma.
Lemma 1.2. With the definitions above, we have for IX E (0, l/2)
(i) for any c > 0, &dexp(cdWJl < a; WI
(ii) there exists a positive constant M, < co such that
also the following limits exist for all
where as before, (p = l q(y) dy and 1" = (lr, t 2 O> is the local time at x of standard BM;
(iii) there exists a constant H < co such that whenever 1x1 2 h + 1 and T > h2 + 1,
T-CC
and for any m > 0 there exists a compact subset K, of C, [O, l] such that dy(l;"+y'"? -l,"+"vfi), 0 5 s < t 5 1 Therefore,
h where the last inequality follows from the Jensen inequality. We have to estimate E,, [exp(co, (P) ] for c > 0 and a E [w. For any fixed a, Tanaka formula (Revuz and Yor, 1991) gives
where ( (20) 18) and (20) give the required estimate (13). This estimate also implies that {exp(supoSsCtS
T > 0} is uniformly integrable. Finally, the second equation in (18) the continuity in space variable of Brownian local time, and the fact that (1:, t 2 0) = (I;", t 2 0) in law yield the limit (14) of part (ii). This completes the proof of part (ii).
(iii) Let us prove it for x 2 h + 1. The case of x I -(h + 1) is handled exactly the same way. We introduce one more notation here:
Denote by pr, the o-field generated by 7,. Then
W (T,or,x) ( T, CC, x) ) given zT' 5 = z for r > 0, since we are considering x 2 h + 1. For r 2 T, it is obvious that
For 0 < r < T, we use the strong Markov property of BM to get (a v h E max { a, h) j
The first inequality in (24) is true because the length of the interval (Ts v z -5, Ts v 5 -T) is less than or equal to the length of (Ts, Tt) and we are considering the supremum of the integrals over all such intervals. The second one is what we have proved in part (ii).
Putting (22)- (24) together:
V( T, c(, T"'x) I P(I,( 1 x 2 T) + M,P(zT~~ < T) I 1 + M,P(~TI.I, < T). (25)
The estimate
) is obtained for all T 2 h2 + 1 from (8) with a change of variable, and v( T, CI, T1j2 x) -1 2 0 is from the definition of C. Finally, the required estimate in part (iii) follows from (25) with
Therefore.
LT(qj(tj -LT(qj(s) (t -s)
We use the estimates in parts (ii) and (iii) and Lemma 1.1 to get for all T 2 h" + 1, 
where A is the Lnplace operator with respect to x.
(ii) uT(t, x) is uniformly bounded on { (T, t, x) E (0, co) x [0, l] x R}, and there exist constants K (T) and Ho such that for 1x1 2 h + 1,
and whenever 1x1 2 h + 1 and T > h2 + 1, l:f,ll~,l~(BTI)ld~)1
We prove (28) for x > h + 1. As the proof of (15),
By the same derivation of (24) and using (9) we have
(28) 
Then AT(r) = n,(O, v). We integrate both sides of (27) on (t, l] to get
Part (ii) and the fact that j AnT(t, x)dx = 0 imply
Now the dominated convergence theorem proves the first equality of (32) because cp has compact support and because of parts (ii) and (iii). The second equality of (32) is a direct consequence of (33) and parts (ii) and (iii). Cl
We now take a closer look at the rate function AT. Recall the definitions 3.,(r) = /i,(~6~) and /zT the Legendre transform of i,. Then (LT(cp)(l),
satisfies a large deviation principle of order T'12 and rate function iT. By the contraction principle, i:(x) = inf{/iT(f): fG COIO, 11, f(1) = x>.
Lemma 1.4. (i) iLT is strictly convex and A:(x) = 0 if and only if x = Cp;
(ii) n:(f) = 0 ifand only ff= i,;
(iii) iff E H[O, I] then and A:(j) = + co otherwise;
(iv) ~1 @f(t) < 0 for some 0 I a < b I 1, then /i*(f) = + 00. In parricz&r AT(x) = + co if@Jx < 0. (ii) A:( i@) = 0 follows from the large deviation principle and (1). Next let f # i,, then there is to E (0, l] such that f(t,) # to@. Let Vito; be the rate function of the large deviations of L,(cp)(t,,). Then il;Ol(x) = t,, 'i2 iT (x/to) and by the contraction principle and (i) we have A?(f) 2 A&: (f(t0)) = rY2 X(f(ro)lro) > 0. Before ending this section, we make some remarks on a possible extension of our results to random walks. The large deviation theorems for the occupation time processes of independent Brownian motions can also be proved for independent random walks. In the definition of the corresponding rate functions, one only needs to replace integrations over Rd by summations over Zd. The proofs go through the similar procedures plus the invariance principles for processes and local times (if d = 1). Let us look at only the critical case (d = 1). For d 2 2 similar modifications could be made for random walks. In this way one has representations of results for random walks in terms of BMs and Brownian local times.
Proof. (i) Since, for fixed t E [
Let N,, x E Z be i.i.d. Poisson random variables with mean 1. We consider here a system of independent random walks (<:si: 1 I i I N,, x E Z, t 2 0}, where tX*j is a continuous time simple random walk on Z with mean 1 exponential waiting time. where E denotes expectation with respect to the distribution of the system. By using the Feynman-Kac formula and a lemma similar to Lemma 1.1, we can write AT(v) as where E,,, is the expectation with respect to a single random walk starting at time t in x. With the above definitions, one can show Lemma 1.3 for this system with (P = CxtZ(P (x) and A the discrete Laplace operator. In fact, by using Lee and Remillard (1994, Lemma 2.4) or a Taylor expansion of E, [exp(Tli2S:, , ) xF,,(t + s)ds)], one can check that {exp(T"'S~-'cp(S",,)F,(t + s)ds: T >O> is uniformly integrable for all x E Z. Writing u'( t, x) in terms of local times of 4: as we did in the proof of part (ii) of Lemma 1.2, and using the invariance principles for local times (Borodin, 1989) , we get lim,,, n,(v) = n,(v), where n,(v) is given by (32). Lemma 1.2 can be modified for random walks similarly, and the results for one-dimensional BMs can be just copied down for random walks. This finishes up our remarks.
Large deviations for d 2 2
We prove Theorem 0.2 for d 2 3. The treatment for d = 2 is similar and we will make a remark on its proof afterwards. We assume that cp is nonnegative. This simplifies our proof. Some minor changes in the proof handles a general cp. We first prove the convergence of the logarithmic moment generating function of L,(q), given by n,(v) = T-'logECexp(T<L,(cp), v>)l. 
We refer to the Chapters II and IV of Zabreyko et al. (1975) for the following facts. Since we assume that cp is bounded, the integral kernel q(y) G(x, y) is weakly singular, and hence it has a discrete spectrum { pl, p2, . . }. Recall that pi is an eigenvalue of the kernel q(y) G(x, y) if pif = Kf has a solution which is not as. zero. The corresponding solution is called the eigenfunction of pi. An eigenvalue is called a positive eigenvalue if its corresponding eigenfunction is nonnegative. Let p be the largest positive eigenvalue of the kernel. Then 0 < p < cc and (37) has a unique solution for 5 #pi', i = 1,2, . . . Furthermore, if cp 2 0 then (37) has a unique nonnegative solution for 7 -=z p-l and has no nonnegative solution for 7 > p-'.
Lemma 2.1. Assume d 2 3 and let S = (-CO, p-l).
( 
T-02 0
Otherwise the limit equals injnity. 
T-CC
where I is the identity on L*(Q). For 5 4 S, (37) has no nonnegative solution. This implies r&(0, x), and so ~~(0, x), has no limit. But ~'(0, x) is increasing in Tfor T > 0, and so goes to infinity. Now (i) follows from (41).
(ii) Recall that F,(t) = v((t, 11) is right continuous. Since B: is transient, for t E [0, 1) and 0 < E <: 1 -t, Thus by the contraction principle and lower semicontinuity of IL: we get
The proof of n,*(f) = a for f $ H [0, 1 ] follows the same argument as in Lemma 1.4 since for (p >O and /FJ < p-l we have n,(v) I I.,( /I F, 11) < a . Also (3) follows from (5) and the fact that n,*(x) = 0 if and only if x = (p since I,(t) is differentiable at z = 0, cf. Ellis (1985) . For @ > 0 and R > max(@, 1) define fR E &CO, 11,
Then ii:(&) = I.,*( R)/R I p-l, but fR converges to a discontinuous function pointwise.
(ii) As explained in the beginning of Section 1, we need only to prove the lower bound, which can be obtained by standard discretization method, cf. Deuschel and Stroock (1989b) . (ii) The proof is some simple computations.
(iii) Part (iii) will be a consequence of part (i) and the right continuity of F, if we can prove that for all 0 < a < h < cc and all x E [w2,
This is easy since as T + co,
The central limit theorems
We prove parts (i) and (iii) of Theorem 0.4. The proof of part (ii) is same as that of (iii). For each case, we need to prove that the finite-dimensional distributions converge to a centered Gaussian distribution with the given covariance function, and that the family of the infinite-dimensional distributions is tight. 
where
A Taylor expansion shows that Since cp has compact support in [ -h, h] , we see by the dominated convergence theorem that as T + cc. by the right continuity of F, and the definition of a'(q) given in the theorem. This proves the convergence to centered Gaussian distributions and one identifies easily the covariance function T(s, t) = a2( cp) (s A t).
In order to prove the tightness of the distributions of T"' (L,((p) -i,) , we need the following lemma which is similar to Billingsley (1968, Theorem 12. 3). The proof goes through same reasoning lines as that of Billinglsey (1968, Theorem 12. 3). The only change needed in proof is to replace the use of Billingsley (1968, Theorem 12. 2) with that of Billingsley (1968, Theorem 12.6) . Note that the condition g(n) -+ 0 is necessary (see Billingsley, 1968 , Section 12, Problem 9). 
PII Y,(t) -Y,(s)1 2 z) I i {IF,(t) -Fl(s)l" + g(n)lF,(t) -F2(s)II
holds .for all t, s E [0, 11, n 2 1, and z > 0,
Let YT = T112 (L,(q) -i@).
Then an application of the same computations as in the proof of(i) shows that for some cl > 0, c2 > 0, and all 0 I s < t I 1,
E{I YT(L) -YT(S)12J 5 c1(t -SL E{(

YT(t) -Yr(s)l"} I 3(cl)2(t -s)' + T-'cz(t -s).
By the above lemma, tightness of ( YT, T > 0) is proved since YT(0) = 0 for all T. This finishes up the proof of Theorem 0.4. 0
The microcanonical distributions
Recall the variational problem we are considering: find the function fz for each y 2 0 such that inf{A,* (f):f(l) = y} = A,*(fz).
Using the strict convexity of AZ, one sees that f:(t) = yt for d 2 2, cf. Deuschel and Stroock (1989b) . However, for d = 1, the variational problem is far from trivial and we look at only y close to (p. 
g'(t) = $1 + P -(1 -t)3'2].
Proof. The proof is again a finite-dimensional approximation. Fix 0 < tI ... < t, = 1. 
where 7(x) satisfies x + (pq = V&(7(x)) = (pq + T(X)C + 0(j7(x)12). Such a Z uniquely exists since A,* is essentially strictly convex and has compact level sets (Ellis, 1985, Theorem VII.2 .1]), and since (47) insures that the minimum value in the last display is finite. To see that Z = Z(y) = O(lyl), we note from (48) n,n c n,n 1
As n + co, z* is the trajectory of gy. Our proof of (45) and (46) 
In fact, since ;r,* is a positive quadratic form, (50) implies Z = z* + 0(ly13"). Now taking n -+ CC, we get (45). Equality (46) follows from the contraction principle.
For proving (49) 
