Several trend studies have shown that hydrological conditions are changing considerably in the Alpine region. However, the reasons for these changes are only partially understood and trend analyses alone are not able to shed much light. Hydrological modelling is one possible way to identify the trend drivers, i.e., to attribute the detected streamflow trends, given that the model captures all important processes causing the trends. We modelled the hydrological conditions for two alpine catchments in western Austria (a large, mostly lower-altitude catchment with wide valley plains and a nested high-altitude, glaciated headwater catchment) with the distributed, physically-oriented WaSiM-ETH model, which includes a dynamical glacier module. The model was calibrated in a transient mode, i.e., not only on several standard goodness measures and glacier extents, but also in such a way that the simulated streamflow trends fit with the observed ones during the investigation period 1980 to 2007. With this approach, it was possible to separate streamflow components, identify the trends of flow components, and study their relation to trends in atmospheric variables. In addition to trends in annual averages, highly resolved trends for each Julian day were derived, since they proved powerful in an earlier, data-based attribution study. We were able to show that annual and highly resolved trends can be modelled sufficiently well. The results provide a holistic, year-round picture of the drivers of alpine streamflow changes: Higher-altitude catchments are strongly affected by earlier firn melt and snowmelt in spring and increased ice melt throughout the ablation season. Changes in lower-altitude areas are mostly caused by earlier and lower snowmelt volumes. All highly resolved trends in streamflow and its components show an explicit similarity to the local temperature trends. Finally, results indicate that evapotranspiration has been increasing in the lower altitudes during the study period.
Introduction
Many studies have shown that the climatology and the hydrology in alpine regions in particular have been changing over the last few decades (e.g., [1] [2] [3] ). This observation has often been achieved via trend analyses (e.g., [4, 5] ), which show that certain streamflow or climate variables have increased or decreased in a previously defined statistical sense [6] . The procedure is called trend detection and is a complicated task, especially due to low signal-to-noise ratios and changes in not only mean values but also other statistical moments [7, 8] .
from one regime type to a another (glacial to nival runoff regime, etc.), and global warming is very likely the strongest driver for these changes. The timing of the turning point of this regime shift is particularly dependent on the mean altitude, and thus the runoff regime of the catchment [14] . Not considering this issue by using high-resolution trends might lead to ambiguous streamflow trends: Calculating quarterly streamflow trends (as is often done in trend statistics) might capture either the positive, the negative, or a mix of both trend directions, although all these trends are caused by a single phenomenon-the shift of snowmelt and ice melt to a time period earlier in the year.
With highly resolved trends, not only can a shift in snowmelt and ice melt timing be detected more precisely, but also changes in the actual melt volumes. Kormann et al. [9] showed that streamflow trends for 32 rivers in western Austria could be directly linked to trends in other observed variables, such as temperature. During the runoff season, the structure of streamflow trends on each Julian day strikingly resembled the structure of the temperature trends. However, they also stated that this data-based streamflow attribution approach has several limitations (e.g., the identification of the role of ETa; the exact separation between ice-, firn-and snow-caused trends).
With the present paper, we want to complement this earlier, data-based study with a model-based approach. Our paper aims at a more robust and holistic attribution of streamflow trends by simulating the observed trends at a high resolution. With this simulation, we are able to separate runoff components and analyse each component individually. In addition, the model also allows us to simulate other hydroclimatic processes such as evapotranspiration, where availability and/or quality of observational data is not sufficient. The overall procedure is conducted for a historical period, so that simulated trends can be directly compared and fitted to the observed ones. To our knowledge, this is the first study that combines the advantages of a high-resolution trend analysis with those of hydrological modelling. We included not only external meteorological drivers in the analysis, such as temperature, but also analysed where in the water cycle the actual runoff causing the trends originates (i.e., what are the individual intrinsic components of the trends, and what is their share of the total trend?). To model streamflow trends, we applied the WaSiM ETH model, which includes several features such as dynamical glacier modelling and firn modelling. Our study was restricted to the attribution of trends in mean daily flows; for the attribution of trends in high flows, we refer to the review given in Merz et al. [7] .
Our research questions are as follows: (1) Are hydrological models able to reproduce highly resolved streamflow trends correctly? (2) Can we gain additional knowledge about drivers of high-resolution streamflow trends by using hydrological models (compared to statistical, data-based approaches)? (3) If so, what are the predominant trend drivers and their share in the total streamflow trend for a typical high-altitude, glaciated headwater catchment and a larger, lower-altitude one? (4) What is the role of evapotranspiration trends in alpine regions?
Study Site and Data
We studied the following two alpine catchments in western Austria: (1) The entire catchment of the Ötztaler Ache, one of the main tributaries of the River Inn; and (2) the nested Vernagtbach catchment, a highly glaciated sub-basin of the Ötztaler Ache. The Ötztaler Ache, located in North Tyrol and one of the main tributaries of the River Inn, includes some of the largest glaciers and highest mountain ranges in Austria. Roughly 50% of the catchment altitude exceeds 2230 m, with the highest point at 3748 m a.s.l. and the lowest point at 703 m a.s.l. (Figure 1 ). The catchment has a north-south extent of approx. 55 km, an east-west extent of approximately 18 km and a total size of 887 km 2 . Due to hydropower production in the northeastern part of the Ötztal, the efficient total catchment size is reduced to 846 km 2 . The main valley is rather narrow, with a north-south alignment and main expositions of east and west. In the lower catchment areas deep soils like podsols, cambisols and luvisols dominate, whereas shallow soils such as regosols and lithosols are found at higher altitudes. The Ötztal valley is mainly covered by meadows/alpine pastures, rocks and coniferous forests (see Table 1 for a summary). Roughly 13% of the basin is still glaciated, and the timberline is Ice melt and snowmelt play a fundamental role, hence runoff is highly variable throughout the yearly cycle (e.g., with average low flows below 1 mm/day in winter and average high flows of up to 10 mm/day in summer). We studied the Ötztaler Ache catchment down to the gauging station Brunau, located at the northernmost tip of the catchment. There are no streamflow measurements for Ice melt and snowmelt play a fundamental role, hence runoff is highly variable throughout the yearly cycle (e.g., with average low flows below 1 mm/day in winter and average high flows of up to 10 mm/day in summer). We studied the Ötztaler Ache catchment down to the gauging station Brunau, located at the northernmost tip of the catchment. There are no streamflow measurements for Brunau before 1 January 1983, so the Brunau streamflow for 1 January 1975, to 31 December 1982, was calculated based on a linear relationship with Tumpen station data (the next gauge approximately 10 km upstream, derived from daily data 1983-2012; R² = 0.98). Catchment 2 (Vernagtbach) has been the subject of numerous studies for the Bavarian Academy of Sciences and Humanities, Commission for Geodesy and Glaciology, Munich (e.g., [1, 26, 27] ). It is covered by Vernagt glacier over approximately 69% (in 2006) of its surface area, has a mean altitude of 3127 m a.s.l. and thus depicts a glacial runoff regime. Runoff at Vernagtbach is measured from May to October; during the rest of the year, there is hardly any discharge.
Over the annual cycle, discharge at the Vernagtbach catchment is highly variable with maxima in July and August, mostly caused by the strong glacial melt during this time of year (cf. Figure A1 in the Appendix). Runoff in the rising Q limb mostly originates from snowmelt. Snowmelt is strongest in June, same as melt of snow on ice, whereas firn melt is highest in July. At the Brunau catchment, snowmelt instead of ice melt is the highest discharge contributor. Snow contributions are also highest in June. However, July is the month with the highest discharge due to glacial melt. For a full overview of the monthly discharges and the single contributions for both study catchments, see Figures A1 and A2 in the Appendix.
The Ötztaler Ache and the Vernagtbach are suitable study catchments in several ways: (1) There is outstanding data availability due to hydropower and academic research activities; (2) There were no major land use changes in the Ötztal during the study period; (3) The Ötztal spans glaciated high-altitude zones down to lower-altitude valley plains, so it is possible to study both hydrological conditions within the same region. The combination of the Ötztaler Ache catchment and that of Vernagtbach allows a more precise determination of the glacier parameters, in particular by cross-checking with glacial mass balances. Furthermore, an analysis of the changes in the Vernagtbach catchment is necessary to understand the trend causes in the headwater catchments, as these causes might be different from those in mostly lower-altitude catchments.
For the hydrological model input, we used daily precipitation (29 stations), temperature (12 stations), wind speed (3 stations), sunshine duration (internally converted to radiation, 3 stations) and relative humidity (3 stations) data from stations that were located inside or close to the catchment area and ranged between 610 m and 2640 m. The data was provided by Hydrographischer Dienst Tirol (Innsbruck), the Commission for Geodesy and Glaciology (Munich), AlpS GmbH (Innsbruck), Zentralanstalt für Meteorologie und Geodynamik (Vienna) and Tiroler Wasserkraft AG (Innsbruck). In addition to meteorological input data, several input grids were necessary to run WaSiM ETH: A digital elevation model (DEM) was modified so that the simulated rivers and sub-basins corresponded to the real ones. Further, we used land use and soil type maps, all provided by AlpS GmbH and based on [28] .
Glacier extents based on the Austrian glacier inventories [29, 30] were used as model input and for calibration purposes. The first glacier inventory of the Ötztal Alps (1969) was used as an initial condition of glacial cover for the pre-calibration period. The second (1997) and third (2006) inventories served as calibration criteria. Additionally, seasonal glacier mass balances measured by the Commission for Geodesy and Glaciology, Munich (provided by [31] ) were included into the calibration, as they had proven to be helpful for obtaining better parameter sets in various studies [32, 33] . Wintertime accumulation was observed via snow pits and snow depth measurements across the glacier, while summertime mass balances were measured via ablation stakes [1] .
Methods

Hydrological Model Setup
We used the fully distributed, deterministic hydrological model system WaSiM ETH (Water Balance Simulation Model), which is frequently used in mesoscale catchments (e.g., Graeff et al. [34] ).
It is a well-known rainfall-runoff model, with a detailed physically-oriented description of a multitude of processes in the water cycle and is suitable for long-term water balance simulations in alpine regions [35] . The model was set up for the whole Ötztal catchment using a daily temporal resolution and a 100 m spatial resolution [36] .
WaSiM ETH requires spatially distributed meteorological input data. Due to the strong altitudinal dependence of temperature and precipitation, we applied a constant lapse rate (which was included in the calibration process, see Table 2 ) combined with nearest neighbour. For wind speed, air humidity and sunshine duration, an inverse distance interpolation scheme was used. After interpolation of station data, temperature and radiation were adjusted internally to account for shadowing and exposition. To cope with the issue of gauge undercatch, we set a fixed precipitation correction factor of 7% more per m/s wind speed plus a 50% constant that is added to the daily precipitation observations in the case of snowfall. During rainfall, we did not apply any correction. The resulting total annual precipitation sums correspond to previous modelling studies in the area (e.g., [1] ). The dynamic glacier module is a new feature in WaSiM ETH, and allows changes in the glacier extent. With this, it is possible to calibrate the glacier model not only at discharges and glacier mass balances, but also at observed glacier extents. The procedure of glacial growth and shrinking is calculated via the volume-area scaling [37, 38] , an empirical relation, which is based on globally measured mass balances. Depending on the annual mass balance, glaciated cells are added or removed for each glacier iteratively once a year, in our case September 30 (i.e., only on this day of year, the model updates glacier extents). Furthermore, the module allows for partially glaciated cells, and the transformation of old snow into firn and finally into ice after a certain amount of time. This firn module is a substantial advantage of WaSiM ETH compared to other models. For more information on the dynamic glacier module, see [36] .
Ice melt, firn melt and snowmelt were computed via the commonly used degree-day factor (DDF). During model calibration, the DDF proved to be more powerful in simulating melt processes than more sophisticated algorithms such as those after Anderson [39] or Hock [40] , a fact that corresponds to other studies on a catchment scale [41] . To compute the soil water processes, we enabled the TOPMODEL approach [42] in WASIM ETH with an improved description of the macropore processes following Niehoff et al. [43] , as it better suited the situation of available soil data and reduced computation times.
Next to the above-mentioned modules, we also enabled the evapotranspiration, the infiltration and the interception modules.
As one of the aims of this paper was to fit modelled to simulated streamflow trends, a model period that was long enough to derive trends was necessary. We used the period 1980 to 2007 for calibration. For validation, we selected two shorter periods before and after the calibration period to consider temporal parameter instability (1975) (1976) (1977) (1978) (1979) 
Calibration and Validation Scheme
To fit the hydrological model to the actual conditions, a multi-objective calibration approach based on several criteria was applied, considering the hydrograph, glacier extents, glacier mass balances, water balance terms and trends:
(1) As recommended in Krause et al. [44] , we derived several statistical measures to compare the simulated with the observed hydrograph, which included the Nash-Sutcliffe efficiency (NSE, [45] ), the modified index of agreement (MD, [46] ) and the coefficient of determination (R2). As the model efficiency is often overestimated by the standard Nash-Sutcliffe efficiency in time series with strong seasonality, the benchmark Nash-Sutcliffe coefficient based on a calendar-day model (NSEbench, [47] ) was also computed. (2) To consider glacier growth and shrinkage within the calibration process, we derived the following two measures calculated from simulated and observed extents of the Vernagt glacier: First, the "probability of detection" (POD) is the percentage of grid cells that were detected correctly (both in simulated and observed grids). Next, the "false alarm rate" (FAR) indicates the percentage of grid cells in the simulated glacier grid that were not found in the observed one [48] . Finally, the absolute simulated and observed glacier areas were compared. (3) As the glacier extents only gave information about the conditions at the beginning and end of the calibration period, we then used seasonal mass balances of the Vernagt glacier to calibrate the model. Thus, the temporal dynamic of ice melt and accumulation was also accounted for. (4) After this, discrepancies in the total simulated water budget were considered by comparing simulated average annual streamflow and average seasonal mass balances to the observed ones. (5) Most important for the goal of the present study was to fit the simulated trends to the observed trends during calibration. This was conducted for trends in annual streamflow, trends in glacier mass balances and, lastly, for highly resolved trends. This last point, the agreement of the simulated high-resolution trends with the observed trends, was the basis for the trend attribution attempt in the present analysis.
We applied a two-step calibration: First, the model was calibrated automatically, using the NSEbench as the calibration criterion, to test the sensitivity of the model parameters, filter the most relevant ones and get an estimate of their ranges. We used the dynamically dimensioned search (DDS) optimization procedure [49] in a parallel implementation for the R environment (package ppso, [50] ). DDS is a global, computationally effective and robust optimisation algorithm that requires no parameter tuning and is especially suitable for cases with many parameters to be calibrated. The parameter search is dynamically adjusted from a global to a more local scale via a reduction in parameter values in the neighbourhood, as the number of function calls approaches the user-specified maximum number of evaluations. 
To fit the hydrological model to the actual conditions, a multi-objective calibration approach based on several criteria was applied, considering the hydrograph, glacier extents, glacier mass balances, water balance terms and trends: (1) As recommended in Krause et al. [44] , we derived several statistical measures to compare the simulated with the observed hydrograph, which included the Nash-Sutcliffe efficiency (NSE, [45] ), the modified index of agreement (MD, [46] ) and the coefficient of determination (R2). As the model efficiency is often overestimated by the standard Nash-Sutcliffe efficiency in time series with strong seasonality, the benchmark Nash-Sutcliffe coefficient based on a calendar-day model (NSE bench , [47] ) was also computed. (2) To consider glacier growth and shrinkage within the calibration process, we derived the following two measures calculated from simulated and observed extents of the Vernagt glacier: First, the "probability of detection" (POD) is the percentage of grid cells that were detected correctly (both in simulated and observed grids). Next, the "false alarm rate" (FAR) indicates the percentage of grid cells in the simulated glacier grid that were not found in the observed one [48] . Finally, the absolute simulated and observed glacier areas were compared. (3) As the glacier extents only gave information about the conditions at the beginning and end of the calibration period, we then used seasonal mass balances of the Vernagt glacier to calibrate the model. Thus, the temporal dynamic of ice melt and accumulation was also accounted for. (4) After this, discrepancies in the total simulated water budget were considered by comparing simulated average annual streamflow and average seasonal mass balances to the observed ones. (5) Most important for the goal of the present study was to fit the simulated trends to the observed trends during calibration. This was conducted for trends in annual streamflow, trends in glacier mass balances and, lastly, for highly resolved trends. This last point, the agreement of the simulated high-resolution trends with the observed trends, was the basis for the trend attribution attempt in the present analysis.
We applied a two-step calibration: First, the model was calibrated automatically, using the NSE bench as the calibration criterion, to test the sensitivity of the model parameters, filter the most relevant ones and get an estimate of their ranges. We used the dynamically dimensioned search (DDS) optimization procedure [49] in a parallel implementation for the R environment (package ppso, [50] ). DDS is a global, computationally effective and robust optimisation algorithm that requires no parameter tuning and is especially suitable for cases with many parameters to be calibrated. The parameter search is dynamically adjusted from a global to a more local scale via a reduction in parameter values in the neighbourhood, as the number of function calls approaches the user-specified maximum number of evaluations.
Afterwards, we fine-tuned model parameters manually in order to sufficiently satisfy the other calibration criteria. This manual calibration was conducted as a gradual process, similar to Stahl et al. [32] . First, the lapse rates of temperature and precipitation were calibrated such that the simulated corresponded with the observed glacial winter mass balances. Subsequently, we calibrated the snow and glacier parameters to achieve agreement of the streamflow goodness measures, summer mass balances, annual streamflow and glacial extents. Finally, we further fine-tuned the model parameters to reproduce the observed trends as exactly as possible. The soil parameters were not calibrated again, but were taken from the best parameter set during automatic calibration. Similar to all multi-objective calibration procedures, at a certain calibration step there is no increase in one goodness criterion without a decrease in another one. At the end of an extensive calibration procedure, we found a set of parameters which satisfied most calibration criteria adequately.
Most of the calibration criteria mentioned above were also used for the validation of the optimised model parameters found during calibration. For the objective functions (1) glacier area and (2) trends, proper validation was not possible due to (1) no glacier inventory during the validation period and (2) no sufficiently long validation period from which to derive trends.
Trend Detection
To understand the streamflow changes in the study catchments, we analysed trends based on averages of different temporal windows, i.e., annual averages to examine whether the interannual trends were simulated correctly and glacier summer and winter mass balances. Lastly, highly resolved trends were computed, as they had proven powerful in earlier attribution studies, using an approach taken from Kormann et al. [14] : To calculate highly resolved trends, a time series of a certain variable was first converted into a centered 30-day moving average (30DMA) time series, so that later a 30DMA series for each day of the year (DOY) and each year in the study period 1980-2007 was available (1 January 1980, 1 January 1981, . . . 1 January 2007; 2 January 1980, 2 January 1981, . . . 2 January 2007, etc.). Each of these 28-year series were subsequently analysed on trend magnitudes. This was based on the robust Sen's Slope Estimator, which calculates the median of the slope between all possible pairs of data points [51] . The overall procedure resulted in a dataset that provided the 30DMA trend magnitude of a certain variable for each day of the year. The 30DMA trends were calculated for the observed and simulated hydrographs, providing an additional calibration criterion. After that, 30DMA trends of all major modelled runoff components (runoff from snowmelt, firnmelt, icemelt) and from interpolated temperature and evapotranspiration were computed.
We refrained from presenting the statistical significance of the detected trends in common with many newer studies that criticise the use of significance tests, such as the commonly used Mann-Kendall test [22, 52] . Major issues with these tests include the potential violations of certain statistical assumptions next to problems of detectability [53] . For the main goal of this study (which is the attribution of trends), statements on significance are not important and might even hinder the detection of certain trend patterns.
Trend Attribution
Similar to Kormann et al. [9] , we attributed the highly resolved trends by comparing trend magnitudes of different variables on certain days of the year with one another. If there were similar trend characteristics of streamflow and another variable during certain DOYs, we supposed that there was an interaction between these variables. For example, if streamflow trends showed a similar structure to the trends of forcing variables such as temperature, one could assume that the streamflow trends were caused directly or indirectly by the trends of these variables. Additionally, we added certain characteristic dates for both study catchments, taken from Kormann et al. [9] , indicating when the long-term average minimum, maximum and mean temperatures cross the freezing point in spring and when the minimum temperature crosses it in autumn.
Following the scheme of Bronstert et al. [54] and the recommendations in Molnar et al. [5] , we put the main focus of the attribution analysis on temperature-induced changes and how these changes affect streamflow. In the present study, we assume that a model, which is able to reproduce the overall observed streamflow trends, is also able to properly simulate the trends of the individual streamflow components. Hence, we examined trends in streamflow components such as ice melt, firn melt and snowmelt to analyse how the overall observed streamflow trend is composed.
Apart from trends in streamflow components, we also analysed trends in actual evapotranspiration, since ETa is expected to increase with global warming. This was conducted for the Brunau catchment only and not for the Vernagtbach sub-basin for the following reasons: (1) Evapotranspiration is generally a relatively small component of the total water balance of highly glaciated catchments-an estimated 120 mm/a in the Vernagtbach catchment, as reported in Braun et al. [1] ; (2) Condensation happens more frequently than evaporation over snow-and ice-covered surfaces [1] , and condensation is not included in WaSiM ETH. The same applies for sublimation, which can also be an important component of the moisture budget over snow and ice [55] .
Further, we excluded precipitation in the attribution analysis, as the low signal-to-noise ratio allows no robust statements on detected changes and we found no clear trend in precipitation [14] . This also corresponds with other studies in the area (e.g., [56] ).
Results
Calibration and Validation Results
During the pre-calibration sensitivity analysis we identified the most relevant model parameters that affect simulated streamflow. The majority of these parameters were related to ice melt, firn melt and snowmelt. Next to the temperature and precipitation lapse rates, the snow parameters (the threshold temperature rain/snow, the degree-day factor, the threshold temperature for snowmelt, and the temperature transition range from snow to rain) and the glacier parameters (the degree-day factor for ice, firn and snow on ice, and the VA-scaling and VA-exponent for the Volume-Area relation of glaciers) were highly sensitive. The soil parameters (especially the recession parameter and the correction factor for transmissivities) also influenced simulated streamflow, but to a lesser degree. After calibration, we obtained a set of parameters that simulates hydroclimatic conditions sufficiently well in both catchments (see Table 2 for an overview of the most relevant calibration parameters).
Standard goodness measures and mean annual hydrographs: The adequate agreement of both simulated and observed streamflow is reflected in the quality of the standard goodness measures (Table 3) : During both calibration and validation, NSE, R2 and MD all show values around 0.8 for the Vernagtbach catchment, and those for Brunau even exceed those for Vernagtbach. The NSE bench values that consider the seasonality of the time series range between 0.5 and 0.8. Table 3 .
Model efficiency, simulated and observed annual streamflow and glacier mass balances for the calibration and validation periods (Q obs/sim = observed/simulated runoff; MB obs/sim = observed/simulated glacier mass balances). For the Brunau catchment, the model was able to simulate the mean daily streamflow with only small differences from the observed time series (Figure 4) . The highest melt discharge contribution originated from the snow reservoir with liquid precipitation as the second highest contributor. Until June, snowmelt presented the only important contribution to streamflow. Minor contributors at this gauging station were melt from glaciers, firn and snow on glaciers (in decreasing order). For the Brunau catchment, the model was able to simulate the mean daily streamflow with only small differences from the observed time series (Figure 4) . The highest melt discharge contribution originated from the snow reservoir with liquid precipitation as the second highest contributor. Until June, snowmelt presented the only important contribution to streamflow. Minor contributors at this gauging station were melt from glaciers, firn and snow on glaciers (in decreasing order). For the Brunau catchment, the model was able to simulate the mean daily streamflow with only small differences from the observed time series (Figure 4) . The highest melt discharge contribution originated from the snow reservoir with liquid precipitation as the second highest contributor. Until June, snowmelt presented the only important contribution to streamflow. Minor contributors at this gauging station were melt from glaciers, firn and snow on glaciers (in decreasing order). Glacier area and seasonal mass balances: Shrinkage and growth of glacier areas are generally simulated sufficiently well, which is shown by a high POD and a low FAR and a generally good agreement between simulated and observed glacier extents (Table 4) . Visually, deficiencies are mostly found in the inner structure of the glacier, where topographical features such as moraines affect the glacial melting behaviour ( Figure 5 ). In these areas, the algorithm is not able to model the melting patterns sufficiently well, so that the modelled glacier appears rather smooth, whereas the observed one has several ice-free furrows. Glacier area and seasonal mass balances: Shrinkage and growth of glacier areas are generally simulated sufficiently well, which is shown by a high POD and a low FAR and a generally good agreement between simulated and observed glacier extents (Table 4) . Visually, deficiencies are mostly found in the inner structure of the glacier, where topographical features such as moraines affect the glacial melting behaviour ( Figure 5 ). In these areas, the algorithm is not able to model the melting patterns sufficiently well, so that the modelled glacier appears rather smooth, whereas the observed one has several ice-free furrows. Average annual streamflow and seasonal mass balances plus trends: After the above-mentioned calibration criteria, we evaluated both average annual streamflow and glacier mass balances for the period 1980 to 2007 plus their interannual variations and trends over time. Annual streamflow was simulated sufficiently well at both stations (Table 3) except that the simulated trend slope is lower than the observed one at Vernagtbach (Figure 6 ). While simulated winter glacier MBs were reproduced adequately, certain deficiencies exist in the modelled summer MBs, especially at the end Average annual streamflow and seasonal mass balances plus trends: After the above-mentioned calibration criteria, we evaluated both average annual streamflow and glacier mass balances for the period 1980 to 2007 plus their interannual variations and trends over time. Annual streamflow was simulated sufficiently well at both stations (Table 3) except that the simulated trend slope is lower than the observed one at Vernagtbach (Figure 6 ). While simulated winter glacier MBs were reproduced adequately, certain deficiencies exist in the modelled summer MBs, especially at the end of the time series (Figure 7 ).
Calibration
30DMA trends: Daily streamflow trends were highly sensitive to changes in the relevant model parameters. Finding a good agreement between simulated and observed 30DMA trends was challenging due to the complexity of interactions between the several calibration objectives. However, the final set of parameters reproduced the overall trend structure well, especially at the Brunau gauging station. For the Vernagtbach gauging station, there were deviations between simulated and observed trend magnitudes in July and August, with simulated trends lower than the observed trends (Figures 8a and 9a) . 
Attribution of Streamflow Trends
Vernagtbach (high-altitude catchment): There is considerable congruence of both simulated and observed streamflow trends with those of temperature throughout the runoff season (April-October, Figure 8a ). During this time, streamflow trends seem to be coupled to the temperature trends with a delay of several days. This coupling starts roughly between the days when daily maximum and mean temperatures surpass the freezing point in spring and end shortly after the daily maximum temperature has crossed it in autumn. There are three corresponding peaks (mid-June, mid-July, and end of August) and one local minimum (September) in both simulated and observed streamflow trends. To some degree, these phenomena also appear in the temperature trends.
Concerning the changes in streamflow components, trends of snow and firn follow a distinct behaviour pattern of first increasing and later decreasing trends (Figure 8b ). The snow, firn and snow-on-ice trends all roughly sum up to the total simulated streamflow trends until mid-June, adding up to the first trend peak in this month at the Vernagtbach gauging station. From mid-June onwards, the trend in glacial melt rises to its maximum in mid-July. This is also the time when negative trends in snow and firn are strongest, thus counterbalancing the positive ice melt trends. Finally, in September, negative ice melt trends occur shortly after temperature trends are also negative.
Ötztaler Ache (mostly lower-altitude catchment): Major streamflow trend patterns appear as soon as the average daily mean temperature crosses the freezing point in spring, which is roughly in early April. During April and June, two positive 30DMA trend patterns can be observed at the Brunau gauging station (Figure 9a ). These two patterns are followed by negative trends in July. The patterns mainly resemble the snow trends (Figure 9b) . However, the snow trends are far more negative (´0.09 mm/d/a) than the overall streamflow trends in July. During this month, negative snow-and firn-melt trends are compensated by increased glacial melt, which happens similarly in the Vernagtbach catchment. However, the ice-melt trends are less strong (maximum: 0.03 mm/d/a) than the ones at Vernagtbach (maximum: 0.3 mm/d/a), and thus the total streamflow trend is negative.
Also at the Brunau gauging station, there is a certain similarity of streamflow trends with the trends of temperature during the first half of the runoff season and at the end: The first two positive streamflow trend patterns in April and June turn up exactly when two positive temperature trend patterns occur. Later in September, negative streamflow trends follow negative temperature trends. Looking at the other streamflow components, a strong positive trend pattern of firn melt occurs in May and June and is followed by a slightly negative one in July.
Major evapotranspiration trends occur from mid-April to the end of October, the average runoff period and the period when the mean daily temperature is above zero. The ETa trends are positive most of the time, with three major peaks. These peaks show similar timings to the temperature trends during the first half of the year, hinting at the causes for the ETa trends. The magnitude of the ETa trends is only about one-tenth that of the streamflow trends. During the 28-year calibration period, annual evapotranspiration depicts an increase of about 11 mm, compared to 359 mm average annual ETa (Figure 10 ). 
Discussion
Overall Model Skill
The quality of the model fit in terms of streamflow goodness measures is comparable to other studies in alpine catchments (cf. [27] ). However, in these watersheds, one should particularly consider the benchmark NSE according to Schaefli and Gupta [47] . As the seasonality is removed, NSEbench values are generally lower than standard NSE values. For both study catchments, NSEbench values are 
Discussion
Overall Model Skill
The quality of the model fit in terms of streamflow goodness measures is comparable to other studies in alpine catchments (cf. [27] ). However, in these watersheds, one should particularly consider the benchmark NSE according to Schaefli and Gupta [47] . As the seasonality is removed, NSE bench values are generally lower than standard NSE values. For both study catchments, NSE bench values are acceptable, ranging from between 0.5 and 0.8 during validation. Also, annually averaged water balance components and seasonal mass balances were modelled in good agreement with the observed values, deviations between simulated and observed values during calibration and validation were mainly in the range of 5 to 10 percent. Our model further proved suitable for modelling the change in glacier extents, considering the uncertainties in the use of volume-area scaling [57] .
There are several incidences where the model skill is poor, especially at the Vernagtbach watershed: For instance, the simulated mean daily hydrograph at Vernagtbach is roughly 10% to 15% lower than the observed one during July (Figure 3 ). These errors are probably a result of the simplified process representations in the hydrological model such as the static degree-day-factor. Literature sources suggest that a DDF value that increases over the ablation season might provide better modelling results [58] and also spatially variable DDFs are proposed [59] . However, the consideration of temporal and spatial DDF variability would add numerous additional degrees of freedom to the simulation. Also, errors in the processing of the observational data play a role: Rating curves are especially prone to errors in estimating high runoff values, which is the case during this time of year. In addition, measurement and interpolation of precipitation in alpine areas is highly uncertain [60] .
Modelling Streamflow Trends
The main benefits of using highly resolved trends as calibration criteria in hydrological models are a more confined calibration and a lower degree of equifinality. Especially in hydrological modelling studies in glaciated catchments, an appropriate strategy is necessary to cope with the issue of equifinality, as glacier parameters add many additional degrees of freedom to the model. For instance, using an incorrect calibration, errors in snow accumulation or precipitation interpolation might be counterbalanced by errors in glacier melt [61] . When including seasonal glacier mass balances, glacier extents or glacier area changes, the modeller is able to constrain this uncertainty [62, 63] . However, these data sets are rarely available, especially for longer periods. Including 30DMA trends into the calibration of hydrological models in glacially influenced catchments forces simulated streamflow to undergo the same transient changes as the observed time series. Due to the strong reaction of glacier runoff to climate change, this procedure is particularly suitable for catchments with significant glacier coverage.
However, adding annual and seasonal trends to the multi-objective calibration is challenging. Some of the calibration objectives were only modelled with a certain degree of deviation from the observed time series. Especially in relation to the annual and daily trends, there was always a trade-off between a more precise simulation of the trends and a deterioration in the standard goodness measures. With regard to this point, the overall model fit can be seen as sufficiently good; further, only one set of parameters for both catchments sufficed (the entire Ötztaler Ache catchment of 847 km 2 and the Vernagtbach catchment of 11 km 2 ).
Model-Based Trend Attribution
Vernagtbach: At the Vernagtbach gauging station, the first (and overall highest) trend pattern in June is caused by several factors, all induced by higher temperatures during this period: (1) There is an earlier depletion of the snow reserves in spring, also caused by decreases in snowfall [14, 26] . This shift is reflected by the trend sequence of first increasing (in June) and later decreasing trends (in July) of roughly similar overall magnitude. It concerns both the snow reserves on glaciers and those on other surfaces; (2) The Vernagt glacier has lost the major part of its firn body during recent decades [1] , causing positive trends in firn melt in June. However, the annual sum of firn melt trends is negative. This means that the firn body of the Vernagt glacier has already decreased to such a degree that firn melt is no longer increasing with higher temperatures but is decreasing due to the reduction in volume; (3) Glacial firn bodies have a high reservoir effect [64] , thus the Vernagt glacier has lost an important buffer of spring snowmelt water, resulting in additional rising runoff trends from snow on glaciers. The next trend pattern, roughly in July, is the result of positive ice melt trends caused by glacial retreat minus negative snow and firn trends. Especially for the two trend patterns mentioned above, the advantages of the model-based attribution compared to the data-based attribution are obvious: Kormann et al. [9] reported that trends in June are mainly caused from higher glacial melt. The model approach in the present study revealed that this is only partially true: Higher firn melt and snowmelt cause the trend pattern in June while the main ice melt occurs in July. However, this is counterbalanced by negative firn melt and snowmelt trends. The negative streamflow trends in September obviously result from lower ice melt volumes due to decreasing temperature trends, as already reported in the data-based attribution. The last positive trend pattern in October occurs during the same time period as rising temperature trends, so, on the one hand, increased melt plays a major role. On the other hand, during autumn, the firn body drains the previously stored water from precipitation and melt [64] . This drainage water decreases due to a retreating firn cover, thus reducing the trends from temperature-induced increased melt. Finally, overall streamflow trend magnitudes are small anyway at this time of year, as air temperatures are also close to the freezing point.
Brunau: At the Brunau gauging station, particularly the magnitudes of streamflow trend components, are different to those at Vernagtbach, and represent the trends observed in other lower-altitude catchments with a glacier component (cf. [9] ). The first two trend patterns in April and June are mainly caused by earlier snowmelt volumes. The earlier depletion of the snow reservoir subsequently results in a negative streamflow trend pattern in July. For both snow and snow on glaciers, the annual trend sums are negative (snow:´0.33 mm/a; snow on ice:´0.21 mm/a), meaning that there is not only a shift to earlier melt timing, but also a slight decrease in melt volume. These trend patterns also correspond to those of the model experiment of Déry et al. [22] , who generated patterns of both volume and timing decreases in spring snowmelt on the basis of synthetic hydrographs. The positive annual sum of firn melt trends (0.54 mm) documents the loss of glacial firn bodies in the entire Ötztal valley. Contrary to the Vernagt glacier, the remaining firn bodies in the catchment are still in the phase of increased runoff caused by reductions in volume. This obviously also applies for the ice reserves of the glaciers.
In general, model-based attribution of streamflow trends proved to be a powerful and straightforward method. However, one has to keep in mind that there might be periods where the total runoff signal might be simulated correctly, although the model underestimates the contributions from e.g., snow melt and overestimates the ones from ice melt. For this reason, also the trend signal of the single runoff component might be subject to errors. Including further calibration criteria such as glacial mass balances and glacier extents-as it was done in this study-restrains this issue, though.
The Role of Evapotranspiration
We found that ETa in our study region has been rising during recent decades, which corresponds to other analyses for the middle latitudes, such as e.g., Kramer et al. [65] or Douville et al. [15] . However, the magnitude of the ETa increases is still too small to also detect its effects on the total streamflow trend. This has similarly been found by Alaoui et al. [66] for a catchment in Switzerland via a comparison between past and projected future streamflow trends. For total runoff, trends caused by snowmelt, firn melt and ice melt play a far more decisive role than those caused by ETa increases, especially during the time period when the highest ETa trends also occur. For this reason, we were not able to uneqivocally link decreasing total streamflow trends with rising ETa trends.
Conclusions
Several recent studies suggest that trend analyses in hydrology should not only interpret the causes of detected changes, but also soundly analyse the drivers of the trends (i.e., attribute the trends). In the present study, we showed that a more robust and detailed understanding of trend causes can be obtained via the combined use of a hydrological model and high-resolution streamflow trends (i.e., trends computed for each day of the year) for the two case study catchments in the western Austrian Alps-a large, mostly lower-altitude catchment that includes extensive valley plains and a nested high-altitude, heavily glaciated headwater catchment. By analysing trends of single streamflow components and selected atmospheric drivers, we were able to provide an in-depth picture of the trend drivers and their share of the total trend throughout the calendar year: In the high-altitude, glaciated study catchment, earlier firn melt and snowmelt are causing the first increasing streamflow trends in springtime. During summertime, rising trends originating from ice melt have the major share of the total runoff trends, although these are lowered by decreasing snowmelt and firn melt trends. This summation of positive and negative trends of all single streamflow components is a major complication of all streamflow trend attribution studies. Process-oriented and distributed hydrological modelling is a powerful way to handle this issue and understand the underlying patterns. In the lower-altitude catchment, it is mostly changes in snowmelt runoff in terms of earlier timing and lower melt volumes that affect total streamflow. However, trend components caused by glacial melt also have a considerable influence in the lower catchment. We further showed that simulated evapotranspiration has been rising during the last few decades. The lowering effect of the ETa increase on total streamflow could not be identified unequivocally due to its low magnitude and the stronger counteracting effect of increasing trends caused by ice, firn and snow melt during this time of year. However, with projected temperature increases for future scenarios (cf. [67] ), it is very likely that this link might soon be identifiable with higher certainty. Also, other potential trend causes related to climate change that were not included in the present model experiment (such as additional vegetation greening, higher treelines, degradation of permafrost, changed weather patterns, etc.) that might play a more significant role in the future.
In the present study, we clearly identified temperature as the main streamflow trend driver in the study catchments, having direct effects on ice melt, firn melt and snowmelt. Streamflow is not only directly determined by temperature through processes over short time scales, which is no novelty, just as streamflow also reflects temperature changes over longer time scales. However, in this study we further clarified the link between streamflow trends over daily and decadal time scales: Streamflow changes occur on a daily basis throughout the calendar year. If these deviations from the normal level are stronger on certain calendar days than others and occur more frequently on this day with the passing of time (decades), it is likely that these changes are part of a trend. This trend presents the transient change on a certain day of year. Finally, summing up the daily trend patterns over the entire calendar year results in the overall, annual trend value.
A suggestion for future research is the transfer of the presented model-based attribution approach to other study areas. Due to the underlying physical processes, we expect similar results as the ones obtained in this study for many catchments in alpine areas. Applying this approach in lowland catchments might be more challenging due to the following reasons: Climate-change driven streamflow trends in lowland basins are usually less strong than the trends in alpine catchments and, in addition, typical lowland catchments are also more anthropogenically influenced. Author Contributions: Christoph Kormann was responsible for most of the analytical work and modelling, and wrote the manuscript. Thomas Graeff helped in setting up the hydrological model and the DDS algorithm on the compute server. Till Francke and Axel Bronstert provided methodological support, and reviewed and completed the manuscript. Thomas Recknagel contributed by debugging the code of the WaSiM ETH TOPMODEL version.
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