A UNIX device driver for a TransLink II Transputer board is described. A complete listing of the code is presented. The device driver allOws a transputer array to be used with the ARJX operating system.
I. Introduction
In the UNIX operating system, the actual control of physical devices is isolated from user programs. Only routines that are part of the operating system kernel are allowed to directly manipulate physical devices. These routines are called device drivers. The device driver described in this report controls a TransLink II NuBus card in an Apple Macintosh II computer running Apple's version of the UNIX operating system, A/UX. Due to the memory mapped I/O structure of the NuBus, the device's control registers appear as a few absolute memory locations in the host processor's address space. The simple nature of the physical interface and the rather straightforward operating requirements produce a model device driver that exhibits many of the essential device driver techniques. As such it serves as an intermediate example between the trivial sample driver and the more obscure extended examples supplied by Apple in their device driver kit. 1
Usually a device driver is supplied by the hardware manufacturer. In the case of the TransLink H card a driver was supplied for the Macintosh operating system but not for A/UX. The TransLink H card controls an array of transputer modules. From one to eight transputers can be supported by each TransLink H card and several cards can be placed in, each Macintosh H. A transputer is a 32-bit RISC microcomputer manufactured by Inmos Ltd. with its own local memory and with high speed communication links for connecting one transputer to another. These processors were designed as building blocks for parallel processing systems. Arrays of transputers provide, at moderate cost, a powerful tool for exploring distributed memory architecture parallel computing. 2 The purpose of moving the transputer array to the AR.IX operating system was to gain the networking and multitasking capabilities. Since the tasks that the transputer network was designed to execute typically run for long periods of time, a multi-tasking operating system allows other work to be accomplished on the host while the transputers operate in the background. Further, with the network connection, many users can have access to the transputer array without having to physically move the cards. The only piece trdssing from the A/UX-TransLink system was the AH.IX device driver.
lt,
This report is organized is follows. Section H gives a general description of the TransLink II card and its control registers. Section Hl g,';,es a general description of the requirements tor the devtee _r_anddiscus_es.the strategy_ ;, . used to implement them. The next section discusses the code whose complete listing is given in the appendix.
Finally, some comments axe made about the functions not supported by this driver. A complete description of the TransLink II card and the transputer modules is locations are used to read and write to the link exchange, four are used to read and write to a transputer module, and the remaining six are used to control the card. In terms of the driver software, the device is considered to consist of two minor devices, a configuration device, and a link device. The configuration device is used to program the link exchange.
II. The Device
The link device is used to communicate through the link exchange to one link on one of the transputer modules. The particular connection is determined by the exchange's configuration.
The names, primary direction, offsets and active bits for each of the registers are given in Reading from and _riting to the card is accomplished by using the In and Out registers.
These registers are one byte wide. Flow control to the I/O registers is controlled through the corresponding status register. The status registers have the two lowest bits as active bits. The low bit is high when the corresponding I/O register is available. The second bit is used to control interrupts. If the status interrupt bit is set high and the InterruptEnable register has been set, then an interrupt will be generated when the I/O register is ready.
Whether interrupts are enabled or not the status interrupt bit must be set before reading or writing the I/O register or a bus error will occur. The I/O can be controlled either by polling or by interrupts. The device driver presented here uses interrupts and a major portion of the logic is concerned with the interaction between the status interrupt bits and the Interrupt.Enable register.
lM. The Driver
This section describes the general requirements for the TransLink device driver. A *_ complete discussion of UNIX device drivers is beyond the scope of this report. The driver construction kit from Apple provides the best information and requirements for A/UX , drivers.
Certain assumptions have been made about the software system that will use this driver.
The system will need to piace the card in an operational mode, to configure the link / .
exchange, to load the transputer object code into the transputer modules, and then to mediate the data transfers between the host computer (the Macintosh) and the transputer D array. It is assumed that either the host or the transputer can initiate a data transfer once the transputer code begins executing. (The transputer is loaded by first issuing a reset. The " transputer then scans its links waiting for input. The first input ro arrive is assumed to be a transputer message containing the length of the object code followed by the code itself.
This code is then loaded into memory and a jump to the first location is executed. The exact structure of this message should be handled by the transputer tool set.)
Since the transputer can initiate transfers, the device driver should be capable of receiving data and storing it into a buffer before a read request is made. As long as the buffer is adequate, the transputer does not have to idle while waiting for the host to perform a read.
The device driver is to operate synchronously; i.e., the system will complete the requested operation before returning to the calling program. There may be a number of identical cards in a single host, therefore the driver should be reentrant.
A UNIX driver is required to provide a certain set of routines with specific names, calling arguments, and return codes. These routines correspond to the system routines open, close, read; write, and ioctl. In the device driver, these routine names are prefixed with a unique identifying code, in this case "tl_". In addition an interrupt routine is required for card devices, and an initialization routine may be provided to perform device specific operations at start up time. The driver consists of the six routines, tl_init0, tl_open0, tl_close0, ft_read0, tl_write0, tl_int0.
Device drivers are often logically divided into two parts, known as the front end and back end, or the top half and bottom half.5 The front or top part is responsible for accepting the operation request from the operating system and scheduling it. The back end or bottom half handles the actual interaction with the device. The communication between these two " halves of the driver is usually through a set of queues or buffers and associated flags. The two halves typically operate on different time sequences and in different address spaces.
The coordination between the two address spaces and the two time sequences is an essential function of the device driver.
IV. The Code
The initialization routine puts the card registers into a known state and initializes the driver In this driver, the top half is contained in the read and write routines. The write routine copies the data from the user buffer into an output queue that is in the kernel address space.
It then sets a flag and enters a sleep state until the interrupt routine, the bottom half, completes the transfer and issues a wake up. The write routine then returns to the system.
The read routine operates in a similar fashion. It first checks to see if the input queue already contains enough data to satisfy the read request. If so, the data is copied from the kernel space to the user buffer. If there is not enough data, a flag is set and the sleep state is entered. When the interrupt routine has received enough data, the read flag is cleared and the read routine is awakened.
The bottom half is contained in the interrupt routine. Read interrupts are always enabled except when data is being transferred between the queues and the user buffers. When the transputer sends a byte an interrupt is triggered. The interrupt routine then accepts data until either the read buffer is full, or there is no more data, or a specified maximum number of bytes have been transferred. If the intern_pt routine has the processor for too long, then performance will suffer. If there is a read request pending and there are now enough bytes in the queue to satisfy it, the read routine is awakened. The interrupt routine then checks for the write pending flag and transfers any data that is ready to be sent.
V. Comments
Several capabilities that were found in the Macintosh version of the device driver were not included in this A/UX driver. The transputer and the Macintosh have opposite byte orderings. The Macintosh driver had the ability in the read and write routines to swap byte ,.
orders depending on the data type. This function is assumed to move to the higher level software and is not supported by this driver. The Macintosh version also has the ability to ¢ query the card to find the number and type of active transputers and their memory configuration. The ability is again left to a higher software level. 
