Introduction
The study of Riley polynomial of two-bridge knots dates back to [14] . In a series of papers by Ryoto Hakamata and Masakazu Teragaito [8, 9] , they studied a special class of two-bridge knot, the double twisted knot J(k, l) with k = 2m and l = 2n half twists. Their main result in [9] states: Theorem 1.1. [9, Theorem 1.1] Let K = K(m, n) be a hyperbolic genus one 2bridge knot in the 3-sphere S 3 as illustrated in Figure 1 . Let I be the interval defined by
if m > 0 and n > 0, (4m, −4n) if m < 0 and n < 0, [0, max{4m, −4n}) if m > 0 and n < 0, (min{4m, −4n}, 0] if m < 0 and n > 0.
Then any slope in I is left-orderable. That is, π 1 (K(r)) is left-orderable.
In a recent paper by Tran [15] , he improved the above result by showing slopes in (−∞, 0) also give rise to left-orderable fundamental groups.
In the papers [9] , the authors mostly focused on double twist knot with 2m and 2n half twists, which has genus 1. In this paper, I computed the Riley polynomial of twist knot with 2m + 1 and 2n half twists J(2m + 1, 2n), which has genus n. By studying the solution of the Riley polynomial, I proved the following theorem of twist knots. if m < −1 and n > 0, (4n, 0] if m > 0 and n < 0,
Remark. When m = −1, 0 or n = 0, J(−1, 2n), J(1, 2n) and J(2m + 1, 0) become torus knots, so these three cases are excluded. All two-bridge links except the torus links are hyperbolic (See for example [13, Corollary 2] ). So as a subset of two-bridge links, all the double twist knots in our theorem are hyperbolic.
Section 2-7 of this paper are devoted to proving the theorem. In Section 8, we use computer program to check the theorem for some examples. In Section 9, we make connections with general two-bridge knots.
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2. SL 2 (R) Representations of the Fundamental Group of J(k, 2n)
We will mostly follow the notations in [9] . Let us look at the following link diagram of J(k, l) in Figure 1 . The link diagram J(k, l) is a knot (called the double twist knot) if and only if either k or l is even. Then one may apply symmetries of the knot to assume that l = 2n is even. Moreover, since J(k, 2n) and J(−k, −2n) differ by mirror, then in our computation, we can assume n > 0 without loss of generality.
The fundamental group of J(k, 2n) has the following presentation π 1 (J(k, 2n)) = x, y|w n x = yw n , where
In the first case J(2m, 2n) corresponds to K(m, n) as in [9] . We are interested in the second case J(2m + 1, 2n), double twist knot with 2m + 1 half twists and 2n half twists, which has genus n. Under the above presentation of the fundamental group, the meridian M = x and the longitude L = w n * w n x −4n . See Section 4 of [11] for more details about the presentation of π 1 (J(k, 2n)) and L. But remark that there is a slight difference in the notation and choice of framing.
In this paper, we will study the case when k = 2m + 1. Let ρ be a SL 2 (R) representation of π 1 (J(2m + 1, 2n)). Then by taking conjugation, we can assume that (2) ρ
where f m and g m are defined by inductive relations f m+2 − (s + 2)f m+1 + f m = 0 and g m+2 − (s + 2)g m+1 + g m = 0, with initial conditions f 0 = g 0 = 1, f 1 = s + 1 and 
In particular, all coefficients of f m and g m are positive integers, and the degree of f m and g m is m. Also, f m and g m are monic.
Then it is easy to check that f m and g m satisfy the following properties.
Now we can compute the image of w under ρ.
Proof. We compute directly,
Let z and 1/z be the eigenvalues of W . Set τ = trW = z + 1/z and τ k =
The proof of [9, Lemma 3.5] does not depend on the explicit expression of W . So this lemma still holds in our case.
Longitude
In this section, we follow the procedures in Section 5 of [9] to compute the image of the longitude L under certain representations.
We will compute ρ s (L). Let
We will first compute ρ s (w n * ). Lemma 3.1.
Proof. It's easy to compute that
.
We can observe that the (1, 2)-th entry of ρ s (yx) is exactly the (2, 1)-th entry of ρ s (xy) divided by σ, and the (2, 1)-th entry of ρ s (yx) is exactly the (1, 2)-th entry of ρ s (xy) multiplied by σ. And the other two entries of ρ s (yx) and ρ s (xy) coincide. The authors of [9] proved in Lemma 5.1 that similar relation holds between ρ s (y −1 x) and ρ s (xy −1 ), and also between ρ s (yx −1 ) and ρ s (x −1 y). Moreover, they showed that this relation is preserved under matrix multiplication; Therefore the same relation must also hold for ρ s (w n ) and ρ s (w n * ).
Again, the above two lemmas still hold because no explicit expression of entries of W is involved.
Let B s be the (1, 1)-entry of ρ s (L). In our case, B s obtains the following form, which is different from [9, Lemma 5.6] .
Proof. We compute ρ s (L) = ρ s (w n * w n x −4n ) first,
Then
where L is the longitude of the complement of J(2m + 1, 2n). Then
Proof. We compute directly using Lemma 3.2 and Proposition 2.1.
Applying Lemma 3.4, we have
Solutions to the Riley Polynomial
Proposition 4.1. The Riley polynomial of K is
Direct computation using Proposition 2.1 and Lemma 2.2 shows Proof. Fisrt, we show both f m and g m have at least one sign change when m = 0.
Notice that both f m and g m are monic polynomials in terms of s of degree m. In particular g m (2x − 2) is the Chebyshev Polynomial of the second kind. Therefore g m has exactly m different negative simple roots 2 cos kπ m+1 − 2, k = 1, 2, · · · m. When s → ∞, both f m and g m approach +∞. So g m < 0 on (2 cos 2jπ 
Then we can choose s 0 > 0 to be the smallest positive solution of φ K (s, 1) = 0 with respect to s. (1) When m > 0 and n > 1, the Riley polynomial (4) has a solution −C2
Proof. (1) Suppose m > 0 and n > 1, we set τ n+1 = τ n as in [9, Lemma 4.1]. Then we can find two solutions z = e π 2n+1 i and z = e 3π 2n+1 i , with
Since f m g m is continuous on [0, s 0 ], then it must be bounded below by C 1 and above by C 2 . And it is not hard to see that 0
To see 0 < T < 2 for s ∈ (0, s 0 ), notice that by assumption s 0 is the smallest positive value for s such that T = 2.
( 
When τ > 2, both τ n and τ n+1 are positive. So
For τ > 2, it is easy to verify that τn+1 τn is an increasing function (for example using first derivative test), so τn+1 τn > n+1 n . So we can choose C 3 > 0 such that 1 + C 3 m < n+1 n and it follows that
Apparently T > 2 when s → r fm +. To see T = t + 1/t > 2 for all s ∈ (r fm , 0), we will need to look at B s . In the proof of Lemma 3.4, notice that B s =
. So B s is a polynomial in terms of s, 1 s , t, 1 t and 1 t−1 . Since by Proposition 3.1 B s = −1 when t approaches and takes the value 1, then t = 1 is a removable singularity of B s . Therefore B s is continuous for s ∈ (r fm , 0). Now assume T = 2 when s equals some s 1 ∈ (r fm , 0) and choose s 1 such that T > 2 for s ∈ (r fm , s 1 ). In fact, we can assume t > 1 for s ∈ (r fm , s 1 ), because we can carry 
Slopes
In this section, we will compute slopes of asymptotes of the graph of the solution of the Riley polynomial. (2) To prove the second limit, set s = 0 in τ , then τ = t + 1/t. When m = −1, set s = 0 in φ K (s, t) = 0, then we have (τ n+1 − τ n ) + m(t + 1/t − 2)τ n = 0. So t n+1 − t −n−1 − t n + t −n + m(t + 1/t − 2)(t n − t −n ) = 0, which simplifies to
(3) When s = s 0 , t = 1, and lim s→s0−
So lim s→s0−
Log(B s ) = π + 2dπ for some d. When m < −1,
When m > 0,
Root of the Alexander Polynomial
Setting s = 0 in (5), then τ = T = t + 1/t and φ K (s = 0, t) = τ n+1 − τ n + m(τ − 2)τ n = 0, which simplifies to
Next, we compute the Alexander polynomial ∆ J(2m+1,2n) (a) of J(2m + 1, 2n) and show that it is the same as (6) .
Let ∆ T (p,q) be the Alexander polynomial of the torus knot T (p, q). 
The extra factor a − (p−1)(q−1) 2 is multiplied to normalize ∆ T (p,q) (a) so that it is symmetric, i.e. ∆ T (p,q) (a −1 ) = ∆ T (p,q) (a). Proposition 6.1. The Alexander polynomial of the double twist knot J(2m+1, 2n) is ∆ J(2m+1,2n) (a) = (m + 1)(a n + a −n ) + (2m + 1) n−1 i=0 (a i + a −i )(−1) n−i . Proof. We will use the fact that Alexander polynomial satisfy Skein relations (see for example [1] ) and prove by induction.
Let ∆ J(2m+1,2n) (a) be the Alexander polynomial of the double twist knot J(2m+ 1, 2n). Normalize ∆ J(2m+1,2n) (a) so that ∆ J(2m+1,2n) (a) = ∆ J(2m+1,2n) (a −1 ) and the coefficient of its highest degree term is positive. From the Skein relation as shown in Figure 2 , we have
Adding the above equations all together, we have ∆ J(2m+1,2n) − ∆ J(1,2n) = m( √ t − 1/ √ t)∆ J(0,2n) . Notice that J(0, 2n) is the torus link T (2, 2n), and J(1, 2n) is the torus knot T (2, 2n + 1). Let ∆ T (p,q) be the Alexander polynomial of the torus knot or link T (p, q). Then ∆ J(0,2n) = ∆ T (2,2n) and ∆ J(1,2n) = ∆ T (2,2n+1) . Applying the = (m + 1) (a 2(2n+1) − 1)(a − 1) (a 2n+1 − 1)(a 2 − 1)a n − m (a 2(2n−1) − 1)(a − 1) (a 2n−1 − 1)(a 2 − 1)a n−1 = (m + 1) (a 2n+1 + 1) (a + 1)a n − m a 2n−1 + 1 (a + 1)a n−1
= (m + 1)(a n + a −n ) + (2m + 1)
We can see that the Alexander polynomial of J(2m + 1, 2n) is exactly the same as its Riley polynomial when s = 0 (as shown in (6)). So when s = 0, t takes the value of a root ξ of the Alexander polynomial. Proof. As we see in (6), setting s = 0 in the Riley polynomial, we get
which is the same as the Alexander polynomial ∆ J(2m+1,2n) . Notice that it is a panlidrome (symmetric) polynomial of even degree 2n after multiplying by t n . So by [12, Theorem 1] , it has a complex root on the unit circle when m > 0. When m < −1, there is a positive real root different from 1. To see this, let 1) . When t = 0, h(t) = 1 − m < 0; when t = 1, h(t) = 2 > 0. So h(t) must have a real root between 0 and 1 by Intermediate Value Theorem, and also a root> 1 by symmetry of h(t).
This proposition could also be proved by taking s = 0 in 0 < 2 + −C1 
Left-Orderability
Boyer, Rolfsen and Wiest proved the following theorem about left-orderability.
Theorem 7.1. [2, Theorem 1.1] Suppose that M is a compact, connected and P 2 -irreducible 3-manifold. A necessary and sufficient condition that π 1 (M ) be leftorderable is that either π 1 (M ) is trivial or there exists a non-trivial homomorphism from π 1 (M ) to a left-orderable group.
Consider the Lie group SU (1, 1) = α β β α | |α| 2 − |β| 2 = 1 . So we can parameterize SU (1, 1) by (γ, ω) where γ = −β/α ∈ C and ω = argα is defined modulo 2π. Then SL 2 R SU(1, 1) can be described as {(γ, ω) | |γ| < 1, −π ≤ ω < π}. The Lie group (nonlinear) PSL 2 R is defined to be the universal cover of SL 2 R and PSL 2 R. In particular, it can be described as {(γ, ω) ∈ C × R | |γ| < 1, −∞ < ω < ∞} with group operation given by:
As a subgroup of Homeo + (R), PSL 2 R is left-orderable. We follow the notation in [5] . Denote PSL 2 R by G, and PSL 2 R by G. We call an element g of G elliptic, parabolic or hyperbolic if it covers an element g of the corresponding type in PSL 2 R.
In particular, if g covers ±I, then g is called central. Suppose M is a knot complement in a rational homology 3-sphere. Let R G (M ) = Hom(π 1 (M ), G) be the variety of G representations of π 1 (M ). Similarly define R G (∂M ) = Hom(π 1 (∂M ), G). For a precise definition of the representation variety, see for example [6] . We call a G representation ρ ∈ R G (∂M ) elliptic, parabolic, hyperbolic or central if ρ(π 1 (∂M )) contains the corresponding elements.
So The name translation extension locus comes from the fact that we need to use translation number in the definition. For an elements g in G, define translation number to be trans( g) = lim n→∞ g n (x) − x n for some x ∈ R.
Then trans: R G (∂M ) → H 1 (∂M ; R) can be defined by taking ρ to trans• ρ.
Let M be a knot complement in a rational homology 3-sphere. To study G representations of M whose restrictions to π 1 (∂M ) are elliptic, Culler and Dunfield gave the following definition of translation extension locus. Let D ∞ (M ) be the infinite dihedral group Z Z/2Z. They showed that the translation extension locus EL G (M ) satisfies the following properties. In the notation of this paper, a G representation has coordinations ( 1 2π Log(t), 1 π Log(B s )) in EL G (M ). Once we build up the translation extension locus, we will use the following lemma to prove left-orderability. 7.2. Holonomy Extension Locus. In [7] , I constructed holonomy extension locus which is an analog of the translation extension locus and has similar properties to translations extension locus.
Let M be the complement of a knot in a rational homology 3-sphere. 
k is a locally finite union of analytic arcs and isolated points. It is invariant under the affine group D ∞ (M ) with quotient homeomorphic to a finite graph with finitely many points removed. Each component H i,j (M ) contains at most one parabolic point and has finitely many ideal points locally.
The locus H 0,0 (M ) contains the horizontal axis L 0 , which comes from representations to G with abelian image.
In the notation of this paper, a point in HL G (M ) has coordinates ( 1 2 ln(t), ln(B s ), trans( ρ s (M)), trans( ρ s (L))), or equivalently ( 1 2 ln(t), ln(B s )) ∈ H i,j (M ), with i = trans( ρ s (M)) and j = trans( ρ s (L)). Once we build up the holonomy extension locus, we will use the following lemma to prove left-orderability. (J(2m + 1, 2n) ). So we do not encounter ideal points. It is hard in general to give a formula to compute d, but we know |2d + 1| ≥ 1, and we can choose proper framing such that 2d + 1 > 0. So by Lemma 7.1, Dehn filling of rational slope r ∈ (−∞, 0] is orderable. By symmetry of translation extension locus as described in Theorem 7.2, there is also an arc going from (1 − 1 2π ln ξ, 0) to (1, −(2d + 1) ). Therefore Dehn filling of rational slope r ∈ [0, 2d + 1) is also orderable. So in total, we know the interval of left-orderable Dehn fillings should at least contain (−∞, 1).
Case 2: m < −1. When s = 0, the representation ρ s is reducible, so trans( ρ s (L)) = 0. By continuity of translation number, all representations corresponding to the same continues solution of the Riley polynomial (i.e. for all s ∈ (r fm , 0)) should satisfy trans( ρ s (L)) = 0. From Proposition 4.2 (2) and Lemma 5.1, we know there is an arc in H 0,0 (J (2m + 1, 2n) ) going from a point ( 1 2 ln ξ, 0) on the positive half of the x-axis to infinity with asymptote of slope −4n, where ξ is a positive real root of the Alexander polynomial. Applying Lemma 7.2, then we see immediately that Dehn filling of rational slope r ∈ [0, 4n) is orderable.
Remark. When m = 0, J(1, 2n) becomes the torus knot T (2, 2n + 1). When m = −1, J(−1, 2n) becomes the torus knot T (2, 2n − 1), which is also the same as J(1, 2n − 1). We will not discuss about torus knots in this paper.
Examples
In this section, I will demonstrate the translation extension locus and holonomy extension locus of some double twist knots. All the figures are produced by the program PE [4] written by Marc Culler and Nathan Dunfield.
Our first example is J(5, 4) = 9 4 . The x coordinate is 1 2π Log(t), the y coordinate is 1 π Log(Bs). From this figure we know that Dehn filling of J(5, 4) of rational slope from −∞ to 3 is orderable. The number 3 comes from the translation number of the parabolic element ρs 0 (L) (or equivalently Log(Bs 0 )). But it is in general difficult to compute this number. All we know is that it has to be at least 1.
Our second example is J(−3, 4) = 6 2 . 9. Conjecture 9.1. Imporving the Results. As observed in Figure 4 , the arc has another asymptote of slope 4 = −(4m + 4), in addition to the slope −8 = −4n which is confirmed by Proposition 5.1. This phenomenon is also observed in other J(2m + 1, 2n) with m < −1 and n > 0. Actually, according to our data, the other slope should be −(4m + 4). Unfortunately the author does no know how prove this.
But we will see next, that −4n is the boundary slope of some Seifert surface of J(2m + 1, 2n). Follow the notation in [10] . For rational number 0 < p q < 1, there is a continued fraction expansion 9.2. General Case for Two-Bridge Knots. In [7, Lemma 3.6] , the author noticed that arcs in the holonomy extension locus approach lines of slopes equal to slope of incompressible surfaces associated to ideal points of the character variety. Dunfield made the following conjecture. Conjecture 1. Let K be a two bridge knot. Suppose the Alexander polynomial of K has a root p 0 . For rational r ∈ I as defined below, Dehn filling of K of slope r is orderable, with
where S 1 and S 2 are slopes of essential surfaces associated to ideal points of the PSL 2 C character variety of the complement of K, and 0 < k ≤ 2g(K) − 1 is some odd integer.
This conjecture is also the motivation of this paper.
