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Special functions
From its very first days, physics has been a tremendous source of inspiration for developing new mathematics.
A previously unknown phenomenon that gets unravelled by an experiment often requires the introduction of new
abstract tools and paradigms allowing one to model it and, more importantly, to gain a predictive power on future
experiments of the same kind. First developments in mathematics took their origin in the need of quantifying very
simple observations of every day life. Most probably, early forms of trade led to the development of the notion
of numbers and basic calculus. Trade was intimately related to a change in human behaviour: an evolution from
hunter-gatherer societies to the sedenteral ones. With trade and sedimentation came wealth; with it emerged the
desire to build even more impressive edifices. All this gave an important impetus to the development of basic
geometry, at least in what concerns the various forms it took in the ancient world. Formulae relating lengths or
angles to other lengths, heights or areas of the involved object emerged around 2000 BC in the Egyptian and
Babylonian civilisation with the notion of angle being, however, mainly due to Greeks. A formula expresses that
several quantities are inter-related. Think, for instance, of the area law of a triangle relating the area to a base
length and to its height relative to this base. As such, a formula offers the possibility of deducing the value of
one quantity provided that all the other ingredients of the formula are known. In other words, formulae provide
one with equations for some unknowns and thus enjoy of a tremendous predictive power... at least in theory. In
practice, for an equation to be of any use to understanding or solving a given problem, not only one has to be able
to construct -whatever this word means- its solutions but one also needs to have at one’s disposal tools allowing
one to extract all the desired answers out of these. For instance, consider a2 = b as an equation for a, with
a, b ∈ R+. Then, the solution is a = √b. Still, if one is not able to compute effectively √b then even though one
can build the square root function on a purely theoretical ground, knowing that
√
b solves the problem is useless
if one wants to have, say, an explicit few digit approximant of a.
The equations that were first studied were rather simple from today’s perspective: one way or another they
boiled down to finding the roots of a polynomial in one variable. Despite the apparent simplicity of the problem, it
became clear very quickly that the roots of a polynomial are only seldom expressible in terms of objects belonging
to the same class, viz. some multi-variable polynomial in the coefficients of the original problem. In fact, it took
quite a while before there arose a satisfactory way of describing the roots of a generic polynomial equation of
low degree. The latter demanded to introduce a new class of functions: the radicals. Some further generalisations
(radicals of higher order, "imaginary" numbers) allowed to construct explicit solutions to all polynomial equations
of the second, third and fourth degree.
For some time, this gave an impression that, in fine, a finite number of algebraic manipulations adjoined to
taking radicals is all that is needed so as to build the roots associated with an arbitrary polynomial equations.
Needless to remind that this statement is known to be wrong! Even in the case of such simple equations one
needs, as first argued by Galois [139], to allow for an important change in the perspective. Galois introduced
the concept of what one could refer to as non-constructive existence, namely the fact that an equation may have
solutions and yet one is by no means able to construct them explicitly. Slowly Galois’ ideas steeped throughout
the mathematics community and were applied to all types of equations.
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With the appearance of new mathematical structures, be it real-variable differential calculus, integration theory,
non-commutative algebra, manifolds, groups,..., there arose a plethora of new types of equations, sometimes
taking their origin in some physics related problem and, sometimes, solely appearing on purely abstract grounds.
Numerous among these equations were then proven to admit solutions. Yet, only in a subset of cases the proofs
of existence were constructive and, even in these special cases, the "constructive" solutions were of no use in the
sense that they were too involved so as to extract any useful knowledge or information out of them.
In fact, it became clear that the equations which actually do admit solutions in a closed, explicit and, above
all, manageable form are pretty rare. The functions corresponding to such solutions were then baptised special
functions, a concept that emerged in the mid-XVIII century. In the early days of the theory of special functions,
this speciality manifested itself in an overabundance of identities satisfied by the object: summation identities,
addition formulae, etc. (see e.g. [20] for a quite extensive account). As it turned out, the very existence of such
identities stems from a deep algebraic structure at the root of special functions, the representation theory of groups.
This connection was first observed by Bragmann [59] in 1947 and systematised by Vilenkin and co-authors [223].
The matter is that special functions appear as matrix elements of a representation of a group. The variables and
parameters associated with a given special function correspond to the parameters labelling the representation or,
simply, to a parametrisation of the group element g being represented. Summation identities or addition formulae
then arise as consequences of the fact that a representation is a group homomorphism or simply follow from
writing down a change of basis in the representation space leading to transformation laws for the matrix elements.
Although providing a beautiful structure, this interpretation cannot be considered as the end of the story. Indeed, as
already pointed out, constructing an object, even on the basis of crystal clear algebraic grounds, is not a synonym
of "understanding" it! Yet, it is precisely the property of being understandable that is required from a special
function. To rephrase things, a function -whatever the way of defining it- is "special" if one is able to extract from
its definition all the desired information on the function: local properties, specific values, asymptotic behaviour...
It is at this stage that analysis kicks into the problem. The very existence of the deep algebraic structure at the
root of special functions leaves a hope to actually be able to develop suitable tools of analysis allowing one to
characterise completely, that is to say extract all the desired data out of the special function.
An important part of the present thesis is nothing else but the description of tools that I have developed with
my collaborators which allow one to analyse, in the above sense, certain specific special functions. However, in
order to provide a better account of its content, I need to push the discussion further.
As the complexity of the equations that were being manipulated grew, so as to continue being able to solve
them explicitly, one had to revisit the very idea of what one understands by "explicit solution", and thus by
special function. One of the features of doing so is to allow these functions to be built through more and more
involved operations. In itself, this poses no problem, as long as one is able to extract from the "explicit" answer
all the desired informations on the object itself. This setting naturally leads to a stratification of special functions.
Namely, these are organised in layers, the complexity of a function increasing with the number of layers lying
below the stratum that it belongs to. Functions belonging to a given layer are expressed through "manageable"
manipulations of functions belonging to all lower layers. Here "manageable" has a rather loose sense and means
the ability to perform an analysis of the expression which defines the function. This however does not mean that
the analysis is necessarily easy. I will now be slightly more explicit and provide some examples.
The simplest equations are solved through a finite number of algebraic manipulations (think of solving a
system of linear equation: the solution is a rational function in the entries of the matrix associated with the
linear system as inferred from Cramer’s rule). Yet, very quickly, one stumbles onto a situation where it becomes
indispensable to use an infinite number of algebraic manipulations. For instance, the solutions to the first order
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linear differential equation y′(x) = y(x) are given by the exponential function
y(x) = C · ex where ex ≡
+∞∑
n≥0
xn
n!
.
In this case, one has to recourse to an infinite summation. The power functions x 7→ (1+ x)ν and the logarithms can
be constructed in a similar way. The procedure yields a new class of special functions generalising polynomials.
These functions transcendent algebra in the sense that one has to step our of a purely algebraic framework so as
to construct them. For this reason, they are referred to as the basic transcendental functions. A discrete sum, be it
finite -as for polynomials- or infinite -as for basic transcendental functions- can be thought of as a specific instance
of an integration in respect to a discrete measure. Clearly, integration theory allows one to construct even more
general functions, simply by choosing different types of measures. It is thus not a surprise that one-dimensional
integrals whose integrands are obtained by compositions and multiplications of basic transcendental functions
allow one to construct the next layer in the theory of special functions: the higher transcendental functions.
Probably one of the simplest examples of such a function is the celebrated Euler Gamma function [123] which
arises as the unique, meromorphic on C, solution to the finite difference equation Γ(x + 1) = xΓ(x) that is log-
convex on R+. The Γ-function admits the integral representation
Γ(z) =
+∞∫
0
tz−1e−tdt valid provided that ℜ(z) > 0 .
A slightly more involved example is provided by the solutions to the hypergeometric differential equation
[145]
z (1 − z) · d
2u
d2z
+
(
c − (a + b + 1) z) · dudz − ab · u = 0 .
The regular at the origin solution is given in terms of the so-called Gauss one-dimensional integral representation
u(z) = Γ(c)
Γ(b)Γ(c − b)
1∫
0
tb−1(1 − t)c−b−1(1 − tz)−a · dt
which is valid for ℜ(c) > ℜ(b) > 0 and |arg(1 − z)| < π or in terms of the Mellin-Barnes one
u(z) = Γ(c)
Γ(b)Γ(a)
∫
iR
Γ(a + s)Γ(b + s)Γ(−s)
Γ(c + s) (−z)
s · ds
2iπ
which is valid for |arg(−z)| < π, a, b < −N. The iR path of integration in the Mellin-Barnes representation is
such that it separates the poles of the integrand belonging to N from those in {−a − N} ∪ {−b − N}. Per se,
the hypergeometric function should be considered as a slightly more structured object than the Γ function in
that its integral representation does involve the Γ-function. In other words, from the hypergeometric function’s
perspective, the Γ function is to be considered as a known object.
It is worth focussing a while on this last example. In itself, an integral representation for hypergeometric
function, apart from providing a "closed" well-defined representation, cannot be considered as THE "explicit"
form of solutions to the hypergeometric equation. Without tools for analysing it, i.e. extracting all the desired
information on the object being represented, the integral representations would only provide one with yet another
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hardly useful formal object. Still, the development of complex analysis gave birth to the saddle-point method
and to techniques of analysis of integrals based on contour deformations. It is these techniques that turned one-
dimensional integral representations into extremely powerful tools. In the case of the hypergeometric function,
such representations allow one for an easy access to:
i) determining the regions of analyticity in the auxiliary parameters (a, b, c) and in the principal variable z;
ii) determining the small principal variable expansions;
iii) determining the value of the function at a few special points so as to get a better insight on its growth and
order of magnitude (e.g. for z = 1 the Gauss integral representation simply reduces to the Euler’s beta
integral, whereas computing the explicit value of the associated hypergeometric series demands a much
tougher analysis);
iv) extracting asymptotic behaviours in the principal variable or in the auxiliary parameters in the vicinity of
the singularities (e.g. z → ∞).
We do stress that a specific integral representation is usually only effective for studying a given regime of the
function. Thus, in a sense, it only provides one with a glimpse at one of the many faces of the special function it
represents. For instance, the Gauss one-fold integral representation for the hypergeometric function is particularly
well suited for obtaining its expansion around z = 0. However, one has to provide much efforts so as to extract
the z → ∞ asymptotic expansion out it. However, the Mellin-Barnes representation is perfectly well suited for
this purpose in that the asymptotic expansion can be read-off from it; it is simply enough to deform the original
integration contour to the left and evaluate the residues of the simple poles of the integrand that were crossed in
the process. I remind, for that matter, that, when z →∞, u(z) admits the asymptotic expansion† :
u(z) = Γ(c)Γ(b − a)
Γ(b)Γ(c − a)
( − z)−a(1 + a(a + 1 − c)(a + 1 − b)z + · · ·
)
+
Γ(c)Γ(a − b)
Γ(a)Γ(c − b)
( − z)−b(1 + b(b + 1 − c)(b + 1 − a)z + · · ·
)
.
All building blocks of this asymptotic expansion are given in terms of special functions belonging to "lower"
layers. Note that, in this respect, it is not surprising that the Γ-function is present, since as mentioned earlier, it
belongs to a slightly lower layer. The "layer" of higher transcendental functions is now very well understood, see
e.g. the Bateman project book [20].
At this stage it seems natural to wonder what is the stratum lying just above the one of higher transcendental
functions. Probably, the so-called Painlevé transcendents [136] are the best known representatives of this layer.
This name refers to a class of special functions that was discovered in the early XX century by Painlevé on the
occasion of classifying all second order non-linear differential equation that have the so-called Painlevé property:
the only singularities of the solution which are allowed to depend on the initial data are the locii of its poles.
Although it is not a theorem, it appears that these functions do not admit one-fold, or for that matter any finite
order, integral representations whose integrands are built from, at most, higher transcendental functions. However,
should one agree to extend the notion of integral representation to the case of series whose nth summand is given
by a k · n-fold multiple integral whose integrand is given by certain "simple" combinations of transcendental
functions, then indeed one can construct such explicit representations for the Painlevé transcendents. For instance,
the solution σ of the so-called Hirota form of the fifth Painlevé equation(
x
d2σ
dx2
)2
= −4 ·
(
σ − xdσdx −
(dσ
dx
)2) · (σ − xdσ
dx
)
†The latter is, in fact, convergent around ∞, but this is a peculiarity of the hypergeometric function rather than a general rule
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that has the x → 0 expansion
σ(x) = − x
π
− x
2
π2
+ O
(
x3
)
can be recast as the logarithmic derivative of a series of multiple integrals which corresponds to the Fredholm
determinant of the so-called sine kernel; namely
σ(x) = x ddx ln det
[id − Sx/2]
where Sx appearing above is the integral operator on L2
([−1 ; 1]) characterised by the integral kernel
S x(λ, µ) = sin[x(λ − µ)]
π(λ − µ) .
Its Fredholm determinant admits the below series of multiple integral representation
det [id − Sx] = ∑
n≥0
(−1)n
n!
1∫
−1
detn
[S x(λa, λb)] · dnλ with dnλ ≡ n∏
a=1
dλa .
One could immediately wonder if any Fredholm determinant associated with an integral operator id+Vx on L2(J),
J a sufficiently regular curve in C, whose integral kernel depends on some auxiliary parameter x deserves to be
called special function of x. The answer appears to be negative in that, for a generic integral kernel Vx(λ, µ), it
seems impossible to realise the program i)-iv) relatively to the associated Fredholm determinant. Thus, in order
to embrace the class of special functions that belong to the Painlevé transcendent layer one should first answer
the question of why are the Painlevé transcendents so special. To cut the long story short, the answer is that
there lies a deep algebraic structure at their root, the Riemann–Hilbert problems [136]. More precisely, Painlevé
transcendents appear as some of the matrix entries of a solution χ to a 2 × 2 matrix Riemann–Hilbert problem
whose jump matrix depends parametrically on the auxiliary parameters and the transcendent’s principal variable.
The existence of powerful methods of asymptotic analysis of matrix Riemann–Hilbert problems (the non-linear
steepest descent of Deift and Zhou [99, 100], the concept of local parametrix introduced by Its [176] or the
dressing-function trick introduced by Deift, Its and Zhou [95] that also appeared in a more sophisticated variant
adapted for studying orthogonal polynomials [97]) allow one to complete the program i)-iv) for the Painlevé
transcendents, see e.g. [136]. Although a generic integral operator id + Vx does not admit any connection with a
Riemann–Hilbert problem, there exists an algebra of integral operators whose Fredholm determinant can be fully
characterised in terms of a solution to a matrix Riemann–Hilbert problem: the integrable integral operators. These
are operators whose integral kernel takes the form
Vx(λ, µ) =
∑N
a=1 fa(λ)ea(µ)
λ − µ with
N∑
a=1
ea(λ) fa(λ) = 0
and ea, fa are functions whose regularity depends on the given problem† and which depend parametrically on the
auxiliary variable x. Note that one can even consider a slightly more general form for these operators by replacing
the discrete sum -which can be thought of as an integration with respect to a discrete compactly supported measure-
by an integration in respect to a measure µ on a measure space X. In that case, the index a runs through X.
†In fact, the diagonal vanishing condition can be omitted for the price of working with a principal value regularisation [89]
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The relation between integrable integral operators and Riemann–Hilbert problems was established in the 1990
work of Its, Izergin, Korepin and Slavnov [179]. However, per se, the theory of integrable integral operators
definitely takes its roots in the 1980 work of Jimbo, Miwa, Mori and Sato [195] but some elements of the theory
were already implicitly present in the 1968 work of Sakhnovich [313]. In the case where the functions fa and ea
take an explicit and sufficiently simple form, one can show, using general arguments from the theory of Riemann–
Hilbert problems, that the determinants or minors associated with operators id + V{xi}, where V{xi} is an integrable
integral operator, satisfy systems of partial differential equations in respect to the auxiliary parameters -which I
have denoted by {xi}- entering in the expression of their kernel or in respect to the endpoints of the support on which
the operator acts. In some cases, these equations can be reduced to ordinary differential equation of Painlevé type.
Pioneering work on the partial differential equation aspects has been carried out in [179]. Also, several aspects
of these, especially in what concerns the study of partial differential equations and Painlevé equations for specific
types of kernels that arise in random matrix theory, have been developed in 1994 by Tracy and Widom in [355].
Having climbed that far into the height of strata of the theory of special functions, one would like to move
further and describe the layer of special functions that lies just above the Painlevé transcendent/integrable integral
operator class. This class of function has only started to emerge recently, in the 90’s, and is intimately related
to the correlation functions in so-called interacting quantum integrable models. It is the study and description of
these functions that is at the heart of the present habilitation thesis. I have been developing, over the last six years,
methods allowing one to analyse effectively certain of these functions, that is to say realise the analogue of the
program i)-iv) that was mentioned earlier. I have achieved a certain substantial progress on the matter although
many open questions remain. In order to describe the problems I was interested in and the techniques that I
developed to solve them, completely or at least partially, I need to provide some background. This discussion
will also be an occasion to describe the physics context in which the study is embedded, hence providing another
motivation for my work. Once that I will introduce the general setting, I shall provide an account, which I do
not claim to be exhaustive, of the state of the art of the field of quantum integrable models and the theory of its
correlation functions. This will permit me to delineate the open problems that I faced. I will then discuss the
solution to these problems in the core of the thesis.
Chapter 1
Introduction
1.1 Motivations from one-dimensional physics
1.1.1 Some general facts
A quantum mechanical model in one spatial dimension consists, primo in the choice of a Hilbert space hphys
where the physical reality of interest will be represented. Usually, this Hilbert space admits a tensor product
decomposition
hphys = h1 ⊗ · · · ⊗ hL (1.1.1)
into a product of L "local" spaces. For instance, in the case of lattice models such as spin chains, each space
ha occurring in the tensor product decomposition represents a given site of the model and is finite dimensional.
It represents the spin degrees of freedom attached to the site. In that case, the number of sites L plays the role
of the model’s volume. For models in the continuum, such as a system of N interacting particles, the number
of "sites" corresponds to the number of particles in interaction while the space ha is attached to the ath particle
and represents its degrees of freedom. In this case, the terminology volume rather refers to the physical volume
in which the particles evolve. One often considers a situation where the "local" spaces ha are all isomorphic
ha ≃ h. This will always be the case in this thesis. One needs to supplement these informations with a basis O(k)
of operators on h, k = 1, . . . , Kh, where Kh can be finite or not. This basis provides one with a basis of operators
on hphys as
O
(k)
a = id ⊗ · · · ⊗ id︸        ︷︷        ︸
a−1
⊗ O(k)⊗ id ⊗ · · · ⊗ id︸        ︷︷        ︸
L−a
. (1.1.2)
The operators O(k)a are called local in that they only act non-trivially only on a single "site" of the model.
Secundo, in order to speak of a quantum-mechanical model, on top of providing a Hilbert space and a basis
of operators on this space, one has to specify a privileged operator HL on hphys called the Hamiltonian. HL is,
by requirement, a self-adjoint operator on hphys. Furthermore, the finiteness of the volume plays the role of a
sort of regularisation in that it makes, in concrete situation, the spectrum of HL to be discrete§. The eigenvalues
and eigenvectors of HL contain all the informations on the physics of the model. The eigenstate of HL associated
with the lowest eigenvalue is called the ground state‡ while all other are called the excited states. Unless stated
§Although trivial if the spaces ha in (1.1.1) are finite dimensional, this is a quite non-trivial property when some of the ha’s are infinite
dimensional.
‡Here, for simplicity of the discussion, I will assume no degeneracy of the lowest eigenvalue
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otherwise, I will consider models having translational invariance meaning that there exists an operator eiPL such
that
[
PL, HL
]
= 0 and the adjoint action of eiPL realises a translation along hphys: O(k)a+1 = e−iPLO(k)a eiPL . The operator
PL is called the momentum operator.
At this stage, the model is still disconnected from physics. Indeed, in order to compare a theoretical model
with experimental data one isn’t that much interested in the spectrum of excitations above the ground state nor
in its associated eigenstates but rather in its finite temperature correlation functions. For simplicity, assume that
the model is defined by the finite volume L Hamiltonian HL acting on a finite dimensional Hilbert space, viz. a
situation where all the local spaces ha are finite dimensional †. The simplest physically pertinent observable is the
per site free energy
fL = −TL lnZT [HL] where ZT [HL] = trhphys
[
e−
1
T HL
] (1.1.3)
is the model’s finite temperature partition function. The finite temperature correlation functions correspond to the
so-called thermal expectation values of products of local, time evolved, operators:
〈
O
(k1)
1+x1 (t1) · · · O
(km)
1+xm (tm)
〉
T,L
≡ trhphys
[
O
(k1)
1+x1 (t1) · · · O
(km)
1+xm (tm) ·
e−
1
T HL
ZT [HL]
]
(1.1.4)
where the temporal evolution‡ of an operator is defined as
O
(k)
x (t) = eitHL · O(k)x · e−itHL . (1.1.5)
The presence of temperature tremendously complicates the situation. For instance, the zero-temperature analogue
of fL is the per-site ground state energy. This follows readily, at least under the above hypothesis, by taking the
T → 0+ limit of the expression for fL. Hence, while only the knowledge of a single eigenvalue is necessary to
characterise the zero temperature case, one needs to access to the whole tower of eigenvalues and then be able to
sum up the associated series. The task is, usually, intractable. In fact, explicit expressions at finite L could only
have been obtained for free energies associated with free fermion equivalent models.
When setting the temperature to zero, the situation simplifies. In what concerns the zero-temperature limit of
the correlation functions, the thermal averages reduce to the ground state expectation values〈
O
(k1)
1+x1 (t1) · · · O
(km)
1+xm (tm)
〉
L
≡ 〈ΨGS |O(k1)1+x1 (t1) · · · O(km)1+xm (tm)|ΨGS 〉 , (1.1.6)
where |ΨGS
〉
is the eigenstate associated with the lowest lying eigenvalue of HL.
Let |Ψi
〉 be an orthonormal basis of hphys built out of the eigenvectors of HL. Since PL and HL commute,
one can choose the |Ψi 〉 as common eigenvectors for these two operators. With each local operator O(a)x , one can
associate its form factors, namely its matrix elements relatively to HL’s eigenbasis,
F
O
(a)
1
(
Ψk,Ψℓ
)
=
〈
Ψk |O(a)1 |Ψℓ
〉
. (1.1.7)
Due to the translation invariance of the model, the matrix elements of the local operator O(a)1+x factorise as〈
Ψk |O(a)1+x |Ψℓ
〉
= eix(P̂ℓ − P̂k)− it(Êℓ − Êk) · F
O
(a)
1
(
Ψk,Ψℓ
) (1.1.8)
†In such a case the dimension of the space grows exponentially fast in L since, in order for the ath site to be non-trivial, one has to take
dim ha ≥ 2
‡Whenever there is no time dependence, we shall drop the principal argument and write O(k)x ≡ O(k)x (0)
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where P̂k and Êk are the eigenvalues of the momentum PL and the Hamiltonian HL associated with the eigenstate
|Ψk
〉
and relatively to the model’s ground state. As a consequence, one can expand an m point function at zero
temperature and finite volume L into its so-called form factor series:
〈
O
(k1)
1+x1 (t1) · · · O
(km)
1+xm (tm)
〉
L
=
∑
i1,...,im−1
m∏
a=1
{
FOa
(
Ψia−1 ,Ψia
)} m−1∏
a=1
{
ei(xa+1−xa)P̂ia−i(ta+1−ta)Êia
}
(1.1.9)
This expansion is quite natural from the physics’ point of view. It can be seen as a decomposition of a correlation
function into energy-momentum modes in that the dependence of the individual terms on the space and time is
completely factorised in (1.1.9). In the case of a finite dimensional base space h with ha ≃ h for all a -what is the
case of spin lattice models for instance- the set {|Ψk 〉} is finite. The form factor expansion is thus given in terms
of a finite sum and thus perfectly well defined. In particular, one can take any finite order, space or time, partial
derivatives thereof. However, should h be infinite dimensional -what is typically the case of interacting systems of
particles on the line- the form factor expansion a priori converges (think of Fourier series) in L2, but usually not
in a stronger sense. Hence, in general, although useful from the physics’ perspective, such expansions should be
handled with utmost care.
I have, so far, focused the discussion to finite volume systems. Yet, the situation of interest to physics cor-
responds to a model at finite temperature and infinite volume, viz. at L → +∞. Immediately, then, pops up
the question of the well-definiteness of the limit be it on the level of the free energy or the correlation function.
Surprisingly, the existence of the L → +∞ limit can be established on rigorous grounds, at least starting from
numerous realistic Hamiltonians HL. I refer to the book of Ruelle [310] for more details. I will henceforth refer to
the L → +∞ as the thermodynamic limit. This limit does strongly alter the picture in that the volume plays a sort
of regularisation parameter. First of all, the spectrum of HL will usually exhibit a continuous part which consists
of so-called particle-hole excitations and a discrete part which consists of so-called bound states. On this level,
one distinguishes two cases:
• the tower of states forming the continuous part of the spectrum is directly connected to the ground state. In
that case, one speaks of a massless model in that there exists an arbitrarily large number of excited states
having a zero energy relatively to the ground state.
• The continuous part of the spectrum is disconnected from the ground state, viz. there exists a gap between
the ground state‡ and the continuous part of the spectrum. In that case, one speaks of a massive model in
that an arbitrarily large number of zero energy excitations is not possible.
These two regimes of the spectrum are believed to have strong implications on the large-distance behaviour
of the zero temperature behaviour of a model’s correlations functions. For instance, consider a two-point function〈
O
(α)
1 O
(β)
1+x
〉
directly in the thermodynamic limit and at zero temperature. At infinite spacing, the operators should
be blind to each other’s presence so that the correlator should go to the product of expectation values of individual
local operators building up the correlator: 〈O(α)1 〉 · 〈O(β)1 〉. This argument holds independently of the massive
or massless structure of the spectrum. The massive or massless nature of the spectrum is however believed to
influence the speed at which the correlator approaches its limit, or, in other words the type of large-x decay of the
so-called connected correlators 〈O(α)1 O(β)1+x〉c = 〈O(α)1 O(β)1+x〉 − 〈O(α)1 〉〈O(β)1+x〉. Presumably, the connected correlation
functions of a massive model decay exponentially fast in the distance of separation between the operators〈
O
(α)
1 O
(β)
1+x
〉
c = A(αβ)1 e
− xξ1 + A(αβ)2 e
− xξ2 + . . . (1.1.10)
‡Note that, in principle, one can allow for a finite number of eigenstates to crush onto the ground state. In that case, the latter is finitely
degenerated in the thermodynamic limit.
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There ξk are the so-called correlation lengths while the A(αβ)k are the associated amplitudes. The . . . include faster
decaying terms, viz. those having smaller correlation lengths. The same structure of the asymptotic expansion
is believed to hold true for massless models at finite temperature T . In such a case the correlation lengths are
functions of the temperature which furthermore satisfy limT→0+ ξa = +∞.
The large-x asymptotic behaviour changes drastically in the case of a massless model: the correlation function
are expected to approach their infinite distance limit much slower, algebraically fast in the distance of separation
x:
〈
O
(α)
1 O
(β)
1+x
〉
c =
A (αβ)1
xν1
+
A (αβ)2
xν2
+ . . . (1.1.11)
There, the νk are the critical exponents while A (αβ)k stand for the associated amplitudes. Note that the massless
regime of a model is sometimes referred to as its critical regime. Although this has not been written down, both
types of asymptotics -be it massive or massless- can posses, on top of a pure decay, vanishing terms that are also
oscillatory in respect to the distance.
1.1.2 Approximate methods and predictions
For a generic realistic, even oversimplified, model it is hopeless to solve the spectral problem associated with HL,
not to mention calculating its thermal partition or correlation functions, even at zero temperature. However, one
can hope to study certain overall properties of the correlation functions on the basis of the universality princi-
ple. Models sharing the same value of their zero temperature critical exponents are said to belong to the same
universality class. It is believed that critical models sharing the same symmetry properties of their Hamiltonian
should belong to the same universality class. In some situations, the universality principle allows one to go even
further and relate the decay properties at large-distances for different massless models at finite, but very small,
temperatures.
The universality principle provides one with powerful means of characterising certain limiting regimes of
a massless model’s correlation functions. Namely, if one is able to obtain the critical exponents of a model,
than one is immediately able to predict those of all models belonging to the same universality class. In one
spatial dimension† , there exist several field theoretic massless models whose spectra and critical exponents can
be determined explicitly: the Luttinger model (see [170] and references therein) and two-dimensional conformal
field theories [28, 110]. These can be taken as a basis for accessing to the value of critical exponents for models
belonging to their universality classes. I shall now develop on these ideas a bit more.
The transformation laws for so-called primary operators in a conformal field theory impose that correlation
function of such operators display an algebraic in the distances between the operators pre-factor. These symme-
tries are sufficiently constraining so as to completely determine the distance dependence of two and three point
functions in a conformal field theory: it is purely-algebraic. In such a situation, the exponents driving the power-
law behaviour of a correlator are then expressed in terms of the scaling dimensions of the primary operators that
build up the correlation function. A given conformal field theory is characterised by its central charge c. Different
values of the central charge correspond to distinct universality classes: the data issuing from the study of confor-
mal field theories can be exploited so as to predict the critical exponents of a plethora of massless quantum models
in one spatial dimension. The conformal field theory-based predictions build, in fact, on two pillars.
Polyakov [307] argued that the correlation functions of a massless model should exhibit a conformal invariance
in the limit where all of the local operators are far apart, i.e. in the large-distance limit. Polyakov’s argument
suggests that the leading contribution to the long-distance asymptotics of a correlator in a massless model should
be reproduced by correlation functions of appropriate operators in some two-dimensional conformal field theory.
†In the language of classical statistical mechanics, this corresponds to the case of a two-dimensional model [346].
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Still, the identification of which conformal field theory is to be used and which are the "appropriate" operators is
left open at this stage.
In 1986 and independently, Blöte, Cardy and Nightingale [34] and Affleck [1] argued that the ground state
energy ÊG.S . of a Hamiltonian HL having a massless spectrum in the thermodynamic limit takes the form
ÊG.S . = LE0 − πc6LvF + · · · (1.1.12)
in which E0 in the model’s per-site energy in the thermodynamic limit, vF is the velocity of the excitation on the
Fermi boundary while c corresponds to the central charge of the conformal field theory belonging to the model’s
universality class. Later on, Cardy [65] went much further and argued that all the conformal dimensions {∆k}k∈I
of the primary operators, on the conformal field theory side, which arise in the modelling of the large-distance
behaviour of local operators in the original model can be read-off from the relative to the ground state energies Ên
and momenta P̂n associated with the model’s low-lying excitations, i.e. those whose excitation energies scale as
1/L:
Ên ≃ 2πvFL
(
∆+kn + ∆
−
kn + m
+
n + m
−
n
)
+ · · · and P̂n ≃ 2pFℓkn +
2π
L
(
∆+kn − ∆−kn + m+n − m−n
)
+ · · ·
The integer kn picks the scaling dimension of the primary operators associated with the excited state Ên while
m±n ∈ N issues from the fact that the given excited state may also contain contributions of the descendants of
the primary operator. Finally, ℓkn is an integer encoding the fact that zero energy excitations in massless models
can carry a non-zero momentum due to the possibility of Umklapp excitations. The momentum of an Umklapp
excitation is 2pF where pF is the so-called Fermi momentum of excitations. The presence of such a non-vanishing
Umklapp momentum was argued in 1986 by Bogoliubov, Izergin and Reshetikhin in [36].
With these two pillars available, the choice of the "appropriate" operators, on the conformal field theory
side, which should grasp the asymptotic behaviour of a given correlator on the physical model side is done by
advocating that the conformal operators should inherit of all the symmetries that hold for the operators involved in
the correlation function one starts with. For instance, if a lattice operator O(k)a has non-zero form factors between
the ground state and an excited state with energy Ên, then the primary operators with scaling dimensions ∆±kn will
be among the appropriate operators, on the conformal field theory side, which grasp the asymptotic behaviour of
correlators involving the operator O(k)a .
A similar line of reasoning applies when exploiting the Luttinger liquid model as a tool for providing the
critical exponents. One argues that a model belongs to the Luttinger liquid universality class if it has the same
form of the low-lying excitations above its ground state. The parameters describing these excitations fix the
Luttinger liquid model that is pertinent for the model of interest. The critical exponents of the model one starts
with are then deduced from the ones computed explicitly for the Luttinger liquid model [168, 169, 268]. It is worth
singling out that the Luttinger liquid approach is limited to a smaller amount of models than the more general,
conformal field theory based one.
The large-distance asymptotics at zero temperature
To rephrase things, Polyakov’s argument justifies why a conformal field theory should emerge as an effective
large-distance theory, while Cardy’s observation permits one to extract, from the knowledge of the structure of
a model’s excitations, the quantities which would characterise the scaling dimensions of the operators - on the
conformal field theory side- which describe the large-distance regime of the model’s correlators. On the basis of
these arguments one predicts that, at zero temperature, a connected two-point function of a model belonging to the
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universality class of some two-dimensional conformal field theory will exhibit the large-x asymptotic expansion
〈
O
(α)
1+x · O
(β)
1
〉
c ≃
∑
k∈I(αβ)
A(αβ)k · e2ixℓk pF
|x|2∆+k +2∆−k
. (1.1.13)
The sum runs through the set of integers I(αβ) which contains all the labels of the scaling dimensions that are
relevant to the description of the two-point function’s asymptotic behaviour while A(αβ)k are model dependent
amplitudes associated with the contribution of a given conformal dimension. Within this approach, one also
argues [65] that the amplitudes should be given as the limits
A(αβ)k = limL→+∞
{
L2∆
+
k +2∆
−
k · 〈ΨG.S . |O(α)1 |Ψ∆±k 〉 · 〈Ψ∆±k |O(β)1 |ΨG.S . 〉} (1.1.14)
where |Ψ∆±k
〉
would be the eigenstate of HL that is associated, on the conformal field theory side, with the primary
operators having scaling dimensions ∆±k .
Note that expansions of the type (1.1.13) don’t say anything in respect to the sub-dominant in |x| corrections
to each term of the sum with a fixed exponent 2∆+k + 2∆
−
k . This behaviour is expected not to be universal and thus
not graspable directly within the sole framework of conformal field theory.
The case of time-dependent correlators at zero temperature
There were a few attempts to extend the predictive arsenal of conformal field theory to the case of the large-
distance and long-time asymptotic behaviour of time and space dependent correlation functions. Such predictions
then take the form:
〈
O
(α)
1+x(t) · O
(β)
1 (0)
〉
c ≃
∑
k∈I(αβ)
A(αβ)k · e2ixℓk pF
|x − vF t|2∆+k · |x + vFt|2∆−k
. (1.1.15)
The amplitudes are the same as in (1.1.13). However, per se, these predictions only hold for |x| >> |vFt|. They
are thus meaningless in that, when |x| >> |vFt|, the time dependence is of the same order of magnitude that the
sub-dominant corrections to each terms of the sum.
The response functions at zero temperature
Even though correlation function carry a lot of deep informations on a given model, it is not possible to measure
them directly. Experiments such as neutron scattering, Bragg spectroscopy [342] or even experimental set-ups
solely proposed on theoretical grounds such as the Fourier sampling of time of flight images [115] or stimulated
Raman spectroscopy [84] all measure directly the space and time Fourier transform of the connected two-point
functions:
S (αβ)(k, ω) =
∫
ei(ωt−kx)
〈
O
(α)
1+x(t) · O
(β)
1 (0)
〉
c · dµspc(x) dt . (1.1.16)
The choice α, β of operators is specific of the given experiment. Above, dµspc(x) is the Lebesgue measure for
models exhibiting a continuous distance variable and it is the discrete measure attached to the sites of the model
for lattice models such as spin chains. It seems natural to wonder whether there exists some universal behaviour
of the response functions at least in some range of the momentum k and the energy ω.
The conformal field theory/Luttinger liquid based predictions for the large-distance and long-time asymptotic
behaviour allow one to predict the behaviour of these Fourier transforms in the limit when the frequency ω and
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the momentum k both go to zero. In order to say anything more about the Fourier transforms one has to go beyond
such a regime and, in particular, take into account the non-linearities in the excitation spectrum of the model. This
remained a technical challenge for long, even on a heuristic basis.
I will now describe the typical behaviour of a specific response function of a system of interacting bosons, the
density structure factor S (ρρ)(k, ω) ( Fourier transform of the time and space dependent density-density correlation
function of the model). Typically one observes, in the k ≥ 0, ω ≥ 0 plane, a behaviour represented in Figure 1.1.
The modulus |S (ρρ)(k, ω)| of the response function is relatively small between the k = 0 axis and the continuous
line (the so-called particle excitation threshold given by the equation ω = εp(k)). Its value grows sharply when
one approaches the particle threshold line. It basically diverges on this line. Then, it decays in magnitude. The
density structure factor vanishes on the dotted line (the so-called hole excitation threshold ω = εh(k)). It is strictly
zero between the dashed line and the ω = 0 axis.
k
ω
2pF
ω = εh(k)
ω = εp(k)
zero
growing
growing
Figure 1.1: Typical behaviour of the modulus |S (ρρ)(k, ω)| of the density structure factor in the plane k ≥ 0, ω ≥ 0.
The response function presents a strong divergence close to the particle excitation threshold (black continuous
line) and vanishes on the hole excitation threshold (dashed line). The response function is zero between the
dashed line and the ω = 0 axis.
The vanishing of the response functions between the hole excitation threshold and the ω = 0 line follows,
on heuristic grounds, from the sub-additivity of the energies of the excitations, that is to say the property that
ε(k1 + k2) ≤ ε(k1) + ε(k2). This seems to be a general feature of many condensed matter physics models. The
details of the behaviour of the response function above the hole excitation threshold and away from the particle
excitation threshold strongly depend on the model. There is thus no hope to say much about it by means of a
universal feature. However, the vanishing on the hole excitation threshold ω = εh(k) and the divergence on the
particle excitation threshold ω = εp(k) are both universal for integrable models.
Very recently, in 2006, Glazmann, Kamenev, Khodas and Pustilnik [270] managed to find a way of treating the
pertinent effects of non-linearities in the spectrum of a model of non-interacting fermions what allowed them to
argue that the so-called density structure factor exhibits a power-law behaviour in |ω− εh,p(k)| at fixed momentum
k when ω approaches the particle or hole excitation threshold. The exponent governing this power-law behaviour
is called the edge exponent. In the same year, Pustilnik [308] argued such a power-law behaviour for the density
structure factor of the Calogero-Sutherland model, this starting from its multiple integral representation. In 2007,
Glazmann, Kamenev, Khodas and Pustilnik generalised their approach so as to deal with more complicated re-
sponse functions [272] as well as with bosonic models [271]. In 2008, Glazman and Imambekov [152] computed
the edge exponents describing the power-law vanishing of the response functions of a gas of one-dimensional
bosons in δ-function interactions, the so-called Lieb-Liniger model. Their approach was a mixture of the previous
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handlings and the use of exact expressions for certain thermodynamic quantities that can be deduced from the
quantum integrability of that model. Finally, in 2009, Glazmann and Imambekov brought the theory to a satisfac-
tory level of effectiveness. First of all [153], they provided a way to express, for Galilean-invariant models, the
edge exponents, at momentum k, in terms of εp,h(k) and certain other natural observables for the model. Further,
they provided [154] a convenient effective model -the non-linear Luttinger liquid- allowing one to grasp all the
effects of the non-linearities in the original model’s spectrum. In that paper they also exhibited some universal
feature of the ratios of response functions S (αβ)(k, εp(k) + δω)/S (αβ)(k, εp(k) − δω) when δω→ 0+.
The case of non-zero temperature
Although certain experimental situations actually deal with models that are, effectively speaking, at zero tempera-
ture, this especially due to the development of modern experimental techniques of cold atom physics, most of the
measurements take place at finite temperature T . Going back to the case of massless models at finite temperature,
one can argue, within the setting of Cardy’s approach, the general form of the low-temperature behaviour for the
model’s free energy in infinite volume and also the general form of the large-distance asymptotic behaviour of its
correlation functions. Note that these, at finite temperature, are expected to decay exponentially fast in the distance
of separation between the operators. In general, one expects that the thermodynamic limit f = limL→+∞ fL of the
per site free energy has the low-T behaviour
f ∼ E0
T
− πcvF6 T + · · · (1.1.17)
in which E0 is the model’s per site ground state energy, c is the central charge of the conformal field theory that is
supposed to grasp the large-distance behaviour of the model’s correlation functions while vF is the velocity of the
excitation on the Fermi boundary.
More generally, one argues that the low-temperature behaviour of a model’s correlation functions in given by
an analogous formula to the zero-temperature case. In the case of a two-point function, the expansion takes the
form
〈
O
(α)
1+x · O
(β)
1
〉
c;T
=
∑
k∈I(αβ)
A (αβ)k · e2ixℓk pF ·
(
πT/vF
sinh [ 1
vF
πT x
])2(∆+k +∆−k ) . (1.1.18)
in which ∆±k is the tower of conformal dimensions of the primary operators, on the conformal field theory side,
representing the given operators O(α) ·O(β) on the finite volume L model side. These conformal dimensions coincide
with the ones that appeared in the large-distance asymptotic behaviour of the zero temperature correlator〈
O
(α)
1+x(0) · O
(β)
1 (0)
〉
c
. Also, the above prediction for the large-distance asymptotic expansion is supposed to be valid
only in the regime of low-temperatures, namely x → +∞, T → 0+ with xT being fixed and finite.
Having at one’s disposal such universal predictions for various asymptotic regimes of the correlators, several
questions arise:
• can one access, even for some small amount of models, to the finite-size corrections to the ground and
excited states energies and momenta and check that these are indeed of conformal type?
• Assuming that the corrections are of such a form, can one confirm the conformal field theory or Luttinger
liquid model based predictions for the large-distance asymptotic behaviour of at least one correlation func-
tion in this model at zero temperature, this starting from the first principle, viz. solely by using the definition
of the model and no other heuristics?
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• Can a similar program be carried out for some model at finite but small temperature?
• Can anything more be said relatively to the long-distance and large-time asymptotic behaviour?
• Can one reproduce, starting from first principles, the predictions for the response functions and, in particular,
test their universal behaviour?
As will be discussed in the following, the first point has been answered positively in the 80’s. Also, some
checks of the second point could have been carried out for models equivalent to a free fermion model. The first
derivation of the second point has been done by myself and collaborators during my PhD studies.
In the core of this manuscript, I will explain how I subsequently managed to provide a rigorous framework,
building however on auxiliary hypothesis, that allows one to answer positively to the second, third and fourth
points. I will also discuss a less rigorous, but quite convincing, approach that I developed so as to answer positively
to the second, fourth and fifth point for a large class of models.
1.2 Quantum integrable models
So far, I have been carrying out a rather general discussion, without making much assumptions on the one-
dimensional quantum model. It is high time to remind that there exists a specific class of models in one spatial
dimension: the so-called quantum integrable models. These models enjoy of a sufficiently rich underlying alge-
braic structure that renders possible all of the mentioned computations relative to an explicit characterisation of
their spectrum, their correlation functions etc. Due to such properties, the quantum integrable models can natu-
rally serve as a huge laboratory for testing the CFT/Luttinger liquid based predictions and, sometimes, even going
beyond their scope.
1.2.1 The coordinate Bethe Ansatz
The field of quantum integrable models started to flourish in 1931 with the seminar work of Bethe [32]. In that
paper, Bethe proposed an Ansatz for the eigenfunctions of the so-called XXX spin-1/2 Hamiltonian HXXX, which
is the isotropic limit (∆ = 1) of the XXZ spin-1/2 Hamiltonian:
HXXZ = J
L∑
a=1
{
σxaσ
x
a+1 + σ
y
aσ
y
a+1 + ∆
(
σzaσ
z
a+1 + idL
)} − h
2
L∑
a=1
σza .
HXXZ is an operator on the Hilbert space hXXZ =
⊗L
a=1 h
a
XXZ, where h
a
XXZ ≃ C2. Further σx, σy and σz are the
standard 2 × 2 Pauli matrices, and the index a in σwa , w = x, y, z, means that the matrix acts non-trivially solely in
the ath Hilbert space haXXZ as the Pauli matrix σ
w
. Also idL is the identity operator on hXXZ. Furthermore, J > 0
is a coupling constant - the exchange interaction -, ∆ takes into account the possible anisotropy of the interactions
between the spins in the longitudinal and transverse directions while h is an overall magnetic field pointing in the
direction of the anisotropy. The model represents an antiferromagnet when ∆ ≥ −1. For moderate anisotropy
−1 ≤ ∆ ≤ 1 and magnetic fields 0 ≥ |h| < 4J(1 + ∆) the model is a massless antiferromagnet while, for ∆ ≥ 1 and
magnetic fields 0 ≥ |h| < 4J(∆ − 1) it is a massive antiferromagnet.
In 1958, Orbach [303] generalised Bethe’s construction to the XXZ case. Owing to [HXXZ,∑La=1 σza] = 0, the
eigenvectors of HXXZ belongs to sectors with a fixed eigenvalue N of the operator
∑L
a=1(idL−σza)/2. Bethe’s Ansatz
provides one with a combinatorial expression for the coordinates of the eigenvectors of HXXZ in the canonical basis
of hXXZ graded by N. These coordinates depend on a set of auxiliary parameters -the rapidities- {λa}N1 . In order
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to produce eigenvectors, among other things, these parameters have to satisfy a set of algebraic equations of high
degree, the so-called Bethe Ansatz equations. For the XXZ Heisenberg magnet at −1 < ∆ < 1, viz. when ∆ can
be parametrised as ∆ = cos(ζ), these take the form:(
sinh
(
λk − iζ/2
)
sinh
(
λk + iζ/2
) )L · N∏
ℓ=1
,k
{
sinh
(
λℓ − λk − iζ
)
sinh
(
λℓ − λk + iζ
)} = 1 . (1.2.1)
The eigenvalues EXXZ({λa}N1 ) of HXXZ are then expressed as simple functions of the rapidities associated with the
given state:
EXXZ({λa}N1 ) = 2JL∆ − N∑
a=1
2J sin2(ζ)
sinh
(
λa + iζ/2
)
sinh
(
λa − iζ/2
) − L − 2N2 h . (1.2.2)
It is natural to ask about the completeness and the orthogonality of the system of Bethe eigenvectors. This
remained an open problem for a long time. Bethe gave some counting of solution argument in favour of com-
pleteness. However, subsequently, the argument was shown to be wrong. The proof of completeness was only
given in 1994 by Tarasov and Varchenko for the so-called inhomogeneous XXZ chain and by Mukhin, Tarasov and
Varchenko [288] in 2009 for the homogeneous XXX chains, this provided that one slightly changes the perspective
of understanding the Bethe Ansatz equations and its solutions.
The XXZ chain is not the only instance of a quantum integrable model. Numerous other models were stud-
ied in the literature, the non-linear SchrÃu˝dinger model or the lattice sine-Gordon model so as to name a few.
For instance, the non-linear SchrÃu˝dinger model is a quantum field theoretical model of canonical Bose fields
Φ(x), Φ†(x) living on a circle of length L, subject to periodic boundary conditions and interacting through the
Hamiltonian
HNLS =
L∫
0
{
∂xΦ
†(x)∂xΦ(x) + cΦ†(x)Φ†(x)Φ(x)Φ(x)
}
· dx − hNNLS with NNLS =
L∫
0
{
Φ†(x)Φ(x)
}
· dx .
There, h > 0 plays the role of a chemical potential while c > 0 is a coupling constant characterising the strength
of the repulsive interactions. Per se, this model goes out of the setting discussed earlier on. In particular, it is
ill defined in that one cannot really provide a rigorous construction of Φ, Φ† as operators on some space. It can
nonetheless be understood as an inductive limit, in the weak sense, of a lattice model c.f. Chapter 2. Independently
of such fine points, in each sector corresponding to a fixed eigenvalue of the number of particle operator NNLS the
model is equivalent to a gas of N bosonic particles interacting through a δ-function pairwise potential with strength
2c.
The model at c = +∞, the so-called impenetrable bosons, was introduced in 1960 by Girardeau [150] who
also obtained its spectrum and eigenfunctions. In 1964, Brézin, Pohil and Finkelberg [60] introduced the model in
its full generality and proposed a coordinate Bethe Ansatz construction of its eigenfunctions up to N = 3 particles.
During the very same year, and probably independently, Lieb and Liniger [264] solved the model for any value
of N. In a subsequent publication, Lieb [259] carried out an extensive analysis of its spectrum. In 1993, Dorlas
[111] proved the completeness of the system of eigenfunctions built through the Bethe Ansatz.
1.2.2 Spectrum in the large volume limit
In the limit where the volume L diverges, one can provide a rather convincing description of the energy levels for
Bethe Ansatz solvable models. First calculations of the sort have been carried out by Húlten [173] in 1938 for the
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case of the XXX chain at zero magnetic field. The author was able to identify -on a heuristic basis- the specific
eigenvector constructed by Bethe which gives rise to the model’s ground state. He then proposed an approach
allowing one to compute the leading in the model’s volume (number of sites) L behaviour of the ground state
energy. Húlten argued that the parameters {λa}N1 describing the model’s ground state at zero magnetic field are
such that N = L/2 -for chains of even length- and that, in the L → +∞ limit, they form a dense distribution on
R with a density ρXXX. Building on the form of the Bethe equation, he argued that ρXXX satisfies a linear integral
equation which he was able to solve. He then used this information to compute the leading in L behaviour of
the ground state energy. Húlten’s density approach was generalised to many other models, but always in a rather
heuristic setting. Orbach [303] applied it to the case of the XXZ chain but was not able to solve explicitly the
associated linear integral equation. A year later, Walker [361] proposed a change of variable that allowed him to
bring Orbach’s linear integral equation at ∆ > 1 into one driven by a π-periodic Wiener-Hopf operator acting on
L2([0 ; π]). In this way, he could solve the integral equation by using Fourier series expansions. In 1964, Griffiths
[164] generalised the approach what allowed him to deal with the ground state of the massless XXZ chain in the
presence of a finite magnetic field.
The investigation of the excited state was initiated by des Cloizeaux and Pearson [105] in 1962. The authors
derived the form of the dispersion relation of the excitations above the ground state. Four years later, des Cloizeaux
and Gaudin [104] extended the analysis to the case of the XXZ chain. Although they did obtain the correct form
of the dispersion law, they gave a wrong interpretation of the spin of the excitations. This fact was corrected
later, in 1981 by Faddeev and Takhtadzhan [134]. In 1967, Lieb [259] provided a very convenient description
of the energies of the excited states in the non-linear Schrödinger model. Namely, he argued that the leading
in L behaviour‡ of the relative excitation energies in respect to the ground state Êex can be grasped within the
particle-hole excitation picture. This characterisation of the energies of the excited states was only based on
handlings of real valued solutions {λa}N1 to the Bethe equation. However most models, the XXZ chain being a
paradigmatic example, do have complex valued solutions. This fact was already known to Bethe. In fact, starting
from Bethe’s seminal work and until the early ’80s, it was widely accepted that such complex-valued solutions,
on top of consisting of a certain amount of real roots also contain strings -sub-sets {xk + iaζ + ǫL;k;a, a = −n, · · · , n}
with the "centre" of the string xk satisfying some modification of the original Bethe equations for the model-. The
deviations ǫL;k;a in respect to the ideal strings were believed to be exponentially small in respect to the model’s
volume L. The so-called string hypothesis has even been used to provide wrong proofs of the completeness of the
Bethe Ansatz. The breakthrough came in 1982 with the pioneering analysis of Destri and Lowenstein [108] of the
structure of the complex solutions to the Bethe equations describing the chiral invariant Gross-Neveu model. These
Bethe Ansatz equations are structurally similar to those arising in the XXX spin chain. Destri and Lowenstein
[108] showed that, in the L → +∞ limit, the complex solutions to the Bethe Ansatz equations describing the
low-lying excited states form 2-strings, quartets and wide pairs, but do not form general, larger, strings. The
centres of these strings were then show to satisfy a set of coupled equations called the higher level Bethe Ansatz
equations. The work of Destri and Lowenstein was followed, a few months later, by the two independent papers
[15, 367]. Woynarovich [367] studied the case of the massless regime of the XXZ chain at anisotropy 1 > ∆ > 0
while the analysis by Babelon, Viallet and de Vega [15] was the most complete and dealt with all the regimes of
the XXZ chain. Later, in 1984, the derivation of the higher level Bethe equations for the massive regime of the
XXZ chain was reconsidered by Virosztek-Woynarowich [360]. This last paper corrected certain spurious terms
present in the higher level Bethe equations for the massive chain obtained earlier. All the aforementioned works
allowed for a deep understanding of the structure of the large volume limit of solutions to the Bethe equations
that describe the low-lying excited states of the quantum integrable model. Also, recently in 2007, Caux and
Hagemans [69] studied the complex solutions to the Bethe equations for the XXX chain and provided a thorough
numerical description of the solutions for 10 sites long chains. This analysis what manifestly showed a strong
‡viz. when terms vanishing in L are dropped
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deviation from the "string-hypothesis" form.
The density of Bethe roots approach described above was rather heuristic. Several elements of rigour have
been brought by Yang and Yang [371, 372, 373] in 1966. In particular these authors provided a rather good
justification, for the XXZ chain, of the specific solution to the Bethe equation that gives rise to the ground state.
Yang and Yang also gave a firmer ground to why a densification of the ground state Bethe roots should hold for the
XXZ chain. Furthermore, they provided [372] a rather extensive discussion of the properties of the linear integral
equations that is satisfied by the density of the ground state Bethe roots. However, the proof of the densification,
for −1 < ∆ ≤ 0 and also for ∆ > 1 and large enough, has only been given recently by Dorlas and Samsonov [113]
in 2009. The proof of the densification for the ground state Bethe roots as well as for Bethe roots describing a
class of particle-hole excited states, this for any ∆ > −1 was given by myself in 2015 [251].
Still, the main interest for studying the large-L behaviour of the Bethe roots resided in being able to access
the 1/L corrections to the low-lying excited states’ energies, first, so as to test the conformal field structure of the
excitations in the model and, second, so as to extract from there the critical exponents. The first really effective
approach allowing one to do so was proposed by de Vega and Woynarovich [109] in 1985 and built on an ingenious
handling of densities. The authors treated the case of the massive regime of the XXZ chain. Although not
formulated directly in this way, their method built at some point on non-linear integral equations. During the
late 80’s, the method of de Vega and Woynarovich was conformed with success to the calculation of the finite-
volume corrections to the low-lying excited states’ energies of various quantum integrable models. The method
had, however, certain limits of applicability. In 1990 Batchelor and Klümper [226] proposed a non-linear integral
equation based framework that allowed one for a very effective computation of the finite-volume correction. This
approach was subsequently developed in 1991 by Klümper, Batchelor and Pearce [227] and in 1993 by Klümper,
Wehner and Zittartz [232]. In 1992, Destri and de Vega [106] elaborated further the non-linear integral equation
based-approach to extracting finite-volume corrections and brought it to a quite satisfactory level of effectiveness
in 1995 [107].
These works, and many other that followed, confirmed Cardy’s predictions for the large-L behaviour of the
ground and low-lying excited states’s enegies. This allowed for an identification of the central charges and con-
formal dimensions associated with numerous quantum integrable models.
1.2.3 The algebraic Bethe Ansatz
During his 1967 analysis [260, 261, 262, 263] of the various phases of the six-vertex model Lieb observed [261,
263] that the transfer matrix associated with this model of two-dimensional statistical physics possesses exactly
the same Bethe eigenvectors as the XXZ spin-1/2 chain. A similar statement has been made by Sutherland [343],
the same year and, apparently, on independent grounds In 1968, McCoy and Wu [283] went one sept further and
showed by a direct calculation that the XXZ Hamiltonian commutes with the transfer matrix of the six-vertex
model, hence ensuring that the two object actually share the same eigenvectors, irrespectively of whether the
Bethe eigenvectors span the whole Hilbert space of the models. In 1970, Sutherland [345] generalised the result
of McCoy and Wu and demonstrated that the so-called XYZ Hamiltonian‡ commutes with the transfer matrix of
the eight-vertex model. It was however Baxter that, on the one hand, established a clear connection between the
two objects and, on the other hand, unravelled the deep algebraic structure at their root. In his 1972 analysis of the
free energy of the eight-vertex model, Baxter [22] constructed a one-parameter λ family of transfer matrices t8V(λ)
associated with this model. The parameter λ is usually referred to as the spectral parameter. Baxter represented
t8V(λ) as the trace of a product of "local" L matrices. This product is called, nowadays, the monodromy matrix
whereas the L-matrix if referred to as the Lax matrix of the model. In the case of the eight vertex model, it is
a 2 × 2 matrix over the ring of linear operators on C2. Baxter showed that these transfer matrices commute at
‡This is a generalisation of the XXZ Hamiltonian where all nearest-neighbour spin-spin interaction bare a different weight.
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different values of the spectral parameter. The commutation follows from a set of constraints that are satisfied by
the weights of the eight-vertex model which he referred to as the star-triangle relation. In fact, this very relation
was already known to Onsager when he solved the two-dimensional Ising model [301]. Baxter showed that the
star-triangle relation can be rewritten as a matrix relation between products of local Lmatrices R12L1L2 = L2L1R12
where 1, 2 are auxiliary spaces associated with the Lax matrices while R is a 4 × 4 matrix acting in the tensor
product of the spaces 1 and 2. A similar equation, has been obtained in 1967 by Yang [370] in a completely
different setting when he studied the factorisable scattering on the line for the gas of N-particles, not necessarily
bosonic, interacting through a δ-like repulsive potential. Nowadays, the R12L1L2 = L2L1R12 equation is referred
to as the Yang-Baxter equation. On top of proving the commutativity of the transfer matrices, in a subsequent
paper, Baxter [21] showed that the XYZ Hamiltonian can be expressed as ∂λ ln t8V (λ)|λ=0. Upon restricting
the parameters of the model, one then finds that the XXZ Hamiltonian is given by the logarithmic derivative
at zero spectral parameter of the six-vertex model transfer matrix. This allowed Baxter to establish a direct
connection between transfer matrices of two-dimensional statistical mechanics and quantum integrable models in
one dimension. I emphasise that Baxter’s work added a deep algebraic structure to quantum integrable models: a
quantum integrable Hamiltonian is an explicit member of a commutative algebra of charges generated by a family
of commuting transfer matrices. In this respect, one obtains a conceptual bridge between the quantum and the
classical integrabilities: integrability is the existence of a sufficiently large explicit set of charges in involution. At
that stage, however, it was not clear how, starting from a given quantum integrable Hamiltonian, one can find the
commuting transfer matrix that would embed the Hamiltonian into a sufficiently large set of charges in involution.
In 1979, Faddeev, Sklyanin and Takhtadjan [131] showed that what Baxter observed was actually just the tip of
the iceberg of a deep algebraic structure. As pointed out by Baxter, the local RLL relation can be lifted to a global
R12T1T2 = T2T1R12 one satisfied by the model’s monodromy matrix. While Baxter used this relation solely to
prove the commutativity of the transfer matrices, it actually provides ones with the algebra satisfied by the entries
of the model’s monodromy matrix. Faddeev, Sklyanin and Takhtadjan [131] built on these algebraic relations so as
to construct the eigenvectors of the trace of the monodromy matrix - the so-called a transfer matrix of the model-.
They realised this program for the lattice discretisation of the sine-Gordon model. They were able to provide a
Lax matrix satisfying the local Yang-Baxter equation, up to second order corrections in the lattice space. Although
their Lax matrix was only approximate, the authors argued the error to be negligible in the continuous limit when
the lattice spacing is sent to zero and the per se quantum version of the sine-Gordon model formally recovered. In
the approach of the Leningrad school, the eigenvectors are constructed as products of the 12 entries of the 2 × 2
auxiliary space representation of the monodromy matrix:
| {λa}N1
〉
= T12(λ1) · · · T12(λN)| 0 〉 . (1.2.3)
The operators T12(λ) form a commutative family and act on the so-called pseudo-vacuum vector | 0 〉which satisfies
T21(λ)| 0 〉 = 0, for any λ. For | {λa}N1 〉 to be an actual eigenvector of the commuting family of transfer matrices,
the parameters {λa}N1 have to satisfy the Bethe Ansatz equations of the model. The algebraic approach to quantum
integrable models described above leads to tremendous simplifications in the resolution of their spectral problems.
Indeed, the eigenvectors are not expressed as some interlocked combinatorial sum as in the coordinate Bethe
Ansatz but, rather as the action of a string of pseudo-creation operators on a reference state. One thus recovers, at
least in part, the structure of a Fock space so familiar to free-fermionic models. It is important to stress that it was
precisely this algebraic construction of the eigenstates that really opened the possibility of an efficient investigation
of the structure of the space of state (calculation of the norms, the scalar products and, more generally, calculation
of the correlation function) of quantum integrable models. Furthermore, it was the discovery of this algebraic
structure that was at the roots of the theory of quantum groups, formalised by Jimbo [190] and Drinfel’d [114] in
the mid and late 80’s.
In the years that followed its discovery, the algebraic Bethe Ansatz was applied to a plethora of models. The
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main difficulty was, in fact, to construct the solutions to the "local" Yang-Baxter equation defining the fundamental
Lax matrix of the model. This could have been done for the XXX chains by Faddeev and Takhtadjan [133] or the
lattice discretisations of the sine-Gordon and non-linear Schrödinger model by Izergin and Korepin [185] so as to
name a few. Note that the Lax matrices obtained by Izergin and Korepin were satisfying the Yang-Baxter equation
to all order in the lattice discretisation parameters. The mentioned models were built over the rank 1 Lie algebra
sl2. In order to treat more complex models built over of higher rank Lie algebras, it was necessary to generalise
the notion of the algebraic Bethe Ansatz what led to the so-called nested algebraic Bethe Ansatz developed by
Kulish and Reshetikhin [253, 254] in the early 80’s. The Kulish-Reshetikhin procedure is an algebraisation of
the nested coordinate Bethe Ansatz approach used earlier by Yang [370] for a multicomponent Bose gas and by
Sutherland [344] for a multicomponent spin chain. I refer to the 1982 review of Kulish and Sklyanin [255] for a
list - definitely non-exhaustive- of other models for which Lax matrices were constructed.
It is also important to mention that there exists a class of models for which the algebraic Bethe Ansatz is not
directly applicable since the models do not posses a buona fide pseudo vacuum but for whose it is possible to
reduce the construction of the eigenvectors and eigenvalues model to the one of an auxiliary model which does
posses a pseudo-vacuum. An archetype of such models is the XYZ spin-1/2 chain. The relationship between
the original and auxiliary models is obtained by means of the so-called vertex-IRF2 transformation. Such a
transformation was first proposed by Baxter [23], what allowed him to determine the spectrum of the zero field
eight vertex transfer matrix by means of a coordinate Bethe Ansatz [24]. Later, Faddeev and Takhtadjan conformed
Baxter’s trick to the algebraic Bethe Ansatz setting [132]. Among models solvable by means of such an extension
of the algebraic Bethe Ansatz, one can mention higher spin or rank variants of the XYZ chain.
1.2.4 Failure of the algebraic Bethe Ansatz: the quantum separation of variables
Despite its tremendous effectiveness, the algebraic Bethe Ansatz cannot always be applied be it directly on through
a vertex IRF transformation. Indeed, its implementation heavily relies on the existence of the pseudo-vacuum
vector | 0 〉. The latter, however, does not always exist. One can, in fact, provide many examples of quantum
integrable models possessing a local Lax matrix and yet not admitting a pseudo-vacuum vector, the simplest one
being the quantum Toda chain. It is a quantum mechanical N + 1-body Hamiltonian in one spatial dimension
defined as
HTd =
N+1∑
a=1
p2a
2
+ κ · exN+1−x1 +
N∑
a=1
exa−xa+1 with pn =
~
i
∂
∂xn
(1.2.4)
and acting on
hTd = L2
(
R
N+1, dN+1x) ≃ N+1⊗
n=1
hnTd with h
n
Td ≃ L2
(
R, dx) . (1.2.5)
There, pn and xn are pairs of conjugated variables satisfying to the canonical commutation [xk, pℓ] = i~. Just
as for the XXZ chain, the index n refers to the quantum space hnTd where these operators act non-trivially. When
κ = 1, one speaks of the so-called closed Toda chain whereas, when κ = 0, the model is referred to as the open
Toda chain. The Lax matrix for the Toda chain takes the form
L(λ) =
(
λ − p e−x
−ex 0
)
. (1.2.6)
2interaction round-the-face
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Clearly, its 21 entry does not annihilate any local pseudo-vacuum, viz. there is no solution to ex| 0 〉, even in a
generalised sense. This renders impossible the use of the algebraic Bethe Ansatz -under any of its variants- as a
way to solve the spectral problem associated with HTd.
There are, nonetheless, ways of overcoming such issues. In his analysis of the eight vertex model [22], Baxter
characterised the spectrum of the transfer matrix t8V (λ) of the eight vertex model in terms of a second order finite-
difference and operator valued equation relating the transfer matrix t8V (λ) and an auxiliary object, the so-called
Q-operator Q8V (λ). Although Baxter obtained this equation for the eight vertex model case, I will write directly
the one that arises in the context of the closed Toda chain as this will serve better the purpose of the discussion:
tTd(λ) · QTd(λ) = (i)N+1QTd(λ + i~) + (−i)N+1QTd(λ − i~) . (1.2.7)
The operator valued t − Q equation for the Toda chain was obtained, for the first time, by Gaudin and Pasquier
[144] in 1992. The main point is that t − Q equations provide one with an alternative, in respect to the Bethe
Ansatz, way of characterising a model’s spectrum. The sole form of the equation is, however, not enough for this
purpose. One needs, in addition, to impose some additional constraints on t(λ) and Q(λ). The usual setting is that
• t(λ) and Q(λ) are normal operators for real values of the spectral parameter;
• t(λ) and Q(λ) commute at different values of the spectral parameter [t(λ) , Q(µ)] = 0;
• t(λ) is a polynomial (be it a classical one, a trigonometric one or an elliptic one) in the spectral parameter;
• Q(λ) satisfies, at least in a weak sense, some growth conditions in λ and admits a meromorphic continuation
to a sufficiently large strip around the real axis.
Spectrum of the Toda chain
The family {t(λ) ; Q(µ)}λ,µ being normal and commutative, one can reason, by virtue of the spectral theorem, on
the level of the space where both operators t(λ) and Q(λ) are realised as multiplication operators by t(λ) and qt(λ).
In the case of the closed Toda chain, this leads to the following second order finite-difference equation for the two
unknown functions tTd(λ) and qtTd (λ):
tTd(λ) · qtTd (λ) = (i)N+1qtTd (λ + i~) + κ · (−i)N+1qtTd (λ − i~) . (1.2.8)
One looks for solutions of this equation under the requirement that tTd(λ) is a monoic polynomial in λ of degree
N + 1 while qtTd is entire and subject to the additional constraint on the asymptotic behaviour of qtTd (the bounds
on the asymptotic behaviour were found, in the correct form, by Gaudin-Pasquier [144]):
qtTd (λ) = O
(
e−(N+1)
π
2~ |ℜ(λ)| · |λ| N+12~ (2|ℑ(λ)|−~)
)
uniformly in |ℑ(λ)| ≤ ~
2
. (1.2.9)
The system might seem under-determined, in the sense that it contains too many unknowns. To convince oneself
of the contrary, at least heuristically, it is helpful to make the parallel with the Sturm-Liouville spectral problem
find all (E, y) ∈ R × H2(R) such that − y′′(x) + V(x) y(x) = E · y(x) (1.2.10)
with V sufficiently regular and growing fast enough at infinity and H2(R) is the second Sobolev space associated
with L2(R). Although the above ordinary differential equation admits two linearly independent solutions for any
value of E, only for very specific values of E does one find solutions that are in H2(R). Regarding to (1.2.8), the
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regularity and growth requirements on qtTd play the same role as the H2(R) space in the Sturm-Liouville problem:
the scalar t − Q equation admits solutions (tTd, qtd) belonging to the desired class only for well-tuned monoic
polynomials of degree N + 1. It is this effect that gives rise to so-called quantisation conditions for the Toda chain.
The scalar t − Q equation based description of the spectrum of the Toda chain appeared for the first time in
the early 80’s work of Gutzwiller [166, 167] which dealt with the closed Toda chain involving a small number
2, 3 or 4 of particles. Gutzwiller derived the equation through a reasoning that appeared, at the time, completely
independent of the integrable structure of the model. He represented the eigenfunctions of the 2, 3 or 4-particle
closed Toda chain in terms of an integral transform whose integral kernel was given in terms of the eigenfunctions
of the 1, 2 or 3-particle open Toda chain. The integral transform was acting on a product of functions q of one
variable which arose as solutions to a second order finite difference equation which took exactly the form of the
scalar t − Q equation given above. As such, Gutzwiller’s handlings appeared to be at the root of a new method
allowing one to solve spectra of certain quantum integrable models. However, the real deep connection which
allowed for a systematic development of the method is definitely to be attributed to Sklyanin. In [324], by using
an analogy with the classical separation of variables, Sklyanin gave a quantum inverse scattering method-based
interpretation of the aforementioned integral transform. In the case of a quantum integrable model associated
with the six-vertex R-matrix -such as the quantum Toda chain-, the transform corresponds precisely to the map
that intertwines the T12(λ) operator entry of the model’s monodromy matrix T(λ) with a multiplication operator.
Sklyanin represented the Yang-Baxter algebra of the quantum Toda chain on the space hsep where T12(λ) acts
as a diagonal operator. The main simplification stemmed from the fact that tTd(λ) was represented on hsep as a
sum of second order finite-difference operators in one variable. As a consequence, the multi-dimensional (partial
differential equations on RN+1) and multi-parameter (the eigenvalues of the operator coefficients in the spectral
parameter expansion of the transfer matrix tTd(λ)) spectral problem for tTd(λ) was reduced to a multi-parameter‡
one-dimensional spectral problem which took precisely the form of the t − Q mentioned earlier. In Sklyanin’s
approach, the eigenfunctions of the transfer matrix tTd on hsep were given as products of the function qtTd . In 1992,
Gaudin and Pasquier [144] realised the Q operator for the Toda chain as an integral operator on hTd and constructed
explicitly its integral kernel. This allowed them to show that tTd(λ) and QTd(λ) satisfy to the aforementioned
operator t − Q equation.
Gutzwiller [167] provided the general form of the solutions to the scalar t − Q equation of the model. On its
basis one could then formulae a set of quantisation conditions for the zeroes of the polynomial tTd(λ). However,
these equation (see Chapter 6 for more details) were extremely indirect. Solving them, even with the help of a
computer appears to be a hopeless task. A huge surprise relatively to the spectrum of the Toda chain came from
the study of four dimensional gauge theories, an apparently completely disconnected subject. In 2009, Nekrasov
and Shatashvilii [293] argued the existence of a correspondence between supersymmetric vacuua in their theories
and eigenstates of certain quantum integrable models. This framework allowed them to argue [292] a relatively
simple description, based on non-linear integral equations, for the spectra of various quantum integrable models,
the Toda chain in particular. The Nekrasov and Shatashvilii description of the spectrum of the Toda chain builds on
structures and objects which appear, at least at first sight, totally disconnected with those attached to the quantum
separation of variables. It is thus natural to ask:
• is it possible to recover and prove the description of the spectrum of the Toda chain conjectured by Nekrasov
and Shatashvilii?
I will provide a positive answer to this question in Chapter 6, Section 6.1.
‡because one has to keep track, one way or the other, of the different eigenvalues
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The quantum separation of variables method
I will now discuss the quantum separation of variables for the Toda chain in slightly more explicit terms. Let
T(λ) = L1(λ) · · · LN+1(λ) be the monodromy matrix for the Toda chain. The one parameter abelian family of
operators
[
T(λ)]12 on hTd is intertwined with a multiplication operator on hsep by a unitary operator
U : hsep = L2
(
R
N+1, dν) → hTd = L2(RN+1, dN+1x) . (1.2.11)
In fact, due to the translation invariance of the closed quantum Toda chain, the measure dν on hsep factorizes
dν = dµ ⊗ dε into a "trivial" one-dimensional Lebesgue measure dε that takes into account the spectrum ε of the
total momentum operator and a non-trivial part dµ which is absolutely continuous in respect to the N-dimensional
Lebesgue measure dNy and which will be specified later on. The operator U is realised as an integral transform
that allows one to represent functions Φ ∈ hTd as Φ(xN+1) = U [Φ̂](xN+1) where, for sufficiently well-behaved
functions Φ̂ ∈ hsep,
U
[
Φ̂
](xN+1) = ∫
RN+1
ϕyN (xN) · e
i
~
(ε−yN )xN+1 · Φ̂(yN ; ε) ·
dµ(yN)√
N!
⊗ dε . (1.2.12)
Here and in the following, I adopt the below notation for k-dimensional vectors
xk =
(
x1, . . . , xk
)
, similarly for yk and agree upon yk =
k∑
a=1
ya . (1.2.13)
Up to some minor modifications, the non-trivial part ϕyN (xN) of U ’s integral kernel corresponds to the eigenfunc-
tions, in the generalised sense, of [T(λ)]12:
[
T(λ)]12 · ϕyN (xN) = e−xN+1 N∏
a=1
(
λ − ya) · ϕyN (xN) . (1.2.14)
The factorisation of the measure dν implies that the map U factorises as well U = UN ◦ F , in which the
F transform corresponds to taking a Fourier transform in ε followed by the action of a multiplication operator
whereas UN constitutes the non-trivial part of U . For‡ F ∈ L1sym
(
R
N, dµ(yN)
)
, it is given by
UN[F](xN) = 1√
N!
∫
RN
ϕyN (xN) · F(yN) · dµ(yN) . (1.2.15)
Henceforth the integral transform UN will be referred to as the separation of variables transform. The main advan-
tage of the separation of variables transform is that it provides one with a very simple form for the eigenfunctions
of the family of transfer matrices tTd(λ). When focusing on a sector with a fixed momentum ε, the joint eigen-
function§ VtTd of tTd(λ) that is associated with the eigenvalue tTd(λ) admits a factorised representation in the space
hsep, in the sense that
V̂tTd (yN ; ε) =
N∏
a=1
{
qtTd (ya)
}
. (1.2.16)
‡The subscript sym occurring in L1sym indicates that the function F is a symmetric function of its variables.
§the spectrum is simple, as follows from An’s results [7].
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qtTd appearing above solves the scalar form of the t − Q equation for the Toda chain (1.2.8) that involves the
polynomial tTd.
To summarise, within the framework of the quantum separation of variables, the resolution of the spectral
problem for the quantum Toda chain amounts to
i) building and characterising the kernel ϕyN (xN) of the SoV transform ;
ii) establishing the unitarity of UN : L2(RN , dN x) → L2sym(RN , dµ(yN));
iii) characterising all of the solutions to the scalar t − Q equation and proving the equivalence of this spectral
problem to the original one for tTd, viz. as it is formulated on hTd.
Point iii) has been first argued by Sklyanin [324], the arguments were then slightly improved by Gaudin and
Pasquier [144] and, finally An [7] proved the equivalence. The non-trivial part of An’s proof consists in establish-
ing that if, upon factorising the movement of the centre of mass, VtTd ∈ L2(RN , dx) is a joint eigenfunction of the
family tTd(λ), then V̂tTd is entire and satisfies to appropriate growth conditions.
The history related to solving points i) and ii) is more sinuous and among others intersects with the theory
of Whittaker functions for GL(N,R). In fact, the road to the resolution of point i) takes its roots in the 1979
work of Kostant [248]. Kostant found a way to quantise the integrals of motion for the open classical Toda
chain hence showing the existence of an abelian ring of operators containing HTd|κ=0 , viz. the quantum open Toda
chain Hamiltonian. Furthermore, he was able [249] to identify the system of joint generalised eigenfunctions to
this ring as the Whittaker functions for GL(N,R). Kostant’s approach has been further developed by Goodman
and Wallach [160, 161, 162] in the mid 80’s what allowed them to treat, among others, the closed Toda chain
Hamiltonians HTd|κ=1 . Within this approach, a thorough characterisation of the relevant Whittaker functions is of
prime importance.
The systematic study of Whittaker functions has been initiated by Jacquet [189] in 1967 and further developed
by Hashizume [172] and Schiffmann [316]. At the time, the Whittaker function were constructed by purely group
theoretical handlings, which allowed to represent them by means of the so-called Jacquet’s multiple integral. In
1990, Stade [341] obtained another multiple integral representations for the GL(N,R) Whittaker functions. In
1997, Gerasimov, Kharchev, Marshakov, Mironov, Morosov and Olshanetsky [148] proposed yet another multi-
ple integral representation for these functions which was based on the so-called Gauss decomposition† of group
elements. However, for many technical reasons that I will not discuss, all these representations, although explicit,
were hard to deal with, not even to mention extracting from them some fine property of the object. Despite such
technical problems, this state of the art was already enough in what concerned applications to the quantum Toda
chain.
Building on Gutzwiller’s construction and implicitly conjecturing that the ring of operators found by Kostant
actually coincides with the quantum inverse scattering method issued integrals of motion for the open N-particle
Toda chain, Kharchev and Lebedev [204] wrote down a multiple integral representation for the eigenfunctions of
the closed periodic Toda chain HTd|κ=1 in the form U [V̂tTd ] outlined previously. Their construction worked for any
value of N. The main point of their implicit conjecture relative to the equality between the rings generated by the
two families of integrals of motion was to allow them to use Kostant’s characterisation of the eigenfunctions of
the open Toda chain abelian ring of operators so as to identify the kernel ϕyN (xN) with the Whittaker functions for
GL(N,R). In this way, they provided an explicit construction for the integral kernel ofUN . In the mentioned paper,
Kharchev and Lebedev used the so-called Gauss decomposition based multiple integral representations for these
Whittaker functions [148]. Later, in [205, 206], the two authors managed to connect their approach with Sklyanin’s
†Note that the construction of Jacquet’s multiple integral representation is based on the so-called Iwasawa decomposition.
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quantum separation of variables [324] approach to the quantum Toda chain. Indeed, in [327], Sklyanin proposed
a scheme based on the recursive construction of the monodromy matrix which allowed one to build the kernel
of the SoV transform through an inductive, but explicitly solvable, procedure. Kharchev and Lebedev [205, 206]
managed to implement this scheme on the example of the open Toda chain, hence obtaining a new multiple integral
representation for the GL(N,R) Whittaker functions which they called the Mellin-Barnes representation. Finally,
in [146], Gerasimov, Kharchev and Lebedev established a clear connection between the group theoretical and the
quantum inverse scattering method-based approaches to the open Toda chain. In particular, that last paper proved
the previously used conjecture relative to the concurrency between Kostant’s ring of operators on the one hand
and the quantum inverse scattering method issued conserved charges on the other hand.
There exists one more multiple integral based representation for the generalised eigenfunctions of the open
Toda chain which was obtained, for the first time, by Givental [151] in 1997. The group theoretic interpretation of
Givental’s multiple integral representation has been given by Gerasimov, Kharchev, Lebedev and Oblezin [147]
in 2006. Since the corresponding proof built on a specific type of Gauss decomposition for the group elements
of GL(N,R), this multiple integral representation bears the name Gauss–Givental. Furthermore, the work [147]
also contained some comments relative to a connection between the Gauss–Givental representation and the Q-
operator of the Toda chain constructed earlier by Gaudin and Pasquier [144]. In fact, the connection between
Q-operators and Gauss-Givental integral representations for the kernels of separation of variables transforms has
been established, on a much deeper level of understanding, by Derkachov, Korchemsky and Manashov [102],
this a few years prior to paper [147]. Derkachov, Korchemsky and Manashov observed that one can build the
eigenfunctions of the [T(λ)]12 operators arising in the context of the non-compact XXX chain out of the building
blocks that were used for constructing the integral kernel of the model’s Q-operator. This allowed them to propose
a "pyramidal" representation for the kernel of the separation of variables transform for the non-compact XXX
magnet. In [322], Silantyev applied the Derkachov, Korchemsky, Manashov method so as to re-derive the Gauss-
Givental representation for the GL(N,R) Whittaker functions ϕyN (xN).
The above works, by-and-large, close the discussion relative to point i). I do stress that Sklyanin’s recursive
method leading to the Mellin-Barnes representation as well as Derkachov, Korchemsky and Manashov’s method
leading to the Gauss–Givental representation is quite general in that it solely builds on objects that are "natural"
to the quantum inverse scattering method. Therefore, the methods are well entrenched: their implementation to
other quantum integrable models solvable by the quantum separation of variables method, this in view of solving
the analogue of point i) above, is only a technical question, all conceptual issues being solved. In this sense, the
state of the art relative to point i) is quite satisfactory.
I will now discuss the unitarity of the transform U realising the quantum separation of variables. In virtue
of the unitarity of the Fourier transform, this property boils down to proving the unitarity of UN , viz. the point
ii) mentioned earlier. One can rephrase the unitarity of UN as the property of completeness and orthonormalilty
of the system of generalised eigenfunctions of the open Toda chain {[T(λ)]12}λ∈R abelian ring of operators. I do
stress that the construction of the appropriate measure space, viz. the space where the variable yN parametrising
the eigenvalues of {[T(λ)]12}λ∈R evolve adjoined to the explicit form of the measure dµ on this space, is part of
the problem stated in point ii). For the sake of simplifying the discussion, I already used part of this answer from
the very beginning, namely that yN ∈ RN . Still, I do stress that this property can only be affirmed, a posteriori,
when completeness is proven. Again, a posteriori, it turns out that the measure dµ is continuous with respect to
Lebesgue’s measure on RN and takes the explicit form
dµ(yN) = µ(yN) · dNy with µ(yN) =
1
(2π~)N
N∏
k,p
{
Γ
(yk − yp
i~
)}−1
. (1.2.17)
Both completeness and orthonormality, have already been established within the framework of the group
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theoretical based approach to the model. Semenov-Tian-Shansky proved [319] the orthonormalilty of the system
{xN 7→ ϕyN (xN)}yN∈RN which, written formally, takes the form∫
RN
(
ϕy′N (xN)
)∗ · ϕyN (xN) · dN x = [µ(yN)]−1 ∑
σ∈SN
N∏
a=1
δ
(
ya − y′σ(a)
)
. (1.2.18)
Also, the completeness of the system {yN 7→ ϕyN (xN)}xN∈RN , which written formally, takes the form∫
RN
(
ϕyN (x′N)
)∗
ϕyN (xN) µ(yN) · dNy =
N+1∏
a=1
δ(xa − x′a) , (1.2.19)
follows from the material that can be found in chapters 15.9.1-15.9.2 and 15.11 of Wallach’s book [362] and
appears as a culminating result of an 878 pages long two volume book developing various tools for constructing
and analysing Whittaker vectors.
The proofs [319, 362] are technically involved, rather long, and completely disconnected from the quantum
inverse scattering method description. It is, in fact, not so much the technical part that poses problem but rather
their lack of connection to the quantum inverse scattering method. The matter is that the quantum Toda chain is a
very special model that can be solved by means of group theoretical methods. This is no longer the case for other
quantum integrable models where one has to resort to the more refined algebraic machinery of quantum groups.
One cannot thus build on the existing harmonic analysis on groups machinery so as to study completeness or
orthogonality of such more general models. It means that if one would like to repeat such a path, then one would
need to start developing an analogous theory, presumably from scratch, in a context that would be applicable to
these other models. Taken into account the complexity and length of the aforementioned methods [319, 362] this
would be unreasonable. I stress that, as of today, even for the relatively simple case of the lattice discretisation of
the Sinh-Gordon model [63], point ii) remains an open question.
One can thus ask whether
• it would possible to set a simple and systematic approach to the resolution of point ii) that would solely
build on the objects and structures that are natural to the quantum inverse scattering method?
I shall answer positively to this question Chapter 6. My construction allows, in principle, to extend the proof of
unitarity of the SoV transform to other, more complex, models such as the lattice discretisation of the Sinh-Gordon
model.
1.2.5 Quantum integrable models at finite temperature
The very first approach to the description of quantum integrable models at finite temperatures was developed in
1969 by Yang and Yang [374] on the example of the non-linear Schrödinger model. These authors, building on
the logarithmic Bethe equations describing the spectrum of the model [264], carried out a large-volume L saddle-
point like analysis of the statistical sum defining the model’s partition function and hence its free energy. The
saddle-point analysis allowed Yang and Yang to argue an integral representation for the per site free energy fNLS
of the model in the thermodynamic limit:
fNLS =
∫
R
ln [1 + e− ε(λ)T ] · dλ
2π
, (1.2.20)
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this for any values of the coupling constant 0 < c ≤ +∞ just as any value of the chemical potential h. The
dependence of fNLS on the coupling constant and on the chemical potential is encoded in the function ε which
corresponds to the unique solution to the non-linear integral equation referred to, nowadays, as the Yang-Yang
equation:
ε(λ) = λ2 − h − T
2π
∫
R
2c
(λ − µ)2 + c2 · ln
[
1 + e−
ε(µ)
T
] · dµ . (1.2.21)
Yang and Yang showed that its solution exists and is unique, this for any value of T and h. In 1971, Yang-Yang’s
method has been generalised to the study of the thermodynamics of the XXZ spin-1/2 chain simultaneously and
independently by Gaudin [142] and Takahashi [348]. Both works built on the so-called string hypothesis [32]
and characterised the free energy of the model in terms of a solution to an infinite tower of non-linear integral
equations. Since then, Yang and Yang’s approach has been applied with success to many other models and bears
the name of the thermodynamic Bethe Ansatz. Note that the reasoning of Yang and Yang which gave rise to the
integral representation for fNLS was raised to the level of theorem, only much later, in 1989 by Dorlas, Lewis and
Pulé [112]. These authors represented the finite temperature and volume partition function of the model at general
c in terms of an integral of a function eLG versus the probability measure PL;+∞ induced by the statistic operator
e−
1
T HNLS |c=+∞ of the impenetrable Bose gas (c = +∞) on an appropriate subspace of 2Z. They subsequently
showed that PL;+∞ satisfies a large deviation principle and that the integrand G is regular enough. In this way they
could invoke Varadhan’s lemma -an infinite dimensional variant of Laplace method- so as to estimate the large-L
limit of the integral they obtained as a representation of the partition function.
A completely different approach to the study of thermodynamics of spin chains has been pioneered by Koma
in 1987 on the example of the XXX Hamiltonian [235]. Two years later, Koma generalised his method so as to
encompass the XXZ [236] Hamiltonian. Koma’s approach takes its roots in Baxter’s observation on the corre-
spondence between the eight vertex model and the XYZ spin chain. Building on such ideas, Koma argued that the
computation of the thermodynamic limit of the partition function of the XXX and XXZ models in a magnetic field
is equivalent to obtaining the largest eigenvalue of the transfer matrix associated with a specific inhomogeneous
six-vertex model whose inhomogeneities are functions of the temperature. This transfer matrix is called, nowa-
days, the quantum transfer matrix and its size depends on an auxiliary integer called the Trotter number. In Koma’s
approach, the free energy is expressed as the infinite Trotter number limit of the largest eigenvalue of the quantum
transfer matrix. Koma proposed a characterisation of this largest eigenvalue, at finite Trotter numbers, in terms of
a system of logarithmic Bethe Ansatz equations. Although Koma could not provide a proper analytic framework
for taking the infinite Trotter number limit, he was able to carry out a numerical analysis at finite Trotter numbers.
He was also able to extrapolate his analysis and describe the infinite Trotter number limit of the largest eigenvalue
on a numerical basis. In 1991, Takahashi improved Koma’s approach what allowed him to compute the infinite
Trotter number limit explicitly. More precisely, Takahashi found a way to take the infinite Trotter number limit
on the level of the Bethe equations what allowed him to obtain a characterisation of the thermodynamics of the
XYZ and XXZ spin-1/2 chains in terms of an infinite sequence of Bethe roots that ought to be fixed numerically
[350, 351]. In 1992, Klümper [224] managed to strongly simplify the analysis of the infinite Trotter number limit
for the restricted solid-on-solid model. He then conformed the approach to the case of the XYZ chain in 1993
[225]. To be more specific, building on the method of non-linear integral equations [19], Klümper proposed a way
for bypassing the problem of sending the Trotter number N to infinity directly on the level of the Bethe equations
describing the largest eigenvalue of the quantum transfer matrix. He introduced an auxiliary function whose ap-
propriate subset of zeros corresponds to the Bethe roots and was able to construct a non-linear integral equation
satisfied by this function. The main feature of Klümper’s non-linear integral equation was that the Trotter number
was only appearing parametrically in its driving term. Thus, at least on formal grounds, taking the infinite Trotter
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number limit was trivial in that it simply boiled down to replacing the driving term by its limit. The limiting non-
linear integral equation could then be easily solved on a computer by the iteration method. In this way, Klümper
obtained the full description of the XYZ and XXZ spin-1/2 chains at finite temperature solely in terms of a single
unknown function that satisfies a single non-linear integral equation. This function allows one to compute the free
energy at any finite temperature T trough a formula that is similar in spirit to (1.2.20). Klümper’s method also
allows one to build non-linear integral equations describing the sub-leading eigenvalues of the quantum transfer
matrix and thus gives access to the finite temperature correlation lengths of the model. Klümper’s approach al-
lowed to confirm the conformal field theory-based predictions [1] for the low-T behaviour of the free energy. The
quantum transfer matrix based method has, since then, been applied to many other quantum integrable models.
1.2.6 Quantum integrable models with integrable boundary conditions
Although I have so far only discussed the case of models subject to periodic boundary conditions, there also exist
quantum integrable models which are subject to other types of boundary conditions. Apparently, the first instance
of such a model was found by McCoy and Wu [283] in 1967 who showed that the XXZ Hamiltonian subject to so-
called off-diagonal boundary fields commutes with the transfer matrix of a generalisation of the six-vertex model
studied by Yang [375] where one substitutes the periodic boundary conditions with the free ones. The investigation
of such models through the Bethe Ansatz was pioneered by Gaudin [141] in 1971. In that paper he was able to
implement new types of boundary conditions for the Lieb-Liniger model while still preserving the integrability of
the model: Gaudin proposed a modification of the Bethe Ansatz fit for dealing with such boundary condidtions. In
1985 Schultz [317] obtained the spectrum of the Hubbard Hamiltonian subject to the so-called reflecting boundary
conditions. Then, two years later, Alcaraz, Batchelor, Baxter and Quispel [3] gave a description of the spectrum
of the XXZ spin-1/2 chain subject to two longitudinal magnetic fields h± acting on the first and last site of the
chain:
H
(bd)
XXZ = J
L−1∑
a=1
{
σxa σ
x
a+1 + σ
y
a σ
y
a+1 + ∆ (σza σza+1 + 1)
}
+ h− σz1 + h+ σ
z
L . (1.2.22)
The mentioned results all built on the coordinate Bethe Ansatz. In 1988, Sklyanin [325] elaborated a version of the
algebraic Bethe Ansatz approach fit for dealing with models subject to so-called integrable boundary conditions.
His approach utilised the results of Cheredink [75] on the factorisability of scattering in the presence of a boundary
which relied on the so-called reflection equation. Within Sklyanin’s approach, the reflection equation constitutes
the equivalent of the Yang–Baxter equation. Just as it has been discussed earlier on relatively to periodic boundary
conditions, not all integrable models are directly amenable to an algebraic Bethe Ansatz resolution. For instance,
this is usually the case for models subject to the most general boundary conditions‡ . Such models can however be
treated by means of first applying a vertex-IRF transformation and then solving the auxiliary model by means of
an algebraic Bethe Ansatz, analogously to the case of the XYZ chain, this provided that the parameters describing
the boundary interactions satisfy some "weak" constraints. An archetype of such model, the XXZ chain subject to
non-longitudinal boundary fields, was treated in [64, 376]. Note that such models can also be solved by means of
the quantum separation of variables approach [135, 221]
Starting from the finite-L expression for the energies of the ground and low-lying excited states provided by
the Bethe Ansatz, Alcaraz et al. extracted their large-L behaviour using methods analogous to those employed
for periodic boundary conditions. As expected, their analysis showed that the presence of boundary interactions
generate an additional, constant in L, contribution -the so-called surface free energy- to the ground state’s energy.
‡In the case of the XXZ spin chain, these correspond to applying boundary field which also couple with the σx and σy operators, this
on both ends of the chain.
37
Furthermore, the 1/L corrections to the energies of the excited states obtained in [3] took precisely the form
predicted by conformal field theory [1, 34].
One expects that a similar behaviour also holds for the XXZ chain subject to diagonal boundary fields (1.2.22)
at finite temperature. Namely, the per-site free energy of this model is expected to admit the large-L expansion
L · f (bd)L = L · f (per)XXZ + fsurf + · · · (1.2.23)
where f (per)XXZ is the thermodynamic limit of the per site free energy of the XXZ chain subject to periodic boundary
conditions. The additional constant term fsurf is called the surface free energy of the model.
The only integrability-based investigation of the finite temperature surface free energy was carried out by Göh-
mann, Bortz and Frahm in [52]. In that paper, the authors provided a representation for the finite Trotter number
approximant f (N)
surf of the boundary free energy. In their approach, f (N)surf was expressed as an expectation value of
a product of N/2 local operators forming the so-called finite temperature boundary operator. This expectation
value was computed in respect to the eigenvector associated with the dominant eigenvalue of the quantum transfer
matrix arising in the description of the thermodynamics of the periodic XXZ spin-1/2 chain. At the time, it was
however not clear how to take the Trotter limit of the formula or even find some manageable, more explicit, ex-
pression for the surface free energy at finite Trotter numbers, viz. one that re-casts the expectation value as some
explicit function of the parameters of the model.
Thence, the natural question related with this problem reads :
• it is possible to find a manageable expression for f (N)
surf starting from the Göhmann, Bortz and Frahm formula,
this in such a way that the Trotter limit can be taken? If yes, can anything be said about limiting regimes of
the surface free energy, such as its low-T expansion?
It so happens that one can answer positively to the first question and provide an at least partially positive answer
to the second one. I shall discuss these matters in Chapter 8
1.3 Correlation function in quantum integrable models
The observables that are of main interest to the physics of a model are its correlation functions. I have argued
that the correlators which are the easiest to deal with are the zero temperature ones since then the thermal average
boils down to an expectation value in respect to the model’s ground state. Still, due to the highly combinatorial
structure of the eigenvectors built through the Bethe Ansatz, obtaining effective expression for the zero temperature
correlators of a quantum integrable model is a quite intricate task.
Below, I will provide an account of the developments that took place relatively to computing the correlators of
quantum integrable models, the XXZ chain and the non-linear Schrödinger model being paradigmatic examples.
1.3.1 The free fermion equivalent models
In the early days, the attention was focused on computing two-point functions in the simplest possible quantum
integrable models, namely those explicitly equivalent to a model of free fermions. I remind that Lieb, Mattis and
Schultz [265], observed that the XX chain, viz. the XXZ Hamiltonian at zero anisotropy§ can be made explicitly
equivalent to a systems of free, viz. non-interacting fermions. The equivalence with free fermions also exists for
many other integrable models such as the non-linear Schrödinger model at c = +∞ or the two-dimensional Ising
§In fact, this also holds true for the XYZ chain provided that the longitudinal coupling constant in front of the σz − σz interactions is
set to zero. For obvious reasons, the resulting model is referred to as the XY model.
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model of statistical mechanics. The existence of an underlying free fermionic structure drastically simplifies the
combinatorics of a model’s eigenvectors. Also, the Bethe equations utterly simplify at the free fermion point in
that these decouple thus becoming explicitly solvable (to convince oneself, set ζ = π/2 in (1.2.1)).
First results relative to correlators in free fermion equivalent models go back to the 1949 work of Kaufmann
and Onsager [201]. These authors managed to provide an explicit representation for the thermodynamic limit (the
limit of an infinite lattice in this case) of the row-to-row spin-spin correlation function 〈σ1,1σ1,N+1〉 of the two-
dimensional Ising model. The result of [201] was given in terms of a sum of two Toeplitz determinants, each of
size N. Kaufmann and Onsager also obtained, although did not publish, a simple representation for the diagonal
spin-spin correlation function 〈σ1,1σN+1,N+1〉 in terms of a single Toeplitz determinant (see the excellent review
[94])
〈σ1 1 · σ1+N ,1+N〉 = DN[ϕIsg] with ϕIsg(eiθ) = (1 − ke−iθ1 − keiθ
) 1
2
and k = 1
sinh2
(
2J/T
)
is expressed in terms of the temperature and the model’s coupling constant. Above, the symbol DN
[ f ] stands for
the Toeplitz determinant of the N × N matrix generated by the symbol f :
DN
[ f ] = detN [ci− j[ f ]] and ck[ f ] = π∫
−π
f (eiθ)e−ikθ · dθ
2π
.
Such a Toeplitz determinant based representation is very effective be it for computing the spontaneous magnetisa-
tion M (T ) of the model or studying the large-distance asymptotic behaviour of the correlator.
Numerous expressions for other correlations functions in the two-dimensional Ising model and other models
equivalent to free fermions were obtained between the late ’60’s and the early 80’s by various authors (Abraham,
Barouch, McCoy, Tracy, Vaida, Wu,...) what allowed to study many of the asymptotic regimes of these correlation
functions [74, 275, 276, 281, 282, 284, 353, 354, 368],... See also the book [285]. It is important to mention
the important progress made by Wu, McCoy, Tracy and Barouch in [369]. These authors found a way to char-
acterise the transition between the critical and off-critical regimes of two-point functions in the two-dimensional
Ising model in terms of a Painlevé III transcendent. They were able to study this transitional regime by deriving
connection formulae for the third Painlevé of interest to their study. In a subsequent work, McCoy, Tracy and Wu
[280] brought several elements of rigour to the derivation of the connection formulae obtained in their earlier work
with Barouch. One of the applications of the results obtained in [369] was the derivation of the first few terms in
the T → Tc ± 0+ asymptotic expansion of the zero field susceptibility defined, for the infinite lattice, as
χ(T ) = 1
T
∑
M,N∈Z
{
〈σ1 1 · σ1+M ,1+N〉 −M 2(T )
}
. (1.3.1)
The analysis of [369] was building on so-called exponential form factor expansions for the two-point functions,
namely representations given in terms of the exponent of a series of multiple integrals. Over the years, it was found
[54, 269, 304] how to explicitly take the exponent of this series and obtain so-called form factor expansions.
These appeared as very effective tools for studying various properties of the zero field susceptibility. Nickel
[296, 297] argued the existence and form of the domain of analiticity for the analytic continuation of χ(T ) from
real positive temperature to the complex plane. The singular structure leading to the domain of analyticity for
the diagonal susceptibility has been argued in [55] Finally, in Tracy and Widom [357] brought the elements of
rigour leading to proof of the shape of this domain in the case of the diagonal susceptibility. Also, the papers
[11, 54] exhibited various algebraic properties of the form factors multiple integrals which indicate the possibility
to explicitly separate these into sums of products of one-dimensional integrals.
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In fact, a systematic study of the correlation functions in free fermion equivalent quantum integrable models
-the impenetrable Bose gas, the XY model or its isotropic version the XX model- culminated in representations of
these quantities in terms of Fredholm determinants (or their minors) of so-called integrable operators [81, 82, 242,
258, 277, 278, 318, 366]. The integrable integral operators id + Vx acts on L2(C ) with an integral kernel Vx(λ, µ)
depending, on a parameter x in an oscillatory way. In the case of two-point functions, x plays the role of the
spacial and/or temporal separation between the two operators that build up the correlator. The large-x asymptotic
expansion of the associated Fredholm determinants then allows one to test the predictions of conformal field
theories for the underlying models. In fact, the pure sine kernel determinant -or minors thereof- provide one with
the simplest possible example of an integrable kernel that represents correlators in a free fermion equivalent model.
The large-x asymptotic behaviour of log det [id− Sx] was investigated starting from 1973 when des Cloizeaux and
Mehta [80] argued the first two terms in its large-x asymptotic expansion. Then, in 1976, Dyson [119] argued the
expression for the constant term in the asymptotic expansion of the determinant and provided a recursive method
allowing one to compute the sub-leading corrections in x. These results were then proven, within the setting of
operator methods, by Widom [364], Ehrhardt [121]. Basor and Widom [18] and, independently, and Budyn and
Buslaev [61] obtained the large-x expansion for log det [id − γSx] when |γ| < 1 and up to a o(1) remainder. The
latter is of a quite different nature than for γ = 1. Recently, Botchner, Deift, Its and Krasovsky [53] were able
to evince the transition mechanism between the two kinds of asymptotic expansions, thus establishing an earlier
conjecture of Dyson [120]. I should also mention that the discovery of the connection between this determinant
[195] and the Painlevé V equation allowed to access to many terms in the large-x asymptotic expansion of the
associated correlation functions [195, 277, 278, 279].
Still, the systematic and efficient approach to the asymptotic analysis of various quantities related to integrable
integral operators id + Vx -and hence of correlation functions in free fermion model- has been made possible
thanks to the observation [179] that their analysis can be reduced to a resolution of an associated Riemann–Hilbert
problem. The jump contour in this Riemann-Hilbert problem corresponds to the one on which the integral operator
acts while the jump matrix is expressed in terms of the functions entering in the description of the kernel. In the
case of interest to the correlation function, the integral kernel Vx(λ, µ) depends on x in an oscillatory way: as
a consequence, one ends-up with an oscillatory Riemann–Hilbert problem. One can carry out the asymptotic
analysis of its solution by some adaptation of the non-linear steepest descent method invented by Deift-Zhou
[99, 100] in 1992. I do stress that it was precisely the Riemann–Hilbert problem setting that allowed for a complete
and above all effective characterisation of the leading asymptotic behaviour of correlation functions in free-fermion
equivalent models. The long-distance, large-time and long-distance at zero but as well non-zero temperature
for various models has been carried out in the series of papers [73, 101, 177, 178, 180, 181]. Also, transition
asymptotics could have been considered recently within the Riemann–Hilbert approach [53, 77].
The bottom line of all these studies is that
• the correlation functions in free fermion models are described by special functions belonging to the Painlevé
transcendent class;
• one can fully describe the limiting regimes of these objects, this in a quite efficient way.
To conclude, one can say that the understanding of many aspects of correlation function in quantum integrable
models at their free fermion points is, as of today, quite satisfactory. Still despite the existence of the powerful
machinery of Riemann–Hilbert problems, there are still quite a few open problems remaining such as a detailed
characterisation of general two-point functions in the two-dimensional Ising model and of their Fourier transforms
and a more effective description of the zero field susceptibility, in particular, a better understanding of the algebraic
structures at the root of its form factor expansion. Some progress has been recently achieved by Forrester and Witte
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[366] who related the form factor expansion of the diagonal susceptibility to a series of Fredholm determinants of
integrable integral operators.
1.3.2 Correlation functions in interacting quantum integrable models
The space of states
The computation of correlation functions in interacting quantum integrable models, that is to say those that are
not equivalent to free fermions was, and still is, a much more challenging task. In fact, prior to addressing the per
se calculation of the correlators, it was first necessary to obtain a deeper characterisation of the Hilbert space of
such models, namely manageable expressions for
• the norms 〈 {λa}N1 ∣∣∣ {λa}N1 〉 of on-shell Bethe vectors, namely in the case when {λa}N1 solve the Bethe Ansatz
equations of the model;
• more generally the scalar products 〈 {λa}N1 ∣∣∣ {µa}N1 〉 between an off-shell Bethe vector | {µa}N1 〉 and an on-shell
Bethe vector | {λa}N1
〉
, i.e. when the parameters {λa}N1 solve the model’s Bethe Ansatz equations while the
parameters {µa}N1 are kept generic.
The first expression for norms has been obtained within the framework of the coordinate Bethe Ansatz by
Gaudin [140]. In 1971, he gave strong arguments in favour of a representation for the norm of an N particle eigen-
state of the non-linear Schrödinger model which was given in terms of ratios of determinants of N × N matrices.
Later, in 1981, Gaudin, McCoy and Wu [143] gave convincing arguments so as to justify an analogous-type of
formula for the norms of the on-shell Bethe vectors of the XXZ spin-1/2 chain. Then, in 1982, Korepin [239] built
on the operator formalism of the algebraic Bethe Ansatz so as to establish a set of recurrence relations satisfied by
the norms associated with any integrable model underlying to a six-vertex R-matrix. He was able to solve these
recurrence relations in terms of ratios of size-N determinants, hence generalising the two previous results. In 1987
Kirillov and Smirnov [208] derived a 2N × 2N determinant representation for the scalar products in the non-linear
Schrödinger model. A more convenient representation, valid for all integrable models underlying to a six-vertex
R-matrix, was found by Slavonv [330] in 1989 by means of solving certain functional equations associated with
such scalar products. Slavnov subsequently provided proofs, building solely on algebraic structures, of his formula
[333, 336]. Slavnov’s representation for the scalar products was given in terms of ratios of N × N determinants.
This determinant representation is, as of today, at the root of most calculations of correlation functions in quantum
integrable models.
So far, I have only mentioned the simplest case of quantum integrable models, namely those built over a
rank 1 Lie algebra. As already mentioned, there also exist quantum integrable models built over higher rank
Lie algebras. There exists some results relative to determinant representations for norms and scalar products in
quantum integrable models associated with rank 2 Lie algebras. In 1989, Reshetikhin [309] derived a block matrix
determinant based representation for the norms of on-shell Bethe vectors in quantum integrable models enjoying
of a SU(3) symmetry. It was only very recently, in 2012, that Belliard, Pakuliak, Ragoucy and Slavnov [29]
obtained a determinant representation for the scalar products in this model. Slavnov [329] then generalised such a
representation to the case of models having the so-called GL(3) trigonometric R-matrix.
The existence of determinant representation for norms and scalar products appears to be one of the general
characteristics of integrable models. I will demonstrate in the core of the thesis that such determinant representa-
tions are particularly well suited for the calculation of form factors, and more generally, for constructing various
types of representations for the correlation functions, this both at finite L and in the thermodynamic limit. Finally,
they also constitute a good starting point to the calculation of the large-distance asymptotic behaviour of two and
multi-point correlation functions.
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The early approach
The first activity relative to obtaining expressions for correlation functions in interacting quantum integrable mod-
els arose soon after the appearance of the algebraic Bethe Ansatz. Indeed, the algebraic construction of the Bethe
vectors allowed for a tremendous simplification of the underlying combinatorial structure of the Bethe vectors.
This reflected itself in the very possibility to actually prove the norm formula [239]. Building on this determinant
representation and on a crafty use of the algebraic structure provided by the algebraic Bethe Ansatz, Izergin and
Korepin proposed in the mid 80’s first representations for the spin-spin correlation functions of the XXZ chain in
a magnetic field. Their first result consisted in a combinatorial expression for the correlator of the finite-volume
L chain [186]. Korepin subsequently obtained a series of multiple integral representation for the time and space
dependent density-density correlation function of the non-linear SchrÃu˝dinger model [240], this already after tak-
ing the model’s thermodynamic limit. This constituted an important progress in that it wasn’t even clear how to
reorganise the representation so that the thermodynamic limit can be taken, at least on a formal level, viz. with-
out discussing any issues related with the convergence of the resulting series. A year later, Izergin and Korepin
[187] derived an analogous type of representation for the thermodynamic limit of the spin-spin two-point function
in the XXZ chain. The structure of the answer was quite complicated though. The integrands of the nth sum-
mand of these series were only defined implicitly: they were expressed in terms of certain combinatorial sums
whose building blocks were not only defined recursively but also involved solutions to auxiliary non-linear integral
equations. Although constituting an huge step forward, these first results did not allow to obtain any reasonable
representation for the correlators. It was not clear how one could recast the combinatorial sums into a compact
manageable form. A way of bypassing the combinatorics was proposed in 1987 by Korepin [241], the so-called
dual field approach. His method built on the introduction of auxiliary quantum fields which allowed him to recast
the aforementioned multiple combinatorial sums in terms of expectation values in respect to an auxiliary vacuum
(in the space where the dual fields act) of a Fredholm determinant of an integrable integral operator. The dual field
valued integral kernel of the operator was depending parametrically on the physical parameters describing the
correlator: the temperature T , the chemical potential h as well as the time t and distance x. The handling of such
expressions remained nonetheless quite complex in that the operator’s kernel took values in an infinite dimensional
space of unbounded operators. Dual field-based representations for other correlators were subsequently obtained
in the works [234, 243]. Although the large-x, t asymptotic behaviour of the operator valued Fredholm determi-
nants could, in principle, be analysed -on a cavalierly formal level of rigour- via Riemann–Hilbert problems as
observed in [179], one meets serious problems, even on a formal level of rigour, with applying these results to
the characterisation of the large-x, t asymptotic behaviour of the correlation functions. The main problem was
that the formal asymptotic expansion obtained for the dual field valued Fredholm determinant did not commute
with the dual vacuum expectation value. Namely, computing the dual vacuum expectation value of apparently
subdominant terms of the formal asymptotic expansion of the dual field valued Fredholm determinant produces
dominant terms! Despite these problems, building on several ad-hoc hypothesis, Its and Slavnov [182] derived
the large-parameter asymptotics of the dual field valued Fredholm determinant that represents, after evaluating its
dual field vacuum average, the space and time dependent field conjugated field two-point function in the non-linear
Schrödinger model at finite temperature. In a subsequent work, Slavnov [335] developed an efficient framework
that allowed him to evaluate the dual field vacuum expectation value of the leading asymptotics that were obtained
in the aforecited paper. However, due to the mixing of orders problem mentioned earlier, Slavnov could only
argue, in this way, the leading asymptotic behaviour of the correlator’s logarithm. Still, despite all problems, it is
a impressive piece of work.
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The vertex operator and algebraic Bethe Ansatz approaches
The first truly explicit and well defined representations for the correlation functions in quantum lattice integrable
models away from the free fermion point should be attributed to the Kyoto school. In 1993, Davis, Foda, Jimbo,
Miwa and Nakayashiki [85] developed a vertex operator based framework so as to construct the eigenstates and
characterise the spectrum of the infinite XXZ chain in the massive regime ∆ > 1. Their construction built on
the assumed presence of a Uq
(
ŝl2
)
symmetry in the infinite XXZ chain Hamiltonian†. Jimbo, Miki, Miwa and
Nakayashiki [192] conformed this formalism so as to obtain explicit m-fold multiple integral representations for
the so-called elementary blocks of length m in the ∆ > 1 zero temperature and zero magnetic field XXZ chain. I
remind that the elementary blocks correspond to expectation values in respect to the model’s ground state
〈
Eǫ1ǫ
′
1
1 · · · E
ǫmǫ
′
m
m
〉
where Eǫǫ′ is the 2×2 elementary matrix with zero entry everywhere except at the intersection of line ǫ and row ǫ′
where it contains 1. The elementary blocks represent the matrix entries of the model’s zero temperature m-site re-
duced density matrix. As such, they provide one with a basis allowing one to decompose any correlation function
of the model. The result of the Kyoto school was a very important progress in respect to obtaining closed expres-
sions for the correlation functions. For instance, the multiple integral representation for the elementary blocks
allowed to obtain the value of the correlators at neighbouring sites and also to reproduce the staggered magneti-
sation obtained previously in 1973 by Baxter [25]. Idzumi, Iohara, Jimbo, Miwa, Nakashima and Tokihiro [174]
discovered that the Uq(ŝl2) symmetry of the chain implies that the multiple integral representations for the ele-
mentary blocks satisfy to the quantum Kniznik-Zalmolodchikov equations [137]. In 1994, Jimbo, Kedem, Kojima,
Konno, and Miwa [191] applied the vertex operator formalism so as to obtain multiple integral representation for
the elementary blocks of the half-infinite XXZ chain in the massive regime and subject to a longitudinal magnetic
field at the boundary. The vertex operator formalism was also shown to be effective in respect to computing the
form factors of local operators in the massive regime of the infinite XXZ chain. Multiple integral representations
for these objects can be found in the 1995 book of Jimbo and Miwa [193]. It is also worth mentioning that the
method can be adapted so as to deal with the massless regime of the chain. Indeed, in 1996, Jimbo and Miwa
[194] managed to provide solutions to the quantum Kniznik-Zalmolodchikov equations at |q| = 1, leading to a
multiple integral representation for the elementary blocks of the XXZ chain in the massless regime.
The setting up of an effective, quite systematic, algebraic Bethe Ansatz based approach to the computation
of correlation functions in quantum integrable models has been made possible by the resolution of the quantum
inverse scattering problem by Kitanine, Maillet and Terras [219] in 1999. Building on the Slavnov formula for the
scalar products of Bethe states in the XXZ chain, they provided determinant representation for the form factors of
local operators in the finite volume L XXZ chain, this irrespectively of the value taken by ∆ or the magnetic field
h. A year later, they [220] reproduced the results for the elementary blocks obtained by the Kyoto school both
in the massive and massless regimes of the infinite XXZ chain, further generalising them to the case of a finite
magnetic field. The algebraic Bethe Ansatz based approach to the characterisation of the elementary blocks was
generalised by Kitanine [209] in 2000 so as to encompass the case of higher spin XXX magnets -with an explicit
application to the spin 1 case- and to the case of higher spin XXZ chain by Deguchi and Matsui [87] in 2010,
provided that the anisotropy ∆ is close enough to the isotropic limit. In 2007, Damerau, Göhmann, Hansenclever
and Klümper [83] generalised the previous setting for computing the elementary blocks so as to encompass the
case of finite size XXZ chains.
†This symmetry does hold for certain instances of specific boundary conditions for the chain, see [256].
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Explicit factorisation of the multiple-integrals
Although explicit, the m-fold multiple integral representations for the elementary blocks could not be properly
analysed within the setting of the existing methods. In particular, it was not clear how to extract from these
the large-distance x asymptotic behaviour of the two-point functions†
〈
σ+1σ
−
x+1
〉
and
〈
σz1σ
z
x+1
〉
so as to test the
conformal field theory based predictions for quantum integrable models away from their free fermion point. This
led to various attempts towards a better understanding of these objects.
A natural way of dealing with these multiple integral representations for the elementary blocks was to attempt
computing them explicitly, hence providing explicit and closed expressions for the correlation functions separated
by a few sites. In fact, the very first explicit expression for the short-range correlators goes back to the 1938
work of Húlten [173] who obtained -through a completely different reasoning- a closed expression for the nearest
neighbour spin-spin correlator in the XXX chain, a result that was generalised to the next-nearest neighbour case
by Takahashi [349] in 1977. Still, it was the multiple integral representations for the elementary blocks that
allowed for a systematic approach to obtaining closed expressions for short range correlators. In 2002 Boos and
Korepin [45] managed to separate the integrals representing the simplest possible elementary block, the so-called
emptiness formation probability‡ [122], this up to the case of four sites (i.e. m = 4). Then Boos, Korepin and
Smirnov [46] built on the machinery of quantum Kniznik-Zalmolodchikov equations so as to extend the separation
of the integrals for the emptiness formation probability up to the case of six sites. Their method appeared fruitful
enough so as to allow Boos, Shiroishi and Takahashi to treat the case of four sites elementary blocks [47, 298].
Later on, Sato, Shiroishi and Takahashi [314, 315] were able to push the calculations even further and provided
closed expressions for the spin-spin correlators of the XXX chain up to 7 sites and for generic elementary blocks
of the XXZ chain up to 6 sites.
The possibility to separate the multiple integrals by means of the quantum Kniznik-Zalmolodchikov equa-
tions led Boos, Jimbo, Miwa, Smirnov and Takeyama [40] to set an approach, based on quantum Kniznik-
Zalmolodchikov equations, which allowed them to treat the case of general blocks at any m. This solution allowed
them [42] to produce new kinds of representations for the m-site reduced density matrix. Their analysis recast
the elementary blocks as an expectation value of the exponent of an operator valued two-fold contour integral
[41]. Their result proved an earlier conjecture [46] that the emptiness formation probability can be expressed as
a rational multi-variable polynomial in ln 2 and ζ(2p + 1), p ∈ N∗ and ζ being the Riemann ζ function. It also
showed that the length-m density matrix can be expressed as some combinatorial sum only involving products
of two-auxiliary functions which are defined, at most, by a double integral. In this respect, one recovers one of
the characteristics of free fermion equivalent models. The only difference is that the complicated sums do not
seem to be expressible in terms of a single determinant, or any structured object for that matter. Nonetheless,
the separability led the aforementioned authors to discover a free-fermionic structure in the infinite XXZ chain
[39, 43]. They were able to construct the fermionic creation and annihilation operators as well as express the
average value in the fermionic vacuum of products of such operators in terms of determinants [44]. This hidden
fermionic structure allowed Jimbo, Miwa and Smirnov to provide a characterisation of the one-point functions
in the sine-Gordon model both in infinite [197] and finite volume [198]. This approach also allowed Negro and
Smirnov [291] to provide an analogous characterisation of the one-point functions in the sinh-Gordon model in
finite volume and write down a system of finite-difference equation satisfied by the latter. These last results were
checked against other predictions first in the same paper and then by Negro [290] through numerical methods.
†For convenience, I label by x the sites of the chain. However, in this context, x is a discrete variable
‡This correlator corresponds to taking ǫa = ǫ′a = 2 for any a = 1, . . . ,m.
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The large-distance asymptotic expansion of the spin-spin correlation functions
Although fruitful, this was not the path I chose for investigating the correlation functions in quantum integrable
models. The approach that I have been developing, since my early days in the field, takes its roots in the works of
the Lyon group- Kitanine, Maillet, Slavnov and Terras- between 1999 and 2005, the date when I joined the group.
During the mentioned period, the Lyon group built on the machinery of the algebraic Bethe Ansatz approach so as
to construct various types of series of multiple integral representations for the 〈σz1σzx+1〉 and 〈σ−1σ+x+1〉 two-point
functions of the XXZ chain in the massless regime [210, 216, 218]. They also managed to conform one of their
multiple integral representations to the case of space and time dependent spin-spin two-point functions [217].
The goal of these constructions was to build a representation that would allow one to extract the large-distance
x asymptotic behaviour of these correlators and compare it with the CFT/Luttinger liquid based predictions and
calculations of the conformal dimensions by means of extracting of the 1/L corrections to the energies of the
low-lying excited states.
I joined the group in 2005 and we continued these efforts. Our work culminated in 2006 [212] with the con-
struction of an N-fold multiple integral representation for the so-called generating function 〈eαQx〉 of longitudinal
correlators in integrable models associated with a six-vertex R matrix. This representation was called the master
equation in that it allowed to re-derive many of the previously obtained representations for 〈eαQx〉 from this unique
object. When specialised to a given model, this generating function allowed one to compute diagonal two-point
functions: the density-density two-point function in the non-linear SchrÃu˝dinger model or the spin-spin two-point
function in the XXZ chain. Building on the master equation, we managed to construct new types of series of mul-
tiple integral representations for the mentioned correlation functions in the non-linear Schrödinger model and the
XXZ spin-1/2 chain. In fact, we succeeded to construct one that had structural similarities with a Fredholm series
for a Fredholm determinant. In particular, at the free fermion point, the series reduced to the Fredholm determi-
nant det [I + V(0)x ] of an integrable integral operator closely related with the pure sine kernel mentioned previously
V (0)x (λ, µ) =
(
eα − 1) · sin
(
x
2
[
p0(λ) − p0(µ)])
π sinh(λ − µ) with p0(λ) = −i ln
(
sinh (iζ/2 − µ)
sinh (iζ/2 + µ)
)
and 0 < ζ < π parametrising the anisotropy as ∆ = cos(ζ). This structural connection allowed us, at the time, to
relate the building blocks of our series -the so-called cyclic integrals- to coefficients ∂nγ ln det
[id + Vx]|γ=0 present
in the Taylor series in γ expansion of the logarithm ln det [id + Vx] of the Fredholm determinant of the so-called
generalised sine kernel. The operator Vx arising in the determinant is understood to act on L2([−q ; q]) with the
integral kernel
Vx(λ, µ) = γF(λ) ·
sin
[
x
2
(
p0(λ) − p0(µ)) − i2 (g(λ) − g(µ))]
π sinh(λ − µ) .
This kernel depends on two functions F and g that are holomorphic in a neighbourhood of [−q ; q]. We were able
to extract the large-x asymptotic behaviour of det [id + Vx] at γ small enough by carrying out [214] a Riemann–
Hilbert analysis of the associated 2 × 2 matrix Riemann–Hilbert problem. This provided us with the large x
asymptotic behaviour of ∂nγ ln det
[
id + Vx
]
|γ=0. In the same paper, we managed to build on this data and prove
the large-x asymptotic behaviour of the cyclic integrals. In a subsequent publication [213], we inserted these
large-x expansions into the series for 〈eαQx〉 and managed to re-sum them hence obtaining the large-x asymptotic
behaviour of the generating function. From there, we were able to access to the first terms present in the large-x
asymptotic behaviour of the longitudinal two-point functions, this both for the XXZ spin-1/2 chain in the massless
regime and for the non-linear Schrödinger model this for all values of their coupling constants, viz. away from
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these model’s respective free fermion points. In the case of the XXZ spin-1/2 chain, our result took the form:
〈
σz1σ
z
x+1
〉
=
(
1 − 2
π
p(q)
)2
− 2Z
2(q)
π2x2
+
∣∣∣Az[Z]∣∣∣2 · 2 cos [2xp(q)]
x2Z
2(q) + . . .
All the building blocks appearing in the above asymptotic expansion are constructed in terms of two auxiliary
functions: the dressed momentum p(λ) and the dressed charge Z(λ). The coefficients that are explicitly written
down only involve the values taken by these functions at q, the Fermi boundary of the model. The explicit
expression for the amplitude |Az[Z]|2 in front of the oscillatorily decaying terms has not been written down in that
it is quite bulky. |Az[Z]|2 is a functional of the dressed charge whose explicit expression is given in terms of ratios
of Fredholm determinants of operators of the type id+ U. The integral operators U act on functions supported on a
small counter-clockwise loop surrounding [−q ; q]. Their integral kernels are expressed, in particular, in terms of
the function Z. On top of the Fredholm determinant dependence of |Az[Z]|2, the amplitude also contains exponents
of one and two-fold integral transforms involving Z. The functions p and Z are defined as the unique solutions to
the below linear integral equations
(
Z(λ)
p′(λ)
)
+
q∫
−q
sin(2ζ)
sinh(λ − µ − iζ) sinh(λ − µ + iζ)
(
Z(µ)
p′(µ)
)
· dµ
2π
=
(
1
p′0(λ)
)
and p(λ) =
λ∫
0
p′(λ) ·dλ .
I stress that the relation between the parameters (amplitudes and exponents) describing the large-x asymptotics
and the original parameters of the model ζ and p0(λ) is highly non-trivial; clearly it goes beyond the type of
reparametrisation of the constants arising in the original problem as it was the case of the Painlevé transcendents
where, at most, basic transcendental functions of the original parameters describe the asymptotic behaviour. It
can thus be seen as a first manifestation of the fact that the correlation functions in interacting quantum integrable
models do belong to a new layer of special functions that lies above the Painlevé transcendents class.
The asymptotics derived in [213] were the first results obtained starting from the first principles that confirmed
the conformal field theoretic predictions for the large-distance asymptotic behaviour of two-point functions in
massless integrable models away from their free fermion point.
This naturally raises many new questions.
• First of all, it is important to stress that the asymptotic expansion for 〈σz1σzx+1〉 given above was not ob-
tained through a fully rigorous reasoning. Indeed, various handlings such as the existence of limits and the
exchanges of limits, summations and integrations symbols, etc. were left unjustified. It is thus natural to
wonder whether the method of asymptotic analysis can be set in a rigorous framework?
• Second, the expansion contains only the first few terms. Is it possible to obtain the full structure of the
asymptotic expansion of the two-point function, namely all the algebraic orders in x?
• Third, the constants (amplitudes and exponents) arising in this expansion are expressed in terms of functions
known to characterise the large-volume behaviour of the XXZ chain’s spectrum of excitations above the
ground state. The critical exponents correspond precisely to the coefficients arising in the 1/L part of the
energies of the low-lying excited states exactly as predicted by the conformal field theoretic methods. Is
it possible to test the conformal field theoretic prediction for the large-volume power-law behaviour in the
volume of the finite volume amplitudes?
• Fourth, the very fact that is has been possible to extract the large-x behaviour out of the quite intricate
series of multiple integrals representing 〈eαQx〉 adjoined to a number of quite intriguing algebraic identities
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that were used in the course of deriving of the series’ large-x asymptotics do seem to indicate that there is
something special about this series. Could it be that the series of multiple integral representation for
〈
eαQx
〉
constitutes an example of a new class of special function lying one layer above the Painlevé transcendent
class? If yes, is it possible to characterise this class slightly better and on a more systematic ground?
• Fifth, the method of asymptotic analysis worked for a specific example of a correlation function. Was this
an accident? Namely, can the method be adapted to other settings, such as the correlation functions of other
operators or to the time-dependent case or even to models at finite temperature?
• Sixth, although successful, the method of asymptotic analysis of [213] was, on the one hand, quite involved
and time consuming while, on the other hand, indirect in that building on representations, structures and
objects that are proper to quantum integrable models but quite far away from the objects and quantities
usually employed in physics. Is it possible to simplify the method, even if that would mean relaxing its
rigour? Is it possible to derive the large-distance asymptotic behaviour of correlation function solely by
building on objects that are "natural" from the perspective of theoretic physics, such as the form factor
series?
I devoted an important part of my research activity over the last six years to those question. I managed,
sometimes alone and sometimes with the help of my collaborators, to provide a positive answer to all of them.
Describing how and to which extent it is possible to answer positively to these questions will occupy a good part
of this habilitation thesis, namely Chapters 2 to 5. More precisely, the third point will be discussed in Chapter
2, the first, second and fifth points will be discussed in Chapter 3, the fourth point will be discussed throughout
Chapters 3-4. Finally, the sixth point will be discussed in Chapter 5.
1.3.3 Correlation functions at finite temperature
The investigation of non-trivial properties of the correlation functions of the XXZ spin-1/2 chain away from its
free fermion point and at finite temperature was pioneered by Fabricius and McCoy [130] in 1999 through exact
diagonalisation techniques. These authors observed that for anisotropies −1 < ∆ < 0 "close" to the ferromagnetic
point, the correlation functions exhibit a quantum/classical crossover in the sense that at low temperatures the
spin-spin correlation functions are negative while, at sufficiently large temperature, they become positive. They
interpreted this change of sign as issuing from a competition between quantum mechanical "kinetic" terms (the
spin coupling in the transverse direction) and the potential energy terms (the spin couplings in the longitudinal
direction). This transition was further explored on the basis of a numerical diagonalisation of the model’s quantum
transfer matrix by Fabricius, Klümper and McCoy [129] where the effect was attributed to a merging, at some
temperature T0, of real eigenvalues of the quantum transfer matrix giving rise to the largest correlation length
followed by a creation, for T > T0, of complex conjugated pairs, hence inducing an oscillatory behaviour in the
distance, on top of an exponential decay. Some of these properties when then investigated by means of the non-
linear integral equation describing these eigenvalues [128]. Generalisations of this study to other regimes of the
parameters of the XXZ chain or to other models have been carried out in the works [228, 229, 230, 231]
In 2004 Göhmann, Klümper and Seel [157] managed to conform the quantum transfer matrix approach to
the computation of the thermal average of the generating function 〈eαQx〉T of spin-spin correlation functions in
the XXZ chain at finite temperature. Subsequently, they [158] obtained multiple integral representations for
the elementary blocks at finite temperature. In 2006, Boos, Göhmann, Klümper and Suzuki [38] conjectured
a factorised form for the elementary blocks at finite temperature which was in the spirit of the results of [41].
The effectiveness of this representation relatively to computing short distance expression -up to four sites- for the
two-point functions of the XXZ chain at finite temperature was then demonstrated by Boos, Damerau, Göhmann,
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Klümper, Suzuki and Weiβe [37]. Also, the quantum transfer matrix based approach was shown to be applicable
to the case of the finite temperature spin 1 XXX chain by Göhmann, Seel and Suzuki [159].
These works were focused mainly on the study of the multiple integral based representation for the elementary
blocks or for the generating function 〈eαQx〉T . All these representations are such that the distance dependence of
the correlation function is intimately intertwined to the model dependent part. However, as discussed earlier on,
the form factor expansions are known to separate the distance-dependence of, say, a two-point function from
its model dependent amplitudes. Since, effectively speaking, the models become massive at finite temperature,
such expansion should provide one with a convenient approach to the large-distance asymptotic behaviour of the
correlation functions at finite temperature.
Hence, one can ask
• it is possible to set a quantum transfer matrix formalism allowing one to provide a form factor based de-
scription of the correlation functions at finite temperature?
• Should this be possible, can one build on such an answer so as to test the conformal field theory predictions
at finite but low temperature?
• Independently of the form factor based approach, is it possible to set -analogously to what has been done
for the zero temperature case [213]- an approach allowing one to extract the large-distance asymptotic
behaviour of two-point functions directly from multiple integral based representations such as [157]?
I will show, in Chapter 8, how I managed, in collaboration with Dugave and Göhmann, to answer positively to the
first two questions, at least provided that certain reasonable hypotheses are satisfied. Also, I will briefly comment
on the positive answer to the third question in Chapter 3, which I obtained in collaboration with Maillet and
Slavnov.
1.3.4 Correlation functions within the framework of the quantum separation of variables
The quasi-classical approach
The study of correlation functions in quantum integrable models solvable by the quantum separation of variables
was pioneered by Babelon, Bernard and Smirnov [14] in 1996. The authors developed a procedure allowing one
to quantise the system of classical separated variables used for solving the classical sine-Gordon model. This
enabled them to quantise the classical solitons of the theory and argue the expressions for certain soliton form
factors of the quantum model in infinite volume. The form factor they obtained coincided with those obtained by
means of the bootstrap approach [200, 338]. Then, in 1998, Smirnov [340] proposed a quasi-classical approach to
characterising the form factors of local operators of a conformal field theory model with central charge c < 1 and
in finite volume. During the same year, building again on a semi-classical approach and the classical separation
of variables for the model, Smirnov [339] argued the form taken by the form factors of the N-particle Toda chain.
He conjectured that the non-trivial part of the form factor of local operators O in this model takes the form of the
multiple integral∫
RN
N∏
a<b
{
(ya − yb) sinh [π
~
(ya − yb)]} · N∏
a=1
{(
q(1)Td(ya)
)∗ · q(2)Td(ya)} · FO(y1, . . . , yN) · dNy . (1.3.2)
In such a representation, q(1)Td , q
(2)
Td represent the two solutions to the scalar t − Q equation for the Toda chain
which represent the eigenfunctions, in the separated variables, of the two states involved in the form factor. The
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Vandermonde/hyperbolic Vandermonde two-body interaction correspond precisely to the density of the measure
on the space where the separation of variables occur for the Toda chain, c.f. (1.2.17). Finally, FO is some symmetric
function in the ya’s that is characteristic of the operator O involved in the form factor. However, Smirnov did not
discuss concrete examples for which FO could have been made explicit.
The inverse problem approach
The bottom line of the discussion carried out in Subsection 1.2.4 is that the quantum separation of variables
provides an utterly simple description of the model’s eigenfunctions when these are represented on hsep, the space
where quantum separation of variables is realised. Therefore, when trying to characterise, ab initio, the correlation
functions of a model solvable by the quantum separation of variables method, it seems reasonable to attempt
bringing the calculations to the sole handling of objects living in hsep. This requires to find how the local operators
of a given model are realised as operators on the space hsep. Technically speaking, this requires to determine the
form taken by the adjoint action of the separation of variables transform on the local operators of the model of
interest. Such formulae were provided for the first time, for the quantum Toda chain, by Babelon [13] in 2004.
In the mentioned paper Babelon represented a subclass of local observables associated with the classical Toda
chain in terms of the classical separated variables of the model. By implementing a canonical quantisation of the
classical separated variables, Babelon proposed a realisation of certain local operators of the closed quantum Toda
chain as operators on L2sym×−
(
R
N × R, dµ(yN) ⊗ dε
)
, the space where the quantum separation of variables takes
place for the quantum Toda chain†. He performed various consistency tests for his reconstruction. In a subsequent
paper, Babelon proved [12] one set of his formulae by computing the action of the local operators of interest on
the Whittaker functions. More precisely, he obtained a set of equations in dual variables which take the form:
O · ΨyN ;ε(xN+1) = Ô · ΨyN ;ε(xN+1) . (1.3.3)
The operator O appearing on the rhs of this equation represents a certain class of operators acting on the variables
xN+1 attached to the original space hTd. The operator Ô appearing on the lhs is the dual operator to O. It acts on the
variables attached to the space where the separation of variables occurs, viz. on the dual variables yN and ε. Since
ΨyN ;ε(xN+1) corresponds to the integral kernel of the separation of variables transform, such equations are enough
so as to solve the inverse problem. Recently, Sklyanin [328] managed to reproduce Babelon’s formulae through
simple algebraic arguments based on the quantum inverse scattering approach to the quantum Toda chain.
Already, at this point, one can ask:
• it is possible to systematise and generalise the resolution of the inverse problem for the Toda chain to more
general operators that those considered so far?
I will answer positively to this question in Chapter 6.
Some further investigation of the form factors in models solvable by the quantum separation of variables has
been carried out recently by Grosjean, Maillet and Niccoli [165] and then by Niccoli [294, 295]. The mentioned
papers all deal with inhomogeneous "spin-chain" lattice models where all the local Hilbert spaces attached to the
sites of the model are finite dimensional. In this case, the quantum separated variables are discrete and "live" on
some finite-set constructed in terms of the inhomogeneity parameters. The method heavily relies on the genericity
of these inhomogeneity parameters. In particular, the homogeneous limit which corresponds to the physically
pertinent model is very singular. Some progress in this direction has been achieved in [222]. In order to compute
the form factors, the work [165] built on the solution to the inverse problem by the method of direct/reverse
†The index sym × − refers to symmetric functions in the first N variables
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projectors introduced by Oota [302] while the other two [294, 295] used the resolution of the inverse problem
introduced in [219] and further developed in [274]. All these papers provide finite-size determinant representations
for the form factors of a subclass of local operators in the relevant models they study. These determinants depend
explicitly on the inhomogeneity parameters and have a quite singular homogeneous limit. Although this has yet
not been written down anywhere, it is relatively easy by following the ideas of the work [202] to recast such
finite-dimensional determinants as N-fold integrals of the type
zN[WN | F] =
∫
C N
N∏
a<b
{
sinh [ π
ω1
(ya − yb)] sinh [ π
ω2
(ya − yb)]} · N∏
a=1
{
e−WN (ya)
}
· FO(y1, . . . , yN) · dNy . (1.3.4)
Above, the parameters ω1, ω2 are related to the coupling constants of a model. The confining potential e−WN =(
q(2)
)∗q(1) is given by the product of the two solutions to the scalar t− Q equation of the model which parametrise
the two eigenstates that are involved in the form factor of interest. The integration contour C is strongly model
dependent and, for the three cases mentioned above, corresponds to some loop in the complex plane which sur-
rounds some of the poles of the potential e−WN . These poles of e−WN are such that their order grows linearly with
N. Finally, the function FO represents the input of the operator. Its explicit expression may or may not depend on
q(1), depending on the model and operator considered. The above representation has already a well defined and,
above all, easy to take homogeneous limit.
The bottom line of this discussion is that the form factors of quantum integrable models solvable by the
quantum separation of variables admit multiple integral representations of the type (1.3.4) or limits thereof (c.f.
the Toda chain). In some cases such as the Toda chain, or the lattice discretisation of the sinh-Gordon model
[63, 267], the contour C simply coincides with R. In other cases, and in particular for models solvable through a
discrete version of the quantum separation of variables, C is some loop in C. The confining potential is related to
the solutions of the t − Q equations in the model while FO is related to the specific operator being considered. In
all cases, it is the large-N asymptotic behaviour of these integrals that is of main interest from the point of view
of applications to physics. In the Toda chain case, this limit allows one for a characterisation of the properties of
a system of infinitely many quantum particles in interactions. It is also important to stress that, at least in what
concerns the known explicit examples, the operator input FO to the integral represents a "small" perturbation of
the N-fold integral zN[WN | F]. By this I mean that its presence will not affect the mechanism which generates
the leading large-N asymptotic behaviour of ln zN[WN | F] . Since this very mechanism drives all the sub-leading
terms in the asymptotic, it seems natural to develop methods of asymptotic analysis first for the unperturbed
partition functions ln zN[WN | 1] and then generalise the techniques to the more complex but physically pertinent
cases.
When C = R, the N-fold integral zN[WN | 1] bares a structural similarity with integrals over the spectra of
Hermitian random matrices or, more generally, β-ensemble integrals. Such ensembles, in the case of so-called
varying interactions, are given by the multiple integral
Z(β)N =
∫
RN
N∏
a<b
|λa − λb|β ·
N∏
a=1
{
e−NV(λa)
}
· dNλ . (1.3.5)
β > 0 is a positive parameter and V a confining potential growing sufficiently fast at infinity for the integral
(1.3.5) to be convergent. It was shown by Dimitriu and Edelman [118] that, for general β > 0 and quadratic V ,
the partition function (1.3.5) corresponds to an integration over the spectrum of a well-tailored family of random
tri-diagonal matrices. The result was generalised to polynomial V by Krishnapur, Rider and Virág in [252]. Also,
for general V , Z(β)N can be interpreted as a result of integration over the spectrum of random matrices which are
drawn from the so-called orthogonal (β = 1), unitary (β = 2) or symplectic (β = 4) ensembles.
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β-ensemble integrals, and in particular numerous properties related with their large-N behaviour, have been
studied extensively in the literature over the last 40 years, see e.g. the books [8, 93, 286, 306]. A good deal of
attention has been given to the study of universality in the local behaviour of the integration variables in the large-
N limit; this behaviour should only depend on β and on the local environment of the chosen integration variable
on R. First results relative to the local universality in the bulk where obtained by Shcherbina and Pastur [305] at
β = 2. Such results where then extended to β = 1, 2, 4 within Riemann–Hilbert based techniques, both for the bulk
[92, 98] and the edge universalities [91]. Finally, the bulk and edge universality for general β > 0 was recently
established by Bourgade, Erdös and Yau [56, 57, 58].
The leading asymptotic behaviour of the partition function Z(β)N takes the form :
lnZ(β)N = −N2
(
E(β)[µeq] + o(1)
)
with E(β)[µ] =
∫
V(x) dµ(x) − β
∫
x<y
ln |x − y| dµ(x)dµ(y) . (1.3.6)
The leading term is given by the value of the functional E(β) taken at the equilibrium measure µeq. The latter
corresponds to the unique minimised of E(β) on the space of probability measures on R. The properties of the
equilibrium measure µeq have been extensively studied [96, 257, 311]. For sufficiently regular potentials, the
equilibrium measure is Lebesgue continuous and supported on a finite union of intervals. In such a case, its can
be expressed in terms of the solution to a scalar Riemann–Hilbert problem for a piecewise holomorphic function
having jumps on the support of µeq. Such Riemann–Hilbert problems can be solved explicitly, leading to a one-fold
integral representation for the density of µeq. This property was first observed by Carleman [66].
On a heuristic level of rigour, the leading asymptotics of lnZ(β)N issue from a saddle-point like estimation of
the integral (1.3.5). This statement has been made precise within the framework of large deviations by Ben Arous
and Guionnet [10]. The calculation of the sub-leading corrections to (1.3.6) is usually based on the use of loop
equations. This name refers to a tower of equations which relate multi-point expectation values of test functions
versus the probability measure induced by Z(β)N . First calculations of sub-leading terms were carried out in the
seminal papers of Ambjørn, Chekhov and Makeenko [6] and of Ambjørn, Chekhov, Kristjansen and Makeenko
[5]. These papers developed a formal† approach allowing one for an order-by-order computation of the large-N
asymptotic behaviour of Z(2)N . However due to its combinatorial intricacy, the approach was quite complicated to
set in practice. In [124], Eynard proposed a rewriting of the solutions of loop equations in a geometrically intrinsic
form that strongly simplified the task. Chekhov and Eynard then described the corresponding diagrammatics [72],
what led to the emergence of the so-called topological recursion. The concept was then fully developed by Eynard
and Orantin in [126, 127]. The latter allows one, in its present setting, for a formal yet quite systematic order-
by-order calculation of the large-N expansion of lnZ(β)N . When the equilibrium measure is supported on a single
interval, this expansion takes the form
lnZ(β)N =
K∑
k=0
N2−kF(β)k [V] + O(N−K) (1.3.7)
for any K ≥ 0 and with coefficients being some β-dependent functionals of the potential V . When β = 2,
the existence and form of the expansion up to o(1) was proven by Johansson [199] for polynomial V such that
supp(µeq) is a segment. An important input to Johansson’s analysis was the a priori bounds for the expectation
values which were first obtained by Boutet de Monvel, Pastur et Shcherbina [86]. The existence of the all-order
asymptotic expansion at β = 2 was proven by Albeverio, Pastur and Shcherbina [2]. Finally, Borot and Guionnet
[51] systematised and extended to all β > 0 the approach of [2], hence establishing the existence of the all-order
large-N asymptotic expansion of Z(β)N at arbitrary β and for convex real analytic potentials. When µeq is supported
†Namely based, among other things, on the assumption of the very existence of the asymptotic expansion.
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on several segments, the form (1.3.7) of the asymptotic expansion is not valid anymore. In particular, some
additional oscillatory terms in N arise. For real-analytic off-critical potentials and general β > 0, the all-order
asymptotic expansion was conjectured in [125] and established in [50]. Also the asymptotic expansion has been
obtained, in the two-cut regime at β = 2 by Claeys, Grava and McLaughlin [76] by means of Riemann-Hilbert
problems.
So far, I only discussed the case of varying interactions, namely when the confining potential V is preceded by
a power of N. This scaling ensures that, for typical configurations of the λa’s, the logarithmic repulsion is of the
same order of magnitude in N than the confining potential. The case of non-varying weights (i.e. when NV ֒→ W
in (1.3.5)) is, in a sense, closer to the type of potentials that arise in the class of multiple integrals associated with
the quantum separation of variables method. However, non-varying confining potentials were much less studied.
When W is a polynomial, one can restore the varying nature of the potential by a proper rescaling of the integration
variables. Such an analysis has been carried out in [97]. Still, the polynomial case is by far not representative of
the complexity represented by working with non-varying weights. Indeed, the genuinely hard part of the analysis
stems form the fact that, in this case, it is the large-variable asymptotics of the confining potential which drive the
large-N behaviour of the integral. Basically, one has to rescale the integration variables λa = TNya with TN → +∞
in such a way that the resulting varying potential VN(λ) = W(TNλ)/N produces, at large-N, a typical contribution
of the same order of magnitude in N that the two-body Vandermonde interaction. The main problems are then
related with the fact that:
• the rescaled potential may not have a well defined large-N behaviour;
• the non-varying potential W may have singularities in the complex plane. Then, the singularities of the
rescaled potential VN(λ) = W(TNλ)/N will collapse, with a N-dependent rate, on the integration domain.
In this situation, the usual scheme for obtaining sub-leading corrections breaks down. So far, the large-N asymp-
totic analysis of a "non-trivial" β-ensemble multiple integral with non-varying interactions has been carried out
only when β = 2 by Bleher and Fokin [33]. The most delicate point of their analysis was to absorb the contribu-
tion of the sequence of poles ζn/N, n = 1, 2, . . . , of the rescaled potential that were collapsing on R. In fine, they
obtained the asymptotic expansion of the logarithm of the integral up to o(1) corrections.
Taken all this into account, one can raise the questions
• is it possible to generalise the existing results for β-ensembles with varying interaction of the type (1.3.5) to
more complex cases of multiple integrals with varying interactions?
• is it possible to adapt the techniques that appeared fruitful in the random matrix context so as to carry out
the large-N asymptotic analysis of the class of multiple integrals that is of interest to the quantum separation
of variables method ?
I will provide a positive answer to the first question and report on a substantial progress relative to solving the
second issue in Chapter 7.
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1.5 Plan of the habilitation thesis
In Chapter 2, I will describe methods allowing one to extract the large-volume asymptotic behaviour of form
factors of local operators in quantum integrable models solvable by the algebraic Bethe Ansatz. I shall illustrate
the method on the example of the non-linear Schrödinger model although many other models can be treated by
the method. This chapter also contains results relative to making rigorous the passage from the Izergin-Korepin
lattice discretisation of the non-linear Schrödinger model towards the Hamiltonian HNLS introduced earlier on.
The content of this chapter is based on the works [A1, A2, A3, A4, A5, A6].
In Chapter 3, I will introduce the concept of multidimensional Fredholm series on the example of the series of
multiple integrals representing the field-conjugated field time and space dependent two-point function in the non-
linear Schrödinger model. I will explain how certain expansions of Fredholm determinants that can be obtained
within the setting of Riemann–Hilbert problems allow one, upon introducing the concept of multidimensional
deformation flow, to extract the long-distance and large-time asymptotic behaviour of the aforementioned series.
The approach builds on the hypothesis of convergence of auxiliary series and is rigorous on other aspects. The
content of this chapter is based on the works [A7, A8, A9, A10].
In Chapter 4, I will briefly comment on the problems related to extending the multi-deformation flow method to
the asymptotic analysis of correlators represented by so-called "critical" multidimensional Fredholm series. I will
provide an account of the first steps taken in the direction of obtaining these asymptotics and shall as well briefly
describe the spin-off that these have generated in respect to characterising the large-size asymptotic behaviour of
so-called lacunary Toeplitz determinants. The content of this chapter is based on the works [A11, A12, A13].
In Chapter 5, I will present another method allowing one to extract the asymptotic behaviour of correlation
functions. This method is based on a direct analysis, in the long-distance and/or large-time regime, of a correlator’s
form factor expansion. It allows one to extract the long-distance and large-time asymptotic behaviour of two
and multi-point correlation functions in massless models as well as to characterise the critical behaviour of the
dynamical response functions in the vicinity of the particle-hole excitation thresholds. It is, by far, less rigorous
than the one described in Chapter 3 in that it completely ignores issues of convergence, exchanges of limits and
control on remainders. Still, it has the tremendous advantage of remaining very close, at each of its steps, to the
objects usually used in theoretical physics. This method culminated with the construction of a microscopic setting
allowing one to argue, starting from first principles, the appearance of an effective description of the large-distance
regime of correlators in massless one-dimensional quantum models -not necessarily integrable- in terms of a free
boson conformal field theory. The content of this chapter is based on the works [A14, A15, A16, A17].
In Chapter 6, I will discuss the progress I made in respect to the various aspects of the quantum separation
of variables method for the quantum Toda chain. First of all, I will discuss the proof I gave of the Nekrasov-
Shatashvili conjecture on the quantisation conditions for the closed Toda chain. This result strongly simplifies the
description of the spectrum of the quantum Toda chain, in that it reduces the latter to a resolution of non-linear
integral equations. Then, I shall present a method allowing to prove the unitarity of the separation of variables
transform. This method builds solely on objects that are natural to the quantum inverse scattering method and thus
appears to be generalisable to other models. Finally, I shall discuss some progress I made in respect to solving the
quantum inverse problem for the Toda chain. The content of this chapter is based on the works [A18, A19, A20].
In Chapter 7, I will report on the progress I made relatively to extracting the asymptotic behaviour in respect
to the large-number of integrations N in an N-fold multiple integral. I shall first discuss the case of certain
generalisations of β-ensemble integrals with varying weights and, subsequently, describe the large-N analysis of
a toy model integral which is at the root of understanding the large-N behaviour of certain classes of quantum
separation of variables issued multiple integrals. The content of this chapter is based on the works [A21, A22].
Finally, in Chapter 8, I will present several results relative to the characterisation of the correlation functions in
quantum integrable models at finite temperature. I shall start by presenting the calculation of the so-called thermal
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form factors for the local spin operators in the XXZ spin-1/2 chain. Then, I will briefly comment on the technique
that allows one to extract the low-temperature behaviour out of the obtained results. I shall conclude this chapter
by discussing the computation of the finite-temperature surface free energy of the XXZ chain subject to diagonal
boundary fields, which constitutes the first step towards characterising finite temperature correlation functions in
quantum integrable models subject to so-called open boundary conditions. The content of this chapter is based on
the works [A2, A23, A24, A25, A26, A27].
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Chapter 2
Large-volume asymptotic behaviour of form
factors in integrable models
The investigation of the large-volume behaviour of form factors of local operators has been made possible thanks
to determinant-based representations for these objects. The first study has been carried out by Slavnov [331]
in 1990 and concerned the form factors of the density operator in the non-linear Schrödinger model. Slavnov
obtained the leading in L asymptotic behaviour of the form factors taken between the ground state and an excited
stated consisting of n particle-hole excitations. He found that the form factor was decaying like a non-integer
power of the volume. Slavnov used his results to study the large-volume behaviour of the form factor expansion
of the time and space dependent density-density correlation function at zero temperature. He was able to show,
to the first order in perturbation around c = +∞, that the non-integer behaviour in the volume cancels out once
that the summation over all the appropriate excited states is done. Then, in 2006, Arikawa, Kabrach, Müller
and Wiele [9] calculated the large-volume behaviour of form factors involving two particle-hole excitations at
the free fermion point of the XXZ chain, also observing the presence of a non-integer power-law decay in the
volume. The presence of such a power-law behaviour in the volume is typical for massless models and is, in
fact, the main obstruction to writing down form factor expansion for these models directly in the infinite volume
limit. This contrast strongly with the case of massive models where expressions for the form factors could have
been obtained directly in the continuum, this as much for certain lattice models [193] then for numerous cases of
massive integrable field theories [200, 207, 338]. Still, until my recent work, the only investigation, starting from
a finite lattice, of the large-volume behaviour of form factors of local operators in massive models has been carried
out in 1999 by Izergin, Kitanine, Maillet and Terras [184]. They were able to extract the large-volume asymptotic
behaviour of a particular form factor of the σz operator in the massive phase of the XXZ chain corresponding to
the staggered magnetisation. In that special case, the finite-volume form factor approaches, exponentially fast in
L, Baxter’s formula [25] for the staggered magnetisation.
In the present chapter, I will describe the progress I achieved in the extraction of the large-volume L asymptotic
behaviour of the form factors of local operators in massless quantum integrable models such as the XXZ chain
at anisotropy −1 ≤ ∆ ≤ 1 and the non-linear Schrödinger model. This analysis takes in roots in the 1990 work
of Slavnov [331]. Among other things, it brings several improvements to Slavnov’s method, renders it systematic
and rigorous. In its present state of the art, the method of asymptotic analysis solely builds on the hypothesis of
existence of a large-L asymptotic expansion of the so-called counting function associated with the model. The
existence of an asymptotic expansion for the counting function can be proven in certain cases (the non-linear
Schrödinger model and the XXZ chain† at −1 < ∆ ≤ 0) hence raising the obtained large-L behaviour of the
†After this thesis has been defended, I proved the existence of the asymptotic expansion for any ∆ > −1 in [251].
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form factors to the level of theorem. To be more specific, the problem of the large-L analysis of form factors
corresponds to extracting the large-L asymptotic behaviour of an N × N determinant detN
[
M(λa, λb)] in the case
where M is some specific function of two variables, N/L → cst when L → +∞, and the parameters {λ j}N1 densify
on an interval [−q ; q]. I will discuss the method of large-L analysis on the example of the non-linear Schrödinger
model. The analysis of the XXZ-chain case can be found in the three articles that I have co-authored [A1, A5, A6].
Two [ A5, A6] deal with the massless regime of the chain and have been written in collaboration with Kitanine,
Maillet, Slavnov and Terras. The most recent one [A1] deals with the massive regime and has been written in
collaboration with Dugave, Göhmann and Suzuki.
This chapter is organised as follows. Section 2.1 is devoted to a presentation of a lattice discretisation of
the non-linear Schrödinger model. In Section 2.2, I will build on the latter so as to prove [A4] the determinant
representation for the form factors of the conjugated field operator in the model. In Section 2.3, I will discuss
the large-L behaviour of this form factor. Finally, in Section 2.4, I will shortly discuss the structure of the large-
volume asymptotic behaviour of form factors of local operators in the massive regime of the XXZ chain. I have
studied this behaviour in [A1]. This short section will permit me to illustrate the fundamental difference between
the form factors in massive and massless models.
2.1 The lattice discretisation of the non-linear Schrödinger model
2.1.1 The Lax matrix
The lattice discretisation of the non-linear Schrödinger model acts on the Hilbert space
hLNS =
M⊗
n=1
hnLNS with h
n
LNS ≃ L2(R) and M ∈ 2Z . (2.1.1)
With each local space hnLNS , one associates the Lax matrix found by Izergin and Korepin [185]
L0n(λ) =
 −i
λ
2
∆ + Zn + cχ∗nχn/2 −i
√
cχ∗n · ρZn
i
√
cρZn · χn i
λ
2
∆ + Zn + cχ∗nχn/2
 , where Zn = 1 + (−1)n c∆4 . (2.1.2)
L0n(λ) is a 2 × 2 matrix on the auxiliary space V0 ≃ C2 with operator-valued entries whose joint domain corre-
sponds to some dense subspace of hnLNS . The operators χn, χ
∗
m correspond to the canonical bosonic creation and
annihilation operators satisfying to the commutation relations
[
χn, χ
∗
m
]
= ∆δn,m. The operator χ∗n is the adjoint
of χn and ρZn =
√
Zn + cχ∗nχn/4 is expressed in terms of the "number of particles" operator at site n. Finally, the
parameter ∆ corresponds to the lattice spacing. It is related to the model’s volume L as L = ∆M.
The Lax matrix (2.1.2) satisfies the Yang-Baxter equation
R00′ (λ − µ) L0n (λ) L0′n (µ) = L0′n (µ) L0n (λ) R00′ (λ − µ) , (2.1.3)
driven by the rational R-matrix R00′(λ) = λ − icP00′ , with P00′ being the permutation operator in V0 ⊗ V0′ . The
R matrix reduces to a one-dimensional projector at λ = ic which ensures that the Lax matrix L0n (λ) satisfies the
quantum determinant relation
L0n(λ)σy0Lt00n(λ + ic)σ
y
0 =
∆2
4
(λ − νn)(λ − ν∗n + ic) with νn = −
2iZn
∆
. (2.1.4)
I remind that z∗ stands for the complex conjugate of z.
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Izergin and Korepin [185] observed that the zeroes of the quantum determinant correspond to the values of the
spectral parameter where the Lax matrix is of rank one. In other words, the Lax matrix (2.1.2) reduces to a direct
projector at the points νn, ν∗n − ic, e.g.:
[L0n (νn)]ab = α(+)a (n) β(+)b (n) , with α(+)(n) =
( √
cχ∗n
2iρZn
)
, β(+)(n) = 1
2
( √
c χn
−2iρZn
)
. (2.1.5)
Furthermore, the Lax matrix becomes a reverse projector at the points νn + ic, ν∗n, e.g.:
[L0n (νn + ic)]ab = δ(+)b (n) γ
(+)
a (n) , with δ(+)(n) =
1
2
( √
cχn
−2iρZn−∆c/4
)
, γ(+)(n) =
( √
c χ∗n
2iρZn−∆c/4
)
. (2.1.6)
These properties allow one to build a quasi-local Hamiltonian for the model. The latter is constructed out of the
monodromy matrix:
T0;1...M(λ) ≡ T0(λ) = L0M(λ) . . . L01(λ) =
(
A(λ) B(λ)
C(λ) D(λ)
)
with M ∈ 2Z . (2.1.7)
The monodromy matrix is a 2 × 2 matrix on the auxiliary space V0 with entries being operators acting on the
quantum space hLNS . The fact that Lax matrices reduce to direct (at odd sites) or reverse (at even sites) projectors
when the spectral parameter is set to
ν ≡ ν2n−1 = ν2n + ic = −2i
∆
+ i c
2
(2.1.8)
allows one to construct the quasi-local local Hamiltonian out of the transfer matrix tLNS (λ) = tr0 [T0(λ)]:
HLNS ≡ t−1LNS (ν) · t′LNS (ν) =
M/2∑
k=1
{ [
β(+)(2k + 1)]T0L02k(ν) L02k−1(ν) γ(+)(2k − 2)}−1
· [β(+)(2k + 1)]T0 ∂
∂λ
[L02k(λ) L02k−1(λ)]|λ=ν γ(+)(2k − 2) .
Above, T0 refers to the operation of transposition of the operator valued vector β(+)(2k + 1). Note that there exists
an alternative way of constructing the local integrals of motion for the lattice non-linear Schrödinger model by
means of trace identities at infinity [188].
According to Izergin and Korepin [185], in the continuum limit:
∆→ 0 with L = ∆M fixed (2.1.9)
HLNS approaches, formally, to the Hamiltonian HNLS of the non-linear Schrödinger model introduced earlier on.
In this continuous limit, one can think of the kth site of the lattice model as contributing to the degrees of freedom
attached to the "continuous coordinate" xk = k∆. Then, the discrete fields χn are expected to be related to the
canonical Bose fields Φ (x) as
χn =
(n+1)∆∫
n∆
Φ (x) dx . (2.1.10)
However, such an identification can only be given a formal sense in as much as, strictly speaking, the rhs does not
have a precise mathematical meaning. On the other hand, the lhs is perfectly well defined since the local operators
χn and χ∗n can be constructed explicitly in terms of the creation/annihilation operators for the one-dimensional
harmonic oscillator.
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2.1.2 The spectrum and eigenvectors
The transfer matrix λ 7→ tLNS (λ) is diagonalised by means of standard considerations of the algebraic Bethe
Ansatz. One introduces the so-called pseudo-vacuum state | 0 〉 = | 0 〉1 ⊗ · · · ⊗ | 0 〉M where | 0 〉n is uniquely
defined by the condition χn| 0 〉n = 0 for all n. The state∣∣∣ψ ({ ˇλa}Nκ1 )〉 = B(ˇλ1) . . . B(ˇλNκ )| 0 〉 (2.1.11)
is an eigenstate of the transfer matrix tLNS (λ) associated with the eigenvalue
tLNS
(
λ | {ˇλa}Nκ1 ) = a (λ) · Nκ∏
p=1
λ − ˇλp + ic
λ − ˇλp
+ d (λ) ·
Nκ∏
p=1
λ − ˇλp − ic
λ − ˇλp
(2.1.12)
where
a (λ) =
{
−iλ∆
2
+ 1 +
c∆
4
}M
2
·
{
−iλ∆
2
+ 1 − c∆
4
}M
2
and d (λ) =
{
iλ∆
2
+ 1 +
c∆
4
}M
2
·
{
iλ∆
2
+ 1 − c∆
4
}M
2
(2.1.13)
provided that the parameters
{
ˇλa
}Nκ
1 solve the Bethe Ansatz equations (BAE)
d(ˇλr)
a(ˇλr)
=
Nκ∏
p=1
p,r
ˇλr − ˇλp + ic
ˇλr − ˇλp − ic
, r = 1, . . . , Nκ . (2.1.14)
The solutions to (2.1.14) are real valued, satisfy the so-called repulsion principle:
if a , b then ˇλa , ˇλb , (2.1.15)
and are in a one-to-one correspondence with a certain subset S∆;L (depending on ∆ and L for ∆M = L fixed) of
the sets of all ordered integers ℓ1 < · · · < ℓNκ , ℓa ∈ Z. This statement follows, e.g. from the analysis developed in
[A3], but can be readily established by a generalisation of the ideas presented in [35].
The subset S∆;L goes inductively to the set of all ordered integers ℓ1 < · · · < ℓNκ in the M → +∞ limit at L
fixed. More precisely, given any choice of integers ℓ1 < · · · < ℓNκ , there exists a ∆˜ℓNκ such that, for ∆ < ∆˜ℓNκ (with
∆M = L fixed) there exists a unique solution {µˇℓa}Nκ1 to the below set of logarithmic Bethe equations
−i ln
(
d(µˇℓr )
a(µˇℓr )
)
+
Nκ∑
p=1
θ
(
µˇℓr − µˇℓp
)
= 2π
(
ℓr − Nκ + 12
)
, r = 1, . . . , Nκ with θ (λ) = i ln
(
ic + λ
ic − λ
)
. (2.1.16)
Finally, using elementary properties of (2.1.16), it can be shown that, given a fixed product ∆M = L and any
choice of integers ℓ1 < · · · < ℓNκ , there exists a ∆0 > 0 such that the parameters µˇℓa ≡ µˇℓa (∆) are continuous in
∆ ∈ [0 ;∆0].
In fact, the ∆ → 0, M∆ = L limit of such a solution µ̂ℓa = lim∆→0 µˇℓa (∆) gives rise to the set of parameters
solving the logarithmic Bethe equations arising in the Nκ quasi-particle sector of the continuous model described
by the non-linear Schrödinger Hamiltonian HNLS :
Lµ̂ℓr +
Nκ∑
p=1
θ
(̂
µℓr − µ̂ℓp
)
= 2π
(
ℓr − Nκ + 12
)
, r = 1, . . . , Nκ . (2.1.17)
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In the present chapter, a set of Bethe roots {µˇℓa}Nκ1 with aˇwill refer to the solutions of the Bethe Ansatz equations
for the model at finite lattice spacing ∆. For clarity purposes, I omit writing down explicitly this dependence on ∆.
When theˇis replaced by a ,̂ the set of Bethe roots {̂µℓa}Nκ1 is to be understood as one built up from the solutions to
the Bethe Ansatz equations (2.1.17) for the model in the continuum and at finite volume L.
It has been shown by Dorlas [111] in 1993 that the vectors |ψ ({µˇℓa}Nκ1 ) 〉 converge, in some suitable sense, to
the eigenfunctions
∣∣∣Ψ({µℓa}Nκa=1 )〉 = 1Nκ!
L∫
0
ϕ
(
x1, . . . , xNκ | {̂µℓa}Nκ1
)
Φ†
(
x1
)
. . .Φ†
(
xNκ
)| 0 〉 dNκx (2.1.18)
of the non-linear Schrödinger Hamiltonian HNLS in the Nκ quasi-particle sector. The function ϕ
(
x1, . . . , xNκ |
{̂µℓa}Nκ1
)
are, in fact, the eigenfunctions of the δ-function Nκ particle Bose gas. They can be constructed through
the coordinate Bethe Ansatz [60, 264] and, for a generic set of variables {λa}Nκ1 , take the form
ϕ
(
x1, . . . , xNκ | {λa}Nκ1
)
=
(
−i√c
)Nκ ∑
σ∈SNκ
Nκ∏
a<b
{
λσ(a) − λσ(b) − icsgn (xa − xb)
λσ(a) − λσ(b)
}
·
Nκ∏
a=1
eiλσ(a)·
(
xa− L2
)
. (2.1.19)
Above, I have adopted the below definition for the sign function:
sgn (x) = 1 for x > 0 , sgn (x) = 0 for x = 0 , sgn (x) = −1 for x < 0 . (2.1.20)
2.1.3 Structure of the space of states
As mentioned in the introduction, the machinery of the algebraic Bethe Ansatz provides one with determinant rep-
resentations for the norms [239] of Bethe eigenvectors as well as with those for the scalar products [330] between
Bethe vectors and Bethe eigenvectors. The form of these representations for the lattice non-linear Schrödinger
model is given below.
Proposition 2.1.1 [239] Let {µˇℓa}Nκ+11 be any solution to the Bethe Ansatz equations (2.1.16), then the norm of the
associated Bethe state admits the determinant representation
∣∣∣∣∣∣ψ({µˇℓa}Nκ+11 )∣∣∣∣∣∣2 = Nκ+1∏
a=1
{
2iπL ˇξ′{ℓa}
(
µˇℓa
)
a
(
µˇℓa
)d(µˇℓa)} ·
Nκ+1∏
a,b=1
(
µˇℓa − µˇℓb − ic
)
Nκ+1∏
a,b=1
a,b
(
µˇℓa − µˇℓb
) · detNκ+1 [Ξ(µˇ)] . (2.1.21)
The entries of the matrix Ξ(µˇ) read
Ξ
(µˇ)
ab = δab −
K
(
µˇℓa − µˇℓb
)
2πL ˇξ′{ℓa}
(
µˇℓb
) with ˇξ{ℓa} (ω) = − i2πL ln
(
d (ω)
a (ω)
)
+
1
2πL
Nκ+1∑
p=1
θ
(
ω − µˇℓp
)
+
Nκ + 2
2L
, (2.1.22)
and we have agreed upon K (λ) = θ′(λ).
Theorem 2.1.2 [330] Let { ˇλℓa}Nκ+11 be a solution to the logarithmic Bethe equations (2.1.16) and {µa}Nκ+11 a
generic set of parameters. Then, the below scalar product reads
〈
ψ
(
{ ˇλℓa}Nκ+11
) ∣∣∣ψ ({µa}Nκ+11 ) 〉 =
Nκ+1∏
a=1
d
(
ˇλℓa
)
Nκ+1∏
a>b
{(
ˇλℓa − ˇλℓb
) · (µb − µa) } · detNκ+1
[
Ω∆
(
{ ˇλℓa}Nκ+11 , {µa}Nκ+11
) ]
, (2.1.23)
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where
[
Ω∆
(
{λa}Nκ+11 , {µa}Nκ+11
)]
jk = a (µk) t
(
λ j, µk
) Nκ+1∏
a=1
(λa − µk − ic) − d (µk) t(µk, λ j) Nκ+1∏
a=1
(λa − µk + ic) (2.1.24)
and
t (λ, µ) = −ic(λ − µ) (λ − µ − ic) . (2.1.25)
Oota [302] observed that one can build on the reduction of the Lax matrix to projectors and reverse projectors
so as to reconstruct certain local operators in the lattice discretised model in terms of the entries of the model’s
monodromy matrix. The reconstruction identity which will be of interest takes the form
t
−1
LNS (ν) · B(ν) =
{ 2∑
r=1
γ
(+)
r (M)β(+)r (1)
}−1
· γ(+)1 (M)β(+)2 (1) . (2.1.26)
Using the explicit formulae for γ(+) (k) and β(+) (k), c.f. (2.1.5)-(2.1.6), one gets
2∑
r=1
γ
(+)
r (M)β(+)r (1) =
c
2
χ∗M χ1 + 2ρZM− ∆c4 ρZ1 and γ
(+)
1 (M)β(+)2 (1) = −i
√
c χ∗M ρZ1 . (2.1.27)
Thus, by taking the formal ∆→ 0 expansion of the rhs of (2.1.26), one recovers the conjugated field operator
t
−1
LNS (ν) · B(ν) = −
i
√
c
2
∆Φ†(0) + O (∆2) . (2.1.28)
2.2 Form factors of the conjugated field operator
The main goal of paper [A4] was to make the formal identification (2.1.28) rigorous. This result closes the gaps
that are necessary so as to prove the determinant representations for the matrix elements of the conjugated field
Φ†(0) and density Φ†(0)Φ(0) operators in the non-linear Schrödinger model. The proof of the theorems given
below can be found in Appendix A of [A4] and builds on the determinant representations in the lattice discretised
model obtained in Section 2.1 of that paper. I remind that the matrix elements of the density operator can be
deduced from the scalar products between a Bethe eigenvector an a Bethe eigenvector in the so-called β-twisted
model, see e.g. [212] for the reconstruction and (2.3.1) for a definition of the β-twist. Also, a determinant rep-
resentation for the form factors of the conjugated field operator in the non-linear Schrödinger model has been
obtained by Korepin and Slavnov [247] in 1999 through the use of the two-site model. This determinant represen-
tation was then reproduced by Oota [302] in 2004 on the basis of the inverse problem discussed earlier. However,
the mentioned results all relied implicitly on the hypothesis of the convergence of the lattice discretisation to the
continuous model, hypothesis that I have proven in [A3], c.f. Theorems 2.2.1-2.2.2 below.
Theorem 2.2.1 Let { ˇλℓa}Nκ1 be a solution of the logarithmic Bethe equations (2.1.16) in the Nκ particle sector and
{µa}Nκ1 a set of generic, pairwise distinct, complex numbers. Then the below scalar product in the lattice model
converges, in the ∆→ 0 continuum limit, to the scalar product in the continuous model
〈
ψ
({µa}Nκ1 ) ∣∣∣ψ({ ˇλℓa}Nκ1 )〉 −→∆→0
L∫
0
dNκ x
Nκ!
ϕ
(
x1, . . . , xNκ | {µa}Nκ1
)
ϕ
(
x1, . . . , xNκ | {̂λℓa}Nκ1
)
. (2.2.1)
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As a consequence, one has the below determinant representation for the scalar products in the continuous model:
〈
Ψ
({µa}Nκa=1 )∣∣∣Ψ({̂λℓa}Nκa=1 )〉 =
Nκ∏
a=1
{
e
iL
2 λ̂ℓa
}
Nκ∏
a>b
(̂
λℓa − λ̂ℓb
) (µb − µa) · detNκ
[
Ω
({̂λℓa}Nκ1 , {µa}Nκ1 )] (2.2.2)
where Ω is the ∆→ 0 limit of Ω∆ and, for generic parameters {λa} and {µa} takes the form[
Ω
(
{λa}Nκ1 , {µa}Nκ1
) ]
jk = e
− iL2 µk t
(
λ j, µk
) Nκ∏
a=1
(λa − µk − ic) − e
iL
2 µk t
(
µk, λ j
) Nκ∏
a=1
(λa − µk + ic) . (2.2.3)
Theorem 2.2.2 Let {µˇℓa}Nκ+11 and { ˇλra}Nκ1 be any two solution of the logarithmic Bethe equations (2.1.16) in the
Nκ + 1 and Nκ particle sectors respectively. Then, the expectation value
F(∆)
Φ†
(
{µˇℓa}Nκ+11 ; { ˇλra }Nκ1
)
=
2i
∆
√
c
· 〈ψ ({µˇℓa}Nκ+11 ) | t−1LNS (ν) · B(ν) |ψ ({ ˇλra}Nκ1 ) 〉 , (2.2.4)
converges, when ∆→ 0+, to the below form factor of the field operator in the continuous model defined as
FΦ†
(
{̂µℓa}Nκ+11 ; {̂λra}Nκ1
)
=
L∫
0
dNκ x
Nκ!
ϕ
(0, x1, . . . , xNκ | {̂µℓa}Nκ+11 ) · ϕ(x1, . . . , xNκ | {̂λra}Nκ1 ) . (2.2.5)
The latter admits the below determinant representation
FΦ†
(
{̂µℓa}Nκ+11 ; {̂λra}Nκ1
)
= i
√
c
Nκ+1∏
a=1
e
iL
2 µ̂ℓa ·
Nκ∏
k=1
e− iL2 λ̂rk [1 − e−2iπF̂{ra }{ℓa } (̂λrk )] Nκ+1∏
b=1
µ̂ℓb − λ̂rk − ic
µ̂ℓb − λ̂rk
 detNκ [δ jk +U jk]
(2.2.6)
with
U jk = −i
Nκ+1∏
a=1
λ̂r j − µ̂ℓa
λ̂r j − µ̂ℓa + ic
·
Nκ∏
a=1
(̂
λr j − λ̂ra + ic
)
Nκ∏
a=1
, j
(̂
λr j − λ̂ra
) · K
(̂
λr j − λ̂rk
)
e
−2iπF̂{ra }{ℓa } (̂λr j ) − 1
. (2.2.7)
The function F̂{ra}{ℓa} appearing in the above expressions is the so-called discrete shift function for the continuous
model:
e
−2iπF̂{ra }{ℓa }(ω) =
Nκ+1∏
a=1
µ̂ℓa − ω + ic
µ̂ℓa − ω − ic
·
Nκ∏
a=1
λ̂ra − ω − ic
λ̂ra − ω + ic
. (2.2.8)
Theorem 2.2.2 already presents the determinant in a "good" form by explicitly factoring out their most singular
behaviour (µℓa − λb)−1. Such a factorisation can be achieved by starting from the representation in terms of
detNκ [Ω] obtained from (2.2.4)-(2.2.5), multiplying and dividing it by a Cauchy determinant and then taking the
matrix products explicitly. In fact, recasting the form factor in the form (2.2.6) is the first step which allows
one to study their large-L asymptotic behaviour. Such Cauchy determinant factorisation trick was used, for the
first time, in [331]. Independently of the Cauchy determinant factorisation, Theorem 2.2.2 provides one with a
slightly different, in respect to the works [247, 302], determinant representation for FΦ†
(
{̂µℓa}Nκ+11 ; {̂λra }Nκ1
)
. The
equivalence of my representation with those obtained previously can be checked with the help of determinant
identities analogous to those established in [213]-[A5].
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2.3 The large-volume behaviour of the form factors of the conjugated field
In this section, I will describe the structure of the large volume asymptotic behaviour of the form factors FΦ†
associated with a specific class of excited states. Namely, I shall consider the form factors taken between an
excited state {µℓa}N+11 corresponding to an n-particle/hole excitation, n-independent of L, above the lowest energy
state in the N + 1-quasi particle sector and the ground-state of the model {̂λa}N1 . These states and, in particular, the
particle-hole terminology will be all described below. After having presented the results, I will shortly review the
methods that I have developed so as to prove such a asymptotic expansion. The details can be found in the papers
that I co-authored with Kitanine, Maillet, Slavnov and Terras [A5, A6]. As I mentioned, per se, various elements
of the method take their roots in the pioneering work of Slavnov [331]. Although I will not discuss this case here,
I do stress that it is not hard to generalise these results to the case of form factors involving two excited states of
particle-hole types.
2.3.1 Some general facts about the thermodynamic limit
As already discussed, the eigenstates of the non-linear Schrödinger model in the Nκ quasi-particle sector, viz. those
of the system of Nκ-bosons in δ two-body interactions, are parametrised by the solutions to the logarithmic Bethe
Ansatz equations (2.1.17). In fact, by slightly changing the boundary conditions from periodic to β-twisted ones:
ϕ
(0, x2, . . . , xNκ | {̂µℓa}Nκ1 ) = e−2iπβϕ(x2, . . . , xNκ , L | {̂µℓa}Nκ1 ) (2.3.1)
one obtains a parametrisation of the eigenstates in terms of solutions to β-twisted logarithmic Bethe Ansatz equa-
tions:
Lµ̂ℓr +
Nκ∑
p=1
θ
(̂
µℓr − µ̂ℓp
)
= 2π
(
ℓr − Nκ + 12
)
+ 2iπβ , r = 1, . . . , Nκ . (2.3.2)
Since the parameter β will appear very useful in the following, I will focus on describing the solutions to the
β-twisted equations even though this might appear artificial at this stage. For any ℓ1 < · · · < ℓNκ , the system of
equations (2.3.2) can be interpreted§ as conditions for the minimum of a strictly convex function -the so-called
Yang-Yang function- on RNκ that diverges at infinity. They thus admit a unique solution.
The energies, i.e. eigenvalues of HNLS associated with a set of roots {̂µℓa}Nκ1 , take at β = 0, the form
E({̂µℓa}Nκ1 ) = Nκ∑
a=1
µ̂2ℓa − h · Nκ . (2.3.3)
The set of Bethe roots giving rise to the lowest energy in the sector with a fixed number Nκ of quasi-particles is
conjectured† to be given by the choice of consecutive integers ℓa = a, a = 1, . . . , Nκ. When β , 0, I will still
continue calling the solution subordinate to this choice of integers the ground state in the Nκ quasi-particle sector,
even though it might no longer lead to the lowest energy state in this sector.
In their turn, the integers {ℓ j} associated with the excited state above the Nκ quasi-particle ground state are
most conveniently presented in terms of holes in the consecutive distribution of integers for the ground state in the
given sector and of "particle" integers which correspond to values taken by the ℓa that are outside of [[ 1 ; Nκ ]]:
ℓa = a for a ∈ [[ 1 ; Nκ ]] \ h1, . . . , hn and ℓha = pa for a = 1, . . . , n . (2.3.4)
§It is enough to change variables µ ֒→ µ − 2iπβ/L.
†Although this fact has been thoroughly checked, there is still no proof of this statement to the best of my knowledge. The statement is
easy to see at c = +∞ and c = 0 through explicit calculations. It thus also holds perturbatively around these points for c ∈ R+ as ensured
by the continuity in c of the solutions to (2.3.2) and the point-wise nature of the spectrum. For generic c it can be checked that the choice
of consecutive integers does give rise to the lowest value of the energy among the class of bounded in L particle/hole excitation integers ℓa.
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The integers‡ p1 < · · · < pn and h1 < · · · < hn satisfy
pa < [[ 1 ; Nκ ]] ≡ {1, . . . , Nκ} and ha ∈ [[ 1 ; Nκ ]] . (2.3.5)
There exists a convenient way of characterising the large-volume L behaviour of the solutions to the logarith-
mic Bethe Ansatz equations. The main idea consist in studying the large-L asymptotic behaviour of their counting
function:
ξ̂
(β)
{ℓa}(ω) ≡ ξ̂
(β)
{ℓa}
(
ω | {̂µℓa}Nκ1
)
=
ω
2π
+
1
2πL
Nκ∑
a=1
θ
(
ω − µ̂ℓa
)
+
Nκ + 1
2L
− iβ
L
. (2.3.6)
By construction, it is such that ξ̂ (β){ℓa}
(̂
µℓa
)
= ℓa/L, for a = 1, . . . , Nκ. Actually, ξ̂ (β){ℓa} (ω) defines a set of background
parameters {̂µa}a∈Z, as the unique solutions to ξ̂ (β){ℓa}
(̂
µa
)
= a/L, a ∈ Z. The latter allows one to define the rapidities
µ̂pa , resp. µ̂ha , of the particles, resp. holes, entering in the description of the Bethe roots for the excited state:{̂
µℓa
}Nκ
1 =
{{̂
µa
}Nκ
1 \
{̂
µpa
}n
1
}
∪ {̂µha }n1 . (2.3.7)
I do stress that the set of parameters {̂µa}a∈Z does depend on the choice of ℓa, viz. is not universal for all excited
states. I have omitted the explicit writing of this dependence since it would induce too bulky notations.
One can show that the counting function satisfies a non-linear integral equation that linearises in the large-L
limit. This allows one to prove that ξ̂ (β){ℓa} admits an all order in L
−1 asymptotic expansion in some L-independent
strip around R. In order to describe this expansion, I first need to give a little more precision on the way that the
thermodynamic limit is taken.
At β = 0, in each sector with a fixed number of particles Nκ, the model has a unique ground state. The N quasi-
particle sector giving rise to the overall ground state of the model will issue from a balancing of the kinetic energy
terms of an Nκ-particle sector (∑ µ̂2a), which grows to +∞ with Nκ, and the chemical potential energy (−hNκ)
which decreases down to −∞ with Nκ. In the following, N will always refer to the number of quasi-particles in
the overall ground state. I stress that this number does depend on h. Accordingly, I will parametrise Nκ = N + κ
in the following. Although I will not discuss how such a mechanism arises, I do remind that, when L → +∞, the
roots {µℓa}N1 with ℓa as in (2.3.4) and n bounded in L form a dense distribution on the interval [−q ; q] called the
Fermi zone. The endpoint q of the Fermi zone is the parameter which arises in the unique solution
(
q, ε(λ | q)) to
the set of equations
ε(λ | Q) −
Q∫
−Q
K (λ − µ) ε(µ | Q)dµ
2π
= ε0 (λ) with ε0 (λ) = λ2 − h and ε(±Q | Q) = 0 . (2.3.8)
Although the unique solvability of the system (2.3.8) has been stated for many years, it was only in 2012 that I gave
a proof thereof in [A2]. The proof boils down to proving that Q 7→ ε(±Q | Q) is continuous, strictly increasing,
strictly negative at Q = 0 and going to +∞ when Q → +∞. The strictly increasing part being the hardest to
establish. In collaboration with Dugave and Göhmann [A23], we proved the existence of various other analogous
quantities associated with the linear integral equations describing the massless regime of the XXZ chain. I stress
that the spin-chain case the proof built on other ideas since, for certain values of the anisotropy, the XXZ analogue
of the integral kernel K arising in (2.3.8) is strictly negative. I refer to that paper for more details and to [372]
where part of the used techniques were pioneered.
‡This choice of a parametrisation for the ℓa’s is not respecting the ordering ℓ1 < · < ℓNκ . The latter is however readily recovered upon
an appropriate permutation.
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In the following, I set ε(λ) ≡ ε(λ | q). For reasons that will become clear in the following, this quantity is
called the dressed energy of the excitations. Pursuing the discussion of the thermodynamic limit, one can show
that the ratio N/L admits a limit D ∈ [0 ;+∞]:
D =
p(q)
π
with p(λ) −
q∫
−q
θ (λ − µ) p′ (µ) dµ
2π
= λ and p(−λ) = −p(λ) . (2.3.9)
The solution to the above linear integro-difference equation is called the dressed momentum of the excitations,
while pF = p(q) is called the Fermi momentum. The model in infinite volume with a fixed value of D can always
be approached in such a way that N/L − D = O(1/L2); I will build on this assumption in the following.
These preliminary parameters being introduced, I am in position to describe the large-L asymptotic expansion
of the counting function (2.3.6). The latter reads:
ξ̂
(β)
{ℓa}(ω) = ξ(ω) +
1
L
ξ−1(ω) + 1L F
(κ)
β
(
ω
∣∣∣∣∣∣ {µpa}{µha}
)
+ O
( 1
L2
)
. (2.3.10)
The important point is that the remainder is uniform and holomorphic in some strip around R. In this expansion,
ξ is the thermodynamic limit of the counting function given by
ξ(ω) = p(ω)
2π
+
D
2
. (2.3.11)
The thermodynamic limit of the counting function defines particles’ {µpa} and holes’ {µha} asymptotic rapidities.
These correspond to the unique solutions to
ξ(µpa) =
pa
L
and ξ
(
µha
)
=
ha
L
. (2.3.12)
ξ−1 represents an overall correction to the asymptotic behaviour of the counting function. It is the one that is
responsible for the 1/L corrections to the ground state energy whose form can be predicted by conformal field
theoretic arguments. It takes the same form for all excited states. Finally, F(κ)β is the so-called shift function.
It gathers all the 1/L corrections to the counting function issuing from the particular excited state. The shift
function has another interpretation. It measures the spacing between the ground state roots λ̂a and the background
parameters µ̂a defined by ξ̂ (β){ℓa}:
µ̂a − λ̂a = F(κ)β
(̂
λa
) · [Lξ′(̂λa)]−1 (1 + O(L−1)) . (2.3.13)
The shift function is expressed in terms of two auxiliary functions: the dressed phase φ (λ, µ) and the dressed
charge Z (λ) which correspond to the solutions to the linear integral equations†
φ (λ, µ) −
q∫
−q
K (λ − τ)φ (τ, µ) dτ
2π
=
1
2π
θ (λ − µ) and Z (λ) −
q∫
−q
K (λ − τ) Z (τ) dτ
2π
= 1 . (2.3.14)
The explicit expression for the shift function reads
F(κ)
β
(
λ
∣∣∣∣∣∣ {µpa}{µha}
)
=
(
iβ − κ
2
)
Z (λ) − κφ (λ, q) −
n∑
a=1
[
φ(λ, µpa ) − φ
(
λ, µha
)]
. (2.3.15)
†The invertibility of I − K/2π on L2([−q ; q]) can be readily checked. See Lemma 2.2 of [A2].
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It will sometimes be useful, in the following, to deal with the finite-L shift function
F̂{ℓa} (ω) = L
[̂
ξ (ω) − ξ̂ (β){ℓa} (ω)
]
, (2.3.16)
where
ξ̂ (ω) = ω
2π
+
1
2πL
N∑
a=1
θ
(
ω − λ̂a) + N + 12L (2.3.17)
is the counting function associated with the model’s ground state, i.e. λ̂a solve the logarithmic Bethe Ansatz
equations (2.3.4) at κ = 0, β = 0 and for ℓa = a, with a = 1, . . . , N. The thermodynamic limit of finite-L shift
function F̂{ℓa} is precisely F
(κ)
β
.
2.3.2 The excitation energy and momentum
Given an eigenstate parametrised by the Bethe roots {̂µℓa}, it holds
HNLS ·|Ψ
({̂µℓa}Nκ1 ) 〉 = E({̂µℓa}Nκ1 )|Ψ({̂µℓa}Nκ1 ) 〉 and PL ·|Ψ({̂µℓa}Nκ1 ) 〉 = P({̂µℓa}Nκ1 )|Ψ({̂µℓa}Nκ1 ) 〉 (2.3.18)
where the eigenvalues E({̂µℓa}Nκ1 ) and P({̂µℓa}Nκ1 ) are expressed in terms of the Bethe roots parametrising the state
P({̂µℓa}Nκ1 ) = Nκ∑
a=1
p0(̂µℓa) with p0(λ) = λ and E
({̂µℓa}Nκ1 ) = Nκ∑
a=1
ε0
(̂
µℓa
)
with ε0(λ) = λ2−h . (2.3.19)
The form taken by the eigenvalues of HNLS follows from the calculations carried out when implementing the
coordinate Bethe Ansatz for the model [60, 264]. The one taken by the eigenvalues of the momentum operator PL
has been obtained in [35].
The counting function formalism allows one to estimate the thermodynamic limit of the momentum and energy
of an excited state. In fact, one can show that, for L large enough
Pex = P({̂µℓa}Nκ1 ) − P({̂λa}N1 ) = 2iβp(q) + n∑
a=1
p
(
µpa
) − p(µha) + O(1L ) (2.3.20)
Eex = E
({̂µℓa}Nκ1 ) − E({̂λa}N1 ) = n∑
a=1
ε
(
µpa
) − ε(µha) + O(1L ) . (2.3.21)
The remainder is uniform provided that n is fixed. Furthermore, the rapidities {µpa} and {µha} appearing above are
defined according to (2.3.12).
The form taken by the relative excitation momentum and energy clarifies the particle-hole and dressed energy/
dressed momentum terminology used earlier on. Indeed, in the thermodynamic limit, the excitations are formed
by adding particles -each carrying an energy ε(µpa) and a momentum p(µpa)- with rapidities outside the Fermi
zone and removing some of the particles with rapidities inside the Fermi zone, viz. creating holes in the Fermi
zone -each carrying an energy −ε(µha) and a momentum −p(µha)-
The critical ℓ class
When inspecting the form taken by the relative excitation energy Eex (2.3.21), one particular configuration singles
out among all the possible values of the rapidites {µpa} and {µha}:
µpa = ±q + O
(1
L
)
and µha = ±q + O
(1
L
)
for a = 1, . . . , n . (2.3.22)
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Indeed, owing to the very definition ε(±q) = 0 of the Fermi boundary q, one has that, for such configurations,
Eex = O
(
1/L
)
. As a consequence, in the thermodynamic limit, the excitation energy of these states vanishes. In
other words, at L = +∞, such eigenstates span the massless part of the spectrum. Exited states enjoying of the
above property will be called critical.
A set of integers {pa} and {ha} describing an excitation in the Nκ-quasi particle sector is said to parametrise a
critical excited state if the particle-hole integers can be represented as{
pa
}n
1 =
{
Nκ + pa;+
}np;+
1 ∪
{
1 − pa;−}np;−1 and {ha}n1 = {1 + Nκ − ha;+}nh;+1 ∪ {ha;−}nh;−1 . (2.3.23)
In such a decomposition, the integers pa;±, ha;± are "small" compared to L, i.e.
lim
L→+∞
pa;±
L
= lim
L→+∞
ha;±
L
= 0 . (2.3.24)
Furthermore, the integers np;+ or np;−, resp. nh;+ or nh;−, corresponding to the number of particles, resp. holes,
collapsing on the right or left Fermi boundary are subject to the constraint
np;+ + np;− = nh;+ + nh;− = n . (2.3.25)
Although all "critical" excitations have a vanishing excitation energy, they may bear a non-zero relative ex-
citation momentum. This allows one to regroup them into so-called ℓ-critical classes, where ℓ parametrises the
thermodynamic limit of their relative excitation momentum as 2ℓpF , where pF = p(q) is the so-called Fermi
momentum. The integer ℓ ∈ Z is defined as
ℓ = np;+ − nh;+ = nh;− − np;− . (2.3.26)
In fact, by summing up the logarithmic Bethe equations for the excited state of the critical ℓ class and those for
the ground state, one recasts the relative excitation momentum (2.3.20) in the form
Pex = 2π
(
ℓ + iβ
)Nκ
L
+
2π
L
{ np;+∑
a=1
pa;+ +
nh;+∑
a=1
(ha;+ − 1)
}
− 2π
L
{ np;−∑
a=1
(pa;− − 1) +
nh;−∑
a=1
ha;−
}
. (2.3.27)
2.3.3 Thermodynamic limit of form factors
The smooth and discrete parts
By applying Proposition 2.1.1 and Theorem 2.2.2, it follows that the normalised modulus squared of the ground-
to-excited state form factor of the conjugated field can be decomposed into a products of two terms∣∣∣∣〈Ψ ({̂µℓa}N+11 ) |Φ† (0) |Ψ ({̂λa}N1 ) 〉∣∣∣∣2
||Ψ
(
{̂µℓa}N+11
)
||2 · ||Ψ
(
{̂λa}N1
)
||2
= ĜN;1
( {pa}n1
{ha}n1
) [
F̂{ℓa}, ξ̂
(β)
{ℓa}, ξ̂
]
· D̂N
( {pa}n1
{ha}n1
) [
F̂{ℓa}, ξ̂
(β)
{ℓa}, ξ̂
]
(2.3.28)
one called the smooth part ĜN;1 and one called the discrete part D̂N .
The smooth part reads:
ĜN;1
( {pa}n1
{ha}n1
) [
F̂{ℓa}, ξ̂
(β)
{ℓa}, ξ̂
]
= WN
( {̂µℓa}N1
{̂λa}N1
) N∏
a=1
∣∣∣∣∣ λ̂a − µ̂ℓN+1 − icµ̂ℓa − µ̂ℓN+1 − ic
∣∣∣∣∣2 · detN
[
δ jk + U jk
]
· detN
[
δ jk + U jk
]
detN+1
[
Ξ(µ)
[
ξ̂
(β)
{ℓa}
] ] · detN [Ξ(λ)[ ξ̂ ] ] ,
69
(2.3.29)
where WN stands for the double product
WN
( {za}N1
{wa}N1
)
=
N∏
a,b=1
{ (za − wb − ic) (wa − zb − ic)
(za − zb − ic) (wa − wb − ic)
}
(2.3.30)
while the matrices Ξ(λ)
[
ξ̂
]
and Ξ(µ)
[
ξ̂
(β)
{ℓa}
]
take the form:
(
Ξ(λ)
[
ξ̂
])
ab
= δab −
K
(̂
λa − λ̂b)
2πL ξ̂′
(̂
λb
) and (Ξ(µ)[ ξ̂ (β){ℓa} ])ab = δab − K
(̂
µℓa − µ̂ℓb
)
2πL
(̂
ξ
(β)
{ℓa}
)′(̂
µℓb
) . (2.3.31)
In its turn, the discrete part is represented as
D̂N
( {pa}n1
{ha}n1
) [
F̂{ℓa}, ξ̂
(β)
{ℓa}, ξ̂
]
=
∏N
k=1
{
4 sin2[πF̂{ℓa}(̂λk)]}
N+1∏
a=1
{
2πL
(̂
ξ
(β)
{ℓa}
)′(̂
µℓa
)} N∏
a=1
{
2πL ξ̂′
(̂
λa
)} ·
N∏
a=1
{ µ̂ℓa − µ̂ℓN+1
λ̂a − µ̂ℓN+1
}2
· det2N
 1
µ̂ℓa − λ̂b
 .
(2.3.32)
Although both the discrete and smooth parts are explicit functions of the Bethe roots describing the two states
{̂µℓa}N+11 and {̂λa}N1 , it is more convenient, for further purposes, to interpret them as functionals of the finite-L shift
function F̂{ℓa} and of the two counting functions ξ̂
(β)
{ℓa} and ξ̂ associated with the two sets of Bethe roots. Note
that, in fact, the whole information on the integers {ℓa} describing the given excited state is contained in the two
collections of integers {pa} and {ha} as follows from (2.3.4). This interpretation of the smooth and discrete parts
in terms of functionals allows one to apply them on more general objects that the finite-L counting functions
associated with some solutions to the logarithmic Bethe Ansatz equations.
To be more precise, let h be a biholomorphism on some open neighbourhood of R, strictly increasing on R
and mapping R onto R and let ν be any holomorphic function defined on the same neighbourhood. Then set
hν(ω) = h(ω) + 1Lν(ω) . (2.3.33)
In this construction L is assumed to be large enough for hν to be a biholomorphism as well.
The explicit expressions for D̂N
[
ν, ξ, ξν
] (and ĜN;1 [ν, ξ, ξν]) are then given as above, with the obvious substi-
tutions
F̂{ℓa} ֒→ ν , ξ̂ (β){ℓa} ֒→ h , ξ̂ ֒→ hν (2.3.34)
whenever these are written explicitly. Also, in such a writing, one adopts the convention that two sets of parameters
{λa}N1 and {µℓa}N+11 are now defined as follows:
• µk, k ∈ Z is the unique solution to h (µk) = k/L, i.e. they are defined by the second argument of the
functionals;
• λk, k ∈ [[ 1 ; N ]] is the unique† solution to hν(λk) = k/L, i.e. they are defined by the third argument of the
functionals.
I insist that here and in the following, whenever the parameters µk or λp enter in the explicit expressions for these
functionals, they are always to be understood in this way. Also, I remind that the integers ℓa are obtained from the
integers {pa}n1 and {ha}n1 as explained in (2.3.4).
†The uniqueness follows from Rouché’s theorem when L is large enough.
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The large-L behaviour of the smooth and discrete parts
In the remainder of this subsection, I will discuss the large-L behaviour of the smooth and discrete parts. Since I
will focus on a specific class of excited states belonging to the N1 = N + 1 quasi-particle sector, it appears more
convenient to introduce a simplified notation for the associated shift function:
Fβ(λ) = Fβ
(
λ
∣∣∣∣∣∣ {µpa}{µha}
)
≡ F(1)
β
(
λ
∣∣∣∣∣∣ {µpa}{µha}
)
(2.3.35)
Also, whenever the dependence on the rapidities of the particles and holes is suggested by the context, I will
simply drop the explicit writing of this dependence in Fβ, exactly as it has been written in the most lhs equality of
(2.3.35).
• The smooth part
ĜN;1 is called the smooth part due to the fact that its thermodynamic limit Gn only depends on the rapidities of
the particles {µpa}n1 and holes {µha}n1 entering in the description of the thermodynamic limit of the excited state.
Furthermore, this dependence is smooth. I remind that these two sets of rapidities are defined as in (2.3.12). One
of the consequences of smoothness is that a small (of the order O(1) when L → +∞) change in the value of the
integers parametrising the state, say pa ֒→ pa + ka with ka bounded in L, will not change the value of the smooth
part’s thermodynamic limit but only manifest itself on the level of the 1/L corrections.
The thermodynamic limit Gn is expressed [A5] in terms of the thermodynamic limit Fβ (2.3.15) of the shift
function associated with the excited state {µℓa}N+11 :
ĜN;1
( {pa}n1
{ha}n1
) [
F̂{ℓa}, ξ̂
(β)
{ℓa}, ξ̂
]
= Gn
( {µpa}{
µha
} ) [Fβ] × (1 + O (L−1)) . (2.3.36)
The remainder is uniform provided that n, the number of particle-hole excitations, is fixed. For any function f that
is holomorphic on an open neighbourhood of [−q ; q] and such that e±2iπ f − 1 has no zeroes there, the functional
representing the leading large-L asymptotic behaviour of the smooth part takes the form:
Gn
( {µpa}{
µha
} ) [ f ] = n∏
a=1
∏
ǫ=±
µha − q + ǫicµpa − q + ǫic e
2iπC[ f ](µha+ǫic)
e2iπC[ f ](µpa+ǫic)
 · e
−2iπ ∑
ǫ=±
C[ f ](q+ǫic)
det2 [I − K/2π] e
C0[ f ]
× Wn
( {µpa}{
µha
} ) · detCq [id + U[ f ] ( {µpa}n1{µha}n1
) ]
detCq
[
id + U[ f ]
( {µpa}n1
{µha}n1
) ]
. (2.3.37)
There C[ f ] is the Cauchy transform on [−q ; q] and C0[ f ] is given by a double integral
C[ f ] (λ) =
q∫
−q
dµ
2iπ
f (µ)
µ − λ and C0[ f ] = −
q∫
−q
f (λ) f (µ)
(λ − µ − ic)2 dλdµ . (2.3.38)
All determinants appearing in (2.3.37) are Fredholm determinants of integral operators of the type id + A with
A a compact trace class operator. The integral operator id − K/2π acts on L2([−q ; q]) and has integral kernel
−K(λ − µ)/2π. The integral kernels of U and U are given by
U[ f ]
( {µpa}n1
{µha}n1
) (
ω,ω′
)
=
−1
2π
ω − q
ω − q + ic
n∏
a=1
{ (ω − µpa) (ω − µha + ic)(
ω − µha
) (ω − µpa + ic)
}
· e
C[2iπ f ](ω)
eC[2iπ f ](ω+ic)
· K (ω − ω
′)
e−2iπ f (ω) − 1 (2.3.39)
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and
U[ f ]
( {µpa}n1
{µha}n1
) (
ω,ω′
)
=
1
2π
ω − q
ω − q − ic
n∏
a=1
{ (ω − µpa) (ω − µha − ic)(
ω − µha
) (ω − µpa − ic)
}
· e
C[2iπ f ](ω)
eC[2iπ f ](ω−ic)
· K (ω − ω
′)
e2iπ f (ω) − 1 (2.3.40)
and depend parametrically on the positions of the particles and holes. The operators id+U[ f ] and id+U[ f ] should
be understood as acting on L2(Cq), where Cq is a counterclockwise loop surrounding the interval [−q ; q] but not
any other singularity of the integrand. This means that the poles at ω = µha of the integral kernels are located
inside of Cq whereas the zeroes of λ 7→ e−2iπ f (λ) − 1 are located outside of the contour. In Section 2.3.4 below,
I provide a more precise definition of their determinants, as, in principle, the existence of such a contour is not
guaranteed for all possible choices of the parameters {µpa}, {µha} when its function argument f is given by the shift
function Fβ associated with this excited state.
The function Gn posses two properties worth singling out.
• Gn is invariant under any permutation of the particle (or hole) rapidities;
• Gn satisfies the reduction properties
Gn
( {µpa}n1
{µha}n1
) [ f ]|µpn=µhn = Gn−1
( {µpa}n−11
{µha}n−11
) [ f ] (2.3.41)
Note that these two properties still hold when Gn is evaluated on the shift function Fβ since the latter also
satisfies to the same reduction properties.
The discrete part
D̂N is called the discrete part since its leading large-L behaviour not only depends on the "macroscopic" rapidities
{µpa} and
{
µha
}
entering in the description of the excited state but also on the set of integers {pa} and {ha} charac-
terising the excited state. This strongly contrasts with the smooth part case in that an O(1) change of the integers
parametrising the excited state, say pa ֒→ pa + ka, ka bounded in L, leads to a change in the value of the leading
asymptotics D̂N .
First elements of the technique to analyse the large-L behaviour of D̂N appeared in [331] and were fully
developed in [A5, A6]. The large-L asymptotic behaviour of D̂N takes the form
D̂N
( {pa}n1
{ha}n1
) [
F̂{ℓa}, ξ̂
(β)
{ℓa}, ξ̂
]
= D0[Fβ] · RN,n
( {µpa}; {pa}{
µha
}
; {ha}
)
[Fβ] ×
(
1 + O
(
ln L
L
))
. (2.3.42)
The remainder is uniform in the integers {pa} and {ha} provided that the number of particle-hole excitations remains
fixed. The functional D0 takes the form, for any function ν smooth on R
D0[ν] =
2q
2π
·
{
κ[ν](−q)}ν(−q){
κ[ν](q)}ν(q)+2
n∏
a=1
(
λN+1 − µpa
λN+1 − µha
)2 G2(1 − ν(−q)) ·G2(2 + ν(q))
(2π)ν(q)−ν(−q) · [2qLξ′(q)](ν(q)+1)2+ν2(−q)
× exp
{ q∫
−q
ν′(λ) ν(µ) − ν′(µ) ν(λ)
2(λ − µ) dλdµ
}
. (2.3.43)
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The parameter λN+1 appearing above is defined as the unique solution to Lξ̂(λN+1) = N + 1, G is the Barnes
function and
κ [ν] (λ) = exp
{
−
q∫
−q
ν (λ) − ν (µ)
λ − µ dµ
}
. (2.3.44)
Finally, the part of D̂N’s asymptotics depending on the excited state reads
RN,n
( {µpa}; {pa}{
µha
}
; {ha}
)
[ν] =
n∏
a=1
{
ϕ
(
µha , µha
)
ϕ
(
µpa , µpa
)
ϕ
(
q, µpa
)
eℵ[ν]
(
µpa
)
ϕ
(
µpa , µha
)
ϕ
(
µha , µpa
)
ϕ
(
q, µha
)
eℵ[ν]
(
µha
) }2
×
n∏
a<b
ϕ2
(
µpa , µpb
)
ϕ2
(
µha , µhb
)
n∏
a,b
ϕ2
(
µpa , µhb
) · det2n
[
1
ha − pb
]
×
n∏
a=1
{(sin [πν(µha)]
π
)2
· Γ2
( {pa − N + ν(µpa )}, {pa} + i0+, {N + 1 − ha − ν (µha)} , {ha + ν (µha)}
{pa − N − 1 + i0+}, {pa + ν(µpa )}, {N + 2 − ha} , {ha}
) }
.
(2.3.45)
There
ℵ[ν] (ω) = ν (ω) ln
(
ϕ (ω, q)
ϕ (ω,−q)
)
+
q∫
−q
ν (λ) − ν (ω)
λ − ω dλ and ϕ (λ, µ) = 2π
λ − µ
p (λ) − p (µ) . (2.3.46)
Above, I have introduced the hypergeometric-like representation for products of Γ-functions:
Γ
( {ak}
{bk}
)
=
n∏
k=1
Γ (ak)
Γ (bk) . (2.3.47)
Note that the i0+ regularisations in the expression for RN,n are necessary so as to give rise to a meaningful
expression when some of the integers pa take negative values.
Formula (2.3.42) provides one with the most general form of the asymptotic behaviour of the discrete part,
namely one that is valid for all possible choices of the integers {pa} and {ha}. It can be further simplified if one
provides additional information on the specific choice of the particle and hole integers, see Section 2.3.5.
Some steps of the proofs
• The smooth part
The key results for proving of the leading asymptotics of the smooth part is a repetitive application of Lemma
2.3.1 given below, or its generalisation to the case of multiple products.
Lemma 2.3.1 Let f be holomorphic in some open neighbourhood of [−q ; q] × O, O open in C and such that it
does not admit zeroes in this neighbourhood. Then, it holds
N+1∏
a=1
f (µℓa , ω)
N∏
a=1
f (λa, ω)
= f (q, ω) ·
n∏
a=1
{ f (µpa , ω)
f (µha , ω)
}
· exp
{ q∫
−q
∂λ ln f (λ, ω) ·Fβ
(
λ
∣∣∣∣∣∣ {µpa}{µha}
)
·dλ
}
·
(
1+O
(1
L
))
. (2.3.48)
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The convergence of the finite-size determinants in (2.3.29) to appropriate Fredholm determinants can be seen
as follows. One first recasts the determinants in the numerator as
detN
[
δ jk + U jk
]
= detCq
[
id + Û[F̂{ℓa}]] (2.3.49)
where the contour Cq is as defined previously while the integral kernel reads
Û
[
F̂{ℓa}
](ω,ω′) = −1
2π
N+1∏
a=1
ω − µℓa
ω − µℓa + ic
·
N∏
a=1
ω − λra + ic
ω − λra
· K (ω − ω
′)
e−2iπF̂{ℓa }(ω) − 1
. (2.3.50)
The contour Cq is supposed to satisfy the aforementioned hypothesis. If these do not hold, one should proceed as
in the proof of Proposition 2.3.2, c.f. Section 2.3.4 and Section 3.3 of [A4]. I will not venture in such technicalities
here. It is readily seen, by using Lemma 2.3.1 that∣∣∣∣∣∣
∣∣∣∣∣∣̂U[F̂{ℓa}] − U[Fβ]
( {µpa}n1
{µha}n1
)∣∣∣∣∣∣
∣∣∣∣∣∣HS +
∮
Cq
∣∣∣∣∣̂U[F̂{ℓa}](ω,ω) − U[Fβ] ( {µpa}n1{µha}n1
)
(ω,ω)
∣∣∣∣∣ · |dω| = O( 1L ) . (2.3.51)
The first term corresponds to the Hilbert-Schmidt norm of the operators. Therefore, by using the bounds issuing
from the Lipschitz continuity of 2-determinants in respect to the Hilbert-Schmidt norm and the bound on the
second term in (2.3.51) which ensures that the traces converge to each other, one gets the convergence of the
Fredholm determinants. The strategy is similar in what concerns the determinants arising in the denominator. It
builds on the equality, at finite L:
detN
[
Ξ(λ)
]
= det
[
I − K̂
2π
]
with K̂(ω,ω′) = K(ω − ω′)1[−q̂ ;̂q] +
∑
ǫ=±
1Ĉ ±(ω′)
ǫK(ω − ω′)
e−2iπǫLξ̂(ω′) − 1
(2.3.52)
where the Fredholm determinant on the rhs corresponds to an operator acting on L2([−q̂ ; q̂] ∪ Ĉ + ∪ Ĉ −). These
three auxiliary contours are defined in Figure 2.1. The rest follows from similar bounds to (2.3.51) along with the
fact that q̂ − q = O(L−1). I also remind on this occasion that given a set A, 1A stands for its indicator function.
• The discrete part
The main problem in the analysis stems from the fact that the parameters {µℓa} and {λa} densify, when L → +∞,
on the interval [−q ; q]. This generates a certain amount of divergences issuing from products involving µℓa − λb
with b − ℓa = O(1). Some of these divergences will then be cancelled by a similar effect issuing from the
Vandermonde part of D̂N .
The first step of the analysis consists in separating, by hand, the contribution of the holes and particles from
the one of the "back-ground" parameters that will condensate on the Fermi zone [−q ; q]. In other words, one
recasts D̂N as
D̂N = D̂(0)Φ† · D̂
(ex)
Φ†
(2.3.53)
where D̂(0)
Φ† represents the contribution of the condensing "back-ground" parameters:
D̂(0)
Φ†
=
∏N
k=1
{
4 sin2[πF̂{ℓa}(̂λk)]}
N+1∏
a=1
{
2πL
(̂
ξ
(β)
{ℓa}
)′(̂
µa
)} N∏
a=1
{
2πL ξ̂′
(̂
λa
)} ·
∏N
a<b (̂λa − λ̂b)2 ·
∏N+1
a<b (̂µa − µ̂b)2∏N
a=1
∏N+1
b=1 (̂µa − λ̂b)2
(2.3.54)
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−q̂
b
q̂
b
C −
C +
b
b
b
N + 1/2
L
− iǫ
N + 1/2
L
+ iǫ
N + 1/2
L
ξ̂
Figure 2.1: Contours arising in the definition of the operator I − K̂/2π. The two endpoints q̂ and −q̂ satisfy to
ξ̂ ( q̂ ) = N + 1/2
L
and ξ̂(−q̂ ) = 1
2L
.
while D̂(ex)
Φ† grasps the most important part of the contributions to the asymptotic behaviour of the form factor,
namely those issuing from the specific kind of excitations present in the excited state:
D̂(ex)
Φ†
=
n∏
a=1
{ (̂ξ (β){ℓa})′(̂µha)(̂
ξ
(β)
{ℓa}
)′(̂
µpa
)} · det2n [ 1µ̂pa − µ̂ha
] n∏
b=1
{∏N+1
a=1 (̂µa − µ̂pb)2 ·
∏N
a=1 (̂λa − µ̂hb)2∏N+1
a=1
a,hb
(̂µa − µ̂hb)2 ·
∏N
a=1 (̂λa − µ̂pb)2
}
. (2.3.55)
Then, main idea consists in regularising the singular factors involving differences of variables that condense on
[−q ; q] in the following way
1
µ̂a − λ̂b
=
1
ϕ̂
(̂
µa, λ̂b
) · L
a − b + F̂{ℓa}
(̂
λa
) with ϕ̂(µ, λ) = µ − λ
ξ̂{ℓa}(µ) − ξ̂{ℓa}(λ)
. (2.3.56)
The first term appearing in the rhs is regular when µa → λb. Furthermore, ϕ̂→ ϕ when L → +∞. This allows
to treat all the parts containing ϕ̂ exactly as it was done for the smooth part. The second term generates an explicit
dependence on L. Furthermore, the dependence on a and b is rather explicit what allows one to take explicitly part
of the products generated by this substitution. The simplest situation arises in the case of D̂(ex)
Φ† so that I describe
this factor first. After some algebra, one can recast it as
D̂(ex)
Φ† = Ê0 · Ĵ0 · ϑ̂0 · det
2
n
[ 1
pa − hb
]
. (2.3.57)
There, I have made use of the following abbreviations
Ê0 =
n∏
a<b
ϕ̂2
(̂
µpa , µ̂pb
)
ϕ̂2
(̂
µha , µ̂hb
)
n∏
a,b
ϕ̂2
(̂
µpa , µ̂hb
) · n∏
a=1
{(̂
ξ
(β)
{ℓa}
)′ (̂
µha
)(̂
ξ
(β)
{ℓa}
)′(̂
µpa
)} n∏
b=1
{
ϕ̂
(̂
λN+1, µ̂pb
)
ϕ̂
(̂
λN+1, µ̂hb
) ·N+1∏
a=1
[ ϕ̂(̂µa, µ̂pb)ϕ̂(̂µa, µ̂hb)
ϕ̂
(̂
λa, µ̂pb
)
ϕ̂
(̂
λa, µ̂hb
) ]}2 , (2.3.58)
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as well as
Ĵ0 =
n∏
b=1
N+1∏
a=1
{[
a − hb − F̂{ℓa}
(̂
λa
)] · [a − pb − F̂{ℓa}(̂λpb)][
a − hb − F̂{ℓa}
(̂
λhb
)] · [a − pb − F̂{ℓa}(̂λa)]
}2
(2.3.59)
and
ϑ̂0 =
n∏
a=1
{(sin [πF̂{ℓa}(̂λpa)]
π
)2
·Γ2
( {pa − N + F̂{ℓa}(̂λpa)}, {pa + i0+}, {N + 1 − ha − F̂{ℓa}(̂λha)}, {ha + F̂{ℓa}(̂λha)}
{pa − N − 1 + i0+}, {pa + F̂{ℓa}
(̂
λpa
)}, {N + 2 − ha}, {ha}
) }
.
(2.3.60)
Having such a representation for D̂(ex)
Φ†
at one’s disposal, one can already take the thermodynamic limit of Ê0 and
ϑ̂0 by using Lemma 2.3.1 and the uniform in R2 convergence
ϕ̂(λ, µ) −→
L→+∞
ϕ(λ, µ) . (2.3.61)
The only problematic factor is the one involving the products over the continuous integers in Ĵ0. The latter can be
deal with, basically by applying Proposition 2.3.1 below.
Proposition 2.3.1 Let f ∈ C1(R), N, L be integers such that N/L → D ∈ R+ and hL be a sequence of integers
such that hL/L tends to some finite value x ∈ R when L → +∞. Let ξ(λ) be a strictly monotonous smooth function
on R such that ξ−1(0) = −q and ξ(D) = q. Define λk = ξ−1(k/L), k ∈ Z. Then, it holds
lim
N,L→∞
N/L→D
{ N∏
k=1
k − hL + f (λk)
k − hL + f (λhL )
}
= exp
{ q∫
−q
f (λ) − f (ξ−1(x))
ξ(λ) − x ξ
′(λ) dλ
}
. (2.3.62)
The proof can be found in Appendix A of [A5].
It thus remains to discuss D̂(0)
Φ†
. After some algebra, it can be recast as
D̂(0)
Φ†
=
N∏
a<b
ϕ̂2
(̂
λa, λ̂b
) N+1∏
a<b
ϕ̂2
(̂
µa, µ̂b
)
N∏
a=1
N+1∏
b=1
ϕ̂2
(̂
µb, λ̂a
)
N∏
a=1
{(̂ξ (β){ℓa})′(̂λa)
ξ̂′
(̂
λa
) } · Ĥ0 (2.3.63)
where
Ĥ0 =
1
2πL
Γ2
(
N + 1, 1 + F̂{ℓa}
(̂
λN+1
)
N + 1 + F̂{ℓa}
(̂
λN+1
) ) N∏
a=1
(sin [πF̂{ℓa}(̂λa)]
πF̂{ℓa}
(̂
λa
) )2
×
N∏
a<b
(
1 − F̂{ℓa}
(̂
λa
) − F̂{ℓa}(̂λb)
a − b
)2
·
N∏
a,b=1
a,b
(
1 − F̂{ℓa}
(̂
λa
)
a − b
)2
. (2.3.64)
Again the first set of products in (2.3.63) is readily taken care of by means of Lemma 2.3.1. It remains to deal
with Ĥ0. The idea consists in separating the double products between those pairs (a, b) such that a − b is "large"
and those where the difference is "small". In the former case, one can treat, in a sense, the product perturbatively
in that the difference of shift functions will be "small". In the latter case, one can, effectively speaking, treat the
difference of shift functions as a constant. More details can be found in Propositions 5.2 and 5.3 of [A6].
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2.3.4 The Fredholm determinants
I will now present the result which provides one with the correct way of understanding the Fredholm determinants
appearing in (2.3.37) this in the case where the contour Cq, as it has been described previously, does not exist.
The below definition holds, as well, in the case of complex valued rapidities. Prior to stating the result, I need to
introduce some new notations. Given δ > 0 and a > 0, let
Uδ =
{
z ∈ C :
∣∣∣ℑ (z)∣∣∣ < 2δ} , Ka = {z ∈ C : ∣∣∣ℑ (z)∣∣∣ ≤ δ and ∣∣∣ℜ (z)∣∣∣ ≤ a} , (2.3.65)
and, given β0 ∈ C, set
Uβ0 =
{
z ∈ C : 10ℜ (β0) ≥ ℜ (z) ≥ ℜ (β0) and
∣∣∣ℑ (z)∣∣∣ ≤ ℑ (β0)} . (2.3.66)
Let, also, D0,ǫ stands for the open disk of radius ǫ that is centred at 0. I remind that, given a set S , S stands for its
closure and Int(S ) for its interior.
Proposition 2.3.2 Let m ∈ N be fixed and ǫ, δ > 0 be small enough. Assume that one is given two holomorphic
function ν and h on U2δ, such that
h (U2δ) ⊂ {z : ℜ (z) > 0} and z 7→ ℑ (h (z)) is bounded on U2δ . (2.3.67)
Then, there exists
• β0 ∈ C with ℜ (β0) > 0 large enough and ℑ (β0) > 0 small enough ;
• γ0 > 0 but small enough ;
• a small counterclockwise loop Cq around Kq+ǫ and in U2δ;
such that, given νβ (λ) = ν (λ) + iβh (λ), one has
e−2iπγνβ(λ) − 1 , 0 f or all λ on and inside Cq and uni f ormly in (β, γ) ∈ Uβ0 ×D0,γ0 . (2.3.68)
Moreover, given the integral kernel
U
[
γνβ
] ( {µpa}n1{
µha
}n
1
)
(ω,ω′)
as defined by (2.3.39), there exists β0 ∈ H+, ℜ(β0) > 0, such that the function
D
(
z
)
= G
(
1 − γνβ (−q) )G(2 + γνβ (q) ) n∏
a=1
(
e−2iπγνβ(µha) − 1
)
· detCq
[
id + γU
[
γνβ
] ( {µpa}n1{
µha
}n
1
) ]
(2.3.69)
is holomorphic in z = ({µpa}n1, {µha }n1 , β, γ) belonging to Unδ × Int(Kq+ǫ)n×Uβ0 ×D0,γ0 , this uniformly in 0 ≤ n ≤ m.
D admits a (unique) analytic continuation to Unδ × Int
(
Kq+ǫ
)n × {z ∈ C : ℜ (z) ≥ −ǫ} ×D0,1+ǫ .
The proof can be found in Section 3.3 of paper [A4].
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2.3.5 Form factors of the critical ℓ-classes
I have mentioned earlier that the expressions for the large-L behaviour of the form factors can be further simplified
if one has more information on the integers {pa} and {ha} and, in particular, on their magnitude in respect to N.
Due to the prominent role the ℓ-critical classes play in the large-distance and long-time asymptotic analysis of two
and multi-point functions, I shall now discuss the reduction of the large-L asymptotic behaviour of the conjugated
field form factor in the case when the particle-hole integers describe an excitation belonging to an ℓ-critical class,
c.f. (5.2.13). Effectively, such form factors are parametrised by the integer ℓ, the values of the thermodynamic
limit of the counting function associated to an ℓ-critical class on the left or right Fermi boundary:
F±ℓ = ℓ(Z(q) − 1) ±
1
2
Z−1(q) , (2.3.70)
and the sets of "local" left/right integers:
{pa;+}np;+1 ∪ {pa;−}
np;−
1 and {ha;+}
nh;+
1 ∪ {ha;−}
nh;−
1 (2.3.71)
where pa;± and ha;± appear in (5.2.13).
Note that the expression for the values of the shift function on the Fermi boundaries follows from the identities
Z(λ) = 1 + φ(λ,−q) − φ(λ, q) and Z−1(q) = 1 + φ(−q, q) − φ(q, q) . (2.3.72)
The first one is straightforward while the second one has been established in [246, 334].
Corollary 2.3.3 Given an excited state belonging to the ℓ-critical class and parametrised by the sets of local
particle-hole integers (2.3.71), the form factor of the conjugate field admits the large-L asymptotic expansion:∣∣∣∣〈Ψ ({µℓa}N+11 ) |Φ† (0) |Ψ ({λa}N1 ) 〉∣∣∣∣2
||Ψ
(
{µℓa}N+11
)
||2 · ||Ψ
(
{λa}N1
)
||2
= A(ℓ)({pa;±}; {ha;±}) · (1 + O( ln L +max({pa;±; ha;±})L
))
(2.3.73)
where the coefficient A(ℓ)({pa;±}; {ha;±}) reads
A(ℓ)({pa;±}; {ha;±}) =
∣∣∣Fℓ(Φ†)∣∣∣2
L
(
F+
ℓ
+ℓ+1
)2
+
(
F−
ℓ
+ℓ
)2 · G2(2 + F+ℓ ) ·G2(1 − F−ℓ )G2(2 + ℓ + F+
ℓ
) ·G2(1 − ℓ − F−
ℓ
)
× Rnp;+,nh;+
({pa;+}; {ha;+} | F+ℓ + 1) Rnp;−,nh;−({pa;−}; {ha;−} | −F−ℓ ) (2.3.74)
and
Rnp,nh
({pa}, {ha} | F) = (sin [πF]
π
)2nh np∏
a>b
(pa − pb)2 ·
nh∏
a>b
(ha − hb)2
np∏
a=1
nh∏
b=1
(pa + hb − 1)2
np∏
a=1
Γ2
(
pa + F
)
Γ2
(
pa
) nh∏
a=1
Γ2
(ha − F)
Γ2
(ha) . (2.3.75)
The explicit expression for the amplitude Fℓ(Φ†) can be readily inferred from the expression for the smooth
and discrete parts. Since it will play no role in the following, I refer to Section 3 of [215]. Note that Fℓ
(
Φ†
)
can be interpreted as the properly normalised in the volume L thermodynamic limit of the form factor of the
conjugated field operator taken between the ground state and the fundamental representative of the excited state
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in the ℓ critical class. More precisely, let {ℓa}N+11 be a set of integers giving rise to an excited state in the ℓ critical
class parametrised by the integers:
{
{pa;+ = a}ℓ1 ; {∅}
}⋃ {{∅} ; {ha;− = a}ℓ1} if ℓ ≥ 0{
{∅} ; {ha;+ = a}−ℓ1
}⋃ {{pa;− = a}−ℓ1 ; {∅}} if ℓ ≤ 0 . (2.3.76)
Then, it follows from (2.3.74), that
lim
L→+∞
{
L
(
F+
ℓ
+ℓ
)2
+
(
F−
ℓ
+ℓ
)2
·
∣∣∣∣〈Ψ ({µℓa}N+11 ) |Φ† (0) |Ψ ({λa}N1 ) 〉∣∣∣∣2
||Ψ
(
{µℓa}N+11
)
||2 · ||Ψ
(
{λa}N1
)
||2
}
=
∣∣∣Fℓ(Φ†)∣∣∣2 . (2.3.77)
2.4 Large volume behaviour of the form factors in the massive regime of the
XXZ chain
I have mentioned in the introduction that the XXZ Hamiltonian is a massive model as soon as the anisotropy
exceeds one. Actually, the model in its massive phase posses a two-fold degenerated ground state. Starting from
the model in finite-volume, one can obtain [219] determinant representations for the form factors of its local oper-
ators, the spin operators σxa, σ
y
a and σza acting non-trivially on the ath site of the chain as the corresponding Pauli
matrices. Building on these expressions, Izergin, Kitanine, Maillet and Terras computed the infinite volume limit
of |〈ΨG;1 |σz1|ΨG;2 〉|2, where ΨG;ι, ι = 1, 2 are the two ground states. In the joint work with M. Dugave, F. Göh-
mann and J. Suzuki [A1], we have pushed these results much further and obtained the large-volume asymptotic
behaviour of all form factors of the form |〈ΨG;ι |σz1|Ψex 〉|2, ι = 1, 2 where |Ψex 〉 refers to the excited states. These
form factors exhibit a integer power-law decay L−nh in the volume. The exponent nh corresponds to the number
of continuous modes -the holes- that describe the given excited state in the L → +∞ limit.
To be more precise about the structure of the answer, I would like to recall that the two ground states |ΨG;ι
〉
of the XXZ spin-1/2 chain in the massive regime belongs to the zero magnetisation sector [371]. Under very
reasonable hypothesis, on can show that, in the large-L limit, the excited states |Ψex
〉
= | {χa}nχ1 ; {νha }nh1
〉
having a
finite excitation energy above the ground state are parametrised by hole-rapidities {νha}nh1 and complex roots {χa}
nχ
1 .
In the thermodynamic limit, the hole-rapidities become free parameters belonging to [−π/2 ; π/2] while the value
of the complex roots are discrete and given as solutions to a set of higher-level Bethe Ansatz equations [15, 360]
which depend on the set of hole parameters {νha}nh1 that are associated with the state:
Y0
(
χa | {χa}nχ1 ; {νha}nh1
)
= 0 , a = 1, . . . , nχ . (2.4.1)
As a result of the asymptotic analysis of the determinant expressions for the form factors, it was shown in [A1]
that the properly normalised ground to excited state form factor of the σz1 operator admits an interpretation in
terms of a form-factor density F (z)({νha}nh1 ; {χa}nχ1 ):
∣∣∣∣〈ΨG;ι |σz| {χa}nχ1 ; {νha}nh1 〉∣∣∣∣2 = nh∏
a=1
{ 1
Lρ(νha )
}
·
(
F (z)({νha}nh1 ; {χa}nχ1 ) )2
detnχ
[ ∂
∂ub
Y0(ua | {uc}nχ1 ; {νha}nh1 )]|ua=χa
·
(
1 + O(L−1)) . (2.4.2)
Here the function ρ represents the density of real Bethe roots in the interval [−π/2 ; π/2]. The Jacobian of the
function Y0 generating the higher-level Bethe Ansatz equations can be thought of as a higher-level expression for
the norm of an excited state. It provides one with the proper normalisation factor that is intimately attached to the
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discrete measure corresponding to a summation over all the solutions to the higher level Bethe Ansatz equations
(2.4.1).
The clear interpretation of the formula in terms of a form factor density allows one to write down, under
appropriate hypothesis of convergence, form factor expansions for the model in infinite volume. This strongly
contrasts with the model in its massless phase where the non-integer power-law decay of the form factors of local
operators does not allow one to write down, in any meaningful way, the form factor expansion directly in the
infinite volume limit of the model.
Conclusion
The main result discussed in this chapter consists in providing the typical form of the large-L behaviour of form
factors in massless quantum integrable models. I have discussed this form on the example of the conjugated field
form factor in the non-linear Schrödinger model but the overall feature of the asymptotic behaviour are actually
true for other local operators and also other quantum integrable models. The general feature is that the form factors
decay as a non-integer power in the volume. This renders the treatment of such models complicated directly in the
infinite volume limit. As it will become clear later on, the expressions for the large-L behaviour of the form factors
are at the root of understanding the large-distance and long-time asymptotic behaviour of multi-point correlation
functions in massless models.
Very briefly, in the last Section, I have discussed the form taken by the large-L asymptotic behaviour of form
factors of local operators in massive models. These decay as an integer power of the volume. This is in strong
contrast with the massless case and explains why it was possible to treat massive models directly in the continuum.
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Chapter 3
Large-distance and time asymptotics of
two-point functions: the multidimensional
Natte series approach
As follows from the discussion carried out in the last chapter, one is able to represent the form factors of local
operators in a wide class of quantum integrable models solvable by the algebraic Bethe Ansatz as finite-size de-
terminants [219, 302]. It has been shown by Korepin and Slavnov [242] in 1990 that, for free fermion equivalent
models, it is possible to build on such a determinant structure so as to explicitly sum-up the form factor expan-
sion of two-point correlation functions. Slavnov generalised [332] the setting in 1996 to the case of a specific
multi-point correlation function arising in the free fermion limit of the non-linear Schrödinger model. Within the
free fermionic form factor summation approach, once the infinite volume limit is taken, a two-point function is
represented by a Fredholm determinant (or some finite rank perturbation thereof) of an integrable integral operator
id+Vx acting on some contour CV that is determined by the properties of the model. For models subject to periodic
boundary conditions, the operator Vx depends on the distance separating the two operators as well as on the dif-
ference of time evolution between them. In fact, for a general free-fermion equivalent model at zero temperature,
the integral operator id + Vx associated with the form factor expansion of the time and space dependent two-point
functions acts on a compact interval [−q ; q] of R while its integral kernel Vx(λ, µ) fits into the class of kernels
Vx(λ, µ) = 4sin[πν(λ)] sin[πν(µ)]2iπ(λ − µ) e(λ)e(µ)
{
OCV[ν, e−2](λ) −OCV[ν, e−2](µ)
}
, e(λ) = e−i xu(λ)2 − g(λ)2 . (3.0.1)
The above kernel is expressed in terms of two auxiliary functions ν and e. The function ν encodes the fine structure
of the excitations above the ground state, e is some oscillating function while OCV stands for the integral transform:
OCV[ν, E](λ) = i
∫
CV
E (s)
s − λ ·
ds
2π
+
E (λ)
e−2iπν(λ) − 1 . (3.0.2)
The functions ν, u and g just as the integration curve CV appearing in (3.0.2) depend on the specific model that
one considers. In fact, for free-fermion equivalent models, ν and g are constants while u takes a simple form.
The contour CV corresponds, in this case, to a deformation of the real axis. The asymptotic analysis of Fredholm
determinants det [id + Vx] for various cases of interest to free fermion equivalent models has been carried out, in
particular, in the works [73, 181].
When considering quantum integrable models that are away of their free-fermion point, it is not possible to
represent correlation functions in terms of Fredholm determinants or finite rank perturbations thereof any more.
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However, as first observed in the work [213] and later developed in [A7, A9, A10] one can represent the correlation
functions through series of multiple integrals of the type (or some small variation this form)
∑
n≥0
1
n!
q∫
−q
n∏
a=1
dλa
2iπ
∮
Cz
n∏
a=1
dza
2iπ
∮
Cy
n∏
a=1
dya
2iπ
n∏
a=1
{
eix[u(ya )−u(λa)]
za − λa
}
· detn
[ 1
za − λb
]
· Fn
(
λ1, . . . , λn
y1, . . . , yn
)
. (3.0.3)
There, Cz and Cy are some contours in C encircling [−q ; q], u is a holomorphic function in a neighbourhood
of [−q ; q] ∪ Cy and is real valued on [−q ; q] while Fn is some holomorphic function in a neighbourhood of the
integration contour satisfying to some technical hypothesis. I call such series multidimensional Fredholm series.
This name originates from the fact that, at the free fermion point, these series degenerate to the Fredholm series
associated with some integral operator. There are quite a few open question relatively to multidimensional Fred-
holm series, a general theory allowing one to set sharp convergence criterion in particular. However convergence
is a question that can be considered on separate grounds from the one of the large-x asymptotic expansion of the
object that the series represent. Still, in order to carry a more concrete discussion, it is easier to think in terms
of the series than in terms of the object it represents. Thus, for the time being, I will assume the series to be
convergent.
I showed in the works [A7, A9] that the analysis of the large-x behaviour of such series boils down to one of an
effective generalised free fermion model. As a consequence, the large-x analysis boils down to one of Fredholm
determinants of operators id+Vx with Vx given by (3.0.1). However, the price is that one has to consider functions
ν and e that are quite general in contrast to the free fermion point. The approach of [A7, A9] shows that kernels
of the type (3.0.1) appear as a natural basis of special functions allowing one to represent series of the type (3.0.3)
and thus the correlation functions of a wide class of interacting (i.e. away from their free fermion point) integrable
models as the action of a certain multidimensional flow on their associated Fredholm determinants. The main
motivation for my study [A8] of the time-dependent generalised sine kernel (3.0.1) was to obtain a convenient
and effective representation - that I called the Natte series‡- for the associated Fredholm determinant. This series
is built in such a way that one can read off the large-x asymptotic behaviour of the determinant. Besides, it also
allows one to access to the structure of the all order large-x asymptotic expansion of the determinant. The Natte
series for the Fredholm determinant allows one to recast the representation of (3.0.3) in terms of the action of a
multidimensional flow as some explicit new series of multiple integrals. The latter provides one with a new type
of representation for two-point functions. The main feature of this representation is that it is built in such a way
that one is able to read-off the asymptotic behaviour of the correlators out of it. Therefore, the results established
in my paper [A8] provide one of the fundamental tools that are necessary for carrying out the long-distance and
large-time asymptotic analysis of the two-point functions in massless integrable models which was carried out in
[A7, A9].
I will discuss the method of multidimensional flows and the results it begets in this chapter. In Section 3.1,
I will present results relative to the large-x asymptotic behaviour of the Fredholm determinant of the operator
id + Vx with Vx given by (3.0.1). On the one hand, I will provide the full structure of its large-x asymptotic
expansion and, on the other hand, I will present its Natte series expansion. Finally, I will also discuss the Natte
series representation for the Fredholm determinant associated with a rank one perturbation of the operator id+ Vx.
This last result will be of main interest to the study of the large-distance and long-time asymptotic behaviour
of the two-point function considered in this chapter. In Sections 3.2 and 3.3, I will focus on discussing the
method of multidimensional flows on the example of the zero temperature reduced density matrix in the non-
‡The origin of this name issues from the so-called pig-tail (or braid) hairstyle that is called Natte in French. A braid is a specifically
ordered reorganization of the loose hair-do style. Similarly, the Natte series reorganizes the Fredholm series in a very specific way, so that
the resulting representation is perfectly fit for carrying out an asymptotic expansion.
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linear Schrödinger model. This correlator is defined, for the model in finite volume L, as
ρN(x, t) ≡ 〈Ψ({λa}N1 ) |Φ (x, t)Φ†(0, 0) |Ψ({λa}N1 ) 〉 · ∣∣∣∣∣∣∣∣Ψ({λa}N1 )∣∣∣∣∣∣∣∣−2 . (3.0.4)
Above, the parameters {λa}N1 correspond to the set of Bethe roots giving rise to the model’s ground state.
In Section 3.2, I will provide a quick sketch of the main ideas behind the multidimensional flow method. Then,
in Subsection 3.2.2, I will present the results for the large-distance and long-time asymptotic behaviour of the
field-conjugated field correlator. In Section 3.3, I will explain how, starting from the form factor series expansion
of ρN(x, t), one can construct, in the infinite-volume limit, the multidimensional Fredholm series representation
for the field-conjugated field correlator. This construction builds on certain technical hypothesis of convergence
of auxiliary series and relies on the per se multidimensional deformation flow method. I will then provide the
multidimensional Natte series representation for ρN(x, t), directly in the infinite volume.
3.1 Large-x asymptotic behaviour of an auxiliary Fredholm determinant
Hypothesis
The characterisation of the large-x asymptotic behaviour of det
[
id+ Vx
]
, or of the determinant of some small rank
perturbations of Vx, holds provided that the functions u, g and ν entering in the description of the integrable kernel
(3.0.1) satisfy to a certain amount of hypotheses:
• There exists δ > 0 such that u and g are both holomorphic on strip Uδ/2, c.f. (2.3.65).
• The function u is real valued on R and has a unique saddle-point in Uδ/2 located at λ0 ∈ R \ {±q}. This
saddle-point is a zero of u′ with multiplicity one, that is to say ∃ ! λ0 ∈ R : u′(λ0) = 0 and u′′(λ0) < 0.
• u is such that, given any η > 0, eiηu(λ) decays exponentially fast in λ when ±ℑ (λ) > δ > 0 for any fixed
δ > 0, and ℜ(λ) → ∓∞ with λ ∈ Uδ/2.
• The function ν is holomorphic in an open neighbourhood Nq ⊂ Uδ/2 of [−q ; q]. It is also such that
sin [πν (λ)] has no zeroes in some open neighbourhood of [−q ; q] lying in Uδ/2.
• The function ν has a "sufficiently" small real part at ±q, i.e.
∣∣∣ℜ [ν (±q)]∣∣∣ < 1/2.
• The contour CV is as depicted in Figure 3.1.
3.1.1 The Natte series representation of the Fredholm determinant
In order to state the result, I first need to introduce a few auxiliary functionals that arise in the description of the
Natte series. The functional
V(0)x
[
ν, u, g
]
=
B [ν, u]
xν
2(q)+ν2(−q) · exp
{∫ q
−q
[ixu′(λ) + g′(λ)] ν (λ) dλ} , (3.1.1)
describes an overall pre-factor of the Natte series. It is expressed by means of the auxiliary functional B [ν, u]
which takes the form
B [ν, u] = G
2(1 + ν (q) ) ·G2(1 − ν (−q) ) · ei π2 (ν2(q)−ν2(−q)) · eC1[ν][
2q
(
u′(q) + i0+)]ν2(q) · [2q(u′(−q) + i0+)]ν2(−q) · (2π)ν(−q)−ν(q) , (3.1.2)
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R
R + iδ
R − iδ
b b−q q
CV
Figure 3.1: The contour CV ⊂ Uδ/2.
where G is the Barnes function [17] and
C1 [ν] =
1
2
q∫
−q
ν′ (λ) ν (µ) − ν′ (µ) ν (λ)
λ − µ · dλdµ + ν (q)
q∫
−q
ν (q) − ν (λ)
q − λ dλ+ ν (−q)
q∫
−q
ν (−q) − ν (λ)
q + λ
dλ . (3.1.3)
Note that the i0+ regularization is important only when u′(q) < 0 or u′(−q) < 0 and allows one for a non-
ambiguous definition of the power-laws appearing above. I do stress that I always understand powers as defined
through the principal branch of the logarithm, viz. arg ∈] − π ; π[.
Theorem 3.1.1 Under the mentioned hypothesis, the Fredholm determinant det [id + Vx] admits the Natte series
expansion:
det [id + Vx] = V(0)x [ν, u, g] ·
1 +∑
n≥1
Hn [ν, eg, u] . (3.1.4)
The coefficients of the Natte series expansion Hn [ν, eg, u] are certain functional of ν, eg and u. Their explicit
characterisation, in terms of combinatorial sums, can be found in equation (7.10) of [A8]. These functionals
satisfy to the estimates∣∣∣Hn [ν, eg, u]∣∣∣ ≤ [m(x)]n , (3.1.5)
with the control function m (x) being n-independent and growing as m(x) = O (x−w) with
w =
3
4
min
(
1/2, 1 − w˜ − 2 max
ǫ=±
∣∣∣ℜν (ǫq)∣∣∣) and w˜ = 2 sup {∣∣∣ℜ [ν (λ) − ν (ǫq)]∣∣∣ : |λ − ǫq| = δ , ǫ = ±} , (3.1.6)
where δ > 0 is taken small enough. These bounds ensure the absolute convergence of the Natte series provided
that x is large enough.
The functionals Hn [ν, eg, u] take the form
Hn [ν, eg, u] = H (∞)n [ν, eg, u] + [
n
2 ]∑
m=−[ n2 ]
eixm[u(q)−u(−q)]
x2m[ν(q)+ν(−q)]
H (m)n
[
ν, eg, u
]
+
[ n2 ]∑
b=1
b∑
p=0
[ n2 ]−b∑
m=b−[ n2 ]
eixm[u(q)−u(−q)]
x2m[ν(q)+ν(−q)]
· x b2 e
ixη[bu(λ0)−pu(q)−(b−p)u(−q)]
x2η(b−p)ν(−q)−2ηpν(q)
· H (m,b,p)n
[
ν, eg, u
]
. (3.1.7)
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There [·] stands for the floor function and I have adopted the convention that
η = 1 in the space − like regime η = −1 in the time − like regime . (3.1.8)
In this decomposition, one has that H (∞)n [ν, eg, u] = O
(
x−∞
)
only produces exponentially small in x corrections
to Hn [ν, eg, u] while the functionals H (m)n [ν, eg, u] and H (m,p,b)n [ν, eg, u] admit the asymptotc expansions
H (m)n
[
ν, eg, u
]
∼
∑
r≥0
H (m)n;r
[
ν, eg, u
]
with H (m)n;r
[
ν, eg, u
]
= O
(log x)n+r−2m
xn+r
 ,
H (m,b,p)n
[
ν, eg, u
]
∼
∑
r≥0
H (m,b,p)n;r
[
ν, eg, u
]
with H (m,b,p)n;r
[
ν, eg, u
]
= O
(log x)n+r−2(m+b)
xn+r
 . (3.1.9)
This Natte series expansion is proven in Section 7 of [A8]. The various estimates of the building blocks of the
Natte series provide one with the structure of the asymptotic expansion of the Fredholm determinant. In do stress
that this asymptotic expansion goes beyond the type usually encountered for higher transcendental functions.
Indeed, the large-x asymptotic expansion contains a tower of different fractional powers of x, each appearing with
its own oscillating pre-factor. Once that one has focused attention on a given phase factor and associated decay
as a fractional power in x, then the corresponding functional coefficients H (m)n [ν, eg, u] or H (m,b,p)n [ν, eg, u] admit
an asymptotic expansion in the more-or-less standard sense. That is to say, they admit an asymptotic expansion
into a series whose rth term can be written as Pr+n
(log x) /xn+r with Pr+n being a polynomial of degree at most
r+n. One of the consequences of such a structure is that an oscillating term that appears in a sense "farther" (large
values of n) in the asymptotic series might be dominant in respect to a non-oscillating term present in the "lower"
orders of the Natte series. This structure of the asymptotic expansion proves the conjectures raised in [289, 353]
for certain specialisations of this kernel. Also, upon specialisation, one gets in this way the general structure of
the asymptotic expansion of the fifth Painlevé transcendent associated with the pure sine kernel [195]. First few
terms of the asymptotic expansion have been obtained by McCoy and Tang [279]. The presence of logarthms ln x
in the expansion was first observed in [214].
I will now present the first few explicit terms of the large-x asymptotic expansion of the Fredholm determinant.
The subleading terms in (3.1.4) are written somewhat implicitly. So as to be explicit, one has to distinguish
between two situations depending on whether the saddle-point λ0 is inside of ] − q ; q[ or outside of it. The first
case (−q < λ0 < q) will be called the time-like regime and to the second one (|λ0| > q) the space-like regime.
Corollary 3.1.2 Under the mentioned hypothesis, the Fredholm determinant det [id + Vx] admits the leading x →
+∞ asymptotic behaviour:
det [id+ Vx] = ∑
ǫ∈{±1,0}
V(0)x
[
ν + ǫ, u, g
] · (1+O( log x
x
))
+
b1
[
ν, u, g
]
x
3
2
V(0)x
[
ν, u, g
] · (1+O( log x
x
))
. (3.1.10)
The functional b1 [ν, u, g] takes different forms depending on the space-like or time-like regime:
b1
[
ν, u, g
]
=
1√−2πu′′(λ0)

ν (−q)
u′(−q) (λ0 + q)2
S0
S− −
ν (q)
u′(q) (λ0 − q)2
S0
S+ time − like
ν (−q)
u′(−q) (λ0 + q)2
S−
S0 −
ν (q)
u′(q) (λ0 − q)2
S+
S0 space − like
. (3.1.11)
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The constants S± and S0 are defined as
S+ =
[
2qxu′(q) + i0+]2ν(q) e2(q) (e−2iπν(q) − 1) Γ (1 − ν (q))
Γ (1 + ν (q)) exp
{
− 2
∫ q
−q
ν (q) − ν (µ)
q − µ dµ
}
, (3.1.12)
S− =
(
e−2iπν(−q) − 1
)
[
2qxu′ (−q) + i0+]2ν(−q) e2 (−q) Γ (1 + ν (−q))Γ (1 − ν (−q)) exp
{
2
∫ q
−q
ν (−q) − ν (µ)
q + µ
dµ
}
, (3.1.13)
and
S0 = e2(λ0) ei
π
4
(
λ0 + q
λ0 − q − i0+
)2ν(λ0)
exp
{
− 2
∫ q
−q
ν (λ0) − ν (µ)
λ0 − µ dµ
}
×

(
e−2iπν(λ0) − 1
)2
time − like
1 space − like
.
(3.1.14)
The proof of this expansion can be found in Section 6.2 of [A8] and heavily relies on the asymptotic analysis
of the Riemann–Hilbert problem associated with Vx that is carried out in Sections 3 to 5 of the same paper. I will
not venture into the details of this Riemann–Hilbert problem here and, rather, refer to [A8] for more precisions.
The specific case of the kernel Vx(λ, µ) corresponding to
u(λ) = λ − tλ2/x , g = 0 , q = 1 and ν = cst (3.1.15)
has been studied in the literature in the context of its relation with the impenetrable fermion gas [73]. Upon such
a specialisation, one indeed recovers the coefficients of the asymptotic expansion obtained in that paper.
The first terms in the expansion (3.1.10) correspond to the first non-oscillating and the first two oscillating
corrections that are not related with the presence of the saddle-point at λ0 in the sense that they are purely due
to the effects induced by the presence of the boundaries ±q. These corrections can be recast in a slightly more
explicit form as
∑
ǫ∈{±1,0}
V(0)x
[
ν + ǫ, u, g
]·(1+O( log x
x
))
= exp
{ q∫
−q
[ixu′ (λ) + g′ (λ)] ν (λ) dλ}×{ B [ν, u]
xν
2(q)+ν2(−q) ·
(
1+O
( log x
x
))
+B [ν + 1, u]·e
ix[u(q)−u(−q)]+g(q)−g(−q)
x(ν(q)+1)2+(ν(−q)+1)2
·
(
1+O
( log x
x
))
+B [ν − 1, u]·e
ix[u(−q)−u(q)]+g(−q)−g(q)
x(ν(q)−1)2+(ν(−q)−1)2
·
(
1+O
( log x
x
))}
.
3.1.2 The Natte series representation for a rank one perturbation
I now provide a more extensive description of the Natte series representation for the Fredholm determinant of a
rank 1 perturbation of the operator id + Vx. More details can by found in Proposition 7.2 of [A8].
The object of interest XCV[ν, e2] is defined as:
XCV[ν, e2] =
( ∫
CV
e−2(λ) · dλ
2π
+
∂
∂α
)
|α=0
· det [id + Vx + αP] (3.1.16)
where P is the one-dimensional projector acting on L2(CV) with the integral kernel
P(λ, µ) = 2
π
sin [πν (λ)] sin [πν (µ)] e(λ) e(µ) OCV [ν, e−2](λ) OCV[ν, e−2](µ) . (3.1.17)
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XCV[ν, e2] can be recast in terms of the unique solution f to the linear integral equation
sin [πν (λ)] f (λ) +
q∫
−q
Vx (λ, µ) sin [πν (µ)] f (µ)dµ = sin [πν (λ)] e(λ) OCV[ν, e−2](λ) . (3.1.18)
This alternative expression reads
XCV[ν, e2] =
( ∫
CV
e−2(λ) · dλ
2π
+ 2
∫ q
−q
sin2[πν (λ)] f (λ)e(λ)OCV
[
ν, e−2
](λ) · dλ
π
)
· det [id + Vx] . (3.1.19)
Finally, I need to introduce a finite truncation of the contour CV: C (w)V = C
(∞)
V
∩
{
z ∈ C :
∣∣∣ℜz∣∣∣ < w}. C (∞)
V
and
C (w)
V
have been depicted in Fig. 3.2.
R
R + iδ
R − iδ
b b bb b−q q λ0−w w
C (w)
V
C (∞)
V
Figure 3.2: The contour C (w)
V
consists of the solid line. The contour C (∞)
V
corresponds to the union of the solid
and dotted lines. The localisation of the saddle-point λ0 corresponds to the space-like regime. Both contours lie
in Uδ/2.
The Natte series for the perturbed determinant XC (w)
V
[
ν, e2
]
contains the auxiliary functionals:
A+[ν, p] = −2q · κ−2[ν] (q)[
2qp′(q)]2ν(q)+1 Γ
(
1 + ν (q)
−ν (q)
)
1
e−2iπν(q) − 1 , κ [ν] (λ) = exp
{
−
∫ q
−q
ν (λ) − ν (µ)
λ − µ dµ
}
,
(3.1.20)
and
A− [ν, p] = −2q
κ2[ν](−q)Γ
(
1 − ν (−q)
ν (−q)
) [
2qp′(−q)]2ν(−q)−1
e−2iπν(−q) − 1 and A0 [ν] = e
−i π4κ−2[ν](λ0)
(
λ0 − q
λ0 + q
)2ν(λ0)
. (3.1.21)
Theorem 3.1.3 Let w > |λ0| + q > 0 and x be large enough. Then, the perturbed determinant XC (w)
V
[
ν, e2
]
given
by (3.1.19) admits the Natte series representation
XC (w)
V
[
ν, e2
]
=
B [ν, u + i0+]
xν
2(q)+ν2(−q) e
q∫
−q
[ixu′(λ)+g′(λ)]ν(λ)dλ{A0[ν] 1]q ;+∞[ (λ0)√−2πxu′′(λ0) eixu(λ0)+g(λ0) + A+
[
ν, u + i0+]
x1+2ν(q)
eixu(q)+g(q)
+
A−[ν, u + i0+]
x1−2ν(−q)
eixu(−q)+g(−q) +
∑
n≥1
∑
~k∈Kn
∑
En(~k)
∫
C (w)
V;ǫt
H({ǫt})n;x
( {u (zt)} ; {zt} ) [ν] ∏
t∈J{k }
eǫtg(z t)
dnzt
(2iπ)n
}
.
(3.1.22)
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The second sum appearing in the last line of (3.3.45) runs through all the elements ~k belonging to
Kn =
{
~k = (k1, . . . , kn+1) : kn+1 ∈ N∗ and ka ∈ N , a = 1, . . . , n such that
n∑
a=1
aka+ kn+1 = n
}
. (3.1.23)
Once that an element of Kn has been fixed, one defines the associated set of triplets J{~k }:
J{~k } =
{
(t1, t2, t3) , t1 ∈ [[ 1 ; n + 1 ]] , t2 ∈ [[ 1 ; kt1 ]] , t3 ∈ [[ 1 ; t1 − nδt1,n+1 ]]
}
. (3.1.24)
The third sum runs through all the elements {ǫt}t∈J{~k } belonging to the set
En(~k ) =
{
{ǫt}t∈J{~k } : ǫt ∈ {±1, 0} ∀t ∈ J{~k } with
t1∑
t3=1
ǫt = 0 f or t1 = 1, . . . , n and
kn+1∑
p=1
ǫn+1,p,1 = 1
}
.
In other words, En(~k ) consists of n-uples of parameters ǫt labelled by triplets t = ( t1, t2, t3) belonging to J{~k }.
Each element of such an n-uple takes its values in {±1, 0}. In addition, the components of this n-uple are subject to
summation constraints. These hold for any value of t1 or t2 and are different whether one deals with t1 = 1, . . . , n
or with t1 = n + 1.
The integral appearing in the nth summand occurring in the third line of (3.3.45) is n-fold. The contours of
integration C (w)
V;ǫt depend on the choices of elements in En(~k ) and are realised as n-fold Cartesian products of one-
dimensional compact curves that correspond to various deformations of the base curve C (w)
V
depicted in Fig. 3.2.
In the w → +∞ limit, these curves go to analogous deformations of the base curve C (∞)
V
. All these contours lie
in Uδ/2. The detailed description of the curves C (w)V;ǫt can be found in the last paragraph of Theorem 7.1, below of
equation (7.27), and in Lemma 7.2 of [A8].
The above Natte series is convergent for x large enough in that one has the bounds∑
Kn
∑
En(~k)
∣∣∣∣∣∣∣∣∣∣H({ǫt })n;x [ν] ∏
t∈J{k }
eǫtg
∣∣∣∣∣∣∣∣∣∣
L1
(
C (∞)
V;ǫt
) ≤ c2 (c1
x
)nc3
. (3.1.25)
There c1 and c2 are some n-independent constants. These constants only depend on the values taken by u, and g
in some small neighbourhood of the base curve C (∞)
V
and by ν on a small neighbourhood of [−q ; q], whereas
c3 =
3
4
min
(
1/2, 1 − 2 max
τ=±
∣∣∣ℜ [ν (τq)]∣∣∣ − Υǫ) where Υǫ = 2 sup { ∣∣∣ℜ [ν (z) − ν (τq)]∣∣∣ : |z − τq| ≤ ǫ , τ = ±} .
Here ǫ > 0 is sufficiently small but arbitrary otherwise. I stress that, should these norms change, then so would
change the constants c1, c2 and c3 but the overall structure of the estimates in x would remain.
The Natte series expansion (3.1.22) has a well defined w → +∞ limit: all the concerned integrals are conver-
gent as the functions H({ǫt})n;x approach zero exponentially fast in respect to any variable that runs to ∞ along C (∞)V;ǫt .
In fact, one even has∑
Kn
∑
En(~k)
∣∣∣∣∣∣∣∣∣∣H({ǫt })n;x [ν] ∏
t∈J{k }
eǫtg
∣∣∣∣∣∣∣∣∣∣L1(C (∞)
V;ǫt
\C (w)
V;ǫt
) ≤ c2 (c1
x
)nc3 · e−c4 xw (3.1.26)
for a x and n-independent constant c4 > 0.
To close this section, I list several properties of the functions H({ǫt })n;x which will be of use later on:
89
i) H({ǫt })n;x ({u (zt)} ; {zt}) [ν] is a function of {u (zt)} and {zt}. It is also a regular functional† of ν;
ii) H({ǫt })n;x ({u (zt)} ; {zt})
[
γν
]
= O (γn) and the O holds in the (L1 ∩ L∞)(C (∞)
V;ǫt
)
sense ;
iii) H({ǫt })n;x can be represented as:
H({ǫt})n;x ({u (zt)} ; {zt}) [ν] = H˜({ǫt})n;x ({ν (zt)} ; {u (zt)} ; {zt})
∏
t∈J{k }
(κ [ν] (zt))−2ǫt ×
∏
t∈J{k }
ǫt=1
(
e−2iπν(z t) − 1
)2 (3.1.27)
where H˜({ǫt})n;x is a holomorphic function for
∣∣∣ℜ (ν)∣∣∣ ≤ 1/2 and κ [ν] (λ) is given by (3.1.20) ;
iv) H({ǫt })1;x = O
(
x−∞
)
and for n ≥ 2
H({ǫt})n;x = O
(
x−∞
)
+
[n/2]∑
b=0
b∑
p=0
[n/2]−b∑
m=b−[ n2 ]
eix[u(λ0)−u(−q)]
x2ν(−q)
ηb· eix[u(q)−u(−q)]
x2[ν(q)+ν(−q)]
m−ηp· ∑
τ∈{±1;0}
eτ
xn−
b
2
·
[
H({ǫt })n;x
]
m,p,b,τ .
(3.1.28)
The O
(
x−∞
)
appearing above holds in the
(
L1 ∩ L∞)(C (∞)
V;ǫt
)
sense. In order to lighten the formula, I dropped
the argument-dependent part. However, I do stress that the O (x−∞) as well as [H({ǫt})n;x ]m,p,b,τ depend on the same
set of variables as H(ǫt)n;x . Also, η is as defined by (3.1.8), while (3.1.28) makes use of the shorthand notation
e+ = e
ixu(q) x−2ν(q) , e− = eixu(−q)x2ν(−q) and e0 =
(
1 + η
)
eixu(λ0) . (3.1.29)
Finally, the functions [H({ǫt})n;x ]m,p,b,τ are only supported on a small vicinity of the points ±q and λ0. When integrated
along C (∞)
V;ǫt the integration reduces for each variable zt , to one over a small circle ∂D0;qτ around qτ (q± = ±q,
q0 = λ0). Their dependence on x is as follows. If a variable zt is integrated in a vicinity of qτ, the function[
H({ǫt })n;x
]
m,p,b,τ contains a fractional power of x±[2ν(z t)−ν(qτ)], multiplied by a function of zt which has a uniform
on ∂D0;qτ asymptotic expansion into inverse powers of x. The coefficients in this asymptotic expansions contain
higher and higher order poles at zt = qτ. Evaluating the integrals associated to the various terms of the asymptotic
expansion by residues at the poles at zt = qτ provides one with the pre-factor in front of the x−r terms. Since
derivatives may hit on the fractional powers x±[2ν(z t )−ν(qτ)], one ends up with a polynomial in ln x of degree r.
Hence, in fine, one ends up with a contribution that is a O( (ln x/x)r ). The structure of the integrands is such that,
upon computing all the partial derivatives and for any holomorphic function h in the vicinity of the points ±q, λ0,
one should make the replacement:∑
t∈J{~k }
ǫth (zt) ֒→ ηb (h (λ0) − h (−q))+ (m − ηp) (h (q) − h (−q))+ (δτ;1 + δτ;−1 + (1 + η) δτ;0/2) h (qτ) . (3.1.30)
3.1.3 The main steps of the proof
The Natte series is a consequence of the non-linear steepest descent based representation for the solution χ to the
2×2 Riemann–Hilbert problem associated with the integrable integral operator Vx. Indeed, the non-linear steepest
†See Definition 3.3.2 for a discussion of this property
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descent analysis allows one to put the Riemann–Hilbert problem for χ in correspondence with the Riemann–
Hilbert problem for an auxiliary, piecewise analytic, matrix Π. The jump matrices arising in the Riemann–Hilbert
problem for Π are uniformly and L1 ∩ L2 close to the identity matrix, what allows one to represent Π in terms of
a Neumann series. Further, one has the differential identity (c.f. Proposition 3.1 of [A8])
∂x log det
[
I + V
]
= −i ∂
∂η
{ ∮
Γ(CV)
dz
4π
eiηu(z)tr
[
(∂zχ) (z)
(
σz + 2
∫
CV
e−2(s)
s − z ·
ds
2iπE
12
)
χ−1(z)
]}
|η=0+
(3.1.31)
where E12 is the 2 × 2 matrix having 1 in its upper corner and 0 everywhere else while Γ (CE) is a loop in Uδ/2
enlacing counterclockwise the contour CV. This loop is such that it goes to infinity in the regions where eiηu(z),
η > 0 is decaying exponentially fast. The Natte series is then obtained by taking the ante-derivative over x
of (3.1.31) after having inserted the expression for χ in terms of Π and represented the latter by means of its
Neumann series representation. Various technical details related with such handlings can be found in Section 7
and Appendices B & C of [A8].
3.2 The large-distance and long-time asymptotic expansion of the reduced den-
sity matrix
3.2.1 A bird’s view of the method
In the following, ρ(x, t) = limN,L→+∞ ρN(x, t) will stand for the, presumably existing, thermodynamic limit of the
one-particle reduced density matrix ρN(x, t) given by (3.0.4). I will not develop on the existence of this limit, and
take this as a quite reasonable working hypothesis, although some arguments in favour thereof can be given.
The analysis starts with the non-linear Schrödinger model in finite volume. I will first provide certain re-
summation formulae for ρN(x, t) starting from its form factor expansion. Unfortunately, the very intricate structure
of the summation over all the excited states in a form factor expansion prevented me, so far, from analysing its
thermodynamic limit rigorously from the very beginning. I therefore introduce simplifying hypothesis. Namely,
denoting the relative excitation energy by Eex, c.f. (2.3.21), I will argue that all contributions issued from ex-
cited states such that Eex scales with L do not contribute to the thermodynamic limit of ρN(x, t). This hypothesis
then reduces the problem to the analysis of an effective form factor series ρN;eff (x, t). I then introduce a cer-
tain γ-deformation ρN;eff(x, t | γ) thereof. My conjecture states that ρN;eff(x, t | γ = 1) = ρN;eff(x, t) has the same
thermodynamic limit as ρN(x, t).
Then, I will focus on the analysis of the Taylor coefficients at γ = 0 of the γ-deformation:
ρ
(m)
N;eff(x, t) ≡
∂m
∂γm
ρN;eff (x, t | γ)
∣∣∣
γ=0 . (3.2.1)
All rigorous, conjecture-free, results of this analysis are relative to these Taylor coefficients. I will show that
ρ
(m)
N;eff (x, t) admits a well-defined thermodynamic limit ρ
(m)
eff
(x, t). One can provide two different representations for
this limit, each being given in terms of a finite sum of multiple integrals.
• The first representation is in the spirit of the ones obtained in [213] and [A10]. It corresponds to a truncation
of a multidimensional deformation of the Fredholm series for the Fredholm determinant (3.1.16).
• The second representation is structured in such a way that it allows one to read off straightforwardly the
first few terms of the asymptotic expansion of ρ(m)
eff
(x, t). The various terms appearing in this representation
are organised in such a way that the identification of those that are negligible in the x → +∞ limit (e.g.
exponentially small in x) is trivial. The second series corresponds to a truncation of an object that can be
thought of as a multidimensional deformation of a Natte series.
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The above two results are derived rigorously without any additional conjecture. However, in order to push the
results further and compute the large-distance and long-time asymptotic behaviour of the reduced density matrix
in infinite volume ρ(x, t), I need, again, to rely on additional conjectures. Namely that
1. the series of multiple integrals that arises upon summing up the thermodynamic limits of the Taylor coeffi-
cients
∑+∞
m=0 ρ
(m)
eff
(x, t) /m! is convergent;
2. this series coincides with the thermodynamic limit of ρN;eff(x, t | γ = 1) and hence, due to the first conjecture,
with ρ (x, t).
On the basis of these conjectures one can write down two types of series of multiple integral representations for
the thermodynamic limit of the reduced density matrix. One of the series is a multidimensional Fredholm series,
viz. is of the form (3.0.3). The second series issues from a multidimensional deformation flow of the Natte series
expansion for the rank one perturbation of the Fredholm determinant described in Section 3.1.2, Theorem 3.1.3.
Just as the original Natte series, the multidimensional one, viz. the one resulting from the deformation flow, has
all the virtues in respect to the computation of the long-time and large-distance asymptotic behaviour of ρ(x, t): it
is structured in such a way that one readily reads off from its very form, the sub-leading and the first few leading
terms of the asymptoics.
Before going a bit deeper into the details, it seems important to emphasise that all of the conjectures stated
above are supported by the fact that they can be proven to hold in the limiting case of a generalised free fermion
model [A8]. Unfortunately, in the general case +∞ > c > 0 considered here, the highly coupled nature of the
integrands involved in the mentioned representations does not allow one for any simple check of the convergence
properties. Doing so demands to push the large deviation based approach to extracting the large number of
integration asymptotic behaviour of multiple integrals far beyond its present boarders, at least in my opinion. The
progress I obtained recently in this field, see Chapter 7, can be seen as a first step toward obtaining such estimates.
3.2.2 Asymptotic behaviour of the reduced density matrix
I now describe the first few terms of the large-distance and long-time asymptotic behaviour of ρ(x, t), this provided
that the hypothesis and conjectures described above do hold. Recall that the relative excitation momentum (2.3.20)
and energy (2.3.21) of an excited state is described in terms of the dressed momentum p (2.3.9) and dressed energy
ε (2.3.8). One constructs out of these functions the function
u(λ) = p(λ) − tε(λ)/x (3.2.2)
which plays an essential role in the large-distance and long-time asymptotic behaviour. It can be seen as a dressed
counterpart of the bare function u0(λ) = p0(λ) − tε0(λ)/x. It is readily seen that the bare function u0 is such that
u′0 admits a unique zero on R that is, furthermore, simple. It can be readily seen through a perturbative argument
in respect to c−1 -that is however non-uniform in the ratio t/x- that u′ admits a unique zero λ0 on R , and that this
zero is simple. This also seems to be confirmed by numerical simulations at lower values of c. I shall assume †
that this still holds true for any value of c. I will also make the additional assumption that λ0 is uniformly away
from the endpoints of the Fermi zone, viz. λ0 , ±q.
Let x > 0 be large, the ratio x/t be fixed and such that λ0 is uniformly away from ±q. Then, under the validity of
the aforestated conjectures, the thermodynamic limit of the zero-temperature one-particle reduced density matrix
† The analysis would still work, with a few minor modifications, should this hypothesis break. Indeed, in the worst case scenario one
would then deal with a functions u such that u′ has at most a finite number of zeros on R, each of them being of finite order.
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ρ (x, t) admits the large-x asymptotic expansion
ρ (x, t) =
√
−2iπ
tε′′(λ0) − xp′′(λ0)
p′(λ0) eix[u(λ0)−u(q)]
∣∣∣F λ0q ∣∣∣2
[i (x + vF t)]
[
Fλ0q (−q)
]2
[−i (x − vFt)]
[
Fλ0q (q)
]2 (1R\[−q ;q](λ0) + o (1))
+
e−2ixpF
∣∣∣F −qq ∣∣∣2
[i (x + vF t)]
[
F−qq (−q)−1
]2
[−i (x − vFt)]
[
F−qq (q)
]2 (1 + o (1) )
+
∣∣∣F ∅∅ ∣∣∣2
[i (x + vF t)]
[
F∅∅ (−q)
]2
[−i (x − vFt)]
[
F∅∅ (q)+1
]2 (1 + o (1) ) + ∑
ℓ+,ℓ−∈Z
η(ℓ++ℓ−)≥0
∗ Cℓ+;ℓ−
eixϕℓ+ ;ℓ−
x∆ℓ+,ℓ−
(
1 + o (1) ) . (3.2.3)
In this formula, ±vF corresponds to the velocity of the excitations on the right/left Fermi boundary. I remind
that it is expressed as vF = ε′(q) /p′(q).
The large x (with x/t fixed) asymptotic expansion has been organised with respect to the various oscillating
phases it contains. Each phase appears with its own critical exponent driving the power-law decay in x. The
method, in its present setting, allows one to determine the leading (i.e. up to o (1) corrections) behaviour of each
harmonic. Just as it was the case of the asymptotics of the Fredholm determinant of the generalised sine kernel,
the o (1) remainder terms stemming from one of the harmonics may be dominant even in respect to the leading
terms coming from another harmonic.
Also, 1R\[−q ;q] stands for the characteristic function of the interval R \ [−q ; q]. It is there so as to indicate that,
to the leading order, the contribution stemming from the saddle-point only appears in the space-like regime λ0 > q.
I do stress however that there also exists saddle-point contributions in the time-like regime where λ0 ∈] − q ; q[.
These appear in the terms present in the sum over ℓ+, ℓ−.
• The critical exponents
There are two types of algebraic decay present in (3.2.3):
i) the square root power-law decay (tε′′(λ0) − xp′′(λ0))−
1
2
. Its stems from the presence of a Gaussian saddle-
point at λ0 and has a characteristic critical exponent −1/2.
ii) the decay involving the relativistic combinations x ± vF t which exhibits non-trivial critical exponents ex-
pressed in terms of the thermodynamic limit of the shift function associated with the specific class excita-
tions generating the contribution.
The power-law behaviour in x ± vFt arising in the second and third term in (3.2.3) corresponds to an ex-
trapolation of the conformal field theoretic predictions for the equal-time correlation functions to the t , 0 case.
However, the first line goes out of the scope of the type of asymptotic behaviour that can be predicted on the
basis of conformal field theory. In particular, it was absent in the predictions proposed in [30]. The contribution
containing the Gaussian term stems from excitations that are far from the linear regime of the spectrum which is
the only one that can be grasped by a conformal field theory and which corresponds to particle/hole excitations
with rapidities collapsing on the Fermi boundaries ±q. The full form of the asymptotic behaviour (3.2.3) can be
argued on the basis of the non-linear Luttinger liquid approach, see e.g. the excellent review [155]. My result can
thus be seen as a strong check of this heuristic method. The result has also a strong structural resemblance with
the non-linear Luttinger liquid based predictions for the edge exponents [175] and amplitudes [320] arising in the
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behaviour of the spectral function† close to the particle or hole excitation thresholds. In particular the definitions
of the amplitudes in terms of form factors coincide. This topic will be given some more attention in Chapter 5.
The critical exponents governing the algebraic decay in the distance of separation are expressed in terms of
the thermodynamic limit of the shift function (at β = 0) associated with certain explicit excited states, namely
• F∅∅ (λ) = − 12Z(λ) − φ (λ, q) is the shift function associated with the excited state having no particle-hole
excitations in the N + 1 quasi-particle sector and given by the N + 1 Bethe roots {µ∅∅}. I remind that Z is the
dressed charge while φ is the dressed phase, c.f. (2.3.14).
• F−qq (λ) = − 12Z(λ)− φ (λ,−q) is the shift function associated with the excited state corresponding to a single
particle-hole excitation such that p1 = 0 and h1 = N + 1 and given by the N + 1 Bethe roots {µ−qq }.
• Fλ0q (λ) = − 12Z(λ) − φ (λ, λ0) is the shift function associated with the excited state corresponding to a single
particle-hole excitation such that h1 = N + 1 and µpa = λ0 and given by the N + 1 Bethe roots {µλ0q }.
The last term in (3.2.3) corresponding to a summation over the integers ℓ+, ℓ− is slightly less explicit. The sum
runs over all integers ℓ± subject to the constraint η(ℓ+ + ℓ−) ≥ 0. The parameter η is as defined in (3.1.8). Finally,
the ∗ in the sums indicates that one should not sum up over those integers ℓ+, ℓ− giving rise to the frequencies that
are present in the first three lines of (3.2.3). This sum represents the contributions of the harmonics oscillating
with a bigger phase than the first few terms and given by
ϕℓ+;ℓ− = ℓ
+u (q) + ℓ−u (−q) − (ℓ+ + ℓ−)u(λ0) . (3.2.4)
Each term is characterised by its own critical exponents
∆ℓ+;ℓ− =
(
1 + ℓ+ + ∆+
)2
+
(
∆− − ℓ−)2 + |ℓ+ + ℓ−|
2
, (3.2.5)
where,
∆ǫ = −Z (ǫq)
2
− ℓ−φ (ǫq,−q) − (ℓ+ + 1)φ (ǫq, q) + (ℓ+ + ℓ−)φ(ǫq, λ0) . (3.2.6)
The critical exponents can, in fact, be recast in terms of the values taken by appropriate shift functions on the
right (+) or left (−) Fermi boundaries. I will not discuss this interpretation here as this will be done in Chapter 5
where the asymptotics expansion (3.2.3) will be re-derived through a less rigorous but physically more transparent
method.
The method of analysis discussed here allows one to prove that the only harmonics present in the asymptotics
are those oscillating with one of the frequencies ϕℓ+,ℓ− and that they decay, to the leading order (i.e. up to o (1)
terms), with the critical exponent ∆ℓ+,ℓ− . Due to the lack of a more precise information on the structure of the sub-
leading terms in the large-x asymptotic behaviour of the Fredholm determinant discussed previously, the method
does not allow one to provide an explicit prediction for the amplitudes Cℓ+,ℓ− .
• The amplitudes
The amplitudes (
∣∣∣F λ0q ∣∣∣2, ∣∣∣F ∅∅ ∣∣∣2 or ∣∣∣F −qq ∣∣∣2) appearing in front of the three first terms of the series have a clear
physical interpretation. They correspond to properly normalised in the volume L moduli squared of form factors
of the conjugated field Φ†. More precisely,
†The latter corresponds to the space and time Fourier transform of 〈Φ (x, t)Φ† (0, 0)〉1]0 ;+∞[ (t) + 〈Φ† (0, 0)Φ (x, t)〉1]−∞ ;0[ (t).
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•
∣∣∣F ∅∅ ∣∣∣2 corresponds to the case where the form factor of Φ† is taken between the ground state represented by
the set of Bethe roots {λ} and the excited state in the N + 1 quasi-particle sector with no holes and particles
that is parametrised by the Bethe roots
{
µ∅∅
}
:
∣∣∣F ∅∅ ∣∣∣2 = limN,L→+∞ ( L2π
)[F∅∅ (q)+1]2+[F∅∅ (−q)]2 ∣∣∣∣∣∣
〈
Ψ
({
µ∅∅
}) |Φ†(0, 0) |Ψ({λ}) 〉
||Ψ({λ})|| · ||Ψ({µ∅∅})||
∣∣∣∣∣∣2 . (3.2.7)
•
∣∣∣F λ0q ∣∣∣2 involves the form factor of Φ† taken between the ground state and an excited state in the N + 1
quasi-particle sector with one particle at λ0 and one hole at q given by the Bethe roots
{
µλ0q
}
:
∣∣∣F λ0q ∣∣∣2 = limN,L→+∞ ( L2π )
[
Fλ0q (q)
]2
+
[
Fλ0q (−q)
]2
+1 ∣∣∣∣∣∣
〈
Ψ
({
µλ0q
}) |Φ†(0, 0) |Ψ({λ}) 〉∣∣∣∣∣∣Ψ({λ})∣∣∣∣∣∣ · ∣∣∣∣∣∣Ψ({µλ0q })∣∣∣∣∣∣
∣∣∣∣∣∣2 . (3.2.8)
•
∣∣∣F −qq ∣∣∣2 involves the form factor of Φ† taken between the ground state and an excited state in the N + 1
quasi-particle sector with one particle at −q and one hole at q given by the Bethe roots {µ−qq }:
∣∣∣F −qq ∣∣∣2 = limN,L→+∞ ( L2π )
[
F−qq (q)
]2
+
[
F−qq (−q)−1
]2 ∣∣∣∣∣∣
〈
Ψ
({
µ
−q
q
}) |Φ†(0, 0) |Ψ({λ}) 〉
||Ψ({λ})|| · ||Ψ({µ−qq })||
∣∣∣∣∣∣2 . (3.2.9)
The very existence of the L → +∞ limit is ensured by the results presented in Subsection 2.3.3. The explicit
(but a bit cumbersome) expressions for the amplitudes can be found in Appendix A.3 of [A7]. It is important to
remark that the exponents governing the large-volume L decay of the form factors associated with the amplitudes
(|F λ0q |2, |F ∅∅ |2 or |F
−q
q |2) coincide precisely with the critical exponents governing the decay of the relativistic
combinations x±vF t. This confirms the conformal field theoretic predictions for the behaviour of such amplitudes
in respect to the volume, c.f. (1.1.14).
3.3 The multidimensional flow analysis of the reduced density matrix
Starting from (3.0.4), one inserts the closure relation‡ between the field and conjugated field operators, invokes
the form of the spatial and temporal evolution of the fields
Φ(x, t) = e−ixPL+itHNLSΦ(0, 0) eixPL−itHNLS , (3.3.1)
where HNLS is the non-linear Schrödinger model Hamiltonian and PL is the momentum operator and then applying
the formulae (2.3.18)-(2.3.19) for their eigenvalues, one obtains the form factor expansion for the zero-temperature
reduced density matrix (3.0.4):
ρN (x, t) =
∑
ℓ1<···<ℓN+1
ℓa∈Z
N+1∏
a=1
eixu0(µℓa)
N∏
a=1
eixu0(λa)
∣∣∣∣〈ψ ({µℓa}N+11 ) |Φ†(0, 0) |ψ ({λa}N1 ) 〉∣∣∣∣2
||ψ
({
µℓa
}N+1
1
)
||2 · ||ψ
(
{λa}N1
)
||2
with u0 = p0 − t
x
ε0 . (3.3.2)
The above series runs through all the possible choices of integers ℓa, a = 1, . . . , N + 1 such that ℓ1 < · · · < ℓN+1.
This series is convergent, but only in the sense of distributions. This can be readily seen on the level of the
‡The completeness of the states built through the Bethe Ansatz has been proven in [111]
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integral representation along with the completeness, in an appropriate subspace of L2sym([0 ; L]N+1), of the system{
ϕ
(
xN+1 | {µℓa}N+11
)}
{ℓa}N+11 .
As announced, I will start by arguing in favour of several reasonable approximations which reduce the above
form factor series to another, effective one, whose structure already allows one for its rigorous analysis. However,
in order to write down the effective form factor series, I need revisit the conclusions of the large-volume behaviour
of the form factors of the conjugated field.
3.3.1 The effective form factors
It have shown in Subsection 2.3.3 of the previous chapter, that the below factorisation holds:∣∣∣〈ψ( {µℓa}N+11 ) |Φ†(0, 0) |ψ( {λa}N1 ) 〉∣∣∣2
||ψ( {µℓa}N+11 )||2||ψ( {λa}N1 )||2 = ĜN;1
( {pa}n1
{ha}n1
) [
F̂{ℓa}, ξ̂{ℓa}, ξ̂
]
· D̂N
( {pa}n1
{ha}n1
) [
F̂{ℓa}, ξ̂{ℓa}, ξ̂
]
. (3.3.3)
This factorisation is given in terms of two functionals D̂N and ĜN;1 which, according to the results on the large-L
behaviour of the smooth and discrete parts, satisfy(
ĜN;1D̂N
) ( {pa}n1
{ha}n1
) [
F̂{ℓa}, ξ̂{ℓa}, ξ̂
]
= ĜN;1
( {pa}n1
{ha}n1
) [
F0, ξ, ξF0
] · D̂N ( {pa}n1{ha}n1
) [
F0, ξ, ξF0
] · (1 + O ( ln L
L
))
. (3.3.4)
The remainder is uniform in {pa} and {ha} provided that the number n of particle-hole excitations is bounded in L.
The functionals appearing on the rhs act on
i) the thermodynamic limit ξ (λ) of the counting function (2.3.11),
ii) the thermodynamic limit F0(λ) of the shift function at β = 0 associated with an excited state labelled by the
set of integers {pa}n1 and {ha}n1 (2.3.15). The auxiliary arguments of F0 are the rapidities {µpa}n1 and
{
µha
}n
1
defined as µa = ξ−1
(
a/L
)
, a ∈ Z.
iii) The counting function associated with F0: ξF0 (λ) = ξ(λ) + F0(λ) /L.
I have dropped the dependence of the shift function F0 on the auxiliary arguments {µpa}n1 and
{
µha
}n
1 in (3.3.4)
since this information is undercurrent by the set of integers labelling the functionals D̂N and ĜN,1.
Also, note that a straightforward analysis of the linear integral equation satisfied by the dressed momentum
p (λ) ensures that it is a biholomorphism on some sufficiently narrow strip Uδ around the real axis and that p is an
increasing bijection from R onto R. Therefore, due to (2.3.11), ξ enjoys these properties as well. This guarantees
that the parameters µa are well defined.
The explicit expression for the discrete part is given by (2.3.32). Below, I provide a rewriting of the original
expression for the smooth part (2.3.29) which will appear to be more useful for further handlings.
• The smooth part revisited
The functional ĜN,1 represents the so-called smooth part of the form factor. I extend its definition to any γ as
ĜN;γ
( {pa}
{ha}
) [
F0, ξ, ξF0
]
=
VN;1(µN+1) VN;−1(µN+1)
detN+1
[
Ξ(µ)
[
ξ
] ]
detN
[
Ξ(λ)
[
ξF0
]]Wn
( {µpa}n1
{µha}n1
) n∏
a=1
∏
ǫ=±
{VN;ǫ(µpa)
VN;ǫ (µha)
µha − µN+1 + iǫc
µpa − µN+1 + iǫc
}
×WN
( {λa}N1
{µa}N1
)
detN
[
δ jk + γV̂jk[F0]
(
{λa}N1 ; {µℓa}N+11
) ]
detN
[
δ jk + γV̂jk[F0]
(
{λa}N1 ; {µℓa}N+11
) ]
. (3.3.5)
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For any set of generic parameters
(
{za}n1; {ya}n1
)
∈ Unδ × Unδ one has
Wn
( {za}n1
{ya}n1
)
=
n∏
a,b=1
(za − yb − ic) (ya − zb − ic)
(ya − yb − ic) (za − zb − ic) and VN;ǫ (ω) =
N∏
a=1
ω − λb + iǫc
ω − µb + iǫc . (3.3.6)
Also, I remind the definitions
Ξ
(µ)
ab
[
ξ
]
= δab −
K
(
µℓa − µℓb
)
2πL ξ′
(
µℓb
) and Ξ(λ)
ab
[
ξF0
]
= δab − K (λa − λb)2πL ξ′F0(λb)
(3.3.7)
Finally, for any set of generic parameters
(
{za}n1; {ya}n+11
)
∈ Un
δ
× Un+1
δ
the entries of the two determinants in
the numerator read
V̂kℓ[ν]
(
{za}n1; {ya}n+11
)
= −i
n+1∏
a=1
(zk − ya)
n∏
a,k
(zk − za)
n∏
a=1
(zk − za + ic)
n+1∏
a=1
(zk − ya + ic)
K (zk − zℓ)
e−2iπν(zk) − 1
V̂kℓ[ν]
(
{za}n1; {ya}n+11
)
= i
n+1∏
a=1
(zk − ya)
n∏
a,k
(zk − za)
n∏
a=1
(zk − za − ic)
n+1∏
a=1
(zk − ya − ic)
K (zk − zℓ)
e2iπν(zk) − 1 (3.3.8)
I stress that the singularities at zk = z j, j , k of the determinants associated with, either V̂ or V̂ , are, in fact, only
apparent. The mechanism which leads to the cancellation of singularities is discussed in [212, 213].
3.3.2 Arguments for the effective form factors series
It is a common belief† that the contribution to the form factor expansion of a two-point function issuing from the
excited states whose energies differ macroscopically from the ground state’s one (i.e. by a quantity scaling as some
positive power of L) disappears in the L → +∞ limit. Heuristically, this vanishing issues from an extremely quick
oscillation of the associated phase factors adjoined to a sufficiently fast decay of the form factors taken between
states differing by large values of their momenta and energies.
In the following, I will build on the assumption that the only part of the form factor expansion in (3.3.2) that
has a non-vanishing contribution to the thermodynamic limit ρ (x, t) of ρN (x, t) corresponds to a summation over
all the excited states which are realised as some finite (in the sense that not scaling with L) number n, n = 0, 1, . . .
of particle-hole excitations above the N + 1-particle ground state. Indeed, these are the only excited states that can
have a finite (i.e. not scaling with L) relative excitation energy.
Even when dealing with excited states realised as a finite number n of particle-hole excitations in the N + 1
quasi-particle sector, it is still possible to end-up with a macroscopically large (i.e. diverging when L → +∞)
relative excitation energy if the rapidities of the particles become very large (i.e. scale with L). Such configurations
of the integers are obtained by choosing the integers pa to lie at a distance larger than O(L) from [[ 1 ; N + 1 ]].
Consequently, I will also drop the contribution of such excited states.
Limiting the sum over all the excited states in the N + 1-particle sector to those having the same per-site en-
ergy that the ground state means that one effectively neglects correcting terms in the lattice size L. It thus seems
† The results obtained in Appendix B.2 and B.3 of [A7] constitute a proof of this statement in the case of a generalised free fermion
model.
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reasonable to assume that solely the leading large-L asymptotic behaviour of individual form factors contributes
to the thermodynamic limit of ρN (x, t). The assumption can be checked to hold as long as one focuses on the con-
tributions of all the excited states realised as 0, 1, . . . , n- particle/hole excitations, with n bounded in L. However,
in principle, problems could arise when the number n grows with L.
The above assumptions allow one for the following simplifications of the form factor series (3.3.2):
i) The summation over the excited states having a large excitation energy is dropped. To be more precise, this
means that I introduce a "cut-off" in respect to the range of the integers entering in the description of the
rapidities of the particles. Namely, I assume that the integers pa are restricted to belong to the set‡
BextL ≡
{
n ∈ Z : −wL < n < wL
}
\ [[ 1 ; N + 1 ]] where wL ∼ L1+
1
4 . (3.3.9)
ii) The exact form factors are represented by the rhs of (3.3.4) while dropping the O
(
L−1 · ln L
)
remainders in
the large-volume behaviour of form factors given in (3.3.4).
iii) The oscillating exponent
N+1∑
a=1
u0
(
µℓa
) − N∑
a=1
u0 (λa) is replaced by its thermodynamic limit:
n∑
a=1
[
u(µpa ) − u(µha )
]
. (3.3.10)
Note that point ii) above implies that the roots {µℓa}N+11 for an excited state whose particles’ (resp. holes’)
rapidities are labelled by the integers {pa}na=1 (resp. {ha}na=1) are now given as the pre-image µℓa = ξ−1
(
ℓa/L
)
of
ℓa/L by the asymptotic counting function. Therefore, the value taken by the positions of the rapidities does not
depend any more on the specific choice of the excited state one considers. In this respect, one effectively recovers
a description of the excitations that is in the spirit of a free fermionic model.
The above assumptions, put together, lead to the conjecture
Conjecture 3.3.1 The thermodynamic limit of the reduced density matrix ρN (x, t) coincides with the thermody-
namic limit of the effective reduced density matrix ρN;eff (x, t):
lim
N,L→+∞
ρN (x, t) = lim
N,L→+∞
ρN;eff (x, t) (3.3.11)
where ρN;eff (x, t) is given by the series
ρN;eff (x, t) =
N+1∑
n=0
∑
p1<···<pn
pa∈BextL
∑
h1<···<hn
ha∈BintL
n∏
a=1
{
e−ixu(µha)
e−ixu(µpa)
}
·
(
D̂N ĜN;1
) ( {pa}n1
{ha}n1
) [
F0
(
∗
∣∣∣∣∣∣ {µpa}{µha}
)
; ξ ; ξF0
]
. (3.3.12)
There BL = {n ∈ Z : −wL < n < wL}, BextL = BL \ [[ 1 ; N + 1 ]] and BintL = [[ 1 ; N + 1 ]]. Also, the ∗ refers to the
running variable of F0 on which the two functionals act.
The effective form factor series (3.3.12) possesses several differences with respect to one that would arise in a
generalised free fermion model (c.f. equation (3.3.41) of Appendix B in [A7]). Namely,
‡One can choose wL to scale as any power L1+ǫ , where ǫ > 0 is small enough but arbitrary otherwise. The choice ǫ = 1/4 has only been
made for definiteness. One can find a more explicit illustration of this property in Appendix B.1 of [A7].
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• the shift function F0 depends parametrically on the rapidities of the particles and holes entering in the
description of each excited state one considers, c.f. (2.3.15). It is thus summation dependent.
• Each summand is weighted by the factor ĜN;1 that takes into account the more complex structure of the
scattering and of the scalar products in the interacting model. This introduces a strong coupling between
the summation variables {pa}n1 and {ha}n1.
A separation of variables that would allow one for a resummation of (3.3.12) is not possible for precisely these
two reasons. To bypass this issue, it appears convenient to follow the steps described below. First, one introduces
a γ-deformation ρN;eff(x, t | γ) of (3.3.12) such that ρN;eff (x, t | γ)|γ=1 = ρN;eff (x, t):
ρN;eff (x, t | γ) =
N+1∑
n=0
∑
p1<···<pn
pa∈BextL
∑
h1<···<hn
ha∈BintL
n∏
a=1
{
e−ixu(µha)
e−ixu(µpa)
}
·
(
D̂N ĜN;γ
) ( {pa}n1
{ha}n1
) [
γF0
(
∗
∣∣∣∣∣∣ {µpa}n1{µha}n1
)
; ξ ; ξγF0
]
. (3.3.13)
For any finite N and L, one can prove by using the explicit representations (2.3.32) for D̂N and (3.3.5) for ĜN;γ
that the γ-deformation ρN;eff (x, t | γ) is holomorphic in γ belonging to an open neighbourhood of the closed unit
disc†. Hence, its Taylor series around γ = 0 converges up to γ = 1. It is show in Theorem C.1 of [A7] that, given
any fixed m, the mth Taylor coefficient of ρN;eff (x, t | γ) at γ = 0:
ρ
(m)
N;eff (x, t) =
∂m
∂γm
ρN;eff(x, t | γ)
∣∣∣∣∣
γ=0
, (3.3.14)
admits a well-defined thermodynamic limit ρ(m)
eff
(x, t). This fact is absolutely not clear on the level of (3.3.14) as,
due to (2.3.43)-(2.3.45), each individual summand vanishes as a fractional power-law in L that depends on the
excited state considered. I proved the existence of this thermodynamic limit by carrying out a re-summation of the
series representing ρ(m)N;eff(x, t) so as to recast the object in terms of a finite amount of Riemann-sums converging
to multiple integrals in the thermodynamic limit. This approach leads to a representation for the thermodynamic
limit ρ(m)
eff
(x, t) given in terms of a finite sum of multiple integrals and corresponds to a truncation of the so-called
multidimensional Fredholm series, see Appendix C of [A7].
It is then possible to build on the information provided by very existence of the thermodynamic limit so as
to recast ρ(m)
eff
(x, t) in terms of yet another finite sum of multiple integrals. This new representation corresponds
to a truncation of the so-called multidimensional Natte series that will be discussed below. The latter gives a
straightforward access to the large-x asymptotic expansion of ρ(m)
eff
(x, t).
The proof of the existence of the thermodynamic limit and the construction of the truncated multidimensional
Natte series for ρ(m)
eff
(x, t) constitute the rigorous and conjecture free part of the analysis. Those results will be
summarised in Theorem 3.3.4 to come.
Working on the level of the Taylor coefficients ρ(m)N;eff(x, t) instead of the full function ρN;eff (x, t | γ) taken at
γ = 1 has the advantage of separating all questions of convergence of the obtained representations from the
question of well-definiteness of the various re-summations and deformation procedures that are carried out on
ρ
(m)
N;eff (x, t) (and subsequently on ρ(m)eff (x, t) once that the thermodynamic limit is taken). Indeed, by taking the mth
γ-derivative at γ = 0, one will always end up dealing with a finite number of sums of multiple integrals. However,
if one would have carried out the re-summations directly on the level of ρeff(x, t), one would have ended up with a
series of multiple integrals instead of a finite sum. The convergence of such a series constitutes a separate question
that deserves, in its own right, another study.
†The apparent singularity of the determinants at e±2iπF0 (λk) − 1 = 0, c.f. (3.3.8), are cancelled by the pre-factors sin2[πF0(λk)] present in
D̂N , c.f. (2.3.32).
99
There is also a way to check, on a heuristic level of rigour, the well-foundedness of the various "truncation"
hypothesis. This check can be preformed on the example of the equal time (t = 0) density-density correlation
function. One can compute the presumably existing thermodynamic limit of the correlator in two ways. On the
one hand, by using its form factor expansion and the hypothesis I described above. On the other hand, by using the
master equation approach [213] which takes into account the contribution of all excited states and builds on totally
different techniques. In the thermodynamic limit, both approaches lead to the same answer. I refer to Appendix
D.3 of [A9] for more details.
3.3.3 An operator ordering
Prior to carrying out the re-summation of the form factor expansion for ρ(m)N;eff(x, t), I will discuss a way of repre-
senting functional translations and generalisations thereof. These tools allow one to separate the variables in the
sums occurring in (3.3.14), and carry out the various re-summations. A more precise analysis and discussion of
these constructions is postponed to Appendix D of [A7]. In the following, O (W) stands for the ring of holomor-
phic functions in ℓ variables on the set W ⊂ Cℓ. Also, f ∈ O (W), with W non-open means that f is a holomorphic
function on some open neighbourhood of W . Finally, given f ∈ L∞(S ), let || f ||L∞(S ) = supesss∈S | f (s)|.
In the course of the analysis, one deals with various examples (D̂N , ĜN;γ, . . . ) of functionals F [ν] acting
on holomorphic functions ν. The function ν will always be defined on some compact subset M of C whereas the
explicit expression for F [ν] will only involve the values taken by ν on a smaller compact‡ K ⊂ Int (M). In fact,
all the functionals that will be encountered share the regularity property below:
Definition 3.3.2 Let M, K be compacts in C such that K ⊂ Int (M). Let Wz be a compact in Cℓz , ℓz ∈ N. An
ℓz-parameter family of functionals F [·] (z) depending on a set of auxiliary variables z ∈ Wz is said to be regular
(in respect to the pair (M, K)) if
i) there exists constants CF > 0 and C′ > 0 such that for any f , g ∈ O (M)
|| f ||L∞(K) + ||g||L∞(K) < CF ⇒ ||F [ f ] (·) − F [g] (·) ||L∞(Wz) < C′ · || f − g||L∞(K) , (3.3.15)
where the · indicates that the norm is computed in respect to the set of auxiliary variables z ∈ Wz.
ii) Given any open subset Wy ⊂ Cℓy , for some ℓy ∈ N, if ν (λ, y) ∈ O
(
M ×Wy
)
is such that ||ν||L∞(K×Wy) < CF ,
then the function (y, z) 7→ F [ν (∗, y)] (z) is holomorphic on Wy ×Wz. The ∗ indicates the running variable λ
of ν (λ, y) on which the functional F [·] (z) acts.
The constant CF appearing above is called constant of regularity of the functional.
This regularity property is at the heart of the aforementioned representation for the functional translation and
generalisations thereof. However, priori to discussing these , I first need to define the discretisation of the boundary
of a compact.
Definition 3.3.3 Let M be a compact with n holes (i.e. C \ M has n bounded connected components) and such
that ∂M can be realised as a disjoint union of n + 1 smooth Jordan curves
γa : [0 ; 1] → ∂M , i.e. ∂M =
n+1⊔
a=1
γa ([0 ; 1]) .
‡I remind that Int (M) stands for the interior of the set M.
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A discretisation (of order s) of ∂M corresponds to a collection of (n + 1) (s + 2) points
t j,a = γa(x j) with j = 0, . . . , s+1 and a = 1, . . . , n+1 where x0 = 0 ≤ x1 < · · · < xs ≤ 1 = xs+1
is a partition of [0 ; 1] of mesh 2/s that is to say |xa+1 − xa| ≤ 2/s.
Translations
Suppose that one is given a compact M in C without holes whose boundary is a smooth Jordan curve γ : [0 ; 1] →
∂M. Let K be a compact such that K ⊂ Int (M) and F a regular functional (c.f. Definition 3.3.2) in respect to
(M, K), for simplicity, not depending on auxiliary parameters z. Further introduce the functions In and fs
In
(
λ
∣∣∣∣∣∣ {ya}n1{za}n1
)
=
n∑
a=1
ψ(λ, ya) − ψ (λ, za) fs
(
λ | {ςa}s1
)
≡ fs (λ) =
s∑
j=1
(
t j+1 − t j
)
t j − λ ·
ς j
2iπ . (3.3.16)
In is defined in terms of an auxiliary function ψ (λ, µ) that is holomorphic on M × M while the definition of fs
utilises a set of s + 1 discretisation points t j of ∂M.
Finally, define ĝs (λ) as the below differential operator in respect to variables ςa, with a = 1, . . . , s:
ĝs (λ) =
s∑
j=1
ψ
(
t j, λ
) ∂
∂ς j
. (3.3.17)
Again, the t j appearing above correspond to the same set of s + 1 discretisation points of ∂M. Proposition D.1 of
[A7] establishes that, for |γ| small enough, it holds
F
[
γIn
(
∗
∣∣∣∣∣∣ {ya}n1{za}n1
)]
= lim
s→+∞
 n∏
a=1
êgs(ya)−ĝs(za) · F [γ fs]
|ςk=0
. (3.3.18)
The limit in (3.3.18) is uniform in the parameters ya and za belonging to M and in |γ| small enough. Actually,
the magnitude of γ depends on the value of the constant of regularity CF . If the latter is large enough, one can
even set γ = 1. The limit in (3.3.18) also holds uniformly in respect to any finite order partial derivative of the
auxiliary parameters. In particular,
n∏
a=1
{ ∂pa
∂ypaa
∂ha
∂zhaa
}
· ∂
m
∂γm
F
[
γWn
(
∗
∣∣∣∣∣∣ {ya}{za}
)]
|γ=0
= lim
s→+∞
 n∏
a=1
{ ∂pa
∂ypaa
∂ha
∂zhaa
} n∏
a=1
êgs(ya)−ĝs(za) · ∂
m
∂γm
F [γ fs]∣∣∣∣∣ςk=0γ=0 .
(3.3.19)
The proof can be found in Appendix D of [A7]. Here I only describe the overall mechanism. By properly
tuning the value of γ and invoking the regularity property of the functional F [γ fs] one gets that, for any s,
{ςa}s1 7→ F
[
γ fs] is holomorphic in a sufficiently large neighbourhood of 0 ∈ Cs. This allows one to act with the
translation operators ∏nb=1 êgs(yb)−ĝs(zb). Their action replaces each variable ςa occurring in fs by the combination∑n
b=1
[
ψ (ta, yb) − ψ(ta, zb)]. Taking the s → +∞ limit changes the sum over ta occurring in fs into a contour
integral over Cout, c.f. lhs of Fig. 3.3. Due to the presence of a pole at t = λ, this contour integral exactly
reproduces the function In that appears in the rhs of (3.3.18).
Note that such a realisation of the functional translation can also be built in the case of compacts M having
several holes as depicted in the rhs of Fig. 3.3. Also, there is no problem to consider regular functionals F [·] (z)
that depend on auxiliary sets of parameters z.
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b b−q q
K2q
Cout KA
C (KA)
Cin Cout
Figure 3.3: Example of discretised contours. In the lhs the compact M is located inside of its boundary Cout
whereas the compact K corresponds to K2q as defined in (3.3.28). In this case M has no holes. In the rhs the
compact M is delimited by the two Jordan curves Cin and Cout depicted in solid lines. The associated compact K
(of Definition 3.3.2) corresponds to the loop C (KA) depicted by dotted lines. The compact M depicted in the rhs
has one hole. This hole contains a compact KA inside.
Generalization of translations
In the course of the analysis, in addition to dealing with functional translations as defined above, one also has to
manipulate expressions containing more involved series of partial derivatives. Namely, assume that one is given a
regular functional F [ f , g] of two arguments f and g. Then, the expression : ∂mγF [γ fs, ĝs]|γ=0 : is to be understood
as the left substitution of the various ∂ςa derivatives symbols stemming from ĝs.
More precisely, let g˜s be the below holomorphic function of a1, . . . , as
g˜s (λ) =
s∑
j=1
ψ
(
t j, λ
)
a j . (3.3.20)
The regularity of the functional F ensures that the function {ap} 7→ ∂mγF
[
γ fs, g˜s] is holomorphic in a1, . . . , as
small enough. As a consequence, the below multidimensional Taylor series is convergent for a j small enough:
∂m
∂γm
· F [γ fs, g˜s]|γ=0 = ∑
n j≥0
s∏
j=1
a
n j
j
n j!
∂n j
∂a
n j
j
 ∂m∂γm · F [γ fs, g˜s]∣∣∣∣∣ γ=0a j=0 . (3.3.21)
Since fs (3.3.16) is a holomorphic function of ς1, . . . , ςs, the functional of fs coefficients of the above series give
rise to a family of holomorphic functions in the variables ς1, . . . , ςs. Their analyticity follows, again, from the
regularity of the functional F [ f , g] and the smallness of |γ|.
The : · : ordering consists in substituting a j ֒→ ∂ς j , j = 1, . . . , s in such a way that all differential operators
appear to the left. That is to say,
:
∂m
∂γm
· F [γ fs, ĝs]|γ=0 : ≡ ∑
n j≥0
s∏
j=1
 ∂n j∂ςn jj
 · s∏j=1
 1n j! ∂
n j
∂a
n j
j
 · ∂m∂γm · F [γ fs, g˜s]∣∣∣∣∣ γ=0a j=0;ς j=0 . (3.3.22)
Although there where no convergence issues on the level of expansion (3.3.21), these can a priori arise on the
level of the rhs in (3.3.22). Clearly, convergence depends on the precise form of the functional F , and should thus
be studied on a case-by-case basis.
At this point, two observations are in order.
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i) (3.3.22) bears a strong resemblance with an s-dimensional Lagrange series.
ii) The functional (of fs) coefficients appearing in the rhs of (3.3.22) are completely determined by the func-
tional F [γ fs, g˜s] whose expression only involves standard (i.e. non-operator valued) functions. Should this
functional have two (or more) equivalent representations, then any one of them can be used as a starting
point for computing the coefficients in (3.3.21) and then carrying out the substitution (3.3.22).
It is important to stress that, for the class of functionals of interest to the study, no convergence issues arise
in respect to the : · :. Indeed, in all of the cases, the mth γ-derivative at γ = 0 of the : · : ordered functionals of
interest appears as a finite linear combinations (or integrals thereof) of expressions of the type
Êm;s =:
∂m
∂γm
 r∏
a=1
eǫa ĝs(λαa ) ·
r˜∏
b=1
eυbĝs(yb) · F [γ fs]
|γ=0
: where αa ∈ [[ 1 ; N ]] and ǫa, υb ∈ {±1} . (3.3.23)
Above ya are some auxiliary and generic parameters whereas λαa are implicit functions of γ and ς1, . . . , ςs. For
L-large enough, λαa is the unique solution to the equation ξγ fs
(
λαa
)
= αa/L.
In the case of the specific example given in (3.3.23), the : · : prescription goes as follows. One first substitutes
ĝs ֒→ g˜s as defined in (3.3.20). Then, one computes the mth γ-derivative at γ = 0 of (3.3.23), this in the presence
of non-operator valued functions g˜s. In the process, one has to differentiate in respect to γ both the functional
F [γ fs] and the variables λαa of g˜s (λαa). Using that λαa |γ=0 = µαa , one arrives to
E˜m;s ≡
∂m
∂γm
 r∏
b=1
eǫbg˜s(λαb )
r˜∏
b=1
eυb g˜s(yb) · F [γ fs]
|γ=0
=
r∏
b=1
eǫb g˜s(µαb )
r˜∏
b=1
eυbg˜s(yb)
m∑
n1,...,ns=0
s∏
j=1
a
n j
j · c{n j}
[ fs] .
(3.3.24)
The sum is truncated at most at n j = m, j = 1, . . . ,m due to taking the mth γ-derivative at γ = 0. It is readily
verified that the {n j}−dependent coefficients c{n j}
[ fs] are regular functionals of fs with sufficiently large constants
of regularity. It remains to impose the operator substitution a j ֒→ ∂ς j on the level of (3.3.24) with all differential
operators ∂ςk , k = 1, . . . , s, appearing to the left. It is clearly not a problem to impose such an operator order
on the level of the polynomial part of the above expression. Indeed, the regularity of the functionals c{n j}
[ fs]
implies that these are holomorphic in ς1, . . . , ςs belonging to an open neighbourhood N0 of 0 ∈ Cs. Hence,∏s
k=1 ∂
mk
ςk · c{n j}
[ fs]|ςk=0 is well-defined for any set of integers {mk}. In fact, in all the cases of interest to the
analysis, the neighbourhood N0 is always large enough so as to make the Taylor series issued from the products
of translation operators
∏r
a=1 e
ǫa ĝs(µαa)∏r˜b=1 eυbĝs(yb) convergent. Their action can then be incorporated by a re-
definition of fs leading to
Êm;s =
m∑
n1,...,ns=0
s∏
j=1
{ ∂n j
∂ς
n j
j
}
· c{n j}
[ f˜s]|ςk=0 (3.3.25)
with
f˜s (λ) = fs (λ) +
s∑
b=1
(tb+1 − tb)
2iπ (tb − λ)
 r∑
k=1
ǫkψ
(
tb, µαk
)
+
r˜∑
k=1
υkψ (tb, yk)
 .
In this way, one obtains a (truncated to a finite number of terms) s-dimensional Lagrange series. The procedure
for dealing with such series and taking their s → +∞ limits is described in Proposition D.2 of [A7].
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3.3.4 Resummation of the finite-volume Taylor coefficients
The functional ĜN;γ entering in the expression for the effective form factor expansion are not regular so as to
allow for an action of functional translations or generalisations thereof. To be able to act with these, one needs to
regularise ĜN;γ by deforming its expression with the twist parameter β. This regularisation allows one to represent
it as a regular functional that, moreover, has a form suitable for carrying out the intermediate calculations.
The β-regularisation
It is easy to see that
(
D̂N ĜN;γ
) ( {pa}n1
{ha}n1
) [
γF0 ; ξ ; ξγF0
]
= lim
β→0
{
D̂N
( {pa}n1
{ha}n1
) [
γFβ ; ξ ; ξγFβ
]
ĜN;γ
( {pa}n1
{ha}n1
) [
γFβ ; ξ ; ξγFβ
] }
(3.3.26)
I will now introduce a prescription for taking the β → 0 limit. To discuss better its purpose, I remind that when
considered as a separate object from D̂N , the functional ĜN;γ may exhibit singularities should it happen that
γ−1{e2iπγFβ(λ j) − 1} = 0, c.f. (3.3.5)-(3.3.8). For |γ| small enough, which will always be the case of interest to the
analysis, such potential zeroes correspond to solutions of Fβ(λ j) = 0. Now recall the set
Uβ0 =
{
z ∈ C : 10ℜ (β0) ≥ ℜ (z) ≥ ℜ (β0) and
∣∣∣ℑ (z)∣∣∣ ≤ ℑ (β0)} . (3.3.27)
When ℜ (β0) > 0 is large enough and ℑ (β0) > 0 is small enough, it can be proved that there are no solutions of
Fβ
(
ω
∣∣∣∣∣∣ {ya}n1{za}n1
)
= 0 for ω ∈ Uδ , and uniformly in 0 ≤ n ≤ m and
(
β, {ya}n1, {za}n1
)
∈ Uβ0 × Unδ × Unδ .
The optimal value of β0 preventing the existence of such solutions depends on the width δ of the strip Uδ and on
the integer m.
The prescription for taking the β → 0 limit is as follows. The computations always start on the level of a
representation that is holomorphic in the half-plane ℜ(β) ≥ 0, as for instance (3.3.13)-(3.3.14). In the intermediate
calculations whose purpose is to allow one to relate the initial representation to another one, it will be assumed
that β ∈ Uβ0 . This allows one to avoid the problem of the aforementioned poles and represent ĜN;γ in terms of
a regular functional that is moreover fit for carrying out the intermediate calculations. Then, on the level of the
final expression that will be obtained after several manipulations, one checks that the new representation is in fact
holomorphic in the half-plane ℜ (β) ≥ 0 and has thus a unique extension from the open set Uβ0 up to β = 0. As
the same property holds for the initial representation, both are equal at β = 0 and the β → 0 limit can be readily
taken on the level of the new representation.
Having the β-regularisation prescription at hand, the effective form factor expansion-based representation for
ρ
(m)
N;eff (x, t) (3.3.13) can be simplified by the use of the below rewriting of the functionals D̂N and ĜN;γ.
The functional ĜN;γ
Given A ∈ R+, I remind the definition of the compact KA
KA =
{
z ∈ C :
∣∣∣ℑz∣∣∣ ≤ δ , ∣∣∣ℜz∣∣∣ ≤ A} , (3.3.28)
and denote the open disk of radius r by D0,r = {z ∈ C : |z| < r}. The compact KA is contained in Uδ.
It is shown in Lemma A.2 of [A7] that given A > 0 large enough and m ∈ N∗ fixed, there exists
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• a complex number β0 with a sufficiently large real part and an imaginary part small enough;
• a positive number γ˜0 > 0 small enough;
• a regular functional Ĝ (β)
γ;A ;
such that, uniformly in 0 ≤ n ≤ m,
(
γ, β, {µpa}n1, {µha}n1
)
∈ D0,˜γ0 × Uβ0 × KnA × KnA one has
ĜN;γ
( {pa}n1
{ha}n1
) [
γFβ ; ξ ; ξγFβ
]
= Ĝ
(β)
γ;A
[
H
(
∗
∣∣∣∣∣∣ {µpa}n1{µha}n1
)]
with H
(
λ
∣∣∣∣∣∣ {µpa}n1{µha}n1
)
=
n∑
a=1
1
λ − µpa
− 1
λ − µha
. (3.3.29)
The ∗ in the argument of Ĝ (β)
γ;A appearing above indicates the running variable of H on which this functional acts.
The explicit expression for the functional Ĝ (β)
γ;A can be found in the statement of Lemma A.2.
The main advantage of such a representation is that all the dependence on the auxiliary parameters is now
solely contained in the function H given in (3.3.29). The constant γ˜0 is such that∣∣∣∣∣∣γFβ
(
ω
∣∣∣∣∣∣ {ya}n1{za}n1
)∣∣∣∣∣∣ < 12 uniformly in (γ, β, {ya}n1, {za}n1) ∈ D0,˜γ0 ×Uβ0 ×KnA×KnA and 0 ≤ n ≤ m . (3.3.30)
The functional Ĝ (β)γ;A is regular in respect to the to the pair
(
MGA ,C (KA)
)
where C (KA) in a loop in Uδ around
KA as depicted in the rhs of Fig. 3.3 and MGA corresponds to the compact with one hole that is delimited by Cin
and Cout. This hole contains KA. Finally, the parameters β0 ∈ C and γ˜0 > 0 are such that the constant of regularity
CGA of Ĝ
(β)
γ;A satisfies to the estimates
CGA ·
π d(∂MGA ,C (KA))∣∣∣∂MGA ∣∣∣ + 2π d(∂MGA ,C (KA)) > A , (3.3.31)
where
∣∣∣∂MGA ∣∣∣ stands for the length of the boundary ∂MGA and d(∂MGA ,C (KA)) > 0 stands for the distance of
C (KA) to ∂MGA .
Similarly to an earlier discussion of Section 3.3.3 and according to Proposition D.1 of [A7], one has that,
uniformly in n, p ∈ {0, . . . ,m}, and z j, y j, j = 1, . . . ,m belonging to KA:
∂p
∂γp
· Ĝ (β)
γ;A
H ∗ ∣∣∣∣∣∣ {z j}n1{y j}n1

|γ=0
= lim
r→+∞
{ n∏
j=1
êg2,r(z j)−ĝ2,r(y j) · ∂
p
∂γp
Ĝ
(β)
γ;A [̟r]
}
∣∣∣∣∣ηa,p=0γ=0
. (3.3.32)
The compact MGA has one hole. Hence, following the discussion of Section D.3 of [A7] one has to consider
two sets of discretisation points t1,p, p = 1, . . . , r + 1 for Cin and t2,p, p = 1, . . . , r + 1 for Cout. The function ̟r
appearing in (3.3.32) is a linear polynomial in the variables ηa,p with a = 1, 2 and p = 1, . . . , r:
̟r
(
λ | {ηa,p}) = r∑
p=1
t1,p+1 − t1,p
2iπ
(
t1,p − λ
)η1,p + r∑
p=1
t2,p+1 − t2,p
2iπ
(
t2,p − λ
)η2,p . (3.3.33)
Finally, ĝ2,r (λ) is a differential operator in respect to ηa,p with a = 1, 2 and p = 1, . . . , r:
ĝ2,r (λ) =
r∑
p=1
1
t1,p − λ
∂
∂η1,p
+
r∑
p=1
1
t2,p − λ
∂
∂η2,p
. (3.3.34)
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The functional D̂N
One can draw a small loop Cout around K2q in Uδ as depicted in the lhs of Fig. 3.3. Let MD̂ be the compact without
holes whose boundary is delimited by Cout. Then, given L large enough, the functional D̂N (2.3.32) is a regular
functional (in respect to the pair (MD̂, K2q)) of γFβ with β ∈ Uβ0 and |γ| ≤ γ˜0. The parameters β0 and γ˜0 are as
defined previously. This regularity is readily seen by writing down the integral representation:
λ j =
∮
∂K2q
ξ′γFβ(ω)
ξγFβ(ω) − j/L
· dω
2iπ
, j = 1, . . . , N (3.3.35)
which holds provided that L is large enough (indeed then all λ j’s are located in a very small vicinity of the interval
[−q ; q]). Therefore, according to the results developed in Appendix D of [A7] and described earlier on, one has
that, uniformly in β ∈ Uβ0 and 0 ≤ p, n ≤ m
∂p
∂γp
{
D̂N
( {pa}n1
{ha}n1
) [
γFβ
(
·
∣∣∣∣∣∣ {µpa}n1{µha}n1
)
; ξ ; ξγFβ
] }
|γ=0
= lim
s→+∞
[ n∏
a=1
êg1,s(µpa)−ĝ1,s(µha) · ∂
p
∂γp
{
D̂N
( {pa}n1
{ha}n1
) [
γνs ; ξ ; ξγνs
]}∣∣∣∣∣ γ=0ςk=0
]
. (3.3.36)
The function λ 7→ νs (λ) appearing above is holomorphic in some open neighbourhood of K2q in MD̂ and given
by
νs
(
λ | {ςa}s1
)
≡ νs (λ) = (iβ − 1/2) Z (λ) − φ (λ, q) +
s∑
j=1
(
t j+1 − t j
)
t j − λ ·
ς j
2iπ . (3.3.37)
The parameters t j, j = 1, . . . , s correspond to a discretisation (cf Definition 3.3.3) of the loop Cout around K2q in
Uδ that has been depicted in the lhs of Fig. 3.3. ς j are some sufficiently small complex numbers and ĝ1,s (λ) is a
differential operator in respect to ςa:
ĝ1,s (λ) = −
s∑
j=1
φ
(
t j, λ
) ∂
∂ς j
. (3.3.38)
Note that the parameters λa appearing in the second line of (3.3.36) through the expression (2.3.32) for D̂N
are the unique† solutions to ξγνs (λa) = a/L. As such, the λa’s become holomorphic functions of {ςa}s1 when these
belong to a sufficiently small neighbourhood of the origin in Cs.
A new representation for the Taylor coefficients
To implement the simplifications induced by the functional translations on the level of ρ(m)N;eff(x, t), one first observes
that all rapidities µpa and µha occurring in the course of summation in (3.3.13) belong to the interval [−AL ; BL]
with Lξ (−AL) = −wL − 1/2 and Lξ (BL) = wL + 1/2 (AL > BL). Hence, a fortiori, they belong to the compact
K2AL . This allows one to represent the smooth part functional as Ĝ
(β)
γ;2AL .
†Here, as previously, the uniqueness follows from Rouché’s theorem. By writing down an integral representation for ξ−1γνs , one readily
convinces oneself that, for γ small enough and given any fixed s, the function {ςa}s1 7→ λa is holomorphic. It is also holomorphic in γ
belonging to some open neighbourhood of γ = 0.
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One can readily check that D̂N
({pa}n1, {ha}n1) ∝ γ2(n−1) and Ĝ (β)γ;2AL [̟r] has no singularities around γ = 0. Thus,
since one computes the mth γ-derivative of (3.3.13) at γ = 0, all the terms issuing from n particle/hole excitations
with n ≥ m will not contribute to the value of the derivative. Hence, one can truncate the sum over n in (3.3.13) at
n = m. Once that the sum is truncated, it remains to represent the functional ∂mγ ·
{
D̂N · Ĝ (β)γ;2AL
}
|γ=0 by means of the
identities (3.3.36) and (3.3.32). All together, this yields
ρ
(m)
N;eff (x, t) = limβ→0 lims→+∞ limr→+∞
[ m∑
n=0
∑
p1<···<pn
pa∈BextL
∑
h1<···<hn
ha∈BintL
n∏
a=1
Ê 2
(
µha
)
Ê 2(µpa)
· ∂
m
∂γm
{
D̂N
( {pa}n1
{ha}n1
) [
γνs ; ξ ; ξγνs
]
Ĝ (β)
γ;2AL [̟r]
}
∣∣∣∣∣ γ=0ςp=0=ηa,p
]
. (3.3.39)
Above, I have introduced
Ê 2 (λ) = e−ixu(λ)−ĝ(λ) with ĝ (λ) ≡ ĝ1,s (λ) + ĝ2,r (λ) . (3.3.40)
In order to lighten the notation, the dependence of νs and ̟r on the auxiliary parameters ςp, ηa,p as well as the
one of Ê (λ) on the discretisation indices r and s has been dropped. The hat has nonetheless been kept so as to
insist on the operator nature of Ê. Equation (3.3.39) is to be understood along the lines of Section 3.3.3.
Starting from multiple-sum in the rhs of (3.3.39), one can re-express ρ(m)N;eff(x, t) in terms of the mth γ-derivative
of the functional XN
[
γνs, Ê 2
]
, where XN is defined as
XN
[
ν, e2
]
=
N+1∑
n=0
∑
p1<···<pn
pk∈BextL
∑
h1<···<hn
hk∈BintL
N∏
a=1
e2 (λa)
N+1∏
a=1
e2
(
µℓa
) D̂N
( {pa}n1
{ha}n1
) [
ν, ξ, ξν
]
, (3.3.41)
ξ is given by (2.3.11) and ξν (λ) = ξ (λ) + ν (λ) /L.
In order to establish the identification, one has to extend in (3.3.39) the upper bound in the summation over n
from m up to N + 1. This does not alter the result as it corresponds to adding up a finite amount of terms that are
zero due to the presence of γ-derivatives. Then, one should use the identity
∂m
∂γm
{
D̂N
( {pa}n1
{ha}n1
) [
γνs ; ξ ; ξγνs
]
Ĝ
(β)
γ;2AL [̟r]
}
∣∣∣∣∣ γ=0ςp=0=ηa,p
=:
∂m
∂γm
{∏N+1
a=1 Ê
2 (µa)∏N
a=1 Ê 2 (λa)
·
∏N
a=1 Ê
2 (λa)∏N+1
a=1 Ê 2 (µa)
D̂N
( {pa}n1
{ha}n1
) [
γνs ; ξ ; ξγνs
]
Ĝ
(β)
γ;2AL [̟r]
}
∣∣∣∣∣ γ=0ςp=0=ηa,p
: . (3.3.42)
Just as it is the case for the parameters λ j appearing in the expression for D̂N , the ones appearing in the pre-factors
of the rhs in (3.3.42) are the unique solutions to ξγνs(λs) = s/L. Equation (3.3.42) is an expression of the type
(3.3.23): to deal correctly with it one should implement a : · : prescription for the way the differential operators
∂ςa or ∂ηa,p should be substituted in the rhs of (3.3.42).
The identity (3.3.42) forces the appearance of the product of function Ê whose presence is necessary for iden-
tifying the sum over the particle-hole type labelling of integers in (3.3.39) with the functional ∂mγ XN
[
γνs Ê 2
]
|γ=0
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given in (3.3.41). This leads to the below representation:
ρ
(m)
N;eff (x, t) = limβ→0 lims→+∞ limr→+∞ :
∂m
∂γm
{∏N+1
a=1 Ê
2 (µa)∏N
a=1 Ê 2(λa)
XN
[
γνs, Ê 2
]
Ĝ (β)
γ;2AL [̟r]
}
∣∣∣∣∣ γ=0ςp=0=ηa,p
: . (3.3.43)
3.3.5 Taking the thermodynamic limit
As already mentioned, Theorem C.1 of [A7] establishes that ρ(m)N;eff(x, t) admits a well-defined thermodynamic
limit denoted as ρ(m)
eff
(x, t). This limit is given in terms of a truncation of a multidimensional Fredholm series.
This series is close in spirit to the type of series that have appeared in [213] and [A10]. Proposition C.1 of [A7]
establishes, in its turn, that it is allowed to exchange
• the thermodynamic limit N, L → +∞, N/L → D
with
• the ∂mγ differentiation along with its associated operator substitution,
• the computation of the translation generated by ĝ2,r,
• the computation of the s-dimensional Lagrange series associated with ĝ1,s,
• the computation of the r → +∞ and s → +∞ limits,
• the analytic continuation in β from Uβ0 up to β = 0.
The result of such an exchange of symbols is that ρ(m)
eff
(x, t) admits the representation
ρ
(m)
eff
(x, t) = lim
w→+∞ limβ→0 lims→+∞ limr→+∞ :
∂m
∂γm
{
Ê 2(q) ·e
−
q∫
−q
[ixu′(λ)+ĝ ′(λ)]γνs(λ)dλ
XC (w)
V
[
γνs, Ê 2
]
G (β)
γ;2w[̟r]
}
|γ=0
: . (3.3.44)
This formula deserves a few comments. In the case of complex valued functions e, the functional XC (w)
V
[
γνs, e
]
appearing in (3.3.44) corresponds precisely to the rank one perturbation (3.1.19) of the Fredholm determinant of
the integrable integral operator id+Vx acting on L2 ([−q ; q]) with the integral kernel (3.0.1) where the substitution
ν ֒→ γνs has been implemented.
The contour C (w)
V
is as defined in Figure 3.2. The parameter w delimiting the size of this contour plays the
role of a regularisation. This means, in particular, that the limit of an unbounded contour C (∞)
V
can only be taken
after r and s are sent to infinity and the analytic continuation up to β = 0 is carried out. Finally, equation (3.3.44)
contains the functional G (β)
γ;2w. The latter corresponds to the thermodynamic limit of the functional Ĝ
(β)
γ;2w. Its
explicit expression is provided in Lemma A.1 of [A7]. It is important to point out that the parameter β0 defining
the domain Uβ0 from which one should carry out the analytic continuation up to β = 0 depends on 2w. This
dependence is chosen in such a way that the constant of regularity CGA for the functional G
(β)
γ;2w is large enough so
as to make licit all the necessary manipulations with the translation operators and generalisations thereof.
Equation (3.3.44) provides one with a convenient representation for the thermodynamic limit ρ(m)
eff
(x, t). It
constitutes the first step towards extracting the large-distance x and long-time t asymptotic behaviour of ρ(m)
eff
(x, t).
Although the proof of this representation for the thermodynamic limit is quite technical and lengthy I stress that
formula (3.3.44) can be readily obtained, on a formal level of rigour, without the use of any complicated and
long computations. It is enough to take the thermodynamic limit formally on the level of formula (3.3.43) what
immediately yields (3.3.44).
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3.3.6 The multidimensional Natte series and asymptotics
Theorem 3.3.4 The thermodynamic limit of the Taylor coefficients ρ(m)
eff
(x, t) admits the below truncated multidi-
mensional Natte series representation
ρ
(m)
eff
(x, t) = ∂
m
∂γm
 1R\[−q ;q] (λ0)√−2πxu′′(λ0) ×
eix[u(λ0)−u(q)]B
[
γFλ0q ; p
]
A0
[
γFλ0q
]
(x − tvF + i0+)
[
γFλ0q (q)
]2
(x + tvF + i0+)
[
γFλ0q (−q)
]2G(0)1;γ ( λ0q
)
+
eix[u(−q)−u(q)] (BA−)
[
γF−qq ; p
]
G(0)1;γ
( −q
q
)
(x − tvF + i0+)
[
γF−qq (q)
]2
(x + tvF + i0+)
[
γF−qq (−q)−1
]2 + (BA+)
[
γF∅∅ ; p
]
G(0)0;γ
( ∅
∅
)
(x − tvF + i0+)
[
γF∅∅(q)+1
]2
(x + tvF + i0+)
[
γF∅∅(−q)
]2
+ e−ixu(q)
m∑
n=1
∑
Kn
∑
En(~k )
∫
C (w)ǫt
H({ǫt })n;x ({u (zt)} ; {zt})
[
γFz+z
−
]B[γFz+z
−
; p
]
(x − tvF + i0+)[γF
z+
z
−
(q)]2 (x + tvF + i0+)[γF
z+
z
−
(−q)]2G
(0)
|{z+}|;γ
( {z+}
{z
−
} ∪ {q}
)
dnzt
(2iπ)n

|γ=0
.
(3.3.45)
There, I have introduced the notations{
z+
}
=
{
zt , t ∈ J{~k } : ǫt = 1
}
,
{
z
−
}
=
{
zt , t ∈ J{~k } : ǫt = −1
}
,
∣∣∣{z+}∣∣∣ ≡ #{zt , t ∈ J{~k } : ǫt = 1} .
(3.3.46)
F∅∅ , F
λ0
q , F
−q
q are as defined in the discussion that followed equation (3.2.3). More generally, one has
Fz+z
−
(λ) ≡ F
(
λ
∣∣∣∣∣∣ {z+}{z
−
} ∪ {q}
)
= −Z (λ)
2
−
∑
t∈J{k }
ǫt=1
φ (λ, zt) +
∑
t∈J{k }
ǫt=−1
φ (λ, zt) . (3.3.47)
The function G(0)n;γ is related to the thermodynamic limit of the smooth part of the form factor. Its expression can
be found in (2.3.37). The functionals B, A± and A0 are, respectively, defined in (3.1.2), (3.1.20) and (3.1.21).
Note that all the summands in (3.3.45) involving the functional G(β)n;γ are well defined at β = 0. Indeed, the
potential singularities present in G(β)n;γ are cancelled by the zeroes of the pre-factors.
I refer to Section 4.6 of [A7] for a proof of this theorem. The main idea behind its proof is as follows. In order
to compute the effect of the : · : ordering in (3.3.44), one should replace the expression inside of : · : by
F [γνs, g˜, ̟r](γ) = E˜ 2(q) · e−
q∫
−q
[ixu′(λ)+g˜ ′(λ)]γνs(λ)dλ
XC (w)
V
[
γνs, E˜ 2
]
G
(β)
γ;2w[̟r] (3.3.48)
where
E˜ 2 (λ) = e−ixu(λ)−g˜(λ) with g˜ (λ) = g˜1,s (λ) + g˜2,r (λ) , (3.3.49)
and
g˜1,s (λ) = −
s∑
p=1
φ
(
tp, λ
)
ap while g˜2,r (λ) =
r∑
p=1
b1,p
t1,p − λ
+
r∑
p=1
b2,p
t2,p − λ
. (3.3.50)
Above, tp and tp,1, tp,2 are discretisation points, respectively, of the loops Cout or Cin and Cout that are used in the
course of re-writing the functionals D̂N and ĜN;γ.
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In order to implement the operator substitution, one has to compute the Taylor coefficients of the series ex-
pansion of F [γνs, g˜, ̟r](γ) into powers of b1,p, b2,p with p = 1, . . . , r and ap with p = 1, . . . , s. These Taylor co-
efficients are solely determined by the functional F [γνs, g˜, ̟r](γ) depending on the classical function g˜ (3.3.20).
Therefore, one can use any equivalent representation for F [γνs, g˜, ̟r](γ) as a starting point for computing the
various partial derivatives in respect to b j,p or ap. In other words, one can use any equivalent series representation†
for XC (w)E
[
γνs, E˜ 2
]
. Clearly, different series representations for this rank one perturbation of the Fredholm determi-
nant will lead to different types of expressions for the Taylor coefficients. However, in virtue of the uniqueness of
Taylor coefficients, their values coincide. As discussed in Subsection 3.1.2, XC (w)E
[
γνs, E˜ 2
]
admits a Natte series
representation. It remains to take this series representation as the starting point for the computation of the Taylor
coefficients. The rest is straightforward but slightly technical.
3.3.7 Some more conjectures leading to the dominant asymptotics of ρ(x, t)
Under the hypothesis that
1. the Taylor series
∑+∞
m=0 γ
mρ
(m)
eff
(x, t) /m! is convergent up to γ = 1,
2. its sum gives ρ(x, t),
3. the multidimensional Natte series (3.3.51) is convergent;
one gets that ρ (x, t) can be obtained from (3.3.45) by removing the mth γ-derivative symbol and setting γ = 1.
After identifying the coefficients in the first two lines with the properly normalised thermodynamic limit of the
form factors of the field (
∣∣∣F λ0q ∣∣∣2, ∣∣∣F ∅∅ ∣∣∣2 or ∣∣∣F −qq ∣∣∣2) one obtains the below series of multiple integral representation
for the thermodynamic limit of the one-particle reduced density matrix:
ρ (x, t) =
√
−2iπ
tε′′ (λ0) − xp′′ (λ0) ×
p′(λ0) eix[u(λ0)−u(q)]
∣∣∣F λ0q ∣∣∣2
[−i (x − tvF)]
[
Fλ0q (q)
]2
[i (x + tvF)]
[
Fλ0q (−q)
]2 1R\[−q ;q] (λ0)
+
e−2ixpF
∣∣∣F −qq ∣∣∣2
[−i (x − tvF)]
[
F−qq (q)
]2
[i (x + tvF)]
[
F−qq (−q)−1
]2 +
∣∣∣F ∅∅ ∣∣∣2
[−i (x − tvF)]
[
F∅∅ (q)+1]2 [i (x + tvF)]
[
F∅∅ (−q)
]2
+ e−ixu(q)
+∞∑
n=1
∑
Kn
∑
En(~k)
∮
C (w)ǫt
G(0)|{z+}|;1
( {z+}
{z
−
}
) H({ǫt})n;x ({u (zt)} ; {zt}) [Fz+z
−
]B[Fz+z
−
; p
]
(x − tvF + i0+)[F
z+
z
−
(q)]2 (x + tvF + i0+)[F
z+
z
−
(−q)]2 ·
dnzt
(2iπ)n . (3.3.51)
The above representation immediately yields the
Corollary 3.3.5 The reduced density matrix ρ (x, t) admits the asymptotic expansion as given in Subsection 3.2.2.
3.4 Conclusion
This chapter reviewed the method of multidimensional flows which allows one to compute, starting from the form
factor expansion of a correlator or from its multidimensional Fredholm series representation, its long-distance
and large-time asymptotic behaviour. Although I could make various steps of the method rigorous, still, a certain
†One natural representation that can be used as a starting point for taking the derivatives is the Fredholm series-like representation for
X
C
(w)
E
[
γνs, E˜ 2
]
. In fact, it is this series representation that allows one to prove the representation (3.3.44) in the very first place.
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amount of hypothesis remains to be proven. In its present setting, the method is already applicable to the study
of numerous two and multi-point correlation functions. It was applied, in its formal setting, to the density-density
correlation function of the non-linear Schrödinger model in my joint work with Terras [A9]. Also, in the joint
work with Maillet and Slavnov [A10] we argued the form of a multidimensional Fredholm series representation
for the zero-time density-density correlation function in the non-linear Schrödinger model at finite temperatures.
At the time, we have built our analysis of the large-distance behaviour on an adaptation of the method introduced
earlier in [213]. Yet, there is no problem to deal with the associated multidimensional Fredholm series within
the multidimensional flow technique described in the present chapter. The method should also be applicable to
the study of the short distance asymptotics of the correlation functions in integrable massive field theories. For
instance, the method seems applicable to the analysis of certain two-point functions (and their short-distance
asymptotics) in the sine/sinh-Gordon model whose form factors have been obtained in [138, 250, 337, 338]. In
these cases, I expect to deal with some multidimensional deformation of a Fredholm determinant associated with
[31, 280, 365] a specific solution to the 3rd Painlevé equation, a new type of special function whose description
and asymptotic behaviour is interesting in its own right. In the sinh-Gordon case, the form of the kernel of the
Fredholm determinant should be close to the one proposed by Korepin and Slavnov [245] in their dual field based
analysis of form factor expansions in this model.
Chapter 4
Towards an understanding of "critical"
asymptotics
The multidimensional flow method that I described in the previous chapter is a way of recasting a correlation func-
tion in an interacting integrable model in terms of a : · : average of a Fredholm determinant depending on some
operator symbol. Various possible representations for a Fredholm determinant lead to as many representations for
the correlation function. In the previous chapter, I considered the example of a correlation function whose : · :
representation involves the integral operator id + Vx where Vx is characterised by the integral kernel (3.0.1). It
is natural to ask what other types of kernels can arise inside a : · : average representation for correlation func-
tions. So far, I only focused on correlation functions involving products of local operators each of them separated
by some spatial distance. Yet, one can also consider correlation functions of diffuse operators. The simplest of
them is the so-called emptiness formation probability correlation functions τ(x). In the context of the non-linear
Schrödinger model, this correlator represents the probability that, in the ground state of the model, there will be no
quasi-particles located in a region of size x. Without going too deep into the details, under appropriate hypothesis,
this correlator can be recast in terms of an average of the type
τ(x) = LIM : Y[Ê2]T [̟] : where Y[e2] = det [id + W(c)x ] . (4.0.1)
There, LIM stands for a certain amount of limits that have to be taken, in the spirit of (3.3.43) or (3.3.44), after the
: · : average is performed. T is a functional that plays an analogous role to the one played by functional G (β)
γ;2w in
the analysis of the last chapter. For the purpose of the discussion that I wish to carry, there is no need to provide
more informations on the precise for of T or of the LIM symbol. The main point is that the : · : average involves
the integral operator id + W(c)x on L2([−q ; q]) whose integral kernel is of c-shifted type:
W (c)x (λ, µ) =
ic
2iπ(λ − µ) ·
{
e(µ)e−1(λ)
(λ − µ) + ic +
e(λ)e−1(µ)
(λ − µ) − ic
}
with e(λ) = e−i x2 p(λ)−g(λ) . (4.0.2)
The above kernel is integrable since it can be recast in the form:
W (c)x (λ, µ) =
1
(λ − µ)
+∞∫
0
e−cs
2iπ
[
e(µ) · e−1(λ) · eis(λ−µ) − e(λ) · e−1(µ) · eis(µ−λ)] · ds . (4.0.3)
This seems to offer the possibility to construct the Natte series representation for det
[
id+ W(c)x
]
by means of a non-
linear steepest descent analysis of the associated Riemann–Hilbert problem. Unfortunately, the fact that W (c)x (λ, µ)
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is an integrable integral kernel described by a continuous collection of functions has its price! Recall that an
integrable integral operator id + O on L2(J) with an integral kernel
O(λ, µ) =
∑N
a=1 ea(λ) fa(µ)
λ − µ and
N∑
a=1
ea(λ) fa(λ) = 0 (4.0.4)
is associated with a Riemann–Hilbert problem for a holomorphic N ×N matrix on C \ J. It is thus not astonishing
that the use of a continuously labelled family of functions ea, fa so as to describe the kernel results in an operator-
valued Riemann–Hilbert problem. The operator valuedness constitutes an important technical complication with
respect to the matrix valued case.
In fact, Fredholm determinants of c-shifted integrable integral operators and their associated operator valued
Riemann–Hilbert problems arose already in the early days of exploring the correlation functions in quantum in-
tegrable models out of their free fermion point. The Riemann–Hilbert machinery allowed to construct systems of
partial differential equations satisfied by specific examples of such Fredholm detereminants [179, 233, 238, 244].
However, at the time, not much progress has been achieved in respect to the asymptotic analysis of operator valued
Riemann–Hilbert problems. The sole serious work on the subject has been carried out by Its and Slavnov [182].
These authors performed a formal non-linear steepest descent-based analysis of an operator valued Riemann–
Hilbert problem depending oscillatorily on a large parameter x. This allowed them to extract the leading asymp-
totic behaviour in x out of the logarithm of the Fredholm determinant which gave rise to the Riemann–Hilbert
problem on the first place. However, numerous technical difficulties (the operator nature of the scalar Riemann–
Hilbert problem which arises in the very the first step of the analysis, construction of parametrices in terms of
special functions with operator index,...) which could not have been overcome stopped, for almost 15 years, any
activity related to an asymptotic analysis of operator valued Riemann–Hilbert problems.
Yet, the per se operator valued setting of the Riemann–Hilbert problem is not the sole difficulty to be dealt
with so as to extract the large-x asymptotic behaviour out of det [id+ W(c)x ]. On top of all issues related to handling
piecewise holomorphic functions taking values in some space of operators on some appropriate functional space,
one has to deal with the fact that the operator valued Riemann–Hilbert problem of interest posses a "critical"
structure that already manifested itself on the level of the Riemann–Hilbert problem associated with the pure sine
kernel. While in the latter case the 2 × 2 jump matrix has one of its diagonal entries equal to zero what renders
the use of a LU factorisation approach to the non-linear steepest descent impossible, in the former case, the 2 × 2
operator-valued jump matrix is such that its 22 diagonal operator entry has a zero eigenvalue. In the pure sine
kernel case, as proposed in [95], a way out of the problem consists in implementing a g-function transformation.
Thus, it seems reasonable to expect that, in the operator valued setting, one will have to build an operator valued
analogue of the g-function transformation. However, the hard part is that such a transformation would have to
provide a distinct treatment on the one hand of the zero eigenvalue eigenspace of the operator entry and on the
other hand of its orthogonal complement. The detail that makes it difficult is that the zero eigenvalue eigenspace
of the 22 operator valued entry of the jump matrix depends on the position on the jump contour. How to effectively
construct such g-functions seems unclear, even in the most trivial possible generalisation of the 2 × 2 case, i.e.
a critical 3 × 3 matrix Riemann–Hilbert problem. Some progress in constructing the g-functions for larger than
2 × 2 Riemann–Hilbert problems, although of a slightly different nature than the ones of interest here, has been
achieved in [117].
To summarise, there are two distinct issues that should be understood prior to addressing the large-x analysis
of the emptiness formation probability:
• settle all of the problematic issues associated with the very fact of dealing with operator valued Riemann–
Hilbert problems this in the off-critical case, i.e. when there are no zero eigenvalue eigenspaces;
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• extend the procedure to the critical case by constructing operator valued analogues of the g-function trans-
formation.
In the present chapter, I shall review the progress I made relatively to the first point, namely obtaining a better
understanding of c-shifted integrable integral operators and of their associated operator valued Riemann–Hilbert
problems. As indicated, the focus will be on the case of off-critical integral operators whose integral kernel takes
the form
Wx(λ, µ) = icF(λ)2iπ(λ − µ) ·
{
e
ix
2 [p(λ)−p(µ)]
(λ − µ) + ic +
e
ix
2 [p(µ)−p(λ)]
(λ − µ) − ic
}
, (4.0.5)
with
• p([a ; b]) ⊂ R and such that p is a biholomorphism from an open neighbourhood U of [a ; b] in C onto some
open neighbourhood of [p(a) ; p(b)] in C which furthermore satisfies p′|[a ;b] > 0 ;
• F is holomorphic on U and satisfying
∣∣∣arg(1 + F(λ))∣∣∣ < π uniformly in U .
In the following, I will discuss two methods allowing one to extract the large-x asymptotic behaviour out of
det [id + Wx] with Wx(λ, µ) as given by (4.0.5).
The first method utilises 2 × 2 Riemann–Hilbert problems and an appropriate rewriting of the integral kernel
as a perturbation of the generalised sine kernel defined as
S˜ x(λ, µ) = F(λ)
π(λ − µ) · sin
( x
2
[p(λ) − p(µ)]
)
. (4.0.6)
On top of providing an access to the large-x behaviour of determinants of c-shifted operators such as (4.0.5), the
method also allows one to extract the large-x behaviour out of so-called lacunary Toeplitz determinants.
The second method consists in a bona fide non-linear steepest descent analysis of the operator valued Riemann–
Hilbert problem associated with the c-shifted kernel (4.0.5). Here, the two main achievements consist in overcom-
ing the technical difficulties that arose previously in the analysis of operator-valued Riemann–Hilbert problems,
namely:
i) the construction of solutions to operator valued scalar Riemann–Hilbert problem with jump on [−q ; q] is
reduced to the one of inverting an integral operator acting on L2
(
Γ([−q ; q]), dz), where Γ([−q ; q]) denotes a
small counterclockwise loop around [−q ; q].
ii) The construction of local parametrices is strongly simplified and made rigorous. In the present case, the
parametrices are given in terms of special function (confluent hypergeometric functions) whose auxiliary
parameters are scalar-valued holomorphic functions and not holomorphic functions taking values in some
infinite dimensional Banach spaces, as it was the case in [182].
I do stress that both methods mentioned above allow one to establish the asymptotic expansion for det [id + Wx].
Theorem 4.0.1 Let p and F be as described above and S˜x denote the integral operator on L2
([−q ; q]) whose
integral kernel has been defined in (4.0.6). Then, the below ratio of Fredholm determinants admits the large-x
asymptotic behaviour
det [id + Wx]
det [id + S˜x] = det [id + U+] · det [id + U−] ·
(
1 + o(1)
)
(4.0.7)
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where U± are integral operators on L2
(
Γ([−q ; q])), with Γ being a small counterclockwise loop around the interval
[−q ; q]. The integral kernels of U± read
U±(λ, µ) = α(λ) · α
−1(µ ∓ ic)
2iπ(λ − µ ± ic) with α(λ) = exp
{ q∫
−q
ln
[
1 + F(µ)]
λ − µ ·
dµ
2iπ
}
. (4.0.8)
I do stress that Theorem 4.0.1 characterises the leading large-x asymptotic behaviour of det [id + Wx] in that the
one of det [id + S˜x] has been obtained in [214].
4.1 The factorisation method
4.1.1 The c-shifted kernels
The factorisation method [A13] builds on the observation that the c-shifted kernel Wx can be decomposed as
Wx(λ, µ) = S˜ x(λ, µ) + W˜x(λ, µ) with W˜x(λ, µ) = − F(λ)2iπ
{
e
ix
2 [p(λ)−p(µ)]
(λ − µ) + ic −
e
ix
2 [p(µ)−p(λ)]
(λ − µ) − ic
}
. (4.1.1)
The integral operator id + S˜x is of integrable type and has been extensively studied in [214]. This operator is
associated with a 2 × 2 Riemann–Hilbert problem for a matrix Ω that is holomorphic on C \ [−q ; q]. Under the
hypothesis of the present chapter, this Riemann–Hilbert problem is uniquely solvable, at least for x large enough.
Furthermore, for such large-x at least, id + S˜x is invertible. It is a standard fact that the resolvent kernel for id + S˜x
can be constructed explicitly in terms of Ω.
The idea at the root of the factorisation method consists in factoring out, explicitly, the operator id + S˜x out of
det[id + Wx] and using the properties of the solution Ω so as to recast
(
id + S˜x
)−1 · W˜x in a way that is appropriate
for the large-x analysis of the associated determinant. All-in-all, such handlings lead to
Proposition 4.1.1 The Fredholm determinant of the integral operator id + Wx can be factorised as
det [id + Wx] = det [id + S˜x] · det [id + Mx] . (4.1.2)
id + Mx appearing above is an integral operator on L2
(
Γ([−q ; q])) ⊕ L2(Γ([−q ; q])) with Γ([−q ; q]) any counter-
clockwise compact loop around [−q ; q] located in the strip |ℑ(z)| < c/2. This operator is characterised by its
matrix integral kernel
Mx(λ, µ) =

(
e1 ,Ω
−1(λ) · Ω(µ + ic) · e1)
2iπ(λ − µ − ic)
(
e1 , Ω
−1(λ) · Ω(µ − ic) · e2)
2iπ(λ − µ + ic)(
e2 , Ω
−1(λ) · Ω(µ + ic) · e1)
2iπ(λ − µ − ic)
(
e2 , Ω
−1(λ) · Ω(µ − ic) · e2)
2iπ(λ − µ + ic)
 . (4.1.3)
Above,
e1 =
(
1
0
)
and e2 =
(
0
1
)
(4.1.4)
stand for the canonical basis on R2 and given two vectors v,w ∈ C2, (v,w) = 2∑
a=1
vawa represents the canonical
bilinear pairing induced by the scalar product on R2.
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Theorem 4.0.1 then appears as an immediate corollary of this proposition. Indeed, it has been established in
[214] that, when x → +∞, given any open and relatively compact neighbourhood O of [−q ; q], the unique solution
Ω to the Riemann–Hilbert problem associated with the operator S˜x (4.0.6) takes on C \ O, the form
Ω(λ) = Ω∞(λ) · α−σ3(λ) with ||Ω∞ − I2||L∞(C\O) = o(1) . (4.1.5)
Here, Ω∞ is some holomorphic matrix in C \ O and the function α is as defined by (4.0.8). The existence of the
L∞ bound on Ω∞ − I2 is all the information that is needed on the matrix Ω∞ so as to get to the result.
Having this information at hand, it is enough to pick some relatively compact neighbourhood O of [−q ; q] that
is small enough and take Γ([−q ; q]) to be a small counterclockwise loop around [−q ; q], lying entirely in {C\O}∩{|ℑ(z)| < c/2}. Then, it is readily checked that the integral operator id + M(0)x on L2(Γ([−q ; q])) ⊕ L2(Γ([−q ; q]))
characterised by the matrix kernel
M(0)x (λ, µ) =

α(λ) · α−1(µ + ic)
2iπ · (λ − µ − ic) 0
0 α
−1(λ) · α(µ − ic)
2iπ · (λ − µ + ic)
 (4.1.6)
is a good approximant to id+Mx. The integral kernels Mx(λ, µ) and M(0)(λ, µ) are smooth functions on the compact
Γ([−q ; q]) × Γ([−q ; q]). Hence, the integral operators Mx and M(0) are trace class in virtue of the criterion obtained
in [116]. Their Fredholm determinant and trace is thus well defined. Furthermore, one has
tr
[
Mx − M(0)
]
=
∮
Γ
(
[−q ;q]
) [Mx(λ, λ) − M(0)x (λ, λ)] · dλ . (4.1.7)
Also standard estimates for 2-Fredholm determinants (cf [156, 323]) ensure that, for some universal constant C,∣∣∣∣ det2 [id + M(0)] − det2 [id + Mx]∣∣∣∣ ≤ C||M(0) − Mx||HS , (4.1.8)
with || · ||HS being the Hilbert-Schmidt norm. Both, the Hilbert-Schmidt norm ||M(0) − Mx||HS and the integral in the
rhs of (4.1.7) can be controlled in terms of the uniform bounds for Ω∞ − I2 on Γ([−q ; q]) and thus approach 0
when x → +∞. Therefore,
det
[
id + Mx
]
= det
[
id + M(0)x
] · {1 + o(1)} , (4.1.9)
what, in its turn, entails Theorem 4.0.1 in virtue of Proposition 4.1.1.
4.1.2 Lacunary Toeplitz determinants
I now give a short description of the results that can be obtained, within the factorisation method, relatively to the
large-N asymptotic behaviour of so-called lacunary Toeplitz determinants generated by a symbol f :
detN
[
cℓa−mb [ f ]
]
where cn[ f ] =
∮
∂D0,1
f (z)
zn+1
· dz
2iπ . (4.1.10)
The sequences ℓa, mb appearing in (4.1.10) are such that
ℓa = a for a ∈ {1, . . . , N} \ {h1, . . . , hn} and ℓha = pa a = 1, . . . , n (4.1.11)
ma = a for a ∈ {1, . . . , N} \ {t1, . . . , tr} and mta = ka a = 1, . . . , r . (4.1.12)
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The integers ha ∈ [[ 1 ; N ]] and pa ∈ Z \ [[ 1 ; N ]], a = 1, . . . , n (resp. ta ∈ [[ 1 ; N ]] and ka ∈ Z \ [[ 1 ; N ]],
a = 1, . . . , r) are assumed to be pairwise distinct.
Tracy and Widom [356] and Bump and Diaconis [62] were the first to focus their attention on the large-N
asymptotic behaviour of lacunary Toeplitz determinants. These authors have obtained, in 2002, two formulae
of a very different kind for these large-N asymptotics. In both cases, the large-N behaviour of the lacunary
Toeplitz determinant was expressed in terms of the unperturbed determinant detN
[
ca−b[ f ]
]
times an extra term.
The expression for the extra term proposed by Bump and Diaconis was based on characters of the symmetric group
associated with the partitions λ and µ that can be naturally associated with the sequences ℓa and mb. The answer
involved the sum over the symmetric groups of |λ| and |µ| elements. In their turn, Tracy and Widom obtained a
determinant representation of the type
detN
[
cℓa−mb [ f ]
]
= detN−q
[
c j−k[ f ]] · detq [W jk] · (1 + o(1)) q = max {t1, . . . , tr, h1, . . . , hn} (4.1.13)
where W jk was an explicit q × q sized matrix depending on the symbol f and the numbers h1, . . . , hn, p1, . . . , pn,
t1, . . . , tr and k1, . . . , kr. The two expressions were of a very different nature and it was unclear how to connect the
two formulae directly. It was only in 2011 that Dehaye [88] proved, by a direct method, their equivalence. Some
generalisations of lacunary Toeplitz determinants have been studied by Lions [266].
The main problems of the mentioned asymptotic expansions was that the answer depended on the magnitude
of the lacunary parameters pa, kb, ha, tb. As soon as these parameters were also growing with N, the form of the
answer did not allow for an easy access to the per se large-N asymptotic behaviour of the lacunary determinant.
Indeed, in Bump–Diaconis’ case, the number of terms that were being summed over was growing as∑(|pa| + ha) +∑(|ka | + ta) whereas in Tracy–Widom’s case, the non-trivial determinant part involved a matrix of
size max
{
t1, . . . , tr, h1, . . . , hn
}
.
I now describe the expression for the large-N behaviour of lacunary Toeplitz determinants that I obtained in
[A12]. Within my approach, the extra term in respect to detN
[
ca−b[ f ]
]
is given by a determinant of a (n+r)×(n+r)
matrix. The large-size asymptotic expansion of the determinant I obtained is thus free from the problems related
to the growth in N of the integers parametrising the lacunary lines and columns. In fact, I showed in [A12] that the
setting is enough so as to treat certain cases of lacunary parameters pa, kb, ha, tb going to infinity. The structure of
the asymptotics when r , 0 (i.e. ma , a as defined in (4.1.12)) is slightly more complex, so that I refer to Corollary
2.1 and Theorem 2.1 of [A12] for the details. Below, I will solely present the form taken by the asymptotics in the
case of the line-lacunary Toeplitz determinants
Theorem 4.1.2 Let f be a non-vanishing function on ∂D0,1 such that f and ln f are holomorphic on some open
neighbourhood of ∂D0,1. Let ℓa be defined as in (4.1.11) and γ be the piecewise analytic function
γ(z) = exp
{
−
∑
n≥0
cn
[ ln f ]·zn} f or z ∈ D0,1 and γ(z) = exp {∑
n≥1
c−n
[ ln f ]·z−n} f or z ∈ C\D0,1 .
Then, provided that the matrix M given below is non-singular, the line-lacunary Toeplitz determinant detN
[
cℓa−b[ f ]
]
admits the representation
detN
[
cℓa−b[ f ]
]
= detN
[
ca−b[ f ]] · detn [Mab] · (1 + O(N−∞)) , (4.1.14)
where the n × n matrix M reads
Mab = −1N(pa)
∮
∂D0,ηz
dz
2iπ ·
∮
∂D0,ηs
ds
2iπ ·
γ(z)
γ(s) ·
sN−pa · zhb−N−1
z − s
+ 1N(−pa)
∮
∂D0,η−1z
dz
2iπ ·
∮
∂D0,η−1s
ds
2iπ ·
γ(s)
γ(z) ·
s−pa · zhb−1
z − s , (4.1.15)
117
where 1 > ηz > ηs > 0 and 1N stands for the indicator function of N .
The theorem above allows one to obtain the large N-asymptotic expansion of the line-lacunary Toeplitz de-
terminants independently of the magnitude (in respect to N) of the lacunary parameters {ha} and {pa}. Indeed,
since the size of the matrix M does not depend on the integers {ha} or {pa}, the problem boils down to a classical
asymptotic analysis of one-dimensional integrals defining its entries.
The idea of the proof of Theorem 4.1.2 is the following. One represents the Toeplitz determinant in terms of
the Fredholm determinant of the operator id + V0 + V1 on L2
(
∂D1), where
V0
(
z, s
)
=
( f (z) − 1) · z N2 · s− N2 − z− N2 · s N2
2iπ
(
z − s) (4.1.16)
is an integrable kernel and V1 is a finite rank perturbation. The results follows from a factorisation of the operator
id + V0 out of the determinant followed by some reductions of the remaining determinant of a finite rank operator.
More details can be found in [A12].
4.2 The operator valued Riemann–Hilbert problem
In the present section, I will provide an overview of the steepest descent analysis of the operator valued Riemann-
Hilbert problem related with the integrable kernel Wx(λ, µ) defined in (4.0.5). However, first, I need to provide a
few definitions.
4.2.1 Some preliminary definitions
• The superscript T will denote the transposition of vectors, viz.
if ~v =

v1
...
vN
 then ~vT = (v1 . . . vN) . (4.2.1)
• The space Mp(C) of p × p matrices over C is endowed with the norm
∣∣∣∣∣∣M∣∣∣∣∣∣ = maxa,b |Ma,b|.
• The space Mp
(
L2
(
X, dν)) denotes the space of p × p matrix valued functions on X whose matrix entries
belong to L2
(
X, dν
)
. This space is endowed with the norm
∣∣∣∣∣∣M∣∣∣∣∣∣2
Mp
(
L2
(
X,dν
)) = ∫
X
tr
[
M†(x) · M(x)] · dν(x) with (M†)
ab
= M∗ba (4.2.2)
and ∗ refers to the complex conjugation of scalars.
• id refers to the identity operator on L2(R+, ds), Ip⊗id refers to the matrix integral operator on ⊕pa=1L2
(
R
+, ds)
which has the identity operator on its diagonal and zero everywhere else.
• Given a vector ~E of functions Ea ∈ L2(R+, ds)
~E =

E1
...
Ep
 and a vector of 1 − forms ~κ =

κ1
...
κp
 (4.2.3)
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on L2(R+, ds), their scalar product refers to the below sum
(
~κ, ~E
)
=
p∑
a=1
κa[Ea] (4.2.4)
in which one evaluates the one-form -appearing to the left- on the function -appearing to the right-. Furthermore,
the notation ~E ⊗ (~κ)T refers to the matrix operator on ⊕p
a=1L
2(
R
+, ds) given as
~E ⊗ (~κ)T = (Eq ⊗ κr)q,r=1,...,p (4.2.5)
where Eq ⊗ κr is the operator on L2(R+, ds) acting as(
Eq ⊗ κr)[g] = Eq × κr[g] for any g ∈ L2(R+, ds) . (4.2.6)
Definition 4.2.1 Let Φ̂(λ) be an integral operator on ⊕p
a=1L
2(
R
+, ds
)
parametrised by an auxiliary variable λ. Let
Φ̂(λ | s, s′) denote its p× p matrix integral kernel. GivenD an open subset of C, we say that Φ̂(λ) is a holomorphic
in λ ∈ D integral operator on ⊕p
a=1L
2(
R
+, ds) if
• pointwise in (s, s′) ∈ (R+)2, the p × p matrix-valued function λ 7→ Φ̂(λ | s, s′) is holomorphic in D ;
• pointwise in λ ∈ D, (s, s′) 7→ Φ̂(λ | s, s′) ∈ Mp(L2(R+ × R+, ds ⊗ ds′)).
I also need to define what is meant by ± boundary values of a holomorphic integral operator. There are two
kinds of notions that seem of main interest to operator valued Riemann-Hilbert problems. On the one hand L2 and
on the other hand continuous boundary values.
Definition 4.2.2 Let D be an open subset of C and ΣΦ an oriented smooth curve in C. Let n(λ) be the orthogonal
to ΣΦ at the point λ ∈ ΣΦ and directed towards the + side of ΣΦ.
A holomorphic in λ ∈ D \ ΣΦ integral operator Φ̂(λ) on ⊕pa=1L2
(
R
+, ds) is said to admit L2 ±-boundary values
Φ̂±(λ) on ΣΦ if
• there exists a matrix valued function (λ, s, s′) 7→ Φ̂±(λ | s, s′) belonging to L2(ΣΦ × R+ × R+) and such that
lim
ǫ→0+
∣∣∣∣∣∣Φ̂(±ǫ) − Φ̂±∣∣∣∣∣∣Mp(L2(ΣΦ×R+×R+)) = 0 where Φ̂(ǫ)(λ | s, s′) = Φ̂(λ + ǫn(λ) | s, s′) .
The operators Φ̂±(λ) are then defined as the integral operators on ⊕pa=1L2
(
R
+, ds) characterised by the
matrix integral kernel Φ̂±(λ | s, s′).
A holomorphic in λ ∈ D \ ΣΦ integral operator Φ̂(λ) on ⊕pa=1L2
(
R
+, ds
)
is said to admit continuous boundary
values Φ̂±(λ) on Σ′Φ ⊂ ΣΦ if
• pointwise in (s, s′) ∈ (R+)2 the non-tangential limit Φ̂(λ | s, s′) −→
λ→t
Φ̂±(t | s, s′) when λ approaches t ∈ Σ′Φ
from the ± side exists and that the map t 7→ Φ̂±(t | s, s′) is continuous on Σ′Φ. The operators Φ̂±(λ) are then
defined as the integral operators on ⊕p
a=1L
2(
R
+, ds) characterised by the matrix integral kernel Φ̂±(λ | s, s′).
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Let λ 7→ mk(λ) be the below one parameter t family of functions taking values in the space of functions on
R
+:
m1(λ)(s) ≡ m1(λ; s) =
√
c e−
cs
2 eistλ and m2(λ)(s) ≡ m2(λ; s) =
√
c e−
cs
2 e−istλ . (4.2.7)
Let λ 7→ κk(λ) be the below one-parameter t family of functions taking values in the space of one-forms on
L2(R+, ds):
κ1(λ)[ f ] =
√
c
+∞∫
0
e−
cs
2 e−istλ f (s) · ds and κ2(λ)[ f ] =
√
c
+∞∫
0
e−
cs
2 eistλ f (s) · ds . (4.2.8)
Note that, uniformly in λ ∈ [−q ; q], the function s 7→ mk(λ; s) belongs to (L1 ∩ L∞)(R+, ds). The one-forms and
functions introduced above satisfy to
κk(λ)[mk(µ)] = icǫkt(λ − µ) + iǫkc where k = 1, 2 and
{
ǫ1 = −1
ǫ2 = 1
. (4.2.9)
Now introduce the one-form on L2(R+, ds) valued vector ~EL(µ) and the L2(R+, ds)-valued vector ~ER(µ):
~EL(µ) = F(µ)
 e− ix2 p(µ) · κ1(µ)−e ix2 p(µ) · κ2(µ)
 and ~ER(µ) = −12iπ
 e ix2 p(µ) · m1(µ)
e−
ix
2 p(µ) · m2(µ)
 . (4.2.10)
These allow one to construct a t-deformation Wx;t(λ, µ) of the integrable integral kernel (4.0.5)
Wx;t(λ, µ) =
(
~EL(λ), ~ER(µ)
)
λ − µ =
icF(λ)
2iπ(λ − µ) ·
{
e
ix
2 [p(λ)−p(µ)]
t(λ − µ) + ic +
e
ix
2 [p(µ)−p(λ)]
t(λ − µ) − ic
}
. (4.2.11)
The reason for studying the t-deformation instead of the kernel Wx itself is that the parameter t allows one to
interpolate between the generalised sine kernel Wx;0(λ, µ) = S˜ x(λ, µ) and the kernel of interest Wx;1(λ, µ) =
Wx(λ, µ). For technical reasons, it is more convenient to interpolate between S˜x and Wx by varying the extra
parameter t then by means of deforming the apparently "more natural" parameter c.
The strategy for proving Theorem 4.0.1 is classical. One recasts ∂t ln det
[
id + Wx;t
]
in terms of the solution of
the associated Riemann-Hilbert problem, see Lemma 4.2.2. The fine bounds on the large-x asymptotic behaviour
of the solution to this Riemann–Hilbert problem then allow one to integrate ∂t ln det
[id + Wx;t] over a path joining
t = 0 to t = 1 and asymptotically in x.
4.2.2 The initial operator-valued Riemann–Hilbert problem
The integral kernel Wx;t(λ, µ) is associated with the Riemann–Hilbert problem for a 2 × 2 operator-valued matrix
χ(λ) = I2 ⊗ id + χ̂(λ) :
• χ̂(λ) is a holomorphic in λ ∈ C \ [−q ; q] integral operator on L2(R+, ds) ⊕ L2(R+, ds);
• χ̂(λ) admits continuous ±-boundary values χ̂±(λ) on ] − q ; q[;
• uniformly in (s, s′) ∈ R+ × R+ and for any compact K such that ±q ∈ Int(K), there exist a constant CK > 0
such that∣∣∣∣∣∣̂χ(λ | s, s′)∣∣∣∣∣∣ ≤ CK
1 + |λ| · e
− c4 (s+s′) on C \
{
K ∪ [−q ; q]
}
.
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• there exists λ-independent vectors ~Nς, ς ∈ {−q, q} whose entries are functions in (L1 ∩ L∞)(R+, ds) and an
integral operator χ̂(ς)reg(λ) on L2
(
R
+, ds) ⊕ L2(R+, ds) such that
χ(λ) = I2 ⊗ id + ln [w(λ)] · ~Nς ⊗ (~EL(ς))T + χ̂(ς)reg(λ) where w(λ) = λ − b
λ − a . (4.2.13)
The integral kernel χ̂(ς)reg
(
λ | s, s′) satisfies the bound∣∣∣∣∣∣̂χ(ς)reg(λ | s, s′)∣∣∣∣∣∣ ≤ Ce− c4 (s+s′)(s+ 1)(s′ + 1) uniformly in λ ∈ Uς and (s, s′) ∈ R+ ×R+ (4.2.14)
for some open neighbourhood Uς of ς ∈ {−q, q}.
• the ± boundary values satisfy χ+(λ) · Gχ(λ) = χ−(λ) where the jump matrix corresponds to the matrix
operator on L2
(
R
+, ds
) ⊕ L2(R+, ds) :
Gχ(λ) =
(
id − F(λ) · m1(λ) ⊗ κ1(λ) F(λ) eixp(λ) · m1(λ) ⊗ κ2(λ)
−F(λ) e−ixp(λ) · m2(λ) ⊗ κ1(λ) id + F(λ) · m2(λ) ⊗ κ2(λ)
)
. (4.2.15)
Proposition 4.2.3 The Riemann–Hilbert problem for χ admits, at most, a unique solution. Furthermore, there
exists δ > 0 and small enough such that for any t such that |ℑ(t)| < δ and det [id + Wx;t] , 0, this unique solution
exists and takes the explicit form
χ(λ) = I2⊗ id−
q∫
−q
~FR(µ) ⊗
(
~EL(µ)
)T
µ − λ ·dµ and χ
−1(λ) = I2⊗ id+
q∫
−q
~ER(µ) ⊗
(
~FL(µ)
)T
µ − λ ·dµ (4.2.16)
where ~FR(λ) and ~FL(λ) correspond to the solutions to the below linear integral equations
~FR(λ) +
q∫
−q
Wx;t(µ, λ) · ~FR(µ) ·dµ = ~ER(λ) and ~FL(λ) +
q∫
−q
Wx;t(λ, µ) · ~FL(µ) ·dµ = ~EL(λ) . (4.2.17)
Reciprocally, the solutions ~FR/L(λ) can be constructed in terms of χ as
~FR(µ) = χ(µ) · ~ER(µ) and
(
~FL(µ)
)T
=
(
~EL(µ)
)T · χ−1(µ) with µ ∈]a ; b[ . (4.2.18)
The proof is close in spirit to the matrix Riemann–Hilbert problem case, although some additional care is
needed due to the handling of operators. I refer for more details to the proof given in [A11] after the statement of
Proposition 2.1.
4.2.3 Auxiliary operator-valued scalar Riemann–Hilbert problems
I now present a way of solving the operator valued scalar Riemann–Hilbert problems that arise when implementing
the first step of the non-linear steepest descent method. Let
τ1(λ) = − F(λ)1 + F(λ) and τ2(λ) = F(λ) . (4.2.19)
The Riemann–Hilbert problem for βk = id + β̂k with k = 1, 2 reads:
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• β̂k(λ) is a holomorphic in λ ∈ C \ [−q ; q] integral operator on L2(R+, ds);
• β̂k(λ) admits continuous ±-boundary values β̂k;± on ] − q ; q[;
• uniformly in (s, s′) ∈ R+ × R+ and for any compact K such that ±q ∈ Int(K), there exist a constant C > 0
such that∣∣∣̂βk(λ | s, s′)∣∣∣ ≤ C1 + |λ| · e− c4 (s+s′) for C \ K . (4.2.20)
• There exists a function nk;ς ∈ (L1∩L∞)(R+, ds) and a neighbourhood Uς of ς ∈ {−q, q} such that for λ ∈ Uζ
β̂k(λ) = [w(λ)]−νk(ς) · nk;ς ⊗ κk(ς) + β̂(ς)k;reg(λ) with νk(µ) = −12iπ ln [1 + τk(µ)] (4.2.21)
where w(λ) is as given in (4.2.13) while, for any λ ∈ Uς,∣∣∣̂β(ς)k;reg(λ | s, s′)∣∣∣ ≤ Ce− c4 (s+s′)(s + 1)(s′ + 1) for some C > 0 . (4.2.22)
• the boundary values satisfy βk;+(λ) ·
(
id + τk(λ) · mk(λ) ⊗ κk(λ)
)
= βk;−(λ).
Proposition 4.2.4 There exists δ > 0 small enough such that the Riemann–Hilbert problem for βk admits a unique
solution provided that 1 + τk(λ) , 0 on [−q ; q] and |ℑ(t)| < δ. Furthermore, the solution exists as soon as
|ℑ(t)| < δ and detΓ([−q ;q]) [id + Uk;t] , 0 (4.2.23)
where the integral kernel Uk;t(λ, µ) of the integral operator Uk;t acting on L2(Γ([−q ; q])) reads
Uk;t(λ, µ) = −t
αk(λ) · α−1k (µ + iǫkc/t)
2iπ · [t(µ − λ) + iǫkc] with αk(λ) = exp
{ q∫
−q
νk(µ)
µ − λ · dµ
}
(4.2.24)
νk as in (4.2.21) and ǫk as in (4.2.9). The solution βk can be represented as
βk(λ) = id −
q∫
−q
τk(µ)ρk(µ) ⊗ κk(µ)
µ − λ ·
dµ
2iπ
. (4.2.25)
Above ρk(λ) denotes the function
(
ρk(λ)
)(s) = ρk(λ; s) which is defined as the unique solution to the linear integral
equation
(
id + Kk;t
)
[ρk(∗; s)](λ) = αk;+(λ)
∮
Γ
(
[−q ;q]
)
√
c · e− cs2 −iǫktsµ
αk(µ) · (µ − λ) ·
dµ
2iπ
. (4.2.26)
There ∗ denotes the variable on which the integral operator acts. The integral kernel Kk;t(λ, µ) of the integral
operator Kk;t on L2
([−q ; q]) driving this linear integral equation reads
Kk;t(λ, µ) = −t
αk;+(λ) · α−1k (µ + iǫkc/t)
2iπ · (t(µ − λ) + iǫkc) · τk(µ) . (4.2.27)
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4.2.4 First transformation of the Riemann–Hilbert problem
The jump matrix Gχ admits a factorisation
Gχ(λ) =
(
β−11;+(λ) 0
0 β−12;+(λ)
)
· M↑;+(λ) · M↓;−(λ) ·
(
β1;−(λ) 0
0 β2;−(λ)
)
(4.2.28)
in terms of matrices M↑/↓:
M↑(λ) =
(
id P(λ)eixp(λ)
0 id
)
and M↓(λ) =
(
id 0
Q(λ)e−ixp(λ) id
)
. (4.2.29)
Their definition builds on the two operators
P(λ) = F(λ)
1 + F(λ)β1(λ) ·m1(λ)⊗ κ2(λ) ·β
−1
2 (λ) and Q(λ) = −
F(λ)
1 + F(λ)β2(λ) ·m2(λ)⊗ κ1(λ) ·β
−1
1 (λ) .
(4.2.30)
Note that the operators P and Q can be recast as
P(λ) = −2ieiπν(λ) sin
[
πν(λ)]
α2(λ) · O12(λ) and Q(λ) = 2ie
iπν(λ) sin [πν(λ)]α2(λ) · O21(λ) (4.2.31)
where O(λ) is the integral operator on L2(R+, ds) ⊕ L2(R+, ds) defined as
O(λ) =
(
β1(λ) · m1(λ) ⊗ κ1(λ) · β−11 (λ) α2(λ)β1(λ) · m1(λ) ⊗ κ2(λ) · β−12 (λ)
α−2(λ)β2(λ) · m2(λ) ⊗ κ1(λ) · β−11 (λ) β2(λ) · m2(λ) ⊗ κ2(λ) · β−12 (λ)
)
. (4.2.32)
Even though the individual operators appearing in the above matrix elements have cuts, the operator O(λ), taken
as a whole, is regular. More precisely, one has the
Lemma 4.2.1 There exists an open neighbourhood V of the segment [−q ; q] such that the integral operator O(λ)
on L2
(
R
+, ds) ⊕ L2(R+, ds) defined in (4.2.32) is holomorphic on V.
To implement the first step of the non-linear steepest descent, one defines the matrix Υ and the contour ΣΥ
according to Fig. 4.1 where
Ξ(λ) = χ(λ) ·
(
β−11 (λ) 0
0 β−12 (λ)
)
. (4.2.33)
Υ(λ) = I2 ⊗ id + Υ̂(λ) solves the Riemann–Hilbert problem:
• Υ̂(λ) is a holomorphic in λ ∈ C \ ΣΥ integral operator on L2(R+, ds) ⊕ L2(R+, ds);
• Υ̂(λ) admits continuous ±-boundary values Υ̂±(λ) on ΣΥ \ {−q, q};
• uniformly in (s, s′) ∈ R+ × R+ and for any compact K such that ±q ∈ Int(K), there exist a constant C > 0
such that∣∣∣Υ̂(λ | s, s′)∣∣∣ ≤ C
1 + |λ| · e
− c4 (s+s′) for C \ K . (4.2.34)
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• there exists an open neighbourhood Uς of ς ∈ {−q, q}, vector valued functions ~Nς as well as functions n˜k;ς,
k = 1, 2, all belonging to (L1 ∩ L∞)(R+, ds) such that, for λ ∈ Uς ∩ HIII one has Υ(λ) = ΥHIII (λ) where
ΥHIII (λ) =
(
I2 ⊗ id + ln [w(λ)] · ~Nς ⊗ (~EL(ς))T + R̂(ς)Υ (λ))
×
 id + [w(λ)]ν1(λ) n˜1;ς ⊗ κ1(ς) + r(ς)1;Υ(λ) 00 id + [w(λ)]ν2(λ) n˜2;ς ⊗ κ1(ς) + r(ς)2;Υ(λ)
 ,
w(λ) is as defined in (4.2.13), and R̂(ς)
Υ
(λ), resp. r(ς)k;Υ, is an integral operator on L2(R+, ds)⊕ L2(R+, ds), resp.
L2(R+, ds), such that for any λ ∈ Uς∣∣∣∣∣∣R̂(ς)
Υ
(λ | s, s′)
∣∣∣∣∣∣ ≤ Ce− c4 (s+s′)(s+1)(s′+1) resp. ∣∣∣r(ς)k;Υ(λ | s, s′)∣∣∣ ≤ Ce− c4 (s+s′)(s+1)(s′+1) (4.2.35)
for some constant C > 0. Furthermore, one has that
Υ(λ) = ΥHIII (λ) ·
(
id [w(λ)]−2ν(λ) Preg(λ)
0 id
)
where λ→ ς ∈ {−q, q} with λ ∈ Uς ∩ HI
Υ(λ) = ΥHIII (λ) ·
(
id 0[
w(λ)]2ν(λ)Qreg(λ) id
)
where λ→ ς ∈ {−q, q} with λ ∈ Uς∩ ∈ HII
where Preg(λ) and Qreg(λ) are integral operators on L2(R+, ds) such that,∣∣∣Preg(λ | s, s′)∣∣∣ ≤ Ce− c4 (s+s′)(s+1)(s′+1) and ∣∣∣Qreg(λ | s, s′)∣∣∣ ≤ Ce− c4 (s+s′)(s+1)(s′+1) (4.2.36)
for some constant C > 0 and any λ ∈ Uς.
• the boundary values satisfy Υ+(λ) ·GΥ(λ) = Υ−(λ) where the jump matrix reads
GΥ(λ) = M↑(λ) for λ ∈ Γ↑ and GΥ(λ) = M−1↓ (λ) for λ ∈ Γ↓ . (4.2.37)
This Riemann–Hilbert problem is uniquely solvable and hence, its solution is in one-to-one correspondence
with the one to the Riemann–Hilbert problem for χ. The fact that the operators Preg(λ) and Qreg(λ) satisfy (4.2.36)
follows from (4.2.31), Lemma 4.2.1 as well as from the local behaviour of α around λ = ς ∈ {−q, q}. Finally, the
local behaviour of Υ around ς ∈ {−q, q} is inferred from the one of χ, c.f. Fig. 4.1.
4.2.5 The parametrix around −q
The local parametrix P−q = id + P̂−q on a small disk D−q,δ ⊂ U of radius δ and centred at −q, is an exact solution
of the Riemann–Hilbert problem:
• P̂−q(λ) is a holomorphic in λ ∈ D−q,δ \ {Γ↑ ∪ Γ↓} integral operator on L2(R+, ds) ⊕ L2(R+, ds);
• P̂−q(λ) admits continuous ±-boundary values (P̂−q)±(λ) on {Γ↑ ∪ Γ↓ \ {−q}} ∩D−q,δ;
• P̂−q(λ) has the same singular structure as Υ around λ = −q;
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−q
b qb
Γ↓
Γ↑
Υ = Ξ
Υ = ΞM↑
Υ = ΞM−1↓
p−1
b b
p(−q) p(q)
p(HI)
p(HII)
p(HIII)
HI
HII
HIII
Figure 4.1: Contours Γ↑ and Γ↓ associated with the RHP for Υ. The second figure depicts how p maps the contours
Γ↓ and Γ↑.
• uniformly in (s, s′) ∈ R+ × R+ and λ ∈ ∂D−q,δ, one has
∣∣∣∣∣∣P̂−q(λ | s, s′)∣∣∣∣∣∣ ≤ C
x1−ε−q
· e− c4 (s+s′) for some C > 0 ; (4.2.38)
•
 P−q;+(λ) · M↑(λ) = P−q;−(λ) for λ ∈ Γ↑ ∩D−q,δ,P−q;+(λ) · M−1↓ (λ) = P−q;−(λ) for λ ∈ Γ↓ ∩D−q,δ .
Here ε−q = 2 sup
λ∈∂D−q,δ
∣∣∣ℜ(ν(λ))∣∣∣ < 1. The canonically oriented contour ∂D−q,δ is depicted in Fig. 4.2.
−qb
Γ↑
Γ↓
ℜ(λ)
ℑ(λ)
Figure 4.2: Contours in the RHP for P−q.
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Let ζ−q(λ) = x(p(λ) − p(−q)) and set
P−q(λ) = Ψ−q(λ) · L−q(λ) · [ζ−q(λ)]−ν(λ)σ3 · e iπν(λ)2 + ( id − O11(λ) 00 id − O22(λ)
)
. (4.2.39)
Above, Ψ−q(λ) denotes the matrix integral operator
Ψ−q(λ) =
(
Ψ
( − ν(λ), 1;−iζ−q(λ)) · O11(λ) ib12(λ) ·Ψ(1 + ν(λ), 1; iζ−q(λ)) · O12(λ)
−ib21(λ) · Ψ(1 − ν(λ), 1;−iζ−q(λ)) · O21(λ) Ψ(ν(λ), 1; iζ−q(λ)) · O22(λ)
)
, (4.2.40)
with
b12(λ) = −i
sin
[
πν(λ)] · Γ2(1 + ν(λ))
πα2reg(λ) ·
[
x
(
p(q) − p(λ))]2ν(λ) · eixp(−q) , (4.2.41)
b21(λ) = −i
πα2reg(λ) ·
[
x
(
p(q) − p(λ))]2ν(λ)
sin [πν(λ)] · Γ2(ν(λ)) · e−ixp(−q) . (4.2.42)
In (4.2.40), Ψ(a, c; z) denotes the Tricomi confluent hypergeometric function (CHF) of the second kind (see equa-
tions (A.2.3)-(A.2.4) of the appendix) with the convention of choosing the cut along R−. Note that this choice for
the cut of Ψ implies the use of the principal branch of the logarithm: −π < arg(z) < π. Also, the definition of b12
and b21 makes use of αreg the regular part of α
αreg(λ) = exp
{ q∫
−q
ν(µ)
[ 1
µ − λ −
p′(µ)
p(µ) − p(λ)
]
· dµ
}
(4.2.43)
which is a holomorphic function on U. Finally, the expression for the piecewise holomorphic constant matrix
L−q(λ) depends on the region of the complex plane. Namely,
L−q(λ) =

I2 ⊗ id −π/2 < arg
[
p(λ) − p(−q)] < π/2,(
id 0
0 e−2iπν(λ) · id
)
π/2 < arg
[
p(λ) − p(−q)] < π,
(
e−2iπν(λ) · id 0
0 id
)
−π < arg[p(λ) − p(−q)] < −π/2.
(4.2.44)
The fact that P−q proposed in (4.2.39) is indeed a solution to the Riemann–Hilbert problem around −q can be
checked by using standard properties of the confluent hypergeometric function along with the relation
O jl(λ) · Olk(λ) = O jk(λ) . (4.2.45)
The parametrix Pq around q is constructed in a very similar way.
4.2.6 A determinant identity and asymptotics
In order to finish with the non-linear steepest descent, it is enough to carry out the last transformation towards the
integral operator Π(λ) = id ⊗ I2 + Π̂(λ) defined according to
Π(λ) =

Υ(λ) · P−1q (λ) for λ ∈ Dq,δ ,
Υ(λ) · P−1−q(λ) for λ ∈ D−q,δ ,
Υ(λ) for λ ∈ C \ {D−q,δ ∪Dq,δ} . (4.2.46)
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b−q b q
Γ′↑
Γ′↓
ΣΠ = Γ
′
↓ ∪ Γ′↑ ∪ ∂D−q,δ ∪ ∂Dq,δ
Figure 4.3: Contour ΣΠ appearing in the RHP for Π.
Π = I2 ⊗ id + Π̂ satisfies the Riemann–Hilbert problem :
• Π̂(λ) is a holomorphic in λ ∈ C \ ΣΠ integral operator on L2(R+, ds) ⊕ L2(R+, ds);
• Π̂(λ) admits continuous ±-boundary values (Π̂)±(λ) on ΣΠ;
• uniformly in (s, s′) ∈ R+ × R+ and for any compact K such that ΣΠ ⊂ Int(K), one has
∣∣∣∣∣∣Π̂(λ | s, s′)∣∣∣∣∣∣ ≤ C
x1−ε
· e− c4 (s+s′)
for some C > 0 , any λ ∈ C \ K
and for ε = 2 sup
λ∈∂D±q,δ
∣∣∣ℜ(ν(λ))∣∣∣ < 1 ; (4.2.47)
• Π+(λ) ·GΠ(λ) = Π−(λ) where GΠ(λ) =

M↑(λ) for λ ∈ Γ′↑ ;
M−1↓ (λ) for λ ∈ Γ′↓ ;
Pς(λ) for λ ∈ ∂Dς,δ with ς ∈ { − q, q} .
The Riemann–Hilbert problem for Π is already in good form so as to solve it through a Neumann series
expansion of the matrix and operator valued singular integral equation that is equivalent to this Riemann–Hilbert
problem [27].
Proposition 4.2.5 The solution to the Riemann–Hilbert problem for Π exists and is unique, provided that x is
large enough and |ℑ(t)| < δ, with δ > 0 but small enough.
In order to establish the large-x asymptotic expansion of det [id + Wx] as given by Theorem 4.0.1, it enough
to trace back the transformations described above, express χ in terms of Π and insert these expressions in the
differential identity provided by the below lemma, what allows for its asymptotic evaluation in x
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Lemma 4.2.2 The following holds
∂t ln det
[id + Wx;t] = ∮
Γ
(
[−q ;q]
)y · tr
[
∂yχ(y) · σz · s · χ−1(y)
]
· dy
2π
where σz =
(
1 0
0 −1
)
(4.2.48)
and s is the operator of multiplication by s, viz. (s · f )(s) = s f (s). Note that tr appearing above refers to the
matrix and operator trace.
The proof and the details of the asymptotic in x integration of the resulting formula can be found in Section 5
of [A11].
Conclusion
The present chapter reviewed the progress I achieved in respect to understanding Fredholm determinants of so-
called c-shifted integrable integral operators. This progress consists in setting a factorisation method on the one
hand and pushing the theory of operator valued Riemann–Hilbert problems and their non-linear steepest descent
analysis on the other one. However, in order to be able to carry out the asymptotic analysis of the "diffuse"
correlation function such as the emptiness formation probability, one needs to push the technique much farther.
In particular, it is necessary to develop a non-linear steepest descent analysis of the critical c-shifted integrable
integral operators such as W(c)x .
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Chapter 5
The form factor approach to the asymptotic
behaviour of correlation functions in massless
models
I have described, so far, methods allowing one to study the large-distance and long-time asymptotic behaviour of
correlation functions that were based on the existence of specific series of multiple integral representations for
these quantities. Although these representations arise quite naturally in quantum integrable systems, they are not
very natural from the point of view of the tools used in theoretical physics. In fact, form factor expansions are
the most widely used objects due to their close connection with a model’s spectrum. Hence, in order to extend
the method of asymptotic analysis to a wider class of models, and also so as to gain a deeper physical insight into
the structure of the large-distance and/or long-time asymptotic behaviour, it is important to be able to extract the
asymptotic behaviour of a correlation function by carrying out all the analysis solely on the level of its form factor
expansion.
In the present chapter, I will develop the form factor based approach to the large-distance and long-time
asymptotic behaviour of two and multi-point correlation functions. The method is not rigorous but very easy to
implement. Furthermore, it works, under reasonable hypothesis on the structure of the model, for a large class
of one-dimensional quantum models belonging to the Luttinger liquid universality class. On top of providing an
efficient way for computing the time and space asymptotic expansion of correlation functions it also allows one
to characterise the singular structure of the response functions in the vicinity of the particle or hole excitation
thresholds. In fact, the form factor approach that I will describe allows one to go much farther then that: it
provides one with a microscopic justification, namely one that is carried out directly on the level of a model at
finite L where no heurtistic approximation by a field theory has been made, of an effective description of the
large-distance regime of correlation functions by a free boson c = 1 conformal field theory.
The method is based on an astonishing decomposition of the function z 7→ (1 − z)−ν2 and generalisations
thereof, see (5.1.11)-(5.1.12). Within the context of quantum integrable models, in collaboration with Maillet
and Slavnov [A27], I discovered the identity in the context of studying the large-distance asymptotic behaviour
of the density-density correlation functions in the Bose gas at low-temperatures. Its use has been subsequently
systematised and improved in the series of works which were carried out in collaboration with Kitanine, Maillet,
Slavnov and Terras [A16, A17] and then with Kitanine, Maillet, Slavnov and Terras [A15]. The elucidation of the
mechanism which gives rise to an effective description by a conformal field theory was obtained in a joint work
with Maillet [A14]. Therefore this last work, although based on formal manipulations, constitutes an important
step in understanding the emergence of universality in one-dimensional massless quantum models.
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This chapter is organised as follows. In Section 5.1, I will describe the main ideas of the method on the
example of the equal-time reduced density matrix in the non-linear Schrödinger model. I will also describe the
various other types of expansions that can be obtained by the method. In Section 5.2, I will provide a general
microscopic setting, generalising the one provided by the Bethe Ansatz, which allows one to handle the large-
distance or time asymptotic behaviour of correlation function in any model where such a behaviour holds. I
will then explain, within such a microscopic setting, the mechanism at the root of an effective description by a
conformal field theory.
5.1 A form factor approach to the asymptotics
5.1.1 Large-distance behaviour of the reduced density matrix
Recall the form factor expansion of the zero-temperature reduced density matrix
ρN(x, 0) =
〈
ψ
( {λa}N1 ) |Φ(x, 0)Φ†(0, 0)|ψ( {λa}N1 ) 〉
||ψ( {λa}N1 )||2 =
∑
ℓ1<···<ℓN+1
ℓa∈Z
eixPex ·
∣∣∣∣FℓN+1(Φ†)∣∣∣∣2 (5.1.1)
where ℓN+1 =
(
ℓ1, . . . , ℓN+1
)
and
∣∣∣∣FℓN+1(Φ†)∣∣∣∣2 =
∣∣∣〈ψ( {µℓa}N+11 ) |Φ†(0, 0) |ψ( {λa}N1 ) 〉∣∣∣2
||ψ( {µℓa}N+11 )||2 · ||ψ( {λa}N1 )||2 . (5.1.2)
The excitation momentum Pex is as defined by (2.3.20). By taking the sum of the logarithmic Bethe equations at
zero twist (2.3.2) for the ground state and those describing an excited state parametrised in terms of the particle-
hole integers (2.3.4), one recasts the excitation momentum as
Pex = 2πL
n∑
a=1
(pa − ha) . (5.1.3)
It was shown in Chapter 2 that the conjugated field operator’s form factors involving the excited states parametrised
by the integers ℓ1, . . . , ℓN+1 defined as in (2.3.4) admits the large-L asymptotic behaviour∣∣∣∣FℓN+1(Φ†)∣∣∣∣2 = 1Lθ({µpa };{µha }) · A({µpa}; {µha} | {pa}; {ha}) ·
(
1 + O
( ln L
L
))
(5.1.4)
where A({µpa}, {µha} | {pa}, {ha}) is a finite amplitude that depends smoothly on the rapidities of the particles and
holes which are defined in terms of the asymptotic counting function µa = ξ−1
(
a/L
)
. For a generic excited state,
the amplitude has, as well, an explicit dependence on the particle-hole integers. Disregarding the corrections in
the volume, the form factor expansion can be recast as
ρN(x, 0) =
N+1∑
n=0
∑
p1<···<pn
pa∈Z\[[ 1 ; N+1 ]]
∑
h1<···<hn
ha∈[[ 1 ; N+1 ]]
n∏
a=1
{
e
2iπ
L (pa−ha)
}
Lθ({µpa };{µha })
· A({µpa}; {µha} | {pa}; {ha}) . (5.1.5)
One is interested in extracting the large-L and large-x behaviour of the sum, this in the limit where x/L ≪ 1. I will
now argue that, in this limit, the sum localises around the critical ℓ class, c.f. Subsection 2.3.2. For this purpose,
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it is useful to make an analogy with an oscillating integral. Suppose that one is interested in the large-x behaviour
of the integral
In(x) =
∫
(
R\[−q;q]
)ndnµpa
q∫
−q
dnµha f
({µpa}; {µha }) n∏
a=1
eix
[
υ(µpa )−υ(µha )
]
, (5.1.6)
where f ({µpa}; {µha}) is a holomorphic function in a neighbourhood of R2n with a sufficiently fast decay at ∞
while υ(µ) is holomorphic in a neighbourhood of R and such that υ′|R > 0. The large-x behaviour of such integrals
can be extracted by deforming the integration contours into the complex plane. Such a deformation leads to the
conclusion that all parts of the integration contours produce exponentially small corrections with the exception
of an immediate vicinity of the endpoints ±q. As a consequence, the large-x asymptotic analysis reduces to an
evaluation of the integral in a small vicinity of the endpoints. Furthermore, in first approximation, the function
f ({µpa}; {µha }) can be replaced by the value it takes on the endpoints of interest. In the case where f ({µpa}; {µha})
has integrable singularities at ±q, for example
f ({µpa}; {µha}) = (q − µh1)ν+ · (µh1 + q)ν− · freg({µpa}; {µha}) , (5.1.7)
with freg smooth on R, then, when carrying out the asymptotic analysis in the vicinities of ±q, one has to keep
the singular factors (q ∓ µh1)ν± as they are, but, in what concerns the leading order, can replace the regular part
freg({µpa}; {µha}) by its value at the endpoints of interest.
By analogy with the case of multiple integrals one may expect that, since the oscillatory factor has no saddle-
point, the sum (5.1.5) will localise around the boundaries of summation for the integers pa and ha. This corre-
sponds, in the rapidity picture, to a localisation on one of the two endpoints of the Fermi zone. In other words,
the sum will localise on the critical excited states that were discussed in Chapter 2, Section 2.3.2. The part of the
amplitude A({µpa}; {µha} | {pa}; {ha}) smoothly depending on the rapidities plays the role of the regular part freg in
the multiple integrals (5.1.6). Thus replacing {µpa} and {µha} by their values in a given critical ℓ class:
A({µpa}; {µha} | {pa}; {ha}) −→ A({q}n+p ∪{−q}n−p ; {q}n+h ∪{−q}n−h | {pa;±}; {ha;±}) ≡ A(ℓ)({pa;±}; {ha;±}) (5.1.8)
should not change the leading large-x asymptotic behaviour of the form factor series The remaining coefficient
A(ℓ)({pa;±}; {ha;±}) depends explicitly on ℓ and on the quantum numbers {pa} and {ha}. It plays an analogous
role to the singular factors (q ∓ µh1)ν± in the integral (5.1.6) since, for large L, it varies quickly in the vicinity of
the Fermi boundaries. This means that, upon localising the sum to a given ℓ critical class, one should sum up
A(ℓ)({pa;±}; {ha;±}) over all the excited states (namely over all the possible numbers {pa} , {ha}), while keeping L
large but finite. The limit L → +∞ should only be taken at the very end of the calculations.
Note that, one can, on the same basis, replace the critical exponent governing the power-law decay of the form
factors as
θ({µpa }; {µha}) ֒→ θ
({q}n+p ∪ {−q}n−p ; {q}n+h ∪ {−q}n−h ) ≡ (F+ℓ + ℓ)2 + (F−ℓ + ℓ)2 . (5.1.9)
The expressions for the factor A(ℓ)({pa;±}; {ha;±}) and for the exponents F±ℓ have been already given in Corol-
lary 2.3.3, equation (2.3.74). Inserting the expression for the excitation momentum (5.2.17), carrying out the
replacements issuing from a localisation on the Fermi boundaries, and, finally, taking the partial thermodynamic
limit based on limL→+∞
(
N/L
)
= 2πpF , with pF being the Fermi momentum expressed in terms of the dressed
momentum as pF = p(q), one gets that
ρ(x, 0) ∼ lim
L→+∞
{∑
ℓ∈Z
e2iℓpF
∣∣∣Fℓ(Φ†)∣∣∣2
L
(
F+
ℓ
+ℓ
)2
+
(
F−
ℓ
+ℓ
)2 · G2(1 + F+ℓ ) ·G2(1 − F−ℓ )G2(1 + ℓ + F+
ℓ
) ·G2(1 − ℓ − F−
ℓ
)Sℓ(F+ℓ | e2iπ xL )·S−ℓ(−F−ℓ | e−2iπ xL )} .
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(5.1.10)
The coefficients F±
ℓ
are as defined in (2.3.70), the properly normalised in the volume thermodynamic limit of form
factors
∣∣∣Fℓ(Φ†)∣∣∣2 appears in (2.3.74) while Sℓ(ν | z) stands for the infinite sum
Sℓ
(
ν | z) = ∞∑
np−nh=ℓ
∑
p1<···<pnp
pa∈N∗
∑
h1<···<hnh
ha∈N∗
np∏
a=1
{
zpa−1
} nh∏
a=1
{
zha
}
·
(
sin πν
π
)2nh
×
np∏
a>b
(pa − pb)2
nh∏
a>b
(ha − hb)2
np∏
a=1
nh∏
b=1
(pa + hb − 1)2
np∏
a=1
{
Γ2(pa + ν)
Γ2(pa)
} nh∏
a=1
{
Γ2(ha − ν)
Γ2(ha)
}
. (5.1.11)
The multiple sum is convergent inside of the unit disk |z| < 1, this uniformly in ν belonging to compact subsets of
C. Hence, the functions Sℓ present in (5.1.14) should be understood in the sense of boundary values†. Although,
at first sight, it looks that there is little hope of recasting Sℓ
(
ν | z) into a simpler form, quite surprisingly, it can
actually be computed in closed form. When ℓ = 0, the multiple summation arose for the first time in the context
of studying certain probability measures on Young diagrams [203, 300] and was computed in closed form. In the
context of quantum integrable models, the multiple sum Sℓ
(
ν | z) appeared, for the first time, in the paper [A27]
where I studied, with Maillet and Slavnov, the low-temperature limit of the large-distance asymptotic expansion
of the density-density correlation function in the non-linear Schrödinger model. At the time, we were unaware of
the results of [203, 300] and found an independent proof thereof in [A17]. The proof allowed us to deal with the
case of ν ∈ Z and general ℓ. Also, in that paper, we argued the closed form for Sℓ
(
ν | z), for any ν, on the basis
of a determinant identity due to Widom [363]. However, the argument relied on certain formal manipulations and
was thus not rigorous. In fact, the closed expression for S0
(
ν | z) can also be established as a summation formula
for certain Schur functions, see e.g. [4]. The result is, in fact, particularly simple, namely
Sℓ
(
ν | z) = zℓ ℓ−12(1 − z)(ν+ℓ)2 G2(1 + ℓ + ν)G2(1 + ν) . (5.1.12)
The closed form expression for Sℓ then recasts the reduced density matrix as
ρ(x, 0) ∼
∑
ℓ∈Z
e2iℓpF
∣∣∣Fℓ(Φ†)∣∣∣2 · lim
L→+∞
{( 1
L
(
1 − e2iπ xL )
)(F+
ℓ
+ℓ
)2
·
( 1
L
(
1 − e−2iπ xL )
)(F−
ℓ
+ℓ
)2}
. (5.1.13)
The main point of the above resummed formula is that one can take readily the large-L limit. This then leads to
the large-x asymptotic expansion for the reduced density matrix
ρ(x, 0) ∼
∑
ℓ∈Z
e2iℓpF
∣∣∣Fℓ(Φ†)∣∣∣2( − 2iπx)(F+ℓ +ℓ)2 · (2iπx)(F−ℓ +ℓ)2 ·
(
1 + o(1)
)
. (5.1.14)
The above series provides one with the leading large-x asymptotic behaviour of each oscillating harmonics that is
present in the large-x asymptotic expansion of the reduced density matrix. Even though this expansion has been
obtained on a quite heuristic basis, the simplicity of the intermediate reasonings and calculations is more than
†This is, in fact, consistent with the definition of correlation functions as boundary values of the time-dependent functions when the
time t ∈ H+ approaches t ∈ R.
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appealing. Note also that per se, the method only allows one to argue that the remainders associated with each
oscillating harmonic are a o(1). However, on the basis of the results presented in Chapter 3, one can affirm that
these are, in fact, a O
(
ln x/x
)
.
On top of its simplicity, the method of asymptotic analysis of the form factor expansion can be generalised so
as to encompass the case of the large-distance and long-time asymptotic behaviour of two-point functions, extract
the critical behaviour of the spectral functions on the particle-hole excitation tresholds or, even, treat the case of
the large-distance asymptotic behaviour of multi-point correlations. I shall describe the results one obtains for the
first two generalisations on the example of the time-dependent reduced density matrix and its Fourier transform.
To finish the discussion, I stress that even though I have only dealt with the case of the reduced density matrix, the
method is very general and applies to many other correlation functions.
The large-distance and long-time asymptotic behaviour
The long-distance and large-time asymptotic behaviour corresponds to sending (x, t) → ∞ with a prescribed value
for the ratio x/t. The asymptotic expansions given below is expected to be uniform in the whole region |x/t| , vF .
As already discussed in Chapter 3, there will be essentially† two regions for these asymptotics: the space-like
region |x/t| > vF , and the time-like region |x/t| < vF . I remind that once that the value of the ratio x/t becomes
fixed, by hypothesis, there exists a unique saddle-point λ0 of the plane-wave combination
u(λ) = p(λ) − tε(λ)/x . (5.1.15)
The space-like regime corresponds to |λ0| > q and the time-like regime to |λ0| < q .
In order to describe the asymptotic expansion, it appears convenient to use η already introduced in (3.1.8)
η = 1 in the space − like regime η = −1 in the time − like regime (5.1.16)
since then one is able to treat both regimes in a rather uniform way.
I still need to introduce compact notations for the critical exponents associated with the right and left Fermi
boundaries.
∆
(+)
ℓ+;ℓ−
=
[
Fℓ+;ℓ−(q) + ℓ+ + 1
]2
and ∆(−)
ℓ+;ℓ−
=
[
Fℓ+;ℓ−(−q) − ℓ−
]2
, (5.1.17)
where the shift function associated with these excitations reads
Fℓ+;ℓ−(ω) = −
(Z (ω)
2
+ φ (ω, q)
)
− ℓ+φ (ω, q) − ℓ−φ (ω,−q) + (ℓ+ + ℓ−) φ (ω, λ0) . (5.1.18)
The asymptotic behaviour of the reduced density matrix takes the form
ρ(x, t) ∼
∑
ℓ+;ℓ−∈Z
η(ℓ++ℓ−)≤0
∣∣∣Fℓ+,ℓ−(Φ†)∣∣∣2 · (2π) |ℓ++ℓ−|2G (1 + |ℓ+ + ℓ−|) ·
( (p′(λ0))2
−2iπη[xp′′ (λ0) − tε′′ (λ0) ]
) |ℓ−+ℓ+ |2
2
× e
ix(ℓ+−ℓ−)pF e−ix(ℓ++ℓ−)u(λ0)
[−2iπ(x − vFt)]∆
(+)
ℓ+;ℓ− · [2iπ(x + vF t)]∆
(−)
ℓ+;ℓ−
·
(
1 + o(1)
)
. (5.1.19)
Similarly to the long-distance regime, the amplitudes
∣∣∣Fℓ+,ℓ−(Φ†)∣∣∣2 correspond to the thermodynamic limit of
properly normalised in L form factors of the conjugated field operator. More precisely, let {µℓa}N+11 be an excited
state such that
†One also expects the emergence of a third region enjoying its own regime and corresponding to |x/t| = vF . The extraction of the
associated asymptotic behaviour goes, however, beyond the applicability of the method.
134
• for ℓ+ > 0 (resp. ℓ+ < 0) there are |ℓ+| particles (resp. holes) on the right Fermi boundary. The integers
characterising their position are given by pa = N + 1 + a, (resp. ha = N + 2 − a) with a = 1, . . . , |ℓ+|;
• for ℓ− > 0 (resp. ℓ− < 0) there are |ℓ−| particles (resp. holes) on the left Fermi boundary. The integers
characterising their position are given by pa = 1 − a (resp. ha = a) with a = 1, . . . , |ℓ−|;
• for ℓ+ + ℓ− < 0 (resp. ℓ+ + ℓ− > 0) there are |ℓ+ + ℓ−| particles (resp. holes) whose rapidity goes to λ0 in
the thermodynamic limit. Their associated integers are given by pa = mL + a (resp. ha = mL + a) with
a = 1, . . . , |ℓ+ + ℓ−| and mL is any sequence such† that
lim
L→+∞
ξ−1
(mL
L
)
= λ0 .
The amplitudes
∣∣∣Fℓ+,ℓ−(Φ†)∣∣∣2 is then defined as
∣∣∣Fℓ+,ℓ−(Φ†)∣∣∣2 = limN,L→+∞
L∆(−)ℓ+;ℓ−+∆(+)ℓ+ ;ℓ−+|ℓ++ℓ− |2
∣∣∣∣∣∣
〈
ψ
({µℓa}N+11 ) |Φ†(0, 0) |ψ({λa}N1 ) 〉∣∣∣∣∣∣ψ({µℓa}N+11 )∣∣∣∣∣∣ · ∣∣∣∣∣∣ψ({λa}N1 )∣∣∣∣∣∣
∣∣∣∣∣∣2
 . (5.1.20)
I stress that the shift function (5.1.18) entering in the definition of the critical exponents on the right/left
Fermi boundaries (5.1.17) arising in (5.1.19) is precisely the one associated with the excited state entering in the
definition of the properly normalised form factor (5.1.20).
The critical behaviour of the spectral function
I will now shortly describe the asymptotic behaviour of the zero-temperature spectral function in the vicinity of the
particle and hole excitation spectra. I remind that this quantity is defined as the space and time Fourier transform
of the time ordered reduced density matrix and can be presented‡ as
A(k, ω) = sgn(ω)
2π
∫
R2
ei(ωt−kx)
{
〈Φ† (−x,−t)Φ (0, 0)〉 + 〈Φ (x, t)Φ† (0, 0)〉
}
dx dt . (5.1.21)
In physical terms, the spectral function measures the response of the model’s ground state to the addition of an
excitation with momentum k and energy ω.
By symmetry, it is enough to focus on the behaviour of the spectral function in the first quarter of the (k, ω)
plane: k ≥ 0 , ω ≥ 0. The behaviour of the spectral function at generic values of the energy and momentum is
proper to each model and hard to characterise in any manageable way, even for quantum integrable models. For
the latter case, however, one can study this observable and its analogues on a numerical basis quite effectively
[67, 68, 70, 71]. Yet, as it has been argued in the introduction, this observable exhibits a universal behaviour in
the vicinity of the particle-hole excitation thresholds. The arguments in favour of universality, at least in the case
of the Luttinger liquid universality class, have been advanced in [153, 154, 270, 271, 272].
†I remind that ξ stands for the thermodynamic limit of the counting function, c.f. (2.3.15).
‡Due to the form of the large (x, t) asymptotic expansion of the reduced density matrix, the double integral should be understood in the
sense of an oscillatory integral.
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Behaviour on the hole tresholds
In this paragraph λ0 stands to the rapidity of a hole located at a finite distance from the endpoints ±q of the Fermi
zone. In other words, there exists a δ′ > 0 such that λ0 ∈ [−q + δ′ ; q − δ′].
Let the frequency and momentum (ω, k) be parametrised as
ω = −ε (λ0) + δω and k = pF − p (λ0) . (5.1.22)
k coincides with the momentum of an excited state consisting of a hole with rapidity λ0 and of a particle on the
right edge q of the Fermi zone. The frequency ω is however slightly detuned in respect to the energy −ε (λ0)
carried by such an excited state.
When δω→ 0, the spectral function admits the below behaviour
A(k, ω) = 1R
+(δω)
∣∣∣F1,0(Φ†)∣∣∣2
2π · Γ
(
∆
(+)
1;0 + ∆
(−)
1;0
)
(vF − v)∆
(+)
1;0 (vF + v)∆
(−)
1;0
(
δω
2π
)∆(+)1;0+∆(−)1;0−1 (
1 + O (δω ln(δω))
)
. (5.1.23)
I remind that 1A stands for the indicator function of the set A. The asymptotic expansion is obtained on the basis
of formal arguments. In particular, the O does not indicate a rigorous control on the remainder, but rather a formal
one based on algebraic manipulations. The presence of logarithms in the remainder is reminiscent of exactly
the same effect that gives rise to (ln x)/x corrections in the large-distance asymptotic behaviour of correlation
functions in quantum integrable models as discussed in Chapter 3.
Behaviour on the particle tresholds
I now discuss the behaviour of the spectral function in the neighbourhood of the particle threshold. In this context,
λ0 will correspond to the rapidity of a particle located at a finite distance from the right endpoint q of the Fermi
zone, namely λ0 ∈ [q + δ′ ;+∞[ for some δ′ > 0.
In the present case, it is convenient to parametrise the frequency and momentum (ω, k) as
ω = ε(λ0) + δω and k = p(λ0) − pF , (5.1.24)
with δω small. In other words, in the present case, k coincides with the momentum of an excited state built up
from a hole located on the right Fermi boundary q and a particle having the rapidity λ0. The frequency ω is, again,
slightly detuned from the energy ε (λ0) of this excitation.
In such a situation, the spectral function admits the below behaviour in the δω→ 0 limit
A(k, ω) = Γ
(
1 − ∆(+)−1;0 − ∆
(−)
−1;0
)
·
1R+(δω) sin [π∆(−)−1;0] + 1R+ (−δω) sin [π∆(+)−1;0]
2π2 · (vF − v)∆
(+)
−1;0 (vF + v)∆
(−)
−1;0
×
∣∣∣F−1,0(Φ†)∣∣∣2 · ∣∣∣∣∣δω2π
∣∣∣∣∣∆(+)−1;0+∆(−)−1;0−1 (1 + O (δω ln(δω)) ) . (5.1.25)
Here, again, one expects on the basis of algebraic handlings that the corrections to the main asymptotics should
go like δω · ln(δω).
The critical behaviour of the so-called density structure factor, which corresponds to the space and time Fourier
transforms of the density-density correlation function, can be treated as well within the method, see Subsection
4.2 of [A16]. I refer to Section 4 of [A16] where arguments in favour of the critical behaviour (5.1.23)-(5.1.25)
have been developed.
For both Fourier transforms, the obtained results confirm the non-linear Luttinger liquid-based predictions for
the edge exponents [152, 154, 271] and for the amplitudes [320].
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5.2 A universal microscopic model
In the present section, I will introduce a general setting, clearly mimicking the one present for quantum integrable
models. In this description, I follow very closely the presentation given in [A14]. This setting concerns certain
general properties of the spectrum, of the states and of the form factors of a given one-dimensional quantum
Hamiltonian. The matter is that if this setting holds, then one can argue how the c = 1 free boson field theory arises
as an effective description of the long-distance regime of such a model’s correlation functions. The derivation is
not rigorous - there is absolutely no control of the remainders and on the exchanges of the summation symbols,
just as in the method discussed in the previous section of this chapter- but provides a quite nice physical picture
of the manifestation of universality on the level of the large-distance asymptotics. The setting I describe clearly
holds for quantum integrable models in one-dimension, see e.g. [35] in what concerns the spectrum part and the
papers [A5, A6] in what concerns the form factor part. The validity of the picture has been also established, on
a formal perturbative level, in [321]. This setting should, however, be common to all models belonging to the
universality class of the Luttinger model, although in my present understanding of the situation, it is not clear to
me how to argue, without even mentioning to prove, the validity of the picture.
5.2.1 General hypothesis on the spectrum
Below HL corresponds to a one-dimensional quantum Hamiltonian representing a physical system in finite volume
L. Just as in the introduction, the volume L represents the number of sites in the case of a lattice model or the
overall volume of the occupied space in the case of a model already formulated in the continuum.
I assume that the eigenstates of the Hamiltonian can be organised into sectors with a fixed pseudo-particle
number N′. In practical situations, the integer N′ may be related to the total longitudinal spin of a state (in the
case of spin chains with total longitudinal spin conservation) or may simply correspond to the number of bare
particles building up the many body eigenstate of HL (in the case of models enjoying a conservation of the total
number of bare particles).
The ground state of the model |Ψg;N 〉 is located within the sector with N pseudo-particles. This number
does depend on L and is such that, in the thermodynamic limit L → +∞, one has limL→+∞ (N/L) = D > 0.
Furthermore, taking the thermodynamic limit restricts the space of states to the sector corresponding to excitations
having a finite, when L → +∞, energy relatively to the ground state. I assume that the eigenstates having this
property are located in sectors with N′ bare particles where N′ is such that the difference s = N′−N remains finite
in the thermodynamic limit. Having in mind the spin-chain setting, s will be called the spin of the excited state.
I further assume that the excited states are only built up from particle-hole excitations. From the technical
point of view, this means that one can label the eigenstates, within each sector built up from N + s quasi-particles,
by a set of integers
I(s)n =
{
{p(s)a }n1 ; {h(s)a }n1
}
(5.2.1)
containing two collections of integers which label the so-called particle {p(s)a }n1 and hole {h(s)a }n1 excitations. In this
parametrisation, the integer n may run through 0, 1, . . . N + s while :
p(s)1 < · · · < p
(s)
n and h(s)1 < · · · < h
(s)
n with
 p
(s)
a ∈ [[−M(1)L ; M(2)L ]] \ [[ 1 ; N + s ]]
h(s)a ∈ [[ 1 ; N + s ]]
. (5.2.2)
The precise values of the integers M(a)L defining the range of the pa’s vary from one model to another. Typically
for models having no upper bound on their energy, one has M(a)L = +∞ while for model having an upper bound,
M(1)L , M
(2)
L are both finite but such that M
(a)
L − N, a = 1, 2, both go to +∞ sufficiently fast with L.
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This assumption allows one to denote the eigenstates of the model as | I(s)n
〉
. Such eigenstate correspond to
the so-called microscopic description of the model, namely a complete parametrisation of the space of states in
terms of discrete integers.
From the point of view of the physics of a model, it is however the macroscopic description that is pertinent
for describing the thermodynamic limit of the observables in the model. In the present setting, the macroscopic
description arises by means of the so-called counting function ξ̂I(s)n associated with each given excited state | I
(s)
n
〉
.
More precisely, the particle, resp. the hole, excitations are described by a set of rapidities {̂µ(s)pa }n1, resp. {̂µ
(s)
ha }n1
corresponding to the unique solutions to
ξ̂I(s)n
(̂
µ
(s)
pa
)
=
p(s)a
L
and ξ̂I(s)n
(̂
µ
(s)
ha
)
=
h(s)a
L
. (5.2.3)
The counting function does depend, a priori on the set of integers labelling the excited state | I(s)n
〉
. Therefore,
the system of equations (5.2.3) is, in fact, extremely involved. This very characterisation also depends on the
hypothesis that the counting function is strictly increasing on R, this irrespectively of the excited state | I(s)n
〉
to
which it is attached.
In the following, I will build on the assumption that any counting function ξ̂I(s)n admits, in the L → +∞ limit,
the asymptotic expansion
ξ̂I(s)n
(
ω
)
= ξ(ω) + 1
L
ξ−1(ω) − 1L FR(s)n (ω) + O
( 1
L2
)
. (5.2.4)
This asymptotic expansion involves three "macroscopic" functions.
• The function ξ is the asymptotic counting function. It is the same for all excited states and assumed to be
strictly increasing. This function defines a set of "macroscopic" rapidities {µa}a∈Z
ξ(µa) = aL . (5.2.5)
These macroscopic rapidities provide one with the leading order in L approximation of the rapidities {̂µ(s)pa }n1
and {̂µ(s)ha }n1:
µ̂
(s)
pa ≃ µp(s)a and µ̂
(s)
ha ≃ µh(s)a . (5.2.6)
• The function FR(s)n stands for the shift function (of the given excited state in respect to the model’s ground
state). It is a function of the spin s and of the set macroscopic rapidities
R(s)n =
{
{µp(s)a }
n
1 ; {µh(s)a }
n
1
}
. (5.2.7)
This function measures the small O(L−1) drift in the position of a rapidity in the Fermi sea under the effect
of interactions.
• Finally, the function ξ−1 represents the potential 1/L corrections to the ground state’s counting functions.
I stress that this way of decomposing the 1/L corrections to the counting function is such that the ground
state’s shift function vanishes, i.e. FR(0)0 = 0.
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In the large-L limit, the rapidities for the ground state form a dense distribution on the Fermi zone [−q ; q]
with a density ξ′. Each particle or hole excitation with rapidity µ carries a momentum p(µ) and a energy ε(µ). The
dressed energy ε and dressed momentum p are smooth functions that satisfy to the general properties
p′|R > 0 ε]−q ;q[ < 0 and εR\[−q ;q] > 0 . (5.2.8)
The relative momentum and energy of an excited state are expressed in terms of the dressed momentum and energy
as
∆E(I(s)n ) ≡ E(I(s)n ) − E(I(0)0 ) = n∑
a=1
(
ε
(
µp(s)a
) − ε(µh(s)a )) + O(1L ) (5.2.9)
∆P(I(s)n ) ≡ P(I(s)n ) − P(I(0)0 ) = n∑
a=1
(
p
(
µp(s)a
) − p(µh(s)a )) + O(1L ) . (5.2.10)
Above, I(0)0 = {∅; ∅} refers to the set of integers which parametrises the ground state of the model and P
(I(s)n )
and E(I(s)n ) are, respectively, the momentum and energy of the state parametrised by the set of integers I(s)n . The
superscript (s) in the sets and integers reminds the spin sector s to which the excitation belongs to.
The operators and their form factors
The model is assumed to come with a collection of local operators Or. These operators are characterised in terms
of their form factors and are taken such that they connect only states differing by a fixed value of their spin, namely
FOr
(
I(s′)m ; I(s)n | x
)
= eix[P(I
(s)
n )−P(I(s
′ )
m )] · 〈I(s′)m |Or(0)| I(s)n 〉 , 0 only if s − s′ = or . (5.2.11)
The large-L behaviour of the form factors is parametrised by both the set of macroscopic rapidities R(s+or)n ,R(s)m
and the set of discrete integers I(s+or)n ,I(s)m . Namely, for properly normalised states |Ψ
(I(s+or)n ) 〉 and their duals〈
Ψ
(I(s)m ) |, the large-L behaviour factorises as
FOr
(I(s)m ; I(s+or)n | 0) = S(Or)(R(s)m ; R(s+or)n ) · D(s)(R(s)m ; R(s+or)n ∣∣∣I(s)m ; I(s+or)n ) · (1 + O( ln LL )
)
. (5.2.12)
The smooth part S(Or) represents the non-universal part of the model’s form factors. It depends smoothly on the
rapidities parametrising an excited state. As a consequence, a small O(1) change in the value of the integers
parametrising an excited state will only affect the value of the smooth part by producing some additional 1/L
corrections, exactly as it was discussed on the example of the conjugated field form factor in Section 2.3.3 of
Chapter 2. The discrete part D(s) is, however, universal and only depends on the spin or carried by the operator Or.
Its general explicit expression corresponds to a slight generalisation of formulae (2.3.42), (2.3.43) and (2.3.45).
However, since it will not play a role in the analysis, I will not develop further on the matter. Below, I will
however provide its simplified expression when one restricts to excited states belonging to critical ℓs-classes. The
main feature of the discrete part is that it depends explicitly on both types of parametrisations attached to an excited
state: the macroscopic rapidities R(s+or)n ,R(s)m and the sets of integers labelling the excited states I(s+or)n ,I(s)m . It thus
keeps track of the microscopic details of the different excited states. It is this component of the large-L behaviour
of a form factor that is responsible for the ill-definiteness of form factor expansion in the infinite volume limit of
massless quantum integrable models.
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5.2.2 The critical ℓs class
A set of integers I(s)n is said to parametrise a critical excited state if the associated particle-hole integers {p(s)a }n1
and {h(s)a }n1 can be represented as
{
p(s)a
}n
1 =
{
N + s+ p(s)a;+
}n(s)p;+
1 ∪
{
1− p(s)a;−
}n(s)p;−
1 and
{
h(s)a
}n
1 =
{
1+N + s− h(s)a;+
}n(s)h;+
1 ∪
{
h(s)a;−
}n(s)h;−
1 (5.2.13)
where the integers p(s)a;±, h
(s)
a;± ∈ N∗ are "small" compared to L, i.e.
lim
L→+∞
p(s)a;±
L
= lim
L→+∞
h(s)a;±
L
= 0 , (5.2.14)
and the integers n(s)p/h;± satisfy to the constraint
n
(s)
p;+ + n
(s)
p;− = n
(s)
h;+ + n
(s)
h;− = n . (5.2.15)
Within this setting, one can readily check that the critical excited state described above will have n(s)p;+/− particles,
resp. n(s)h;+/− holes, on the right/left end of the Fermi zone [−q ; q] associated with the spin s sector.
The main feature of the critical states is that they all have a vanishing as O(1/L) relative excitation energy.
One can organise the critical states into ℓs-critical classes corresponding to all states whose relative excitation
momentum, up to O(1/L) corrections, corresponds to 2ℓs pF , where pF = p(q) is the so-called Fermi momentum
and
ℓs = n
(s)
p;+ − n(s)h;+ = n
(s)
h;− − n
(s)
p;− . (5.2.16)
The index s in ℓs specifies the spin s sector to which the critical state belongs to.
The relative excitation momentum associated with an excited state belonging to the ℓs critical class can be
expanded as:
∆P(I(s)n ) = 2ℓs pF + 2πL α+
{ n(s)p;+∑
a=1
(pa;+ − 1) +
n
(s)
h;+∑
a=1
ha;+
}
− 2π
L
α−
{ n(s)p;−∑
a=1
(pa;− − 1) +
n
(s)
h;−∑
a=1
ha;−
}
+
2π
L
{
α−ℓs
(ℓs + 1)
2
− α+ℓs (ℓs − 1)2
}
+ . . . (5.2.17)
where
α± =
1
2π
p′(±q)
ξ′(±q) . (5.2.18)
The terms that have been included in the . . .
• are of the order of O(1/L) but do not depend on the integers pa;± and ha;± nor on np/h;± (they can, nonetheless
depend on ℓs);
• depend on these integers but are of the order of O(1/L2).
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According to the description of what the . . . are, the second line of (5.2.17) could just have been incorporated there.
Those contributions have nevertheless been kept for further convenience of normalisations: equation (5.2.17) with
the . . . being dropped allows one for a more straightforward correspondence with the free boson model.
Due to (5.2.13), it appears convenient to parametrise excited states belonging to an ℓs critical class directly in
terms of the two subsets J (s)
n
(s)
p;+;n
(s)
h;+
∪ J (s)
n
(s)
p;−;n
(s)
h;−
where
J (s)n;m =
{
{p(s)a }n1 ; {h(s)a }m1
}
. (5.2.19)
Thus, for any state belonging to a critical ℓs class, I will make the identification between
I(s)n and J (s)
n
(s)
p;+;n
(s)
h;+
∪ J (s)
n
(s)
p;−;n
(s)
h;−
. (5.2.20)
Due to (5.2.13), the value of the spin s does play a role in the correspondence between I(s)n andJ (s)
n
(s)
p;+;n
(s)
h;+
∪J (s)
n
(s)
p;−;n
(s)
h;−
.
I also draw the reader’s attention to the fact that the value of ℓs is encoded in the very notation J (s)
n
(s)
p;+;n
(s)
h;+
∪J (s)
n
(s)
p;−;n
(s)
h;−
,
see (5.2.16).
Large-L expansion of form factors connecting critical states
It is precisely the form factors of local operators Or taken between two eigenstates belonging to critical classes that
are responsible for the emergence of a effective field theory description at large distances of separation between
the operators. To describe these form factors, let
I(s)m ≡ Jmp;+;mh;+ ∪ Jmp;−;mh;− and I(s+or)n ≡ Jnp;+;nh;+ ∪ Jnp;−;nh;− (5.2.21)
be two sets of integers† parametrising excited states belonging to the
ℓout = mp;+ − mh;+ = mh;− − mp;− and ℓin = np;+ − nh;+ = nh;− − np;− (5.2.22)
critical classes. The form factors of local operators taken between two excited states belonging to the critical
classes introduced above take the universal form:
FOr
(
I(s)m ;I(s+or)n | xr
)
=
{
e2ipF xr
}ℓout−ℓin · C(ℓout−ℓin)(ν+r , ν−r ) · Fℓout−ℓin(Or) · (2πL
)ρ(ν+r +ℓout−ℓin)+ρ(ν−r +ℓout−ℓin)
× F
[
Jmp;+;mh;+ ;Jnp;+;nh;+ | ν+r , ω+r
]
·F
[
Jmp;−;mh;− ;Jnp;−;nh;− | −ν−r , ω−r
]
× (ω+r )ℓin ℓin−12 −ℓout ℓout−12 · (ω−r )ℓin ℓin+12 −ℓout ℓout+12 · (1 + O( ln LL )
)
. (5.2.23)
The constituents of the above formula are parametrised by the values
ν+r = νr(q) − or and ν−r = νr(−q) (5.2.24)
that the relative shift function between the ℓin, ℓout critical states
νr(λ) = Fs(λ) − Fs+or (λ) (5.2.25)
†Since the context of the setting is clear, I have omitted the spin sector label so as to lighten the formulae.
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takes on the right/left endpoints of the Fermi zone, up to subtracting the "spin" or of the operator Or in the case of
the right endpoint. They also depend on
ω+r = e
−2iπ xrL α+ and ω−r = e2iπ
xr
L α
− (5.2.26)
representing the exponent of the individual momentum brought by a particle excitation on the left or right Fermi
boundary. In the above large-L asymptotics, the quantity Fℓout−ℓin
(Or) represents the properly normalised finite and
non-universal (i.e. model and operator dependent) part of the large-L behaviour of the form factor of the operator
Or taken between fundamental representatives of the ℓin and ℓout critical classes. More precisely, it is defined as
Fℓout−ℓin
(Or) = lim
L→+∞
{( L
2π
)ρ(ν+r +ℓout−ℓin)+ρ(ν−r +ℓout−ℓin)〈L(s)
ℓout
|Or(0)| L(s+or )ℓin
〉}
. (5.2.27)
Above, the sets of integers L(s)
ℓout
and L(s+or)
ℓin
parametrise the lowest possible excited state belonging to the ℓout and
ℓin critical class in the spin s sector
L(s)
ℓ
=

{
{p(s)a;+ = a}ℓ1 ; {∅}
}⋃ {{∅} ; {h(s)a;− = a}ℓ1} if ℓ ≥ 0{
{∅} ; {h(s)a;+ = a}−ℓ1
}⋃ {{p(s)a;− = a}−ℓ1 ; {∅}} if ℓ ≤ 0 . (5.2.28)
Note that this form factor solely depends on the difference ℓout−ℓin. The sole dependence on the difference ℓout−ℓin
issues from the fact that, a priori, in the thermodynamic limit, any fundamental representative can be chose to be
the reference ground state. Yet, relatively to the fundamental representative of the ℓout-class, the other excited state
corresponds to the fundamental representative of the ℓout − ℓin class.
The power of the volume L arising in (5.2.23) and (5.2.27) involves the right ρ(ν+r + ℓout − ℓin) and left ρ(ν−r +
ℓout − ℓin) scaling dimensions whose generic expression reads
ρ(ν) = ν
2
2
. (5.2.29)
The local microscopic form factor F represents the universal part of the form factor’s large-L asymptotics. It
contains all the "microscopic" contributions issuing from excitations localised on a given Fermi boundary. The
local microscopic form factor depends on the value taken on the right or left Fermi boundary by the relative shift
function νr associated with the critical excited states of interest and on the position of the operator. Finally, it
depends as well on the sets of integers Jmp;±;mh;± and Jnp;±;nh;± parametrising the excitations on the boundary of
the Fermi zone to which they are associated. The explicit expression for the local microscopic form factor is a bit
bulky but its representation theoretic interpretation is crystal clear, c.f. Theorem 5.2.1. It is convenient to represent
it as a product of two fundamental building blocks ̟ and D which are set functions. Given two sets of integers
Jnp ,nh =
{
{pa}np1 ; {ha}nh1
}
and Jnk ,nt =
{
{ka}nk1 ; {ta}nt1
}
(5.2.30)
one has
̟
(
Jnp;nh ;Jnk ;nt | ν
)
=
nh∏
a=1
{ nk∏
b=1
(
1 − kb − ha + ν)
nt∏
b=1
(
tb − ha + ν)
}
·
np∏
a=1
{ nt∏
b=1
(
pa + tb + ν − 1)
nk∏
b=1
(
pa − kb + ν)
}
, (5.2.31)
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and
D
(
Jnp;nh | ν, ω
)
=
(
sin[πν]
π
)nh
·
np∏
a=1
{
ωpa−1 Γ
(
pa + ν
pa
)}
·
nh∏
a=1
{
ωha Γ
(
ha − ν
ha
)}
×
np∏
a>b
(pb − pa) ·
nh∏
a>b
(hb − ha)
np∏
a=1
nh∏
b=1
(pa + hb − 1)
. (5.2.32)
Then the local microscopic form factor reads
F
(
Jnp;nh ;Jnk ;nt | ν, ω
)
= (−1)np+nt · (−1)
(np−nh)(np−nh+1)
2 ·
(
sin[πν]
π
)np − nh
·D
(
Jnp;nh | ν, ω
)
× D
(
Jnk ;nt | −ν, ω−1
)
· ̟
(
Jnp;nh ;Jnk ;nt | ν
)
. (5.2.33)
I remind that (5.2.33) is expressed by using hypergeometric-like notations for ratios of products of Γ-functions
introduced in Chapter 2.
Finally, formula (5.2.23) contains the normalisation constant C(ℓout−ℓin)(ν+r , ν−r ). The latter is chosen in such
a way that it cancels out the L-independent contributions of the right and left critical form factors when particu-
larising the expression to the lowest excited states of the ℓout and ℓin critical classes. These special excited states
are parametrised by the sets of integers L(s)
ℓout
and L(s+or)
ℓin
. The explicit form of the normalisation factor can be
computed in terms of ratios of Barnes G-function [16]:
C(ℓout−ℓin)(ν+r , ν−r ) = G( 1 + ν−r , 1 − ν+r1 + ν−r + ℓout − ℓin, 1 − ν+r − ℓout + ℓin
)
. (5.2.34)
General remarks on the scope of applicability of the model
The general structure of the spectrum and form factors that I discussed throughout this section was first introduced
in my work on multi-point correlation functions in massless one-dimensional quantum models [A15].
The formula for the form factors of local operators taken between excited states belonging to critical classes
can be proven within the framework of the algebraic Bethe Ansatz for various quantum integrable models on the
basis of determinant representations for their form factors [219, 243, 302, 331] and [A4]. The corresponding
calculations are a straightforward generalisation of the method developed in [331] and [A5, A6]. However, I do
trust that the decomposition (5.2.23) is, in fact, universal. More precisely, the properly normalised form factor
Fℓout−ℓin
(Or) is definitely model dependent and thus can only be obtained on the basis of exact computations.
Its explicit expression is available for many quantum integrable models and can be found in the aforementioned
works. I do trust that, in fact, the local microscopic pre-factors and the leading power-law behaviour in L is
universal: namely that they take the same form for models belonging to the Luttinger liquid universality class.
Part of this has been confirmed by formal perturbative calculations around a free model [321].
5.2.3 The free boson space of states and effective description of correlation functions
I will recall in the present section the free fermion based construction of the space of states for the free boson
model. The presentation basically follows the notations and conventions that can be found in the excellent review
paper [4]. The various results found in this review originate from a long series of developments which started with
the cornerstone work of Kyoto’s school (Jimbo, Miwa and Sato) in the late ’70’s on holonomic quantum fields
[196].
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5.2.4 Overall definitions and generalities
The space of states
The whole construction of the space of states builds on a collection of fermionic operators {ψn}n∈Z and their ∗
associates {ψ∗n}n∈Z satisfying to the anti-commutation relations
{ψn, ψm} = {ψ∗n, ψ∗m} = 0 and {ψn, ψ∗m} = δn,m , (5.2.35)
where δn,m is the Kronecker symbol. One assumes the existence of a vacuum vector | 0
〉
characterised by
ψn| 0
〉
= 0 for n < 0 and ψ∗n| 0
〉
= 0 for n ≥ 0 . (5.2.36)
The dual vacuum 〈 0 | fulfils the analogous properties〈 0 |ψ∗n = 0 for n < 0 and 〈 0 |ψn = 0 for n ≥ 0 . (5.2.37)
The vacuum (resp. the dual vacuum) allows one to construct other vectors (resp. dual vectors) through a repetitive
action of the fermion operators. All vectors built in this way are parametrised by sets
Jnp;nh =
{
{pa}np1 ; {ha}nh1
}
(5.2.38)
built up of two collections of ordered integers 1 ≤ p1 < · · · < pnp and 1 ≤ h1 < · · · < hnh . For later convenience,
one can think of the pa’s as particles and of the ha’s as holes. To each set Jnp;nh , one associates the vector
| Jnp;nh
〉
= ψ∗−h1 · · ·ψ∗−hnh · ψpnp−1 · · ·ψp1−1| 0
〉 (5.2.39)
and the dual vector〈Jnp;nh | = 〈 0 |ψ∗p1−1 · · ·ψ∗pnp−1 · ψ−hnh · · ·ψ−h1 . (5.2.40)
The Hilbert space hFB of the model is then defined as the span of the vectors introduced above
hFB = span
{
| Jnp;nh
〉
with np, nh ∈ N and 1 ≤ p1 < · · · < pnp1 ≤ h1 < · · · < hnh
pa, ha ∈ N∗
}
. (5.2.41)
Note that, when the number of particle and hole-like integers coincide, i.e. np = nh = n, one can identify the
set Jnp;nh with a Young diagram. The one-to-one map is obtained by interpreting the integers
{
{pa}n1 ; {ha}n1
}
as
the Frobenius coordinates of the Young diagram, this within the slightly unusual convention that the Frobenius
coordinates include the diagonal and hence always start from 1.
One can also provide another basis |Y; ℓ 〉 of hFB which is directly connected with Young diagrams Y. First of
all, this alternative basis takes, as its starting point, the so-called fixed charge ℓ pseudo-vacuum and dual pseudo-
vacuum:
| ℓ 〉 =  ψℓ−1 · · ·ψ0| 0
〉
ℓ > 0
ψ∗
ℓ
· · ·ψ∗−1| 0
〉
ℓ < 0
and 〈 ℓ | = 
〈 0 |ψ∗0 · · ·ψ∗ℓ−1 ℓ > 0〈
0 |ψ−1 · · ·ψℓ ℓ < 0
. (5.2.42)
The states |Y; ℓ 〉 are build as equal in number particle-hole excitations over the vaccum | ℓ 〉, resp. its dual vaccum〈
ℓ |. Let
Y =
{
{αa}d1 : {βa}d1
}
with
 1 ≤ α1 < · · · < αd1 ≤ β1 < · · · < βd (5.2.43)
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be the Frobenius coordinates of the Young diagram Y, then
|Y; ℓ 〉 = ψ∗
ℓ−β1 · · ·ψ∗ℓ−βd ψℓ+αd−1 · · ·ψℓ+α1−1 | ℓ
〉
〈
ℓ;Y | = 〈 ℓ |ψ∗
ℓ+α1−1 · · ·ψ∗ℓ+αd−1 ψℓ−βd · · ·ψℓ−β1
. (5.2.44)
In fact, one can also consider mixtures of the basis |Y; ℓ 〉 and | Jnp;nh 〉, namely the basis
| Jnp;nh ; ℓ
〉
= ψ∗ℓ−h1 · · ·ψ∗ℓ−hnh · ψpnp+ℓ−1 · · ·ψp1+ℓ−1| ℓ
〉
. (5.2.45)
Clearly
Span
{
|Y; ℓ + r 〉 : Y Young diagram} = Span{| Jnp;nh 〉 : sets Jnp;nh with np − nh = ℓ + r}
= Span
{
| Jnp;nh ; ℓ
〉
: sets Jnp;nh with np − nh = r
}
. (5.2.46)
The space of operators
Several important operators on hFB can be built explicitly using the fermionic operators ψ j and ψ∗j. The operators
that will be of interest to the problem are the current operators. The latter are built by using current operator modes
Jk, k ∈ Z. The most fundamental mode J0 is the so-called charge operator which takes the explicit form
J0 =
∑
k≥0
ψk ψ
∗
k −
∑
k<0
ψ∗k ψk . (5.2.47)
The definition might appear formal due to convergence issues. However, the infinite sums truncate to finite ones
as soon as one computes matrix elements taken between the fundamental system of basis vectors labelled by the
sets Jnp;nh . It is in this sense that the above and all of the following expressions should be understood. The vector
| Jnp;nh
〉 is associated with the eigenvalue np−nh of the charge operator J0. Thus, one says that the vector | Jnp;nh 〉
has charge np − nh. As a consequence, the charge operator induces a grading of the Hilbert space hFB into the
direct sum of spaces hFB;ℓ having a fixed charge ℓ
hFB =
⊕
ℓ∈Z
hFB;ℓ with hFB;ℓ = span
{
| Jnp;nh
〉
: np − nh = ℓ
}
. (5.2.48)
The current operators modes are defined as
Jk =
∑
j∈Z
ψ jψ∗j+k for k , 0 and satisfy
[
Jk, Jℓ
]
= kδk,−ℓ . (5.2.49)
Furthermore, for k ∈ N∗, one has
Jk | 0
〉
= 0 and
〈
0 |J−k = 0 . (5.2.50)
All this allows one to interpret {Jk}k∈N∗ as bosonic creation operators while {J−k}k∈N∗ as bosonic annihilation
operators. It is on the basis of such an observation that the construction of the free boson field theory can be
obtained by using the picture provided by the free fermion model. The main advantage for using the free fermion
model is that the fermionic structure allows one to simplify many intermediate calculations, e.g. by using some
version of Wick’s theorem.
145
The bosonic operator modes allow one to define a class of very important operators, the current operators
which correspond to the series
J±(ν, ω) = ∓ν
∑
k≥1
ω∓k
k · J±k . (5.2.51)
There is also another operator that will play an important role in the construction: the so-called shift operator
eP which maps hℓ onto hℓ+1. One can interpret the operator P arising in the exponent as the conjugate operator to
J0. Although the shift operator has no simple expression in terms of the fermions, it takes a particularly simple
form in the basis of h subordinate to Young diagrams, cf. (5.2.44). Indeed, any integer power erP of the shift
operator satisfies erP|Y; ℓ 〉 = |Y; ℓ + r 〉, viz.
erP =
∑
Y , ℓ
|Y; ℓ + r 〉〈 ℓ;Y | (5.2.52)
where the sum runs over all integers ℓ and all Young diagramms Y (see [4] for more details).
I am finally in position to provide the definition of the r-shifted bosonic vertex operators
V (ν, r | ω) = eJ−(ν+r,ω) · eJ+(ν+r,ω) · erP . (5.2.53)
It is this operator that plays a central role in the effective description of the large-distance asymptotic behaviour
of multi-point functions in massless models by means of the free boson model. In fact, the main tool in the
construction of this correspondence is the below theorem
Theorem 5.2.1 The form factor of the r-shifted vertex operator V (ν, r | ω) reads
〈Jnp;nh |V (ν, r | ω)| Jnk ;nt 〉 = (−1) r(r+1)2 · δnp−nh,nk−nt+r(
ω
) r(r−1)
2 +r(nk−nt)
·G
( 1 − ν
1 − ν − r
)
·F
(
Jnp;nh ;Jnk ;nt | ν, ω
)
. (5.2.54)
The symbol G appearing above stands for the hypergeometric-like notation for the ratio of two Barnes functions.
The Kronecker symbol in (5.2.54) arises since the form factor is zero unless np − nh = nk − nt + r. This is due
to the fact that the exponents of current operators preserve the charge of a state while the shift operator changes
the charge of the state by r.
The theorem is well known in the case np = nh = r = 0. Indeed, then, the representation (5.2.54) follows, for
instance, from the Giambelli determinant representation for Schur functions along with the possibility to compute
explicitly the Schur functions sα,β(t±) associated with hook diagrams (α, β) in Frobenius notations (cf. Appendix
A of [4] for more details). However, to the best of my knowledge, the general case given above is new and its
proof relies on new ideas that are not related to the theory of Schur functions. I also emphasise that Theorem
5.2.1 above provides one with a new type of explicit representation for skew Schur functions associated with the
parameters t±.
The proof of the above theorem is the main technical result of [A14]. It constitutes a synthesis of Lemma 1.1
and Proposition 1.1 of Section 1.2 of that paper. The proof of Proposition 1.1 can be found in Appendix C of the
same paper.
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5.2.5 The effective free boson field theory model
The effective Hilbert space is defined as the tensor product of two copies hL and hR of the free boson Hilbert space
hFB introduced previously:
heff = hL ⊗ hR . (5.2.55)
The first space (resp. second) arising in the tensor product models the effects of the left (resp. right) Fermi surface
of the physical model.
Given a local operator Or(xr) in the physical model, one builds the below operator on heff
Or(ωr) =
∑
κ∈Z
Fκ(Or)·(2πL )ρ(νr(q)−or+κ)+ρ(νr(−q)+κ)·e2ipFκxr ·VL(−νr(−q),−κ | ω−r )·VR(νr(q)−or , κ−or | ω+r ) . (5.2.56)
In this formula,
• VL/R(ν, κ;ω) stands for the operator acting non-trivially on the L/R copy of the original Hilbert space as the
vertex operator V (ν, κ;ω) defined in (5.2.53), viz.
VL(ν, κ | ω) = V (ν, κ | ω) ⊗ id and VR(ν, κ | ω) = id ⊗ V (ν, κ | ω) . (5.2.57)
• ρ(ν) are the scaling dimensions introduced in (5.2.29) .
• Fκ(Or) is the thermodynamic limit of the properly normalised in the volume amplitude defined in (5.2.27)
and taken between excited states satisfying ℓout − ℓin = κ.
• ω±s is a phase factor that reads
ω±s = e
∓2iπ xsL α± . (5.2.58)
The crucial observation is that given two sets
I(s)m ≡ Jmp;+;mh;+ ∪ Jmp;−;mh;− and I(s+os)n ≡ Jnp;+;nh;+ ∪ Jnp;−;nh;− (5.2.59)
parametrising critical excited states in the physical Hilbert space hphys, one has an equality, up to O
(
ln L/L
)
corrections between matrix elements:
FOr
(
I(s)m ;I(s+or)n | xr
)
= (−1)κ
{〈
s;Jmp;−;mh;− | ⊗
〈
s;Jmp;+;mh;+ |
}
Or(ωr){
| s;Jnp;−;nh;−
〉 ⊗ | s + or;Jnp;+;nh;+ 〉} · (1 + O( ln LL )
)
(5.2.60)
where
κ = mp;+ − mh;+ − np;+ + nh;+ . (5.2.61)
This identity allows one then to argue that , when |xa − xb|pF ≫ 1,〈O1(x1) · · · Or(xr)〉hphys ≃ 〈O1(ω1) · · ·Or(ωr)〉heff , (5.2.62)
where the ≃ sign is to be understood as an equality up to the first leading correction arising in each oscillating
harmonics in the difference of positions |xa− xa+1|. Above, the subscripts hphys and heff are present so as to insist on
the Hilbert space where the operators "live" and hence where the expectation values are computed. The asymptotic
equivalence is argued on the basis of the form factor series decomposition for the two objects. See Section 3.2 of
[A14] for more details.
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5.3 Conclusion
In the present chapter, I gave a account of the form factor series expansion approach to the asymptotic behaviour
of multi-point correlation functions in quantum integrable models. Although heuristic, the method is extremely
powerful and allows one to reproduce all the results that can be obtained though the use of a correspondence with
a conformal field theory at c = 1 or its more evolved version -the non-linear Luttinger liquid- allowing one to
grasp the effects of time dependence. The main advantage of the method in respect to the field theoretic approach
is that it is constructive. True it builds on certain hypothesis on the structure of the space of a model. However,
for the remaining part of the analysis, the method stays coherent with itself in that it doesn’t require numerous
heuristics that are necessary to deal with in the field theoretical framework. Furthermore, the method is, de facto,
relatively simple provided that one takes for granted summation identities such as the multiple sums (5.1.11)-
(5.1.12). Last but not least, the method is extremely effective. Once that we have understood its basics in the first
paper of the series [A17], it was a question of a couple of months to generalise the method to the case of time and
space dependent asymptotics as well as to the case of the critical behaviour of the dynamical response functions in
[A16]. It is worth reminding that it took around twenty-five years starting from the early days of Luttinger liquid
approach developed by Luther and Peschel [268] and Haldane [168, 170] so as to grasp all the details that were
necessary to set the non-linear Luttinger liquid approach [154, 155, 175, 270] which allows one to deal with the
time dependent case, viz. take into account the non-linear part of the spectrum. True, the non-linear Luttinger
liquid based approach results did help to guide the research developed in [A16]. However, due to the constructive
setting, without knowing much of the structure or type of the answer in the time-dependent case, one is still able
to derive it after a few "experiments".
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Chapter 6
The quantum separation of variables for the
Toda chain
The first description of the quantisation conditions for the Toda chain goes back to the works of Gutzwiller [167],
Gaudin-Pasquier [144] and Goodmann-Wallach [162]. The first two collaborations obtained a description in terms
of the Baxter equation while the last one proposed a quite different form for the quantisation conditions. These
characterisation of the spectrum of the Toda chain were somewhat complicated in that they involved finding
zeroes or poles of infinite determinants of Hill type. Recently, Nekrasov and Shatashvili [292] conjectured a way
of describing the spectrum of the Toda chain through non-linear integral equations. Its relation to the quantum
separation of variables issued description of the spectrum was, however, unclear.
As mentioned in the introduction, the implementation of the quantum separation of variables builds on the
construction of an integral transform that is supposed to map unitarily the original Hilbert space where the model
is defined onto some model L2 space where the quantum separation of variables takes place. Although there exist
quantum inverse scattering based methods allowing one to construct and fully characterise the integral kernel of
this transform, the proof of its unitarity was only available for the Toda chain case and relied on earlier results
issuing from the group theoretic based approach to the model. Since the group theoretic interpretation is missing
for more complex models solvable by the quantum separation of variables, it is more than desirable to find a way
of proving the unitarity solely by using structures that are natural to the quantum inverse scattering framework.
Indeed, then, one may expect that, with minor modifications, the proof can also be applicable to other models.
The quantum separation of variables provides one with an utterly simple description of the Toda chain eigen-
functions on the space L2(RN × R, dµ(yN) ⊗ dε) where the quantum separation of variables takes place. In order
to bring the calculations of the correlation functions to the sole handling of objects living on this space one needs
to find how the local operators of the model realise as operators on L2(RN ×R, dµ(yN)⊗ dε). A very effective way
for accessing to such an information is to obtain, as proposed by Babelon [12], equations in dual variables:
O · ΨyN ;ε(xN+1) = Ô · ΨyN ;ε(xN+1) (6.0.1)
in which O represented a certain class of operators acting on the variables xN+1 attached to the original space hTd
whereas its dual operator Ô acts on the variables attached to the space where the separation of variables occurs,
viz. the dual variables (yN ; ε). Since ΨyN ;ε(xN+1) corresponds to the integral kernel of the separation of variables
transform, such equations are indeed enough so as to solve the inverse problem.
In this chapter, I will describe the progress I made relatively to three features related with the quantum Toda
chain:
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• proving the non-linear integral based description of the quantisation conditions that was conjectured by
Nekrasov and Shatashvili;
• developing a proof of the unitarity of the quantum separation of variables transform UN which solely builds
on objects that are "natural" to the quantum inverse scattering method;
• pushing further the resolution of the spectral problem by following the approach of Babelon [12].
This chapter is organised as follows. In Section 6.1, I give a short description of the quantum inverse scattering
approach to the Toda chain and of Gutzwiller’s solution of the scalar t − Q equation for the Toda chain as well
as of the quantisation conditions that result from this construction. I will then build on this setting so as to prove
the Nekrasov-Shatashvili description of the quantisation conditions. In Section 6.2, I will describe the quantum
inverse scattering based method that I developed so as to prove the unitarity of the separation of variables trans-
form. In particular, I will describe the two possible ways of constructing of the integral kernel of the transform,
leading to its Gauss-Givental and Mellin-Barnes multiple integral representations. I will remind how the Gauss-
Givental representation allows one to easily prove, on a formal level of rigour, the isometricity of the separation
of variables transform. I will then discuss my contributions. Finally, in Section 6.3, I will present the equations
in dual variables for a class of local operators associated to the quantum Toda chain. In the simplest case, I will
explain how these allow one to access to multiple integral representation for the form factors of the model.
6.1 Spectrum of the Toda chain
6.1.1 Integrability of the quantum Toda chain and Gutzwiller’s quantisation
The Lax matrix for the Toda chain takes the form
L0n(λ) =
(
λ − pn e−xn
−exn 0
)
[0]
with [xk, pℓ] = i~δkℓ (6.1.1)
and gives rise to the monodromy matrix of the model by the standard construction of the quantum inverse scattering
method:
T0;1,...,N+1(λ) = L01(λ) . . . L0N+1(λ) =
(
A1,N+1(λ) B1,N+1(λ)
C1,N+1(λ) D1,N+1(λ)
)
[0]
. (6.1.2)
The transfer matrix tTd(λ) = tr0[T0;1,N+1(λ)] is a monoic operator valued polynomial in λ of degree N + 1 such
that [tTd(λ), tTd(µ)] = 0 for any λ, µ. Hence, it allows one to construct N + 1 charges in involution by considering
its expansion into powers of λ:
tTd(λ) = λN+1 +
N+1∑
k=1
(−1)kλN−k+1tTd;k with tTd;1 =
N+1∑
a=1
pa and tTd;2 = t2Td;1 − HTd|κ=1 .
(6.1.3)
Observe that N + 1 Hamiltonians in involution are self-adjoint. Hence, the eigenvalues tTd(λ) of the transfer
matrix tTd(λ) are polynomials tTd(λ) = ∏N+1k=1 (λ − τk) such that the set {τa}N+11 of their zeroes is necessarily
self-conjugated {τa} = {τ∗a}.
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As already stated in the introduction, the quantum separation of variables reduces the spectral problem for the
closed quantum Toda chain to the problem of finding all solutions
(
tTd(λ) , qtTd (λ)
)
to the Baxter equation
tTd(λ) · qtTd (λ) = (i)N+1qtTd (λ + i~) + (−i)N+1qtTd (λ − i~) (6.1.4)
that, furthermore, satisfy the conditions:
i) tTd(λ) is a polynomial of the form tTd(λ) = ∏N+1k=1 (λ − τk) with {τa} = {τ∗a};
ii) qtTd is entire and satisfies, for some N-dependent C > 0, to the bound∣∣∣qtTd (λ)∣∣∣ ≤ C · e−(N+1) π2~ |ℜ(λ)| |λ| N+12~ (2|ℑ(λ)|−~) uniformly in λ ∈ {z : ∣∣∣ℑ (z)∣∣∣ ≤ ~/2} ; (6.1.5)
iii) the roots {τk}N+11 satisfy to
∑N+1
a=1 τa = ε.
The third condition iii) relates the τa’s to the eigenvalue ε of the total momentum operator ∑N+1a=1 pa. This con-
straint issues from the fact that the Toda chain Hamiltonian is translationally invariant, hence making it more
convenient to describe the spectrum of the chain directly in a sector corresponding to a fixed eigenvalue ε of the
total momentum operator ∑N+1a=1 pa. After such a reduction, qtTd represents the "normalisable" part of the Toda
chain eigenfunction, c.f. (1.2.12) and (1.2.16).
As already observed by Gutzwiller [166, 167], given any polynomial tTd satisfying condition i), one can fairly
easily find two meromorphic linearly independent solutions of the Baxter equation that have the required decay at
ℜ(λ) → +∞, c.f. (6.1.5). For this purpose, given a polynomial tTd as in condition i), one introduces its associated
Hill determinant [156]
HtTd (λ) = det

. . .
. . .
. . .
. . . . . . . . .
. . .
1
tTd (λ − i~) 1
1
tTd (λ − i~) 0 . . .
. . . 0 1
tTd (λ) 1
1
tTd (λ) 0 . . .
. . .
. . .
. . .
. . .
. . .
. . .

. (6.1.6)
The Hill determinant can be shown to admit the representation [144]
HtTd (λ) =
N+1∏
a=1
sinh π
~
(λ − σa)
sinh π
~
(λ − τa)
. (6.1.7)
One can always chose the σa such that −~/2 <
∣∣∣ℑ (σk) ∣∣∣ ≤ ~/2 and {σ∗a} = {σa}. Doing so defines unambiguously
the set {σa}N+11 in terms of tTd(λ). The two linearly independent meromorphic solutions q±tTd are then defined as
q±tTd (λ) =
q±tTd (λ)∏N+1
a=1
{
e−
πλ
~ sinh π
~
(λ − σa)} , (6.1.8)
where
q+tTd (λ) =
K+tTd (λ) · e−(N+1)
π
~
λ
N+1∏
k=1
{
~
−i λ
~Γ
(
1 − iλ − τk
~
)} and q−tTd (λ) = K−tTd (λ) · e−(N+1)
π
~
λ
N+1∏
k=1
{
~
i λ
~Γ
(
1 + iλ − τk
~
)} . (6.1.9)
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The functions K±tTd (λ) are expressed as half-infinite determinants:
K+tTd (λ) = det

1 t−1tTd (λ + i~) 0 · · ·
t−1tTd (λ + 2i~) 1 t−1tTd (λ + 2i~) 0 · · ·
0 . . . . . . . . . . . . · · ·
 (6.1.10)
while K−tTd (λ) =
(
K+tTd (λ∗)
)∗ (recall that {τk} = {τ∗k}). The proof that the two functions q±tTd do satisfy to all the
requirements can be found in Appendix A of [A20].
The functions q±tTd are linearly independent entire functions whose discrete Wronskian can be evaluated ex-
plicitly, cf. Lemma 1 of [A20] :
q+tTd (λ) q−tTd (λ + i~) − q+tTd (λ + i~) q−tTd (λ) = e−2(N+1)
π
~
λ
N+1∏
a=1
{ ~
iπ sinh
π
~
(λ − τa)
}
· HtTd (λ) . (6.1.11)
The general solution of (6.1.4) with a polynomial subject to condition i) can be presented in the form
qtTd (λ) = P+q+tTd (λ) + P−q−tTd (λ) with P± ∈ C . (6.1.12)
Thus, in order to obtain solutions qtTd to the Baxter equation under the requirements i), ii) and iii), one has to
fine tune the roots {τa} of the polynomial tTd in such a way that the parameters {σa}N+11 defining the roots of the
associated Hill determinant HtTd satisfy to the condition
q+tTd (σa) − ζ q−tTd (σa) = 0 , for a = 1, . . . , N + 1 and some ζ ∈ C, |ζ | = 1 . (6.1.13)
These N + 1 equations should be supplemented by the condition fixing the total momentum ∑N+1k=1 τk = ε. This
way of formulating the quantisation conditions for the Toda chain has been developed in [144, 166]. Clearly, it
is a quite involved system of equations on zeroes τk of tTd(λ), unreasonably exceeding in complexity the systems
of Bethe Ansatz equations usually encountered for other models. Indeed, the equations on the τa not only involve
some higher transcendental functions but also functions defined through infinite determinants. The worst, however,
is that the equations involve the parameters σ1, . . . , σN+1 which have to be related to the roots τk by constructing
the zeroes of the Hill determinant HtTd . Without even mentioning any attempt to deal with these issues in some
abstract way, dealing with the quantisation conditions on a numerical level already seems hopeless.
6.1.2 The Nekrasov-Shatashvili quantisation
In 2009, Nekrasov and Shatashvili [292] argued a way of recasting the quantisation conditions for the Toda chain
in terms of a function Y{σa} satisfying to the non-linear integral equation:
log Y{σa}(λ) =
∫
R
dµ K(λ − µ) log
(
1 +
Y{σa}(µ)
ϑ(µ − i~/2)ϑ(µ + i~/2)
)
, (6.1.14)
where
K (λ) = ~
π(λ2 + ~2) and ϑ(λ) =
N+1∏
k=1
(λ − σk) . (6.1.15)
Building on the solution Y{σa}, which they assumed to exists and be unique for each {σa}, Nekrasov and Shatashvili
defined a function, the so-called Yang potential, W{na}
({σa}) = Winst{na}({σa}) + Wpert({σa}). The two building
blocks of Yang’s potential are defined as
Wpert({σa}) = i N+1∑
k=1
σ2k
2
log
(
~
(N+1)/~) − log ζ N+1∑
k=1
σk +
N+1∑
j,k=1
γ
(
σk − σ j
)
− 2iπ
N+1∑
k=1
nkσk , (6.1.16)
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where γ′ (λ) = log Γ (1 + iλ/~) and
Winst({σa}) = −∫
R
{
log Y{σa}(µ)
2
log
(
1 +
Y{σa}(µ)
|ϑ (µ − i~/2)|2
)
+ Li2
( −Y{σa}(µ)
|ϑ (µ − i~/2)|2
)}
dµ
2iπ , (6.1.17)
with
Li2 (z) =
0∫
z
log (1 − t)
t
dt . (6.1.18)
The Yang potential W{na}
({σa}) depends on a set of N + 1 auxiliary integers {na}. In the Nekrasov-Shatashvili ap-
proach, the equations defining extrema of the Yang potential give rise to quantisation conditions on the parameters
{σa}N+11 . Nekrasov and Shatashvili also argued that a set of parameters {σa}N+11 corresponding to an extremum
of the Yang potential gives rise to N + 1 eigenvalues Ek, k = 1, . . . , N + 1 of N+1 Hamiltonians in involution
associated with the model through the formula:
Ek =
N+1∑
p=1
σkp − k
∫
R
dτ
2iπ
{
(τ + i~/2)k−1 − (τ − i~/2)k−1
}
· log
(
1 +
Y{σa} (τ)
ϑ (τ − i~/2) ϑ (τ + i~/2)
)
. (6.1.19)
They did not provide any reasonable characterisation of these Hamiltonians, though. Within the Nekrasov-
Shatashvili approach, since the positions of the extrema of the Yang potential depend on the choice of the integers
{na}, it is enough to vary the integers {na} so as to obtain more eigenvalues.
The Nekrasov-Shatashvili [292] proposal of quantisation conditions was based on rather indirect arguments
coming from the study of supersymmetric gauge theories. With Teschner, I managed to prove the above reformu-
lation of the quantisation conditions by building on certain properties of the Baxter equation for the Toda chain,
and, in particular, on the Wronskian relation (6.1.11). The very fact that there exits a connection between the Bax-
ter equation and nonlinear integral equations has been observed in various works, see e.g. [19, 26, 106, 352, 377].
Still, the precise form and structure of the NLIE heavily depends on the analytic properties imposed on the so-
lutions to the Baxter equation of interest to a given model. Further, the Toda chain particle system brings a new
interesting feature into the game: the quantisation conditions (6.1.13) are not formulated as some equations on
the zeros of the solution to the Baxter equation, but instead, they are equations on the zeroes of the Wronskian
formed out of the two linearly independent solutions of the Baxter equation. The locii {σ1, . . . , σN+1} of these
zeroes correspond precisely to the variables which arise in the Yang potential W{na}
({σa}).
The first result we obtained with Teschner corresponds to the unique solvability of the non-linear integral
equation
Theorem 6.1.1 Let ϑ (λ) be the polynomial ϑ (λ) = ∏N+1k=1 (λ − σk). Assume that its zeroes {σk}, |ℑ(σk)| < ~/2,
are given by the N + 1 zeroes of the Hill determinant built out of some polynomial t(λ) subject to condition i)
and whose zeroes satisfy |ℑ(τa)| < ~/2. Then, there exists a function Y{σa} that is meromorphic on C with poles
accumulating in the direction
∣∣∣arg (λ)∣∣∣ = π/2. The function Y{σa} is bounded for λ → ∞ uniformly away from the
set of its poles and Y{σa} → 1 for λ→ ∞ in any sector
∣∣∣arg (λ) − π/2∣∣∣ ∣∣∣arg (λ) + π/2∣∣∣ > ǫ for some fixed ǫ > 0.
Finally, the function log Y{σa} is continuous, positive and bounded on R. It is the unique solution, in this class
of functions, to the non-linear integral equation (6.1.14).
This theorem is a consequence of Lemma 3 and Proposition 3 of [A20]. Although Theorem 6.1.1 does not
guarantee, a priori the existence of solution for all possible choices of parameters {σa}N+11 , it does however
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guarantee the existence of solutions for all cases of interest to the study of solutions to the scalar t − Q equation
for the quantum Toda chain. Thus, in respect to applications to the Toda chain case, this potential lack of solution
is not a restriction.
The properties of Y{σa} allow one to define two auxiliary functions:
log v↑ (λ) = −
∫
R
dµ
2iπ
1
λ − µ + i~/2 · log
(
1 +
Y{σa} (µ)
ϑ (µ − i~/2) ϑ (µ + i~/2)
)
, (6.1.20)
and
log v↓ (λ − i~) =
∫
R
dµ
2iπ
1
λ − µ − i~/2 log
(
1 +
Y{σa} (µ)
ϑ (µ − i~/2) ϑ (µ + i~/2)
)
. (6.1.21)
The auxiliary functions v↑/↓ then gives rise to the functions
q+{σa}(λ) =
~
i (N+1)λ
~ e−
(N+1)π
~
λ · v↑ (λ)
N+1∏
k=1
{
Γ
(
1 − iλ − σk
~
)} , q−{σa}(λ) = ~−i
(N+1)λ
~ e−
(N+1)π
~
λ · v↓ (λ − i~)
N+1∏
k=1
{
Γ
(
1 + iλ − σk
~
)} . (6.1.22)
Lemma 4 of Appendix C of [A20] establishes that the functions q±{σa} are entire. Building on the Wronskian
relation satisfied by q±{σa}:
q+{σa}(λ)q−{σa}(λ + i~) − q−{σa}(λ) q+{σa}(λ + i~) =
(
~e−
2πλ
~
iπ
)N+1 N+1∏
k=1
{
sinh π
~
(λ − σk)
}
. (6.1.23)
Proposition 4 of that Appendix establishes that
t{σa}(λ) =
q+{σa}(λ − i~)q−{σa}(λ + i~) − q+{σa}(λ + i~)q−{σa}(λ − i~)
q+{σa}(λ)q−{σa}(λ + i~) − q+{σa}(λ + i~)q−{σa}(λ)
(6.1.24)
is a monoic polynomial in λ of degree N + 1 that has, furthermore, a self-conjugated set of roots.
The main point is that the functions q±{σa}(λ) defined from q±{σa}(λ) by analogues of (6.1.8) are meromorphic
solutions to the Baxter equation (6.1.4) associated with the polynomial t{σa}. Furthermore, the functions q±{σa}(λ)
satisfy to the bounds of condition ii) above.
The conclusion is that the solutions of the non-linear integral equation (6.1.14) provide one with an alternative
construction of the fundamental system of solutions to the Baxter equations. These are only parametrised by the
locii of their poles {σa}. One may therefore use directly the function q±{σa}(λ) to construct Gutzwiller’s solutions.
This has the advantage of recasting the quantization conditions (6.1.13) in the form
2πnk =
(N + 1)σk
~
log ~ + i log ζ − i
N+1∑
p=1
log
Γ
(
1 + i(σk − σp)/~)
Γ
(
1 − i(σk − σp)/~) (6.1.25)
+
∫
R
dτ
2π
{
1
σk − τ + i~/2
+
1
σk − τ − i~/2
}
log
(
1 +
Y{σa} (τ)
ϑ (τ − i~/2) ϑ (τ + i~/2)
)
,
see Appendix A of [A20] for some more details. These are precisely the quantisation conditions in the form
argued by Nekrasov and Shatashvili.
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To close this section, I do stress that even though this way of representing the solutions to the t − Q equations
solely builds on the poles {σa} of the Hill determinant, it still does allow one to compute the associated set {τa} of
zeroes of tTd. More precisely, I have shown with Teschner that one has the below representation for the Newton
polynomials in the zeroes τa :
N+1∑
p=1
τkp =
N+1∑
p=1
σkp − k
∫
R
dτ
2iπ
{
(τ + i~/2)k−1 − (τ − i~/2)k−1
}
· log
(
1 +
Y{σa} (τ)
ϑ (τ − i~/2) ϑ (τ + i~/2)
)
.
Our relation thus proves the Nekrasov-Shatashvili conjecture on the description of the spectrum and, on top of it,
provides a clear identification of the commuting family of Hamiltonians whose joint spectrum in obtained by this
procedure.
6.2 Unitarity of the separation of variables transform
6.2.1 The integral representations of the integral kernel
I have recalled in the introductory chapter that the eigenfunctions of the quantum Toda chain, in a sector corre-
sponding to the fixed value ε of the total momentum, can be recast as
Φε;tTd
(
xN+1
)
= UN
[
Φ˜ε;tTd (∗, xN+1)
](xN) where Φ˜ε;tTd (yN , xN+1) = e i~ (ε−yN )xN+1 N∏
a=1
{
qtTd (ya)
}
. (6.2.1)
I do remind that xN = (x1, . . . , xN) stands for an N-dimensional vector while xN = ∑Na=1 xa. The function qtTd (ya)
appearing in (6.2.1) solves the scalar t − Q equation (6.1.4) associated with the eigenvalue tTd of the transfer
matrix. Furthermore, the transform UN acts on the yN variables of Φ˜ε;tTd and, given any F ∈ L1sym
(
R
N, dµ(yN)
)
,
takes the form
UN[F](xN) = 1√
N!
∫
RN
ϕyN (xN) · F(yN) · dµ(yN) . (6.2.2)
The integration measure in (6.2.2) is Lebesgue-continuous and reads
dµ(yN) = µ(yN) · dNy with µ(yN) =
1
(2π~)N
N∏
k,p
Γ−1
(yk − yp
i~
)
. (6.2.3)
The integral kernel ϕyN (xN) can be interpreted as a Whittaker function associated with GL(N,R). Although this
interpretation might appear interesting from the point of representation theory, it is not so advantageous form the
point of view of a general development of the quantum separation of variables simply because it only holds for the
quantum Toda chain. If some properties of theUN transform can be deduced from the general theory of Whittaker
functions, it will not be possible to generalise the result straightforwardly to more complex models solvable by
the quantum separation of variables since the Whittaker function interpretation is absent. As I have pointed out
earlier on, one can construct two kinds of multiple integral representation for the integral kernel by methods that
solely rely on general algebraic features of the quantum inverse scattering method. As a consequence, although
the details of the construction may differ from one model to another, the overall structure of the construction will
be common to numerous other quantum integrable models.
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The Mellin-Bernes multiple integral representation
The Mellin-Barnes multiple-integral representation issues from the resolution of a recurrence relation provided by
the recursive structure of the model’s monodromy matrix
T0;1,...,N+1(λ) = T0;1,...,N(λ) · L0N+1(λ) . (6.2.4)
The recursive scheme leading to Mellin-Barnes multiple integral representations has been proposed by Sklyanin
in [327] and has been applied to the Toda chain case by Kharchev and Lebedev [206]. For the model of interest,
the main building block of this representation is the integral kernel:
̟(wN | yN+1) =
N∏
a=1
N+1∏
b=1
{
~
i
~
(wa−yb)Γ
(yb − wa
i~
)}
·
N∏
a,b
Γ−1
(wb − wa
i~
)
. (6.2.5)
The Mellin-Barnes representation is an encased integral which couples the neighbouring sets of variables through
the ̟ kernel:
ϕyN (xN) = e
i
~
yN xN
N−1∏
s=1
∫
(R−iαs)N−s
dN−sw(s)
(N − s)!(2π~)N−s
N−1∏
s=1
e
i
~
w
(s)
N−s
(
xN−s−xN−s+1
) N−1∏
s=1
̟(w(s)N−s | w(s−1)N−s+1) , (6.2.6)
where 0 < α1 < · · · < αN−1 and w(0)N = yN . Also, this formula makes use of the previously introduced notations
for k-dimensional vectors.
One can prove that the multiple integral (6.2.6) converges strongly (exponentially fast), see e.g. [146], and
that it defines a smooth function
(yN , xN) 7→ ϕyN (xN) ∈ L∞(RN × RN , dNy ⊗ dN x) . (6.2.7)
The boundedness of ϕyN (xN) ensures that the UN transform is well-defined for any F ∈ L1
(
R
N , dµ(yN)
)
. One can
be even more specific.
Proposition 6.2.1 Given any F ∈ C∞c (RN), the integral transform UN[F] is well defined and belongs to the
Schwartz class S(RN). In particular, for such functions F, one has that UN[F] ∈ L2(RN , dN x).
The proof of the statement can be found in Appendix A of [A18].
The Gauss-Givental representation
The fundamental building blocks of the Gauss-Givental representation for ϕyN (xN) are extracted from the integral
kernel of the chain’s Q-operator which has been constructed by Gaudin-Pasquier [144]. This way of constructing
the integral kernel of the separation of variables transform was proposed, for the first time, in [102] for the XXX
sl(2,C) non-compact chain.
The integral kernel Qλ(xN , x′N) of the Q-operator for the Toda chain takes the form
Qλ(xN , x′N) =
N∏
n=1
{
Vλ;−
(
xn − x′n
)
Vλ;+
(
xn − x′n−1
)}
where Vλ;±(x) = exp
{
− 1
~
e±x + iλx
2~
}
. (6.2.8)
The building block of the Gauss-Givental representation is the function
Λ
(N)
λ
(
xN | x′N−1
)
= e
iλ
2~ (x1+xN )
N−1∏
n=1
{
Vλ;−
(
xn − x′n
)} N∏
n=2
{
Vλ;+
(
xn − x′n−1
)}
. (6.2.9)
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It provides one with the integral kernel of the integral operator
Λ
(N)
λ
: L∞(RN−1) → L∞(RN)
f 7→
∫
RN−1
Λ
(N)
λ (xN | zN−1) f (zN−1)
N−1∏
a=1
dza .
The integral kernel Λ(N)λ
(
xN | x′N−1
)
arises as the non-trivial part of the x′N → +∞ and point-wise in the other
variables (xN , x′N−1) behaviour of the integral kernel of the Q-operator:
Qλ(xN , x′N) = Λ(N)λ (xN | x′N−1) e−i λ~ x′N exp { − 1~ex′N−xN } · (1 + o(1)) . (6.2.10)
The Gauss-Givental representation for the integral kernel is then realised as the encased action of the operators
Λ
(N)
y , namely
ϕyN (xN) =
(
Λ
(N)
y1 · · ·Λ(1)yN
)(xN) . (6.2.11)
One can show that this encased action is well-defined and that it defines a symmetric function of y1, . . . , yN . This
last statement follows from the operator identity Λ(N)
λ
Λ
(N−1)
µ = Λ
(N)
µ Λ
(N−1)
λ
, c.f. Proposition 1.2 of [A18]. The first
statement follows, in its turn, from Lemma 1.2 of the same paper.
It is useful to introduce the operator Λ(N)λ conjugated to Λ(N)λ :
Λ
(N)
λ : S(RN) → L∞(RN−1) (6.2.12)
f 7→
∫
RN
Λ
(N)
λ
(
zN−1 | xN) f (xN) N∏
a=1
dxa , (6.2.13)
where S(RN) refers to Schwartz functions on RN and
Λ
(N)
λ
(
zN−1 | xN) = e− iλ2~ (x1+xN ) N−1∏
n=1
{
V−λ;−
(
xn − zn)} · N∏
n=2
{
V−λ;+
(
xn − zn−1)} . (6.2.14)
Provided a proper regularisation of the operator products is introduced, the operators Λ(N)y′ and Λ
(N)
y satisfy the
identity
Λ
(N)
y′ · Λ(N)y = Γ
(y − y′
i~
)
Γ
(y′ − y
i~
)
· Λ(N−1)y · Λ
(N−1)
y′ (6.2.15)
when y , y′. See Lemma 1.3 of [A18] for a precise statement.
I have described two quite different types of multiple integral representations for the functions ϕyN (xN). A
priori, it is not at all clear if these define the same function. This has been established in [149] by using the results
on completeness and orthogonality of the Whittaker functions ϕyN (xN). In Appendix B of [A18] I proved, without
using any information on completeness or orthogonality, that the functions defined by the rhs of (6.2.6) and of
(6.2.11) coincide. See Proposition B.1 of that paper for more details.
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6.2.2 Heuristics of the proof
The main result of [A18] was to establish the below theorem solely by relying on properties and objects that arise
naturally within the quantum inverse scattering method. My work thus opens the possibility of establishing anal-
ogous results for more complex models solvable by the quantum separation of variables method where the group
theoretic interpretation of the Toda chain is missing, and hence where one cannot rely on some generalisation of
the results of [362]. I also stress that my proof is completely independent from the previous scheme of works
that require a group theoretical interpretation of the model in the spirit of [160, 161, 162, 248]. Moreover, the
proof I proposed is conceptually simple and relatively short: on a formal level of rigour, it is almost immediate to
implement. Finally, its steps do not rely on any property specifically associated with the Toda chain but rather on
some algebraic properties of the Mellin-Barnes and Gauss-Givental integral representations. As a consequence,
it appear likely that the method can be adapted so as to prove the unitarity of separation of variables transforms
which appears in other quantum integrable models solvable by the method.
Theorem 6.2.2 The integral transform UN defined by (6.2.2) for functions F ∈ C∞c;sym
(
R
N) extends to a unitary
map UN : L2sym
(
R
N , dµ(yN)
) → L2(RN , dN x).
The proof goes in two steps. One first shows the isometric nature of UN and then the isometric nature of its
formal adjoint VN . The isometricity then ensures that VN is, in fact, the adjoint of UN hence proving the above
theorem. I will comment on the main steps leading to these results below.
Isometric nature of UN
This property is resumed by the
Theorem 6.2.3 The map UN defined for (L1 ∩ L2)sym(RN , dµ(yN)) functions by the integral transform (6.2.2)
extends into an isometric linear map
UN : L2sym
(
R
N , dµ(yN)
) → L2(RN , dN x) . (6.2.16)
In other words, one has the equality
||UN[F]||L2(RN ,dN x) = ||F||L2sym(RN ,dµ(yN )) . (6.2.17)
The proof of this theorem can be found in Section 2 of [A18]. Below, I will only discuss the formal handlings
leading to the result.
On a formal level of rigour, the statement boils down to the relation∫
RN
(
ϕy′N (xN)
)∗ · ϕyN (xN) · dN x = [µ(yN)]−1 ∑
σ∈SN
N∏
a=1
δ
(
ya − y′σ(a)
)
, (6.2.18)
Assume that y1 < · · · < yN , y′1 < · · · < y′N and that y′N , y1, . . . , yN−1. Denote the integral on the lhs asΠN
(
y′N , yN
)
.
Then, by (6.2.11), one can recast this quantity as the below product of operators.
ΠN
(
y′N , yN
)
= Λ
(1)
y′1
. . .Λ
(N)
y′N
Λ
(N)
y1 . . .Λ
(1)
yN . (6.2.19)
One moves the operator Λ(N)y′N through the string of Λ operators by means of a repetitive application of (6.2.15)
and, at the very last stage, applies the identity Λ(1)y′NΛ
(1)
yN = 2π~δ(y′N − yN). This leads to the induction
ΠN
(
y′N , yN
)
= 2π~δ(y′N − yN)
N−1∏
a=1
{
Γ
(ya − y′N
i~
)
Γ
(y′N − ya
i~
)}
· ΠN−1(y′N−1, yN−1) , (6.2.20)
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which is straightforward to solve. The formal identity (6.2.18) then follows upon symmetrising the solution of the
induction. Although formal, the simplicity of the handlings is striking. The formal method was first developed in
[102] and applied to the case of the Toda chain in [322]. This paper improved the rigour of certain formal steps.
In Section 2 of [A18], I managed to get all the steps rigorous.
Isometric nature of U†N
The formal adjoint of UN is given by the map VN defined on L1(RN, dN x) through
VN[F](yN) =
1√
N!
∫
RN
(
ϕyN (xN)
)∗ · F(xN) · dN x . (6.2.21)
Using that
(
ϕyN (xN)
)∗
= ϕ−yN (xN), the isometricity of VN is equivalent to the one of the operator VN whose
action on
(
L1 ∩ L2)(RN , dN x) is given by the integral transform
VN[F](yN) =
1√
N!
∫
RN
ϕyN (xN)F(xN) · dN x . (6.2.22)
This isometricity is guaranteed by the
Theorem 6.2.4 The transform VN defined through (6.2.22) is such that given any
F ∈ C∞c
(
R
N) , VN[F] ∈ S(RN) ∩ L2sym(RN, dµ(yN)) . (6.2.23)
VN extends to an isometric operator VN : L2
(
R
N , dN x) → L2sym(RN, dµ(yN)):∣∣∣∣∣∣VN[F]∣∣∣∣∣∣L2sym(RN ,dµ(yN )) = ||F||L2(RN ,dN x) . (6.2.24)
The method which allowed me to prove the isometric nature of VN has never been proposed, even on a formal
level of rigour, previously. The handlings leading to the result are from the point of view of formal manipulations,
quite simple. The main idea of the proof is that the orthogonality of the system {ϕyN (xN)} obtained by means
of the Gauss-Givental representation translates, when expressing it though the Mellin-Barnes multiple integral
representation for ϕyN , into a set of integral identities depending on free external parameters yN and y′N . Sending
some of the variables in yN and y′N to infinity in a specific way then yeilds the precise integral identity that is
necessary for proving completeness. Below, I will explain how the procedure works on a formal level of rigour.
The proof can be found in Section 3 of [A18]. The main point is that there seems to exist a sort of hidden duality
between the isometric character of the operator UN and VN . As soon as one isometry is proven, the second one
follows from it.
Formally, the isometricity of the VN transform boils down to the completeness of the system {ϕyN (xN)}
χN
(
x′N , xN
)
=
∫
RN
(
ϕyN (x′N)
)∗
ϕyN (xN) · dµ(yN) =
N+1∏
a=1
δ(xa − x′a) , (6.2.25)
By using the recursive form of the Mellin-Barnes integral representation
ϕyN (xN) =
∫
(R−iα)N
e
i
~
(yN−wN−1)xNϕwN−1(xN−1)̟(wN−1 | yN) ·
dN−1w
(N − 1)!(2π~)N−1 with α > 0 (6.2.26)
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one is able to recast χN
(
x′N , xN
)
as
χN
(
x′N , xN
)
=
∫
RN−1×RN−1
e
i
~
(w′N−1x′N−wN−1 xN )
~i(w
′
N−1−wN−1)/~
·
(
ϕw′N−1(x′N−1)
)∗
ϕwN−1 (xN−1) ·ψ
(
wN−1,w′N−1; xN− x′N
) · dµ(wN−1)dµ(w′N−1)(N − 1)!
where ψ is a distribution defined in terms of the formal integral representation
ψ
(
wN−1,w′N−1; xN − x′N
)
=
∫
RN
e
i
~
yN (xN−x′N ) ·
N−1∏
a=1
N∏
b=1
{
Γ
(yb − wa + i0+
i~ ,
w′a − yb + i0+
i~
)}
· dµ(yN)(N − 1)! . (6.2.27)
The proof of orthogonality boils down to finding an alternative representation for the distribution ψ. I will argue
below that the latter can be recast as
ψ
(
wN−1,w′N−1; xN − x′N
)
=
δ
(
xN − x′N
)
µ(wN−1)
∑
σ∈SN−1
N−1∏
a=1
δ
(
wa − w′σ(a)
)
. (6.2.28)
This being settled, one obtains the recurrence
χN
(
x′N , xN
)
= δ
(
xN − x′N
) · χN−1(x′N−1, xN−1) . (6.2.29)
what readily allows one to establish completeness by induction on N.
In order to establish (6.2.28), one rewrites the orthogonality condition obtained by means of the Gauss-
Givental representation on the level of the inductive construction of the Mellin-Barnes integral representation.
This yields the identity∑
σ∈SN
∏N
a=1 δ
(
wa − w′σ(a)
)
µ(wN) = 2π~·δ
(
wN−w′N
) ∫
RN−1
N−1∏
a=1
N∏
b=1
{
Γ
(ya − w′b + i0+
i~ ,
wb − ya + i0+
i~
)}
· dµ(yN−1)(N − 1)! . (6.2.30)
Upon multiplying both sides by the function
e
π
2~ (N−1)(wN−1−w′N−1) ·
(K
~
) π
i~ (N−1)(wN−1−w′N−1)
, (6.2.31)
substituting wN ֒→ wN +K, w′N ֒→ w′N +K and then sending K → +∞ one observes that the sole terms in the sum
over permutations in the lhs of (6.2.30) which survives to the limit correspond to permutations σ ∈ SN stabilising
N, viz. σ(N) = N. Since δ(wN − w′N) appears in both sides of (6.2.30), one can simplify this factor provided a
proper substitution of the variable w′N is made. Further, moving all the dependence on wN to the rhs, one gets the
identity
∑
σ∈SN−1
∏N−1
a=1 δ
(
wa − w′σ(a)
)
µ(wN−1) =
∫
RN−1
N−1∏
a,b=1
{
Γ
(ya − w′b + i0+
i~ ,
wb − ya + i0+
i~
)}
· e π~ (yN−1−wN−1)(1−0+)
× lim
K→+∞
{
TK(yN−1,wN−1,w′N−1)} · dµ(yN−1)(N − 1)! . (6.2.32)
There, one has
TK(yN−1,wN−1,w′N−1) = N−1∏
a=1
{
Γ
(ya − wN + w′N−1 + i0+
i~
,
wN + K − ya + i0+
i~
)}
· e− π~ (yN−1−wN−1)(1−0+)
×
N−1∏
a=1
{
Γ
(wN − wa + K
i~ ,
wa − K − wN
i~
)}−1
· e π2~ (N−1)(wN−1−w′N−1) ·
(K
~
) π
i~ (N−1)(wN−1−w′N−1)
. (6.2.33)
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The (1 − 0+) regularisation is present so as to ensure the convergence of the integral at infinity. It is readily seen
that
lim
K→+∞
{
TK(yN−1,wN−1,w′N−1)} = 1 (6.2.34)
hence providing one with an auxiliary multiple integral representation for a symmetrised multi-variable δ-function.
Starting from (6.2.36) with the K → +∞ limit replaced by 1, one multiples both sides by
Γ
(Kes′
i~
)
· Γ−1
(Kes
i~
)
and substitues wN−1 ֒→ −Kes w′N−1 ֒→ −Kes
′ (6.2.35)
in terms of new variables s, s′ and, finally, moves all the K and s dependence to the rhs. Then, sending K → +∞,
yields
δ(s − s′)
∑
σ∈SN−2
∏N−2
a=1 δ
(
wa − w′σ(a)
)
µ(wN−2) =
∫
RN−1
N−1∏
a=1
N−2∏
b=1
{
Γ
(ya − w′b + i0+
i~ ,
wb − ya + i0+
i~
)}
· e i~ (s−s′)yN−1
× lim
K→+∞
{
RK(yN−1,wN−2,w′N−2; s, s′)} · dµ(yN−1)(N − 1)! . (6.2.36)
The function under the limit takes the form
RK(yN−1,wN−2,w′N−2; s, s′) = e π~ (yN−1−wN−1)(1−0+) · e− i~ (s−s′)yN−1 · Γ(Kes′i~ ) · Γ−1(Kesi~ )·
×
N−1∏
a=1
{
Γ
(ya + Kes′ + i0+
i~ ,
−Kes − ya + i0+
i~
)}
·
N−1∏
a=1
{
Γ
(Kes + wa
i~ ,
−wa − Kes
i~
)}−1
(6.2.37)
and is such that
lim
K→+∞
{
RK(yN−1,wN−2,w′N−2; s, s′)} = 1 . (6.2.38)
This yields the sought identity.
6.3 Inverse problem for the Toda chain
6.3.1 Equations in dual variables
It follows from the discussion carried out at the beginning of Section 6.2 that, in a sector corresponding to a fixed
total momentum ε, the eigenfunctions of the quantum Toda chain take the generic form
Φε;tTd
(
xN+1
)
=
∫
RN
ΨyN ,ε
(
xN+1
) · N∏
a=1
{
qtTd (ya)
}
· dµ(yN)√
N!
where ΨyN ,ε
(
xN+1
)
= e
i
~
(ε−yN )xN+1ϕyN (xN) . (6.3.1)
This means that in order to obtain the action of a local operator O on the eigenfunction-part of the above
integral representation it is enough to obtain an equation in dual variables as described in the introduction to the
chapter
O · ΨyN ,ε
(
xN+1
)
= Ô · ΨyN ,ε
(
xN+1
) (6.3.2)
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where Ô acts on the dual variables (yN , ε). Once that one disposes of such an equation, it solely remains to use
contour deformations or integration by parts so as to move the action of the operator Ô on the eigenfunction part∏N
a=1
{
qtTd (ya)
}
.
In order to establish equations in dual variables (6.3.2), it is important to have well-suited representation for
the integral kernel ΨyN ,ε
(
xN+1
)
at one’s disposal. In [12], Babelon managed to determine such equations for the
local operators
r∏
a=1
{
exa−xN+1
}
(6.3.3)
by building on the Mellin-Barnes integral representation (6.2.6) for the functions ΨyN ,ε
(
xN+1
)
. As I will show in
the following, it is indeed the one that is most adapted for such calculations.
However, first, I would like to remind that there exists a privileged family of operators on hTd for which it is
easy to build systems of equations in dual variables: the entries of the monodromy matrix of the model.
Proposition 6.3.1 The function ΨyN ,ε
(
xN+1
)
satisfies to the equations in dual variables:
[
D1,N+1(λ)ΨyN ,ε
](xN+1) = N∑
p=1
(−i)N+1
N∏
s=1
,p
( λ − ys
yp − ys
)
· ΨyN−i~ep,ε(xN+1) , (6.3.4)
as well as
[
A1,N+1(λ)ΨyN ,ε
](xN+1) = (λ−ε+yN) N∏
ℓ=1
(λ−yℓ)ΨyN ,ε(xN+1) +
N∑
p=1
(i)N+1
N∏
s=1
,p
( λ − ys
yp − ys
)
·ΨyN+i~ep,ε(xN+1) . (6.3.5)
There ep stands for the unit vector in RN with a 1 solely in its pth entry:
ep =
(
0, . . . , 0︸  ︷︷  ︸
p−1 terms
, 1, 0, . . . , 0
)
. (6.3.6)
Finally, one also has the identities
N∏
a=1
exa ·ΨyN ,ε(xN+1) = ΨyN−i~e,ε−i~N(xN+1) and e−ℓxN+1 ·ΨyN ,ε(xN+1) = ΨyN ,ε+iℓ~(xN+1) . (6.3.7)
The vector e introduced above takes the form e = N∑
p=1
ep .
The proof of the proposition can be found in Appendix B of [A19] although I stress that it is very standard.
The main ideas in the proof should be attributed to Sklyanin [326, 327]. I refer to Corollary 1.1 of [A19] for the
equations in dual variables associated with the operator C1,N+1(λ).
The main observation one can make on the level of these formulae is that it is fairly easy to compute the
action on ΨyN ,ε(xN+1) of operators acting non-trivially on the "full" Hilbert space hTd as opposed to a sub-set of
its local spaces. Therefore, my main idea for obtaining equations in dual variables consisted in using a slightly
different variant of the Mellin-Barnes multiple integral representation. Indeed, the representation presented earlier
in the text (6.2.6) was obtained by an inductive procedure based on the splitting of the chain of N + 1 sites into
a concatenation of an N site chain and a single site one, c.f. (6.2.4). One can establish analogous representations
corresponding to any splitting of the chain into sub-chains of respective lengths r and N + 1 − r.
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Definition 6.3.2 Let yN ∈ CN and ε ∈ C be given. Then, define the function ΨyN ,ε(xN+1) inductively as follows.
First set
Ψ∅,ε(x) = ei
ε
~
x (6.3.8)
and then define the collection of functions ΨyN ,ε(xN+1) by
ΨyN ,ε(xN+1) =
∫
Cr−1;N−r
Ψw,yN−z(x1)Ψz,ε−yN+z(x2) ̟(w, z | yN) ·
r−1∏
a=1
dwa ·
N−1∏
a=r
dza . (6.3.9)
There the integration runs through two sets of variables wa and zb which are collected in a vector notation
w = (w1, . . . ,wr−1, 0, . . . , 0︸                     ︷︷                     ︸
N−1
) and z = (0, . . . , 0, zr, . . . , zN−1︸                    ︷︷                    ︸
N−1
) . (6.3.10)
The vectors
x1 = (x1, . . . , xr) and x2 = (xr+1, . . . , xN+1) (6.3.11)
correspond to a splitting of the coordinates of the position vector xN+1 = (x1, . . . , xN+1). Further, the integration
runs through the domain
Cr−1;N−r =
(
R − iα)r−1× (R + iα)N−r where α is such that α > max
k∈[[ 1 ; N ]]
(|ℑ(yk)|) . (6.3.12)
Finally, the weight ̟(w, z | yN) arising under the integral sign is given by
̟(w, z | yN) =
(2π~)1−N
(r − 1)!(N − r)! ·
r−1∏
a=1
N∏
b=1
{
Γ
(yb − wa
i~
)
~
i
~
(wa−yb)
}
·
N−1∏
a=r
N∏
b=1
{
Γ
(za − yb
i~
)
~
i
~
(yb−za)
}
r−1∏
a,b=1
a,b
Γ
(wa − wb
i~
)
·
N−1∏
a,b=r
a,b
Γ
(za − zb
i~
)
·
r−1∏
a=1
N−1∏
b=r
{
Γ
(zb − wa
i~
)
~
i
~
(wa−zb)
} . (6.3.13)
It is shown in Appendices A and B of [A19] that this definition
• is clean-cut, i.e. that the integrals (6.3.9) are indeed convergent;
• is consistent, i.e. the functions ΨyN ,ε(xN+1) do not depend on the value of the integer r used in the splitting
of the integration variables (6.3.10).
The recursive form of the Mellin-Barnes integral representation (6.2.26) corresponds to setting r = N in (6.3.9)
and then simplifying the exponential prefactors so as to recover ϕyN (xN) according to (6.3.25).
The r-split representation for ΨyN ,ε(xN+1) is very effective for obtaining equations in dual variables for com-
posite operators. The result is resumed in the theorem below whose proof is given in Appendix C and in Proposi-
tion 2.1 of [A19].
Theorem 6.3.3 The operator
Dr(λ) =
r∏
a=1
{
exa−xN+1
}
· Dr+1,N+1(λ) (6.3.14)
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satisfies the equation in dual variables
Dr(λ) · ΨyN ,ε(xN+1) = −
∑
IN=σ∪σ
#σ=r+1
∏
a∈σ
b<σ
{ −i
ya − yb
}
·
∏
b<σ
(λ − yb) · ΨyN−i~ ∑
a∈σ
ea,ε
(xN+1) , (6.3.15)
where IN = [[ 1 ; N ]] and the sum runs through all partitions σ ∪ σ of IN under the constraint #σ = r + 1.
Similarly, the operator
Ar(λ) =
r∏
a=1
{
exa−xN+1
}
· A1,r(λ) (6.3.16)
gives rise to the equation in dual variables
Ar(λ) · ΨyN ,ε(xN+1) =
∑
IN=σ∪σ
#σ=r
∏
a∈σ
b<σ
{ −i
ya − yb
}
·
∏
b∈σ
(λ − yb) · ΨyN−i~ ∑
a∈σ
ea,ε
(xN+1) . (6.3.17)
One can, in principle, construct equations in dual variables for other operators associated with the Toda chain,
see e.g. Corollary 2.2 of [A19]. Also, Theorem (6.3.3) is already enough so as to recover the equations in dual
variables obtained by Babelon [12, 13] and Sklyanin [328]. Indeed, one has the
Corollary 6.3.4 The below equations in dual variables hold
r∏
a=1
{
exa−xN+1
}
· ΨyN ,ε(xN+1) =
∑
IN=σ∪σ
#σ=r
∏
a∈σ
b<σ
{ −i
ya − yb
}
· ΨyN−i~ ∑
a∈σ
ea,ε
(xN+1) (6.3.18)
and
r∏
ℓ=1
{
exℓ−xN+1
}
·
( r∑
ℓ=1
pℓ
)
· ΨyN ,ε(xN+1) =
∑
IN=σ∪σ
#σ=r
∏
a∈σ
b<σ
{ −i
ya − yb
}
·
(∑
a∈σ
ya
)
· ΨyN−i~ ∑
a∈σ
ea,ε
(xN+1) . (6.3.19)
Proof —
This is a straightforward consequence of formula (6.3.15) as soon as one observes that
Dr,N+1(λ) = −λN−rexr−xN+1 + O(λN−r−1) . (6.3.20)
Likewise, equation (6.3.19) is deduced from (6.3.17) upon observing that
A1,r(λ) = λr − λr−1 ·
( r∑
ℓ=1
pℓ
)
+ O(λr−2) . (6.3.21)
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6.3.2 Multiple integral representations for certain form factors of the model
Equations in dual variables allow one to obtain N-fold multiple integral representations for the form factors of
various local operators. I will describe the result in the case of the operators ∏ra=1 {exa−xN+1}. Since the model is
translation invariant, one has to fix the centre of coordinates in order to obtain a finite answer for the form factor,
hence waving off the infinite contribution of the continuous modes of the total momentum operator. Below I adopt
a coordinate system where xN+1 = 0.
Proposition 6.3.5 Let Φε;tTd and Φε;t′Td be two eigenfunctions of the Toda chain in the sector characterised by the
total momentum ε. The associated finite part of the form factor of the operator ∏ra=1 {exa−xN+1} takes the form
(
Φε;t′Td ,
r∏
a=1
{
exa−xN+1
}
·Φε;tTd
)
|xN+1=0
=
N!
r!(N − r)!
∫
RN
N∏
a<b
{ya − yb
π~
sinh
[π
~
(ya− yb)]} · N∏
a=1
{(
qt′Td (ya)
)∗qtTd (ya)}
×
r∏
a=1
{qtTd (ya + i~)
qtTd (ya)
·
N∏
b=r+1
[ i
ya − yb
]}
· dNy . (6.3.22)
The index | xN+1 = 0 refers to the fact that the coordinates are chosen so that xN+1 = 0.
Proof —
Starting from the representation (6.3.25) for the eigenfunction, one acts with the operator ∏ra=1 {exa−xN+1}
under the integral sign by using (6.3.18). One can then shift the integration contours in the variables labelled by
the set σ in (6.3.18) in virtue of the analyticity of the integrand, leading to
r∏
a=1
{
exa−xN+1
}
· Φε;tTd
(
xN+1
)
=
∑
IN=σ∪σ
#σ=r
∫
RN
ΨyN ,ε
(
xN+1
) ·∏
a∈σ
b<σ
{ −i
ya − yb + i~
}
∏
a∈σ
{
qtTd (ya + i~)
}
·
∏
a∈σ
{
qtTd (ya)
}
· µ(yN + i~∑
a∈σ
ea) · d
Ny√
N!
. (6.3.23)
It remains to apply the finite difference equation satisfied by the measure µ:
µ
(
yN + i~
∑
a∈σ ea)
µ(yN)
=
∏
a∈σ
b<σ
{ya − yb + i~
yb − ya
}
(6.3.24)
and then invoke the symmetry of the integrand so as to recast the action as
r∏
a=1
{
exa−xN+1
}
· Φε;tTd
(
xN+1
)
=
N!
r!(N − r)!
∫
RN
ΨyN ,ε
(
xN+1
) · r∏
a=1
r+1∏
b=1
{ i
ya − yb
}
r∏
a=1
{
qtTd (ya + i~)
}
·
N∏
a=r+1
{
qtTd (ya)
}
· dµ(yN)√
N!
. (6.3.25)
The rest follows by virtue of the unitarity of the UN transform.
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Conclusion
This chapter covered the progress I achieved in understanding various aspects of the spectral problem for the Toda
chain. I have proved the validity of the Nekrasov-Shattashvili description of the model’s spectrum, I developed a
new approach allowing one to establish the unitarity of the separation of variables transform, and finally, I pushed
forward the resolution of the spectral problem. All this leads to N-fold multiple integral representations for the
form factors of various operators of the Toda chain, as shown in Proposition 6.3.22. These representations fit,
upon taking specific limits, to the sinh-model multiple integrals that have been mentioned in the introduction.
Chapter 7
Towards the asymptotic analysis of quantum
separation of variables issued multiple
integrals
I have briefly reviewed, in the introduction chapter, the state of the art of the techniques allowing one to extract the
large-N asymptotic behaviour out of N-fold multiple integrals corresponding to partition functions of β-ensembles
with varying weights. One of the most straightforward generalisations of these integrals, already proposed by
Boutet de Monvel, Pastur and Shcherbina [86], consists in replacing the varying one-body confining potential
N · V by a varying multi-particle potential, hence leading to integrals of the type
Z(β;r)N
[{Vp}r1] = ∫
AN
N∏
a<b
|λa − λb|β · exp
{
−
r∑
p=1
N2−p
p!
∑
i1<···<ip
ia=1,...,N
Vp
(
λi1 , . . . , λip
)} · dNλ . (7.0.1)
There A is a finite union of intervals of R and Vp are some sufficiently regular p-particle interactions. The scaling
N2−p in front of Vp is such that all interactions between the integration variables have, effectively, the same order
of magnitude in N. When A = R, Götze, Venker [163] and Venker [359] have shown that the bulk universality
properties of the probability distribution associated with the model at r = 2 corresponds to the universality class
of β-ensembles. Furthermore, when r = 2, β = 2 and
V2(λ1, λ2) = ln
( f (λ2) − f (λ1)
λ2 − λ1
)
, (7.0.2)
the multiple integral has a determinantal structure [48, 78, 79] what allows for its study through bi-orthogonal
polynomials [237]. Some of these polynomials - for specific choices of f ’s- can be characterised by means
of Riemann–Hilbert problems [78, 79]. The formal asymptotic expansion of the partition function of multiple
integrals of the type (7.0.1) has been argued by Borot [49] on the basis of a generalisation of the topological
recursion. In [A22], in collaboration with Borot and Guionnet, I proved the existence of the all-order asymptotic
expansion under certain regularity assumptions on the multi-particle interactions which are, for instance, satisfied
for perturbations of the Gaussian one-body potential or for various examples of two-body (viz. r = 2 in (7.0.1))
interactions depending on the difference of arguments.
Even though interesting from the point of view of its applications, dealing with this class of multiple inte-
grals was merely a technical issue. Indeed, upon minor embellishments, the overall analysis fits quite well into
the scheme developed for β-ensembles. However, developing an approach allowing one to extract the large-N
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asymptotic expansion out of the class of multiple integrals that are of central interest to the quantum separation of
variables appeared to be a quite different issue. Generically, such multiple integrals can be written as:
zN[WN] =
∫
RN
N∏
a<b
{
sinh [ π
ω1
(ya − yb)] sinh [ π
ω2
(ya − yb)]} · N∏
a=1
e−WN (ya) · dNy . (7.0.3)
There WN is a model dependent confining potential while ω1, ω2 are related to coupling constants of the given
model. Here, the integration runs over RN and this case will be of prime interest in the following. Nevertheless,
in some models, one should trade the integration contour from RN to C N , with C a curve in C. Although such
results have seldom been written down explicitly, it is more or less clear that scalar products of states [102, 103]
and [A18], certain partition functions [202] and also form factors [13, 165, 294, 295, 328] and [A19] of numerous
local operators in models solvable by this method are either given directly as integrals of the type (7.0.3) or by
certain perturbations thereof as in the case of the Toda chain issued form factors (6.3.22). The large-N asymptotic
behaviour of these integrals is of main interest to the physics of the models in which such multiple integrals arise.
For instance, in the case of the Toda chain, sending N → +∞ corresponds to taking the limit of infinitely many
quantum particles in interaction. Then, extracting the N → +∞ asymptotic behaviour of the multiple integrals
(6.3.22) is the sin equa non condition for being able to describe the dynamical properties of such a system of
infinitely many interacting particles. In this respect, it is also clear that it will be more or less direct to understand
the large-N behaviour of perturbations, such as (6.3.22), of (7.0.3) once that it becomes clear how to deal with the
large-N behaviour of zN[WN].
Independently of its applications to the physics of quantum integrable models, the multiple integrals (7.0.3)
are interesting in their own right: they naturally constitute the next, after β-ensembles, class of N-fold integrals to
investigate and understand when having in mind developing a general, effective, theory of the large-N asymptotic
analysis of N-fold multiple integral. On the one hand, the integrand in (7.0.3) bears certain structural similarities
with the one arising in β-ensembles. On the other hand, it brings two new features into the game hence providing
one with a good playground for pushing forward the methods of asymptotic analysis. To be more precise, the
main features of the integrand in zN[W] which render the use of the already established methods problematic stem
from the presence of
1Ârˇ) either a non-varying confining one-body potential WN = W or a potential † WN such that, when λ → ∞,
WN(λ) = Nπ(ω−11 + ω−12 )|λ|(1 + o(1)), hence making the integral minimally convergent, and such that WN
converges uniformly on compact subsets of R to a non-varying potential;
2Ârˇ) a two-body interaction that has the same local (viz. when λa → λb) singularity structure as in the β-ensemble
case, while breaking other properties of the Vandermonde interaction such as its effective invariance under
a re-scaling of all the integration variables.
The present chapter is devoted to describing the progress I achieved in understanding certain aspects of the
large-N asymptotic expansion of the multiple integrals Z(β;r)N
[{Vp}r1] and, above all, zN[WN]. This chapter is
organised as follows. Section 7.1 provides a short description of the large-N expansion of the partition function
Z(β;r)N
[{Vp}r1] in the so-called one-cut regime. This section is based on the work [A22]. The characterisation of the
asymptotic expansion in the multi-cut regime is also possible and can be found in the mentioned paper. I will start
Section 7.2 by arguing that, in order to tackle the large-N asymptotic expansion of multiple integrals of the type
zN[WN], one first needs to be able to extract, in a efficient way, the large-N asymptotic expansion of the below
†This is precisely the case of potentials that would be of interest to the Toda chain
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sinh-model partition functions with varying interactions
ZN[V] =
∫
RN
N∏
a<b
{
sinh
[ π
ω1
TN(λa − λb)] sinh [ π
ω2
TN(λa − λb)]} · N∏
a=1
{
e−NTN V(λa)
}
· dNλ (7.0.4)
where TN → +∞ when N → +∞. In Subsection 7.2.2, I will present the form for the large-N behaviour of ZN[V]
that I proved with Borot and Guionnet in [A21]. In Subsection 7.2.3, I will discuss some auxiliary results of
importance to the analysis of [A21]. I will, in particular, describe briefly the structure of the equilibrium measure
associated with the sinh varying interactions. In will conclude this section by discussing, in Subsection 7.2.4, the
overall strategy allowing one to prove the mentioned asymptotic expansion of ZN[V].
7.1 Mean field models with Coulomb interactions
7.1.1 The overall strategy
The main idea for attacking the problem of estimating the partition function at large-N consists in constructing a
one parameter t family of potentials {Vp;t}r1 such that Vp;1 = Vp and Vp;0 = 0 for any p ≥ 2. Given such a family,
one has that the logarithmic t-derivative of the partition function can be recast as
∂t lnZ(β;r)N
[{Vp;t}r1] = −N2 r∑
p=1
1
p!
∮
Γ(A)p
∂tVp;t(ξ1, . . . , ξp) · W˜ {Vp;t}
r
1
p
(
ξ1, · · · , ξp
) · dpξ(2iπ)p . (7.1.1)
Above, the quantities W˜ {Vp;t}
r
1
p correspond to the Stieltjes transforms of the n-th order moments of the empirical
measure
W˜ {Vp}
r
1
n (x1, . . . , xn) = P{Vp}r1
[ n∏
a=1
∫ dL(λ)N (ξa)
xa − ξa
]
with dL(λ)N =
1
N
N∑
a=1
δλa . (7.1.2)
Above P{Vp}r1 stands for the probability measure on A
N that is induced by the partition function Z(β;r)N
[{Vp}r1] and
δx is the Dirac mass centred at x.
Integrating the rhs of (7.1.1) over t yields
1∫
0
∂t lnZ(β;r)N
[{Vp;t}r1]dt = ln (Z(β;r)N [{Vp;1}r1]Z(β;r)N [{Vp;0}r1]
)
. (7.1.3)
The term in the denominator is a one-body confining potential β-ensemble partition function; its large-N asymp-
totic behaviour has been determined in the works [50, 51]. Thus, to access to the large-N expansion of the partition
function of interest, it remains to find a uniform in t ∈ [0 ; 1] asymptotic expansion of the rhs of (7.1.1) up to the
desired order of precision in N and then integrate it out over t. Once that I provide a description of the main result
of [A22] in the one-cut case, I will describe the overall strategy on which the proof is based.
7.1.2 A brief description of the result
In order to describe the main result of [A22], I first need to introduce a few objects and state the hypothesis under
which the analysis holds. First of all, the p-body potentials Vp, p = 1, . . . , r, are assumed to be real analytic. This
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hypothesis allows one to rely on the tools of complex analysis so as to carry out the large-N analysis of the loop
equations subordinate to this model. Although this is not primordial, see [A21], it allows one for an important
simplification of the analysis
For further purpose, it is convenient to introduce a rewriting of the p-particle potentials Vp as
T (x1, . . . , xr) =
∑
J⊆[[ 1 ; r ]]
(
r − |J|)! V|J|(xJ) with { J = { j1, . . . , j|J|}xJ = (x j1 , . . . , x j|J|) . (7.1.4)
In the case where A has some connected component going to infinity, one needs to ensure the convergence of the
integral. This can be shown to hold provided that T is bounded from below as
T (x1, . . . , xr) ≥ C + (r − 1)!
r∑
a=1
(
β + ǫ
) ln |xa| for some ǫ > 0 and C ∈ R . (7.1.5)
This will be taken as a working hypothesis.
Quite analogously to the case of β-ensemble integrals, the large-N asymptotic expansion of the partition func-
tion is driven by the properties of the so-called energy functional EMF . The latter is a functional onM1(R), which,
for the case of interest takes the form
EMF[µ] =
∫
Ar
{T (x1, . . . , xr)
r! −
β
r(r − 1)
∑
1≤i, j≤r
ln |xi − x j|
} r∏
a=1
dµ(xa) . (7.1.6)
Under the above working hypothesis, one can show following standard arguments [8, 90] that EMF has compact
level sets and that there exists a measure µmin ∈ M1(R) minimising EMF :
EMF[µmin] = inf
µ∈M1(R)
{
EMF[µ]} < +∞ . (7.1.7)
The uniqueness of the minimum is a different issue and depends on the specific form of the p-body potentials Vp.
This uniqueness is a necessary ingredient for the analysis that has been developed in [A22] to hold. I will thus
take it as a working hypothesis and refer to the unique minimiser as the equilibrium measure µeq.
Exactly as for β-ensembles, the equilibrium measure can be characterised in terms of a set of variational
equations. Under the hypothesis of real analytic p-body interactions and uniqueness of the minimiser, one can
establish other properties of µeq, analogous to the β-ensemble case: the existence of a density, the fact that its
support S consists of a finite union of intervals or characterise the behaviour of its density at the edges of the
support ∂S, this as much for the hard and soft edge case. I remind that
• a ∈ ∂S is a hard edge if a ∈ ∂S ∩ ∂A;
• a ∈ ∂S is a soft edge if a ∈
◦
A.
The bounds on the behaviour of the equilibrium measure in a neighbourhood of the edges depend on the nature
thereof. One has
dµeq(ξ)
dξ = O
(√
|ξ − a|
)
, a soft edge and
dµeq(ξ)
dξ = O
( 1√|ξ − a|
)
, a hard edge . (7.1.8)
The equilibrium measure is said to be off-critical if it vanishes precisely as a square root at the soft edges and as
an inverse square root at the hard edges. These various results relative to the characterisation of the equilibrium
can be found in Theorems 2.2-2.3 and Lemmata 2.4-2.5 of [A22].
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Prior to stating the result, I still need to introduce the functional Qeq defined on the space of bounded signed
measures on A as
Qeq[ν] = −β
∫
A2
ln |ξ − η|dν(ξ)dν(η) +
∫
Ar
T (ξ1, . . . , ξr)
(r − 2)! dν(ξ1)dν(ξ2)
r∏
a=3
dµeq(ξa) . (7.1.9)
I will state the main result of [A22] in the simplest case when the support of the equilibrium measure consists
of a single interval.
Theorem 7.1.1 Assume that
• the p-body potentials are real-analytic;
• EMF admits a unique minimiser µeq whose support consists of a single interval;
• the density of equilibrium measure is off-critical;
• the functional Qeq is positive definite, viz. Qeq[ν] ≥ 0 and Qeq[ν] = 0 implies ν = 0.
Then, the partition function Z(β;r)N
[{Vp;t}r1] admits the large-N asymptotic expansion
Z(β;r)N
[{Vp;t}r1] = NN β2+τ exp { k0∑
k=−2
N−k F[k] + o(N−k0 )
}
f or any k0 ∈ N .
τ is a universal exponent depending only on β and the nature of the edges:
• τ = 112
(
3 + β2 +
2
β
)
if the support S has two soft edges ;
• τ = 16
(
β
2 +
2
β
)
if it has one soft edge and one hard edge ;
• τ = 14
(
β
2 +
2
β − 1
)
if it has two hard edges.
F[k] are functionals of the p-particle potentials that are computable order-by-order. The leading term takes the
form F[−2] = −EMF[µeq].
I do stress that the form of the asymptotic expansion can also be established in the multi-cut case, viz. when
supp[µeq] consists of several disjoint segments. I refer to Theorem 1.1 and Sections 7-8 of [A22] for a precise
statement.
It is legitimate to wonder about the applicability of the general setting to concrete situations and, in particular,
to ask about the possibility to prove, in concrete examples, the hypothesis on which the analysis relied. One can
provide numerous examples of models with two-body interactions r = 2 where the strict convexity of the energy
functional EMF can be established, see Section 1.2 of [A22] for explicit examples. For such models, the one-body
confining potential can be taken arbitrary up to some reasonable hypothesis such as ensuring the convergence of
the integral.
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7.1.3 The main steps of the proof
In order to extract the asymptotic expansion of the Stieltjes transform W˜n in (7.1.1) one first obtains the one of a
related object the so-called connected correlators Wn. These are defined as
Wn(x1, . . . , xn) =
(−1
N2
)n ∂
∂τ1
· · · ∂
∂τn
· lnZ(β;r)N
[{V (τ)p }r1]]|τa=0 (7.1.10)
where the V (τ)p correspond to the below deformations of the original potentials
V (τ)p
(
ξ1, . . . , ξp
)
= Vp
(
ξ1, . . . , ξp
)
+
δp,1
N
n∑
s=1
τs
xs − ξ1 (7.1.11)
and δa,b is the Kronecker symbol. The connected correlators reconstruct W˜n as
W˜n(x1, . . . , xn) =
n∑
s=1
∑
[[ 1 ; n ]]=
J1⊔···⊔Js
s∏
i=1
W|Ji |(xJi ) where
{
J = { j1, . . . , j|J|}
xJ =
(
x j1 , . . . , x j|J|
) . (7.1.12)
Above, the sum runs through all partitions of [[ 1 ; n ]] into s disjoint sets J1, . . . , Js. It follows from (7.1.12) that if
the asymptotic expansion of the connected correlators Wn is known, so is the one of the W˜n’s. The main reason for
studying the connected correlators instead of the Stieltjes transforms of the nth-order moments is that the former
have a much better structure of the large-N asymptotic expansion that the W˜n’s, hence making it easier to study.
The first step towards extracting the large-N behaviour of the connected correlators consists in obtaining some
a priori bounds on their magnitude. These can be deduced from concentration of measure arguments which are
obtained in Section 3.3 of [A22]. Their derivation is very analogous to the method employed by Maurel-Segala
and Maïda [273] in the β-ensemble case. The main idea behind the concentration of measure is to control, in some
specific way, the fluctuations of the empirical measure
L(λ)N =
1
N
N∑
a=1
δλa (7.1.13)
around the equilibrium measure. Since the empirical measure has atoms, it is necessary to formulate the concen-
tration of measure in terms of fluctuations of an appropriate regularisation L˜(λ)N of the empirical measure. This
regularisation is Lebesgue continuous and close (O(N−2)) to L(λ)N in the Wasserstein metric. Now, in terms of this
regularisation, one has, for some constants c0, c′ > 0,
P{Vp}r1
[
1DN
]
≤ e−c′N ln N where DN =
{
λ ∈ RN : Qeq[L˜(λ)N − µeq] ≥ c0 ln NN } . (7.1.14)
This result means that, relatively to the probability measure P{Vp}r1 , the contribution of domains in R
N where the
regularised empirical measure deviates from the equilibrium measure is quite small. The control on the magnitude
of this deviation is ensured by the functional Qeq. One would like to use this information to control the magnitude
of the connected correlators for z ∈ C \ A. In the case of W1, one has to recentre around the equilibrium measure∣∣∣∣W1(z) − ∫
A
dµeq(ξ)
z − ξ
∣∣∣∣ = P{Vp}r1[ ∫ ψz(ξ) · d(L(λ)N − µeq)(ξ)] where ψz(ξ) = 1A(ξ)(z − ξ) . (7.1.15)
173
In order to make the most of the concentration bounds the idea is to decompose∫
ψz(ξ) · d(L(λ)N − µeq)(ξ) = ∫ ψz(ξ) · d(L(λ)N − L˜(λ)N )(ξ) + ∫ ψz(ξ) · d(L˜(λ)N − µeq)(ξ) . (7.1.16)
The first term can be bounded easily in terms of the control - uniform in λ ∈ RN- on the Wasserstein distance
of L˜(λ)N to L
(λ)
N . However, in order to make the most of the bounds (7.1.14), one should find a norm || · ||H on an
appropriate space of functions H ⊆ C0(R) such that for any ϕ ∈ H and bounded measure ν of total mass 0:∣∣∣∣ ∫
A
ϕ(x) dν(x)
∣∣∣∣ ≤ c0 Q1/2[ν] ||ϕ||H . (7.1.17)
The space H should also contain a convenient family of functions (see Definition 3.2 and Lemma 3.3 of [A22]).
Once the bound (7.1.17) is established, it is enough to split the integral versus P{Vp}r1 in one over DN and one over
its complement DcN . The integration over DN leads to exponentially small contributions due to (7.1.14) and the
use of L∞ bounds on ψz(ξ). Then, applying the bound (7.1.17) to the measure ν = L˜(λ)N −µeq allows one to estimate
in N the integral over DcN .
The space H is constructed in Section 4 and Appendix A. It is shown there that one can take H to be the
Sobolev space Wq1 (A) with q > 2 where I remind that this is the space of functions on A that are bounded in
respect to the norm
|| f ||W∞k (A,dµ) = max
{
||∂a1x1 . . . ∂anxn f ||L∞(A,dµ) : aℓ ∈ N, ℓ = 1, . . . , n, and satisfying
n∑
ℓ=1
aℓ ≤ k
}
. (7.1.18)
It is easy to check that the functions ψz(ξ) = 1A(ξ)/(z − ξ) which are the building blocks of the correlators, do
belong to this space. All these informations lead to the a priori bounds on the correlators Wn∣∣∣∣W1(z) − ∫
A
dµeq(ξ)
z − ξ
∣∣∣∣ ≤ CN2 · d2(z,A) +C′||ψz||Wq1 (A)
√
ln N
N
(7.1.19)
for some constants C,C′ and where d(z,A) represents the distance of z to A. Similarly, for any n ≥ 2 and N large
enough, one shows that there exists cn > 0 such that the nth connected correlator satisfies:
∣∣∣Wn(z1, . . . , zn)∣∣∣ ≤ cn n∏
a=1
{ C
N2 · d(za,A)2
+C′||ψza ||Wq1 (A)
√
ln N
N
}
. (7.1.20)
I stress that these bounds are not optimal. They solely constitute the starting point of the analysis. The tool
which allows one to study the large-N expansion of the correlators is the system of loop equations satisfied by the
correlators. It is a tower of non-linear integral equations relating the Wn’s among them. See Section 5.1 of [A22]
for a precise statement. Inserting the bounds (7.1.19)-(7.1.20) into the loop equations allows one to improve them
up to the optimal level by using a bootstrap argument. Once that the bounds are optimal, one is able to access to
the large-N asymptotic expansion of the correlators by some perturbative handlings of the loop equations. This
asymptotic expansion can be obtained to any order in 1/N. The details associated with these steps can be found in
Sections 5 and 6 of [A22].
The large-N asymptotic expansion of the Stieltjes transform obtained in this way is already enough so as to
access to the large-N expansion of Z(β;r)N
[{Vp}r1], this both in the one and multi-cut regimes, as demonstrated in
Sections 7 and 8 of [A22].
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7.2 The re-scaled quantum separation of variables integral
7.2.1 Motivation of the varying-interaction model
In order to explain the main difference between the asymptotic analysis of zN[WN] and β-ensemble multiple in-
tegrals subject to varying potentials it is instructive to discuss the example of a non-varying monomial potential
Wply(y) = c|y|q. First consider, at large N, the contribution of a bounded domain in RN to the integral zN[Wply].
When restricted to such domains, the sinh two-body interactions are dominant in respect to the confinement in-
duced by Wply, this by one order in N. Likewise, for such domains, the Lebesgue measure should contribute to the
integral by, at most, generating an exponential growth in N. Thus, the dominant contribution of bounded domains
in RN is obtained by spacing the ya’s as far apart as possible. Clearly, increasing the size of the bounded domain
also increases the value of the dominant contribution of this domain ... at least until the confining nature of the
potential kicks in. In fact, the confining nature of the potential also implies that if some variable is sufficiently
large -on a N-dependent scale- the presence of the confining potential will result in dumping completely its con-
tribution. This means that, in order to identify the configuration maximising the value of the integral, one should
change the scale of integration into one that depends on N: ya = TNλa with TN → ∞.
zN[Wply] =
(
TN
)N ∫
RN
N∏
a<b
{
sinh [ π
ω1
TN(λa − λb)] sinh [ π
ω2
TN(λa − λb)]} · N∏
a=1
{
e−Wply(TNλa)
}
· dNλ . (7.2.1)
The sequence TN should be chosen in such a way that, for a typical distribution of the integration variables λa,
both the two-body interaction and the confinement ensured by the potential produce contributions of the same
order of magnitude in N. For a "typical" distribution of the variables {λa}N1 , the leading in N asymptotic behaviour
of the sum involving the potential in the rhs below should be of the order of the lhs.
N∑
a=1
Wply
(
TNλa
) ∼ T qN N · C . (7.2.2)
Similarly, assuming a typical distribution of the variables {λa}N1 such that, for most of the variables TN |λa−λb| ≫ 1,
one will have
N∑
a<b
ln
[
sinh [ π
ω1
TN(λa − λb)] sinh [ π
ω2
TN(λa − λb)]] ∼ N2 TN · C˜ . (7.2.3)
Hence, it appears that both terms will generate the same order of magnitude in N if
N2 · TN = T qN · N i.e. TN = N
1
q−1 . (7.2.4)
Since such a rescaling tunes the interactions to the same order of magnitude in N, it appears plausible that the
integration variables in (7.2.1) will condensate, analogously to what happens in the one-cut case of β-ensemble,
on some interval with a density ρeq. These heuristics can be proven within the large-deviations approach, see
Theorem 2.1 and Appendix B of [A21].
Although I only discussed a specific example, the situation is roughly similar in the general case be it for
non-varying potential W or for weakly confining potentials WN which converge, on compact subsets of R to a
non-varying potential. In the case of non-varying potentials, the conclusion is that it is the leading large-variable
asymptotic behaviour of the potential at ±∞ that drives the large-N behaviour of ln zN[W]. I should stress that,
then, the analysis becomes a case-by-case study basically because this leading asymptotic behaviour might be
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quite peculiar. Still, for various concrete examples of potentials W , it is possible to mimic the large-deviation
approach to β-ensemble integrals so as to obtain the leading asymptotic behaviour of ln zN[W]. I expect that also
in the case of weakly confining potentials the leading asymptotics of ln zN[WN] should be tractable within the large
deviation principle by generalising the approach of Hardy [171], although I did not investigate this issue in much
details. The main point, though, is that, in order to go beyond the leading asymptotic behaviour of the logarithm,
one has to alter the picture and work directly at the level of the rescaled multiple integral ZN[VN], where
ZN[V] =
∫
RN
N∏
a<b
{
sinh [ π
ω1
TN(λa − λb)] sinh [ π
ω2
TN(λa − λb)]} · N∏
a=1
{
e−NTN V(λa)
}
· dNλ (7.2.5)
and the potential VN is given by VN(λ) = W(TNλ)/(TN N).
It is on the level of (7.2.5) that point 2) of the list given in the introduction to this chapter introduces a striking
difference in respect to β-ensembles. Indeed, the problem of rescaling a non-varying potential may also appear in
the context of β-ensemble, see the works of Bleher and Fokin [33]. However, there, the rescaling does not affect the
form of the two-body Vandermonde like interactions. Hence, the situation boils down to the study of a β-ensemble
with an N-dependent potential. Although bringing new technicalities into the game, the problem remains globally
unchanged mainly due to the fact that all the asymptotic expansion is driven by properties and details of the
equilibrium measure. The latter can be explicitly constructed by means of the solution to a scalar Riemann–
Hilbert problem, hence tremendously simplifying the analysis. However, in the case of present interest (7.2.5), the
two-body interaction explicitly involves an N dependence. In order to grasp all the relevant contributions to the
large-distance asymptotic expansion one now has to incorporate the N-dependence of the two-body interaction
into the analysis. Furthermore, due to the more involved form of the two-body interactions, the description of
the equilibrium measure becomes more involved in that it is done by means of auxiliary 2 × 2 Riemann–Hilbert
problems.
The analysis of the integral (7.2.5) in the presence of scaling with N potentials VN can bring several additional
technical complications into the game -such as a tower of poles squeezing onto the integration domain or a quickly
oscillatory asymptotic behaviour- without really helping to clarify how the new features brought in by this class
of multiple integrals should be treated. Thus, in order to understand the large-N asymptotic behaviour of partition
functions zN[WN] that are of interest to quantum integrable models, it seems reasonable to start by developing
the method of asymptotic analysis of (7.2.5) on the example of N-independent potentials V satisfying to as mild
hypothesis as necessary. This allows one to keep the complexity of the problem to a minimum and concentrate
oneself solely on developing the framework that would allow one to deal with the varying nature of the two-body
interaction. Doing so was the main goal of my joint work with Borot and Guionnet [A21]. In the three subsections
that follow, I will describe the main features of the method that was developed in [A21].
7.2.2 The asymptotic expansion of ZN[V]
The analysis of [A21] builds on four hypothesis that should be satisfies by the potential V and the sequence TN :
• the potential V is confining, viz. there exists ǫ > 0 such that
lim sup
|ξ|→+∞
{ V(ξ)
|ξ|1+ǫ
}
= +∞ ; (7.2.6)
• the potential V is smooth and strictly convex on R ;
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• the potential is sub-exponential, namely there exists ǫ > 0 and CV > 0 such that
∀ξ ∈ R, sup
η∈[0 ;ǫ]
∣∣∣V ′(ξ + η)∣∣∣ ≤ CV (|V(ξ)| + 1) , (7.2.7)
and given any κ > 0 and p ∈ N, there exists Cκ,p such that
∀ξ ∈ R,
∣∣∣V (p)(ξ)∣∣∣ e−κV(ξ) ≤ Cκ,p . (7.2.8)
• the sequence TN grows to +∞ neither too fast nor too slow:
(ln N)2 < TN < N 16 . (7.2.9)
An explicitly computable case
Prior to stating the theorem describing the large-N asymptotic expansion of ln ZN[V] up to a o(1) remainder, it
is worthy to stress that one can compute explicitly the partition function associated with a Gaussian potential.
Namely, one has the
Proposition 7.2.1 Let VG(λ) = gλ2 + tλ be a Gaussian potential and TN be arbitrary. The associated partition
function ZN[VG] admits the explicit representation
ZN[VG] =
N!
2N(N−1)
(
π
gNTN
)N/2
exp
{N2TN t2
4g
+
π2(ω−11 + ω−12 )2
12g
TN(N2−1)
} N∏
j=1
(
1− e− j
2TNπ2
Ngω1ω2
)N− j
. (7.2.10)
Furthermore, provided that (ln N)2 < TN < N1−ǫ for some ǫ > 0, the N → +∞ asymptotic expansion holds:
ln ZN[VG] = N2TN ·
[ t2
4g
+
π2(ω−11 + ω−12 )2
12g
]
− N2 · ln 2 − N
2
TN
· g
12
ω1ω2
+
N2
T 2N
· (gω1ω2)
2 ζ(3)(
2π2
)2 + N ln [N · T−1N ] + N · ln (2e √ω1ω2)
− TN ·
π2(ω−11 + ω−12 )2
12g
+
ln [N5 · T−1N ]
12
+
1
12
ln
(
128π8
gω1ω2
)
+ ζ′(−1) + o(1) . (7.2.11)
Above, ζ refers to the Riemann ζ function.
The main result
Priori to stating the theorem giving the explicit form of the large-N expansion of ZN[V] up to o(1), I need to
introduce a few auxiliary objects. The function
S (ξ) =
2∑
p=1
π
ωp
coth [ π
ωp
ξ
] (7.2.12)
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defines the integral kernel of the singular integral operator that arises in most of the important equations of the
analysis. Let F [S ] be the principal value regularised Fourier transform of S . Below, I will make use of J(u), the
regularised Fourier transform of 1/F [S ] defined, for u > 0, as
J(u) =
∫
Γ+(iR+)
eiλu
F [S ](λ) · dλ where F [S ](λ) =
iπ sinh [λ(ω1 + ω2)/2]
sinh [ω1λ/2] sinh [ω2λ/2] . (7.2.13)
The contour Γ+(iR+) appearing above is a counter-clockwise loop around iR+ + iǫ, for some ǫ > 0 small enough.
Let R↓ denote the Wiener-Hopf factor of 1/F [S ](λ) on H−. R↓ admits the explicit form:
R↓(λ) = λ2π
√
ω1ω2
ω1 + ω2
·
( ω1
ω1 + ω2
)− iλ2πω1 · ( ω2
ω1 + ω2
)− iλ2πω2 · Γ
( iλω1
2π
)
· Γ
( iλω2
2π
)
Γ
( iλ
2π
(ω1 + ω2)
) . (7.2.14)
Theorem 7.2.2 For any potential V satisfying to the four hypothesis, the partition function ZN[V] admits the
asymptotic expansion
ln
(
ZN[V]
ZN[VG;N]
)
= −N2TN
[2/α]+1∑
p=0
dp[V]
T pN
+ TN · ג0 ·
(
[V,VG;N](bN ) −[V,VG;N](aN )
)
+ ℵ0 ·
(
[V,VG;N]′(bN) +[V,VG;N]′(aN)
)
+ o(1) . (7.2.15)
ג0 and ℵ0 appearing in this expansion are numerical coefficients given, resp., in terms of a single and four-fold
integral. Also, the answer involves the Gaussian potential
VG;N(ξ) =
π(ω−11 + ω−12 ) ·
[
ξ2 − (aN + bN + O(N−∞))ξ]
bN − aN + 1TN
2∑
p=1
ωp
π
ln
( ωp
ω1 + ω2
)
+ O(N−∞)
. (7.2.16)
The whole V-dependence of the expansion (7.2.15) is encoded in the coefficients dp[V] given below, the function
[V,VG;N](ξ) =
V ′(ξ) − V ′G;N(ξ)
V ′′(ξ) − V ′′G;N(ξ)
· ln
(
V ′′(ξ)
V ′′G;N(ξ)
)
(7.2.17)
or its derivative [V,VG;N]′(ξ) and in the sequences aN and bN . Note that aN and bN both depend implicitly on
V. They will be discussed in more details in Theorem 7.2.4 to come.
When p = 0, one has
d0[V] =
−ω1ω2
4π(ω1 + ω2)
bN∫
aN
V−N(ξ) · (V−N)′′(ξ) dξ where V±N = V ± VN;G . (7.2.18)
For any p ≥ 1, the coefficients dp[V] read :
dp[V] = up+1
bN∫
aN
V−N(ξ) · V (p+2)(ξ) dξ (7.2.19)
+
∑
s+ℓ=p−1
s,ℓ≥0
ks,ℓ
s!
{
(−1)ℓ (V−N)(ℓ+1)(aN) · (V+N)(s+1)(aN) + (−1)s (V−N)(ℓ+1)(bN) · (V+N)(s+1)(bN)
}
.
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The coefficients ks,ℓ are expressed as:
ks,ℓ =
is+ℓ+1
2π
ℓ+1∑
r=1
s!
r!(s + ℓ + 1 − r)! ·
∂r
∂µr
( µ
R↓(−µ)
)
|µ=0 ·
∂s+1+ℓ−r
∂µs+1+ℓ−r
( 1
R↓(µ)
)
|µ=0 . (7.2.20)
The V-independent coefficient ג0 appearing in the penultimate term in (7.2.15) is defined as
ג0 =
+∞∫
0
J(u) · (uS ′(u) + S (u)) · du
2π
(7.2.21)
Finally, the numerical prefactor ℵ0 is expressed in terms of the four-fold integral
ℵ0 = −ω1 + ω22ω1ω2
∫
R
du
2π
J(u)
+∞∫
|u|
dv ∂u
{
S (u) ·
(
r
[v − u
2
] − r[v + u
2
])}
+
∫
Γ+(iR+)
dλ dµ
(2iπ)2
µ · (ω−11 + ω−12 )
(λ + µ)R↓(λ)R↓(µ)
+∞∫
0
dx dy eiλx+iµy ∂x
{
S (x − y)
(
r(x) − r(y) − (x − y)ω1ω2
2π(ω1 + ω2)
)}
. (7.2.22)
The contour Γ+(iR+) is as defined in (7.2.13). The integrand of ℵ0 involves the function r which is given by
r(x) =
c1(x) + c0(x)
[
2∑
p=1
ωp
2π
ln
( ωp
ω1 + ω2
)]
1 + 2π(ω−11 + ω−12 )c0(x)
(7.2.23)
with
cp(x) = i
p−1
2π
·
√
ω1ω2
ω1 + ω2
·
∫
Γ+(iR+)
eiλx
λ
∂p
∂λp
( 1
R↓(λ)
)
· dλ
2iπ . (7.2.24)
With the asymptotic expansion (7.2.15) at hand, it suffices to invoke Proposition 7.2.1 so as to access to the
per se asymptotic expansion of ln ZN[V].
7.2.3 Intermediate results: the N-dependent equilibrium measure and the master operator
It is not hard to generalise the large deviation principle based method for extracting the leading asymptotics of
β-ensemble integrals to the case of the varying sinh-interaction partition function ZN[V].
Proposition 7.2.3 Let E∞ be the lower semi-continuous good rate function
E∞[µ] = 12
∫ (
V(η) + V(ξ) − π(ω−11 + ω−12 )|ξ − η|
)
dµ(ξ)dµ(η) . (7.2.25)
Then, under the four hypothesis stated earlier on, one has that
lim
N→+∞
{ ln ZN[V]
N2TN
}
= − inf
µ∈M1(R)
E∞[µ] . (7.2.26)
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The infimum of E∞ is attained at a unique probability measure µeq. This measure is continuous with respect to the
Lebesgue measure and has density
ρeq(ξ) = V
′′(ξ)
2π
· ω1 ω2
ω1 + ω2
· 1[a ;b](ξ) (7.2.27)
supported on the interval [a ; b]. The endpoints a and b correspond to the unique solutions to the set of equations
V ′(b) = −V ′(a) = π(ω−11 + ω−12 ) . (7.2.28)
One has, explicitly,
lim
N→+∞
{ ln ZN[V]
N2TN
}
= −V(a) + V(b)
2
+
(
V ′(b))2(b − a) + ∫ b
a
(
V ′(ξ))2 dξ
4π(ω−11 + ω−12 )
. (7.2.29)
The strict convexity of V guarantees that the density ρeq given by (7.2.27) is positive and that it reaches a
non-zero limit at the endpoints of the support. This behaviour contrasts with the situation usually† encountered in
β ensembles with real analytic potentials; in the latter case one deals with a square root (or inverse square root)
vanishing (or divergence) of the equilibrium density at the edges of its support.
A slight refinement of Proposition 7.2.3 leads to the more precise estimates
ln ZN[V] = −N2TN · E∞
[
µeq
]
+ O(N2) . (7.2.30)
It is on the level of these estimates that problems start to arise. Indeed, when comparing to the case of β-ensembles
with varying weight, one observes a much weaker relative control on the remainder. With respect to the leading
asymptotics, the remained in (7.2.30) is smaller by the order of magnitude T−1N whereas, in the β-ensembe case,
the remainder is smaller by the order of magnitude N−1. This loss of relative precision takes its origin in the fact
that the purely asymptotic rate function E∞[µeq] does not absorb enough of the fine structure of the dominant
configurations, viz. the configurations of integration variables which produce the dominant contribution to the
integral. As a consequence, the O(N2) remainder in (7.2.30) mixes both types of contributions:
• the deviation of the dominant configurations with respect to its asymptotic position governed by E∞ ;
• the fluctuation of the integration variables around the dominant configurations.
It turns out that the fine, N-dependent, structure of the dominant configurations is captured by the N-dependent
deformation§ of the rate functions E∞:
EN[µ] = 12
∫ (
V(ξ) + V(η) − 1
TN
ln
{ 2∏
p=1
sinh
[ π
ωp
TN(ξ − η)]} ) dµ(ξ) ⊗ dµ(η) . (7.2.31)
This N-dependent rate function is, in fact, naturally dictated by the very form of the integrand in (7.2.5) and turns
out to be extremely effective for the purpose of the large-N analysis of ZN[V]. Namely, it allows one to re-sum,
†In some very special, non-generic, cases the square root behaviour can soften since the vanishing may occur as some odd power of a
square root.
§The property of lower semi-continuity along with the fact that EN has compact level sets is verified exactly as in the case of β-
ensembles, so we do not repeat the proof here.
180
into a single term, a whole tower of contributions to the remainders arising at various steps of the analysis. The
improvement provided by the use of the finite-N minimiser of EN , instead of the one of E∞, leads to :
ln ZN[V] = −N2TN inf
µ∈M1(R)
EN
[
µ
]
+ O(NTN) . (7.2.32)
I do stress that the use of EN should not be considered as a mere technical simplification of the intermediate steps.
Its use is of prime importance. The use of the more "classical" object E∞ would render the large-N analysis of the
Schwinger-Dyson equations impossible.
Exactly as in the case of β-ensembles, the minimiser of EN admits a characterisation in terms of a variational
problem. It so happens that one can still construct the solution to this variational problem by means of Riemann–
Hilbert problems. However, in the present case one has to deal with a 2 × 2 matrix Riemann–Hilbert problem
instead of a scalar one.
Theorem 7.2.4 For any strictly convex potential V, the N-dependent rate function EN admits a unique minimum
on M1(R) which occurs at the equilibrium measure µ(N)eq . This equilibrium measure is supported on a segment
[aN ; bN] and corresponds to the unique solution to the integral equations
V(ξ) − 1
TN
∫
ln
{ 2∏
p=1
sinh [ π
ωp
TN(ξ − η)]} dµ(N)eq (η) = C(N)eq on [aN ; bN] (7.2.33)
V(ξ) − 1
TN
∫
ln
{ 2∏
p=1
sinh [ π
ωp
TN(ξ − η)]} dµ(N)eq (η) > C(N)eq on R \ [aN ; bN] , (7.2.34)
with C(N)eq a constant whose determination is part of the problem (7.2.33)-(7.2.34).
There exists N0 such that for any integer N ≥ N0, the equilibrium measure µ(N)eq :
• is supported on the single interval [aN ; bN] whose endpoints admit the asymptotic expansion
aN = a +
k∑
ℓ=1
aN;ℓ
T ℓN
+ O
(
T−(k+1)N
)
and bN = b +
k∑
ℓ=1
bN;ℓ
T ℓN
+ O
(
T−(k+1)N
)
, (7.2.35)
where k ∈ N∗ is arbitrary, (a, b) are as defined in (7.2.28) while(
bN;1
aN;1
)
=
{ 2∑
p=1
ωp
2π
ln
( ωp
ω1 + ω2
)}
·
 V ′′(a) · {V ′′(b)}−1−V ′′(b) · {V ′′(a)}−1
 ; (7.2.36)
• is continuous with respect to Lebesgue’s measure. Its density ρ(N)eq is smooth on ]aN ; bN[ and vanishes like
a square-root at the edges:
ρ
(N)
eq (ξ) ∼
ξ→a+N
(
V ′′(aN) + O(T−1N )
) √ω1 ω2(ξ − aN)
π3(ω1 + ω2)
, ρ
(N)
eq (ξ) ∼
ξ→b−N
(
V ′′(bN) + O(T−1N )
) √ω1 ω2(bN − ξ)
π3(ω1 + ω2)
.
Furthermore, there exists a constant C > 0 independent of N such that:
||ρ(N)eq ||L∞([aN ;bN ]) ≤ C ||V ′′||L∞([aN ;bN ]) . (7.2.37)
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The density of the equilibrium measure has the explicit expression ρ(N)eq =WN[V ′] which is given in terms of the
WN transform, c.f. (7.2.40) below, of the potential.
The proof of the first part of the above theorem is rather classical. The continuity with respect to the Lebesgue
measure and the at least square root vanishing at the endpoints follows from arguments that can be found, say
in Section 2.3 of [A22]. The connectedness of the support and the strict inequality in (7.2.34) follows from a
convexity argument that first appeared in [287]. Elements of proof of these properties are gathered in Appendix
C of [A21]. However, the proof of the second part which gives a quite explicit control on the various properties
of ρ(N)eq for N large enough is much more involved. Those results are obtained through a characterisation of the
density ρ(N)eq as the solution to the singular integral equation SN
[
ρ
(N)
eq
](ξ) = V ′(ξ) on [aN ; bN], where
SN[φ](ξ) = bN?
aN
S [TN(ξ − η)]φ(η) dη . (7.2.38)
The integral kernel of this singular integral operator involves the function S which has been defined in (7.2.12).
The unknowns in this equation (ρ(N)eq , aN , bN) should be picked in such a way that ρ(N)eq has mass 1 on [aN ; bN] and
that it has, at least, a square root behaviour at the endpoints aN , bN . Hence, the construction of the equilibrium
measure basically boils down to an inversion of the singular integral operator SN . I stress that, on top of being
involved in the characterisation of the equilibrium measure, the singular integral operator SN plays a prominent
role in the large-N analysis of the Schwinger-Dyson equations. As a consequence, constructing its inverse WN
and then obtaining precise estimates on WN[φ] is of prime importance to the large-N analysis. One of the
main achievements of [A21] consisted precisely in obtaining a sharp control on its inverse WN , defined between
appropriate functional spaces.
When N is large enough, the inversion of SN can be accomplished by means of a non-linear steepest descent
analysis of a 2×2 matrix Riemann–Hilbert problem followed by some additional asymptotic analysis. Indeed, the
operator SN is of truncated Wiener–Hopf type so that its inversion is equivalent to solving a 2 × 2 matrix valued
Riemann–Hilbert problem for a piecewise holomorphic matrix χ, see Section 4.1 of [A21] for more details. The
Riemann–Hilbert problem for this χ is investigated, for N-large enough, in Sections 4.3-4.5 of that paper. The
obtained characterisation of its solution is then used in Section 5 of [A21] so as to describe, quite explicitly, the
inverse WN of SN understood as the map SN : Hs([aN ; bN]) 7→ SN[Hs([aN ; bN])]. One of the difficulties that
arises at that point is that the Riemann–Hilbert approach to the inversion, as developed by Novoksenov in [299],
provides one with a "raw" pseudo-inverse W˜N (viz. modulo fixing the elements of the kernel) of the operator SN
when the latter is understood as an operator on Hs(R) with s < 0. In order to construct the inverse in the case when
SN acts on more regular Sobolev spaces Hs(R) with 0 < s < 1/2, it becomes necessary to provide, first, an effective
description of the image space Xs(R) = SN[Hs([aN ; bN])] with 0 < s < 1/2. The characterisation of Xs(R) has to
be manageable enough so as to allow one for an easy implementation of the restriction of the "raw" inverse W˜N
to Xs(R). By "easy", I mean one which produces an operator WN on Xs(R) that can be straightforwardly checked
to be continuous as an operator Xs(R) 7→ Hs([aN ; bN]) and which can also be checked, through relatively simple
calculations, to be the inverse of SN .
In order to state the conclusion of this analysis, I need to precise that χ11, the (1, 1) matrix entry of χ, is such
that µ 7→ µ1/2 · χ11(µ) ∈ L∞(R).
Theorem 7.2.5 Let 0 < s < 1/2 and χ be the unique solution to the Riemann–Hilbert problem discussed in
Section 4.3 of [A21]. The operator SN : Hs([aN ; bN]) → Xs(R) is continuous and invertible. Here, for any
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closed A ⊆ R,
Xs
(
A
)
=
{
H ∈ Hs
(
A
)
:
∫
R+iǫ
χ11(µ)F [H](TNµ)e−iTNµbN dµ2iπ = 0
}
(7.2.39)
is a closed subspace of Hs(A) such that SN(Hs([aN ; bN])) = Xs(R). The inverse of SN : Hs([aN ; bN])→ Xs(R)
is provided by the operator WN which takes, for H ∈ C1([aN ; bN]) ∩ Xs(R), the form of an integral transform
WN[H](ξ) =
T 2N
2π
∫
R+2iǫ
dλ
2iπ
∫
R+iǫ
dµ
2iπ
e−iTN (ξ−aN )λ
µ − λ
{
χ11(λ)χ12(µ)−µ
λ
·χ11(µ)χ12(λ)
}
·
bN∫
aN
dηeiTNµ(η−bN )H(η) . (7.2.40)
In the above integral representations the parameter ǫ > 0 is small enough but arbitrary otherwise. Furthermore,
for any H ∈ C1([aN ; bN]), the transform WN exhibits the local behaviour
WN[H](ξ) ∼
ξ→a+N
CLH′(aN)
√
ξ − aN and WN[H](ξ) ∼
ξ→b−N
CRH′(bN)
√
bN − ξ . (7.2.41)
where CL/R are some H-independent constants.
The characterisation of the inverse WN provided by the above theorem is, however, only the beginning of the
analysis. Starting from there, it is necessary to extract fine informations of the large-N behaviour of WN this to
any order in N and in such a way that, when acting on sufficiently regular functions, the remainders are controlled
by W∞k (R) norms. I remind that these norms are defined as
|| f ||W∞k (A,dµ) = max
{
||∂a1x1 . . . ∂anxn f ||L∞(A,dµ) : aℓ ∈ N, ℓ = 1, . . . , n, and satisfying
n∑
ℓ=1
aℓ ≤ k
}
. (7.2.42)
Such a fine control is achieved in Section 6 of [A21]. In refer to that section, Propositions 6.4, 6.6 and Lemma
6.11, for a more precise description of the results.
Having developed all this machinery, one can finally characterise the density of the equilibrium measure µ(N)eq
completely. The latter is expressed in terms of the inverse as ρ(N)eq =WN
[
V ′
]
although, at this stage, the endpoints
(aN , bN) of its supports are still unknown. As follows from the arguments advocated earlier on, these endpoints
corresponds to the unique solution to the system of equations
bN∫
aN
WN
[
V ′
](ξ) dξ = 1 and ∫
R+iǫ
dµ
2iπχ11(µ)
bN∫
aN
eiµTN (η−bN )V ′(η) dη = 0 . (7.2.43)
The first condition guarantees that µ(N)eq has indeed mass 1, while the second one ensures that its density vanishes
as a square root at the edges aN , bN . Using the control in N on the inverse obtained in Section 6, one can obtain the
all-order in T−1N large-N asymptotic expansion of these constraints, see Lemma 7.2 and Proposition 7.6 of [A21].
These expansions, in their turn, allow one to prove the existence of aN and bN as well as the fact that these admit
an all order asymptotic expansion in T−1N , see Lemma 7.9 and Corollary 7.10 of [A21] for more details. All-in-all,
one then arrives to the characterisation of the equilibrium measure as announced in Theorem 7.2.4 above.
183
7.2.4 The overall strategy of the proof
In the following, I denote by pVN(λ) the probability density on RN associated with the partition function ZN[V]
defined in (7.2.5):
pVN(λ) =
1
ZN[V]
N∏
a<b
{
sinh [ π
ω1
TN(λa − λb)] sinh [ π
ω2
TN(λa − λb)]} N∏
a=1
e−NTNV(λa) . (7.2.44)
pVN(λ) gives rise to the probability measure PVN on RN .
Prior to going deeper into the details, I need to provide the definition of the expectation value of a function in
ℓ variables. Those expectation values play an important role in the analysis.
Definition 7.2.6 Let ν1, . . . , νℓ be any (possibly depending on the stochastic vector λ) measures and ψ a function
in ℓ variables. Then〈
ψ
〉V
ν1⊗···⊗νℓ
≡
〈
ψ(ξ1, . . . , ξℓ)
〉V
ν1⊗···⊗νℓ
≡ PVN
[ ∫
Rℓ
ψ(ξ1, . . . , ξℓ) dν1 ⊗ · · · ⊗ dνℓ
]
(7.2.45)
whenever it makes sense.
Note that if none of the measures ν1, . . . , νℓ is stochastic, viz. does not depend on the integration variables λ, then
the expectation versus PVN in (7.2.45) can be omitted.
The expectation values allow one to compute the logarithmic derivatives of the partition function. For instance,
if {Vt}t is a smooth, one-parameter t, family of potentials, then
∂
∂t
ln ZN[Vt] = −N2TN ·
〈 ∂
∂t
Vt
〉Vt
L(λ)N
where L(λ)N =
1
N
N∑
a=1
δλa (7.2.46)
is the empirical measure associated with the stochastic vector λ. I stress that the expectation value in (7.2.46) is
computed in respect to the probability measure subordinate to the t-dependent potential Vt.
Given any potential V satisfying to the four hypothesis and giving rise to an equilibrium measure supported
on [aN ; bN], it is shown in Lemma D.1 of [A21] that there exists a quadratic potential VG;N whose equilibrium
measure is precisely supported on [aN ; bN]. Taking Vt = tV+ (1− t)VG;N in (7.2.46) readily allows one to integrate
the lhs over t. Then, since the asymptotic expansion of Gaussian partition functions ZN
[
VG;N
]
is provided in
Proposition 7.2.1, the extraction the large-N behaviour of ZN[V] boils down to obtaining a sufficiently precise and
uniform in t ∈ [0 ; 1] control on the large-N behaviour of the one-point expectation values 〈·〉Vt
L(λ)N
. I do stress that
since both V and VG;N satisfy to the four hypothesis stated in the beginning of this section, so does Vt.
Just as for the connected correlators, one can write down a set of loop equations satisfied by the expectation
values. In the present context, these constitute a tower of equations which relate expectation values -in the sense
of Definition 7.2.6- of functions in many, not necessarily fixed, variables which are integrated versus
L(λ)N = L(λ)N − µeq , (7.2.47)
i.e. versus the empirical measure centred around µeq. Below, I will just provide the first one of these equations
and refer to Proposition 3.13 of [A21] for a general presentation:
−〈φ〉VL(λ)N + 12〈DN ◦ U−1N [φ]〉VL(λ)N ⊗L(λ)N = 0 . (7.2.48)
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This equation holds for any function φ such that φe−κV ∈ W∞1 (R) for some κ ∈ [0 ; NTN [. The operator DN arising
in the loop equation at level 1 corresponds to the non-commutative derivative
DN[φ](ξ, η) =
{ 2∑
p=1
π
ωp
coth
[ π
ωp
TN(ξ − η)]} · [φ(ξ) − φ(η)] . (7.2.49)
Furthermore, this loop equations involves the so-called master operator, UN , which is defined as
UN[φ](ξ) = φ(ξ) ·
{
V ′(ξ) − SN[ρ(N)eq ](ξ)
}
+ SN[φ · ρ(N)eq ](ξ) . (7.2.50)
The invertibility of UN is established in Proposition 8.1 while various fine properties of its inverse, in particular
N-dependent estimates of its W∞k (R) norms, are obtained in Proposition 8.2 of [A21]. I refer to these for more
details.
Similarly to the arguments described in Section 7.1.3, one can obtain concentration of measure a priori bounds
on the expectation values of smooth compactly supported functions. These, adjoined to the above-mentioned fine
bounds on the master operator allow one to
• first, carry out a bootstrap analysis of the loop equations that results in an improvement of the a priori
bounds, c.f. Proposition 3.17 of [A21];
• second, build on the improved bounds so as to obtain the uniform in V and H asymptotic expansion of the
one-point expectation value 〈H〉V
L(λ)N
, this up to a o(N−2T−1N ) remainder, c.f. Proposition 3.19 of [A21].
All-in-all, for any V satisfying to the four hypothesis and H sufficiently regular, one obtains the below expansion
−N2TN〈H〉VL(λ)N = −N
2TN
bN∫
aN
H(ξ) · WN[V ′](ξ) dξ + 12Id[H,V] + δN[H,V] . (7.2.51)
Several explanations are in order. The first integral term corresponds to an integration of H versus the N-dependent
equilibrium measure of the problem. The second term stems from the leading asymptotic behaviour of the two-
point expectation value in (7.2.48) and takes the form
Id[H,V] =
bN∫
aN
WN
[
∂ξ
{S (TN(ξ − ∗)) · GN[H,V](ξ, ∗)}](ξ) dξ , (7.2.52)
where ∗ stands for the running variable on which WN acts while
GN
[
H,V
](ξ, η) = WN[H](ξ)WN[V ′](ξ) − WN[H](η)WN[V ′](η) . (7.2.53)
Finally δN[H,V] appearing in (7.2.51) is the remainder. Without venturing into technical details relative to the
form of the bounds, I will only stress that it is controlled in such a way that given the t-dependent potential
Vt = tV + (1 − t)VG;N , one has∣∣∣δN[∂tVt,Vt]∣∣∣ = o(1) uniformly in t ∈ [0 ; 1] (7.2.54)
what is already enough so as to use this information for an asymptotic in N integration of (7.2.46) by means of
the expansion (7.2.51).
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At that stage, all is almost set so as to access to the large-N asymptotic expansion of ZN[V]. It remains to
obtain a uniform in t large-N asymptotic expansion of the one-fold integral
bN∫
aN
∂tVt(ξ) · WN[V ′t ](ξ) dξ (7.2.55)
and of the functional Id[∂tVt,Vt]. This can be achieved by means of "classical" asymptotic analysis. The results
relative to the one-fold integral can be found in Proposition 7.6 of [A21] while the ones relative to the functional
Id[H,V] can be found in Proposition 9.10 of [A21]. Having the uniform in t ∈ [0 ; 1], large-N expansion at one’s
disposal, the t-integration is trivial.
7.2.5 Some comments
It seems worthy to shortly comment on the form of the loop equations that has been used in the analysis. Usually,
as it has been described for the case of the mean-field interactions generalisation of β-ensembles, one introduces
a set of auxiliary objects, the connected correlators Wn which are holomorphic on (C \ A)n if the integration
runs through AN . These objects allow one to recast the loop equations into a set of non-linear integral equations
equation for the connected correlators. The operators involved in these equation act on functions supported on
small loops around A. The size of the loops is N-independent. Such a framework allows one to strongly simplify
the analysis in that then, one can build on powerful tools of complex analysis. However, one meets two problems
when trying to implement this approach to the case of ZN[V]. First of all, the bi-periodic structure of the two-body
interaction would demand to use a collection of two type of correlators so as to obtain an effectively closed and
simple system of equations. Second, and this is the most problematic point, the scaling TN results in the squeezing
of the poles of S (TNξ), the logarithmic derivative of the two-body interaction in the rescaled model, down to
the real axis. Should one want to apply the complex variable techniques that appeared fruitful in the β-ensemble
case, then one would need to introduce some integration in the complex plane. The latter would then generate the
contribution of all the poles squeezing down to the real axis. In my present understanding of the situation, such
handling seem intractable to me. For those reasons, a real variable based analysis of the set of loop equations did
seem better adapted to the study of the large-N expansion of the expectation values.
It is legitimate to wonder whether it is possible to bypass or relax some of the hypothesis that have been used
in the analysis.
The first hypothesis guarantees that the integral (7.2.5) is well-defined. It also ensures that the integration vari-
ables will remain, with overwhelming probability (1 − O(N−∞) ), inside of a ball in RN having an N-independent
radius. In principle one could hope to relax the strong confinement of the potential to a weakly confining one, viz.
V(ξ) ≃ π(ω−11 + ω−12 )|ξ|, by setting up some generalisation of the approach of Hardy [171]. It is however unclear
to me, at this point, what would exactly be the complications arising in this case.
One could, in principle, relax both requirements of the second hypothesis. Indeed, there is no problem to limit
the hypothesis to V of class Ck provided that k is large enough. Still, in the present state of the art of the method,
dealing with small values of k, for instance the minimal one that make sense out of (7.2.15), seems inaccessible.
The convexity of the potential ensures that the support of the equilibrium measure is a single segment. When the
potential is not strictly convex, one may have to deal with a multi-cut support for the equilibrium measure. In
principle, the asymptotic analysis could be addressed by importing the ideas of [50] to the present framework. In
the multi-cut regime, one would also have to alter the scheme of the asymptotic analysis of the Riemann-Hilbert
problem characterising the equilibrium measure and the inverse of the master operator. This should be doable,
with some efforts, for the price of dealing with higher dimensional matrix Riemann–Hilbert problems.
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The third hypothesis is not essential, but allows some simplification of the intermediate proofs concerning the
equilibrium measure and the large deviation estimates, e.g. Theorem 3.7 and Corollary 3.9 of [A21].
In the fourth hypothesis, one can relax the (ln N)2 lower bound on TN down to a logarithmic one c ln N ≤ TN .
However, doing so, has a price; depending on the value of c it may become necessary of having to push further the
large-N asymptotic analysis of the Riemann–Hilbert problem for χ. Indeed the O(N−∞) reminders which cloud
always be waived-off due to their extremely fast vanishing now only vanish as some power of N: O(N−c′) . As
such, these remainders may end-up contributing to the result. In the present state of the art, it isn’t clear to me
how to deal with sequences TN having a sub-logarithmic growth in N. The upper bound TN < N1/6 present in
the fourth hypothesis is purely of technical origin. The value 1/6 of the exponent could be increased by entering
deeper into the fine structure of the analysis of the Schwinger-Dyson equation and by finding more precise local
bounds (instead of the global ones which were derived in [A21]) for the large-N behaviour of the inverse of
the master operator U−1N . Although it is rather clear how to achieve these goals, the associated analysis will be
extremely technical and bulky. There might also exist an alternative route for improving the upper bound N1/6,
namely by establishing a local rigidity of the integration variables close to their classical position in the spirit of
[57, 58].
7.3 Conclusion
This chapter reviewed the results I obtained relatively to the characterisation of the large number of integra-
tion asymptotic behaviour of two classes of multiple integrals. The first class is a direct generalisation of the
β-ensemble integrals. It could be studied within the framework of the existing method, with a few technical
modifications. The second class of integrals is closely related to the N-fold multiple integrals arising within the
framework of the quantum separation of variables. It has varying weights and varying two-body sinh-interactions.
Setting forth methods allowing one to carry out the large-N analysis of such integrals is the first step towards de-
veloping a systematic and efficient approach to the large-N analysis of the multiple integrals describing the form
factors for models solvable by the quantum separation of variables method. The asymptotic analysis of this class
of integrals demanded some conceptually new ideas.
Chapter 8
Integrable models at finite temperature and
the low-temperature large-distance asymptotic
behaviour of their correlators
It was shown in [157, 158] that correlation functions of quantum integrable models at finite temperature can be
described effectively within the so-called quantum transfer matrix formalism introduced by Koma [235, 236].
A key feature in this approach is the description of the quantum transfer matrix’s spectrum through a single
linear integral equation proposed by Klümper [224] and the Slavnov [330] determinant representation of the
scalar product between Bethe vectors. So far, the question of the large-distance asymptotic behaviour of two
and multi-point functions at finite temperature remained, however, open. Form factor expansions subordinate
to the eigenbasis of the quantum transfer matrix appear as a natural approach to tackle with this issue. I will
discuss the progress that I made, in collaboration with Dugave and Göhmann [A23, A24, A25], in extracting the
large-distance asymptotics at finite temperature. The method we have set to tackle this problem is exact but not
rigorous. Although many open problems from the point of view of a satisfactory analysis remain, the results we
obtained are very effective be it from the point of view of numerical calculations or testing the conformal field
theory predictions.
The understanding of the finite temperature behaviour of quantum integrable models subject to boundary
conditions other than periodic is much less developed. In the case of the XXZ chain subject to diagonal boundary
fields, some progress has been achieved by Bortz, Frahm and Göhmann [52] in respect to representing the finite
Trotter number approximant of the so-called surface free energy. These authors have reduced the computation
of this quantity to the one of a specific correlation function associated with the quantum transfer matrix of the
periodic XXZ chain. In collaboration with Pozsgay, I managed to bring this correlation function to a form where
the infinite trotter number limit can be taken, under a set of hypothesis that is standard to the quantum transfer
matrix approach.
This chapter is organised as follows. Section 8.1 is devoted to the discussion of finite temperature form factors
expansions. In Subsection 8.1.1, I will remind the general features of the quantum transfer matrix approach.
Then, in Subsection 8.1.2, I will describe how form factor expansions look within the quantum transfer matrix.
This will allow me to introduce all the ingredients related to the analysis of the finite temperature form factors.
Finally, in Subsection 8.1.3, I will review the results I obtained and the main steps of the analysis relatively to the
characterisation of these form factors at finite temperature. In Section 8.2, I will describe the main ideas allowing
one to perform the low-temperature analysis of the finite temperature form factors. In Section 8.3, I will describe
the progress I made relatively to characterising the surface free energy of the XXZ chain subject to so-called
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diagonal boundary fields. I will introduce this model and set the problem in Subsection 8.3.1. Then, in Subsection
8.3.2, I will present the method allowing one to rewrite the Bortz, Frahm, Göhmann expression in such a way that
the infinite Trotter limit is easy to take. Finally, in Subsection 8.3.3, I will discuss some applications of this result:
namely the characterisation of the boundary magnetisation at finite temperature.
8.1 The quantum transfer matrix and representation for the form factors
8.1.1 The free energy
The Hamiltonian
HXXZ = J
L∑
a=1
{
σxaσ
x
a+1 + σ
y
aσ
y
a+1 + ∆
(
σzaσ
z
a+1 + idL
)} − h
2
L∑
a=1
σza
of the XXZ spin-1/2 chain has already been described in the introduction. It acts on the Hilbert space hXXZ ≃
⊗Lk=1hkXXZ built out of the tensor product of the local spaces hkXXZ ≃ C2 that are attached to the sites of the chain.
The quantum integrability of this model is described by the so-called 6-vertex type R-matrix:
R(λ) =

sinh(λ + η) 0 0 0
0 sinh(λ) sinh(η) 0
0 sinh(η) sinh(λ) 0
0 0 0 sinh(λ + η)
 with ∆ = cosh(η) . (8.1.1)
These allow one to build two types of monodromy matrices Ta(λ) and T˜a(λ):
Ta (λ) = RaL (λ + ξ) . . .Ra1 (λ + ξ) and T˜a (λ) = RTa1a (−λ − ξ) . . .RTaLa (−λ − ξL) . (8.1.2)
Above, the roman index a refers to the 2 dimensional auxiliary space whereas the integer indices 1, . . . , L label
the local spaces hkXXZ . Also
Ta represents the transposition on the auxiliary space while ξ is an inhomogeneity
parameter.
The R-matrix reduces to a permutation operator at zero spectral parameter Rab(0) = sinh(η) Pab, where Pab
is the permutation operator on haXXZ ⊗ hbXXZ : Pab(x ⊗ y) = y ⊗ x . This reduction of the R-matrix allows one to
relate the transfer matrices tXXZ(λ) and t˜XXZ(λ) to the XXZ Hamiltonian at zero magnetic field h = 0 as
tXXZ(λ)|ξ=0 = [ sinh(η)]L · UL · (idL − λ HXXZ |h=02J sinh(η) + O(λ2)) (8.1.3)
t˜XXZ(λ)|ξ=0 =
(
idL + λ
HXXZ |h=0
2J sinh(η) + O(λ
2)
)
· UL · [ sinh(η)]L . (8.1.4)
There idL is the identity operator on hXXZ. The low-λ expansions (8.1.3)-(8.1.4) lead to the below Trotter-like
representation for the statistical operator
e−
1
T HXXZ = lim
N→+∞
{
t˜XXZ
(
β/N
) · tXXZ( − β/N)[
sinh(η)]2L
}N
|ξ=0
×
L∏
a=1
e
h
2T σ
z
a with β = J sinh(η)
T
. (8.1.5)
After some algebra, this limit can be recast in terms of the ordered product of quantum monodromy matrices
Tq;k(ξ)
e−
1
T HXXZ = lim
N→+∞
{
tra1,...,a2N
[
Tq;1(ξ) · · ·Tq;L(ξ)
]
|ξ=0
}
. (8.1.6)
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The quantum monodromy matrix
Tq;k(ξ) = RTa2Na2Nk (−ξ − β/N) Rka2N−1 (ξ − β/N) · · ·R
Ta2
a2k (−ξ − β/N) Rka1 (ξ − β/N)
e
h
2T σ
z
k
[sinh(η)]2N
=
(
Aq(λ) Bq(λ)
Cq(λ) Dq(λ)
)
[k]
(8.1.7)
has hkXXZ as its auxiliary space. When represented as a matrix operator on this space, its entries are operators on
the space hq = ⊗2Na=1haq with haq ≃ C2.
It follows from general considerations [310] that the the thermodynamic limit of the per site free energy of the
XXZ chain
fXXZ = −T lim
L→+∞
{1
L
ln trhXXZ
[
e−
1
T HXXZ
]}
(8.1.8)
is well defined. Assuming the exchangeability of limits‡, one then gets
− fXXZ
T
= lim
L→+∞
{1
L
ln trhXXZ
[
e−
1
T HXXZ
]}
= lim
N→+∞
lim
L→+∞
1
L
ln
{
tra1,...,a2N
[(
tq(ξ)
)L]
|ξ=0
}
(8.1.9)
where tq(ξ) = tr[Tq;k(ξ)] is the the quantum transfer matrix. Hence, assuming† that the largest eigenvalue t(0)q (0)
of the quantum transfer matrix tq(ξ) at zero spectral parameter is degenerated at most sub-exponentially in L, one
gets the very simple result
− fXXZ
T
= lim
N→+∞
ln [t(0)q (0)] . (8.1.10)
In this way, the problem boils down to the calculation of the largest eigenvalue of the quantum transfer matrix and
then taking the infinite Trotter number limit of its logarithm. The matter is that one can construct eigenvectors
of the quantum transfer matrix by means of an algebraic Bethe Ansatz [235, 236] and hence carry out easily this
computation.
8.1.2 The correlation functions and form factor expansion
General considerations
Starting from the definition of the thermal correlation functions and assuming the validity of the exchange of
limits, one gets [157] that, given a product of local operators O(k1)1 · · ·O
(km)
m acting on the first m-sites of the chain:〈
O
(k1)
1 · · · O
(km)
m
〉
T
= lim
N→+∞
〈
O
(k1)
1 · · · O
(km)
m
〉
T ;N
. (8.1.11)
The finite Trotter number N approximant of the thermal correlator appearing above is defined as
〈
O
(k1)
1 · · · O
(km)
m
〉
T ;N
=
〈
Ψ0 |tr1[O(k1)1 Tq;1(0)] · · · trm[O(km)m Tq;m(0)]|Ψ0 〉[
t(0)q (0)
]m · 〈Ψ0 ∣∣∣Ψ0〉 . (8.1.12)
‡Some arguments in favour thereof have been given in [236, 347]
†This has been checked at least numerically and it appears that, in fact, the eigenspace attached with the largest eigenvalue is one
dimensional
190
Note that, in order to get (8.1.11), I have made the additional hypothesis that the eigenspace attached with the
largest eigenvalue t(0)q (0) is one-dimensional and spanned by |Ψ0
〉
. Formula (8.1.11) is already enough so as
to write down the form factor expansions for two-point functions. I will consider the example of the spin-spin
correlation function. Let |Ψn
〉
represent the complete set of eigenvectors of the quantum transfer matrix tq(ξ) and
let t(n)q (ξ) be the associated eigenvalues ordered decreasingly in respect to their module. Then, one has
〈
σz1 · σzm+1
〉
T ;N
=
22N−1∑
n=0
(
ρ
(n)
N
)m ·A (n)N where ρ(n)N = t(n)q (0)
t(0)q (0)
(8.1.13)
is the ratio of eigenvalues of the quantum transfer matrix while the associated amplitudes takes the form
A (n)N =
〈
Ψ0 |(Aq(0) − Dq(0))|Ψn 〉〈Ψn |(Aq(0) − Dq(0))|Ψ0 〉
t(n)q (0) · t(0)q (0) ·
〈
Ψ0
∣∣∣Ψ0〉 · 〈Ψn ∣∣∣Ψn〉 . (8.1.14)
Note that due to the hypothesis of non-degeneracy of the largest eigenvalue, |ρ(n)N | < 1 and by construction |ρ(n)N | ≥
|ρ(n+1)N |. Therefore, at least at finite N, the form factor expansion is well-suited for describing the large-distance
asymptotic expansion of the two-point function. However, so as to be able to apply these results to the case of
the XXZ chain one should be able to take the large-N limit of the form factor expansion (8.1.13). Doing so can
be decomposed in two steps. One first takes the limit of the individual terms of the series, namely of the ratios of
eigenvalues ρ(n)N and of the amplitudes A
(n)
N . Second, one should prove that the analogous series to (8.1.13) built
up from these limits converges and that, in fact, the finite but growing with N sum (8.1.13) does converges to this
series. It is still not clear to me, for the moment, how to achieve rigorously the second point. However, at least
provided one makes a few technical hypotheses, one can basically deal with the first step. I will be more explicit
about this further on. The Trotter limit of the ratio of eigenvalues was studied on many occasions either through
numerics or by some handlings of non-linear integral equations [225, 228, 312, 351]. However, the investigation
of the amplitudes was much sparser. A numerical investigation of the amplitudes A (n)N has been carried out by
Fabricius, Klümper and McCoy [129] in 1999 for Trotter numbers N up to 16.
The algebraic Bethe Ansatz approach
Let
{| + 〉, | − 〉} be the canonical basis of C2. Just as for the XXZ spin-1/2 chain, one can build on the algebraic
Bethe Ansatz so as to construct eigenstates of the quantum transfer matrix. In that case, the pseudo-vacuum is
given by the vector
| 0 〉q = | + 〉a1 ⊗ | − 〉a2 ⊗ · · · ⊗ | + 〉a2N−1 ⊗ | − 〉a2N ∈ hq . (8.1.15)
If the pairwise distinct parameters {µk}M1 satisfy the Bethe Ansatz equations
−1 = e− hT
M∏
k=1
{
sinh
(
µp − µk + η
)
sinh (µp − µk − η)
}
·
[
sinh
(
µp + β/N − η
)
sinh
(
µp − β/N
)
sinh (µp − β/N + η) sinh (µp + β/N)
]N
, p = 1, . . . , M (8.1.16)
then one has the relation
tq(ξ) · Bq (µM) · · ·Bq (µ1) | 0 〉q = tq;h(ξ | {µk}M1 ) · Bq (µM) · · · Bq (µ1) | 0 〉q , (8.1.17)
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where
tq;h
(
ξ | {µk}M1
)
= (−1)N e h2T
M∏
k=1
{
sinh (ξ − µk − η)
sinh (ξ − µk)
}
·
(
sinh (ξ + β/N) sinh (ξ − β/N + η)
sinh2(η)
)N
+ (−1)N e− h2T
M∏
k=1
{
sinh (ξ − µk + η)
sinh (ξ − µk)
}
·
(
sinh (ξ + β/N − η) sinh (ξ − β/N)
sinh2(η)
)N
. (8.1.18)
The index h in tq;h is there so as to insist on the dependence of the eigenvalues on the magnetic field.
Numerical investigations, analysis at the free fermion point η = −iπ/2 and for β small all indicate [157] that
the dominant eigenvalue is constructed in terms of a solution to the Bethe equations with M = N roots, this
independently of the value of the magnetic field h and the anisotropy η ∈ −i[0 ; π]∪R+. I will denote this solution
as {λk}N1 , so that the "dominant" eigenvector of the quantum transfer matrix takes the form
|Ψ0
〉
= Bq(λ1) · · · Bq(λN)| 0 〉q . (8.1.19)
The per se distribution of roots does, however, depend on the magnetic field and anisotropy.
As proposed in [225], it is convenient to introduce a function closely related to the exponent of the counting
function
âλ (ω) = e−
h
T
N∏
k=1
{
sinh
(
ω − λk + η
)
sinh
(
ω − λk − η
)} · [sinh (ω + β/N − η) sinh (ω − β/N)
sinh
(
ω − β/N + η) sinh (ω + β/N)
]N
. (8.1.20)
As will be shown below, the knowledge of the âλ function allows one to recast symmetric products in the Bethe
roots as exponents of contour integrals. It can be easily checked that the âλ function is iπ-periodic, bounded when
ℜ(ω) → ±∞ and such that it has, in the strip of width π,
• an Nth-order pole at ω = −β/N ,
• an Nth-order pole at ω = β/N − η ,
• N simple poles at ω = λk + η, k = 1, . . . , N.
Note that if some λ’s coincide, than the number of poles is reduced but their order grows. These properties ensure
that 1 + â (ω) has 3N zeroes counted with their multiplicity. N of these are, by construction, the Bethe roots, i.e.
1 + âλ(λp) = 0 , p = 1, . . . , N . (8.1.21)
Numerical analysis and calculations at the free fermion point indicate that the roots for the ground state of the
quantum transfer matrix can all be encircled by a unique loop C that is N independent and such that any additional
root to 1 + âλ (ω) = 0 is located outside of this loop [157]. Numerical investigations also indicate that all the
other roots accumulate around the points ±η. The results gathered in the following will all be based on these
assumptions. It would be a very interesting result to prove these from first principles.
The above information are enough so as to establish that the function âλ solves the non-linear integral equation
[225]
ln âλ (ω) = − hT + N ln
[
sinh (ω + β/N + η) sinh (ω − β/N)
sinh (ω − β/N + η) sinh (ω + β/N)
]
−
∮
C
θ′XXZ(ω− ν) ln
[
1 + âλ(ν)] · dν2iπ (8.1.22)
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where θXXZ(λ) = ln [sinh (η − λ) / sinh (η + λ)]. The contour C encircles the Bethe roots λ1, . . . , λN , the pole at
−β/N but not any other singularity of the integrand. Manifestly there exist solutions to (8.1.22). However, it is
not clear whether these are unique. I will take it as a working hypothesis that it is so. If uniqueness indeed holds,
then one can take the non-linear integral equation as a means for characterising âλ independently of its relation to
some set of Bethe roots.
The usefulness of the function âλ manifests itself already on the level of the eigenvalues of the quantum
transfer matrix in that one can show that these admit the representation:
ln [t(0)
q;h
(
ξ | {λk}M1
)]
=
h
2T
+ N ln
[sinh (η + ξ − β/N) sinh (η − ξ − β/N)
sinh2(η)
]
+
∮
C
sinh(η)
sinh(ξ − ν − η) sinh(ξ − ν) ln
[
1 + âλ (ν)] · dν2iπ . (8.1.23)
The principal advantage of the non-linear integral equation based description of âλ is that the N-dependence
only arises parametrically on the level of the driving term. Furthermore, when N → +∞, the driving term
converges, uniformly on C , towards a well-defined function. It is thus reasonable to expect that âλ converges
uniformly on C towards the solution aλ of a non-linear integral equation similar to (8.1.22) but where the driving
term has been replaced by its limit:
ln aλ (ω) = − hT −
2J sinh2(η)
T sinh(ω) sinh(ω + η) −
∮
C
θ′XXZ(ω − ν) ln [1 + aλ(ν)] ·
dν
2iπ
. (8.1.24)
Again, although this is an open issue, I will build on the hypothesis that
• the non-linear integral equation (8.1.24) admits a unique solution;
• âλ → aλ uniformly on C .
If these hypothesis do hold, then one can easily take the large-N limit in (8.1.10), hence yielding the below
representation for the per site free energy of the XXZ chain
fXXZ = −h2 + 2J cosh(η) −
∮
C
T sinh(η)
sinh(ν + η) sinh(ν) ln
[
1 + aλ(ν)] · dν2iπ . (8.1.25)
One can describe the other solutions to the Bethe Ansatz equations in a similar way. More precisely, given
a solution {µa(h′)}N1 to the Bethe equation at some magnetic field h′, possibly different from h, upon similar
hypothesis, one argues that the function
âµ (ω) = e− h
′
T
N∏
k=1
{
sinh (ω − µk(h′) + η)
sinh (ω − µk(h′) − η)
}
·
[
sinh (ω + β/N − η) sinh (ω − β/N)
sinh (ω − β/N + η) sinh (ω + β/N)
]N
(8.1.26)
satisfies the non-linear integral equation
ln âµ (ω) = −h
′
T
+ N ln
[
sinh (ω + β/N + η) sinh (ω − β/N)
sinh (ω − β/N + η) sinh (ω + β/N)
]
+
nh∑
a=1
θXXZ(ω − x̂a) −
np∑
a=1
θXXZ(ω − ŷa) −
∮
C
θ′XXZ(ω − ν) ln
[
1 + âµ(ν)] · dν2iπ . (8.1.27)
This equation involves an additional in respect to (8.1.27) set of parameters {x̂a}nh1 and {̂ya}
np
1 :
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• x̂a are the so-called holes. They correspond to those solutions of 1 + âµ(ν) = 0 which are encircled by the
contour C but which are not belonging to {µa(h′)}.
• ŷa are the so-called particles. They correspond to those roots µa(h′) which are not encircled by the contour
C .
Similarly to the case of the function âλ which is associated with the largest eigenvalue, I will assume that
• the non-linear integral equation (8.1.27) admits a unique solution;
• x̂a → xa and ŷa → ya in the N → +∞ limit ;
• âµ → aµ uniformly on C where aµ in the unique, by hypothesis, solution to
ln aµ (ω) = −h
′
T
− 2J sinh
2(η)
T sinh(ω) sinh(ω + η)
+
nh∑
a=1
θXXZ(ω − xa) −
np∑
a=1
θXXZ(ω − ya) −
∮
C
θ′XXZ(ω − ν) ln
[
1 + aµ(ν)] · dν2iπ . (8.1.28)
Given an eigenvector |Ψn
〉
= Bq(µ1) · · · Bq(µN)| 0 〉q of the quantum transfer matrix parametrised by the roots
{µa}N1 , one can build on these expressions so as to provide a one-fold integral representation for the associated
ratio of the eigenvalues of the quantum transfer matrix:
ρ(n)N = exp
{ np∑
a=1
ln
(sinh(̂ya + η)
sinh(̂ya)
)
−
nh∑
a=1
ln
(sinh(x̂a + η)
sinh(x̂a)
)
+
∮
C
sinh(η)
sinh(ν + η) sinh(ν)̂ z(ν)|h′=h · dν
}
(8.1.29)
where
ẑ(ν) = 1
2iπ ln
(1 + âλ(ν)
1 + âµ(ν)
)
. (8.1.30)
Note that the h′ = h subscript is there to indicate that one should set h′ = h in the solution âµ. Under the previous
hypothesis it is straightforward to take the infinite Trotter number limit of the ratio of eigenvalues: it is simply
enough to carry out the substitution
ẑ(ν) ֒→ z(ν) = 1
2iπ ln
(1 + aλ(ν)
1 + aµ(ν)
)
(8.1.31)
in (8.1.29). In (8.1.31), the functions aλ, resp. aµ, are defined as the solutions to the non-linear integral equations
(8.1.24), resp. (8.1.28). As a consequence, one gets that ρ(n)N → ρ(n) with
ρ(n) = exp
{ np∑
a=1
ln
(sinh(ya + η)
sinh(ya)
)
−
nh∑
a=1
ln
(sinh(xa + η)
sinh(xa)
)
+
∮
C
sinh(η)
sinh(ν + η) sinh(ν) z(ν)|h′=h · dν
}
. (8.1.32)
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8.1.3 The form factors at finite Trotter number
Let |Ψn 〉 = Bq(µ1) · · · Bq(µN)| 0 〉q be an eigenvector of the quantum transfer matrix parametrised by the roots
{µa}N1 solving the Bethe Ansatz equations (8.1.16). Then the evaluation of the amplitude A (n)N defined in (8.1.14)
boils down to some handlings of the exchange relations provided by the Yang-Baxter algebra along with the use
of Slavnov’s determinant representation for the scalar products, I refer to Section 5 & 6 and Appendices A& B of
[A25] for more details. All-in-all, this allows one to recast the amplitudes in terms of ratios of determinants of size
N matrices adjoined to some prefactors corresponding to simple and double products. All these quantities involve
both sets of roots {µa}N1 and {λa}N1 and the overall structure is similar to the one obtained for the form factors in
Section 2.2 of Chapter 2. The main issue, then, is to recast the answer in such a way that one can take the Trotter
limit thereof. In this case, due to a completely different pattern of the Bethe roots, the approach which allowed
one to carry out the large-L analysis of the form factors at zero temperature is not applicable. The main idea, then,
is to rewrite all the products and finite-size determinants in terms of integrals, resp. Fredholm determinants of
integral operators, whose integrands, resp. integral kernels, depend on the functions âλ and âµ.
In order to state the result of all these manipulation, I first need to introduce a few notations. Given a suffi-
ciently regular compact curve γ ⊂ C, Lγ refers to the iπ-periodic Cauchy transform subordinate to the contour C
which, for z ∈ C \ γ and f ∈ L1(γ) takes the form
Lγ[ f ](z) =
∮
γ
f (ω) coth(ω − z) · dω . (8.1.33)
This Cauchy transform allows one to define two integral kernels
U(λ)
θ;γ[ ẑ ](ω,ω′) = −
e−Lγ[ ẑ ](ω) · [Kh−h′(ω − ω′) − Kh−h′(θ − ω′)]
e−Lγ[ ẑ ](ω−η) − e h−h′T e−Lγ[ ẑ ](ω+η)
(8.1.34)
U(µ)
θ;γ[ ẑ ](ω,ω′) =
eLγ[ ẑ ](ω
′) · [Kh−h′(ω − ω′) − Kh−h′ (ω − θ)]
eLγ[ ẑ ](ω′+η) − e h−h′T eLγ[ ẑ ](ω′−η)
(8.1.35)
whose definition also involves the function
Kh−h′ (λ) = 12iπ
{
coth(λ − η) − e h−h
′
T coth(λ + η)
}
. (8.1.36)
Assume that there exists some compact Cγ containing γ such that the only singularities of the kernels inside of this
compact are the cuts on γ of the Cauchy transforms and let Γ(γ) = ∂Cγ be its boundary. Then, due to the criterion
developed in [116], the integral kernels (8.1.34)-(8.1.35) give rise to trace class integral operators U(λ/µ)
θ;γ [ ẑ ] on
L2
(
Γ(γ)). As a consequence, the Fredholm determinants of id + U(λ/µ)θ;γ [ ẑ ] are well-defined. In any case where
such a compact does not exists, the symbols det [id + U(λ/µ)
θ;γ [ ẑ ]
]
should be understood as the analytic continuations
in the spirit of Proposition 2.3.2 of the Fredholm determinants det [id + U(λ/µ)
θ;γ [ ẑ ]
]
arising in a situation where the
contour can be constructed.
Finally, for ν = λ or ν = µ,
K̂γ;ν(ω,ω′) = K0(ω − ω
′)
1 +
[
âν(ω)]−1 . (8.1.37)
is the integral kernel of the operator K̂γ;ν on L2(γ).
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Proposition 8.1.1 Let |Ψn 〉 = Bq(µ1) · · · Bq(µN)| 0 〉q be an eigenvector of the quantum transfer matrix parametrised
by the roots {µa}N1 solving the Bethe Ansatz equations (8.1.16) at h′ = h and such that
〈
Ψn
∣∣∣Ψn〉 , 0. Assume
furthermore that {µa}N1 , {λa}N1 .
Then, the amplitude A (n)N defined in (8.1.14) admits the representation
A (n)N = −
2T 2
ρ
(n)
N
·
(
ρ
(n)
N − 1
)2 · ∂2
∂h′2
{
Ŝ(h,h′)
}
|h′=h (8.1.38)
The amplitude Ŝ(h,h′) is expressed by means of the function ẑ (8.1.30) defined in terms of the solution âλ to (8.1.22)
at magnetic field h and âµ to (8.1.27) at magnetic field h′:
Ŝ(h,h′) = exp
{∮
Cn
dω
∮
C ′n⊂Cn
dν
[
coth′(ω − ν + η) − coth′(ω − ν)] ẑ(ω) ẑ(ν)} · Â(h,h′) . (8.1.39)
The contour C ′n is a slight deformation of Cn such that C ′n is entirely contained in Cn but still enjoys the same
properties. Finally, one has
Â(h,h′) =
(
1 − e h−h
′
T
)2{
e−LCn [̂z](θ1−η) − e h−h′T e−LCn [̂z](θ1+η)
}{
eLCn [̂z](θ2+η) − e h−h′T eLCn [̂z](θ2−η)
}
×
detΓ(Cn)
[
id + U(λ)
θ1
[ ẑ ]
]
· detΓ(Cn)
[
id + U(µ)
θ2
[ ẑ ]
]
det
[
id + K̂Cn;λ
] · detCn [id + K̂Cn;µ] . (8.1.40)
The expressions for Ŝ(h,h′) and Â(h,h′) all involve a contour Cn encircling all the roots {λa}N1 and {µa}N1 and the
point −β/N but not any other zero (or singularity) of 1+ âλ(ω) and 1+ âµ(ω). If such a contour does not exist, the
answer should be considered as a limit of a small deformation of the roots {λa + εa}N1 and {µa + ε′a}N1 where such
a contour exists.
Here, two comments are in order.
• The parameters θ1, θ2 appearing in the expression for Â(h,h′) are arbitrary. Although individual terms of
the expression do depend on the θa’s, the expression taken as a whole, does not depend on the θa’s, see
Appendix A.3 of [213].
• The expression for the amplitude (8.1.38) involves a partial derivative in respect to h′. To allow doing so,
one should prove the property of differentiability in h′ for âµ. This boils down to the differentiability of the
roots {µa}N1 . The parameters {µa}N1 one starts with in Proposition 8.1.1 are assumed to be a solution of the
Bethe Ansatz equations at magnetic field h which has the property that the associated Jacobian of the Bethe
equations does not vanish (the latter is equivalent to 〈Ψn ∣∣∣Ψn〉 , 0). By the implicit function theorem, this
guarantees the existence of a smooth deformation h′ 7→ {µa(h′)}N1 of these roots.
Under the hypothesis stated in the previous section relatively to the functions âλ and âµ, it is straightforward
to take the infinite Trotter number limit on the level of the representation (8.1.38): just as for the case of the
correlation lengths, one should solely carry out the replacement
ẑ(ν) ֒→ z(ν) and âλ/µ ֒→ aλ/µ (8.1.41)
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exactly as it has been discussed in (8.1.31). This gives rise to the amplitudes A (n).
All-in-all, under the additional hypothesis of convergence of the obtained series and exchangeability of limits,
one gets the representation:
〈
σz1 · σzm+1
〉
T
−
〈
σz1
〉2
T
=
+∞∑
n=1
(
ρ(n)
)m ·A (n) . (8.1.42)
There, the ratios of eigenvalues are as given by (8.1.32) while the amplitudes A (n) are obtained from the ampli-
tudes A (n)N in (8.1.38) by means of the substitution (8.1.41).
The exponential decay at large-distances of the σz − σz connected two-point function at finite temperature
follows directly from the properties of the correlation lengths.
8.2 The low-temperature limit
8.2.1 The strategy and main result
The series expansion (8.1.13) provides one with a quite effective representation for a correlation function at finite
temperature. In particular, upon reasonable hypothesis, the leading large-distance asymptotic expansion of the
two-point function can be readily extracted from it. It seems reasonable to ask whether this kind of expansion
allows one to test the conformal field theory based predictions for the long-distance asymptotic behaviour of two
point functions in models at finite but sufficiently low temperatures. Upon some additional hypothesis and certain
formal handlings of the type described in Chapter 5, it is indeed possible to reproduce the conformal predictions
for the large-distance asymptotic behaviour. To do so, one needs to process in three steps :
i) obtain the low-T asymptotic expansion of the (supposedly existing) solutions aλ and aµ to the non-linear
integral equations (8.1.24) and (8.1.28). This can be achieved by making a certain amount of hypothesis
on the overall properties of the functions aλ and aµ. Using results obtained in [A23], such properties can
be checked to hold a posteriori on the level of the obtained answer for the low-T expansion. This provides
a consistency test of the analysis. So far, I only managed to prove [A2] the existence of such asymptotic
expansion in the much simpler case of the solution to the non-linear integral equation (1.2.21) which drives
the finite temperature behaviour of the free energy of the non-linear Schrödinger model.
ii) Extract the low-T asymptotic behaviour of the amplitudes A (n) and ratios of eigenvalues ρ(n). Taking for
granted the low-T asymptotic expansion for aλ and aµ obtained in step i), this low-T asymptotic analysis
can be done rigorously.
iii) Re-sum the series resulting from the replacement in (8.1.13) of the amplitudes A (n) and ratios of eigenvalues
ρ(n) by their leading low-T asymptotics.
The techniques allowing one to carry out the low-T analysis of step ii) have been first developed in my collabo-
ration with Maillet and Slavnov [A27]. In collaboration with Dugave and Göhmann [A24], I managed to set the
derivation of into a rigorous framework, provided that the low-T asymptotic expansions of obtained in step i) are
taken for granted. Step iii) builds from its very start on the hypothesis that it is licit to exchange the summation
over n in (8.1.13) with the low-T asymptotic expansion of the individual summands. Further, even if this is taken
for granted, one still has to allow for various formal handlings in the spirit of those described in Section 5.1. Still,
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despite the obvious missing bricks in the analysis, the arguments developed in steps i)-iii) lead to the conclusion
that, in the limit m → +∞, the product Tm being fixed:
〈
σz1 · σzm+1
〉
T
≃
〈
σz1
〉2 − 2
π2Z2
(
πT/vF
sinh
[
1
vF
πTm
])2 + ∑
ℓ∈Z∗
∣∣∣Fℓ(σz)∣∣∣2e2imℓpF ( πT/vF
sinh
[
1
vF
πTm
])2ℓ2Z2 (8.2.1)
This is precisely the form predicted on the basis of conformal field theory arguments. The symbol ≃ in (8.2.1)
indicates that the rhs should provide one with the leading asymptotic behaviour of each oscillating harmonic up to(
1 + o(1)) corrections. In order to describe the various constants arising in the expansion (8.2.1), I need to remind
a few results relative to the characterisation of the thermodynamic limit (at zero temperature) of the XXZ spin-1/2
chain. The Fermi boundary q defining the endpoint of the Fermi zone at a given magnetic field h corresponds the
the unique solution
(
q, εXXZ(λ | q)) to the below equations on the unknowns Q and εXXZ(λ | Q):
εXXZ(λ | Q) +
Q∫
−Q
KXXZ
(
λ − µ | ζ)εXXZ(µ | Q) · dµ2π = h − 2J sin(ζ)KXXZ(λ | ζ/2) (8.2.2)
and
εXXZ(Q | Q) = 0 where KXXZ(λ | ζ) = sin(2ζ)
sinh(λ − iζ) sinh(λ + iζ) . (8.2.3)
With Dugave and Göhmann, we proved (Theorem 3 of [A23]) that this solution indeed exists and is unique. We
also obtained some explicit bounds on the Fermi boundary q. In particular one has 0 ≤ q < +∞ whenever h > 0.
The function εXXZ(λ) ≡ εXXZ(λ | q) corresponds to the dressed energy of the excitations in the massless regime of
the XXZ chain. The dressed momentum and dressed charge are then defined as the unique solutions† to the linear
integral equations:
(
ZXXZ(λ)
p′XXZ(λ)
)
+
q∫
−q
KXXZ
(
λ−µ | ζ) ( ZXXZ(µ)p′XXZ(µ)
)
·dµ
2π
=
(
1
KXXZ
(
λ | ζ/2)
)
and pXXZ(λ) =
λ∫
0
p′XXZ(λ)·dλ .
(8.2.4)
The Fermi momentum pF of the XXZ chain is defined as pF = p(q), the Fermi velocity vF = ε′XXZ(q)/p′XXZ(q)
and the constant Z corresponds to the value taken by the dressed charge of the XXZ chain on the Fermi boundary
Z = ZXXZ(q). The Fermi momentum parametrises the so-called ground state expectation value of the σz1 operator:〈
σz1
〉
= 1 − 2
π
pF . (8.2.5)
Finally, it remains to describe the amplitude
∣∣∣Fℓ(σz)∣∣∣2. It corresponds to the properly normalised in the volume
L thermodynamic limit of the modulus squared of the form factor of the σz operator taken between the ground
state |G.S . 〉 and the fundamental representative | ℓ 〉 of the ℓ-critical class (the terminology is analogous to the one
introduced below Corollary 2.3.3) of the XXZ chain:
∣∣∣Fℓ(σz)∣∣∣2 = lim
L→+∞
{( L
2π
)2ℓ2Z2
· |
〈
ℓ |σz1|G.S .
〉|2〈G.S . ∣∣∣G.S .〉 · 〈 ℓ ∣∣∣ ℓ〉
}
. (8.2.6)
†In this case, uniqueness is relatively easy to see since one can show that the spectral radius of the integral operator KXXZ on L2([−q ; q])
is strictly less than 1. See Proposition 2 of [A23] for more details.
198
8.3 The surface free energy
8.3.1 The model and the starting expression
I will discuss in this section the results relative to a characterisation of the surface free energy of the XXZ chain
subject to so-called diagonal boundary fields that I obtained in [A26]. The Hamiltonian of this model embedded
in an overall magnetic field h is defined as
H
(bd)
XXZ = J
L−1∑
a=1
{
σxa σ
x
a+1 + σ
y
a σ
y
a+1 + cosh η (σza σza+1 + 1)
}
+ J sinh η coth ξ− σz1 + J sinh η coth ξ+ σ
z
L + J
cosh (2η)
cosh (η) −
h
2
L∑
a=1
σza . (8.3.1)
The parameters ξ± parametrise the intensity of the two boundary fields. The quantum integrability of this model
builds on the reflection equation introduced by Cherednik [75]. The transfer matrix t(bd)XXZ is built [325] out of the
diagonal solutions [75] of the reflection equations
K±a (λ) = Ka (λ + η/2 ± η/2; ξ±) with Ka (λ; ξ) =
(
sinh (λ + ξ) 0
0 sinh (ξ − λ)
)
[a]
(8.3.2)
and from the monodromy matrix Ta (λ) of the periodic XXZ chain (8.1.2) :
t
(bd)
XXZ(λ) = (−1)Ltra
[
K+a (λ) Ta (λ) K−a (λ)σya Ttaa (−λ − η)σya
]
|ξ=0 . (8.3.3)
The boundary transfer matrix satisfies
t
(bd)
XXZ(0) =
tra
[
K+a (0)
]
tra
[
K−a (0)
]
2
[
sinh(η)]2L idL (8.3.4)
and
H
(bd)
XXZ = J sinh η
{ d
dλ
ln t(bd)XXZ(λ)
}
|λ=0
− h
2
L∑
a=1
σza . (8.3.5)
There, idL is the identity operator on hXXZ. These identities allow one to represent the partition function of the
boundary XXZ chain as the Trotter limit:
ZT [H(bd)XXZ] = trhXXZ [e− 1T H(bd)XXZ ] = limN→+∞
{
trhXXZ
[(
t
(bd)
XXZ
( − β/N) · (t(bd)XXZ(0))−1)N · L∏
a=1
e
h
2T σ
z
a
]}
. (8.3.6)
As shown in [52], the representation (8.3.6) can be reorganised in the form
ZT
[
H
(bd)
XXZ
]
= lim
N→+∞
{( 2
tra
[
K+a (0)
]
tra
[
K−a (0)
] )N tra1,...,a2N [Pa1a2 (−β/N) . . . Pa2N−1a2N (−β/N) (tq(0))L]} , (8.3.7)
where tq(ξ) = trk[Tq;k(ξ)] is the quantum transfer matrix constructed from the quantum monodromy matrix (8.1.7)
while Pab(λ) is the one-dimensional projector
Pab(λ) = K+a (λ)
[| + 〉a| + 〉b + | − 〉a| − 〉b] · [〈 + |a〈 + |b + 〈 − |a〈 − |b]K−a (λ) (8.3.8)
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on haq ⊗ hbq .
The surface free energy associated with H(bd)XXZ is defined as the difference between the free energy of the XXZ
chain subject to periodic and the one subject to the "diagonal" boundary conditions. Assuming that a large-L
asymptotic behaviour of the type (1.2.23) holds, the surface free energy can be related to the large-volume L limit
of the ratio of partition functions:
e−
fsurf
T ≡ lim
L→+∞
{ ZT [H(bd)XXZ]
trhXXZ
[
e−
1
T HXXZ
]} . (8.3.9)
Assuming further the exchangeability of the Trotter and infinite volume limits, it is possible to represent [52]
e−
fsurf
T in terms of the Trotter limit:
e−
fsurf
T = lim
N→+∞
{
e−
f (N)
surf
T
}
where e−
f (N)
surf
T =
〈
Ψ0 |Pa1a2 (−β/N) · · · Pa2N−1a2N (−β/N) |Ψ0
〉
〈
Ψ0
∣∣∣Ψ0〉 · {tra [K+a (0)] · tra [K−a (0)] /2}N . (8.3.10)
Above |Ψ 〉0 stands for the "dominant" eigenvector (8.1.19) of the quantum transfer matrix for the XXZ spin -1/2
chain subject to periodic boundary conditions.
8.3.2 Transformations towards taking the Trotter limit
Building on the representation for the local projector (8.3.8), it is possible to recast exp
{
− 1
T
f (N)
surf
}
in the form
e−
f (N)
surf
T =
(
2
tr0 [K+ (0)] tr0 [K− (0)]
)N
· F
+ · F −〈
Ψ0
∣∣∣Ψ0〉 . (8.3.11)
F + and F − stand for the expectation values
F + ≡ 〈Ψ0 |K+a1 (−β/N) . . .K+a2N−1 (−β/N) | v 〉 and F − ≡ 〈 v |K−a1 (−β/N) . . .K−a2N−1 (−β/N) |Ψ0 〉 (8.3.12)
where
| v 〉 = (| + 〉a1 | + 〉a2 + | − 〉a1 | − 〉a2) ⊗ · · · ⊗ (| + 〉a2N−1 | + 〉a2N + | − 〉a2N−1 | − 〉a2N ) (8.3.13)
and 〈 v | is the dual vector. Formula (8.3.11) constitutes the starting point towards taking the infinite Trotter number
limit of f (N)
surf . The large-N analysis of this expression is made possible thanks to the observation made in [A26]
that F ± both can be recast in terms of ZN
(
{ξa}N1 ; {λk}N1 ; ξ−
)
, the partition function of the six-vertex model with
reflecting ends.
Proposition 8.3.1 The representation holds
F − = e− Nh2T ·ZN
(
{−β/N}N1 ; {λk}N1 ; ξ−
)
and F + =
( sinh (2η − 2β/N)
e
h
2T sinh
( − 2β/N)
)N
·ZN
(
{−β/N}N1 ; {λk}N1 ; ξ+
)
(8.3.14)
where the notation {−β/N}N1 means that the N auxiliary parameters ought to be set equal to −β/N. Also, the
roots {λa}N1 are the Bethe roots which parametrise the dominant eigenvector |Ψ0
〉
of the quantum transfer matrix
(8.1.19).
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Tsuchiya [358] showed that the partition function of the six-vertex model with reflecting ends admits a deter-
minant representation of Izergin type [183]:
ZN
(
{ξa}N1 ; {λk}N1 ; ξ−
)
=
N∏
a=1
{
sinh (ξ− + λa) sinh (2ξa)
}
·
N∏
a,b=1
{
s (ξa, λb) · s (ξa + η, λb)
}
N∏
a<b
{
s (λb, λa) sinh (ξa − ξb) sinh (ξa + ξb + η)
} · detN [N] . (8.3.15)
s(λ, µ) and the entries of the matrix N are defined as
s (λ, µ) = sinh (λ + µ) sinh (λ − µ) and N jk = sinh (η)
s
(
ξ j + η, λk
)
s
(
ξ j, λk
) . (8.3.16)
It is readily checked that all the singularities present in the denominator of (8.3.15) correspond to zeroes of the
determinant. The coefficients F ± are expressed as the semi-homogeneous limit of the partition function where
ξa → −β/N. Taking this semi-homogeneous limit brutally on the level of (8.3.15) would replace detN [N] by a
Wronskian determinant of size N. Such a representation is however not adapted for taking the large-N limit. All
the more that, so as to take this limit effectively, one should find a way to extract all the potential zeroes out of the
determinant, namely also those at λa = ±λb. Taking these limits can be achieved by means of Cauchy determinant
factorization techniques [331] followed by some combinatorial rewriting of the answer.
Theorem 8.3.2 Let {λa}N1 solve the system of Bethe equations associated with the quantum tranfser matrix (8.1.16)
and âλ be as defined by (8.1.20). Then, the homogeneous limit ξa → −β/N, a = 1, . . . , N of the partition function
admits the below representation:
ZN
(
{−β/N}N1 ; {λa}N1 ; ξ−
)
=
N∏
a=1
{
sinh (−2β/N) sinh (λa + ξ−)
sinh (2λa)
}
·
N∏
a=1
[
sinh (λa − β/N) sinh (η − λa − β/N)
]N
×
N∏
a<b
sinh (λa + λb + η)
sinh (λa + λb) ·
{ N∏
p=1
[1 + κ̂aλ(−λp)]
1
2 ·
(
1 + κ̂aλ (0)
1 − κ̂aλ (0)
) 1
4
· eF (κ)N ({λa}N1 )
}
|κ=1
. (8.3.17)
For |κ| small enough, F (κ)N is defined by the convergent series
F (κ)N
(
{λa}N1
)
=
+∞∑
k=0
κ2k+1
∮
C1⊃···⊃C2k+1
2k+1∏
p=1
{
Û(ωp, ωp+1)
}
·
{ +∞∑
n=k
[
κ2 âλ(ω2k+1 )̂aλ(−ω2k+1)
]n−k
2n + 1
} d2k+1ω
(2iπ)2k+1
−
+∞∑
k=1
κ2k
∮
C1⊃···⊃C2k
2k∏
p=1
{
Û(ωp, ωp+1)
}
·
{ +∞∑
n=k
[
κ2 âλ(ω2k )̂aλ(−ω2k)
]n−k
2n + 1
} d2kω
(2iπ)2k . (8.3.18)
The contours arising in the multiple integrals C1 ⊃ · · · ⊃ Cp, p ∈ N∗, are encased contours such that Ck, for
k = 1, . . . , p encircles the roots λ1, . . . , λN but not any other singularity of the integrand. In particular, the poles
at ωk = −ωk+1 are not encircled by Ck. Also, the integrands in the multiple integrals are expressed by means of
the convention ωn+1 ≡ ω1 and are built up from the function
Û(ω,ω′) = −e
− hT sinh (2ω′ + η)
sinh (ω′ + ω) sinh (ω − ω′ + η)
N∏
a=1
sinh (λa + ω′) sinh (ω′ − λa + η)
sinh (ω′ − λa) sinh (λa + ω′ + η) . (8.3.19)
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I should comment on how formula (8.3.17) should be understood. First of all, the function appearing inside
of the last bracket is an entire function of κ. It has thus a well defined limit when κ = 1. However, the individual
constituents of this function might not be well defined in the κ → 1 limit. For instance the series might not be
convergent at κ = 1. Thus, the expression inside of the bracket is to be understood as the analytic continuation
from κ small up to κ = 1. Second, the formula contain some potential singularities at λa = −λb. Should two roots
satisfy λa + λb = 0, then the formula should be understood as the appropriate limit. This limit is well defined in
that all such singularities are cancelled by the zeroes of ∏Np=1[1+ κ̂a(−λp)] 12 . In the following, I will simply admit
that the analytic continuation up to κ = 1 can be made simply by setting κ = 1 directly in each of the terms present
in (8.3.17).
The proof of Theorem 8.3.2 follows from Lemma 2.1, Lemma 2.2 and Proposition 2.2 of [A26].
Theorem 8.3.2 is already enough so as to provide an expression for the surface free energy that constitutes a
good starting point for taking the infinite Trotter number limit. Namely, one has
exp
{
− 1
T
f (N)
surf
}
= e
Nh
T
N∏
a=1
sinh (ξ− + λa) sinh (ξ+ + λa)
sinh (ξ−) sinh (ξ+) ·
N∏
a=1
sinh (η)
sinh (2λa + η) ·
N∏
a=1
sinh (−2β/N)
sinh (2λa)
×
N∏
a,b=1
sinh (λa + λb + η)
sinh (λa − λb + η) ·
{∏N
a,b sinh (λa − λb)
N∏
a=1
â ′(λa)/̂a(λa)
}
·
{ ∏N
a=1
[
1 + â(−λa)]∏N
a,b sinh (λa + λb)
} (
1 + â(0)
1 − â(0)
) 1
2
×
(
sinh (2η − 2β/N)
sinh (2η)
)N
· e
2F (1)N ({λa}N1 )
det
[
id + K̂C ;λ
] . (8.3.20)
Above, C is the contour defined below of (8.1.22) and K̂C ;λ is the integral operator on L2(C ) characterised by the
integral kernel (8.1.37).
In order to take the infinite Trotter number limit, one should recast all the dependence on the {λa} variables in
(8.3.20) in terms of contour integrals solely involving the function âλ, similarly to what has been discussed in the
case of the form factors of the quantum transfer matrix. The necessary rewritings are described in Section 3.1 of
[A26]. All-in-all, one obtains
exp
{
− 1
T
f (N)
surf
}
=
(
sinh (η) sinh (2η − 2β/N)
sinh (η − 2β/N) sinh (2η)
)N
e−
1
T
[
B̂(ξ+) + B̂(ξ−)
]√
1 − [̂a(0)]2
· 1 + e
−h/T
det [id + K̂C ;λ] exp
{
2FN
(
{λa}N1
)
+ Î
}
. (8.3.21)
The whole dependence on the parameters ξ± encoding the intensity of the boundary fields is contained in the
function
B̂(ξ) = −N ln
(sinh (ξ − β/N)
sinh (ξ)
)
− Tδξ ln [1 + â(−ξ)] + T ∮
C
ln [1 + â (ω) ] · coth (ω + ξ) · dω
2iπ (8.3.22)
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where δξ = 1 if −ξ is surrounded by C and δξ = 0 otherwise. Further, Î is defined in terms of single and two-fold
integrals
Î = 2
∮
C
dω
2iπ ln
[
1 + â (ω) ][ coth (2ω) + coth (2ω + η) ]
− 2N
∮
C
dω
2iπ ln
[
1 + â (ω) ] [coth (ω + β/N) − coth (ω − β/N) + coth (ω − β/N + η) − coth (ω + β/N + η)]
+
∮
C
dω
2iπ
∮
C ′⊂C
dω′
2iπ ln
[
1+̂a (ω) ] ln [1+̂a(ω′)][− coth′(ω−ω′)+ ∂ω∂ω′ ln [sinh (ω + ω′ + η)
sinh (ω − ω′ + η)
]
− coth′(ω+ω′)
]
.
The contour C arising in the first line does not surround the points iπ/2 and −η/2 mod [iπ].
Finally, the function F (1)N
(
{λa}N1
)
is as defined through (8.3.18) with the exception that the kernel Û is now
defined as
Û(ω,ω′) = −e
− hT sinh (2ω′ + η)
sinh (ω + ω′) sinh (ω − ω′ − η) ·
[
sinh (ω′ − β/N) sinh (ω′ + β/N + η)
sinh (ω′ + β/N) sinh (ω′ − β/N + η)
]N
exp
{
−
∮
CU
dτ
2iπ
ln [1 + â (τ) ][ coth(τ + ω′) + coth(ω′ − τ) − coth(τ + ω′ + η) − coth(ω′ − τ + η)]} .
The contour CU arising in its definition is such that given any ω′, ω ∈ Cp, where Cp refers to any of the encased
contours present in (8.3.18), the points
±ω′, ±(ω′ + η) ± (ω′ − η) (8.3.23)
are not surrounded by CU . However, CU encircles all the roots λ1, . . . , λN as well as the origin.
Upon similar assumptions to those advanced in Section 8.1.2 relatively to the infinite Trotter number limit of
the function âλ and the hypothesis of convergence of the series defining F (1)N in the infinite Trotter number limit,
one can readily take the limit, basically by replacing, everywhere, the function âλ by its limit aλ defined as the
solution to the non-linear integral equation (8.1.24). The answer can be found in Subsection 3.3 of [A26]. Since
it is quite similar to the one at finite Trotter number, I do not reproduce it here.
8.3.3 The boundary magnetisation at finite temperatures
The boundary magnetization at finite length and temperature can be expressed as
〈σ1〉T ;L = sinh
2(ξ−)
β
· ∂
∂ξ−
[ lnZT [H(bd)XXZ]] . (8.3.24)
Assuming that it is licit to exchange the infinite volume limit L → ∞ limit with the ξ−-derivation, one obtains the
representation
〈σ1〉T = 1 + T sinh
2(ξ−)
J sinh (η) ·
δξ−a
′
λ(−ξ−)
1 + aλ(−ξ−) + T
sinh2(ξ−)
J sinh(η)
∮
C
ln [1 + aλ(ω)]
sinh2(ω + ξ−)
· dω
2iπ . (8.3.25)
There aλ corresponds to the solution of the non-linear integral equation (8.1.24). The integral representation
(8.3.25) is perfectly fit for a numerical investigation of the boundary magnetisation at finite temperature, see
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Section 4.2 of [A26] and Figures 6-10 of that paper. Also, under similar assumptions to those discussed in Section
8.2 above, one can obtain the low-T expansion of the boundary magnetisation. In the massless regime η = −iζ
with 0 < ζ < π, it takes the form
〈
σz1
〉
T = 1 +
sinh2(ξ−)
Ji sin(ζ)
∫
Cξ−
ε0(λ)
sinh2(λ + ξ− + iζ/2)
· dλ
2iπ + O(T
2) (8.3.26)
in which
Cξ = [−q ; q] ∪ ∂D−iζ/2−ξ,ǫ if 0 < −ℑ(ξ) < ζ/2
Cξ = [−q ; q] otherwise (8.3.27)
and ǫ > 0 is small enough. The leading term of this expansion can be shown to coincide, see page 32-33 of [A26],
with the answer that can be deduced from the multiple integral representations for the elementary blocks of the
open XXZ spin-1/2 chain at zero temperature obtained in [211].
8.4 Conclusion
I have described in this chapter the various contributions I brought to the understanding of correlation functions
of quantum integrable models at finite temperature or to obtaining closed formulae for the surface free energy at
finite temperatures. The result presented in this chapter allow one to test and confirm the conformal field theory
based predictions for the large-distance asympototic behaviour at finite, but small, temperatures of the two-point
functions of the XXZ chain. The content of this chapter was based on the joint works with Dugave, Göhmann
[A23, A24, A25], with Pozsgay [A26] and Maillet and Slavnov [A10, A27]. The analysis I have presented builds
on numerous hypotheses. It would be extremely interesting to prove, if not all, then at least some of these.
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Chapter 9
Final conclusion and outlook
This habilitation thesis gives an account of the progress I achieved over the period ranging from January 2009
to January 2015 in pushing forward the theory of correlation functions in quantum integrable models and, in
particular, solving various problems in asymptotic analysis related to these objects. In certain cases, I was able to
push the analysis to the very end on rigorous grounds. Sometimes, I was able to bring into a rigorous formalism
the handlings that were conjectured to hold true. Relatively to other problems, I only managed to carry out a
consistent, rigorous, analysis provided some hypotheses are made. Finally, in some cases, I was only able to
develop a formal asymptotic analysis.
The results I obtained allowed, among other, for
• a thorough first principle based-check of an good deal of universal behaviours for models belonging to the
Luttinger liquid universality class;
• a characterisation of the structure of the non-conformal (sub-leading terms) part of the large-distance and
long-time asymptotic expansion of a two-point function;
• setting forth some of the elements of the theory of multidimensional Fredholm series, in particular, the
multidimensional flow method allowing one to study their large-parameter asymptotics;
• developing the Riemann–Hilbert problem approach to c-shifted integrable integral operators;
• providing a deeper understanding of the quantum separation of variables for the Toda chain;
• pushing further the methods for extracting the large-number of integration asymptotic behaviour of multiple
integrals;
• pushing further the understanding of correlation functions in quantum integrable models at finite tempera-
ture.
The problems I investigated led to numerous open questions. In the years to come, I would like to dedicate
my attention to some of these.
The various aspects of the large-N asymptotic analysis of the sinh-model I developed so far are still not
enough so as to extract the large-N limit of the multiple integrals directly of interest to the quantum separation
of variables. It would definitely be worth developing tools allowing one to carry out the asymptotic analysis of
the form factors of the exponent of the field in the lattice-discretised sinh-Gordon model. Here, some more input
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to the method I developed would be needed due to the weakly confining nature of the potential that is associated
with the N-dependent q functions in this model. The next case that I would like to investigate corresponds to
the N-fold integrals which arise within the framework of the "discrete" separation of variables. These integrals
still correspond to two-body sinh interactions but now the integration runs through C N with C some curve in C.
Here, several difficulties will arise due to the loss of a probabilistic interpretation. Independently of the quantum
separation of variables setting, I am also planning to develop methods allowing one to carry out the large-number
of integration analysis of the multiple integrals that arise as Nth summands of multidimensional Fredholm series.
Here, a good example to start with would be the case of the emptiness formation probability in the non-linear
Schrödinger model. On top of having to deal, again, with complex valued integration, an additional difficulty
would issue from the semi-implicit nature of the integrands which makes it difficult to obtain local estimates of
the growth/decay in N of the integrand. Understanding the case of the emptiness formation probability should
already be enough so as to be able dealing with the more involved multidimensional Fredholm series such as the
one describing the generating function of the spin-spin correlation functions in the XXZ spin-1/2 chain or those
arising from form factor expansions in 1+1 dimensional integrable quantum field theories in infinite volume.
Independently of settling the convergence issues, I would also like to reach some understanding of the large-x
behaviour of so-called critical multidimensional Fredholm series as described in Chapter 4. The various problems
in asymptotic analysis related to this issue look extremely stimulating and interesting. On the one hand, one would
have to discover how to deal with g-functions within the setting of operator valued Riemann–Hilbert problems
and, on the other hand, it will be necessary to adapt the method of multidimensional flows to the new class of
asymptotic behaviour embodied by the "base" Fredholm determinant at the root of the critical multidimensional
Fredholm series.
There is yet another topic to which I would like to dedicate my research to, namely developing a more rigorous
framework for dealing with the quantum integrable models at finite temperature. Here, the cornestone result
would consist in developing the theory of the class of non-linear integral equations arising in the problem and,
in particular, finding ways for proving the existence and uniqueness of their solutions. The main difficulty would
consist in having to step out of the real variable setting an building on some specific properties associated with the
presence of complex variables.
Finally, I plan to explore as well the large-volume behaviour of the form factors of the XXZ chain at zero
magnetic field and the structure of the associated form factor expansions of multi-point functions. Here, it would
be extremely interesting to focus on the isotropic point, the XXX chain, where one expects new features to arise
in the large-distance asymptotic expansion of two-point functions.
Appendix A
Main notations and symbols
A.1 General symbols and sets
• o and O refer to standard domination relations between functions. In the case of matrix function M(z) and
N(z), the relation M(z) = O(N(z)) is to be understood entry-wise, viz. M jk(z) = O(N jk(z)).
• O(N−∞) means O(N−K) for arbitrarily large K’s.
• Given a set A ⊆ X, Int(A) for its interior A for its closure and Ac for its complement in X.
• A letter appearing in bold usually denotes a vector. An integer subscript attached to a vector, e.g. λN ,
denotes its dimensionality (N in this case):
λN =
(
λ1, . . . , λN
) ∈ RN . (A.1.1)
• dNλ denotes the product of Lebesgue measures ∏Na=1 dλa.
• N is the set of non-negative integers {0, 1, 2, . . . }.
• Mp(C) is the space of p × p matrices over C. It is endowed with the norm
∣∣∣∣∣∣M∣∣∣∣∣∣ = maxa,b |Ma,b|.
• δa,b stands for the Kronecker symbol δa,b = 1 in a = b and δa,b = 0 otherwise.
• The superscript T will denote the transposition of vectors, viz.
if ~v =

v1
...
vN
 then ~vT = (v1 . . . vN) . (A.1.2)
• I2 is the 2 × 2 identity matrix while σx, σy and σz stand for the Pauli matrices:
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
and 2σ± = σx ∓ iσy . (A.1.3)
• H± = {z ∈ C : Im (±z) > 0} is the upper/lower half-plane, and R± = {z ∈ R : ±z ≥ 0} is the closed
positive/negative real axis.
• Da,η ⊂ C is the open disk of radius η centred at a. ∂Da,η stands for its canonically oriented boundary.
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A.2 Functions
• Given a set A ⊆ X, 1A stands for the indicator function of A.
• For any x ∈ R, [x] denotes the integer part of x, namely if n ≤ x < n + 1, n ∈ Z, then [x] = n.
• sgn is the sign function on R defined as
sgn(x) = −1 if x < 0 , sgn(0) = 0 , sgn(x) = 1 if x > 0 . (A.2.1)
• Given generic parameters (a, c) the Tricomi confluent hypergeometric function Ψ (a, c; z) is one of the solu-
tions to the differential equation zy′′ + (c − z) y′ − ay = 0. It enjoys the monodromy properties
Ψ(a, 1; ze2iπ) = Ψ(a, 1; z)e−2iπa + 2πie
−iπa+z
Γ2(a) Ψ(1 − a, 1;−z), when ℑ(z) < 0 , (A.2.2)
Ψ(a, 1; ze−2iπ) = Ψ(a, 1; z)e2iπa − 2πie
iπa+z
Γ2(a) Ψ(1 − a, 1;−z), when ℑ(z) > 0 , (A.2.3)
and has the asymptotic expansion:
Ψ(a, c; z) ∼
∞∑
n=0
(−1)n (a)n(a − c + 1)n
n! z
−a−n, z → ∞, −3π
2
< arg(z) < 3π
2
, (A.2.4)
with (a)n = Γ(a + n)/Γ(a).
• The Barnes G-function is a generalisation of the Γ function, in the sense that it satisfies the functional
relation G(z + 1) = Γ(z)G(z). It admits the integral representation
G(1 + z) =
(√
2π · Γ(z)
)z · exp {z(1 − z)
2
−
z∫
0
ln Γ(s) · ds
}
(A.2.5)
from which one can deduce the reflection formula
G(1 − z)
G(1 + z) = (2π)
−z · exp
{ z∫
0
πs cot(πs) · ds
}
. (A.2.6)
• Products of ratios of Euler Γ or Barnes G-function can be presented by means of the so-called hypergeo-
metric like notation:
Γ
( {va}n1
{wa}m1
)
= Γ
(
v1, . . . , vn
w1, . . . ,wm
)
=
n∏
a=1
Γ(va)
m∏
a=1
Γ(wa)
and G
( {va}n1
{wa}m1
)
=
n∏
a=1
G(va)
m∏
a=1
G(wa)
. (A.2.7)
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A.3 Functional spaces
• M1(R) denotes the space of probability measures on R. The weak topology on M1(R) is metrised by the
Wasserstein distance, defined for any two probability measure µ1 and µ2 by:
DV[µ, ν] = sup
f∈Lip1,1(R)
∫
R
f (ξ) d(µ1 − µ2)(ξ) , (A.3.1)
where Lip1,1(R) is the set of Lipschitz functions bounded by 1 and with Lipschitz constant bounded by 1. If
f is a bounded, Lipschitz function, its bounded Lipschitz norm is:
|| f ||BL = || f ||L∞(R) + sup
ξ,η∈R
∣∣∣∣∣∣ f (ξ) − f (η)ξ − η
∣∣∣∣∣∣ . (A.3.2)
• Given an open subset U of Cn, O(U) refers to the ring of holomorphic functions on U. If f is a matrix of
vector valued function, the notation f ∈ O(U) is to be understood entrywise, viz. ∀ a, b one has fab ∈ O(U).
• Ck(A) refers to the space of function of class k on the manifold A. Ckc(A) refers to the spaces built out of
functions in Ck(A) that have a compact support.
• Lp(A, dµ) refers to the space of pth-power integrable functions on a set A in respect to the measure µ.
Lp(A, dµ) is endowed with the norm
|| f ||Lp(A,dµ) =
{ ∫
A
| f (x)|p dµ(x)
} 1
p
. (A.3.3)
• More generally, given an n-dimensional manifold A, W pk (A, dµ) refers to the pth Sobolev space of order k
defined as
W pk (A, dµ) =
{
f ∈ Lp(A, dµ) : ∂a1x1 . . . ∂anxn f ∈ Lp(A, dµ) ,
n∑
ℓ=1
aℓ ≤ k with aℓ ∈ N
}
. (A.3.4)
This space is endowed with the norm
|| f ||W pk (A,dµ) = max
{
||∂a1x1 . . . ∂anxn f ||Lp(A,dµ) : aℓ ∈ N, ℓ = 1, . . . , n, and satisfying
n∑
ℓ=1
aℓ ≤ k
}
. (A.3.5)
In the following, we shall simply write Lp(A), W pk (A) unless there will arise some ambiguity on the measure
chosen on A.
• Let A ⊂ RN and µ be a measure on A such that both A and µ are invariant under the action of the group
of permutations SN on R. Then Lpsym(A, dµ) = Lp(A, dµ) ∩ Ssym(A), where Ssym(A) refers to the space of
measurable functions on A which are invariant under the action of SN .
• The symbol F denotes the Fourier transform on L2(R) whose expression, versus L1∩L2(R) functions, takes
the form
F [ϕ](λ) =
∫
R
ϕ(ξ) eiξλdξ . (A.3.6)
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Given µ ∈ M1(R), we shall use the same symbol for denoting its Fourier transform, viz. F [µ]. The Fourier
transform on L2(Rn) is defined with the same normalisation.
• The sth Sobolev space on Rn is defined as
Hs(Rn) =
{
u ∈ S′(Rn) : ||u||2Hs(Rn) =
∫
Rn
(
1 +
∣∣∣ n∑
a=1
t2a
∣∣∣ 12 )2s∣∣∣F [u](t1, . . . , tn)∣∣∣2 · dn t < +∞} , (A.3.7)
in which S′ refers to the space of tempered distributions. We remind that given a closed subset F ⊆ Rn,
Hs(F) corresponds to the subspace of Hs(Rn) of functions whose support is contained in F.
• Given a smooth curve Σ in C, the space Mp
(
L2(Σ, dν)) denotes the space of p × p matrix valued functions
on X whose matrix entries belong to L2(Σ, dν). It is endowed with the norm
||M||Mp(L2(Σ,dν)) =
{ ∫
Σ
∑
a,b
[
Mab(s)]∗Mab(s) dµ(s)} 12 . (A.3.8)
and ∗ denotes the complex conjugation.
A.4 Boundary values, operators
• id refers to the identity operator on L2(R+, ds), Ip⊗id refers to the matrix integral operator on ⊕pa=1L2
(
R
+, ds)
which has the identity operator on its diagonal.
• Given a function f defined on C \ Σ, with Σ an oriented curve in C, we denote -if these exists- by f±(s) the
boundary values of f (z) on Σ when the argument z approaches the point s ∈ Σ non-tangentially and from the
left (+) or the right (−) side of the curve. Furthermore, if one deals with vector or matrix-valued function,
then this notation is to be understood entry-wise.
• The symbol C refers to the Cauchy transform on R:
C[ f ](λ) =
∫
R
f (s)
s − λ ·
ds
2iπ . (A.4.1)
The ± boundary values C± define continuous operators on Hs(R) and admit the expression
C±[ f ](λ) = f (λ)2 +
1
2i
?
R
f (s) ds
π(s − λ) . (A.4.2)
• Given an operator M : L2(X, dν) 7→ L2(X, dν) with an integral kernel M(λ, µ), the Hilbert–Schmidt norm of
M is defined as
||M||HS =
{ ∫
X×X
∣∣∣M(λ, µ)∣∣∣2 dν(λ) ⊗ dν(µ)} 12 . (A.4.3)
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