Abstract. In this paper we study analogues of the perfect splines for weighted Sobolev classes of functions defined on half-line. These splines play important role in the solution of certain extremal problems.
Introduction
The classical result by Chebyshev [2] states that for a given continuous on a segment function f , a polynomial P n of degree at most n minimizes the uniform norm of the difference f − P n , if and only if the function f − P n has n + 2 points of oscillation.
The notion of oscillation and the functions that oscillate maximally play important role in Approximation Theory. The maximally oscillating polynomials and splines together with their analogues and generalizations solve many extremal problems. See for example [5] , [7] , [8] , and references therein.
Let I be a finite interval or the positive half-line R + . Denote by C m (I), m ∈ Z + , the set of all m -times continuously differentiable (continuous in the case m = 0) functions x : I → R; by L ∞ (I) we denote the space of all measurable functions x : I → R with finite norm x = x L∞(I) := ess sup t∈I |x(t)|.
Let X be C(I) or L ∞ (I), f ± ∈ C(I) be positive functions. For x ∈ X set x X,f − ,f + := max{x(·), 0} f + (·) + max{−x(·), 0} f − (·)
If f − = f + =: f , we write x X,f instead of x X,f − ,f + . For brevity we denote lim t→+∞ x(t) by x(∞).
For positive functions f, g ∈ C(I) and natural r set . Study of the function ω is closely connected to the sharp Kolmogorov type inequalities. The first results in this topic were obtained in the 1910s by Landau [6] , Hadamard [3] , Hardy and Littlewood [4] . Since then the topic was intensively studied. For a more detailed overview of the history of the question see [1] and references therein.
The goal of the article is to define analogues of maximally oscillating perfect splines for the class W r f,g (0, ∞) and characterize the values of the modulus of continuity (1) under several assumptions on the functions f and g.
The article is organized as follows. In Section 2 we define perfect g-splines and prove the existence of maximally oscillating g-splines on the finite segments and the half-line. In Section 3 we study the non-symmetrical weighted norms of the maximally oscillating g-splines. Section 4 is devoted to the study of the modulus of continuity (1).
2. Perfect g-splines 2.1. Definitions. Let I = (a, b), where a ∈ R and b denotes either a real number or the positive infinity. Let a positive function g ∈ C(I) be given. Definition 1. The function G ∈ C r−1 (I) is called a perfect g-spline of the order r with n ∈ N knots a < t 1 < . . . < t n < b, if on each of the intervals (t i , t i+1 ), i = 0, 1, . . . , n, t 0 := a, t n+1 := b, there exists derivative G (r) and
≡ ǫ · (−1) i on the intervals (t i , t i+1 ), i = 0, 1, . . . , n, where ǫ ∈ {1, −1}.
Definition 2.
A primitive G of the order r of the function g on I we will call a perfect g-spline of the order r with 0 knots. Definition 3. Denote by Γ r n,g (I) the set of all perfect g-splines G defined on I of the order r with not more than n ∈ Z + knots.
2.2.
Perfect g-splines with given zeros.
Moreover, conditions (2) and (3) imply that G changes sign in each of the points s k , k = 1, . . . , n, and has exactly n knots.
Consider the sphere S n := (ξ 1 , . . . , ξ n+1 ) ∈ R n+1 :
For arbitrary ξ ∈ S n consider the partition of the segment [0, A]
be the function that satisfies boundary conditions (2) and such that
. . , n + 1, t 0 := 0, t n+1 = A; such function is uniquely determined by the imposed conditions. Moreover, G(ξ) = −G(−ξ) for arbitrary ξ ∈ S n and G(ξ) uniformly converges to G(ξ 0 ) provided by ξ → ξ 0 .
Consider a map φ :
. Is is continuous and odd. By the Borsuk theorem, there exists ξ * ∈ S n such that φ(ξ * ) = 0. The function G(ξ * ) satisfies (2) and (3), G (r) (ξ * ) is non-zero almost everywhere. Hence by the Rolle theorem the function G (r) (ξ * ) has at least n sign changes. From the construction it follows, that the function G (r) (ξ * ) has exactly n sign changes, hence
The lemma is proved.
We can assume that both G 1 and G 2 are positive on [0, s 1 ). Hence G 1 and G 2 have same signs on each of the intervals (s k , s k+1 ), k = 0, . . . , n, s 0 := 0, s n+1 := A.
Let k ∈ {0, . . . , n} and s ∈ (s k , s k+1 ) be fixed. We prove that
Assume the contrary, without loss of generality we may assume that (2) and (3); moreover, it has additional zero in the point s. From the definition of the function G it follows that the function G (r) is non-zero almost everywhere and changes its sign only in the knots of the perfect g-spline G 1 . Hence all zeros s 1 , . . . , s n , s and A of the function G are separated and thus the Rolle theorem implies that the function G has at least n + 1 sign changes. This contradiction proves (4) . Due to arbitrariness of the point s, this implies that G 1 ≡ G 2 . The lemma is proved.
Lemma 3. Let A > 0 and n ∈ N be given. Suppose that for each
A] be a perfect g-spline that satisfies (2) and vanishes in the points
Assume the contrary, that the sequence t
has two different limit points u = (u 1 , . . . , u n ) and v = (v 1 , . . . , v n ). Consider the prefect g splines G u and G v with knots in the point u and v that satisfy boundary conditions (2); each of the splines is determined up to the sign. Moreover, since the prefect spline continuously (in the sense of uniform convergence) depends on its knots, both G u and G v vanish at the points s (0) . However this contradicts to Lemma 2. The lemma is proved.
2.3.
Maximally oscillating perfect g-splines on a segment. Definition 4. Let I denote a segment or a half-line. Suppose that two functions f + , f − ∈ C(I) such that f + (t) > f − (t) for all t ∈ I are given. We say that a function h ∈ C(I) has n ∈ N points of oscillation between the functions f − and f
Lemma 4. Let A > 0 and two functions
Then for all n ∈ Z + there exists C > 0 and a perfect g-spline G ∈ Γ r n,g [0, A] that satisfies (2), has exactly n knots, and has n+1 points of oscillation between the functions −C ·f − and C · f + .
For all ε ∈ 0, |ξ k |, m = 1, . . . , n. Due to the definition of the simplex, 0 < s 1 < . . . < s n < A. Hence, in virtue of Lemma 1, there exists a perfect g-spline G(ξ) with exactly n knots that satisfies (2) and (3). The sign of G(ξ) is chosen in such a way, that G(ξ) is positive on (0, s 1 ). For each k = 1, . . . , n + 1, set
where s 0 := 0, s n+1 := A, f k = f + for odd k, and
If for some ε > 0 there exists ξ ∈ Ξ n ε such that ∆(ξ) = 0, then corresponding perfect g-spline G(ξ) is a desired one.
Assume that for all ε > 0 and ξ ∈ Ξ n ε
In virtue of Lemma 3, δ k and ∆ k are continuous functions of ξ, k = 1, . . . , n + 1, hence ∆ is also a continuous function of ξ.
Note, that since the functions f + and f − are separated from zero, from sup
it follows that there exists α > 0 that does not depend on ξ and ε such that
Really, if (8) does not hold, then, due to (5), for arbitrary ε > 0 there exists
. Due to (7) this implies that min k=1,...,n+1
. However, this contradicts to (6) .
where ∆ n+2 (ξ) := ∆ 1 (ξ). By the construction, φ is continuous, hence by the Brouwer fixed point theorem there exists ξ
). Hence for k = 1, . . . , n + 1, due to (6) and (8), one has
From the construction of the functions ∆ k it follows that there exists k ∈ {1, . . . , n + 1} such that ∆ k (ξ * ) = 0. Let for definiteness ∆ 1 (ξ * ) = 0. Then, due to (9), ξ * n+1 = ε. Consecutive application of estimate (10) implies that there exist positive numbers η 1 , . . . , η n that are independent of ε and ξ * and such that ξ * n < η n ε, ξ * n−1 < η n−1 ε and so on, ξ * 1 < η 1 ε. However, if ε is chosen to be enough small, this contradicts to the fact that 
Assumption 2. The function g ∈ C[0, ∞) is positive non-increasing and such that
and for k = 1, . . . , r − 1
. . , r and g 0 := g.
Definition 5. Let conditions (12) and (13) hold. Set P 0 := g and for k = 1, . . . , r, and t ∈ [0, ∞) set
Note, that P k is the k-th order primitive of the function g such that P k (∞) = 0, k = 1, . . . , r. Moreover, P k is monotone and does not change sign on [0, ∞).
It is enough to prove the lemma in the case when A = 0. This, in turn, can be easily done by induction on r. Really, using induction hypothesis for r > 1, or the definition of the class L r ∞,g (0, ∞) for r = 1, we have
Lemma 6. Let n ∈ Z + be given. For all α ∈ (0, ∞) there exists C > 0 and a perfect g-spline G = G(n, α) ∈ Γ r n,g [0, ∞) with exactly n knots that has n + 1 points of oscillation between −C · f − and C · f + and such that . . , n and C A , has a finite or infinite limit s k , t k and C respectively.
Since G A satisfies (2), using arguments from the proof of Lemma 5, one can show that for all A > 0 and t ∈ [0, A]
The latter inequality implies that for all A > 0 one has C A ≤ P r C[0,∞),f − ,f + ; moreover, P r C[0,∞),f − ,f + is finite due to (11). Hence C is finite. Since (15) holds for t = s A n+1 , from (11) and the fact that P r (∞) = 0, it follows that s n+1 < ∞. From (11) and the fact that the derivative G ′ A can not become arbitrarily large, it follows that s k = s j , k = j.
Taking into account (15) and using standard compactness arguments, we can extract a limit function G = lim A→∞ G A , where the convergence of the function and all derivatives of order ≤ r − 1 is uniform on any bounded interval.
Then G has n + 1 points of oscillation between −C · (f − + a) and C · (f + − a). Therefore G has n knots, i. e. t k = t j , k = j. Really, G has n zeros on [0, s n+1 ] and G(∞) = 0. Hence G ′ has n − 1 zeros on (0, s n+1 ) and one on (s n+1 , ∞). Continuing the same way, we obtain that G (r) has n sign changes, hence G has n knots. This means that G ∈ Γ r n,g [0, ∞). The function G + Ca is a desired one. Really, it is a perfect g-spline with exactly n knots that has n+1 points of oscillation between −C ·f − and C · f + . Moreover, condition (14) holds, due to the choice of a. The lemma is proved. 
Assume the contrary, let for definiteness C 1 > C 2 . Let 0 ≤ s 1 < . . . < s n+1 be the oscillation points of G 1 , 0 < t 1 < . . . < t n be the knots of G 1 and 0 < u 1 < . . . < u n be the knots of G 2 . Set δ := G 1 −G 2 . Then sgnδ(s k ) = sgnG 1 (s k ), k = 1, . . . , n + 1, and
Hence δ has n separated zeros on (0, s n+1 ). Due to (17), δ ′ has n separated zeros on (0, ∞). Continuing the same way, we obtain that δ (r) has n sign changes on (0, ∞). This implies, that δ (r) is not identical zero on each of the intervals (t k , t k+1 ), k = 0, . . . , n, t 0 := 0, t n+1 := ∞. Hence u 1 < t 1 , since otherwise δ (r) (t) = 0, t ∈ (t 0 , t 1 ); u 2 < t 2 , since otherwise (u 1 , u 2 ) ⊃ (t 1 , t 2 ), and hence δ (r) (t) = 0, t ∈ (t 1 , t 2 ), and so on, u n < t n . However, we obtain that δ (r) (t) = 0 for t ∈ (t n , t n+1 ) and hence δ (r) has at most n − 1 sign changes. Contradiction. The lemma is proved. (16) is substituted by (14) for both splines, i. e. if
Lemma 8. Statement of Lemma 7 remains true if condition
The perfect g-splines G i − G i (∞) satisfy (16) and oscillate maximally between −C i (f − + a) and C i (f + − a), i = 1, 2. Lemma 7 now implies that C 1 = C 2 . The lemma is proved.
We do not prove the uniqueness of the maximally oscillating perfect g-spline. However, Lemma 8 implies the correctness of the following definition.
Definition 6. For fixed r, n ∈ N and α > 0 set
where G α is a spline from Γ r n,g [0, ∞) built according to Lemma 6. 3.2. Some properties of the functions C n .
Lemma 9. For each n ∈ N, C n is continuous on (0, ∞).
Let β > 0 and β s → β, s → ∞. Denote by G β and G s , s ∈ N, the perfect g-splines built according to Lemma 6 with α in the boundary condition (14) substituted by β and β s respectively.
Switching to a subsequence, if needed, we may assume that the sequences of the knots and the oscillation points of G s , together with the sequence {C n (β s )} ∞ s=1 , have limits as s → ∞. Moreover, analogously to the proof of Lemma 6, we can prove that all oscillation point limits are finite and different. Hence we obtain a perfect g-spline G ∈ Γ r n,g [0, ∞) that oscillates maximally between −Cf − and Cf + , C = lim s→∞ C n (β s ), and satisfies (14) with α = β. Due to Lemma 8, we obtain C n (β) = C, hence the lemma is proved.
Lemma 10. The function C n is non-decreasing in the case of odd n, and is non-increasing in the case of even n.
We prove the lemma for the case of odd n; the case of even n can be proved using similar arguments.
For each α > 0 denote by G α a perfect g-spline built according to Lemma 6. Then, due to (14),
Since n is odd, G α is increasing on the interval (M α , ∞) for some M α > 0. Assume the contrary, let n be odd and 0 < γ < β be such that
Really, otherwise we get an extra zero of G γ − G β on the interval (M γ , ∞] and obtain a contradiction using arguments similar to the proof of Lemma 7. For arbitrary 0 < α < γ one has G α (∞) = G β (∞). Really, otherwise Lemma 7 implies C n (α) = C n (β), and hence, due to (18), α = β, which is impossible.
From Lemma 9 and (19) it now follows, that
for all 0 < α < γ. Hence for all small enough α > 0 one has
hence C n (α) < C n (β). However, the latter inequality implies that the difference G β − G α has n separated zeros between oscillation points of G β and additional zero on the interval (M β , ∞) due to (20). Using arguments similar to the proof of Lemma 7, we obtain a contradiction. The lemma is proved.
3.3. Auxiliary results.
Lemma 11. Let G ∈ Γ r n,g [0, ∞) have n+1 points of oscillation between f − and f + . Assume s 1 < . . . < s n are all zeros of G ′ and t 1 < . . . < t n are its knots. Then t k ≥ s k , k = 1, . . . , n.
Assume the contrary, let k ∈ {1, . . . , n} be such that t k < s k . Then there exists ε > 0 such that G has at most n − k knots on the interval (s k − ε, ∞). Since all zeros of G ′ are simple, on the interval (s k − ε, ∞) the function G ′ changes sign in each of the points s l , l = k, . . . , n, totally n − k + 1 times. Since G ′ (∞) = 0, G ′′ has at least n − k + 1 sign changes on (s k − ε, ∞). Continuing in a similar way, we obtain that G (r) has at least n − k + 1 sign changes on (s k − ε, ∞). However, this is impossible, since it has only at most n − k knots on this interval. The lemma is proved.
Lemma 12. If n is odd and
then there exists C > 0 and a perfect g-spline G ∈ Γ r n−1,g [0, ∞) with exactly n − 1 knots that has n points of oscillation between −Cf − and Cf + and such that
For each α > 0 denote by G α a perfect g-spline built according to Lemma 6. Let s Assume the contrary, let z n < ∞. Then G increases on (z n , ∞), and hence G(t) = G(∞) − |P r (t)| for all big enough t, since its restriction to the interval (M, ∞) with enough big M is a primitive of the order r of either g or −g. From (21) it follows, that there exists arbitrarily large t such that
Hence we obtain
which is impossible. Thus (22) holds. Hence s n+1 = ∞.
Since by Lemma 5 for all α > 0
can not become arbitrarily large, due to (11). Hence s n < ∞. From Lemma 11 and (22) it follows, that G can not have n knots. From the other hand, since G has n points of oscillation, it can not have less than n − 1 knots. Hence G has exactly n − 1 knots.
Thus G is a desired perfect g-spline and the lemma is proved. Similarly to the previous lemma, one can prove the following result.
Lemma 13. If n is even, n ≥ 2 and
then there exists C > 0 and a perfect g-spline G ∈ Γ r n−1,g [0, ∞) with exactly n − 1 knots that has n points of oscillation between −Cf − and Cf + and such that G(∞) = C · f + (∞).
3.4.
Relations between the functions C n and C n−1 . In Definition 6 we introduced the functions C n : (0, ∞) → (0, ∞) for all n ∈ N. Using the function P r from Definition 5, for convenience we define a (constant) function C 0 .
Definition 7. For all α > 0 set
Lemma 14. For all n ∈ N and α, β > 0 one has C n (α) ≤ C n−1 (β).
Assume the contrary, let C n (α) > C n−1 (β). Let G α and G β be the maximally oscillating splines built according to Lemma 6 with n and n − 1 knots respectively; if n = 1, then set G β := P r + a, where a is chosen in such a way that
Let s 1 < . . . < s n+1 be the oscillation points of G α and let for definiteness n = 2k −1 be odd, k ∈ N. Then for each m = 1, . . . , 2k −1, there exists s The first equality follows from Lemmas 14 and 13; the second one follows from Lemmas 14 and 12. The lemma is proved.
3.5. Perfect g-splines with given norms. Theorem 1. Let Assumptions 1 and 2 and condition (23) hold. For all r ∈ N and C ∈ 0, C r,0,g,f − ,f + there exist n ∈ Z + and a perfect g-spline G C ∈ Γ r n,g [0, ∞) that has exactly n knots and n + 1 oscillation points between −Cf − and Cf + .
From Lemmas 9, 14 and 15 it follows that the splines G(n, α) from Lemma 6 can be numbered with a single real parameter, so that the norm G(n, α) C[0,∞),f − ,f + continuously depends on it. Moreover, since |P r (t)| f (t) < ∞.
In [1] the following information about the modulus of continuity ω was found. In the case, when ϕ r,f (∞) = ∞, the values ω(δ, D k ) were characterized for all δ > 0. In the case, when ϕ r,f (∞) < ∞, the values ω(δ, D k ) were characterized only for a non-increasing sequence of numbers {δ r,n }
