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Abstract
Inferring microbial community structure based on temporal metagenomics data
is an important goal in microbiome studies. The deterministic generalized Lotka-
Volterra differential (GLV) equations have been used to model the dynamics of mi-
crobial data. However, these approaches fail to take random environmental fluctua-
tions into account, which may negatively impact the estimates. We propose a new
stochastic GLV (SGLV) differential equation model, where the random perturbations
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of Brownian motion in the model can naturally account for the external environmental
effects on the microbial community. We establish new conditions and show various
mathematical properties of the solutions including general existence and uniqueness,
stationary distribution, and ergodicity. We further develop approximate maximum
likelihood estimators based on discrete observations and systematically investigate
the consistency and asymptotic normality of the proposed estimators. Our method
is demonstrated through simulation studies and an application to the well-known
“moving picture” temporal microbial dataset.
Keywords: Interaction network; Microbial communities; Stochastic differential equation;
Stochastic Generalized Lotka-Volterra model.
2
1 Introduction
The human microbiome is the collection of all microbes in and on the human body, and
it plays a key role in human health and disease. Recent advances in high-throughput
sequencing technologies have made it possible to capture microbiome data from human
specimens. There have been many studies investigating the association between the struc-
ture of the microbiome and various outcomes (Faust and Raes, 2012; Buffie et al., 2015;
Cao et al., 2017; Gibson et al., 2016; von Bronk et al., 2018), however, most studies have
focused on the static relationship between the microbiome and host phenotype, or envi-
ronmental conditions. The microbiome, while stable in the long term, fluctuates rapidly,
both from external influences, and from its own dynamics. Understanding the dynamics
of the microbiome provides insight into how the microbiome may change in response to
a given stimulus. This has applications both in predicting adverse effects caused by the
microbiome, and in planning for effective intervention and remediation.
In Mounier et al. (2008), the deterministic Generalized Lotka-Volterra (GLV) model
was introduced to model inter- and intraspecies interactions of a cheese microbial commu-
nity. Marino et al. (2014) used a deterministic GLV model to characterize the temporal
changes of microbial community in germfree mice and estimated the interaction effects be-
tween the most abundant operational taxonomic units by least squares estimation. This
method attributed all the effect of environmental variability on the population dynamics to
measurement errors. Figure S2 Panel (a) in Appendix A shows the relative abundance of
Bacteroidaceae from our real data application. The pattern shown is typical of a system un-
dergoing environmental white noise. However, the deterministic GLV model fails to account
for these environmental fluctuations (Bandyopadhyay and Chattopadhyay, 2005), resulting
in inaccurate estimates of the parameters and prediction of future dynamics. Indeed, May
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(2019) pointed out that due to environmental fluctuation, the birth rate, carrying capacity,
competition coefficients and other parameters involved with the system exhibit random
fluctuation to different extents. Large amplitude fluctuation in population may lead to
extinction of certain species, which can’t happen in deterministic models. Hence the stable
analysis of the equilibrium in the deterministic case is not realistic and the solution may
not be reliable. To partially solve this problem, Stein et al. (2013) and Buffie et al. (2015)
added known external perturbations to incorporate the effect of environmental variability
on the population dynamics. They then estimated the interaction effects between the most
abundant operational taxonomic units by least squares estimation. In practice, however,
there are many unknown perturbations, that are not accounted for in their models.
In this paper, we propose a new Stochastic GLV (SGLV) differential equation model
to learn interactions between dynamic microbial communities. Under the stochastic dif-
ferential equation, the abundance of each operational taxonomic unit follows a stochastic
process with the conditional mean following the deterministic GLV equation, but with
an additional noise term following Brownian motion to represent random external per-
turbations. Through simulation studies, we show that the SGLV model produces better
parameter estimators (in terms of mean squared error) than the deterministic GLV model
estimators from Marino et al. (2014). We also show that for real data, the prediction errors
are lower under the SGLV model than under the deterministic GLV model.
Our paper makes the following contributions. First, we propose a new SGLV model
to study the dynamics of the microbiome and the interactions between different microbes
in the microbial community. To the best of our knowledge, this is the first time that the
SGLV model is studied in the statistical literature. Our model is general in the sense that
it can describe competition, mutualism and mixed stochastic systems of competition and
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mutualism. Second, we establish a new set of general conditions which guarantee various
mathematical properties including existence and uniqueness, the stationary distribution,
and the ergodic property of our SGLV model solutions. The conditions previously derived
for competition (Jiang et al., 2012; Nguyen and Yin, 2017; Liu and Zhu, 2018) and/or
mutualism (Liu and Wang, 2013; Liu et al., 2015, 2017) systems can be regarded as special
cases of our general conditions. Third, we propose an approximate maximum likelihood
estimator for model parameters, and study its statistical properties including consistency
and asymptotic normality. There is some literature on approximate maximum likelihood
estimators for stochastic differential equation models. For example, Dacunha-Castelle and
Florens-Zmirou (1986), Yoshida (1992), Genon-Catalot and Jacod (1993) and Ait-Sahalia
et al. (2008) consider general one or multi-dimensional diffusion processes and estimate the
unknown parameters using approximate maximum likelihood estimators. They have devel-
oped consistency and asymptotic normality under the coercivity and Lipshitz continuity
conditions. However, the coercivity and Lipshitz continuity conditions do not hold in our
SGLV model, and thus their techniques can not be applied. Instead, we develop a set of
new conditions and show that our approximate maximum likelihood estimator still satisfies
consistency and asymptotic normality.
The rest of this article is organized as follows. In Section 2, we introduce our SGLV
model, present the mathematical properties of the solution and propose the approximate
maximum likelihood estimator for the model parameters. In Section 3, we investigate the
statistical properties of the approximate maximum likelihood estimator. Simulations are
conducted in Section 4 to evaluate the finite sample performance of the proposed method.
In Section 5, we apply our SGLV model to a temporal microbiome set (Caporaso et al.,
2011). We conclude with discussion in Section 6. The mathematical proofs are given in
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Appendices B and C.
2 Methodology
We begin by listing some notation used throughout the paper. Let x(t) denote the vector
of abundances of all N species at time t; E(x) the expectation of random vector x; xT
the transpose of the vector x; RN+ the space of N -dimensional positive real numbers and
R≥0 the non-negative real numbers. Let r denote the vector of intrinsic growth rates
(r1, ..., rN)
T; Θ the space of drift parameters in the stochastic differential equation; Φ the
space of diffusion parameters in the stochastic differential equation; a ∧ b = min{a, b};
a ∨ b = max{a, b}; A the N × N matrix with elements akl, k, l = 1, ..., N ; σ2 the vector
of diffusion parameters (σ21, . . . , σ2N)T; and C,C1, C2 constants which may change between
rows. For random variables, X1, X2, . . ., we write Xn = Op(1) (resp. Xn = op(1)) if Xn is
bounded (resp. converges) in probability. Let ‖ · ‖ denote either the Euclidean norm of a
vector or the operator norm of a real matrix.
2.1 Model
Consider a collection of N microbes (operational taxonomic units) in a habitat. Let xk(t)
denote the population of microbe k at time t, 1 ≤ k ≤ N and t ≥ 0. To model the complex
and dynamic ecosystem, population dynamics models, especially the GLV model, have
been used for predictive modeling of the intestinal microbiota (Faust and Raes, 2012; Stein
et al., 2013; Marino et al., 2014; Fisher and Mehta, 2014; Buffie et al., 2015). The GLV
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model assumes that the microbe populations follow a set of ordinary differential equations
dxk(t)/dt = xk(t)
{
rk +
N∑
l=1
aklxl(t)
}
, k = 1, ..., N, (1)
where akk = −rkck < 0, rk denotes the intrinsic growth rate of species k, ck is the coefficient
of negative intraspecific interaction representing the inverse of the carrying capacity of the
species in isolation and akl is the interaction coefficient between species. The parameters
rk, ck and akl are assumed to be time-invariant. When N = 1, the model reduces to the clas-
sical logistic growth model (Capocelli and Ricciardi, 1975; Román-Román and Torres-Ruiz,
2012; Heydari et al., 2014; Campillo et al., 2018): dx1(t)/dt = x1(t){r1− c1r1x1(t)}, where
c1 = 1/K and K is the environmental carrying capacity. Although model (1) is commonly
used in the literature, many of the systems studied exhibit random fluctuations, rather
than following a deterministic equation (May, 2019; Bandyopadhyay and Chattopadhyay,
2005).
To overcome these problems, we propose a Stochastic GLV (SGLV) differential equa-
tion model by perturbing the intrinsic growth rates of each operational taxonomic unit in
equation (1).
dxk(t) = xk(t)
{
rk +
N∑
l=1
aklxl(t)
}
dt+ σkxk(t)dBk(t), k = 1, ..., N, (2)
where B(t) = (B1(t), ..., BN(t))T is anN -dimensional standard Brownian motion. In partic-
ular, {Bk(t)}1≤k≤N are mutually independent standard one-dimensional Brownian motions
defined over the complete probability space (Ω,F , {Ft}t≥0, P ) with filtration Ft satisfying
the usual conditions. We can rewrite equation (2) in vector form as
dx(t) = diag(x(t)){r + Ax(t)}dt+ diag(σ)diag(x(t))dB(t), t > 0, (3)
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where r = (r1, ..., rN)T, A = (akl)N×N , σ = (σ1, ..., σN)T, x(t) = (x1(t), . . . , xN(t))T and
diag(x) denotes an N × N diagonal matrix with diagonal elements x = (x1, . . . , xN)T.
This system is capable of modelling a range of pairwise interactions. Since xk(t) in SGLV
model (3) represents the population of the species k at time t, we are only interested in its
positive solutions. We therefore focus on the case when rk > 0 for all k, since cases with
rk < 0 may not have any stable state in RN+ (May et al., 2007). Depending on the values
of akl (l 6= k), model (3) can include the following special cases:
1. akl < 0 for all l 6= k: model (3) is a stochastic competition system.
2. akl > 0 for all l 6= k: model (3) is a stochastic mutualism system.
3. akl > 0 for some l 6= k and akl > 0 for some l 6= k : model (3) is a mixed stochastic
system of competition and mutualism.
2.2 Solution Properties of Stochastic Generalized Lotka-Volterra
Model
In this subsection, we study the theoretical properties for the solution to equation (3). The
main results are presented in Propositions 1, 2, 3 and Corollary 1, with the proofs deferred
to Appendix B. We need the following conditions:
Assumption 1. The initial value x(0) = (x1(0), . . . , xN(0))T ∈ RN+ , rk−σ2k/2 > 0, σk > 0,
and A = (akl)N×N is non-positive definite.
Assumption 2. For some φ ≥ 4, the elements of A satisfy
akk + φ(φ+ 1)
−1
N∑
l=1
(akl ∨ 0) + (φ+ 1)−1
N∑
l=1
(alk ∨ 0) < 0.
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Assumption 3. Each element of the vector x˜ = (x˜1, ..., x˜N)T = −A−1 (r − σ2/2) is posi-
tive, i.e., x˜k > 0 for k = 1, ..., N .
Assumption 4. There exist positive constants c1,. . ., cN such that for k = 1, ..., N ,
N∑
i=1
ciσ
2
i x˜i < −
[
2ckakk +
∑
l 6=k
{ck|akl|+ cl|alk|}
]
x˜2k.
Proposition 1. For t ≥ 0, under Assumption 1, there is a unique solution x(t) to SGLV
model (3) and x(t) ∈ RN+ almost surely.
Most previous literature on the existence of a unique global solution to a stochastic dif-
ferential equation requires conditions including the linear growth condition and local Lip-
schitz condition (Arnold, 1974; Friedman, 2010; Oksendal, 2013; Liu and Röckner, 2015).
However, the coefficients of model (3) do not satisfy the linear growth condition. Therefore,
we develop new techniques to show that the solution of model (3) can’t explode in finite
time. Particularly we establish a new set of conditions which guarantee existence, unique-
ness and positivity of the global solution to stochastic differential equation (3). We also
prove some bounds on the moments of the solution, which will be used to prove Theorems
1 and 2.
Proposition 2. Under Assumptions 1 and 2, there exist positive constants C1 and C2 such
that for any initial value x0 ∈ RN+ , the solution of SGLV model (3) has the properties
lim sup
t→+∞
N∑
k=1
E{xθk(t)} ≤ C1, lim sup
t→+∞
N∑
k=1
t−1E
{∫ t
0
xθk(s)ds
}
≤ C2,
for any 0 ≤ θ ≤ 4.
Finally we need to show that the solution has a stationary distribution and is ergodic.
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Proposition 3. Under Assumptions 1, 3 and 4, there is a stationary distribution for the
solution of SGLV model (3), and it has the ergodic property.
Corollary 1. Under Assumptions 1, 3 and 4, for any Borel measurable function f(·) :
RN+ → R, which is integrable with respect to the density, pi(·), of the stationary distribution,
the solution of SGLV model (3) has the property,
lim
t→+∞
t−1
∫ t
0
f(x(s))ds =
∫
RN+
f(x)pi(dx).
This proposition and corollary are key to obtaining the limit of the average of the
continuous log-likelihood function with respect to time, and also crucial to the proof of our
asymptotic theory.
2.3 Parameter Estimation for the Stochastic Generalized Lotka-
Volterra Model
In this section, we develop approximate maximum likelihood estimators of the parameters
{rk, 1 ≤ k ≤ N}, {akl, 1 ≤ k ≤ N, 1 ≤ l ≤ N} and {σk, 1 ≤ k ≤ N}.
Let uk(t) = log xk(t) for t ∈ [0, T ] and Rk = rk − σ2k/2. By Itô’s formula we have
duk(t) =
[
Rk +
N∑
l=1
akl exp{ul(t)}
]
dt+ σkdBk(t), (4)
from which the true log-likelihood function can be derived for continuously-observed data.
However, in practice the data {xk(ti), 1 ≤ i ≤ n, 1 ≤ k ≤ N} are only observed at a
sequence of discrete time points 0 = t1 < t2 < . . . < tn = T . We approximate stochastic
differential equation (4) over intervals [ti, ti+1] using Euler’s approximation. Let {k,i, k =
1, · · · , N, i = 1, · · · , n−1} denote independent and identically distributed standard normal
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distributions, ∆i,t = ti+1 − ti,∆iuk = uk(ti+1)− uk(ti),
∆iuk ≈
[
Rk +
N∑
l=1
akl exp{ul(ti)}
]
∆i,t + σk∆
1/2
i,t k,i. (5)
Let Fi denote a sigma algebra generated by {u1(ti), ..., uN(ti)}. By the Markov property,
the approximate likelihood of the (i+ 1)th observation is
f(u(ti+1)|Fi)
=
N∏
k=1
[(2pi)−1/2∆−1/2i,t σ
−1
k exp{−2−1σ−2k ∆−1i,t (∆iuk − [Rk +
N∑
l=1
akl exp{ul(ti)}]∆i,t)2}].
Ignoring constant terms, the approximate log-likelihood function is
Ln,T (ϑ, σ2)
= −
N∑
k=1
(n− 1) log σ2k +
n−1∑
i=1
σ−2k ∆
−1
i,t
(
∆iuk −
[
Rk +
N∑
l=1
akl exp{ul(ti)}
]
∆i,t
)2 .
Let ϑ = (ϑ1, ..., ϑN)T ∈ RN(N+1) with ϑk = (rk, ak1, ..., akN)T ∈ RN+1 be the drift pa-
rameters, and σ2 = (σ21, ..., σ2N)T the diffusion parameters. The approximate log-likelihood
is
Ln,T (ϑ, σ2) = log(L(u(t1), ..., u(tn)|F0)) = Gn,T (σ2) + `n,T (ϑ),
where Gn,T (σ2) = −(n− 1)
∑N
k=1 log σk −
∑N
k=1
∑n−1
i=1 2
−1σ−2k ∆
−1
i,t {∆iuk}2 does not depend
on the drift parameters ϑ, and `n,T (ϑ) =
∑N
k=1 σ
−2
k `n,T (ϑk) is the discrete version of the
continuous log-likelihood, with `n,T (ϑk) defined as
`n,T (ϑk) =
n−1∑
i=1
∆iuk
[
Rk +
N∑
l=1
akl exp{ul(ti)}
]
−
n−1∑
i=1
[
Rk +
N∑
l=1
akl exp{ul(ti)}
]2
∆i,t/2.
The approximate maximum likelihood estimators of ϑ and σ2, denoted by ϑ̂n,T and σ̂2n,T re-
spectively, can be solved from ∂Ln,T (ϑ, σ2)/∂ϑ = 0 and ∂Ln,T (ϑ, σ2)/∂σ2 = 0. As Gn,T (σ2)
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does not depend on ϑ, ϑ̂n,T = (ϑˆ1,n,T , ..., ϑˆN,n,T )T can be solved from ∂`n,T (ϑ)/∂ϑ = 0 di-
rectly. The closed forms of the approximate maximum likelihood estimators of SGLV model
(3), σ̂2n,T and ϑ̂n,T are
σ̂2k,n,T = (n− 1)−1
n−1∑
i=1
(
∆iuk −
[
Rˆk +
N∑
l=1
aˆkl exp{ul(ti)}
]
∆i,t
)2
∆−1i,t ,
rˆk,n,T = Rˆk + σ̂
2
k,n,T/2, Rˆk = T
−1
[
uk(tn)− uk(t1)−
n−1∑
i=1
N∑
l=1
∆i,taˆkl exp{ul(ti)}
]
,
aˆkp =
 (L−1M)kp , if k = p,− (L−1M)kp , otherwise, (6)
where
Ll,s =
n−1∑
i=1
∆i,t
[
n−1∑
i=1
exp{ul(ti) + us(ti)}∆i,t
]
−
[
n−1∑
i=1
exp{ul(ti)}∆i,t
][
n−1∑
i=1
exp{us(ti)}∆i,t
]
,
Mk,p = {uk(tn)− uk(t1)}
n−1∑
i=1
exp{up(ti)}∆i,t −
n−1∑
i=1
∆i,t
[
n−1∑
i=1
{uk(ti+1)− uk(ti)} exp{up(ti)}
]
.
The estimators of interaction coefficients aˆkl in formula (6) may be positive or negative,
representing a stimulatory or antagonistic microbial interaction.
3 Asymptotic Theory
In this section, we derive consistency and asymptotic normality properties for the approx-
imate maximum likelihood estimators in formula (6). Our case is more challenging than
conventional theories for maximum likelihood estimators, because we need to account for
the approximation error in addition to the usual statistical error. To prove the theorems,
we first show that the differences between the approximate maximum likelihood estimators
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σ̂2k,n,T and ϑ̂n,T obtained in formula (6) and the continuous-time maximum likelihood esti-
mators, denoted by σ̂2k,T and ϑ̂T , are neglegible. Our next step is to show that σ̂2k,n,T and
ϑ̂n,T converge to the true values, denoted by σ2 and ϑ0. The detailed proof is deferred to
Appendix C.
Before we present our main theorem, we first define the maximum likelihood estimators
σ̂2k,T and ϑ̂T based on the true continuous likelihood function. The estimators σ̂2k,T are
uniquely determined through the following equations
σ̂2k,T = lim
n→+∞
T−1
2n∑
i=1
{uk(iT/2n)− uk((i− 1)T/2n)}2, k = 1, ..., N.
The estimation of drift parameters ϑˆT is performed by maximum likelihood.
Let ∆max = maxi=0,...,n−1 ∆i,t. We need one of the following conditions in addition to
Assumptions 1–4:
Assumption 5. T is fixed, and ∆max → 0.
Assumption 6. (I) T → +∞ and ∆max → 0; (II) T → +∞ and T∆max → 0.
Theorem 1. Under Assumptions 1, 2, and 5, we have that, conditional on the maximum
likelihood estimators lying in some compact parameter space K,
(i) ‖ϑˆn,T − ϑˆT‖ = Op
(
∆
1/2
max
)
.
(ii) For any k ∈ {1, ..., N}, (n/2)1/2σ−2k (σ̂2k,n,T − σ2k)→ N(0, 1).
Remark 1. Theorem 1 gives the convergence rate and asymptotic normality of diffusion
parameter estimates for fixed observation time T . For the drift parameters, this theorem
only gives the rates of ‖ϑˆn,T − ϑˆT‖, the discrepancy between the approximate maximum
likelihood estimators and the continuous-time maximum likelihood estimators, and this dis-
crepancy decreases at rate ∆1/2max. However, this theorem does not provide any guarantee
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about ‖ϑˆn,T − ϑ0‖ because the continuous-time maximum likelihood estimators ϑˆT may not
converge to the true parameter values ϑ0 due to the fact that the ergodicity of x(t) does
not apply to finite T . Therefore, for fixed T , our approximate maximum likelihood estima-
tors might be biased regardless of the value of n. The bias comes from two parts: the gap
‖ϑˆT − ϑ0‖ and Euler’s approximation. These parts decrease when T increases and ∆max
decreases respectively.
To make the bias asymptotically negligible, we need to consider infinite observation
time T . In particular, the following theorem adapts Theorem 1 to ergodic diffusions. The
ergodicity is essential for the asymptotic theory to hold as T → +∞. We define the matrix
I = diag (σ−21 I1, ..., σ−2N IN), where
Ik(ϑk) = −∂2`ϑ0k(ϑk)/(∂ϑk)2 =
∫
RN+
µk(u)Pϑ0(du) (7)
where the continuous log-likelihood of the kth variable is
`ϑ0k(ϑk) =
∫
RN
[
Rk +
N∑
l=1
akl exp{ul(t)}
][
R˜0k +
N∑
l=1
a0kl exp{ul(t)}
]
Pϑ0(duk)
− 1
2
∫
RN
[
Rk +
N∑
l=1
akl exp{ul(t)}
]2
Pϑ0(duk),
Pϑ0(du) is the stationary distribution of u(t) and
µk = diag
{(
∂
∂ϑk
[
Rk +
N∑
l=1
akl exp{ul(t)}
])T(
∂
∂ϑk
[
Rk +
N∑
l=1
akl exp{ul(t)}
])}
N˜×N˜
.
Theorem 2. Under Assumptions 1–4 and 6(I), we have
‖ϑˆn,T − ϑˆT‖ = Op(∆1/2max), ‖ϑˆn,T − ϑ0‖ = op(1).
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If we further assume Assumption 6(II), then
T 1/2(ϑˆn,T − ϑ0)→ N(0, I−1(ϑ0)), (n/2)1/2σ−2k (σ̂2k,n,T − σ2k)→ N(0, 1)
where I(ϑ) = diag{σ−21 I1(ϑ1), ..., σ−2N IN(ϑN)}, Ik(ϑk) is defined in (7), k = 1, ..., N .
Remark 2. The theorem states that approximate maximum likelihood estimators are con-
sistent and asymptotically efficient when the observation time goes to infinity and maximum
step size ∆1/2max goes to zero.
4 Simulation Study
In this section, we investigate the finite sample performance of the proposed method. We
set N = 5, with initial values x0 = (0.5, 0.15, 0.13, 0.05, 0.04)T. We simulate the temporal
dynamics using Euler’s approximation (5) with a time step ∆ = 0.01. To simulate a discrete
sample, we simulate n−1 sample time steps ∆i,t = tn,i+1− tn,i, 1 ≤ i ≤ n−1 independently
from the distribution ∆i,t = {0.1, 0.3, 0.5} with probability {0.7, 0.2, 0.1} respectively. The
n time points tn,1 < tn,2 < . . . < tn,n are then generated by tn,j =
∑j−1
i=1 ∆i,t (so tn,1 = 0).
We consider the following two parameter settings including both positive and negative
interaction coefficients:
Case 1: r = (1, 1.5, 2, 1.5, 2)T, σ = (0.1, 0.1, 0.1, 0.1, 0.1)T, A =

−2 −2.5 −2 1 1
1 −6 −2 3 −1
−1 −2 −5 1 −1
−1 0.5 0.1 −10 1
−1.5 −2 −2 2 −9

.
Case 2: Same setting as Case 1 except that σ = (1, 1, 1, 1, 1)T.
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The interaction coefficients and growth rates are designed to be similar to the coefficients
estimated from the real data in Section 5. For each case, we consider three sample sizes,
n ∈ {300, 500, 1000}. We compare the estimators based on the SGLV model (3) with
the least squares estimation (Cao et al., 2017; Bucci et al., 2016; Gibson et al., 2016) of
deterministic GLV model (1). We report the mean squared error of the parameter estimates.
As the deterministic GLV Model does not estimate the diffusion parameter σ, we do not
report it for this approach.
We report the mean squared errors of the parameters for Case 1, n = 1000 based on
1000 simulations in Table 1,
Table 1: Simulation results for Case 1, n = 1000, ∆i,t ∈ {0.1, 0.3, 0.5} based on 1000 Monte
Carlo samples: mean squared errors (standard error) of estimates of {akl, 1 ≤ k ≤ 5, 1 ≤
l ≤ 5} and {rk, 1 ≤ k ≤ 5}. We write ‘–’ to indicate values not estimated by the method;
‘GLV’ is the deterministic GLV model method; and ‘SGLV’ is our method.
Method Mean squared error (standard error)
a11 a12 a13 a14 a15 r1 σ
2
1
GLV 0.179(0.008) 0.642(0.025) 0.534(0.021) 1.093(0.046) 0.901(0.042) 0.127(0.006) −
SGLV 0.136(0.006) 0.438(0.018) 0.358(0.015) 0.841(0.038) 0.705(0.032) 0.089(0.004) 0.232(3.287)× 10−6
a21 a22 a23 a24 a25 r2 σ
2
2
GLV 0.155(0.007) 1.788(0.039) 0.801(0.022) 2.087(0.064) 0.836(0.037) 0.204(0.007) −
SGLV 0.131(0.006) 1.048(0.027) 0.522(0.016) 1.428(0.049) 0.685(0.031) 0.129(0.005) 3.362(2.121)× 10−6
a31 a32 a33 a34 a35 r3 σ
2
3
GLV 0.213(0.008) 0.877(0.026) 1.534(0.031) 0.873(0.035) 0.737(0.031) 0.328(0.008) −
SGLV 0.157(0.007) 0.575(0.019) 0.856(0.021) 0.692(0.029) 0.620(0.026) 0.198(0.006) 4.162(2.396)× 10−6
a41 a42 a43 a44 a45 r4 σ
2
4
GLV 0.252(0.009) 0.295(0.013) 0.176(0.008) 5.604(0.103) 0.682(0.029) 0.126(0.005) −
SGLV 0.175(0.007) 0.240(0.010) 0.162(0.007) 3.177(0.073) 0.606(0.026) 0.084(0.003) 4.962(2.954)× 10−6
a51 a52 a53 a54 a55 r5 σ
2
5
GLV 0.291(0.011) 0.873(0.027) 0.864(0.024) 1.547(0.053) 2.886(0.077) 0.308(0.009) −
SGLV 0.200(0.008) 0.589(0.020) 0.572(0.017) 1.113(0.041) 1.715(0.052) 0.190(0.006) 2.707(2.033)× 10−6
From the results, we see that our method outperforms the deterministic GLV approach
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in terms of mean squared errors for a large majority of the parameter estimates.
Simulation results for Case 1 and Case 2, n ∈ {300, 500, 1000} are presented in Ap-
pendix A, Tables S4–S8. From the mean squared error of parameters in Tables S4–S8, we
can see that our method always outperforms the deterministic GLV approach. The increase
in diffusion parameter in Case 2 leads to an increase in MSE of parameter estimates due to
larger fluctuations in the data. We also notice that MSE of parameter estimates decreases
with sample size increasing when diffusion parameters are small which is consistent with
our theory.
5 Real Data Application
We apply our method to the moving picture dataset (Caporaso et al., 2011). The dataset
consists of samples from 4 body sites on 2 individuals. We focus on the samples from
the faeces of person 2. We choose the faeces site because the gut is more sheltered from
external influences than other body sites, and we therefore expect it to provide better
insights into the internal dynamics of the system. We choose person 2 because there are
more observations. Cai et al. (2017) found that there is a shift in person 2’s gut microbiome
during the study. Since we are interested in the equilibrium dynamics of the microbiome,
we analyse only the data prior to this shift.
The data are collected on a daily basis. The time intervals between consecutive data
points can vary, ranging from 1 day to 9 days. Microbiome data are subject to large
multiplicative noise, commonly referred to as sequencing depth which is generally thought
to be unrelated to the microbial dynamics. We therefore analyse the proportions of each
operational taxonomic unit in the community, rather than the total counts. There are other
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approaches to deal with the sequencing depth issue, see (Weiss et al., 2017) for a summary,
but in the absence of a clear consensus over which method is best for our application, we
have chosen a simple and widely-used method for our analysis. We do not expect the choice
of normalisation to have a large impact on our results.
To obtain more stability and interpretability, we group the operational taxonomic units
at the family level. There are 107 family-level operational taxonomic units observed in the
data. We select the five most abundant families from the data, namely Bacteroidaceae, Ru-
minococcaceae, Lachnospiraceae, Porphyromonadaceae, and an unspecified family from the
class Bacteroidales. In Appendix A, Figure S2(a) shows the temporal relative abundance
of the family Bacteroidaceae, while Figure S2(b) shows a log transformation of the rela-
tive abundance of the family Bacteroidaceae and one-step predictions under our estimated
SGLV model.
Table 2: Estimated interaction coefficients, growth rates and diffusion coefficients for the 5
most abundant families in person 2′s gut. The significantly non-zero interaction coefficients
(at the 5% level), excluding the diagonal entries and growth rates, which are all significantly
non-zero, are highlighted in blue.
akp
B. R. L. P. B′. ri σ2i
Bacteroidaceae −1.997 −2.212 −2.035 2.713 0.176 1.573 0.464
Ruminococcaceae 0.008 −3.957 −1.954 3.352 −0.602 0.768 0.167
Lachnospiraceae −0.364 −1.633 −5.481 1.059 −0.604 1.290 0.376
Porphyromonadaceae −0.308 0.036 0.017 −10.371 0.410 0.761 0.262
Bacteroidales (unsp.) −1.322 −1.584 −3.322 2.015 −8.984 1.795 0.564
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The estimates of the interaction coefficients, growth rates and diffusion coefficients are
given in Table 2. Note that the estimated values of ri and σ2i (i = 1, ..., 5) satisfy Assump-
tion 1, and the main theoretical results including Proposition 2, Theorem 1 and Theorem 2
hold for the estimated interaction coefficients in Table 2. The estimated interaction co-
efficients indicate a mixture of competition and mutualism, with Porphyromonadaceae
stimulating growth of the other families. This is consistent with Darveau et al. (2012), who
found that, in the oral microbiome, one species from the family Porphyromonadaceae can
manipulate the host immune system, allowing colonization by microbes that would usually
be suppressed by the immune system. A similar effect in the gut microbiome could explain
the patterns estimated here. The competition between other families also seems biologically
plausible, partially because of the compositionality of the data, meaning the growth of one
operational taxonomic unit results in a reduced proportion of other operational taxonomic
units.
We construct confidence intervals by applying Theorem 2 to construct the confidence
interval
[
aˆkl − 1.96σˆk
√
{diag(Iˆ−1k )}l, aˆkl + 1.96σˆk
√
{diag(Iˆ−1k )}l
]
. In Table 2, we highlight
the significantly non-zero interaction coefficients using these confidence intervals. These
significant interactions are plotted in Figure 1.
The 5% confidence intervals are reported in Appendix A, Table S9. For comparison,
the estimated parameters under a least-squares GLV model method are given in Table S10.
Corresponding 5% confidence intervals are in Table S11 of Appendix A. Since Asymptotic
confidence intervals are not available for the deterministic GLV model, we use bootstrap
confidence intervals in this case. There is some consistency in the estimated parameters
under the two models, with many estimates being positive or negative in both models. The
significant interactions all have the same sign under both models. The estimated interaction
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coefficients and estimated growth rates are generally larger in magnitude under our SGLV
model.
Figure 1: Significant interactions between abundant families. Blue arrows represent neg-
ative interactions. Thickness of arrow is proportional to interaction strength. Radius of
circle is proportional to growth rate.
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-1.322
-3.322
-2.035
-1.633
3.352
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We also compare the predictive performance of our approach and the least squares
approach of the deterministic GLV model. We divide the data randomly into training and
test data sets. We use a proportion (1 − 1/k) of the data as the training set, and the
remaining 1/k portion of the data as the test data. We consider k = 24, 12, and 8. For
each k, we average the results over 100 random splits. We report the one-step prediction
errors obtained from both approaches in Table 3. The mean squared prediction error is
defined as mean squared prediction error := m−1
∑m
i=1(uˆi − ui)2, where ui is the observed
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value at ti, uˆi is computed from the training model based on the previous log-observed
data point ui−1 at time ti−1. From the results, our method outperforms the deterministic
GLV model approach in prediction. Although the purpose of the analysis is interpretation
rather than prediction, improved predictive accuracy suggests a better fitting model, so the
conclusions drawn are more likely to be accurate.
Table 3: Cross-validated mean squared prediction error (standard error) of one-step predic-
tions on moving picture gut data, using a proportion 1/k of the data as test data, averaged
over 100 training-test splits. ‘GLV’ is the deterministic GLV model method, and ‘SGLV’
is our method.
mean squared prediction error (standard error)
k 24 12 8
GLV 1.346(0.105) 1.495(0.089) 1.762(0.096)
SGLV 1.206(0.093) 1.410(0.083) 1.610(0.087)
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6 Conclusion
Motivated by analysis of microbiome data, we proposed a new SGLV model to study
temporal dynamics of the microbiome, and derived a new set of general conditions to guar-
antee various mathematical properties including existence and uniqueness of a solution, the
bounds of moments, stationarity and ergodicity. Further, we have developed an approxi-
mate maximum likelihood estimator for our model and established a theoretical guarantee
for the consistency and asymptotic normality of our AMLE. We have demonstrated the
efficiency of our methods using simulations and real microbiome data applications.
There are a number of important directions for future work. Firstly, we have assumed
that the number of OTUs, N , is fixed. In many applications, N can be much larger than the
sample size, n, in which case, regularization methods are needed to ensure good estimation.
Incorporating regularisation into our estimators is highly non-trivial because the penalized
estimates of A may not be non-positive definite. We may add additional constraints to
guarantee non-positive definiteness of A. However, this may lead to challenges in both
computation and theory, and therefore we leave this topic for future research. For the
asymptotic consistency of our method, it is essential to assume that the time difference
between consecutive samples converges to 0. When this assumption is violated, i.e. time
difference between consecutive samples does not converge to 0, the finite sample properties
of our AMLE are unclear, and it is an interesting problem to explore in the future.
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A Additional Simulation Results
In this section, we present additional simulation results for various scenarios. In particular,
we include simulation results with various sample sizes n ∈ {300, 500, 1000}, for Cases 1
and 2 from Section 4 in main paper. Time step sizes are still set at ∆i,t ∈ {0.1, 0.3, 0.5} with
probabilities 0.7, 0.2 and 0.1 respectively. All results are based on 1,000 simulations, with
mean square error results compared for the approximate maximum likelihood estimators
of our SGLV model, and the least squares estimate under deterministic GLV Differential
Equation.
Table S4: Simulation results for Case 1, n = 300, based on 1000 simulations: mean squared
errors (standard error) of estimates of {akl, 1 ≤ k ≤ 5, 1 ≤ l ≤ 5} and {rk, 1 ≤ k ≤ 5}.
Method Mean squared error (standard error)
a11 a12 a13 a14 a15 r1 σ
2
1
GLV 0.584(0.027) 1.271(0.057) 1.040(0.048) 3.305(0.144) 3.362(0.162) 0.332(0.016) −
SGLV 0.442(0.021) 0.878(0.037) 0.720(0.031) 2.456(0.114) 2.329(0.105) 0.242(0.011) 0.765(3.590)× 10−6
a21 a22 a23 a24 a25 r2 σ
2
2
GLV 0.483(0.021) 1.685(0.057) 1.291(0.049) 3.392(0.135) 2.500(0.115) 0.343(0.015) −
SGLV 0.430(0.019) 1.093(0.042) 0.952(0.038) 2.566(0.110) 2.124(0.098) 0.272(0.012) 4.189(3.163)× 10−6
a31 a32 a33 a34 a35 r3 σ
2
3
GLV 0.485(0.020) 1.272(0.051) 1.412(0.047) 2.050(0.089) 2.350(0.106) 0.426(0.016) −
SGLV 0.424(0.018) 0.989(0.041) 0.871(0.033) 1.937(0.086) 2.182(0.099) 0.305(0.012) 4.757(3.327)× 10−6
a41 a42 a43 a44 a45 r4 σ
2
4
GLV 0.493(0.019) 0.817(0.039) 0.579(0.027) 5.111(0.167) 2.131(0.099) 0.245(0.010) −
SGLV 0.418(0.018) 0.718(0.033) 0.548(0.027) 3.029(0.114) 1.947(0.089) 0.212(0.010) 5.602(3.896)× 10−6
a51 a52 a53 a54 a55 r5 σ
2
5
GLV 0.555(0.023) 1.274(0.053) 1.285(0.048) 3.289(0.134) 3.299(0.120) 0.408(0.015) −
SGLV 0.454(0.021) 0.942(0.040) 0.930(0.036) 2.523(0.106) 2.221(0.095) 0.291(0.012) 3.361(2.945)× 10−6
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Table S5: Simulation results for Case 1, n = 500 based on 1000 simulations: mean squared
errors (standard error) of estimates of {akl, 1 ≤ k ≤ 5, 1 ≤ l ≤ 5} and {rk, 1 ≤ k ≤ 5}.
Method Mean squared error(standard error)
a11 a12 a13 a14 a15 r1 σ
2
1
GLV 0.361(0.016) 0.978(0.043) 0.733(0.030) 2.214(0.100) 1.805(0.082) 0.221(0.010) −
SGLV 0.279(0.013) 0.672(0.028) 0.498(0.021) 1.715(0.073) 1.358(0.063) 0.162(0.007) 0.467(3.402)× 10−6
a21 a22 a23 a24 a25 r2 σ
2
2
GLV 0.279(0.012) 1.781(0.050) 1.027(0.035) 2.682(0.100) 1.521(0.066) 0.270(0.011) −
SGLV 0.243(0.011) 1.005(0.032) 0.688(0.025) 1.954(0.077) 1.288(0.058) 0.184(0.007) 3.640(2.586)× 10−6
a31 a32 a33 a34 a35 r3 σ
2
3
GLV 0.308(0.014) 1.076(0.037) 1.452(0.042) 1.501(0.065) 1.520(0.066) 0.355(0.012) −
SGLV 0.261(0.011) 0.779(0.029) 0.852(0.028) 1.174(0.054) 1.397(0.062) 0.239(0.009) 4.497(2.950)× 10−6
a41 a42 a43 a44 a45 r4 σ
2
4
GLV 0.355(0.013) 0.528(0.025) 0.310(0.013) 5.643(0.140) 1.080(0.047) 0.170(0.007) −
SGLV 0.267(0.011) 0.450(0.021) 0.292(0.013) 3.164(0.098) 0.901(0.041) 0.135(0.006) 5.274(3.457)× 10−6
a51 a52 a53 a54 a55 r5 σ
2
5
GLV 0.349(0.014) 0.995(0.037) 0.970(0.035) 2.148(0.088) 2.821(0.101) 0.320(0.011) −
SGLV 0.268(0.011) 0.700(0.028) 0.676(0.025) 1.604(0.068) 1.832(0.071) 0.217(0.008) 2.995(2.540)× 10−6
Table S6: Simulation results for Case 2, n = 300 based on 1000 simulations: mean squared
errors (standard error) of estimates of {akl, 1 ≤ k ≤ 5, 1 ≤ l ≤ 5} and {rk, 1 ≤ k ≤ 5}.
Method Mean squared error (standard error)
a11 a12 a13 a14 a15 r1 σ
2
1
GLV 6.939(0.592) 2.890(0.137) 1.432(0.064) 5.648(0.282) 4.817(0.216) 0.695(0.026) −
SGLV 6.221(0.455) 2.153(0.104) 1.055(0.048) 4.327(0.205) 3.793(0.175) 0.233(0.011) 0.007(0.022)
a21 a22 a23 a24 a25 r2 σ
2
2
GLV 3.811(0.290) 2.488(0.105) 1.632(0.066) 4.949(0.211) 4.441(0.266) 0.744(0.024) −
SGLV 3.481(0.251) 2.002(0.100) 1.239(0.050) 3.921(0.170) 3.618(0.220) 0.234(0.011) 0.021(0.023)
a31 a32 a33 a34 a35 r3 σ
2
3
GLV 3.692(0.223) 2.671(0.117) 1.501(0.055) 3.878(0.198) 3.808(0.185) 0.838(0.024) −
SGLV 3.059(0.186) 2.060(0.092) 1.018(0.043) 3.123(0.148) 3.271(0.156) 0.253(0.010) 0.035(0.030)
a41 a42 a43 a44 a45 r4 σ
2
4
GLV 3.969(0.272) 1.866(0.090) 0.876(0.041) 5.498(0.212) 3.759(0.198) 0.502(0.017) −
SGLV 3.205(0.223) 1.715(0.084) 0.792(0.037) 3.949(0.168) 3.456(0.173) 0.170(0.008) 0.033(0.028)
a51 a52 a53 a54 a55 r5 σ
2
5
GLV 4.442(0.316) 2.310(0.112) 1.546(0.067) 4.705(0.211) 4.723(0.199) 0.802(0.025) −
SGLV 3.376(0.216) 1.874(0.092) 1.123(0.049) 3.645(0.164) 3.784(0.192) 0.239(0.010) 0.023(0.021)
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Table S7: Simulation results for Case 2, n = 500 based on 1000 simulations: mean squared
error(standard error) of estimates of {akl, 1 ≤ k ≤ 5, 1 ≤ l ≤ 5} and {rk, 1 ≤ k ≤ 5}.
Method mean squared error(standard error)
a11 a12 a13 a14 a15 r1 σ
2
1
GLV 6.166(0.677) 1.840(0.082) 1.049(0.044) 3.157(0.144) 2.690(0.117) 0.596(0.018) −
SGLV 5.556(0.509) 1.377(0.059) 0.697(0.031) 2.380(0.112) 2.028(0.091) 0.140(0.006) 0.004(0.020)
a21 a22 a23 a24 a25 r2 σ
2
2
GLV 3.196(0.222) 1.768(0.065) 1.056(0.041) 3.523(0.151) 2.526(0.114) 0.613(0.017) −
SGLV 2.714(0.181) 1.208(0.049) 0.716(0.030) 2.523(0.115) 2.024(0.094) 0.140(0.006) 0.017(0.017)
a31 a32 a33 a34 a35 r3 σ
2
3
GLV 3.517(0.236) 1.706(0.069) 1.546(0.045) 2.111(0.105) 2.172(0.099) 0.874(0.019) −
SGLV 2.921(0.195) 1.274(0.054) 0.950(0.031) 1.879(0.089) 1.817(0.081) 0.223(0.008) 0.030(0.023)
a41 a42 a43 a44 a45 r4 σ
2
4
GLV 3.196(0.211) 1.055(0.052) 0.468(0.022) 4.900(0.156) 2.072(0.108) 0.456(0.013) −
SGLV 2.871(0.207) 0.953(0.047) 0.417(0.018) 3.028(0.108) 1.856(0.100) 0.114(0.005) 0.029(0.022)
a51 a52 a53 a54 a55 r5 σ
2
5
GLV 3.381(0.259) 1.750(0.073) 1.168(0.043) 2.951(0.126) 3.916(0.134) 0.835(0.020) −
SGLV 2.662(0.194) 1.314(0.057) 0.859(0.035) 2.374(0.103) 2.585(0.102) 0.201(0.008) 0.021(0.019)
Table S8: Simulation results for Case 2, n = 1000 based on 1000 simulations: mean squared
errors (standard error) of estimates of {akl, 1 ≤ k ≤ 5, 1 ≤ l ≤ 5} and {rk, 1 ≤ k ≤ 5}.
Method Mean squared errors (standard error)
a11 a12 a13 a14 a15 r1 σ
2
1
GLV 5.817(0.714) 1.038(0.044) 0.657(0.027) 1.524(0.071) 1.215(0.059) 0.508(0.013) −
SGLV 4.634(0.431) 0.735(0.033) 0.445(0.019) 1.083(0.050) 0.941(0.045) 0.077(0.003) 0.002(0.018)
a21 a22 a23 a24 a25 r2 σ
2
2
GLV 3.279(0.360) 1.684(0.050) 0.721(0.023) 2.109(0.074) 1.162(0.054) 0.598(0.011) −
SGLV 2.631(0.183) 1.020(0.039) 0.493(0.034) 1.480(0.047) 0.895(0.046) 0.098(0.012) 0.013(0.014)
a31 a32 a33 a34 a35 r3 σ
2
3
GLV 2.618(0.183) 1.080(0.039) 1.552(0.034) 1.082(0.047) 1.073(0.046) 0.831(0.012) −
SGLV 2.254(0.162) 0.755(0.030) 0.914(0.023) 0.902(0.040) 0.892(0.040) 0.178(0.005) 0.029(0.019)
a41 a42 a43 a44 a45 r4 σ
2
4
GLV 2.737(0.231) 0.513(0.025) 0.232(0.010) 4.988(0.119) 0.928(0.43) 0.465(0.009) −
SGLV 2.383(0.199) 0.458(0.022) 0.193(0.009) 2.900(0.082) 0.781(0.036) 0.074(0.003) 0.027(0.019)
a51 a52 a53 a54 a55 r5 σ
2
5
GLV 3.071(0.203) 1.045(0.040) 0.809(0.025) 1.740(0.072) 3.574(0.099) 0.799(0.013) −
SGLV 2.583(0.191) 0.771(0.31) 0.549(0.018) 1.299(0.056) 2.166(0.070) 0.161(0.005) 0.018(0.014)
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Table S9: 5% Confidence intervals for estimated interaction coefficients for the five most
abundant families in person 2′s gut using our approach. The significantly non-zero inter-
action coefficients are highlighted in blue (for negative values).
akp B. R. L. P. B′.
Bacteroidaceae (−2.575,−1.420) (−3.677,−0.747) (−3.842,−0.228) (−0.143, 5.568) (−4.361, 4.713)
Ruminococcaceae (−0.338, 0.354) (−4.836,−3.079) (−3.037,−0.871) (1.641, 5.063) (−3.321, 2.118)
Lachnospiraceae (−0.884, 0.155) (−2.951,−0.314) (−7.107,−3.854) (−1.511, 3.628) (−4.688, 3.479)
Porphyromonadaceae (−0.742, 0.125) (−1.064, 1.136) (−1.140, 1.374) (−12.515,−8.228) (−2.996, 3.817)
Bacteroidales (unsp.) (−1.959,−0.686) (−3.199, 0.030) (−5.313,−1.330) (−1.131, 5.162) (−13.984,−3.983)
Table S10: Estimated growth rates, interaction coefficients and diffusion coefficients for the
five most abundant families in Person 2’s gut under the deterministic GLV model. The
significantly non-zero interaction coefficients (at the 5% significance level) are highlighted
in blue.
akp B. R. L. P. B′. ri σ2i
Bacteroidaceae −1.130 −0.406 −0.902 1.875 1.174 0.497 -
Ruminococcaceae 0.042 −3.068 −1.198 1.207 −0.081 0.510 -
Lachnospiraceae −0.018 −0.930 −3.946 −1.021 −0.223 0.703 -
Porphyromonadaceae −0.225 −0.057 −0.328 −8.630 0.281 0.572 -
Bacteroidales (unsp.) −0.456 0.127 −2.090 1.431 −8.072 0.659 -
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Table S11: Bootstrap 5% Confidence intervals for deterministic GLV model estimates of
interaction coefficients and growth rates for the five most abundant families in Person 2’s
gut. The significantly non-zero inter-species interaction coefficients are highlighted in blue.
akp B. R. L. P. B′.
Bacteroidaceae (−2.614,−0.707) (−3.941, 1.087) (−4.775, 0.987) (−6.062, 9.060) (−3.013, 4.297)
Ruminococcaceae (−0.597, 0.707) (−5.068,−2.105) (−3.138,−0.056) (−2.540, 5.628) (−3.972, 2.684)
Lachnospiraceae (−0.914, 0.426) (−3.713, 0.343) (−7.329,−2.343) (−6.414, 4.292) (−3.378, 2.603)
Porphyromonadaceae (−0.830, 0.461) (−1.324, 2.109) (−3.172, 2.311) (−12.779,−5.178) (−4.429, 4.612)
Bacteroidales (unsp.) (−2.064,−0.022) (−3.579, 1.602) (−5.997, 0.006) (−6.647, 8.029) (−13.143,−4.039)
Figure S2: (a) Relative abundance of the family Bacteroidaceae over time; (b) Logarithm
of the temporal data in (a) and the fitting curve (blue line) from the SGLV model.
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B Proof of Propositions
We first show the existence and uniqueness of solutions to our stochastic differential equa-
tion model (3). We first recall the assumptions needed:
Assumption 1. The initial value x(0) = (x1(0), . . . , xN(0))T ∈ RN+ , rk−σ2k/2 > 0, σk > 0,
and A = (akl)N×N is non-positive definite.
Assumption 2. For some φ ≥ 4, the elements of A satisfy akk + φ(φ + 1)−1
∑N
l=1(akl ∨
0) + (φ+ 1)−1
∑N
l=1(alk ∨ 0) < 0.
Assumption 3. Each element of the vector x˜ = (x˜1, ..., x˜N)T = −A−1 (r − σ2/2) is posi-
tive, i.e., x˜k > 0 for k = 1, ..., N .
Assumption 4. There exist positive constants c1,. . ., cN such that for k = 1, ..., N ,
N∑
i=1
ciσ
2
i x˜i < −
[
2ckakk +
∑
l 6=k
{ck|akl|+ cl|alk|}
]
x˜2k.
Proposition 1. For t ≥ 0, under Assumption 1, there is a unique solution x(t) to SGLV
model (3) and x(t) ∈ RN+ almost surely.
Proof. Since the coefficients of the equation are locally Lipschitz continuous, for any given
initial value x(0) ∈ R+ there is a unique local solution x(t) on t ∈ [0, τe), where τe is the
explosion time. To show that the solution is global, it is equivalent to show that τe = +∞
a.s. Define a C2-function V : RN+ → R≥0 by
V (x(t)) =
N∑
k=1
{xk(t)− 1− log(xk(t))}.
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Note that V (x(t)) is non-negative because xk(t)− 1− log(xk(t)) ≥ 0 for all xk(t) > 0, k =
1, ..., N . Furthermore, V (x(t)) → ∞ for any explosion time of x(t), so τe is the explosion
time of V (x(t)).
We choose a sufficiently large non-negative number η0 such that V (x(0)) ≤ η0. For each
η ≥ η0, we can define the stopping time
τη = inf{t ∈ [0, τe)|V (x(t)) ≥ η}
Clearly, τη is increasing. Set τ∞ = limη→∞ τη. Since τ∞ ≤ τe, it is sufficient to prove
τ∞ =∞ a.s. This is equivalent to showing for any T <∞ that P (τη ≤ T )→ 0 as η →∞.
By Itô’s formula, we get
dV (x(t)) = F1(x(t))dt+
N∑
k=1
σk{xk(t)− 1}dBk(t), (S8)
where
F1(x(t)) :=
N∑
k=1
{rkxk(t)− (rk − σ2k/2)}+
N∑
k=1
{xk(t)− 1}
N∑
l=1
aklxl(t).
Because A is a non-positive definite matrix,
∑N
k=1
∑N
l=1 aklxk(t)xl(t) ≤ 0 and we have
F1(x(t)) ≤
N∑
k=1
rkxk(t)−
N∑
k,l=1
aklxl(t)−
N∑
k=1
(rk − σ2k/2)
≤ C
N∑
k=1
xk(t) +NC,
where C = maxk=1,...,N{(rk −
∑N
l=1 alk) ∨ (rk − σ2k/2) ∨ 0}. From the inequality xk(t) ≤
2{xk(t)− 1− log(xk(t))}+ 2, we have
F1(x(t)) ≤ 2CV (x(t)) + 3NC,
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so, from Equation (S8)
dV (x(t)) ≤ {2CV (x(t)) + 3NC}dt+
N∑
k=1
σk{xk(t)− 1}dBk(t),
and ∫ T∧τη
0
dV (x(t)) ≤
∫ T∧τη
0
{2CV (x(t)) + 3NC}dt+
∫ T∧τη
0
N∑
k=1
σk{xk(t)− 1}dBk(t).
Taking expectations on both sides,
E{V (x(T ∧ τη))} ≤ V (x(0)) + 2CE
{∫ T∧τη
0
V (x(t))dt
}
+ 3NCE(T ∧ τη)
≤ V (x(0)) + 3NCT + 2CE
{∫ T∧τη
0
V (x(t))dt
}
.
By Grönwall’s inequality, we have
E{V (x(T ∧ τη))} ≤ {V (x(0)) + 3NCT} exp(2CT ).
By definition of τη, we have V (x(τη)) = η, so
{V (x(0)) + 3NCT} exp(2CT ) ≥ E{V (x(T ∧ τη))} ≥ ηP (τη ≤ T ).
The left side of this inequality is bounded, so we must have P (τη ≤ T )→ 0 as η →∞.
Proposition 2. Under Assumptions 1 and 2, there exist positive constants C1 and C2 such
that for any initial value x0 ∈ RN+ , the solution of SGLV model (3) has the properties
lim sup
t→+∞
N∑
k=1
E{xθk(t)} ≤ C1, lim sup
t→+∞
N∑
k=1
t−1E
{∫ t
0
x%thetak (s)ds
}
≤ C2,
for any 0 6 θ ≤ 4.
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Proof. Since the existence of higher moments implies the existence of lower moments, it
is sufficient to prove the results for some θ > 4. We show that the result holds for θ = φ
from Assumption 2. Define a C2-function V : RN+ → R+ by V (x(t)) =
∑N
k=1 x
φ
k(t), where
x(t) = (x1(t), ..., xN(t))
T. We apply Itô’s formula to etV (x(t)) and get
d{etV (x(t))} = etF (x(t))dt+ et
N∑
k=1
φσkx
φ
k(t)dBk(t),
where
F (x(t)) := V (x(t)) + φ
N∑
k=1
rkx
φ
k(t) + φ
N∑
k,l=1
aklx
φ
k(t)xl(t) + {φ(φ− 1)/2}
N∑
k=1
σ2kx
φ
k(t). (S9)
Note that, setting Jk = {l 6= k|akl < 0}, we have
N∑
k,l=1
aklx
φ
k(t)xl(t) =
N∑
k=1
akkx
φ+1
k (t) +
N∑
k=1
∑
l∈Jk
+
∑
l∈Jck
 aklxφk(t)xl(t)
≤
N∑
k=1
akkx
φ+1
k (t) +
N∑
k=1
∑
l∈Jck
aklx
φ
k(t)xl(t)
≤
N∑
k=1
akkx
φ+1
k (t) +
N∑
k=1
∑
l∈Jck
akl
{
φ(φ+ 1)−1xφ+1k (t) + (φ+ 1)
−1xφ+1l (t)
}
=
N∑
k=1
xφ+1k (t)
{
akk + φ(φ+ 1)
−1
N∑
l=1
(akl ∨ 0) + (φ+ 1)−1
N∑
l=1
(alk ∨ 0)
}
.
Since akk +φ(φ+ 1)−1
∑N
l=1(akl ∨ 0) + (φ+ 1)−1
∑N
l=1(alk ∨ 0) < 0, F (x(t)) is bounded. Let
C1 := supx(t)∈RN+ F (x(t)) < +∞, and we have
d{exp(t)V (x(t))} ≤ C1 exp(t)dt+ exp(t)
N∑
k=1
φσkx
φ
k(t)dBk(t). (S10)
Let η0 > V (x(0)). For each η ≥ η0, we define the stopping time
τη = inf{t ≥ 0|V (x(t)) ≥ η}.
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It then follows from Equation (S10)
E
[∫ t∧τη
0
d{exp(s)V (x(s))}
]
≤ E
[∫ t∧τη
0
C1 exp(s)ds
]
+E
[∫ t∧τη
0
exp(s)
N∑
k=1
φσkx
φ
k(s)dBk(s)
]
,
where
∫ t∧τη
0
exp(s)
∑N
k=1 φσkx
φ
k(s)dBk(s) is a martingale with expectation equal to zero, so
we have
E{exp(t ∧ τη)V (x(t ∧ τη))} ≤ V (x0) + C1E
(∫ t∧τη
0
exp(s)ds
)
.
By the proof of Proposition 1, τη →∞ almost surely as η → +∞. So we have
exp(t)E{V (x(t))} ≤ V (x0) + C1(exp(t)− 1), (S11)
thus
lim sup
t→+∞
N∑
k=1
E{xφk(t)} ≤ C1.
Integrating both sides of equation (S11) divided by exp(t), we can get
lim sup
t→+∞
t−1
∫ t
0
E{V (x(s))}ds ≤ C2.
By Fubini’s theorem, we obtain the result.
The proof of Proposition 3, uses the following theorems from Chapter 4 of Kaśminskii
(2011).
Theorem 4.1 (Stationarity). If Assumptions B.1–B.2 hold, then the Markov process X(t)
has a unique stationary distribution µ(·).
Theorem 4.2 (Ergodicity). Suppose that Assumptions B.1–B.2 hold, and let µ be the
stationary distribution of the process X(t). Let f(·) be a function integrable with respect to
the measure µ. Then
Px
{
lim
T→+∞
1
T
∫ T
0
f(X(t))dt =
∫
RN
f(x)µ(dx)
}
= 1 (S12)
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for all x ∈ RN .
The Assumptions B.1–B.2 are as follows: There exists a bounded open domain U ⊂ RN
with regular boundary Γ, having the following properties:
Assumption B.1. In the domain U and some neighborhood thereof, the smallest eigenvalue
of the diffusion matrix Σ(x) is bounded away from zero.
Assumption B.2. If x ∈ RN \U , the mean time τ at which a path issuing from x reaches
the set U is finite, and supx∈K Exτ <∞ for every compact subset K ⊂ RN .
Proposition 3. Under Assumptions 1, 3 and 4, there is a stationary distribution for the
solution of SGLV model (3), and it has the ergodic property.
Proof. To apply Theorems 4.1 and 4.2, we first need to show that Assumptions B.1–B.2
hold. For Assumption B.1, Since σk > 0 in SGLV (3), the smallest eigenvalue of the diffusion
matrix Σ = diag(σ21, ..., σ2N) is bounded away from zero. To verify Assumption B.2, it is
sufficient to show that there exists some neighborhood U and a non-negative C2-function
V (x(t)) such that and for any x(t) ∈ RN \ U , LV is negative (for details, refer to Zhu &
Yin (2007)), where
L :=
N∑
k=1
xk(t)
{
rk +
N∑
l=1
aklxl(t)
}
∂(·){∂xk(t)}−1 + 2−1
N∑
k=1
σ2k∂
2(·){∂xk(t)∂xl(t)}−1.
(S13)
By Assumption 3 , x˜ = (x˜1, ..., x˜N)T is positive. We define a non-negative C2−function
V ∗(x(t)) =
∑N
k=1 ck{xk(t)−x˜k−x˜k log(xk(t)/x˜k)} and will show that there exists a constant
C∗ > 0 such that
LV ∗(x(t)) ≤ −C∗,
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where L, defined by Equation (S13), denotes the infinitesimal generator of stochastic
differential equation (3). It is easy to see that V ∗(x(t)) → +∞ as x(t) → +∞ and
V ∗(x(t))→ +∞ as x(t)→ 0. With some computation, we can get
LV ∗(x(t))
=
N∑
k=1
ckakk{xk(t)− x˜k}2 +
N∑
k=1
N∑
l 6=k
ckakl{xk(t)− x˜k}{xl(t)− x˜l}+ 1
2
N∑
k=1
ckσ
2
kx˜k.
Note that
N∑
k=1
N∑
l 6=k
ckakl{xk(t)− x˜k}{xl(t)− x˜l}
≤ 1
2
N∑
k=1
N∑
l 6=k
ck|akl|
[{xk(t)− x˜k}2 + {xl(t)− x˜l}2],
so
LV ∗(x(t)) ≤ 1
2
N∑
k=1
{
2ckakk +
∑
l 6=k
(ck|akl|+ cl|alk|)
}
{xk(t)− x˜k}2 + 1
2
N∑
k=1
ckσ
2
kx˜k.
Assumption 4 gives that,
N∑
k=1
ckσ
2
kx˜k < min
{
−
{
2ckakk +
∑
l 6=k
(ck|akl|+ cl|alk|)
}
x˜2k, k = 1, ..., N
}
.
We consider the ellipsoid
E =
{
x(t)
∣∣∣∣∣
N∑
k=1
{
2ckakk +
∑
l 6=k
(ck|akl|+ cl|alk|)
}
{xk(t)− x˜k}2 +
N∑
k=1
ckσ
2
kx˜k ≥ 0
}
.
It is easy to see that LV ∗(x(t)) > 0 in some subset of E (e.g.{x(t) = x˜(t)})and LV ∗(x(t)) <
0 outside E, so we can find a D ⊆ RN+ and a positive constant C∗, such that D ⊃ E and
LV ∗(x(t)) ≤ −C∗, x(t) ∈ RN+ \ D¯, where D¯ is the closure of D, which implies the solution
x(t) is recurrent in the domain D. By Theorem 4.1, x(t) has a stationary distribution, and
by the Theorem 4.2, it also has the ergodic property.
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Corollary 1. Under Assumptions 1, 3 and 4, for any Borel measurable function f(·) :
RN+ → R, which is integrable with respect to the density, pi(·), of the stationary distribution,
the solution of SGLV model (3) has the property,
lim
t→+∞
t−1
∫ t
0
f(x(s))ds =
∫
RN+
f(x)pi(dx).
Proof. By Proposition 3, there exists a stationary density for the stochastic differential
equation, denoted by pi(·). The ergodic theory on the stationary distribution (Theorem
4.2 from Kaśminskii (2011)) gives that for any Borel measurable function f(·) : RN+ → R,
which is integrable with respect to pi(·),
lim
t→+∞
t−1
∫ t
0
f(x(s))ds =
∫
RN+
f(x)pi(dx),
holds with probability 1.
C Proof of Theorems
Recall that the main theorems depend on the following additional assumptions:
Assumption 5. T is fixed, and ∆max → 0.
Assumption 6. (I) T → +∞ and ∆max → 0; (II) T → +∞ and T∆max → 0.
Before proving Theorem 1, we first prove the following key lemmas:
Lemma S1. Suppose Assumptions 1, 2, and 5, hold. For fixed N and T, let Ψ = Θ × Φ,
and K ⊂ Θ be a relatively compact set. Then for any θ˜ = (ϑ˜, σ) ∈ Ψ , and r = 0, 1, 2.
sup
ϑ∈K
|(∂/∂ϑ)r`n,T (ϑ)− (∂/∂ϑ)r`T (ϑ)| = OPθ˜(∆1/2max), n→ +∞, (S14)
where K is the closure of K.
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Proof. Here we only consider the proof of the case r = 0, because proofs of the cases r = 1
and r = 2 are similar to the case r = 0. In order to show (S14), we only need to show that
lim
κ→+∞
P
{
sup
ϑ∈K
∣∣`n,T (ϑ)− `T (ϑ)∣∣ > κ∆1/2max
}
≤ lim
κ→+∞
κ−1∆−1/2max E
{
sup
ϑ∈K
∣∣`n,T (ϑ)− `T (ϑ)∣∣} = 0.
We start by setting
`n,T (ϑ)− `T (ϑ) =
N∑
k=1
σ−2k
n−1∑
i=0
∫ ti+1
ti
(
N∑
l=1
akl{xl(ti)− xl(t)}
){
R˜k +
N∑
m=1
a˜kmxm(t)
}
dt
+
N∑
k=1
σ−1k
n−1∑
i=0
∫ ti+1
ti
N∑
l=1
akl{xl(ti)− xl(t)}dBk(t)
−
N∑
k=1
2−1σ−2k
n−1∑
i=0
∫ ti+1
ti
{
Rk +
N∑
l
aklxl(ti)
}2 − {Rk + N∑
l
aklxl(t)
}2
dt
:= I1 + I2 + I3,
where I1, I2, I3 are the three terms of the above equation. It is therefore sufficient to prove
that for some constant C, we have E (supϑ∈K |Ii|) < C∆−1/2max , for i = 1, 2, 3.
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E sup
ϑ∈K¯
I1 ≤
N∑
k=1
σ−2k
N∑
l=1
(
sup
ϑ∈K¯
|aklR˜k|
) n−1∑
i=0
∫ ti+1
ti
|{xl(ti)− xl(t)}|dt
+
N∑
k=1
N∑
l,m=1
σ−2k
(
sup
ϑ∈K¯
|akla˜km|
) n−1∑
i=0
∫ ti+1
ti
|{xl(ti)− xl(t)}xm(t)|dt,
E sup
ϑ∈K¯
I2 ≤
N∑
k=1
N∑
l=1
σ−1k
(
sup
ϑ∈K¯
|akl|
) n−1∑
i=0
E
∣∣∣∣∫ ti+1
ti
{xl(ti)− xl(t)}dBk(t)
∣∣∣∣
≤
N∑
k=1
N∑
l=1
σ−1k
(
sup
ϑ∈K¯
|akl|
) n−1∑
i=0
(
E
[∫ ti+1
ti
{xl(ti)− xl(t)}dBk(t)
]2)1/2
=
N∑
k=1
N∑
l=1
σ−1k
(
sup
ϑ∈K¯
|akl|
) n−1∑
i=0
(
E
[∫ ti+1
ti
{xl(ti)− xl(t)}2d(t)
])1/2
,
E sup
ϑ∈K¯
I3 ≤
N∑
k=1
N∑
l=1
σ−2k
(
sup
ϑ∈K¯
|Rkakl|
) n−1∑
i=0
∫ ti+1
ti
∣∣{xl(ti)− xl(t)}∣∣ dt
+
N∑
k=1
N∑
l,m=1
σ−2k
(
sup
ϑ∈K¯
|Rkaklakm|
) n−1∑
i=0
∫ ti+1
ti
|{xl(ti)− xl(t)}{xm(ti)− xm(t)}|dt.
Since K is a relatively compact set, the terms, supϑ∈K¯ |R˜kakl|, supϑ∈K¯ |akla˜km|, supϑ∈K¯ |akl|,
supϑ∈K¯ |Rkakl| and supϑ∈K¯ |Rkaklakm|, are all bounded. By Itô’s isometry and Jensen’s
inequality, we have
E
∣∣∣∣∫ ti+1
ti
{xl(ti)− xl(t)}xm(t)dt
∣∣∣∣ ≤ ∫ ti+1
ti
E|{xl(ti)− xl(t)}xm(t)|dt,
41
and [
E
∣∣∣∣∫ ti+1
ti
{
xl(ti)− xl(t)}dBk(t)
∣∣∣∣]2
≤ E
[∫ ti+1
ti
{xl(ti)− xl(t)}dBk(t)
]2
=
∫ ti+1
ti
E
({xl(ti)− xl(t)}2) dt
=
∫ ti+1
ti
E[{xl(ti)− xl(t)}xl(ti)]dt−
∫ ti+1
ti
E[{xl(ti)− xl(t)}xl(t)]dt.
It is enough to show that there exist three constants C, C1 and C2 such that
E|{xl(ti)− xl(t)}xm(t)| ≤ C1∆max + C2∆1/2max, (S15)
and
E
({xl(ti)− xl(t)}2) ≤ C∆i,t. (S16)
We prove (S15) using Proposition 2 and Itô’s isometry:
E|{xl(t)− xl(ti)}xm(t)|
= E
∣∣∣∣∣
∫ t
ti
{
rk +
N∑
l=1
aklxl(s)
}
xk(s)xm(t)ds+
∫ t
ti
σkxk(s)xm(t)dBk(s)
∣∣∣∣∣
≤ E
∣∣∣∣∣
∫ t
ti
{
rk +
N∑
l=1
aklxl(s)
}
xk(s)xm(t)ds
∣∣∣∣∣+ E
∣∣∣∣∫ t
ti
σkxk(s)xm(t)dBk(s)
∣∣∣∣
≤ E
∣∣∣∣ ∫ t
ti
{
rk +
N∑
l=1
aklxl(s)
}
xk(s)xm(t)ds
∣∣∣∣+ σk [E {∫ t
ti
x2m(t)x
2
k(s)ds
}]1/2
≤ C1∆max + C2∆1/2max. (S17)
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For (S16), we have:
E
({xl(ti)− xl(t)}2) = E [∫ t
ti
{
rl +
N∑
p=1
alpxp(s)
}
xl(s)ds+
∫ t
ti
σldBl(s)
]2
≤ 2∆i,tE
∫ t
ti
{
rl +
N∑
p=1
alpxp(s)
}2
x2l (s)ds
+ 2 ∫ t
ti
σ2l E{x2l (s)}ds
≤ C∆i,t.
Because E (supϑ∈K |I1|), E (supϑ∈K |I2|) and E (supϑ∈K |I3|) are bounded by C∆−1/2max for some
C, we have
Pθ˜
(
∆−1/2max sup
ϑ∈K
|`n,T − `T (ϑ)| ≥ κ
)
≤ Cκ−1
and
lim
κ→+∞
lim sup
n
Pθ˜
(
∆−1/2max sup
ϑ∈Θ
∣∣T−1`n,T (ϑ)− T−1`T (ϑ)∣∣ ≥ κ) = 0.
Theorem 1. Under Assumptions 1, 2, and 5, we have that, conditional on the maximum
likelihood estimators lying in some compact parameter space K,
(i) ‖ϑˆn,T − ϑˆT‖ = Op
(
∆
1/2
max
)
.
(ii) For any k ∈ {1, ..., N}, (n/2)1/2σ−2k (σ̂2k,n,T − σ2k)→ N(0, 1).
Proof. We Taylor expand `′T (ϑˆn,T ) about ϑˆT . Because `T (ϑ) is quadratic in ϑ, the expansion
is exact.
`′T (ϑˆn,T ) = `
′
T (ϑˆT ) + `
′′
T (ϑˆT )(ϑˆn,T − ϑˆT ),
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since `′T (ϑˆT ) = 0, `′n,T (ϑˆn,T ) = 0,
‖ϑˆn,T − ϑˆT‖ ≤ ‖{`′′T (ϑˆT )}−1‖ · ‖`′T (ϑˆn,T )− `′T (ϑˆT )‖
= ‖{`′′T (ϑˆT )}−1‖ · ‖`′T (ϑˆn,T )− `′n,T (ϑˆn,T )‖,
where ‖{`′′T (ϑˆT )}−1‖ = Op(1) due to
∂2`T (ϑˆT ))/(∂akl∂akm) = −
∫ T
0
exp{ul(t) + um(t)}dt,
and by Proposition 2, for any given , there exists a constant κ1 such that
P (|∂2`T (ϑˆT )/(∂akl∂akm)| > κ1) ≤ κ−11
∫ T
0
E exp{ul(t) + um(t)}dt ≤ Cκ−11 < ,
further by Lemma S1, we have
‖ϑˆn,T − ϑˆT‖ = Op(∆1/2max).
whenever ϑˆn,T ∈ K. Next, we consider the asymptotic property of σ̂2k,n,T .
n1/2(σ̂2k,n,T − σ2k)
= n1/2
[
σ̂2k,n,T − n−1σ2k
n−1∑
i=0
{∆iBk(t)}2∆−1i,t
]
+ 21/2σ2k(2n)
−1/2
n−1∑
i=0
[{∆iBk(t)}2 −∆i,t]∆−1i,t .
Since (2n)−1/2
∑n−1
i=0 [{∆iBk(t)}2−∆i,t]∆−1i,t → N(0, 1) in distribution, we only need to show
that the first term converges to zero.
n1/2
[
σ̂2k,n,T − n−1σ2k
n−1∑
i=0
{∆iBk(t)}2∆−1i,t
]
= n−1/2

n−1∑
i=0
(
∆iuk(t)−
[
ˆ˙rk +
N∑
l=1
aˆkl exp{ul(ti)}
]
∆i,t
)2
∆−1i,t − σ2k
n−1∑
i=0
{∆iBk(t)}2∆−1i,t

:= n−1/2(I ′1 + I
′
2),
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where
I ′1 =
n−1∑
i=0
∆−1i,t
(∫ ti+1
ti
N∑
l=1
aˆkl[exp{ul(t)} − exp{ul(ti)}]dt
)2
,
I ′2 = −2σk
n−1∑
i=0
∆−1i,t
∫ ti+1
ti
dBk(t) ·
∫ ti+1
ti
N∑
l=1
aˆkl[exp{ul(t)} − exp{ul(ti)}]dt.
Using the proof of Lemma S1, Itô’s isometry and the fact that xk(t) = euk(t), it is easy to
show
E(I ′1) ≤ E

n−1∑
i=0
∫ ti+1
ti
[
N∑
l=1
aˆkl{xk(t)− xk(ti)}
]2
dt
 ≤ 2CT∆max,
E(I ′2) ≤ 2E
{
n−1∑
i=0
(
σ2k
∫ ti+1
ti
dt
)}
+
n−1∑
i=1
∆−2i,t E
[∫ ti+1
ti
N∑
l=1
aˆkl{xl(t)− xl(ti)}dt
]2
≤ 2Tσ2k +
N∑
l=1
n−1∑
i=1
C∆−1i,t
[∫ ti+1
ti
E{xl(t)− xl(ti)}2dt
]
≤ 2Tσ2k + CNT,
where the constant C varies from line to line. So we have
√
n
[
σ̂2k,n,T − n−1σ2k
n−1∑
i=0
{∆iBk(t)}2∆−1i,t
]
→p 0.
This completes the proof of Theorem 1.
Before the proof of Theorem 2, we give the auxiliary lemma:
Lemma S2. Suppose Assumptions 1–4 hold. For fixed N, any θ˜ = (ϑ˜, σ) ∈ K ⊆ Ψ, where
K is a compact subset of Ψ = Θ× Φ, any initial value x(0), and r = 0, 1, 2,
sup
ϑ∈K
|T−1(∂/∂ϑ)r`n,T (ϑ)− T−1(∂/∂ϑ)r`T (ϑ)| = OPθ˜(∆1/2max), T → +∞, n→ +∞. (S18)
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Proof. As in the proof of Lemma S1, we only consider the case when r = 0, with other
cases being similar. For any M > 0,
Pθ˜
{
T−1∆−1/2max sup
ϑ∈K
|`n,T (ϑ)− `T (ϑ)| ≥M
}
≤M−1Eθ˜
{
T−1∆−1/2max sup
ϑ∈K
|`n,T (ϑ)− `T (ϑ)|
}
.
In order to prove the above inequality, we only need to show that for some constant C, we
have Eθ˜
{
T−1∆−1/2max supϑ∈K |`n,T (ϑ)− `T (ϑ)|
}
≤ C.
Since
T−1∆−1/2max {`n,T (ϑ)− `T (ϑ)}
= T−1∆−1/2max
N∑
k=1
σ−2k
n−1∑
i=0
∫ ti+1
ti
N∑
l=1
akl{xl(ti)− xl(t)}
{
˜˙rk +
N∑
l=1
a˜klxl(t)
}
dt
+T−1∆−1/2max
N∑
k=1
σ−1k
n−1∑
i=0
∫ ti+1
ti
N∑
l=1
akl{xl(ti)− xl(t)}dBk(t)
−(2T )−1∆−1/2max
N∑
k=1
σ−2k
n−1∑
i=0
∫ ti+1
ti
{
r˙k +
N∑
l
aklxl(ti)
}2
−
{
r˙k +
N∑
l
aklxl(t)
}2
dt
:= S1 + S2 + S3,
where S1, S2, S3 correspond to the three terms of the above equation respectively. It is easy
to show that
E sup
ϑ∈K
|S1| ≤ E sup
ϑ∈K
∣∣∣∣∣T−1∆−1/2max
N∑
k=1
σ−2k
n−1∑
i=0
∫ ti+1
ti
N∑
l=1
akl{xl(ti)− xl(t)}
{
R˜k +
N∑
l=1
a˜klxl(t)
}
dt
∣∣∣∣∣ ,
≤ T−1∆−1/2max
N∑
k=1
N∑
l=1
σ−2k
n−1∑
i=0
(
sup
ϑ∈K
|aklR˜k|
)∫ ti+1
ti
E|{xl(ti)− xl(t)}|dt,
+T−1∆−1/2max
N∑
k=1
N∑
l,m=1
σ−2k
n−1∑
i=0
(
sup
ϑ∈K
|aklakmR˜k|
)∫ ti+1
ti
E|{xl(ti)− xl(t)}xl|dt,
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E sup
ϑ∈K
|S2| ≤ E sup
ϑ∈K
[
T−1∆−1/2max
N∑
k=1
σ−1k
n−1∑
i=0
∣∣∣∣ ∫ ti+1
ti
N∑
l=1
akl{xl(ti)− xl(t)}dBk(t)
∣∣∣∣
]
≤ T−1∆−1/2max
N∑
k=1
σ−1k
n−1∑
i=0
N∑
l=1
(
sup
ϑ∈K
|akl|
)
E
∣∣∣∣∫ ti+1
ti
{xl(ti)− xl(t)}dBk(t)
∣∣∣∣
≤ T−1∆−1/2max
N∑
k=1
σ−1k
n−1∑
i=0
N∑
l=1
(
sup
ϑ∈K
|akl|
){
E
(∫ ti+1
ti
{xl(ti)− xl(t)}2dt
)}1/2
,
E sup
ϑ∈K
|S3| ≤ E sup
ϑ∈K
[
(2T )−1∆−1/2max
N∑
k=1
σ−2k
n−1∑
i=0
∫ ti+1
ti
∣∣∣∣∣Rk +
N∑
l=1
aklxl(ti)
∣∣∣∣∣
∣∣∣∣∣
N∑
l=1
akl{xl(ti)− xl(t)}
∣∣∣∣∣ dt
]
+E sup
ϑ∈K
[
2T−1∆−1/2max
N∑
k=1
σ−2k
n−1∑
i=0
∫ ti+1
ti
∣∣∣∣∣Rk +
N∑
l=1
aklxl(t)
∣∣∣∣∣
∣∣∣∣∣
N∑
l=1
akl{xl(ti)− xl(t)}
∣∣∣∣∣ dt
]
.
≤ T−1∆−1/2max
N∑
k=1
σ−2k
n−1∑
i=0
N∑
l=1
(
sup
ϑ∈K
|Rkakl|
)∫ ti+1
ti
E|xl(ti)− xl(t)|dt
+(2T )−1∆−1/2max
N∑
k=1
σ−2k
N∑
l,m=1
(
sup
ϑ∈K
|aklakm|
) n−1∑
i=0
∫ ti+1
ti
E|xl(ti){xl(ti)− xl(t)}|dt
+(2T )−1∆−1/2max
N∑
k=1
σ−2k
N∑
l,m=1
(
sup
ϑ∈K
|aklakm|
) n−1∑
i=0
∫ ti+1
ti
E|xl(t){xl(ti)− xl(t)}|dt.
SinceK is a compact set, the terms, supϑ∈K |R˜kakl|, supϑ∈K |R˜kaklakm|, supϑ∈K |akl|, supϑ∈K |Rkakl|,
supϑ∈K |aklakm|, are all bounded. In order to prove the boundedness of E supϑ∈K |S1|,
E supϑ∈K |S2| and E supϑ∈K |S3|, we only need to show that there exist two constants C1, C2,
such that
E|{xl(ti)− xl(t)}xm(t)| ≤ C1∆max + C2∆1/2max. (S19)
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By Proposition 2,
E|{xl(t)− xl(ti)}xm(t)|
= E
∣∣∣∣ ∫ t
ti
{rk +
N∑
l=1
aklxl(s)}xk(s)xm(t)ds+
∫ t
ti
σkxk(s)xm(t)dBk(s)
∣∣∣∣
≤ E
∣∣∣∣ ∫ t
ti
{rk +
N∑
l=1
aklxl(s)}xk(s)xm(t)ds
∣∣∣∣+ σk [∫ t
ti
E{x2m(t)x2k(s)}ds
]
≤ C1∆max + C2∆1/2max,
(S19) is proved.
Because E supϑ∈K |S1|, E supϑ∈K |S2| and E supϑ∈K |S3| are bounded, we can conclude
that there exist constants C > 0, T0 ≥ 0, and n0 ∈ such that for any T > T0, n ≥ n0,
M > 0,
Pθ˜
{
∆−1/2max sup
ϑ∈∈K
∣∣T−1`n,T (ϑ)− T−1`T (ϑ)∣∣ ≥M} ≤ CM−1,
and
lim
M→+∞
lim sup
n→+∞,T→+∞
Pθ˜
{
∆−1/2max sup
ϑ∈K
∣∣T−1`n,T (ϑ)− T−1`T (ϑ)∣∣ ≥M} = 0.
Theorem 2. Under Assumptions 1–4 and 6(I), we have
‖ϑˆn,T − ϑˆT‖ = Op(∆1/2max), ‖ϑˆn,T − ϑ0‖ = op(1).
If we further assume Assumption 6(II), then
T 1/2(ϑˆn,T − ϑ0)→ N(0, (n/2)1/2σ−2k (σ̂2k,n,T − σ2k)→ N(0, 1)
where I(ϑ) = diag{σ−21 I1(ϑ1), ..., σ−2N IN(ϑN)}, Ik(ϑk) is defined in (7), k = 1, ..., N .
48
Proof. From the proof of Theorem 1, we have
‖ϑˆn,T − ϑˆT‖
≤ ‖{`′′T (ϑˆT )}−1‖ · ‖`′′T (ϑˆT )(ϑˆn,T − ϑˆT )‖
= ‖{`′′T (ϑˆT )}−1‖ · ‖`′T (ϑˆn,T )− `′T (ϑˆT ) + `′n,T (ϑˆn,T )− `′T (ϑˆn,T )− `′′T (ϑˆT )(ϑˆn,T − ϑˆT )‖
≤ ‖{`′′T (ϑˆT )}−1‖ · ‖`′T (ϑˆn,T )− `′T (ϑˆT )− `′′T (ϑˆT )(ϑˆn,T − ϑˆT )‖
+‖{`′′T (ϑˆT )}−1‖ · ‖`′n,T (ϑˆn,T )− `′T (ϑˆn,T )‖.
By inspection, we see that `T (ϑ) is a quadratic function in ϑ, so
`′T (ϑˆn,T )− `′T (ϑˆT )− `′′T (ϑˆT )(ϑˆn,T − ϑˆT ) = 0.
By Lemma S2, for any compact subset K ⊆ Θ, and any  > 0, there exists a constant C()
such that
P
(
sup
ϑ∈K
‖T−1`′n,T (ϑ)− T−1`′T (ϑ)‖ > C()∆−1/2max
)
< . (S20)
Let λ0 > 0 be the minimal eigenvalue of the Fisher information matrix I(ϑ). By
Theorem 4.5(i) from Huzak (2018) or Theorem 2 of Brown & Hewitt (1975), there a.s.
exists T0 > 0, such that for all T > T0 and all ϑˆT in the neighborhood of ϑ with the radius
0/2, min‖ϑ‖=1 ϑT {−T−1`′′T (ϑˆT )}ϑ ≥ λ0/2 > 0. So we have ‖{`′′T (ϑˆT )}−1‖ ≤ 2λ−10 T−1.
Combining this with (S20), for sufficiently large T ,
P
(
‖ϑˆn,T − ϑˆT‖ > 2λ−10 T−1C()T∆1/2max
)
< .
For any δ > 0, we can choose a sequence n → 0 such that Cn := 2C(n)λ−10 < C ′∆−δmax.
This gives
lim sup
n,T
Pθ
([∥∥∥ϑˆn,T − ϑˆT∥∥∥ ≤ C ′∆ 12−δmax]c) = 0.
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Hence we get ϑˆn,T →p ϑˆT . From the above results and Slutsky’s theorem, when T →
+∞,∆max → 0, we have the consistency of ϑˆn,T ,
‖ϑˆn,T − ϑ‖ ≤ ‖ϑˆn,T − ϑˆT‖+ ‖ϑˆT − ϑ‖ → 0.
To prove its asymptotic normality, we consider
‖T 1/2(ϑˆn,T − ϑ)− T 1/2(ϑˆT − ϑ)‖ = (T∆max)1/2∆−1/2max ‖ϑˆn,T − ϑˆT‖ ≤ C(n)T 1/2∆1/2max
Now since limn,T T∆max = 0, we can choose a sequence n such that limn,T T∆maxC(n)2 =
0. Then by Slutsky’s theorem and the asymptotic normality of T 1/2(ϑˆT − ϑ), we get the
asymptotic normality of ϑˆn,T .
Next, we consider the asymptotic property of σ̂2k,n,T .
√
n(σ̂2k,n,T − σ2k)
=
√
n
[
σ̂2k,n,T − n−1σ2k
n−1∑
i=0
{∆iBk(t)}2∆−1i,t
]
+
√
2σ2k(2n)
−1/2
n−1∑
i=0
[{∆iBk(t)}2 −∆i,t]∆−1i,t .
Since (2n)−1/2
∑n−1
i=0 [{∆iBk(t)}2−∆i,t]∆−1i,t →L N(0, 1), we only need to show that the first
term converges to zero. Let ∆¯ = n−1T : note that ∆max ≥ ∆¯.
n1/2
[
σ̂2k,n,T − n−1σ2k
n−1∑
i=0
{∆iBk(t)}2∆−1i,t
]
= (T ∆¯)1/2T−1

n−1∑
i=0
(
∆iuk(t)−
[
ˆ˙rk +
N∑
l=1
aˆkl exp{ul(ti)}
]
∆i,t
)2
∆−1i,t − σ2k
n−1∑
i=0
{∆iBk(t)}2∆−1i,t

:= (T ∆¯)1/2(S ′1 + S
′
2),
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where
S ′1 = T
−1
n−1∑
i=0
∆−1i,t
(∫ ti+1
ti
N∑
l=1
aˆkl[exp{ul(t)} − exp{ul(ti)}]dt
)2
,
S ′2 = −2σkT−1
n−1∑
i=0
∆−1i,t
∫ ti+1
ti
dBk(t) ·
∫ ti+1
ti
N∑
l=1
aˆkl[exp{ul(t)} − exp{ul(ti)}]dt,
From the proof of Corollary 1 and Itô’s isometry, we have
ES ′1 ≤ 2T−1E

n−1∑
i=0
∫ ti+1
ti
[
N∑
l=1
aˆkl{xk(t)− xk(ti)}
]2
dt
 ≤ 2C∆max,
ES ′2 ≤ 2T−1E
{
n−1∑
i=0
(
σ2k
∫ ti+1
ti
dt
)}
+ T−1
n−1∑
i=1
∆−2i,t E
(∫ ti+1
ti
N∑
l=1
aˆkl[exp{ul(t)} − exp{ul(ti)}]dt
)2
,
≤ 2σ2k + CNT−1
n−1∑
i=1
∆−1i,t
∫ ti+1
ti
E[exp{ul(t)} − exp{ul(ti)}]2dt,
≤ 2σ2k + CN.
So we have
n1/2
[
σ̂2k,n,T − n−1σ2k
n−1∑
i=0
{∆iBk(t)}2∆−1i,t
]
→ 0.
in probability. This completes the proof of Theorem 2.
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