Let E be an elliptic curve defined over Q and let N be a positive integer. Now, M E (N ) counts the number of primes p such that the group E p (F p ) is of order N . In an earlier joint work with Balasubramanian, we showed that M E (N ) follows Poisson distribution when an average is taken over a family of elliptic curve with parameters A and B where A, B N ℓ 2 (log N ) 1+γ and AB > N 3ℓ 2 (log N ) 2+γ for a fixed integer ℓ and any γ > 0. In this paper we show that for sufficiently large N , the same result holds even if we take A and B in the range exp(N 
where ν p denotes the usual p-adic valuation where ν p (n) and n−1 p is the Kronecker symbol.
Also, by taking another average over N x, a similar result was unconditionally proven by Chandee, David, Koukoulopoulos and Smith [CDKS14] .
Improving a result of Martin, Pollack and Smith [MPS14] , in a work with Balasubramanian [BG14] , we showed that the function 
where K(N ) is given in (1.4).
In an earlier work with Balasubramanian [BG15] , we proved results related to distribution of the function M E (N ). More precisely, we proved that Theorem C. Let C(A, B) be as defined as in (1.2) and N be a positive integer greater than 7. If L be a positive integer such that A, B > N L/2 (log N ) 1+γ and AB > N 3L/2 (log N ) 2+γ for some Using an approach similar to Parks [Par15, Par16] , in this paper, we improve Theorem C as follows:
Theorem 1. Let 0 < ǫ < 1 be a small positive number and ℓ be a positive integer. Suppose where the 'O'constant in the last error term is independent of γ.
Alternatively, under Conjecture 1, we can state the above theorem in the following form:
Theorem 2. Suppose Conjecture 1 be true for some η < . Then, for r ℓ
where C(A, B) is as before and
, Theorem B is claimed to hold for exp(N ǫ ) ≫ A, B > N ǫ , the correct upper bound for A and B should be of the order exp(N O(ǫ 2 ) ).
The crucial difference between proof of Theorem 1 and Theorem C is Proposition 1, which is stated in Section 3. In this proposition, we have better estimate of the number of curves of the form E a,b : y 2 = x 3 +ax+b with a, b ∈ Z, which simultaneously reduces modulo a given set of distinct primes (p 1 , p 2 , · · · , p ℓ ) to fixed set of curves of the form
In our previous paper with Balasubramanian [BG15] , we estimated number of curves satisfying above conditions using a technique essentially due to Fouvry and Murty [FM96] , which involves partitioning a rectangle of size A × B into boxes of size p 1 p 2 · · · p ℓ × p 1 p 2 · · · p ℓ and using Chinese reminder theorem to merge congruence condition over different primes together. While in Proposition 1 we use estimates of sums of suitable multiplicative characters.
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Preliminaries
Let D be a negative discriminant. Using the class number formula [p. 515, [IK] ], the Kronecker class number for a discriminant D can be written as
Using Deuring's theorem [Deu41] we get
where the sum is over the F p -isomorphism classes of elliptic curves.
Define,
3)
With these notations defined, we recall the following lemma from [Lemma 2.1,
Lemma 1. Let N be a positive integers and N − and N + are defined as above. Also let H(D N (p)) be defined by (2.1) and (2.3). Then (a)
We also need the following two theorems:
Theorem 3. Let M, N, Q be positive integers and let {a n } n is a sequence of complex numbers. For a fixed q Q, we let χ be a Dirichlet character modulo q. Then
For the proof of the above theorem, see [Chapter 27, [Dav00] ]. The second theorem is due to Friedlander and Iwaniec [FI2] , which bounds the fourth power moment of Dirichlet characters. 
Proof of Theorems
Let r 1 be a positive integer. We have,
For any non-negative integer γ 1 , breaking the sum into two parts, the right hand side can be written as 1 #C(A, B)
For r ℓ, consider the expression 1 #C(A, B)
Using Stirling's approximation, is easy to see that
For r ℓ j ℓ + γ 1 , using a similar argument, one can also show that 1 #C(A, B)
Also, for r ℓ j ℓ + γ 1 ,
We now consider the first term of (3.1). Note that, the primes in the range of summations in (3.1) are not distinct. Recalling the definition of S(n, m), the Stirling number of the second kind, which equals to the number of ways of partitioning a set of n elements into m non empty sets, we get
To simplify the first factor on the right hand side, we use the equality r m=1
With this,
Now we denote the left hand side of (3.6) by ω(r, j) and the first term of the right hand side of (3.8) by Ω(j, j). Also we call the left hand side of (3.7) by Υ(r, j). Then, in view of (3.6) and (3.7), we get the following set of relations
(3.9) Now, we state the following Proposition, whose proof will be completed in Section 4. Proposition 1. Let C(A, B) be as above. Let 0 < ǫ < 1 be a small positive number. Suppose N be a positive integer such that
Now, we replace
are some constants to be determined later using (3.9). Also note that Ω(ℓ + γ 1 , ℓ
Then, in view of (3.4) and Proposition 1, the expression in (3.1) equals to
for some real numbers {z ℓ,r (j)} ℓ+γ 1 j=ℓ Only thing that remains to be shown is that {z ℓ,r (j)} j are equals to {d ℓ,r (j)} j , as defined in (1.5). For that, we have the following lemma.
Lemma 2. Consider ω, Ω as variables satisfying the identities in (3.9). Then, the solution of the equation
in variables z ℓ,r (j) are given by
Proof. See [Lemma 3.2, [BG15] ] for the proof of the above lemma.
Finally, combining (3.2), (3.10) and Lemma 2, we have
Putting ℓ = 1, r = 1 and γ 1 = 0, γ 2 = γ, from (3.11) we get,
Also, for γ 1 = 0, γ 2 = γ, from (3.11) we have
We use (3.12) and (3.13) to replace
in the right hand side of (3.13) by
E∈C(A,B) M E (N ). Now, using Lemma 1a, we get 
(3.14)
for odd integer N , where K(N ) is given by (1.4). Combining (3.14) with (3.11), we complete the proof of Theorem 2.
Proof of Proposition 1
Before proceeding with the proof of the proposition, we define some standard notations.
So, the primes in question are effectively of the order N .
Let S := (s 1 , . . . , s ℓ ) and T := (t 1 , . . . , t ℓ ) be elements of
. For such S and T as above, define the following indicator function
Throughout the rest of the proof, E s,t : y 2 = x 3 + sx + t denotes a curve over a finite field F p . Also E a,b denotes curve over Q as defined in (1.2). Further, we know, two elliptic curves E s,t and E s ′ ,t ′ are isomorphic over F p if and only if there exists a u ∈ F * p such that s ′ = su 4 and t ′ = tu 6 . Hence, the number of elliptic curves over
. For 1 i ℓ,
where the summation in the right hand side of (4.2) runs over isomorphism classes of elliptic curveĒ p i ,s i ,t i (F p i ). Further, using (2.2), from (4.2) we get
Now, the left hand side of the proposition 1 is equal to 1 #C(A, B)
We plan to count the number of curves E a,b ∈ C(A, B) whose reductions modulo p i are E s i ,t i for all p i . Then, the inner summation on left hand side of (4.4) can be written as
where Z(P, S, T ) denotes the number of integers |a| A, |b| B such that ∃ (u 1 , . . . , u ℓ ) ∈ F(P ) * such that
Now, #Aut(E s,t ) = 2 most of the times and in particular when st = 0. So, we write (4.5) as 2 ℓ #C(A, B)
We plan to complete the estimation of Σ 1 first. Later, we show that the same estimation technique can be modified suitably to give required upper bound to Σ 2 . For this part of the proof related to the estimation of Σ 1 , we are essentially going to follow the approach of Parks [Par15] , except possibly the different range of summation over primes. Separating the expected main term from the expected error term in Σ 1 , we write
(4.9)
In order to bound the second summation on the right hand side of (4.9), we use the following lemma Lemma 3. Let ℓ, A, B, h(.), Z(.) as defined before. Then, as N → ∞, we have
for any positive integer k.
We give a proof of the above lemma later in this section. Now, using (4.3), we write the inner summation in the first sum in (4.9) as
Using the bound
This together with (4.11) gives
Using (4.12), the first term in (4.9) can be written as 4AB #C(A, B)
Combining (4.13) and Lemma 1, together with Lemma 3, we can write (4.9) as
where
(4.14)
For the time being, we assume that Σ 2 is significantly small compared to E 1 (N, A, B, ℓ) under the condition that A, B N ǫ .
one can check that
Before we proceed with estimating Σ 2 as defined in (4.8), we give a proof of Lemma 3. Later we are going to use the same proof and the discussions above to give a bound on Σ 2 .
Proof of Lemma 3:
Let χ i and χ ′ i be Dirichlet characters modulo p i for 1 i ℓ and let χ 0 denote the principal character modulo n for any integer n. Let 
(4.15)
By the orthogonality relations of Dirichlet characters, we have
Then combining (4.15) and (4.16), we get
Then, the LHS of (4.10), can be written as,
and
Consequently,
Combining (4.12) with (4.20) and using Lemma 1, we get
Now,
Using (4.11) and Hölder's inequality, we get
Now, for a fixed prime ℓ−tuple (p 1 , p 2 , · · · , p ℓ ), the second product in (4.22), let J ⊆ {1, . . . , ℓ} be the set of positive integers such that χ ′ j = χ 0 (mod p j ) for j ∈ J. Thus,
Let τ k (b; B) denote the number of representation of b as a product of k positive B smooth integers. Then,
Thus,
is a primitive character modulo j∈J p j N ℓ . Now we extend the sum in (4.23) to a sum over all primitive characters modulo d for all modulus d N ℓ . Using Theorem 3, we get
(4.24)
Sumit Giri
Combining (4.22) and (4.24), we get
Following almost similar arguments,
for a positive real number k > 1 2 . Hence,
Finally, for Z 4 (P, S, T ), define
Then,
(4.28) Applying Hölder's inequality again, we have
Now, extending the sum over all non-principal characters modulo N ℓ , from Theorem 4 we have
Similarly,
Further, from (4.29), we have
Combining (4.29), (4.30), (4.31) and (4.32), we have
Thus (4.33) and (4.28) gives
Using Lemma 1 and Cauchy-Schwarz inequality, we get
Finally, combining (4.21), (4.27) and (4.36), we complete the proof of Lemma 3.
Bound on Σ 2 :
Next, we plan to modify the previous proof of Lemma 3 to give a upper bound on Σ 2 . Recall,
Then the corresponding rational curves look like E a,b where
In that case, the contribution corresponding to ab = 0 is bounded by 1 4AB
If, either a = 0 or b = 0, then the curve has complex multiplication. Hence, by Kowalski [Kow06] , there are only O ǫ,ℓ (N ǫ 2ℓ ) many primes such that #E p (F p ) = N . So, the contribution corresponding to ab = 0 is bounded by
Case 2: s j 1 s j 1 = 0 for some j 1 and s j 2 s j 2 = 0 for some j 2 . The number of possible subsets I of {1, 2, · · · ℓ} such that s i t i = 0 for all i ∈ I is bounded by O ℓ (1). Take one such subset I and without loss of generality, assume that #I = e + f with s 1 = s 2 · · · = s e = 0, t e+1 = t e+2 = · · · = t e+f = 0, and s i t i = 0 for e + f + 1 i ℓ.
In that case, the contribution corresponding to the set I in (4.37) is bounded by 1 4AB 
First of all, using (4.11), note that the first summation on the right hand side of (4.42) is bounded by Since e + f 1, observe that we get a savings of a factor of 1 √ N in (4.43), (4.45) and (4.46) compared to the upper bounds for corresponding expressions in the proof of Lemma 3. Also, in view of (4.39), we need to assume A, B N ǫ to make the corresponding error term sufficiently small in Proposition 1.
As a conclusion, it is safe to claim that Σ 2 is small enough compared to the the error term in Proposition 1. This completes the proof of Proposition 1.
