Complexity and heterogeneity are intrinsic to neurobiological systems, manifest in every process, 2 at every scale, and are inextricably linked to the systems' emergent collective behaviours and function.
Variability is the engine of evolution, endowing organisms with complex, heterogeneous features upon 21 which natural selection can act (Darwin, 1859) . As a consequence, heterogeneity and diversity are 22 ubiquitous design principles in neurobiology (or in any biological system, for that matter), covering 23 components and mechanisms at every descriptive scale (Koch, 1999) . While many of these specializations, 24 as well as their inherent complexity and diversity, are functionally meaningful, intrinsically linked and 25 responsible for the brain's computational capacity and efficiency (see e.g. Duarte et al. 2017a; Gjorgjieva 26 et al. 2016; Singer 2015) , others are bound to reflect epiphenomena, by-products of evolution, bearing little 27 or no functional significance (Otopalik et al., 2017) , or to subserve metabolic/maintenance tasks (Bélanger 28 et al., 2011) that, while crucial for healthy function, are not directly involved in the computational 29 process. 30 To address these issues and study the functional role of heterogeneity in cortical processing, we 31 need to modularize complexity (Mappes and Lindstrom, 2012) : exploit the deeply degenerate nature 32 of the system (Edelman and Gally, 2001; Price and Friston, 2002) and heuristically identify groups of 33 components that may behave as singular modules (depending on the scale and processes of interest). 34 Once these tentative 'building blocks' are identified, we need to specify adequate levels of descriptive 35 complexity that may shed light onto the underlying functional principles. These pursuits, however, pose 36 severe epistemological problems as we currently have no clear intuition as to what 'adequacy' means in 37 this context (see, e.g. (Hopfield, 1994; Krakauer et al., 2017; Marom, 2009) ). 38 Despite substantial progress, our ability to clearly identify the system's core component 'building blocks' 39 (Getting, 1989; Gjorgjieva et al., 2016) and to systematically characterize their relative contributions 40 and potential functional roles is still a daunting task given the multiple spatial and temporal scales 41 at which they operate, their complex, nested interactions and the, often incomplete or inconsistent, 42 empirical evidence. Nevertheless, when studying neuronal computation, one needs to keep in mind 43 that, despite its tremendous complexity or because of it, the brain is a machine 'fit-for-purpose' and 44 optimized to process information and operate in complex, dynamic and uncertain environments, whose 45 spatiotemporal structure it must extract in order to reliably compute (Koch, 1999; Singer, 2015) . As such, 46 it is important to disentangle and quantify which and how the different components of the system may 47 modulate functional neurodynamics in meaningful ways that can be paralleled with related experimental 48 observations, and to which degree these specializations affect the system's operations. 49 Combined with the use of large and complex datasets, computational modelling and numerical 50 simulation are a central tool to make progress in this endeavour and attempt to discern adequate levels 51 of descriptive complexity (Carandini, 2012; Piccinini and Shagrir, 2014) . Doing so 52 requires, on the one hand, the integration of data relating to processes at multiple scales (Churchland 53 and Gao and Ganguli, 2015; Markowetz, 2017) into mechanistic or phenomenological 54 models of neuronal, synaptic and population dynamics and, on the other hand, the establishment of 55 appropriate comparisons and benchmarks in order to systematically evaluate the functional consequences 56 of complexity and heterogeneity in the different components. In the next section, we attempt to identify 57 an appropriate partition of potential building blocks of complexity and heterogeneity in neocortical 58 microcircuits. We then proceed to building a complex, biologically inspired and strongly data-driven 59 microcircuit model that explicitly employs this partition in an attempt to understand and quantify 60 the differential functional roles and consequences of these different sources of heterogeneity applying 61 systematic and generic benchmarks. This approach also aims at providing an intermediate level of 62 descriptive complexity for studying computation in cortical microcircuit models, as discussed below. 63 1.1 Heterogeneous building blocks in the neocortical circuitry 64 On a macroscopic level, hierarchical modularity is easily identifiable as a parsimonious design principle 65 underlying various structural and functional aspects of cortical organization (Friston, 2005; Meunier et al., 66 2010; Mountcastle, 1978 Mountcastle, , 1997 Park and Friston, 2013) . Different anatomophysiological (Shinomoto et al., 67 2003; VanEssen, 2013) , genetic / biochemical (Hawrylycz et al., 2012; Kang et al., 2011; O'Rourke et al., 68 2012; Pletikos et al., 2014; Zilles et al., 2004) or functional (Mueller et al., 2013; Power et al., 2011; Yeo 69 2/46 et al., 2011) criteria give rise to slightly different modular parcellations but, in combination, these criteria 70 reveal the relevant 'building blocks', the most important features whose variations and recombinations 71 give rise to the complexity and diversity of the cortical tissue (Harris and Shepherd, 2015) . 72 For convenience, these features can be coarsely (and tentatively) grouped into neuronal, synaptic 73 and structural components (see also Getting 1989) . Neuronal features refer to the different cell classes 74 and their laminar and regional distributions (Shinomoto et al., 2009 ) along with their characteristic 75 electrophysiological and biochemical diversity (Poulin et al., 2016; Tripathy et al., 2015) . Synaptic 76 components refer to a molecular default organization characterized by variations in the differential 77 expression and transcription of genes involved in synaptic transmission (Hawrylycz et al., 2012; Pletikos 78 et al., 2014) , which is reflected, for example, in regional receptor architectonics (Palomero-Gallagher and 79 Zilles, 2017; Zilles et al., 2002a; Zilles and Amunts, 2009) . Structural aspects include variations in cortical 80 thickness and laminar depth (Wagstyl et al., 2015) along with neuronal and synaptic density (Collins et al., 81 2010; Finlay and Uchiyama, 2015) and input-output (both local and long-range) connectivity patterns 82 (Brown and Hestrin, 2009; Stepanyants and Chklovskii, 2005) . In combination, these features highlight 83 default organizational principles whose variations across the cortical sheet are likely to contribute to the 84 corresponding functional specializations. 85 Naturally, these decompositions are not entirely clear or uncontroversial and, as in every biological 86 system, tend to be fuzzy and gradual. However, their heuristic identification constitutes a necessary first 87 step in an attempt to disentangle reusable components and mechanisms. 88 Based either on morphological, electrophysiological or biochemical features (or, preferably, a combina-89 tion thereof), several different classes of neurons can be identified throughout the neocortex (e.g. Mensi 90 et al. 2012; Poulin et al. 2016; Shinomoto et al. 2009; Tripathy et al. 2015; Van Aerde and Feldmeyer 2015; 91 Zaitsev et al. 2012) . Apart from pronounced regional and laminar differences in the types of neurons that 92 make up the cortex and their relative spatial distributions, every microcircuit in every cortical column is 93 composed of diverse neuron types, with heterogeneous properties and heterogeneous behaviour. 94 Electrochemical communication between these diverse neuronal classes is an intricate, dynamic and 95 very complex process involving a multitude of nested inter-and intracellular signalling networks (Lisman 96 et al., 2007; Marx, 2014; Südhof and Malenka, 2008) . Their functional range spans multiple spatial 97 and temporal scales (Greengard, 2001; Sabatini and Regehr, 1999; Südhof, 2013) and has, arguably, the 98 most critical role in modulating microcircuit dynamics and information processing within and across 99 neuronal populations (Abbott and Regehr, 2004; Duarte et al., 2017a; Gjorgjieva et al., 2016) . The 100 specificities of receptor composition and kinetics underlie the substantial diversity observed in the elicited 101 post-synaptic potentials (Hestrin, 1993; Voglis and Tavernarakis, 2006) across different synapse and 102 neuronal types (see, e.g. Angulo et al. 1999; Destexhe et al. 1994 Destexhe et al. , 1998 Moreau and Kullmann 2013; 103 Nissen et al. 2010) . This occurs because the receptors mediating these events have distinct biochemical 104 and physiological properties depending on the type of neuron they are expressed in and, naturally, 105 the type of neurotransmitter they are responsive to. Having very different genetic make-ups, different 106 neuronal classes contain synapses with different properties in terms of, for example, the total number and 107 relative ratios of different receptor types (Connors et al., 1988; Myme, 2003; Watt et al., 2000) and their 108 specific sub-unit composition (Greger et al., 2017; Henley and Wilkinson, 2016; Köhr et al., 1993; Paoletti 109 et al., 2013) . These varying properties have known and non-negligible implications in the characteristic 110 kinetics of synaptic transmission events occurring between different neurons (Kubota et al., 2016) and 111 strongly constrain the circuit's operations.
Descriptive adequacy 121
As discussed above, the variations in the anatomy and physiology of a cortical microcircuit are experimen-122 tally well established and have been shown to influence computational properties. This notwithstanding, 123 they are rarely accounted for in computational studies. One reason for this lies in our current inability to 124 unambiguously uncover the ground truth. For example, despite significant progress, both methodological 125 (Cardin, 2012; Deisseroth et al., 2006; Miesenböck, 2011) and empirical (Helmstaedter et al., 2008 (Helmstaedter et al., , 2009 126 Wertz et al., 2015; , it is still technically challenging 127 to account for a sufficiently large number of synapses per neuron or even for a sufficiently large number 128 of the neurons that make up the circuit to entirely disentangle the nature of structural connectivity and 129 heterogeneity. 130 In the absence of complete descriptions and well-substantiated empirical evidence to support them, a 131 simplified approach is often taken. This has multiple additional advantages, such as greater likelihood of 132 analytical tractability and lower overhead for the researcher in specifying the network parameters. Such 133 simplified, homogeneous models of spiking networks have proven to be a valuable tool for a theoretically 134 grounded exploration of microcircuit dynamics, emerging from the interaction of excitatory and inhibitory 135 populations (Amit and Brunel, 1997a; Tsotsos et al., 2000; Sompolinsky, 1996, 1998) . 136 The generic principles established by studying simple balanced random networks have subsequently 137 been applied to model specific cortical microcircuits with integrated connectivity maps and realistic 138 numbers of neurons and synapses (Potjans and Diesmann, 2014) . This approach revealed that some 139 prominent features of spontaneous and stimulus-evoked activity and its dynamic flows through a cortical 140 column can be accounted for by the macroscopic connectivity structure, mediated by local and long-range 141 interactions (Schmidt et al., 2015) . However, by focusing on emergent dynamics, these studies neglect 142 the functional aspects and the fact that cortical interactions serve computational purposes (but, see 143 Cain et al. (2016) for a study on the computational properties of the Potjans and Diesmann (2014) 144 microcircuit model). In addition, although there are good reasons for taking a minimalist approach, 145 assuming uniformity and homogeneity on every component of the system tends to lack cogency with 146 respect to established anatomical and physiological facts and to disregard biophysical and biochemical 147 plausibility.
148
Some of these limitations were circumvented by Haeusler and Maass (2007) , who not only accounted 149 for detailed and empirically-informed connectivity maps, but also employed more biologically motivated 150 models of neuronal and synaptic dynamics and placed them in an explicit functional/computational 151 context. In line with the results obtained with the simpler microcircuit models (Cain et al., 2016; Potjans 152 and Diesmann, 2014) , this study demonstrated that considering realistic structural constraints is beneficial 153 and significantly improves the computational capabilities of the circuit.
154
A completely different set of priorities for modelling cortical microcircuits are espoused by Markram 155 et al. (2015) in the framework of the continuous efforts of the Blue Brain project (Markram, 2006) . The 156 Blue Brain approach lies on the other extreme of the descriptive scale, in that it attempts to model a 157 cortical column in full detail, explicitly accounting for the complexities of cellular composition (based 158 on neuronal morphology and electrophysiology), synaptic anatomy and physiology, as well as thalamic 159 innervation, essentially constituting an in silico reconstruction of a cortical column (see also Helmstaedter 160 et al. 2007 ). This approach is, naturally, extremely computationally expensive and its explanatory power 161 is limited. The model complexity at this end of the spectrum is so close to the biophysical reality that it 162 might not lend itself to a comprehensive understanding of dissociable and important functional principles 163 any more readily than studying the real thing does. Nonetheless, it provides valuable insights in that it 164 carefully replicates a lot of in vivo and in vitro responses of a real cortical column, while generating a 165 wealth of complete and comprehensive data (Markram et al., 2015; Ramaswamy et al., 2015) . 166 Thus, we conclude that while simpler models are preferable, as they are generic enough to be broadly 167 insightful and allow us to uncover general principles, we should ask the question: what is the cost of 168 simplification? If a model simplifies away the core computational elements of the system, our ability to 169 account for its operations is lost. The findings discussed above indicate that heterogeneity may be critical 170 for the mechanisms of computation; therefore models aiming at uncovering computational principles in 171 specific biophysical systems, such as a cortical column or microcircuit, should at least account for these 172 4/46 features. 173 In this study, we attempt to bridge this descriptive gap by building microcircuit models, inspired and 174 constrained by the composition of Layer 2/3, that account for key heterogeneities in neuronal, synaptic 175 and structural properties. We implement all types of heterogeneity such that they can be switched on or 176 off, thus enabling us to systematically disentangle and evaluate the roles played by the different types of 177 heterogeneity in the different tentative building blocks, and how they collectively interact to shape the 178 circuit's dynamics and information processing capacity.
179
The choices and characteristics of the models and parameter sets used throughout this study, as well 180 as the general microcircuit composition are constrained and inspired by multiple sources of experimental 181 data (see Section 2 and Supplementary Materials) and account for the prevalence of different neuronal sub-182 types and their heterogeneous physiological and biochemical properties, the specificities of instantaneous 183 synaptic kinetics and its inherent diversity as well as specific structural biases in cortical micro-connectivity. 184 All models and model parameters were, as far as possible, chosen to directly match relevant experimental 185 reports and minimize the introduction of arbitrary model parameters, in order to ensure that the effects 186 observed are caused by realistic forms of complexity and heterogeneity and avoid imposing excessive 187 assumptions or preconceptions on the systems studied, i.e. to "allow biology to speak for itself".
188
The circuits explored are not meant to provide an exact, detailed replica of a cortical microcircuit, 189 but instead an intermediate stage of descriptive accuracy in between the abstract, simplified formalisms 190 and the highly detailed ones, while retaining a primary focus on computation and functional aspects. 191 The goal is to account for key features that are bound to play a significant role in the circuit's dynamics 192 and information processing properties while still maintaining a manageable degree of model/parameter 193 complexity and computational cost. This approach also serves as a "proof of concept" to demonstrate 194 that it is possible to explicitly use neurophysiological and biophysical insights to build and parameterize 195 complex microcircuit models at the level of point-neuron models, as well as to devise and apply complex 196 benchmark measurements which, being system-independent, allow us to directly compare systems with 197 varied degrees of biological plausibility and thus systematically assert the functional and computational 198 implications of several architectural features present in biology as well as the emergent phenomena they 199 entail. 200 In Section 2 (complemented by Section 6 and the Supplementary Materials), we explain all the 201 details of the models and model parameters used to build and constrain the microcircuit, as well as 202 the underlying empirical observations that motivate the choices. After specifying and fixing all the 203 relevant parameters to, as closely as possible, match multiple sources of empirical data, we study the 204 effects of heterogeneity on population dynamics in a quiet state, where the circuit is passively excited by 205 background noise (Section 3) and in an active state, where the circuit is directly engaged in information 206 processing (Section 4). We evaluate the circuit's sensitivity and responsiveness, as well as its memory 207 and processing capacity, demonstrating a clear and unambiguous role of heterogeneity in shaping the 208 proficiency of the system by greatly increasing the space of computable functions. Neuronal heterogeneity 209 is shown to be the leading source of functional specialization, having a clear and marked impact on 210 microcircuit dynamics. Structural heterogeneity, on the other hand, has marginal effects on population 211 activity, but greatly increases the circuit's capacity to process highly nonlinear functions of the input. 212 2 Building the microcircuits 213 In this section, we describe the process of building a complex data-driven cortical microcircuit model 214 capturing some of the fundamental features of layer 2/3. We specify the detailed architecture, composition 215 and dynamics of the microcircuits explored throughout this study as well as the motivation behind all 216 model and parameter choices. In each relevant section, we highlight the differences between the respective 217 homogeneous and heterogeneous conditions. A summarized, tabular description of the main models is 218 provided in the Supplementary Materials, along with a list of the primary sources of experimental data 219 used to constrain the model parameters.
220
All the circuits analysed throughout this study are composed of N = 2500 point neurons (roughly 221 corresponding to the size of a layer 2/3 microcircuit in an anatomically defined cortical column; Lefort 222 5/46 et al. 2009), divided into N E = 0.8 N excitatory, glutamatergic neurons and N I = 0.2 N inhibitory, 223 GABAergic neurons. In addition, we further subdivide the inhibitory population in two sub-classes, 224 I 1 and I 2 (with N I1 = 0.35 N I and N I2 = 0.65 N I ), corresponding to fast-spiking and non-fast-spiking 225 interneurons, respectively (see Section 2.1). Accordingly, there are nine different synapse types (all 226 possible connections between neuronal populations), with distinct, specific response properties (see 227 Section 2.2). Similarly, there are nine connection probabilities from which random connections are drawn 228 (see Section 2.3).
229
For each of the key features of neuronal, synaptic and structural properties, we differentiate between 230 the homogeneous case, where all properties are identical, and the heterogeneous case, where properties 231 are drawn from appropriately chosen distributions. In this way, we can tease apart the differential effects 232 of the three sources of heterogeneity considered here: neuronal, synaptic and structural.
233
For consistency, all the circuits' structural (and synaptic) features are constrained primarily by the 234 composition of layer 2/3 in the C2 barrel column in the mouse primary somatosensory cortex (S1), given 235 the availability of direct, complete and significantly explored experimental datasets (e.g. Avermann et al. 236 2012; Gentet et al. 2010; Lefort et al. 2009 ). 237 2.1 Neuronal properties 238 We divide the neurons into one excitatory ( E: glutamatergic, pyramidal neurons) and two inhibitory 239 ( I 1 : GABAergic, fast spiking interneurons, I 2 : GABAergic, non-fast spiking) classes, consistent with the 240 reports in , Lefort et al. (2009) and Gentet et al. (2010) . The three classes differ 241 in relative excitability and firing properties, providing substantially more electrophysiological diversity 242 than commonly exhibited in cortical models on the abstraction level of point neurons (e.g. Amit and 243 Brunel 1997b; Ecker et al. 2010; Potjans and Diesmann 2014; Renart et al. 2010; Shadlen and Newsome 244 1998) , while still being of a manageable degree of complexity. All neurons are modelled using a simplified 245 adaptive leaky integrate-and-fire scheme (see Section 6.1 and Gerstner et al. 2014; Koch 2004 Table 1 . Single neuron parameter sets. In the heterogeneous condition, three neuronal types have the values of the described parameters randomly drawn from a normal ( ) or lognormal (log ) distribution. The parameter values for these distributions were determined taking into account multiple sources of experimental data (see Supplementary Materials). Note that, to make comparisons simpler, the values displayed for the lognormal distributions correspond to the mean and standard deviation of the distribution, not the actual and parameters (see Section 6) .
The parameters used for the different neuron types (summarized in Table 1 ) were chosen to match 247 the respective ranges reported in the literature, considering both the data collected in the NeuroElectro 1 248 database (Tripathy et al., 2014 (Tripathy et al., , 2015 encompassing tens of unique data points from different experimental 249 sources (see Supplementary Materials) and those reported in ; Harrison et al. 250 (2015) ; Lefort et al. (2009); Lu et al. (2007), and Gentet et al. (2010) given the completeness of these 251 reports and the direct similarities with our case study.
252
Due to the nature of the chosen neuronal formalism (Section 6.1), some model parameters have no 253 direct proxy with experimental measures and were instead determined considering their relations to 254 other variables for which direct experimental data exists. For example, V reset is not, strictly speaking, a 255 biophysically meaningful variable; its value was chosen considering the data for afterhyperpolarization 256 potentials E AHP relative to the resting membrane potentials E L . Whenever such discrepancies occurred 257 or when parameters had to be derived relative to others, we selected those values that better matched 258 the experimental data. Overall, we observed a remarkable consistency in the ranges of parameter values 259 considered across the different data sources. In the homogeneous condition, the parameters for all neurons of a given class are fixed and chosen 262 as a representative example of that class (see left side of Table 1 and bold fI curves in Figure 1 ). To 263 incorporate neuronal heterogeneity, the specific values of each parameter are independently drawn from a 264 probability distribution, specific to each neuron class (see right side of Table 1 and individual fI curves in 265 Figure 1 ).
266
To ensure comparability among conditions, we tuned the intrinsic adaptation parameters ( , , see 267 Section 6.1 and Supplementary Materials) independently for each neuron type (data not shown), in order 268 to retain the following relations among neuronal classes:
This led to the following values ( , ) for sub-threshold and spike-triggered adaptation, respectively: 274 E = (4, 30), I 1 = (0, 0), I 2 = (2, 10).
275
One of the advantages of using the modelling approach presented in this study is the possibility to 276 directly interpret the biophysical meaning of the different parameters. In this case, these results highlight 277 the fact that fast spiking interneurons ( I 1 ) do not exhibit any form of intrinsic adaptation, which is 278 a reasonable result for a neuron whose primary role is to respond quickly and provide dense and fast, 279 feed-forward inhibition (Szabadics, 2006) . It should be noted that, after fixing all the neuronal parameters 280 as described above, the absolute values of these four properties did not exactly match the corresponding 281 experimental reports. For example, the values obtained for the rheobase currents were, on average, larger 282 than the ranges reported experimentally, for all 3 neuron classes (see Supplementary Materials). Table 3 ) in the homogeneous (top arrows) and heterogeneous (distributions) conditions, for synapses onto E (top), I1 (middle) and I2 (bottom) neurons. Note that the latency distributions are discrete in that for technical reasons, they can only assume values that are a multiple of the simulation resolution.
Synaptic properties 284
With three neuronal populations, as described above, there are nine possible types of synaptic connection, 285 i.e. syn ∈ { E E, E I 1 , E I 2 , I 1 E, I 2 E, I 1 I 1 , I 1 I 2 , I 2 I 1 , I 2 I 2 }. Synapse types can be grouped by 286 transmitter composition and/or post-synaptic effect, as excitatory syn E = { E E, I 1 E, I 2 E} and 287 inhibitory syn I = { E I 1 , E I 2 , I 1 I 1 , I 1 I 2 , I 2 I 1 , I 2 I 2 }, as illustrated in Figure 2a . For simplicity, 288 we consider all synaptic transmission as being mediated by either glutamate (excitatory synapses) or 289 gamma-aminobutyric acid (GABA, inhibitory synapses), as illustrated in Figure 2b . This is a reasonable 290 simplification given that these are, by far, the primary neurotransmitters used in the neocortex, as 291 demonstrated by immunohistochemistry (Hill et al., 2000) and receptor autoradiography studies (Palomero-292 Gallagher et al., 2015; Zilles et al., 2002a,b) . Additionally, this is a common assumption underlying the 293 great majority of theoretical and computational studies.
294
To accommodate the wealth of data available regarding the phenomenology of synaptic transmission 295 and to provide a significant step forward from the traditional approaches, we chose a relatively complex 296 8/46 
0.025 −90 25 0.8 150 500 Table 2 . Differential receptor expression in the different neuron types. The kinetics and relative conductance of the different receptors that make up an inhibitory or excitatory synapse onto each neuron results in post-synaptic potentials with equally discernible kinetics. The parameters were chosen based on the corresponding receptor conductance data, if directly available and/or on the characteristics of the resulting PSPs, resulting in a substantial diversity of postsynaptic responses (see Figure 2c ). (*) The PSP values reported in this table were obtained by fitting a double exponential function to single, spike-triggered PSPs, recorded at rest for E neurons and at a fixed holding potential of −55 mV for I neurons.
biophysical model (Gerstner and Kistler, 2002; Hoffmann et al., 2015; McCormick 297 et al., 1993) ; primarily due to its plausibility but also due to the availability of direct parameters in the 298 experimental literature (e.g. Hoffmann et al. 2015). The model, described fully in Section 6.2, captures 299 the detailed kinetics of single receptor conductances (Figure 2b ).
300
The use of this model allows us to specify different receptor parameters depending on the neuron type 301 they are expressed in (see Table 2 ), in order to directly match empirical data on receptor kinetics and 302 relative conductance ratios in different neuronal classes. In the absence of such direct data for specific 303 synapses (particularly those involving I 2 neurons), we tuned these parameters to match the resulting 304 PSP/PSC kinetics, as well as the relative ratios of total charge elicited by the receptors that compose 305 such synapses. For a detailed list of the data sources used to constrain these parameters, consult the 306 Supplementary Materials.
307
Having fixed the kinetics of post-synaptic responses according to neuron class (Table 2) , we finally 308 rescale the PSP amplitudes ( syn ) and delays ( syn ) independently for each synapse type (see Table 309 3), in order to account for the effects of different presynaptic neuron classes and to explicitly match the 310 data reported in . As a result of this parameter fitting process, the responses 311 generated by the synaptic model are good matches to the responses experimentally observed in the nine 312 types of biological synapses represented in this study. As all the receptor parameters are fixed and neuron-specific (Table 2) , we introduce synaptic heterogeneity 315 by simply distributing the individual values of weights and delays ( Figure 2d and Table 3 ). Whereas in 316 the homogeneous condition, synaptic efficacies ( syn ) and conduction delays ( syn ) are fixed and equal 317 for all connections of a given type, in the heterogeneous condition, these values are randomly drawn from 318 lognormal distributions, left-truncated at 0 for weight distributions and 0.1 for delay distributions, and 319 parameterized such that the distributions' means are equal to the homogeneous value. For consistency 320 among the various data sources, we fix the connectivity parameters, including not only structural aspects, 321 but also synaptic weights and delays, to match the data reported in .
322
For that purpose, the mean weight values were chosen to rescale the PSP amplitude of each synapse 323 type to the target value. Additionally, as described below in Section 2.3, if both structural and synaptic 324 heterogeneity conditions are considered simultaneously, the weight distributions are skewed in order to 325 introduce structural weight correlations (see Section 6.3.1). Description  syn  syn  EE  IE  EI  II Table 3 . Synaptic and structural parameters in the microcircuit. Each of the nine connection types (which can be grouped as indicated) is characterized by a specific connection density, weight and delay. In the homogeneous condition, weights and delays are fixed and equal to the mean values ( syn w , syn d ) for all synapses of a given type, whereas in the heterogeneous condition they are independently drawn from lognormal distributions with the corresponding mean and standard deviation. The last two rows in the table are the connection-specific structural bias parameters, used to skew the network's degree and weight distributions. The indicated values were taken directly from and Tomm et al. (2014) . The cases marked with -or x, correspond to connections that were either tested, revealing no significant effect (-) or untested due to missing data (x). In both cases, we set the corresponding values to 0.
Structural Properties

327
The structure of the network is defined by the density parameter syn , which is specific for each of the 328 nine connection types. For consistency with the results and methods presented in and 329 Tomm et al. (2014) , we set the connection densities ( syn ) to the values reported in Avermann et al. 330 (2012) (see Table 3 ). However, it is worth noting that the values reported in the literature can vary 331 substantially, possibly reflecting methodological/technical limitations and/or the fact that connection 332 density is a highly region-/ species-specific feature. In fact, among all the complex parameter sets 333 used throughout this study, the single parameter that was most difficult to reconcile across multiple 334 sources was syn . In the homogeneous case, random connections are created between neurons in a source 335 population and target population (with , ∈ { E, I 1 , I 2 }) with a probability given by syn . In order to account for structural heterogeneity, we bias the network's degree distributions by modifying 338 the structure of the connectivity matrix syn , following the methods introduced in Tomm 339 et al., 2014) and validated against the same primary sources of experimental data used in this study.
340
By controlling the skewness of the out-/in-degree distributions (d out/in parameters, see Section 6.3), 341 we can generate completely random, uniform connectivity (d out/in = 0, Figure 3a ) or highly structured 342 in-/out-degree distributions, with a larger variance in the number of connections per neuron (d out/in > 0, 343 Figure 3b ). For the structural heterogeneity condition, these parameters were fixed to the values that 344 were shown to provide a better fit for the experimentally determined connectivity data (see 345 Tomm et al. 2014 and Table 3 ). 346 Additionally, in conditions where synaptic heterogeneity is also present (fully heterogeneous circuit), 347 structural heterogeneity is further expressed as a bias in the synaptic efficacies for all incoming and 348 outgoing connections to a given neuron. Following , Tomm et al. (2014) and Koulakov 349 et al. (2009) , this bias is implemented by rescaling individual synaptic efficacies in order to introduce 350 correlations between them, see Distributions of absolute distances between neurons' mean membrane potentials ⟨Vm⟩ and their firing threshold V th , for the three neuronal populations considered, under the different heterogeneity conditions. The dashed lines indicate the corresponding values reported in (Gentet et al., 2010) . For illustrative purposes, we depict traces for a small set of randomly chosen neurons in the background. (e): Effective membrane time constants ( eff = ⟨G total ⟩/ Cm) in the noise-driven regime, for the different neuronal classes and conditions. Error bars correspond to the means and standard deviations across each population. The dashed lines indicate the baseline values ( 0 = g leak / Cm). All results depicted were calculated over an observation period of 10 s. The results depicted in (d, e) were acquired with a fixed input rate of = 10 spikes/s.
In this section, we set out to quantify and evaluate the specific impact of the different forms of 353 heterogeneity (neuronal, synaptic, structural, and the combination of all forms) on the characteristics 354 of population activity. To do so, we consider the circuit's responses to an unspecific and stochastic 355 external input, modelling cortical background / ongoing activity (see Section 6.4.1). We determine and 356 compare the circuit's responsiveness by looking at the population rate transfer functions, as exemplified in 357 Figure 4a for I 2 neurons (complete results are provided in the Supplementary Materials), and summarize 358 11/46 the results by the change in absolute gain (∆Gain) and offset (∆Offset) introduced by each source of 359 heterogeneity, relative to the homogeneous condition ( Figure 4b ).
360
All heterogeneous conditions, particularly neuronal and synaptic, cause a slight offset for all neuron 361 types (more significant for I 2 neurons), making them slightly more responsive (firing at lower input rates) 362 but the effect is not substantial (Figure 4b , top). In most of the conditions analysed, the E population is 363 rather unresponsive, with less than 1% of the neurons active ( Figure 4c ) and firing at rates inferior to 364 1 spikes/s, regardless of the input rate. While structural and neuronal heterogeneity are incapable of 365 circumventing this effect, synaptic heterogeneity appears to be strictly required for the network to fire 366 at more reasonable rates (albeit, still very sparsely) and for the E population to become responsive to 367 variations in the input rate, resulting in a significant modulation of the gain of the rate transfer function 368 (Figure 4b, bottom) .
369
It should be noted that the impact of structural heterogeneity alone is mitigated by the low E 370 rates, since the structural bias exists only within excitatory synapses or between excitatory neurons and 371 fast-spiking interneurons (i.e. E E, I 1 E, see Table 3 ). So, if the E population rarely fires, it is difficult 372 to ascertain the effects of structural heterogeneity, suggesting either that its relevance pertains mostly to 373 active states, when population activity is slightly higher, or that it is negligible at this scale.
374
The extremely sparse firing of E neurons that we observe is consistent with physiological measurements 375 in layer 2/3 (e.g. Benedetti et al. 2013; Crochet et al. 2011; Gentet et al. 2010; Lefort et al. 2009; O'Connor 376 et al. 2010; Petersen and Crochet 2013) , but it significantly limits the degree to which we can quantify 377 the effects of heterogeneity on population activity. So, in order to obtain a greater insight, we look at the 378 sub-threshold responses and characteristics of membrane potential dynamics (Figure 4d , e). Excitatory 379 neurons are always significantly hyperpolarized, with their mean membrane potentials kept far from 380 threshold (Figure 4d , blue) and thus require much stronger depolarizing inputs to fire, compared with both 381 inhibitory types. The inhibitory populations are, on average, much more depolarized and their membrane 382 potentials fluctuate closer to their firing thresholds, particularly I 1 (Figure 4d, red) . Qualitatively, the 383 ratio of average degree of depolarization among the different populations is retained across all conditions, 384 with I 1 neurons being strongly depolarized, followed by I 2 and E and is consistent with experimental 385 reports for circuits in a state of quiet wakefulness (Figure 4d , dashed lines). This feature stems directly 386 from the electrophysiological properties of the different neuronal classes and the interactions among the 3 387 populations (given that it is already observed in the homogeneous circuit). Both synaptic and neuronal 388 heterogeneity greatly increase the variability in the distribution of mean membrane potentials across 389 all the neurons and cause a significant overlap between E and I 2 populations, an effect that is also 390 consistent with experimental evidence (Gentet et al., 2010) .
391
The relative impact of intense synaptic bombardment on the integrative properties of the different 392 neuronal classes is also critically influenced by the presence of neuronal heterogeneity, as illustrated by 393 the distribution of effective membrane time constants ( Figure 4e ). Active synapses contribute to the 394 total membrane conductance and cause a significant deviation from the resting membrane time constant 395 (Destexhe et al., 2003; Kumar et al., 2008) . In the absence of synaptic input, I 1 neurons have faster 396 responses, characterized by a short baseline membrane time constant ( 0 = g leak / C m ≈ 10.7 ms), whereas 397 I 2 and E neurons are slower ( 0 ≈ 22.3 and 25.1 ms, respectively) and can thus integrate their synaptic 398 inputs over a larger time scale. This relationship between the neuronal classes ( eff (I 1 ) < eff (I 2 ) < eff (E)) 399 is a consequence of the neurons' physiological properties (and consistent with empirical evidence Angulo 400 et al. 1999; Destexhe et al. 1999; Léger et al. 2005) . It is thus important that, under conditions of intense 401 synaptic bombardment, the different neuronal classes respond consistently and retain this ratio. This is 402 only observed in the presence of neuronal heterogeneity (Figure 4e ). The balance of excitation and inhibition is one of the most important and widely observed features in 405 the neocortex. It plays a pervasive role in modulating and stabilizing circuit dynamics (Humphries, 406 2016), shifting the population state (Poulet, 2014; Tsodyks and Sejnowski, 1995; Zucca et al., 2017) , 407 selectively gating and routing signals (Kremkow et al., 2010; Vogels, 2005; Vogels and Abbott, 2009 ) and 408 maintaining sparse, distributed dynamics (Crochet et al., 2011; Waters and Helmchen, 2006) 
Hom
Str Neu Syn Het Figure 5 . Balance of excitation and inhibition in excitatory neurons driven by background, Poissonian input at = 10 spikes/s. (a): Distribution of mean amplitudes of excitatory (blue) and inhibitory (red) synaptic currents onto E neurons in the different conditions, as well as the absolute difference between them (grey). For each condition, we show the single data points, where the currents onto a given neuron are summarized as a set of 3 points (⟨I exc ⟩ in blue, ⟨I inh ⟩ in red and |⟨I inh ⟩ − ⟨I exc ⟩| in grey). Overlaid on top of these data points are the distributions across all the neurons, summarized as box-plots: the box represents the first and third quartiles (IQR); the median is marked in red; the whiskers are placed at 1.5 IQR and the outliers can be seen in the underlying data points. The white markers in the middle display the mean difference of synaptic amplitudes across all neurons, for each condition. adequate processing and computation (Denève and Machens, 2016; Duarte and Morrison, 2014; Rubin 410 et al., 2017) .
411
As demonstrated in the previous section (Figure 4) , the different sources of heterogeneity significantly 412 influence the circuit's responsiveness, partially by modifying how the different neurons and neuronal 413 populations receive and integrate their synaptic inputs. These differences can also be observed in the 414 amplitude and time course of the total excitatory and inhibitory drive onto each neuron, as can be seen 415 in Figure 5 . The results shown are a compound effect of the kinetics of the specific receptors involved 416 and the post-synaptic currents they elicit, the physiological properties of the different neuronal classes as 417 well as the density of specific connections. 418 In a globally balanced state, the amplitudes of excitatory and inhibitory synaptic currents cancel each 419 other on average. This occurs in our microcircuit model only in the presence of neuronal heterogeneity 420 (Figure 5a ). Variability in connectivity structure is indistinguishable from the homogeneous condition, 421 whereas variability in synaptic weights and delays significantly increases the variance in the distribution 422 of post-synaptic current amplitudes, but does not shift the mean. This results in an inhibition-dominated 423 synaptic input, resembling that of the homogeneous condition (see also Figure 5c ), despite the substantially 424 different distributions.
425
Apart from being balanced on average, a condition of "detailed" balance (Vogels et al., 2011; Vogels 426 and Abbott, 2009 ) is characterized by E and I currents that closely track each other and are strongly 427 anti-correlated (Figure 5b ). In the homogeneous circuit, excitatory and inhibitory currents are only 428 weakly anti-correlated ( ≈ −0.63). Synaptic heterogeneity causes a slight improvement, but the most 429 significant contribution to this effect comes from neuronal heterogeneity. In this condition, the mean 430 13/46 correlation coefficient reaches ≈ −0.8, although it also introduces a greater variance than synaptic 431 or structural heterogeneity (see also Figure 5d ). Both global and detailed balance thus appear to be 432 emergent properties of heterogeneous microcircuits, primarily due to neuronal diversity, but encompassing 433 also a significant influence of synaptic diversity. As is the case with all results presented so far, the fully 434 heterogeneous circuit retains several key properties of interest, but appears to inherit them from different 435 sources, the most significant of which is neuronal heterogeneity. As before, the effects of structural 436 heterogeneity are mitigated by the very sparse firing of the E population, which render its effects moot 437 and no significant deviation from the homogeneous condition is observed. 438 4 Active processing and computation 439 In order to induce a functional state, engaging the circuit in active processing, we introduce an additional 440 input signal (see Section 6.4.1). We began by tuning the input amplitudes (of both background input 441 firing rate in and external input current ) independently, for each condition, in order to approximate 442 the relative ratio of mean firing rates among the different populations (see Supplementary Materials) , i.e. 443 we attempt to find a combination of input parameters that allows the mean firing rates to remain within 444 realistic bounds ( E ∈ [0.5, 5], I1 ∈ [10, 25], I2 ∈ [3, 15], considering the values reported in Avermann 445 et al. 2012; Crochet et al. 2011; Gentet et al. 2010; O'Connor et al. 2010) . 446 We consider the circuit's responses to this input signal as an active state, as opposed to the condition 447 explored in the previous sections, where the circuit was driven solely by background, stochastic input 448 (noise). It is worth noting, however, that the similarities between what we call quiet and active states and 449 their biological counterparts are limited (see Section 5.1). In the following, we show that despite these 450 limitations, the actively engaged circuit operates in similar dynamic regimes to its biological counterpart 451 and maintains the key statistical features that are most likely to play a significant role in modulating the 452 circuit's processing capacity. 453 In this section, we assess the microcircuit's capacity to compute complex functions of the input signal, 454 as described in Section 6.4.3. Note that we purposefully removed any predetermined structure in the 455 input signal, such that the measurements reflect the properties of the system and not the acquisition of 456 structural information in the input (see Section 6.4.3). If we were to consider naturalistic sensory input 457 as the driving signal, this would not be the case. Due to the extremely sparse firing observed in the quiet state, an adequate comparison of spiking 460 statistics is only sensible in the active condition. While no explicit effort was taken to constrain the 461 circuit's operating point when tuning the input parameters (the focus was purely on average firing 462 rates), all conditions operate on an asynchronous irregular regime (exemplified by the raster plots in 463 Figure 6a ). This regime is characterized by low pairwise correlations (CC < 0.03) and high coefficients 464 of variation (CV ISI ≈ 0.9), for all neuron classes, in all conditions. Each condition generates different 465 spiking responses with slight variations in activity statistics. The profiles of the activity statistics for the 466 three neuronal classes are summarized in Figure 6 (c)-(g) for the five different conditions. The complete 467 results, displaying the specific profiles for the different classes and conditions separately can be consulted 468 in the Supplementary Materials. 469 In the homogeneous condition (Figure 6a and c) , I 1 neurons exhibit the most distinctive profile, with 470 the highest amount of synchrony and the largest firing rates as well as a very bursty and regular firing 471 relative to any other neuronal class and any other condition. Consistent with empirical observations 472 (Crochet and Petersen, 2006; Crochet et al., 2011; Gentet et al., 2010; Poulet and Petersen, 2008) , E 473 neurons retain an extremely low firing rate ( E ≤ 1 spikes/s), even when stimulated by the extra input 474 current that characterizes the active state. The main difference is that a larger fraction of the population 475 is engaged and actively firing (data not shown). This result demonstrates that sparse firing of E neurons is 476 a stable characteristic of layer 2/3 microcircuits, emerging from the strong and dense inhibition provided 477 primarily by I 1 neurons that, firing at very high rates, strongly inhibit the E population, regardless of 478 (a) (a) ms ms the variations introduced by different sources of heterogeneity and the addition of the extra excitatory 479 input.
480
In addition, E neurons exhibit the most irregular spiking activity among all neuronal classes. The 481 impact of the various heterogeneity conditions particularly affects the degree of synchronization and 482 burstiness across the different populations. Only the firing rates of I 1 neurons are significantly modified 483 by heterogeneity, whereas for all other neuron classes, they remain consistently low. Irregularity and 484 randomness in the firing patterns are mostly unaffected as is clear by observing the similarity in the 485 respective axes (H ISI and CV ISI in Figure 6c -g).
486
The effects of structural heterogeneity (Figure 6d ) are only noticeable on the neuronal classes that are 487 directly affected ( E and I 1 , see Section 2.3.1 and Table 3 ); no changes in activity statistics are observable 488 for the I 2 population (orange profiles in Figure 6c and d) . Excitatory neurons fire less synchronously and 489 exhibit a much lower tendency to fire in short spike bursts, compared with the homogeneous condition. 490 On the other hand, I 1 neurons show a slight decrease in synchrony and firing rate.
491
Diversity in neuronal parameters (Figure 6e ), on the other hand, strongly affects the response 492 properties of I 2 neurons, slightly increasing their firing rates and correlation coefficient. The most 493 noticeable effect, however is a greatly increased tendency to fire in short bursts (ISI 5% ≈ 1 ) which is the 494 most significant deviation of the standard profile exhibited by this neuronal class in all other conditions 495 (for a more complete comparison, consult the Supplementary Materials). Heterogeneous E neurons have 496 a higher tendency to fire synchronously (albeit still with very low CC), compared to any other condition. 497 As for the I 1 population, the most significant effect of neuronal heterogeneity is a reduction of the mean 498 firing rate.
499
Synaptic heterogeneity (Figure 6f ) causes a very significant alteration of the firing profile of all neuron 500 classes, particularly E and I 1 , resulting in a very significant decrease in synchronization in all populations, 501 thus having a marked decorrelating effect. It also produces a substantial reduction in the tendency for 502 burst spiking in the E and I 2 populations. The firing rates of both inhibitory populations are reduced 503 15/46 (due to the chosen input parameters, see Supplementary Materials) which, consequently, leads to a slight 504 increase in the E neurons' firing rates that also fire slightly (but not significantly) more regularly.
505
Interestingly, the firing profile observed in the fully heterogeneous circuit (Figure 6b and g) exhibits 506 some unique features, different from any of those created by the individual sources of heterogeneity in 507 isolation. Particularly prominent is the complete abolishment of any degree of synchronization in any 508 of the neuronal populations, which show the smallest correlation coefficients of all the cases considered. 509 This effect is likely primarily acquired from synaptic heterogeneity, but goes further than the effect 510 observed there. The firing profile of I 2 neurons in the fully heterogeneous circuit retains all the features 511 observed in the homogeneous circuit, indicating that the variations introduced by neuronal and synaptic 512 heterogeneity are counteracted by the complex interactions between the different sources of heterogeneity. 513 Overall, the statistics of population activity clearly demonstrate that the fully heterogeneous circuit 514 is more than the sum of its parts, i.e. the variations introduced by the combination of multiple sources 515 of heterogeneity cannot be fully accounted for by their individual effects and lead to more complex 516 interactions that strongly modulate the circuit's operating point. In addition, all heterogeneity conditions 517 give rise to similar distributions ( Figure 6 (h)-(j)), i.e. lognormal distributions of firing rates (argued to be 518 a beneficial feature Buzsáki and Mizuseki 2014; Koulakov et al. 2009 ) and correlation coefficients as well 519 as a Gaussian distribution of CV ISI , with mean close to 1. The different conditions simply modulate the 520 parameters of the distributions: synaptic and neuronal heterogeneity (that are responsible for the most 521 significant effects referred so far) broaden the firing rate distributions. Synaptic heterogeneity alone skews 522 the CC to smaller values, an effect that is stronger and more pronounced in the fully heterogeneous 523 circuit. Layer 2/3 pyramidal neurons receive spatiotemporally structured synaptic inputs from several thousand 526 pre-synaptic sources, through multiple channels conveying different top-down, bottom-up and local 527 information streams that must be integrated in meaningful ways. Whereas the spatial structure is 528 16/46 conveyed primarily through non-random projections (conserved topographic maps (Silver and Kastner, 529 2009; Thivierge and Marcus, 2007) and/or clustered dendritic inputs (Kastellakis et al., 2015; Morita, 530 2008; Takahashi et al., 2012) ), the acquisition and processing of temporal information requires the circuits 531 to integrate their inputs over a broad range of timescales (dynamic range). In this section, we investigate 532 the effect of heterogeneity on the ability of our microcircuit model to retain information over long 533 timescales, enabling it to operate over a broad dynamic range and relatively long timescales.
534
The baseline, homogeneous circuit already exhibits these properties (Figure 7a) , with an average 535 intrinsic time constant (measured as the decay of the membrane potential autocorrelation functions, 536 see Section 6.4) of ≈ 126.75 ms in the quiet state and a relatively broad dynamic range. Thus, even 537 when all the system's components are homogeneous, neurons appear to operate at relatively long time 538 scales. This can be partially attributed to the fact that each input elicits very small, sub-millivolt 539 responses (Bruno, 2006; Okun and Lampl, 2009 ) and these neurons are strongly hyperpolarized (Section 540 3). Therefore, the microcircuit complexity, in combination with the nature of the sub-threshold dynamics, 541 is inherently sufficient to allow it to operate over a large and long temporal range and to rapidly switch 542 to the timescales of its primary driving input (Figure 7a, top) . 543 In order to reliably compute, it is beneficial if the system's high-dimensional dynamics become 544 transiently 'enslaved' by the input (Thalmeier et al., 2016) . This would correspond to a switch in the 545 system's intrinsic timescale to the dominant input time scale, allowing the intrinsic fluctuations to help 546 the circuit track the input dynamics. The observed features of having a broad dynamic range in the quiet 547 state, along with the ability to rapidly switch to the shorter timescale of the driving input during active 548 processing appear to stem primarily from the microcircuit's composition and dynamics (homogeneous 549 condition). However, they are present to greater extents in the presence of structural and neuronal 550 heterogeneity (Figure 7) . The same pattern is true for memory capacity, whereby neuronal heterogeneity 551 causes a large extension of the circuit's memory range, leading to a slowly fading and relatively long 552 memory store (Figure 7b, c) .
553
The memory range of structurally heterogeneous networks is similar to that of the fully heterogeneous 554 circuit (C M ≈ 3.75 and 3.56, respectively) and both are significantly larger than in the corresponding 555 homogeneous case (C M ≈ 2.67, Figure 7b , c). Thus, despite having a barely noticeable effect on 556 microcircuit dynamics and state transitions, the functional effects of structural heterogeneity appear to 557 be very significant. This is surprising, in light of all the results discussed so far, but consistent with 558 Chaudhuri et al. 2014, who proposed that a heterogeneous network structure can give rise to broad and 559 diverse temporal tuning.
560
The fact that physiological diversity in single neuron properties (neuronal heterogeneity) extends the 561 dynamic range and memory capacity, is to be expected since it directly decreases redundancy and adds 562 variability to the population responses. However, the magnitude of the effect is very significant, making 563 neuronal heterogeneity the most functionally relevant condition. In the presence of neuronal heterogeneity 564 alone, the circuit becomes much more responsive, with broader temporal tuning and memory capacity 565 (Figure 7) and capable of achieving a significant performance in reconstructing the input signal, even 566 when it varies at short timescales (peak reconstruction performance is achieved with ∆ ≈ 3.9 ms versus 567 ∆ ≈ 13.3 ms in the homogeneous circuit, see Supplementary Materials).
568
Counter-intuitively, it appears that synaptic heterogeneity makes the circuit 'sluggish', incapable of 569 tracking fast fluctuations in the input signal (∆ ≈ 20 ms, see markers in Figure 7a and Supplementary 570 Materials) and endowed with a very short memory capacity (C M ≈ 2.7) that is inferior to that of the 571 homogeneous circuit. Accordingly, diversity in synaptic components enforces a very narrow temporal 572 tuning, skewed towards short timescales in the quiet state (mean int ≈ 30 ms) and reduces the circuit's 573 ability to acquire the input timescale (Figure 7a ).
574
These results demonstrate a clear relation between the system's responsiveness to temporal fluctuations 575 in the input signal, the intrinsic timescales that characterize the neurons' activity and the circuit's memory 576 capacity. There appears to be a 'push-and-pull' phenomenon caused by the interactions of neuronal and 577 synaptic heterogeneity, whereby the first significantly boosts the circuit's dynamic range and memory 578 capacity, whereas the second pulls it back to values worse than the homogeneous condition. It has been suggested (Duarte et al., 2017a , and references therein) that temporal tuning and memory 581 properties in cortical microcircuits may stem from their biochemical default organization, whose primary 582 consequences are reflected in the regional synaptic composition. In turn, these regional synaptic variations 583 may reflect evolutionary constraints that prime specific circuits to operate on specific timescales, depending 584 on their position in the global processing hierarchy. We note that the main sources we use for synaptic 585 data were recorded in primary sensory cortices. Therefore, the range of synaptic responses could reflect 586 an evolutionary tuning to short timescales, thus reducing its memory capacity. This would partially 587 explain the 'pull' effect referred in the previous section.
588
Accordingly, we hypothesize that different relative concentrations of receptors, such as may be present 589 in other cortical areas, will lead to different intrinsic timescales and memory capacities. To investigate this, 590 we therefore manipulate the ratio of peak conductances in excitatory and inhibitory synapses, globally 591 rescaling¯( NMDA) by E and¯( GABA B ) by I , thus changing the balance of synaptic time constants 592 in the circuit and skewing them to slower excitatory and/or inhibitory transmission by overpowering 593 the relative contributions of NMDA and GABA B receptors (the normal baseline condition corresponds 594 to E = I = 1). The results for memory capacity of systematically emulating the different relative 595 receptor concentrations is shown in Figure 8 . Both the fully heterogeneous circuit (Figure 8a) and a 596 circuit with only neuronal heterogeneity (Figure 8b) show a clear dependence of memory capacity on this 597 relative balance. The fully heterogeneous circuit, which has the highest degree of biological verisimilitude 598 of all the examined conditions, shows a significant and consistent effect of E , meaning that the balance 599 of excitatory synaptic time constants is particularly important and can dramatically modify the circuit's 600 memory capacity. Interestingly, the effect is different from what one would expect, as having a larger 601 NMDA component (longer excitatory timescales) essentially halves the memory capacity. This is due to 602 the de-stabilization of the circuit's operating point (data not shown). Memory is maximized for circuits 603 with a smaller contribution of slow excitatory transmission ( E = 1), but a larger contribution of slow 604 inhibition ( I = 4), see black marker in Figure 8a . Nevertheless, and despite this clear dependence, the 605 memory gains are modest, i.e. the maximum capacity obtained (C M ≈ 4.08) is not significantly larger 606 than the baseline condition ( E = I = 1, C M ≈ 3.56) condition, see white marker in Figure 8a .
607
For the already high-capacity condition (neuronal heterogeneity, Figure 8b) , the combination of 608 18/46 synaptic timescales that maximizes memory capacity occurs when both slow excitatory and inhibitory 609 components are slightly larger than the baseline ( E = I = 1.5), reaching a maximum value of C M ≈ 5.03. 610 However, the default receptor composition ( E = I = 1), already achieves close to maximum capacity 611 (with C M ≈ 5.00). Nevertheless, the dependence on these scaling variables is less straightforward in a 612 circuit with only neuronal heterogeneity, resulting from the effects of both slow inhibitory and excitatory 613 synapses and exhibiting an optimum range where memory capacity is maximized. Although these results 614 confirm that there is a complex dependence of memory capacity and the characteristics of receptor 615 kinetics, the magnitude of the variations are not very pronounced suggesting that other, related processes 616 (short-term synaptic plasticity, for example) contribute to the modulation of memory capacity. To determine the microcircuit's suitability for online processing with fading memory, we adopt 619 the notion of information processing capacity introduced in Dambre et al. (2012) , which allows us to 620 quantify the system's ability to employ different modes of information processing and, by combining 621 them, determine the total computational capacity of the circuit (see Section 6.4.3) . By this definition, the 622 memory capacity discussed in the previous sections corresponds to the capacity to reconstruct the set of 623 different linear functions (corresponding to degree 1 Legendre polynomials, see Section 6.4.3) of the input 624 , each corresponding to a specific time lag, see also Jaeger (2002) . As such, it corresponds to the fraction 625 of the total capacity associated with linear functions (since no products are involved) and measures 626 the circuit's linear processing capacity ( = 1 in Figure 9 ). Accordingly, degrees ≥ 2 correspond to 627 larger and increasingly complex sets of non-linear functions (products of Legendre polynomials) and thus 628 require increasingly more sophisticated computational capabilities. 629 We can thus distinguish between computational complexity / non-linearity (specified by the maximum 630 degree of the basis functions used, max ) and memory (maximum delay taken into consideration, max ). 631 By evaluating a very large set of functions of , we can approximate the circuit's capacity space as a 632 probability distribution over the space of basis functions.
633
These results are shown in Figure 9a . In line with the previous results (Section 4.2), heterogeneity in 634 neuronal parameters has the most significant effect, greatly extending the space of computable functions, 635 both linear and nonlinear. By allowing the circuit to retain contextual information for longer (extended 636 memory range), these circuits have a high capacity even for relatively large delays, as demonstrated by 637 19/46 the slowly decaying memory curves in Figure 9a . As a consequence, the total capacity of microcircuits 638 with heterogeneous neurons is the largest among all the conditions (Figure 9b ).
639
Despite its very modest effects on population activity, structural heterogeneity has very interesting 640 consequences on the microcircuit's processing capacity, particularly in the ability to compute very 641 complex nonlinear functions. Although the memory functions decay abruptly (almost as abruptly as in 642 the homogeneous condition, Figure 9a ), the circuits achieve a larger capacity for more complex functions 643 (Figure 9b ) and the total capacity at = 4 (largest degree evaluated) is the largest among all conditions 644 tested, as can be seen by comparing the top crimson bars in Figure 9b . 645 Also in line with the results for = 1 (linear memory capacity), synaptic heterogeneity has an 646 unexpected deleterious effect on processing capacity, reducing it to values smaller than the homogeneous 647 case (C T ≈ 13.9 versus C T ≈ 14.4 for the homogeneous condition, Figure 9b ). Consequently, the beneficial 648 effects introduced by both structural and neuronal heterogeneity are counteracted by the negative effect 649 of synaptic heterogeneity, as previously observed in Section 4.2. These cancelling effects result in the 650 fully heterogeneous circuit having a total capacity that is only modestly superior to the homogeneous 651 case (C T ≈ 16.9).
652
Under idealized conditions, the total capacity is bound by the number of linearly independent state 653 variables of the dynamical system, which, in the limit of → ∞, equals N (the number of neurons), 654 in systems that perfectly obey the fading memory property and whose neurons' activity is linearly 655 independent (for proofs, see Dambre et al. 2012 ). In that respect, the values we have obtained for the 656 total capacity are very modest and close to only 1% of the theoretical limit. On the one hand, this is 657 due to methodological limitations (we could only investigate a short range of d max ), and on the other, 658 suggests that there may be important aspects that were neglected in this study that significantly boost 659 the total capacity and, at least partially explain the difference (see Section 5.3).
660
Nevertheless, the results demonstrate a consistent pattern to that observed in Section 4.2, i.e. the 661 functional consequences of the different sources of heterogeneity are consistent for both the ability to 662 compute linear and non-linear functions with fading memory, as circuits with the largest linear memory 663 capacity are also the ones with the largest non-linear processing capacity (namely neuronal heterogeneity). 664 However, these results indicate that neuronal heterogeneity has its main effect on memory (k max ), greatly 665 extending the capacity to compute functions of − for larger values of ( Figure 9a ) while structural 666 heterogeneity (that has the second largest functionally beneficial effects) significantly boosts the ability 667 to compute more complex functions, with a main effect on d max . Heterogeneity and diversity in cellular, biochemical and physiological properties seen within and across 670 cortical regions and layers exerts a significant influence on population dynamics. Although often 671 disregarded by the reduced models commonly used in computational neuroscience, these features of the 672 neural tissue may well be partially responsible for the high computational proficiency and functional 673 properties of these systems. In order to understand the functional relevance of the different 'building blocks' 674 and their inherent complexity and diversity, it is important to start from relatively simple formalisms and 675 gradually account for the biological complexity while maintaining coherence with the relevant empirical 676 observations at multiple levels. The present study proposes a data-driven modelling approach as an 677 exploratory strategy to systematically uncover the computational benefits of different microcircuit features 678 in an attempt to elucidate and quantify the biophysical substrates of neural computation. 679 We have focused on the composition of layer 2/3 cortical microcircuits (Section 2), since their 680 highly recurrent connectivity (Feldmeyer et al., 2006; Lewis and Gonzalez-Burgos, 2000) and sparse, 681 asynchronous activity Lewis and Gonzalez-Burgos, 2000; Neske et al., 2015; 682 O'Connor et al., 2010; Petersen and Crochet, 2013; Waters and Helmchen, 2006) are ideally suited to 683 study the nature of sparse distributed processing in cortical microcircuit models. The small extent of 684 the neuritic processes (in comparison with deeper layers), makes it more reasonable to assume that the 685 potential role of dendritic compartmentalization (Branco and Häusser, 2010; Morita, 2008) and other 686 effects caused by the detailed neuronal morphology (Kubota et al., 2015; Spruston, 2008) are negligible, 687 20/46 allowing us to use simple point-neuron models with limited loss -which would not be the case if we 688 accounted for the deeper layers. Additionally, the input/output relations and unique position of layer 689 2/3 in a cortical column suggests a particularly prominent computational role as it must integrate and 690 process multiple streams of information in meaningful ways. 691 In an attempt to disentangle the role played by heterogeneity in different components of the system, 692 we tentatively partitioned it into neuronal, structural and synaptic components (see Section 1.1, Section 693 2 and Supplementary Materials). These different sources of heterogeneity differentially influence the 694 characteristics of population responses: from introducing variability in how different neurons and neuronal 695 classes respond to and integrate their synaptic inputs, to variations in the magnitude and distribution of 696 those inputs, among other effects. These, often subtle, differences have complex effects at the population 697 level and strongly condition the system's operating point. The fully heterogeneous circuit provides the 698 closest approximation to the biophysical reality, exhibiting important commonalities, and appears to 699 inherit different features from different sources of heterogeneity. Naturally, given the simplifications 700 required, our conclusions on the effects of the various heterogeneities are primarily qualitative. However, 701 the extent to which the model responses differ from the empirical observations can also be informative 702 about the potential impact of microcircuit features and processes that were not explicitly considered or 703 were overlooked or oversimplified, as we will discuss below. The state of any given cortical microcircuit, both in terms of macroscopic spiking statistics and, particularly, 706 membrane potential dynamics can differ dramatically between behavioural states (Crochet and Petersen, 707 2006; Crochet et al., 2011; Gentet et al., 2010; Poulet and Petersen, 2008) given that they require 708 different levels of active 'engagement'. The three neuronal classes behave in very specific ways, with 709 specialized response features providing differential contributions to the different circuit states. These 710 neuron-class-specific contributions play an important role in the observed dynamics, providing a potential 711 mechanism to support state modulations (Pachitariu et al., 2016; Poulet, 2014) .
712
Spontaneous cortical activity during states of quiet wakefulness (a quiescent state in which the animal 713 is awake but the circuit is not directly engaged in active processing), is commonly characterized by 714 short-lasting, large amplitude depolarizations (DeWeese and Zador, 2006; Petersen et al., 2003; Poulet 715 and Petersen, 2008 ) that reflect the presence of strongly synchronized excitatory inputs and resemble the 716 dynamics observed under light anaesthesia (Crochet et al., 2011; Neske et al., 2015; Okun and Lampl, 717 2009; Poulet and Petersen, 2008) . Naturally, driven by a homogeneous Poisson process (Section 6.4.1), 718 the system does not exhibit such behaviour (see Section 3), which indicates that such effects are partially 719 inherited by the spatiotemporal structure of the background input (Poulet et al., 2012) , which in turn 720 may reflect the structure of the sensory input (Luczak et al., 2007) . Additionally, or alternatively, this 721 may be a consequence of propagating waves of excitation (Petersen et al., 2003) which are likely related 722 to spatial connectivity features that were not taken into consideration in this study (see Section 5.3).
723
Nevertheless, our quiet state, where the circuit is driven by background noise, highlights relevant 724 features of population activity and their relations among different neuronal classes, emerging from the 725 effects of the different sources of heterogeneity (Section 3). The most prominent feature is the extremely 726 sparse firing of E neurons (Figure 4c ), which appears to stem directly from the circuit's composition 727 (homogeneous condition) and is a robust and replicable effect emerging as a direct consequence of 728 dense, strong and fast inhibition. While structural heterogeneity has no measurable effects, synaptic 729 heterogeneity makes the E population more responsive and places some of these neurons closer to 730 their firing thresholds (Figure 4d ). Neuronal heterogeneity, on the other hand, leads to more strongly 731 hyperpolarized E and I 1 populations, compared to all other conditions. This has the positive effect 732 of shifting the distribution of membrane potential in the I 1 population to a range that overlaps with 733 the empirical values in Gentet et al. (2010) ). However, E neurons become excessively hyperpolarized 734 and their membrane potentials are kept farther from threshold and farther from the corresponding 735 experimental value (to which all other conditions provide a better match). Despite these differences, 736 neuronal heterogeneity is responsible for placing all three neuronal populations operating within the 737 range of values reported in the literature (Figure 4d ) and, simultaneously maintaining the correct ratio 738 21/46 of effective membrane time constants, thus significantly modulating how the circuit responds to synaptic 739 input (Figure 4e ).
740
Neocortical pyramidal neurons (particularly in layer 2/3) fire very sparsely and are never driven 741 to saturation, despite a large and constant synaptic bombardment. For this to occur, excitatory and 742 inhibitory input currents onto each neuron must be carefully balanced such that, on average, they 743 cancel each other, allowing the net mean input to be small and the output rates moderate 744 Newsome, 1998, 1994) . Co-active and balanced excitation and inhibition thus stabilizes and shapes the 745 circuit's activity and must be actively maintained to allow the networks to operate in stable regimes 746 (Duarte and Morrison, 2014; Ernst and Pawelzik, 2011; Vogels et al., 2005) . In a balanced configuration, 747 local cortical dynamics is mostly driven by fluctuations of synaptic inputs, which provides a mechanism 748 to explain a fundamental feature of cortical dynamics: variability. Importantly, it also plays a critical 749 role in active processing and computation, with the most clear experimental evidence coming form the 750 development of input selectivity in visual and auditory cortices (see e.g. Dorrn et al. 2010; Mariño 751 et al. 2005; Okun and Lampl 2009 and references therein) . Any disruption of balance can have dramatic 752 consequences, leading to epileptogenic activity (Dehghani et al., 2016; Dichter and Ayala, 1987) , with 753 the associated impairment in information processing and behaviour (Yizhar et al., 2011) . In Section 3.1, 754 we demonstrate that such balance condition is an emergent property from circuits with heterogeneous 755 neurons, without the need for changing any of the system's parameters.
756
Despite limitations in our study, discussed below, our results highlight the importance of developing 757 new theories of cortical function and dynamics based on the complex interactions of multiple neuronal 758 sub-populations, as different neuronal classes have a non-negligible differential contribution to the circuit's 759 dynamics. Additionally, the prominent functional role of structural and neuronal heterogeneity suggest 760 that they are part of a critical minimum necessary to account for computation in cortical microcircuit 761 models. 762 5.2 Heterogeneity and information processing 763 At any given point in time, the state of the circuit reflects a nonlinear combination of the current and past 764 inputs, mediated by complex recurrent interactions. The state of each neuron is thus a nonlinear, fading 765 memory function of the input (the characteristics of which are determined by the circuit's specificities 766 and input encoding) and the population state a set of basis functions that can be linearly combined to 767 approximate arbitrary nonlinear functions with fading memory. In that sense, these circuits are endowed 768 with universal computing power on time invariant functions (Enel et al., 2016; Maass et al., 2002 Maass et al., , 2004 769 Thalmeier et al., 2016) . This is where complexity and heterogeneity play a particularly prominent role, 770 as they can greatly extend the space of computable functions by diversifying population responses and, 771 consequently, the richness of the circuit's high-dimensional state-space.
772
With specific functions in mind, circuits can be "designed" to perform certain computations by 773 explicitly solving the credit-assignment problem, i.e. determining how each neuron ought to contribute 774 to the computation in order to achieve the desired outcome. This is typically 775 achieved by constraining the microcircuit connectivity (Memmesheimer and Timme, 2006a,b) and/or 776 by postulating and building-in specific functionality (e.g. efficient / predictive coding; Boerlin et al. 777 2013; Denève and Machens 2016) . The great majority of these approaches, however, assumes idealized 778 conditions and neglects the complexities of real biophysics (but see, e.g. Schwemmer et al. 2014) , which 779 limits their scope and generalizability.
780
Since we were not interested in specific functions, but in universal computational properties, instead of 781 "designing" functional microcircuits or assuming specific computations, we sought to mimic fundamental 782 design principles of the real neocortical microcircuitry and systematically evaluate how they affect the 783 circuit's computational capabilities. While this exploratory approach has its limitations, we were able 784 to partially disentangle the computational role of complexity and heterogeneity in the microcircuit's 785 building blocks and pinpoint potential sources of functional specialization. Globally, the functional 786 analysis on the computational benefits of the different sources of heterogeneity revealed the same effect: 787 neuronal diversity, on its own, significantly boosts linear and nonlinear processing capacity and memory 788 (see Section 4.2 and Section 4.3) and dramatically increases its dynamic range and sensitivity (Section 789 22/46 4.2). Surprisingly, and even though its effects on population activity were barely noticeable, structural 790 heterogeneity has the second largest computational effect, particularly boosting the ability to compute 791 highly nonlinear functions (capacity at = 4 was much larger than any other condition, see Section 4.3). 792 Surprisingly, the benefits introduced by neuronal and structural heterogeneity are not reflected in the 793 fully heterogeneous circuit, as synaptic heterogeneity prevents this from happening. It would expectable 794 and desirable that the computational benefits would combine in a way that could dramatically increase 795 the total capacity of the most realistic condition. As discussed below, these synaptic effects likely reflect 796 important limitations in our ability to capture their real influence in the biological system.
797
The complete dominance of neuronal heterogeneity, not only in terms of computational proficiency, 798 but any other property analysed, suggests that it should be taken into consideration in studies focused 799 on reduced, simple models of cortical microcircuits as its effects appear to underlie a variety of important 800 phenomena. As discussed in Section 1, the myriad of complex features that characterize any given cortical microcircuit 803 entail considerable constraints on our ability to define an adequate level of descriptive complexity, 804 and discern which elements are functionally meaningful and partially responsible for the system's 805 computational proficiency. Despite providing a significant step towards biological verisimilitude, away 806 from the idealized conditions typically assumed in computational and theoretical studies of cortical 807 dynamics, our results demonstrate important limitations that ought to be addressed in future work.
808
Even though we consider three different neuronal populations, including two separate inhibitory classes, 809 further sub-divisions have been reported in neocortical layer 2/3 populations, both for glutametergic 810 (Zaitsev et al., 2012) and, in particular, for GABAergic neurons (Ascoli et al., 2008; Helmstaedter et al., 811 2009; Jiang et al., 2016; Neske et al., 2015; Petersen and Crochet, 2013) . It is possible that these reflect 812 regional specializations particularly prominent in specific cortical areas (such as the prefrontal cortical 813 regions; Harris and Shepherd 2015; Shepard and Grillner 2010; Zaitsev et al. 2012) or that they represent 814 separate instances of broader classes and can, for simplicity, be grouped together. We conclude that it 815 is important to understand the role of multiple interacting populations (e.g. Lagzi and Rotter 2015) , 816 particularly including inhibitory sub-types and their different physiological properties and interactions, 817 given their clearly distinct contributions.
818
As in every modelling study, one needs to consider the trade-off between realism and computational 819 cost (Herz et al., 2006) . Parameterized correctly, our choice of neuron model proved to be sufficient for 820 the purposes of this study and allowed us to account for the most important physiological characteristics 821 of the different neuronal classes and their relations (Section 2.1). Such simplifying assumptions, however, 822 are bound to miss relevant structural and functional features, particularly when it comes to specialization 823 of inhibitory neurons and synapses (Fino et al., 2013; Gupta, 2000; Isaacson and Scanziani, 2011; Pi et al., 824 2013; Wilson et al., 2012) , the effects of dendritic nonlinearities (Branco and Häusser, 2010; Kubota et al., 825 2015; Morita, 2008; Spruston, 2008) and intrinsic adaptation processes (Pozzorini et al., 2013) , to name a 826 few. It is also important, in future work along this direction, to consider the intricate relations between 827 model parameters, i.e. explicitly include not only the empirical variability but also the covariance across 828 multiple parameters (as e.g. Harrison et al. 2015) .
829
When it comes to synaptic transmission, we have focused on the specificities of instantaneous response 830 kinetics and its inherent diversity, disregarding any form of synaptic plasticity. However, in our model 831 synaptic heterogeneity was shown to severely constrain the microcircuit's processing capacity and memory 832 (Section 4.3), counteracting the benefits introduced by neuronal and structural heterogeneity. Additionally, 833 the fact that the total measured capacity is very modest even in the best-performing systems (only about 834 1% of the theoretical maximum), and considering the computational requirements posed on these systems 835 in ecological conditions, this suggests that there are important aspects of synaptic transmission that we 836 have failed to consider, but contribute significantly to the circuit's processing capacity. Adaptation and 837 plasticity are likely to be important missing components, due to their critical roles in learning and memory 838 processes (Abbott and Regehr, 2004) . It would be important, in future work, to capture, at least, the 839 dynamics of short-term plasticity (Hennig, 2013) , which also differ substantially among different synapse 840 23/46 types (Gupta et al., 2000) and is one of the processes which, operating at these timescales can significantly 841 affect the fading memory property. Additionally, long-term plasticity (Holtmaat and Svoboda, 2009; 842 Maffei, 2011; Morrison et al., 2008) and homeostasis (Turrigiano, 1999) , shaping circuit dynamics and 843 processing (Duarte and Morrison, 2014) over long timescales (Tetzlaff et al., 2012; Zenke and Gerstner, 844 2016) lead to cumulative changes that may result in an improved domain-specific processing capacity. 845 In our study we investigated the behaviour of our microcircuit model in two dynamic regimes, which 846 we associated with the biological quiet and active states. However, the stimulation applied to bring the 847 circuits into the active state was not biologically realistic, as we purposefully removed any spatiotemporal 848 structure in order to measure the computational properties of the system and not the acquisition of 849 structural information present in the input signal. Thus, the degree to which we are able to account 850 for and explicitly compare empirical observations with the model is restricted and only qualitative. 851 Moreover, whilst measuring the capacity of the network, we significantly under-sampled the space, as the 852 results clearly demonstrate (Figure 9a) . A more complete set of basis functions would lead the capacity 853 along both axes to decay to 0: as the complexity and memory requirements increase, the capacity to 854 compute these functions decrease to negligible values in all systems. While accounting for delays of up 855 to k max = 100 allowed us to capture this effect (since the memory range in all conditions is inferior to 856 that), we failed to account for a sufficiently large d max . The primary reason for this was computational 857 cost, as our current implementation is extremely time-consuming (see Supplementary Materials) . As a 858 consequence, the capacity space is sub-normalized, incomplete and underestimated, due to the relatively 859 small number of basis functions tested. Additionally, the limited sample size ( = 10 5 ) may bias the 860 individual results. Podlaski et al., 2016) , to name a few), along with 868 standard and widely accepted registration and sharing practices (Peng, 2011; Zehl et al., 2016) are 869 increasingly a priority in a community-driven effort to better constrain neuroscience models and integrate 870 knowledge from multiple disciplines. In addition, automated parameter extraction, estimation as well as 871 model fitting and comparison is strictly and increasingly necessary for studies in this direction. These 872 are complex challenges as they must meet the requirements of an ever-changing scientific field that, 873 consequently, doesn't lend itself easily to standardization.
874
As carefully curated and organized datasets become increasingly available, it will become possible 875 in the near future to apply increasingly realistic constrains and comparatively study the properties of 876 realistic microcircuits, built to model specific cortical regions, their local input-output relations and 877 systematically assess the impact of different modifications in the circuit's function as an information 878 processing, general-purpose device.
879
Apart from the considerable efforts to explicitly include and account for experimental data to constrain 880 the microcircuit models and make use of publicly available datasets, we additionally emphasize the 881 importance of ensuring transparency, openness and reproducibility. To this end, the complete materials 882 for this study are publicly available through the Open Science Collaboration (2015) (see Supplementary 883 Materials for details). Our efforts in that direction are a mere example and proof-of-concept, but 884 demonstrate that the field is mature enough to embrace these practices, which should become a standard 885 in computational neuroscience. Given the complexity of these studies, the ability to reproduce and verify 886 2 http://www.brain-map.org 3 http://neuromorpho.org 4 http://neuroelectro.org 5 https://bbc.epfl.ch/nmc-portal 6 https://icg.neurotheory.ox.ac.uk 24/46 are paramount not only to impose the scientific 'golden standards', but to extend and build upon existing 887 work. 888 6 Materials and methods 889 6.1 Neuronal dynamics 890 In all systems analysed, the neuronal dynamics is modelled using a common, simplified adaptive leaky integrate-and-fire 891 scheme (Koch, 2004) , where the total current flow across the membrane of neuron is governed by:
The spike times of neuron are defined as the set ( ) = { | ( ) ≥ thresh }. At these times, the membrane potential 893 is reset to the constant value ( ) = reset for all times ∈ ( , + refr ], after which integration is resumed as above. ( ) 894 is the total synaptic current generated by inputs from all pre-synaptic neurons ∈ mediated by synapse type ∈ 895 (see Section 6.2).
896
To provide greater control over neuronal excitability properties and a more realistic account of cortical neuronal 897 dynamics, we model intrinsic adaptation processes as proposed by :
where the parameters and determine the relative contribution of sub-threshold and spike-triggered adaptation processes, 899 respectively. 
The amplitude of post-synaptic currents is rescaled by the dimensionless weight parameter ( syn ij ), specific to each 904 connection type and whose value was chosen, such that the PSP amplitudes matched the data reported in (Avermann 905 et al., 2012; Lefort et al., 2009 ) (see Table 3 ). The synaptic conductivity ij in Equation 3 models the response of receptor 906 to spike arrival from pre-synaptic neuron with a total conduction delay of syn ij :
The conductance transient elicited by a single pre-synaptic event on a single post-synaptic receptor is then modelled as 908 (Gerstner and Kistler, 2002; Hoffmann et al., 2015; McCormick et al., 1993) :
where¯rec is the peak conductance of the corresponding receptor, rec( ) is a voltage-gating function assuming a constant 910 value of 1 for all receptor types, except NMDA, in which case (Jahr and Stevens, 1990) :
This gating function is thus used to model the voltage-dependent magnesium block at NMDA receptors (see below). 912 For simplicity, we assume a fixed [Mg 2+ ] = 1mM. The remaining parameters in Equation 5 correspond to the receptors' 913 characteristic time constants, namely the rise, fast and slow decay times, as well as the relative balance between fast and 914 slow decay ( rec). In order to account for the differential receptor composition and expression across different neuronal 915 classes, all these parameters are specific for each receptor, synapse and neuron type. Consider the sparse adjacency matrix syn , specifying the anatomical connectivity between all neurons in source population 918 and target population (with , ∈ {E, I 1 , I 2 }). The indices i, j of the nonzero entries in syn are independently 919 drawn from normalized, truncated exponential distributions, with probability:
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for pre-and postsynaptic neuron indices, respectively. N pre/ post is the total number of pre-/postsynaptic neurons and 921 d out/in are the parameters used to define the skewness of the out-/in-degree distributions, respectively. Setting d out/in = 0 922 corresponds to a random, uniform connectivity, whereas values > 0 generate structured in-/out-degree distributions, with a 923 larger variance in the number of connections per neuron. For each existing connection, the individual synaptic efficacies ( syn ij ) can be equal to a fixed scalar value (homogeneous 926 synaptic condition) or randomly drawn from a lognormal distribution (heterogeneous condition). To introduce weight 927 correlations, we specify additional scaling variables for each pre-or postsynaptic neuron ( j , i ), whose values are 928 independently drawn from log (−( syn in/out ) 2 /2, syn in/out ). The parameters syn in/out determine the strength of induced 929 correlations, which we fix and set to the values reported in and Tomm et al. (2014) . The original weight 930 values syn ij are then re-scaled by of the corresponding pre-and postsynaptic partner, i.e.: 931 ij = ij (9) For completeness, and given that lognormal distributions are widely employed throughout this study, it is worth noting 932 that the lognormal probability density function has the following form: involved, we rescale the input rates by a constant factor, K in = 1000, such that each neuron receives, on average, background 947 input through K in synapses, with each presynaptic source firing at a fixed rate of spikes/s. The postsynaptic neuron's 948 responsiveness to this background input is then determined by its specific receptor composition (the kinetics of AMPA and 949 NMDA receptors), with synaptic weights and delays equal to any other excitatory synapse onto that neuron, i.e. w in = E w 950 and d in = E d , where refers to the postsynaptic neuron class (see Table 3 ). 951 In addition, to evaluate the microcircuit's processing capacity (see Section 6.4.3), we introduce an additional input 952 signal, directly encoded as a piece-wise constant (in intervals of Δ ms), somatic input current ( ( )), delivered to a 953 randomly chosen sub-set of the E population, comprising 0.25 N E neurons (Figure ??a) . We choose this direct encoding 954 strategy in order to ensure that the input signal has a direct influence on the membrane dynamics, making it easier to 955 decode (Eliasmith and Anderson, 1991; van den Broek et al., 2017; Weidel et al., 2016) . To quantify and characterize the population responses to different input conditions and assess how the different sources of 958 heterogeneity modulate those responses, we look at the statistics of spiking activity as well as the relevant sub-threshold 959 dynamics across the different neuronal populations.
960
The circuit's state or operating point is typically determined primarily by the firing rate and the degree of population-wide 961 synchrony and regularity (Tsotsos et al., 2000) , as measured by the following statistics:
962
Synchrony -average spike count correlation coefficient (CC), computed pair-wise, for a large number of pairs = 500 963 randomly sampled, disjoint, neuronal pairs (see, e.g. (Kumar et al., 2008) ) 964 Regularity -degree of dispersion of the inter-spike interval (ISI) distribution, as measured by the coefficient of variation 965 (CV ISI ), averaged across the population. A value of 0 indicates a clock-like, regular firing pattern, whereas a completely 966 irregular, Poisson process has a value of 1. Values larger than 1 are obtained for very bursty firing patterns.
967
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Burstiness -degree of burstiness in the firing patterns can be captured by the 5-th percentile of the ISI distribution 968 (ISI 5% ), averaged across the population. This measure has been successfully used to classify neuronal firing patterns in 969 identified populations (Ruigrok et al., 2011; van Dijck et al., 2013) . A low value indicates higher burstiness, for a given rate. 970
Randomness -The entropy of the log-ISI distribution is an important metric that captures the randomness in a spike 971 train (Dorval, 2008) . It was recently demonstrated that this metric was one of the key features of cerebellar neurons' spike 972 trains, allowing their accurate identification (van Dijck et al., 2013) . This metric is defined on the probability density of the 973 natural logarithm of the ISIs:
This last metric is added for completeness, and can be seen as an additional measure of regularity. The higher the entropy 975 value, the more irregular the firing pattern.
976
On the sub-threshold level, we assess and summarize the characteristics of membrane potential dynamics, synaptic 977 currents and conductances. We analyse the distributions of mean membrane potentials (⟨Vm⟩) and their variances ( 2 (Vm)), 978 as well as the mean excitatory and inhibitory synaptic currents (⟨I syn ⟩) onto each neuron. For the computational analyses, 979 we consider the dynamics of the membrane potentials the main state variable (van den Broek et al., 2017) .
980
Intrinsic timescale ( int ) -to quantify the characteristic timescale of population activity, we look at the autocorre-981 lation function of each neuron's membrane potentials:
For each neuron, we fit the autocorrelation by an exponential function:
where int specifies the decay time constant, characterizing the neuron's intrinsic timescale. To analyse the processing capacity of the networks, following (Dambre et al., 2012) , we begin by defining an input 986 sequence [ ], of finite total length , comprising values independent-and identically drawn (i.i.d.) from a pre-determined 987 probability distribution ( ). Since we are interested in measuring the circuit's generic processing properties and not specific 988 transformations on specific inputs, considering the input a random variable ensures that it has no pre-imposed structure so 989 that any measured structure reflects only the system's intrinsic properties and not the acquisition of structural relations 990 present in the input. We set ( ) to be the uniform distribution over the interval [0, 1] . This input sequence is then directly 991 encoded into the circuit as explained above (Section 6.4.1).
992
The circuit's initial states are randomized ( 0 ∼ [ , ℎ ] ) and the circuit is driven by the input, for a total simulation 993 time of × Δ . In order to obtain accurate results and diminish potential errors and biases, we use a large sample size of 994 = 10 5 . The circuit state in response to the input is sampled at every Δ ms, resulting in a collection of state vectors [ ]
995
corresponding to a sample of the circuit state at time point * = × Δ ms. The resulting state matrix ∈ R N E × and 996 the corresponding input ∈ R 1× will then be used to estimate the capacity.
997
The aim of the analysis is to quantify the system's ability to carry out computations on . For that purpose, we measure 
The numerator in the capacity measure corresponds to the linear estimator that minimizes the quadratic error between 1001 the target function to be reconstructed and its linear estimate^:
where 1003 = out (16) For any given function and observed states , C[X, z] is normalized, such that, in a system that allows perfect 1004 reconstruction of , C[X, z] = 1, meaning that there exists a linear combination of [ ] that equals [ ], for all . On the 1005 other hand, a capacity of 0 indicates that it is not possible to even partially reconstruct the target function. Evaluating 1006 C[X, z] for large sets of target functions { } = { 1 , ..., }, allows us to gain insights into the information processing 1007 capacity of the system. If the evaluated functions are sufficiently distinct (preferably orthogonal), their corresponding 1008 capacities measure independent properties and provide independent information about how the system computes. As such, 1009
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we systematically probe the capacity space by evaluating the complete set of orthonormal basis functions of , using finite 1010 products of normalized Legendre polynomials:
where (.) is the Legendre polynomial of degree ≥ 0:
and is a function of input delayed by steps. The total capacity then corresponds to the sum of the individual capacities 1013 for a given set of target functions { } :
Naturally, we use finite data and a finite set of indices to evaluate the capacities, leading to an unavoidable underestimation 1015 of the total capacity.
1016
Linear memory and nonlinearity Using the notations introduced above, and following (Dambre et al., 2012; 1017 Jaeger, 2002 , we can consider the linear memory capacity as the total capacity associated with linear functions:
for a maximum polynomial degree of = 1, i.e. each of the functions tested corresponds to a delayed version of the input:
Accordingly, the capacity associated with non/linear functions corresponds to ≥ 2. For more details on the 1020 implementation, consult (Dambre et al., 2012) and the code we provide in the Supplementary Materials. All the work presented in this manuscript was implemented using the Neural Microcircuit Simulation and Analysis Toolkit 1023 (NMSAT) (Duarte et al., 2017b) , a python package designed to provide the first steps towards complex microcircuit 1024 benchmarking, as suggested and exemplified in this study. The core simulation engine running all the numerical simulations 1025 is NEST. Due to the specificities of this project, we used a modified version of NEST 2.10.0 (Bos et al., 2015) , which 1026 includes all the models used in this manuscript (some of which are not available in the main release). A complete code 1027 package is provided in the supplementary materials that implements project-specific functionality to the framework, allowing 1028 the reproduction of all the numerical experiments presented in this manuscript. Computing resources were provided by 1029 the JARA-HPC Vergabegremium on the supercomputer JURECA (Krause and Thörnig, 2016) at Forschungszentrum 1030 Jülich. All numerical simulations were performed at a resolution of 0.1 ms, using the GSL implementation of the adaptive 1031 fourth-order Runge-Kutta method. 
