Abstract
Introduction
In the standard approach to inductive learning we are given a set of training examples, where each example is composed of a finite vector of input features (or attributes) and an associated output classification. The training examples are presented to a learning algorithm, which generates an hypothesis that represents the classification of the examples in T, with the goal being to find an hypothesis that minimizes classification error. With this approach the vector of input features is fixed, and no attempt is made to improve the performance of the learning algorithm through augmentation of the feature vector. This leads to the following question, which encapsulates the motivation behind what has been termed constructive induction. Is it possible to improve the hypothesis generated by the learning algorithm by augmenting or changing the vector of input features in the training set through the addition of a new feature (or features), where the new feature is some function of the original features found in the training set. Essentially, constructive induction is an attempt to construct new and useful concepts from existing ones.
In other words, given a training set of examples T = [24] . A HOP is a network composed of perceptron type node(s) which has the set of original 1st order inputs augmented by adding new features which are higher order combinations of the 1st order inputs. The function which is most often used to combine the inputs is multiplication, but any nonlinear function can be used. Theoretically, given the right set of higher order features a HOP is capable of learning any classification problem.
There are two main problems faced by any HOP construction algorithm. The first problem is the process of constructing or searching for new, useful features, and the second is the problem of determining which features out of the potentially many features which are examined will be included in the final set of features. There are several problems which contribute to make this process difficult.
The number of higher order features is exponential in the number of original input features. This makes it impractical to examine the entire set of potential features. 0 Given any set of features, it is difficult to determine the optimum subset for a given learning problem. For example, determining the minimum size set of features (MIN FS) which solves a given learning problem is NP-complete [l] . The minimum size set of features which solves the learning problem is generally considered to be the best or most likely set of features for the minimization of classification error.
0
Given a set of prospective features, the problem of determining the subset which has the best classification accuracy (MAX ACC) on the training set is NP-complete in the number of features in the prospective set of features [lo] . If it were possible to generate and store all possible higher order features, then the process of constructing the feature set for a HOP would amount to feature selection, and we could apply any one of the many available feature selection techniques [3] [ 14] [20] [21] to generate an optimal or near optimal feature set. Unfortunately, the exponential size of the set of all possible features makes this approach impractical, and so we must turn our attention towards other approaches.
Genetic algorithms (GAS) have been used with some success on the problem of feature selection [20] , and they have proven adept at finding near optimal solutions for problems which have extremely large search spaces. The approach which we propose is to use a GA to both generate new features and to select which subset of these features to use in the final solution. This paper tests the ability of a GA to search through the exponentially large feature space and find good higher order features for HOPS. GAS have been successfully applied to several neural network construction and optimization problems [9] [23] [25] , including feature selection. This paper is an extension of earlier work [2] . In particular, the algorithm proposed in this paper uses a new fitness function to improve results e uses 10 fold cross validation with a holdout set to avoid the over fitting problem uses a different objective function to calculate feature weights and the number of data sets tested is increased. Tests are conducted on 8 real world data sets taken from the UCI machine learning repository. The results show that a G A L P approach is capable of generating small feature sets for a HOP which outperform a multilayer neural network trained with backpropagation. Section 2 discusses how to avoid over learning and why this is important. Section 3 gives the basic @A search technique used in this paper. Section 4 discusses the experiments and results. The conclusion is given in section 5.
Avoiding Over learning
With any network construction technique, the avoidance of over learning, often referred to as overfitting, is of critical importance. If the network construction process is allowed to proceed until all training examples are correctly classified, then it is highly likely that the network will have "over learned" the problem and that it will perform poorly at classifying novel examples. By saying that a network has over learned a problem, we mean that the network has assigned some level of importance to a feature which is unique to one (or perhaps a few) example(s) in its training set in order for the network to be able to correctly classify that example. However, since the feature occurred so infrequently in the training data, it is impossible to say that the correlation the network has memorized is statistically valid, and so when it is used to classify novel examples it will be about as likely (from a statistical standpoint) to produce errors as it will be to correctly classify the novel examples.
There are several methods for avoiding over learning, some of which can be found in [5] [19] [22] . All of these methods can be summarized under two basic approaches which are 1. complexity vs accuracy tradeoff and 2. using a holdout set to determine at what point to stop adding new features. For this paper, we employ a method which incorporates both of these strategies. The GA is used to generate prospective feature sets, which are then evaluated according to the GA fitness function, which is a measure which involves a tradeoff between accuracy on the training and holdout sets and hypothesis complexity.
The GA fitness; functiion
The primary goal of the learning algorithm is to produce a system which has the greatest possible generalization accuracy. A secondary and related consideration is that the system which the learning algorithm produces should be as simple as possible. 'There are many simplicity measures which can be used, but in terms of a HOP simplicity is generally taken to be (either the total number of features, or the sum of the order of the each feature.
One way of generating simple feature sets that exhibit good predictive accuracy with a GA based approach is through the selection1 of an appropriate fitness function. As has been said before, the tendency for most network construction techniques is for the algorithm to over learn, producing a solution which is both more complex than what is needed and correslpondingly poor at correctly predicting the outcome of novel examples. In order to combat this tendency, the fitness function must achieve an appropriate balance between accuracy on the training set and network complexity (number of features).
For example, the chosen fitness function could be accuracy minus the number of features. With this fitness function, features which did not increase classification accuracy by more than 1 percent would be selected against. The drawback to this fitness measure occurs when there are higher order or synergistic interactions between several features such that any one of the features taken individually does not give the required increase in classification accuracy, but taken collectively the features bring about a large increase in c1ass;ification accuracy. This problem can be at least partially complensated for by the genetic algorithm since it is searching for higher order features, and so the algorithm may find a single higher order feature that is a combination of the requisite lower order features and thus subsumes any possible interaction.
Using a Holdout Set
An important method often employed to avoid over learning is to use performance on a holdout set to attempt to predict how well a model will perform on novel examples. The drawback to this approach is that it requires that part of the training set be held back during the learning phase, and with fewer training examples to constrain the search space the solution the learning algorithm generates may not be as good as would otherwise be possible. A second problem which is often observed is that performance on the holdout set may not correlate as strongly as desired with performance on novel examples. This is especially true if the size of the holdout set is small in comparison with the size of the problem domain and the number of models tested. The use of some form of cross validation can help to alleviate this problem to a certain extent, but if the size of the available training set is small it will not. comp~ete~y remove it.
If our confidence that the holdout set results are a good indication of the model goodness is not 1180 percent, then additional measures should probably be applied to prevent over learning. One approach which can be tried is to include the training set results as part of the model evaluation criteria. Of course, the reason for using a holdout set in the first place is to get away from the training set results, which are much more likely to lead to a solution which has overfit the data, and so it may seem that incorporating the training set results into the fitness function would be counter productive. Nevertheless, the training set is part of the overall function that the learning algorithm is trying to develop an hypothesis for, and so the results on this set could be pertinent.
The following example serves to illustrate this point. Suppose that there are two feature sets, fi and f2, which are up for consideration. We evaluate fi and f2 on the training and holdout sets and obtain the results shown in figure 1. If confidence in the holdout set result is 100 percent then fi will be the feature set of choice, since it has exhibited slightly better performance on the holdout set. However, the small (some would say insignificant) difference between the performance of fi and f2 on the holdout set could shake our confidence in this conclusion. If performance on the holdout set is nearly the same and f2's performance on the training is much better, perhaps f2 should be the preferred feature set.
1 Feature Set I Holdout I Training I Num Features I Admittedly, this may be an extreme example. But this type of situation does sometimes arise when comparing two hypotheses, and it serves to show that there may be cases where looking at something besides the holdout set results will facilitate the selection of a better overall model.
Another element which should probably be included in any model evaluation criteria is model complexity, because over learning can occur even when using a holdout set. The problem is that the greater the number of models that are being evaluated in comparison with the size of the holdout set, the more likely it is that a complex model will be found that by chance fits the holdout set very well but the overall function not so well. To avoid this, one should penalize the holdout set results in proportion to the model complexity. For example, if in addition to the results shown in figure I we knew that the complexity (number of features) of feature set f2 was much greater than that of fi (in this case 4 times greater) then we probably would not prefer it overfi.
Since there are several factors which may influence confidence in the holdout set results, such as the degree of difference in the holdout set results, training set results, model complexity, holdout set size, and the number of models tested, it can be difficult to say how one should balance all of these factors to optimize the selection of the best model. With the GA approach used in this paper, several different feature sets are generated and the weights f~r these features are caiculated using the training set, the holdout set results are then used to help guide the selection of the best feature set. In this case it is possible that the model can overfit the holdout set data, and it makes sense to try and avoid this by penalizing models which are overly complex.
The LIP Objective Function
Instead of using the genetic algorithm to adjust all parameters, an intenor point LP method is used to calculate feature weights for the HOP. This shifts the burden of finding weight settings from the GA and allows it to focus on finding good features. In order to calculate feature weights, the objective function for the LP is designed to minimize the sum of the error (distance from the separating hyper plane) of all misclassified examples. This insures that all training examples will be correctly classified if they are linearly separable. The error for a particular example is defined to be how far it is (in Euclidean terms) from being correctly classified. The LP is thus set up as follows:
Minimize the sum of the errors. 
Basic Algorithm
The basic algorithm uses the GA operator of mutation as the means for creating new individuals in the population. The individuals in the population are prospective sets of features for the HOP. Each individual or set of features is evaluated according to some fitness measure which is essentially an estimate of that feature set's ability to correctly classify examples from the problem domain.
Pseudo code for the basic algorithm is given in figure 2 .
The surviving individuals in the population are first mutated by adding random features to each individual. The new individuals so created are allowed to compete with the current set of individuals, with the top 50 percent of the population surviving. The next step mutates the surviving individuals by removing random features. Again, the children compete with their parents, and the top 50 percent survive to the next generation. This continues as long as improvement (as measured by the fitness function) in the performance of the top individual in the population has occurred within the last 5 iterations. If improvement has not occurred in the last 5 iterations a last ditch attempt is made to improve the performance of the top individual by exhaustively looking at each feature to see if it can be removed without causing a decrease in fitness. This is repeated until no more features can be removed from the top individual. If the exhaustive search is unable to remove any features the GA search is terminated.
A holdout set is used to help the GA decide when to stop adding new features. Performance on the holdout set is part of the GA fitness function, but the holdout set is not used by the LIP to calculate feature weights during the GA search. The holdout set helps to provide a reliable estimate of the generalization capability of the feature set while at the same time helping to guide the selection of which features to use in that set. After termination of the GA search, the holdout set is returned to the training set and used by the LP to calculate the final feature weights.
In this way the LP hals as much information as possible available to it in the final estimation of the relative importance of each feature.
M e there has been improvement within the last 5 iterations
Create children by adding random features Calculate feature weights via LP.
Sort the population according to fitness. The top 50% of the population survives.
Create children by removing random features from the population.
Calculate feature weights via LP.
Sort the populiition according to fitness. The top 50% of the population survives.
If no improvement has have occured in the { to population.
last few iterations
Exhaustively search for features which can be removed from the best inidividuail without hurting fitness and remove them. The fitness function which is used by the GA to evaluate individuals is a tradeoff between holdout and training set accuracies and complexity. The holdout set results are obtained by using 1 O-fold cross validation on the training set. The actual fitness function which the GA is trying to minimize is:
where, h = number of e n " on the 10 holdout sets t = number of errors on the 10 training sets n = the number of features in the feature set o = the sum of the order of each features
We multiply h by 9 since 91111 = Itl, and so the number of errors in t is likely to be 9 tirnes as great as the number of errors in h. In addition, this is multiplied by 2 to indicate a higher degree of confidence in the holdout set results. In order to account for the complexity of the hypothesis, the number of features and the sum of the order of each feature is included. Since the addition of a feature should decrease the number of errors encountered in a single training iteration by at least 1 on average, and h and t are obtained by summing errors over 10 separate trainingltest iterations, we multiply n by 10. It is difficult to say what the complexity of one feature is compared to another since there is nothing in the data sets to indicate the relative complexity of the original features. However, feature order is included as a small part of the fitness function, favoring feature sets which have lower order features, all other things being equal.
Experiments
For the experiments the GA-HOP construction technique was tested using IO-fold cross validation on several different real world data sets taken from the UCI machine learning database. These data sets are echocardiogram, breast-cancer-Wisconsin, breast-cancer, bupa, credit, pima, and heart. For each of these data sets, the input features were normalized so that all data would fall between 0 and The test set results for these data sets is given in figure  3 . The first column indicates the data set being tested, the second column gives the results for GA-HOP, the third gives the results obtained with a multilayer network trained with backpropagation, and the last column gives the results for a single layer perceptron network trained via delta-rule.
As can be seen, the GA-HOP technique outperforms the single layer perceptron network on each of the data sets tested with 95% confidence. In addition, GA-HOP outperforms a multilayer network on 5 of the 7 data sets (the confidence on the comparison with bp ranges between 70 and 90 percent). Figure 4 shows (reading from left to right) the average feature set size, the average sum of the order of each feature, the average order for each feature, and the maximum order of features used on the given data set. In addition, the original number of features for the data sets is given in the last column. On average, GA-HOP generates feature sets which have two thirds as many features as the original data sets. The average order of the features generated by GA-HOP is 2nd order.
Conclusion
The GA search technique was able to outperform a multilayer backpropagation network by an average increase of approximately 1 percent in classification accuracy on the data sets tested in this paper. Interestingly, it is able to do this while also decreasing the average size (in numbers of features) of the feature set. Occasionally it was observed that a single very high order feature would be generated by the GA, but on average the GA was using features of relatively low order (2nd order) to produce good generalization results.
These results follow those found in [l] which showed that using features which are greater than 2nd order is unlikely to increase classification accuracy, and can often lead to an overall decrease. The reasoning behind this empirical result is that higher order features typically occur less often in the training set (and test set) than low order features, and so it is difficult to reliably estimate their utility from the training data. In addition, since higher order features tend to be used less often during testing, there is only a small chance that a particular high order feature will actually help improve generalization accuracy.
The results also show that the fitness function by itself was probably too conservative when it included the number of features and feature order as a parameter to reduce the size of the feature set to an optimal level. This is an area where further efforts could be applied in order to improve the results obtained in this paper. Another approach which could improve results would be to allow the GA to determine weight settings, rather than having these calculated by the LP. The LP was used in this paper because of its ability to quickly calculate optimal weight settings for the HOP, and because it allowed the weight calculation to be separate from the GA search enabling the use of the holdout set as part of the fitness function.
However, while it calculates the optimal weight setting for the given objective function, it does not do so for the fitness function. Also, it is difficult to determine the interaction between the choice of the objective and fitness functions. So, it may be better to have a single function which is being optimized by the GA.
The way that the GA searches for higher order features could also be modified to improve results. Currently, the GA only uses mutation to generate new individuals. Other genetic operators could be tested, such as various forms of crossover. In addition, methods could be employed to increase the genetic diversity of the population to help the GA to search a broader search space.
Future research will focus on refinement of the fitness function, 0 refinement of the objective function, allowing the GA calculate feature weights, 0 and further refinement of the GA.
