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ЭВРИСТИЧЕСКИЙ МЕТОД МНОГОБЛОЧНОЙ ПАРАЛЛЕЛЬНОЙ  
ДЕКОМПОЗИЦИИ СИСТЕМЫ ЧАСТИЧНЫХ БУЛЕВЫХ ФУНКЦИЙ 
 
Аннотация. Описывается эвристический метод многоблочной параллельной декомпозиции системы частич-
ных булевых функций, минимизирующий число функций, которые составляют искомую суперпозицию. При этом 
накладывается ограничение на число аргументов получаемых функций. Метод предполагает задание функций в ин-
тервальной форме, т. е. в виде пары троичных матриц. Одна из матриц представляет интервалы булева пространства 
аргументов (матрица интервалов), другая матрица – значения функций на этих интервалах (матрица функций). Рас-
сматриваются графы ортогональности строк указанных матриц, и задача декомпозиции функций сводится к задаче 
о кратчайшем покрытии множества ребер графа ортогональности строк матрицы функций полными двудольными 
подграфами (бикликами) графа ортогональности строк матрицы интервалов. Каждой биклике приписывается опре-
деленным образом дизъюнктивная нормальная форма (ДНФ), и рассматриваются только те биклики, у которых со-
ответствующие ДНФ имеют элементарные конъюнкции ранга, не превышающего границы числа аргументов полу-
чаемых функций. Биклики, составляющие искомое покрытие, и само покрытие формируются последовательно по 
определенным правилам. По каждой из этих биклик строится функция, аргументами которой являются переменные 
из элементарной конъюнкции минимального ранга соответствующей ДНФ. Получаемые функции представляются 
также в интервальной форме. 
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A HEURISTIC METHOD FOR MULTI-BLOCK PARALLEL DECOMPOSITION 
OF A SYSTEM OF PARTIAL BOOLEAN FUNCTIONS1 
Abstract. A heuristic method for multi-block parallel decomposition of a system of partial Boolean functions is      
described. The method minimizes the number of functions forming the required superposition. The restriction on the number 
of arguments of the obtained functions is imposed. The method involves the specification of functions by interval form i. e. in 
the form of a pair of ternary matrices. One of the matrices represents intervals of Boolean space of the arguments (matrix of 
intervals), the other one represents the values of the functions at these intervals (matrix of functions). The graphs of rows 
orthogonality  of those matrices are considered. The problem of functions decomposition is reduced to covering the edge set 
of the rows orthogonality graph of the matrix of functions by complete bipartite  subgraphs (bicliques) of the row orthogonality 
graph of the matrix of intervals. Every biclique is assigned with a disjunctive normal form (DNF) by a certain way, and only 
those bicliques are taken into consideration whose DNFs have terms with the ranks not more than the bounds of the number 
of arguments of the obtained functions. The bicliques that form the desired cover and the cover itself are constructed                  
sequentially by certain rules. Every biclique is used to construct the function whose arguments are the variables from the term 
of minimum rank from the corresponding DNF. The obtained functions are given also in interval form. 
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Введение. Задача декомпозиции системы булевых функций состоит в том, чтобы пред-
ставить заданную систему функций в виде суперпозиции более простых функций. Фактически 
реализация булевой функции схемой из логических элементов, или синтез комбинационной 
схемы, сводится к задаче декомпозиции, когда получаемая суперпозиция должна содержать 
функции, реализуемые отдельными логическими элементами. Задача декомпозиции булевых 
функций, успешное решение которой непосредственно влияет на качество и стоимость проек-
тируемых цифровых устройств, является одной из важных и сложных задач области логическо-
го проектирования. Декомпозиция системы булевых функций, описывающей поведение неко-
торого дискретного устройства, ведет к разбиению его на отдельные блоки, что облегчает 
дальнейшую процедуру логического синтеза. В настоящей статье данная задача рассматривает-
ся в следующей постановке. 
Задана система частичных (не полностью определенных) булевых функций в виде век-
торной функции f(x) = (f1(x), f2(x), ..., fт(x)), где компонентами вектора x = (x1, x2, ..., xn) являют-
ся булевы переменные, составляющие множество Х. Требуется найти суперпозицию 
f(x)  (g1(z1), g2(z2), …, gk(zk)), где z1, z2, …, zk – векторные переменные, компонентами которых 
служат переменные из подмножеств Z1, Z2, …, Zk (возможно, пересекающихся) множества 
Х = {x1, x2, …, xn}, а символ  обозначает отношение реализации, т. е. значения компонент 
1, 2, ..., т векторной функции  совпадают со значениями компонент функции f везде, где 
эти значения определены. При этом мощность |Zi| (i = 1, 2, …, k) должна быть ограничена неко-
торой заданной величиной р, а число k должно быть минимальным и меньшим, чем п.  
Указанная декомпозиция определяет структуру логической схемы (рис. 1), где блоки реа-
лизуют функции, составляющие искомую суперпозицию. Величина р может определяться, 
например, ограничением на число входных полюсов блоков, реализующих функции 
g1, g2, …, gk. Такой вид декомпозиции назван многоблочной параллельной декомпозицией [1]. 
f(x) 
 
 
 
 
 
 
 
 
 
                                                       z1                                 z2                                zk 
Рис. 1. Структура логической схемы 
 
Задача декомпозиции в различных постановках решалась при заданных совокупностях 
множеств Z1, Z2, …, Zk [1–3]. В статье [4] предложен метод, не требующий конкретного задания 
этих множеств. Он дает точное решение данной задачи, но не всегда гарантирует получение 
этого решения за приемлемое время. Здесь предлагается эвристический метод решения данной 
задачи декомпозиции, выполняемый за более короткое время. 
Используемый подход. Предлагаемый метод решения рассматриваемой задачи требует 
интервального задания системы частичных булевых функций [3] в виде пары троичных 
матриц X, F размерности l  n и l  m. Столбцы матрицы X соответствуют переменным 
x1, x2, ..., xn, а столбцы матрицы F – функциям f1(x), f2(x), ..., fт(x). Строка матрицы X представ-
ляет интервал булева пространства, а соответствующая ей строка матрицы F – значения функ-
ций на этом интервале. Символ «–» в i-й строке и j-м столбце матрицы F означает, что i-й ин-
тервал не используется для задания функции fj(x). Значения всех функций заданной системы не 
определены на той части булева пространства, которая не охвачена интервалами, представлен-
ными строками матрицы Х. Строки матриц Х и F имеют общую естественную нумерацию. 
 
g1 g2 gk 
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Рассмотрим графы GX = (V, EX) и GF = (V, EF), где множество вершин V является множе-
ством общих номеров строк матриц X и F, а множества ребер EX и EF – множествами пар номе-
ров ортогональных строк матриц X и F соответственно. Две строки троичной матрицы ортого-
нальны, если имеется столбец, в котором в одной из этих строк расположен нуль, а в другой – 
единица [1]. Система функций задана корректно, если EF  EX, т. е. GF является остовным под-
графом графа GX. 
Замечание. Любая пара матриц (X, F) указанного вида может рассматриваться как пред-
ставление некоторой системы частичных булевых функций, если граф GF является остовным 
подграфом графа GX. 
Каждому ребру из множества EX приписано множество переменных из множества 
Х = {x1, x2, ..., xn}, по которым соответствующие строки ортогональны. Полному двудольному 
подграфу, или биклике, графа GX припишем множество переменных из Х, взятых по одной из 
каждого ребра, принадлежащего данной биклике. Биклику назовем полезной, если число при-
писанных ей переменных не превышает р и она содержит хотя бы одно ребро из множества EF. 
Множество переменных, приписываемых биклике, определяется следующим образом. 
Пусть {xi, xj, ..., xk} – множество переменных, по которым ортогональны две строки, соответству-
ющие ребру из множества EX. Образуем элементарную дизъюнкцию xi  xj  ...  xk из этих пере-
менных. Получим конъюнктивную нормальную форму (КНФ), членами которой будут указанные 
дизъюнкции, взятые по всем ребрам, входящим в рассматриваемую биклику. После удаления 
возможных поглощаемых элементарных дизъюнкций преобразуем эту КНФ, раскрыв скобки, 
в ДНФ. Из полученной таким образом ДНФ выбирается любая элементарная конъюнкция мини-
мального ранга, и составляющие ее переменные приписываются рассматриваемой биклике. 
Утверждение. Для системы частичных булевых функций f(x), заданной троичными 
матрицами X и F, существует реализующая ее суперпозиция (g1(z1), g2(z2), …, gk(zk)), если су-
ществует покрытие множества EF полезными бикликами графа GХ, число которых k. 
Пусть получено указанное покрытие бикликами B1, B2, …, Bk. Каждая биклика Bi может 
быть задана неупорядоченной парой множеств вершин Vi
1
, Vi
2, поскольку каждая вершина 
из Vi
1
 связана в биклике ребрами со всеми вершинами из Vi
2. Каждая функция gi(zi) задается 
матрицами Xi и Fi. Матрица Xi является минором матрицы X, образованным столбцами, кото-
рые соответствуют переменным, приписанным биклике Bi. Матрица Fi состоит из одного 
столбца, где в строке с номером, соответствующим вершине из Vi
1, находится нуль, в строке 
с номером, соответствующим вершине из Vi
2
, – единица (или наоборот), а в строке, которой не 
соответствует ни одна из вершин множеств Vi
1
 и Vi
2, находится символ «–». Векторная функ-
ция  задается матрицами U и Ф. Матрица U состоит из столбцов, представляющих матри-
цы F1, F2, …, Fk, а матрица Ф совпадает с матрицей F. Действительно, согласно приведенному 
выше замечанию пара матриц (U, Ф) может рассматриваться как представление системы ча-
стичных булевых функций. Видно, что для любого значения вектора х, произвольно взятого из 
области определения любой функции fi заданной системы, значения функций i и fi будут сов-
падать. Следовательно, пары матриц (X1 F1), (X2 F2), …, (Xk Fk) и (U, Ф) представляют искомую 
суперпозицию. Это представление обладает избыточностью в виде поглощаемых 
и совпадающих строк матриц X1, X2, …, Xk, которую легко устранить. 
Предлагаемый подход представлен в работе [5], а метод, который его использует, описан 
в статье [4]. Данный метод сводится к тому, что сначала в графе GX находятся все максималь-
ные полезные биклики, а потом получается кратчайшее покрытие ими ребер графа GF. Такие 
действия не всегда приводят к решению задач практической размерности за приемлемое время. 
Верхней границей числа всех максимальных биклик в графе служит 2п – 1 – 1, где п – число 
вершин графа. Эта граница достигается, когда граф GX полный. Кроме того, задача кратчайшего 
покрытия относится к числу NP-трудных задач, т. е. является задачей неполиномиальной слож-
ности. Как сказано в статье [4], такой метод следует считать основой для разработки эвристичес-
ких методов решения данной задачи. Описание одного из них представлено далее. 
Описание метода. Метод заключается в последовательном выполнении следующих эта-
пов, в результате чего получаются функции g1(z1), g2(z2), …, gk(zk) и , заданные в интервальной 
форме: 
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Этап 1. Определение нижней границы числа биклик, которые могут составить искомое по-
крытие, и формирование начального множества биклик в виде отдельных ребер графа GF. В полном 
графе Kn мощность покрытия бикликами ребер графа не меньше чем log2 n, где а – целое число, 
ближайшее сверху к а. Если взять раскраску вершин графа GF и заменить каждое множество одно-
цветных вершин одной вершиной, сохранив все ребра, то получим полный граф, скажем Kт. Выде-
лим log2 т = k изолированных ребер и объявим их начальной совокупностью биклик B1, B2, …, Bk. 
(Поскольку метод не претендует на получение точного решения, можно воспользоваться последо-
вательной раскраской графа, не гарантирующей минимума числа цветов.) 
Этап 2. Расширение биклик за счет внесения вершин, не охваченных начальным множе-
ством биклик, в множества Vi
1
 и Vi
2. На этом этапе перебираются вершины vj из множества V, не 
вошедшие ни в одну из имеющихся биклик. Выбирается пара (vj, Vi
1) или (vj, Vi
2), с тем чтобы 
заменить множество Vi
1
 на {vj}  Vi
1
 или Vi
2
 на {vj}  Vi
2
 соответственно. При этом в первом 
случае вершина vj должна быть связана ребрами со всеми вершинами из Vi
2, а во втором слу-
чае – со всеми вершинами из Vi
1. Так вносятся новые ребра в биклику Bi = Vi
1
, Vi
2. Внесение 
вершины vj в множество Vi
t
 (t = 1, 2) сопровождается добавлением в КНФ, соответствующую 
биклике Bi, элементарных дизъюнкций, связанных с вносимыми ребрами. Разумеется, надо 
учитывать закон поглощения (a  b) a = a. Кроме того, необходимо, чтобы изменяемая биклика 
оставалась полезной, т. е. ДНФ, получаемая раскрытием скобок в КНФ, должна содержать хотя 
бы одну элементарную конъюнкцию ранга, не превышающего заданного р. Выбор пары (vj, Vi
t
) 
осуществляется последовательно согласно следующим критериям: 
1) минимуму ребер графа GF, которые не сможет покрыть биклика Bi. Такое ребро связы-
вает пару вершин, присутствующую в той или другой доле биклики Bi; 
2) максимуму новых покрываемых ребер из множества EF, вводимых в биклику Bi вместе 
с вершиной vj; 
3) наименьшему минимальному рангу элементарной конъюнкции в соответствующей ДНФ; 
4) максимуму числа элементарных конъюнкций минимального ранга в соответствующей 
ДНФ. Минимум определяется по всем ДНФ. 
Выполнение этапа 2 заканчивается, когда каждая вершина из множества V окажется 
в какой-нибудь из имеющихся биклик.  
Этап 3. Формирование покрытия множества EF бикликами графа GХ за счет последова-
тельного внесения новых ребер в имеющиеся биклики. Здесь так же, как и на этапе 2, выполня-
ется последовательность шагов, на каждом из которых выбирается пара (vi, Vj
s
), vi  Vj
1
, vi  Vj
2
,  
s = 1, 2,  j = 1, 2, …, k, и вершина vi связана ребрами из множества EX со всеми вершинами из 
множества Vj
s. Вершина vi вносится в множество Vj
t
 (t  s), и таким образом вносятся новые ре-
бра в биклику Bj = Vj
1
, Vj
2. Такое действие имеет смысл, когда среди этих ребер имеется хотя 
бы одно из ребер графа GF, не присутствующее ни в одной из имеющихся биклик. Внесение 
вершины vi в множество Vj
t
 также сопровождается добавлением в КНФ, соответствующую 
биклике Bj, элементарных дизъюнкций, связанных с вносимыми ребрами. При этом необходи-
мо, чтобы изменяемая биклика оставалась полезной. Выбор пары (vi, Vj
s) осуществляется по тем 
же критериям, которые применяются на этапе 2. 
Если указанной пары найти не удается, в искомую совокупность вносится новая биклика 
в виде одного ребра из EF, не принадлежащего ни одной из имеющихся биклик. Процесс закан-
чивается, когда каждое ребро из EF окажется хотя бы в одной из биклик B1, B2, …, Bk. 
Этап 4. Определение булевых функций g1(z1), g2(z2), …, gk(zk) и векторной функции . 
Выполнение этого этапа дано в описании используемого подхода. 
Пример. Пусть система частичных булевых функций f(x) задана троичными матрицами 
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Требуется получить суперпозицию f(x)  (g1(z1), g2(z2), …, gk(zk)) при минималь-
ном k и числе р компонент каждого из векторов z1, z2, …, zk, не превышающем 3. 
Граф GX = (V, EX) с множеством вершин V = {v1, v2, v3, v4, v5, v6} представим в виде переч-
ня ребер. В табл. 1 приведены эти ребра и приписанные им переменные. Граф GF = (V, EF) име-
ет то же множество вершин, а его множество ребер EF отличается от EX только тем, что в нем 
отсутствуют ребра v2v4 и v5v6, которые соответствуют парам неортогональных строк матрицы F. 
 
Таблица 1 
v1v2 v1v3 v1v4 v1v6 v2v3 v2v4 v2v5 v2v6 v3v4 v3v5 v3v6 v4v5 v4v6 v5v6 
х1 x4 х5 х6 x1 х2 х3 х4 х6 х1 х4 х1 х4 х5 х4 х1 х4 х1 х3 х5 х5 х6 х1 х5 х1 х3 х6 х2 х1 
 
Для рассматриваемого примера перечисленные этапы выполняются следующим образом: 
Этап 1. Хроматическое число графа GF равно 4, следовательно, за начальную совокуп-
ность биклик возьмем два ребра с максимальным количеством приписанных переменных. Эти 
биклики с одноэлементными долями и соответствующие элементарные дизъюнкции имеют 
следующий вид: 
 
{v1}, {v4} – (х1 х2 х3 х4 х6), 
{v2}, {v3} – (х1х4  х5). 
 
Этап 2. Пара (v5, {v4}) для варианта формирования биклики {v1, v5}, {v4} оценивается по 
приведенным критериям как одна из лучших. Действительно, ребро v1v5 отсутствует в графе GF. 
Число новых покрываемых ребер во всех случаях равно единице. Соответствующая КНФ имеет 
вид (х1  х2  х3  х4  х6)(х1  х3  х6) и после преобразования по закону поглощения совпадает 
с ДНФ х1  х3  х6, имеющей три элементарные конъюнкции ранга 1. 
На следующем шаге из вариантов 
 
{v1, v5, v6}, {v4} – х2 (х1  х3 х6), 
{v1, v5}, {v4, v6} – (х1), 
{v2, v6}, {v3} – (х1 х5), 
{v2}, {v3, v6} – (х4) 
 
выбирается вариант {v2, v6}, {v3}. В одну из долей каждой биклики попадает пара вершин, связан-
ных ребром из множества EF, т. е. по первому критерию все варианты равнозначны. По второму 
критерию они также равнозначны, так как во всех вариантах вносится по одному новому ребру. 
По третьему критерию выигрывает вариант {v2, v6}, {v3}, так как в соответствующей ДНФ при-
сутствуют две элементарные конъюнкции ранга 1. Это максимум среди всех вариантов. 
Таким образом, исходными данными для этапа 3 являются биклики {v1, v5}, {v4} 
и {v2, v6}, {v3}. 
Этап 3. На первом шаге рассматриваются варианты, представленные в табл. 2. В правом 
крайнем столбце показаны величины, по которым делается выбор. Ясно, что первый вариант 
имеет преимущество по сравнению с остальными вариантами. Результатом выполнения этого 
шага являются биклики {v1, v5}, {v2, v4} и {v2, v6}, {v3}. 
 
Таблица 2 
Биклика ДНФ Критерии 
{v1, v5}, {v2, v4} х1 0, 2, 1, 1 
{v1, v3, v5}, {v4} х1 х3  х5х6 2, 1, 1, 2 
{v1, v5}, {v3, v4} х1 х5  х3 х5  х6 1, 2, 1, 1 
{v1, v5, v6}, {v4} х1 х2 х2 х3  х2х6 1, 1, 2, 0 
{v1, v5}, {v4, v6} х1 1, 2, 1, 1 
{v1, v2, v6}, {v3} х1х4  х1 х6  х5 3, 1, 1, 1 
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Окончание табл. 2 
Биклика ДНФ Критерии 
{v2, v6}, {v1, v3} х1 2, 2, 1, 1 
{v2, v4, v6}, {v3} х1 х5 2, 1, 1, 2 
{v2, v6}, {v3, v4} х1 х2 х4  х2 х4 х5 2, 1, 3, 0 
{v2, v5, v6}, {v3} х5  х1 х6 2, 1, 1, 1 
{v2, v6}, {v3, v5} х1 2, 1, 1, 1 
 
Варианты, рассматриваемые на следующем шаге, представлены в табл. 3. Некоторые из 
них рассматриваются повторно, поскольку ребра, внесенные в биклику, следует исключить из 
непокрываемых и подлежащих покрытию. Применение критериев в установленном порядке 
приводит к выбору варианта биклики {v1, v5}, {v2, v3, v4}. 
 
Таблица 3 
Биклика ДНФ Критерии 
{v1, v2, v6}, {v3} х1х4  х1 х6  х5 2, 1, 1, 1 
{v2, v6}, {v1, v3} х1 2, 1, 1, 1 
{v2, v4, v6}, {v3} х1 х5 2, 1, 1, 2 
{v2, v6}, {v3, v4} х1 х2 х4  х2 х4 х5 2, 1, 3, 0 
{v2, v5, v6}, {v3} х5  х1 х6 1, 1, 1, 1 
{v1, v3, v5}, {v2, v4} х1 2, 1, 1, 1 
{v1, v5}, {v2, v3, v4} х1х5  х1 х6 1, 2, 2, 0 
{v1, v5, v6}, {v2, v4} х1 х2 х4 1, 2, 3, 0 
{v1, v5}, {v2, v4, v6} х1 2, 1, 1, 1 
 
В табл. 4 представлены варианты, рассматриваемые на очередном шаге. Биклика предпо-
следнего варианта не является полезной, поскольку минимальный ранг элементарной конъюнк-
ции в соответствующей ДНФ равен 4, т. е. превышает заданную величину р = 3. В данном слу-
чае выигрывает первый вариант – биклика {v2, v6}, {v1, v3}. 
 
Таблица 4 
Биклика ДНФ Критерии 
{v2, v6}, {v1, v3} х1 1, 1, 1, 1 
{v2, v4, v6}, {v3} х1 х5 2, 1, 1, 2 
{v2, v6}, {v3, v4} х1 х2 х4  х2 х4 х5 2, 1, 3, 0 
{v1, v5, v6}, {v2, v3, v4} х1х2 х4х5  х1 х2 х4х6 неполезная  
{v1, v5}, {v2, v3, v4, v6} х1х5  х1 х6 3, 1, 2, 0 
 
На следующем шаге рассматриваются только два варианта – биклика {v2, v4, v6}, {v1, v3} 
с элементарной конъюнкцией х1 ранга 1 и биклика {v2, v6}, {v1, v3, v4} с элементарной конъюнк-
цией х1 х2 х4 ранга 3. Каждая из них содержит по одному новому покрываемому ребру и по две 
пары вершин, связанных ребром, в одной из долей. Выбирается биклика {v2, v4, v6}, {v1, v3} 
с элементарной конъюнкцией меньшего ранга. 
В ходе решения возникла ситуация, когда сформированы биклики {v1, v5}, {v2, v3, v4} 
и {v2, v4, v6}, {v1, v3} с соответствующими ДНФ х1х5  х1 х6 и х1 и остались непокрытыми ребра 
v2v6 и v4х6. Ребро v2v6 находится в одной из долей биклики {v2, v4, v6}, {v1, v3}, а расширение 
биклики {v1, v5}, {v2, v3, v4} до {v1, v5, v6}, {v2, v3, v4} приводит к неполезной биклике. Поэто-
му необходимо ввести новую биклику {v2}, {v6}, покрывающую ребро v2v6. В эту биклику 
введем оставшееся непокрытым ребро v4х6. Таким образом, получено следующее покрытие 
бикликами графа GХ множества ребер EF графа GF: 
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{v1, v5}, {v2, v3, v4} – х1х5  х1 х6, 
{v2, v4, v6}, {v1, v3} – х1, 
{v2, v4}, {v6} – х2 х4. 
 
Этап 4. Представленные ниже матрицы задают искомую суперпозицию: 
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В результате минимизации получим две системы ДНФ в матричном представлении: 
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Заключение. Описанный метод, в отличие от метода, представленного в статье [4], не 
гарантирует получения минимального числа блоков в структурной реализации заданной систе-
мы булевых функций, но позволяет решать задачу за значительно более короткое время. Метод 
из статьи [4] не предполагает упрощения получаемых функций, составляющих искомую супер-
позицию. Тогда получение такой суперпозиции сводилось бы к задаче о взвешенном покрытии, 
что усложнило бы и без того трудоемкую задачу. Весом биклики в этом случае следовало бы 
считать минимум ранга элементарной конъюнкции в соответствующей ДНФ. Применение кри-
терия 3 незначительно усложняет эвристический метод, приводит к упрощению получаемых 
функций. Если довести решение рассматриваемого примера до получения минимальной систе-
мы ДНФ, что и сделано в настоящей статье, то нетрудно заметить, что представленный эври-
стический метод получил решение по качеству даже лучшее, чем решение в статье [4].  
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