Abstract. The wavelet transform has become the most interesting new algorithm for still image compression. Yet there are many parameters within a wavelet analysis and synthesis which govern the quality of a decoded image. In this paper, we discuss different image boundary policies and their implications for the decoded image. A pool of gray-scale images has been wavelet-transformed at different settings of the wavelet filter bank and quantization threshold and with three possible boundary policies. Our empirical evaluation is based on three benchmarks: a first judgment regards the perceived quality of the decoded image. The compression rate is a second crucial factor. Finally, the best parameter settings with regard to these two factors is weighted with the cost of implementation. Contrary to the JPEG2000 standard, where mirror padding is implemented, our investigation proposes circular convolution as the boundary treatment.
Introduction
Due to its outstanding performance in compression, the wavelet transform is the focus of new image coding techniques such as the JPEG2000 standard [8, 4] . JPEG2000 proposes a reversible (Daub 5/3-tap) and an irreversible (Daub 9/7-tap) wavelet filter bank. However, since we were interested in how filter length affects the quality of image coding, we investigated the orthogonal and separable wavelet filters developed by Daubechies [2] . These belong to the group of wavelets used most often in image coding applications. They specify a number n 0 of vanishing moments: if a wavelet has n 0 vanishing moments, then the approximation order of the wavelet transform is also n 0 .
Implementations of the wavelet transform on still images entail other aspects as well: speed, decomposition depth, and boundary treatment policies. Long filters require more computing time than short ones. Furthermore, the (dyadic) wavelet transform incorporates the aspect of iteration: the low-pass filter defines an approximation of the original signal that contains only half as many coefficients. This approximation successively builds the input for the next approximation. For compression purposes, coefficients in the time-scale domain are discarded and the synthesis quality improves with the number of iterations on the approximation. Finally, the wavelet transform is mathematically defined only within a signal; image applications thus need to solve the boundary problem. Depending on the boundary policy selected, the number of iterations in a wavelet transform might vary with the filter length. Moreover, the longer the filter length, the more important the boundary policy becomes.
In this work, we investigate the effects of three different boundary policies in combination with different wavelet filter banks on a number of gray-scale images. A first determining factor is the visual perception of a decoded image. As we will see, although the quality varies strongly with the selected image, for a given image it remains relatively unconcerned about the parameter settings. A second crucial factor is therefore the expected compression rate. Finally, the cost of implementation weights these two benchmarks. Our empirical evaluation leads us to recommend circular convolution as the boundary treatment, contrary to JPEG2000 which proposes padding.
The article is organized as follows. In Section 2, we cite related work on wavelet filter evaluation. Section 3 reviews the wavelet transform and details the aspects that are important for our survey. In Section 4, we present the technical evaluation of the wavelet transform and detail our results. The article ends in Section 5 with an outlook on future work.
Related Work
Villasenor's group researches wavelet filters for image compression. In [10], the focus is on biorthogonal filters, and the evaluation is based on the information preserved in the reference signal, while [3] focuses on a mathematically optimal quantizer step size. In [1] , the evaluation is based on lossless as well as on subjective lossy compression performance, complexity and memory usage. An interpretation of why the observations are made is nevertheless lacking. Strutz has thoroughly researched the dyadic wavelet transform in [9] : the design and construction of different wavelet filters is investigated, as are good Huffman and arithmetic encoding strategies. An investigation of boundary policies, however, is lacking.
The Wavelet Transform
A wavelet is an (ideally) compact function, i.e., outside a certain interval it vanishes. Implementations are based on the fast wavelet transform, where a given wavelet (i.e., mother wavelet) is shifted and dilated so as to provide a base in the function space. That is, a one-dimensional function is transformed into a twodimensional space, where it is approximated by coefficients that depend on time (determined by the translation parameter) and on scale, i.e., frequency (determined by the dilation parameter). The localization of a wavelet in time spread (σ t ) and frequency spread (σ ω ) has the property σ t σ ω = const. However, the resolution in time and frequency depends on the frequency. This is the so-called zoom phenomenon of the wavelet transform: it offers high temporal localization for high frequencies while offering good frequency resolution for low frequencies.
Wavelet Transform and Filter Banks
By introducing multiresolution, Mallat [7] made an important contribution to the application of wavelet theory to multimedia: the transition from mathematical theory to filters. Multiresolution analysis is implemented via high-pass, respectively, band-pass filters (i.e., wavelets) and low-pass filters (i.e., scaling functions): The detail coefficients (resulting from the high-pass, respectively, band-pass filtering) of every iteration step are kept apart, and the iteration starts again with the remaining approximation coefficients (from application of the low-pass filter). This multiresolution theory is 'per se' defined only for one-dimensional wavelets on one-dimensional signals. As still images are twodimensional discrete signals and two-dimensional wavelet filter design remains an active field of research [5] [6], current implementations are restricted to separable filters. The successive convolution of filter and signal in both dimensions opens two potential iterations:
-standard: all approximations, even in mixed terms, are iterated, and -non-standard: only the purely low-pass filtered parts of every approximation enter the iteration.
In this work, we concentrate on the non-standard decomposition.
Image Boundary
A digital filter is applied to a signal by convolution. Convolution, however, is defined only within a signal. In order to result in a reversible wavelet transform, each signal coefficient must enter into filter length/2 calculations of convolution (here, the subsampling process by factor 2 is already incorporated). Consequently, every filter longer than two entries, i.e., every filter except Haar, requires a solution for the boundary. Furthermore, images are signals of a relatively short length (in rows and columns), thus the boundary treatment is even more important than e.g. in audio coding. Two common boundary policies are padding and circular convolution.
Padding Policies. With padding, the coefficients of the signal on either border are padded with filter length-2 coefficients. Consequently, each signal coefficient enters into filter length/2 calculations of convolution, and the transform is reversible. Many padding policies exist; they all have in common that each iteration step physically increases the storage space in the wavelet domain. In [11], a theoretical solution for the required storage space (depending on the signal, the filter bank and the iteration level) is presented. Nevertheless, its implementation remains sophisticated.
Circular Convolution. The idea of circular convolution is to 'wrap' the end of a signal to its beginning or vice versa. In so doing, circular convolution is the only boundary treatment to maintain the number of coefficients for a wavelet transform, thus simplifying storage management 1 . A minor drawback is that the time information contained in the time-scale domain of the wavelet-transformed coefficients 'blurs': the coefficients in the time-scale domain that are next to the right border (respectively, left border) also affect signal coefficients that are located on the left (respectively, right).
The selected boundary policy has an important impact on the iteration behavior of the wavelet transform. It does not affect the iteration behavior of padding policies. However, with circular convolution, the decomposition depth varies with the filter length: the longer the filter, the fewer the number of decomposition iterations possible. For example, for an image of 256 × 256 pixels, the Daub-2 filter bank with 4 coefficients allows a decomposition depth of 7, while the Daub-20 filter bank with 40 coefficients has reached signal length after only 3 decomposition levels.
Thus, the evaluation presented in Tables 1 to 4 is based on a decomposition depth of level 8 for the two padding policies, while the decomposition depth for circular convolution varies from 7 to 3, according to the selected filter length.
Empirical Evaluation

Set-Up
Our empirical evaluation sought the best parameter settings for the choice of the wavelet filter bank and for the image boundary policy to be implemented. The performance was evaluated according to the criteria:
1. visual quality, 2. compression rate, and 3. complexity of implementation.
The quality was rated based on the peak signal-to-noise ratio (PSNR)
2 . The compression rate was simulated by a simple quantization threshold: the higher the threshold, the more coefficients in the time-scale domain are discarded, the higher is the compression rate. More precisely, the threshold was carried out only on the parts of the image that have been high-pass filtered (respectively, band-pass filtered) at least once. That is, the approximation of the image was excluded from the thresholding due to its importance for the image synthesis. Our evaluation was set up on the six gray-scale images of size 256 × 256 pixels demonstrated in Figure 1 . These test images have been chosen in order to comply with different features:
-contain many small details: Mandrill, Goldhill, -contain large uniform areas: Brain, Lena, Camera, House, -be relatively symmetric at the left-right and top-bottom boundaries: Mandrill, Brain, -be very asymmetric with regard to these boundaries: Lena, Goldhill, House, -have sharp transitions between regions: Brain, Lena, Camera, House, and -contain large areas of texture: Mandrill, Lena, Goldhill, House.
Results
Image-Dependent Analysis. The detailed evaluation results for the six test images are presented in Tables 1 and 2 . Some interesting observations made from these two tables and their explanations are as follows:
-For a given image and a given quantization threshold, the PSNR remains astonishingly constant for different filter banks and different boundary policies. -At high thresholds, Mandrill and Goldhill yield the worst quality. This is due to the large amount of details in both images. -House produces the overall best quality at a given threshold. This is due to its large uniform areas. -Due to their symmetry, Mandrill and Brain show good quality results with padding policies. -The percentage of discarded information at a given threshold is far higher for Brain than for Mandrill. This is due to the uniform black background of Brain, which produces small coefficients in the time-scale domain, compared to the many small details in Mandrill which produce large coefficients and thus do not fall below the threshold. -With regard to the heuristic for compression, and for a given image and boundary policy, Table 2 reveals that • the compression ratio for zero padding increases with increasing filter length, • the compression ratio for mirror padding decreases with increasing filter length, and • the compression ratio for circular convolution varies, but most often stays almost constant. The explanation is as follows. Padding an image with zeros, i.e., black pixel values, most often produces a sharp contrast to the original image, thus the sharp transition between the signal and the padding coefficients results in large coefficients in the fine scales, while the coarse scales remain unaffected. This observation, however, is put into a different perspective for longer filters: With longer filters, the constant run of zeros at the boundary does not show strong variations, and the detail coefficients in the time-scale domain thus remain small. Hence, a given threshold cuts off fewer coefficients when the filter is longer. With mirror padding, the padded coefficients for shorter filters represent a good heuristic for the signal adjacent to the boundary. Increasing filter length and accordingly, longer padded areas, however, introduces too much 'false' detail information into the signal, resulting in many large detail coefficients that 'survive' the threshold.
Image-Independent Analysis. The above examples reveal that most phenomena are signal-dependent. As a signal-dependent determination of bestsuited parameters remains academic, our further reflections are made on the average image quality and the average amount of discarded information as presented in Tables 3 and 4 and the corresponding Figures 2 and 3 . Figure 2 visualizes the coding quality of the images, averaged over the six test images. The four plots represent the quantization thresholds λ = 10, 20, 45 and 85. In each graphic, the visual quality (quantified via PSNR) is plotted against the filter length of the Daubechies wavelet filters. The three boundary policies: zero padding, mirror padding and circular convolution are regarded separately. The plots obviously reveal that the quality decreases with an increasing threshold. More important are the following statements:
-Within a given threshold, and for a given boundary policy, the PSNR remains almost constant. This means that the quality of the coding process depends hardly or not at all on the selected wavelet filter bank. -Within a given threshold, mirror padding produces the best results, followed by circular convolution. Zero padding performs worst. -The gap between the performance of the boundary policies increases with an increasing threshold.
Nevertheless, the differences observed above with 0.28 dB maximum gap (at the threshold λ = 85 and the filter length of 40 coefficients) are so marginal that they do not actually influence visual perception. As the visual perception is neither influenced by the choice of filter nor by the boundary policy, the coding performance has been studied as a second benchmark. The following observations are made in Figure 3 . With a short filter length (4 to 10 coefficients), the compression ratio is almost identical for the different boundary policies. This is not astonishing as short filters involve only little boundary treatment, and the relative importance of the boundary coefficients with regard to the signal coefficients is negligible. More important for our investigation is that: -The compression heuristic for each of the three boundary policies is inversely proportional to their quality performance. In other words, mirror padding discards the least number of coefficients at a given quantization threshold, while zero padding discards the most.
-With an increasing threshold, the gap between the compression ratios of the three policies narrows.
In the overall evaluation, we have seen that mirror padding performs best with regard to quality, while it performs worst with regard to compression. Inversely, zero padding performs best with regard to compression and worst with regard to quality. Circular convolution holds the midway in both aspects. On the other hand, the gap in compression is by far superior to the differences in quality.
Calling to mind the coding complexity of the padding approaches, compared to the easy implementation of circular convolution (see Section 3.2), we strongly recommend to implement circular convolution as the boundary policy in image coding.
Conclusion
We have discussed and evaluated the strengths and weaknesses of different boundary policies in relation to various orthogonal wavelet filter banks. Contrary to the JPEG2000 coding standard, where mirror padding is suggested for boundary treatment, we have proven that circular convolution is superior in the overall combination of quality performance, compression performance and ease of implementation.
In future work, we will improve our heuristic on the compression rate and rely on the calculation of a signal's entropy such as it is presented in [12] Table 2 . Heuristic for the compression rate of the coding parameters of Table 1 :
Fig. 1. Test images for the evaluation
The higher the percentage of discarded information in the time-scale domain is, the higher is the compression ratio. The mean values over the images are given in Table 4 Table 3 . Average quality of the six test images. Figure 2 gives a more 'readable' plot of these digits Table 4 
