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1. INTRODUCTION 
Let (Xk, k >_ 1}, (Yk, k _> 1} be sequences of independent identically distributed random vari- 
ables (i.i.d.r.v.s), and u be a r.v. independent of {Xk} and {Yk} with the geometric distribution: 
• . V X V P(y - -n )  = (1 -q )qn ,  n =0,1 , .  (0 < q< 1). Ther .v . sX  :-- ~-~k=l k ,Y  :-- ~-~k=lYk are 
called geometric onvolutions. 
Geometric onvolutions are used in many models of applied probability, for instance, in queue- 
ing, in risk theory, in reliability, etc. Discussions of such applications and further references 
can be found in [1-6]. If one interprets r.v.s Yk as perturbed values of Xk (k = 1, 2, . . .  ), then 
evaluation of a difference between distributions of X and of Y relates to quantitative estimation 
of stability (or continuity, or robustness) in models involving a convolution X. Similarly, the 
question of nearness of X and Y naturally arises in approximations ( tatistical and others) of 
models with a distribution of Xk being unknown. 
In the paper [7], the following estimate of stability is proven (provided EX1 = EY1 and 
EXi < M, _< U): 
O<~q<~l 
where p(~, ~) := supxeR IF~(x) - F,7(x)l is the Kolmorogov metric. 
The aim of this paper is to give upper bounds of the total variation distance: 
Var(X,Y) := 2sup ( IP (Z  e B) - P (Y  E B)I: B are Sorel}, 
which (bounds) have a better order than the right-hand side of (1.1). 
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2. THE RESULTS 
Interpreting r.v.s Xk as the known approximations of unknown r.v.s Y~, we will make use of 
additional assumptions about certain properties of the density of Xk. Fix some integer s > 1. 
ASSUMPTION. The r.v. X1 +. . .  + Xs has a bounded density p with the following properties: 
(a) p has two continuous and bounded derivatives on R and third derivative p(S) almost ev- 
erywhere on R; 
(b) p(3) is integrable on R and, moreover, for some a > O, 
fl= p(3)(x) dx=O(n  -3/2) , asn--- ,oo. (2.1) 
[>an 
REMARK 1. To  meet this assumption for such nondifferentiable on R densities as uniform or 
exponential ones, we  need to choose s = 3. 
THEOREM. Suppose the above assumption is satisfied and EX1 = EY1, EX  2 = EY  2 > O, 
EIXI[ 3 < cx3, EJYI[ 3 < oo. 
Then there is a constant c independent of q and of the distribution of 1:1 such that the inequality 
vat (x ,  Y) _< cq - (2.2) 
n=l 
holds, provided that 
where 
( )-1 
6 := max{Var(X1, Y1), ~3(X1, Y1)} < 2 3/2c , 
~3 (Xl,  Yl):~-- 
is Zolotarev's metric of order 3. 
REMARK 2. 
(a) It is well known that [6,8] 
sup ]E~o(X1) - E~o(Y1)[ 
~:ll~<S) I1~¢ -< 1 
(2.3) 
1 ~°°  
6(¢,  7) < x2 lEe(=) - F,(=)l dx. 
(b) By the Tauberian theorem 
oo 
q E(1  - q)nn-1/2 ,~ 2r(3/2)q 1/2, as q --* O. 
r t=l  
(c) Some simplifications of the same techniques as that used in the proof of (2.2) gives: 
Var(X, Y) < (1 - q)cl$t, (2.4) 
if 61 := max{Var(X1, Yt), ¢2(X1,1:1)} _< (2Cl) -1 where cl is a constant independent of q 
and of the distribution of Xk, and 
~2(X1, Y1) := sup IE~(X1) - E~(Y1)I 
~:11~" I1o¢_<1 
is Zolotarev's metric of order 2. 
To obtain (2.4), we do not need to use the hypothesis EX~ = EYe ,  and we replace in the above 
assumption the third derivative p(3) by the second one which satisfies: 
fl= Ip"(x)l dx = O (n- l )  , as n --, oo. 
]>an 
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3. THE SKETCH OF THE PROOF 
Using the total probability rule and the invariance of Var with respect to shifts, we easily get 
oo  
Var(X, Y) _< q E (1  - q)" Var(Sn, T.), 
n----1 
where 
Sn = E(xk  - EXk), Tn = E(Yk  - EYk). 
k=l  k=l  
Thus, to get (2.2), it suflicies to prove the following proposition that is of independent interest. 
PROPOSITION. Under the hypotheses of the theorem, condition (2.3) yields 
Var(Sn,Tn) < c~n -1/2, n = 1,2, . . . .  (3.1) 
To prove (3.1), we extend the method of [9] proposed to estimate the rate of convergence in the 
central imit theorem. Denote by Fk and Gk distribution functions of Sk and, correspondingly, 
of Tk. Using the following property of the total variation metric (see [6, Ch. 14]): 
Var(F • Q, G • Q) < Var(F * G)Var(Q • H) + V(F * H, G * H), 
we get as in [9] the inequality 
Var(Fn, Gn) < Var(Fm, Gm)Var(Fn-m, Gn-m)+ 
Var(Fm * Fn-m, G,n * Fn-m) + Var(Fn-m * Fro, Gn-m * Fro), 
(3.2) 
where n > 2s, m = [n/2] (the integer part). The desired inequality (3.1) and the restriction (2.3) 
follow from (3.2) by induction arguments supposing Var(Fk,Gk) _< c~k -I/2 for 2s _< k < n. 
The key step here is to show that the two last terms in (3.2) are bounded by a constant times 
n-1/Z~z(X1, Y1). To this end, we apply the next assertion proved, in fact, (provided some cor- 
rections) in [6, Lemma 17.1.9]. 
LEMMA. Let ~, rl and 7" be r.v.s such that: 
(a) E~ -- Er E E~ 2 = Erl2; EI~I s < ~,  Elnl z < c~; 
(b) r independent of (~, rl); 
(c) 7" has a density f with an absolutely continuous econd derivative, and f(3) belongs to 
LI(R). 
Then 
fg  f(3)(x) Var (~ + r, 0 + r) < ~3(~, 7/) dx. (3.3) 
oo 
Exploiting the well-known properties of Var and "ideal properties" of the metric if3, we obtain 
in view of (3.3) and the conditions of the theorem: 
Var(Fm * Fn-m, em* Fn-m) < b ( a ~ - 3  m~3(X1, Y1) <- v~ba-3~ -1/2~, (3.4) 
where 
b=sup[ 
n>s J-oo 
f~ is the density of Sn/ax/'n, and a 2 = E(X1 - EXI) 2. 
(3.5) 
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To make the last step, we have to prove finiteness of b in (3.5). Denote by Pk the density of Fk 
(k > I, Ps - P) and observe that the above assumption makes it possible differentiation under 
the sign of integral in the convolution. Thus, for n > s, 
f : p(3) 
p(n3)(x) = (x-t)pn-s(t)dt ,  and 
,-<:>(x)l ,,, > : :o  
(3.6) 
~ °'3n3/2/Jiti<_c,n P -'(t) dtilul>2na p(3)(y.t) l  dy 
Condition (2.1) ensures boundedness in n of the first term in the right-hand side of (3.6), while 
the second one is less than the quantity 
p(a)(y) In := aan312p(isn-sl > an) co dy. 
The sequence {In} is bounded ue to the Markov inequality and EIXll 3 < 00. 
Finally, the sequence of integrals flxl<2v~a/a I fn(3) (x)Idx is bounded by virtue of the asymptotic 
expansion 
1 dx 4d 4 [Le_Y ,12  _e_X,12(x 2 I" EX31] <,,, - + o 
which under our assumptions follows from [10, Theorem 7, Ch. VI I. 
REMARK 3. From inequalities (3.2), (3.4), and the induction arguments used in the proof of the 
theorem, it follows that in (2.2) and in (2.3), 
C = max (2s - 1)3/2,2 (v/2 + 2v/3) 
where the constant bwas defined in (3.5). Unfortunately, we have no proof of.the theorem which 
allows us to calculate or estimate the value of b. For some particular densities, bcan be estimated 
by computer. For example, b < 4.5 for the exponential distribution, and b < 2.2 for the uniform 
one. 
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