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Abstract
In this work, we propose explicit state-space based fault detection, isolation and estimation filters that are data-driven and
are directly identified and constructed from only the system input-output (I/O) measurements and through estimating the
system Markov parameters. The proposed methodology does not involve a reduction step and does not require identification
of the system extended observability matrix or its left null space. The performance of our proposed filters is directly connected
to and linearly dependent on the errors in the Markov parameters identification process. The estimation filters operate with
a subset of the system I/O data that is selected by the designer. It is shown that the proposed filters provide asymptotically
unbiased estimates by invoking low order filters as long as the selected subsystem has a stable inverse. We have derived the
estimation error dynamics in terms of the Markov parameters identification errors and have shown that they can be directly
synthesized from the healthy system I/O data. Consequently, the estimation errors can be effectively compensated for. Finally,
we have provided several illustrative case study simulations that demonstrate and confirm the merits of our proposed schemes
as compared to methodologies that are available in the literature.
Key words: Data-driven methodology; Actuator and sensor fault diagnosis; Fault detection, isolation, and estimation; Linear
discrete-time systems.
1 Introduction
Since the concept of autonomous fault diagnosis, also
known as fault detection and isolation (FDI), has been
introduced by Beard [1], it has received enormous an
attraction in the literature. Some excellent surveys
have been published that summarize the extensive lit-
erature on fault diagnosis of dynamical systems[2,3].
Two main fault diagnosis categories are model-based
and data-driven approaches. The available model-based
approaches are reviewed and described in [4].
As engineering systems evolve, it is less likely that en-
gineers have a detailed and accurate mathematical de-
scription of the dynamical systems they work with. On
the other hand, advances in sensing and data acquisition
systems can provide a large volume of raw data for most
engineering applications. Consequently, one can find a
trend towards data-driven based approaches in many
disciplines and problems, including fault diagnosis.
The term ‘data-driven’ covers a wide range of techniques
in the literature. Some of the most important strategies
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are neural networks [5], fuzzy logic [6], and hybrid ap-
proaches [7]. In addition to artificial intelligence based
methods, some efforts have been made that are aimed
at extending the rich model-based fault diagnosis tech-
niques to data-driven based approaches.
A trivial solution will be the one where one can first
identify a mathematical dynamical model of the system
from the available data, and then by using the result-
ing explicit model one then implements and designs con-
ventional model-based schemes. However, this approach
suffers from the subsequent errors that are introduced
in the system identification process and that may ulti-
mately aggravate the FDI scheme design process errors
which can result in a totally unreliable fault diagnosis
scheme.
In recent years, a new paradigm has emerged in the lit-
erature that aims at direct and explicit construction of
the FDI schemes from the available system input-output
(I/O) data [8,9,10]. Subspace-based data-driven fault
detection and isolation methods [11,12] represent as
one of the main approaches that have been reviewed in
[11]. These methods are developed based on identifying
the left null space of the system extended observability
matrix using the I/O data. An estimate of the system
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order and an orthogonal basis for the system extended
observability matrix - or its left null space - are obtained
via the SVD decomposition of a particular data matrix
that is constructed from the system I/O data. This pro-
cess is known as the reduction step.
Essentially, in the reduction step it is assumed that the
number of the first set of significantly nonzero singular
values and the associated directions provide an esti-
mate of the system order and a basis for the extended
observability matrix. However, in most cases, this pro-
cess leads to erroneous results due to the fact that the
truncation point for neglecting small singular values, as
being insignificant, is not obvious a trivial and is sub-
jective and problem dependent.
Consequently, an erroneous system order and basis for
the extended observability matrix - or its left null space
- can be obtained. This error manifests itself in the fault
diagnosis scheme performance in a nonlinear manner.
In other words, the performance representation of the
FDI scheme is not a linear function of the gap between
the estimated system order and the system extended
observability matrix and the actual ones. Due to these
drawbacks, other works that have appeared in the liter-
ature are mainly concerned with only the fault estima-
tion problem in which the main objective is to eliminate
and remove the above reduction step.
Dong and his colleagues [13] have developed a fault
detection scheme that can be directly synthesized from
the system I/O data without involving the reduction
step. The detection filter is in fact a high order FIR
filter parameterized by the system Markov parameters.
The extension of this work to the fault isolation task is
not trivial and straightforward. It can be performed by
obtaining a projection vector that is computed through
the SVD decomposition of a transfer matrix parameter-
ized by the Markov parameters estimation errors [14].
However, the Markov parameters estimation errors are
not generally available. Therefore, the authors in [14]
have managed to synthesize this matrix from the I/O
data. The order of the isolation filters can be as large
as 30. Dong and Verhaegen [15] used the same strategy
for direct construction of the fault estimation filter. The
underlying assumption is that the system should have a
stable inverse. It will be asymptotically unbiased if the
FIR filter order tends to infinity.
Wan and his colleagues [16] have reasoned in their re-
cent work that the method of [15] cannot be applied to
certain open-loop systems. Moreover, it does not com-
pensate for the estimation errors. Consequently, Wan
and his colleagues have proposed offline and online al-
gorithms for compensating for the estimation errors.
Yet, it suffers from two major drawbacks. First, the
estimation is asymptotically unbiased if the filter order
tends to infinity. Second, the computational time per
sample for the online optimization algorithm - which is
the one that yields an almost unbiased results among
the others proposed - is significantly high as compared
to the offline methods in [16].
In this work, to overcome the above drawbacks and
limitations, we have proposed fault detection, isolation
and estimation filters that are constructed directly in
the state-space representation form from and using only
the available system I/O data. Our proposed schemes
only require identification of the system Markov param-
eters that are achieved by using conventional methods,
such as correlation analysis [17] or subspace methods
[18,19,20,21] from the healthy I/O data.
Our method does not involve the reduction step or
equivalent forms of the extended observability matrix.
Therefore, the estimation error is linearly dependent on
the Markov parameter estimation errors. This step is
already addressed in the literature as reviewed above.
However, it turns out that our state-space based ap-
proach can address several important difficulties that
are associated with the currently available works in the
literature. First, our proposed identification and isola-
tion filters are conveniently configured for the isolation
task of both single as well as concurrent faults through
constructing filter banks.
An important feature of our proposed state-space based
method is that estimation will be achieved asymptoti-
cally unbiased by a filter order as low as the maximum
of the system relative degree and the system observabil-
ity index. Both of these parameters are bounded by the
system order. Moreover, it does not necessarily require
the condition of having an entire stable inverse system.
The flexibility of our proposed scheme allows arbitrary
selection of the subsystems for achieving the fault isola-
tion or for performing the fault estimation tasks.
In other words, one can select a different subsystem
if an actuator fault estimation is blocked due to un-
stable inversion of a specific subsystem. Finally, the
state-space based approach allows one to implement a
simple and yet effective procedure for compensating for
the estimation errors. Towards this end, in this work we
derive the estimation error dynamics and show that it
can be directly identified from the healthy system I/O
data. We will demonstrate through comprehensive sim-
ulation studies the effectiveness of our proposed error
compensating producer.
The contributions of this paper can now be summarized
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as follows:
(1) A general fault detection and isolation filter for
both actuator and sensor faults is developed and
directly constructed from only the available system
I/O data in the state-space form in a manner that
does not involve a reduction step. Moreover, our
approach does not require an a priori knowledge
of the system order. The proposed fault detection
and isolation filters can be conveniently configured
for both single and concurrent fault detection and
isolation tasks by using a subset of the I/O data.
(2) A fault estimation scheme for both actuator and
sensor faults (single and concurrent) is developed
and directly constructed from the available system
I/O data in the state-space form in a manner that
does not involve a reduction step. The proposed es-
timation filter is asymptotically unbiased having an
order as small as the maximum of the observability
index and the system relative degree.
(3) A new offline procedure for tuning the estimation
filters are proposed to compensate for errors that
are caused by the Markov parameters estimation
uncertainties.
The outline of the remainder of the paper is as fol-
low. The preliminaries, problem definition and assump-
tions are provided in Section 2. In Section 3, we discuss
the theoretical aspects of our proposed fault estimation
scheme. We present the development and design of data-
driven fault detection and isolation filters in Section 4.
Next, we propose a data-driven fault estimation filter for
both the actuators and sensors as well as a tuning pro-
cedure is introduced and developed in Section 5. Finally,
we provide a number of illustrative simulation results in
Section 6.
2 Preliminaries
Consider the following discrete-time linear system S,
S :
{
x(k + 1) = Ax(k) +Bu(k) + w(k)
y(k) = Cx(k) + v(k)
(1)
where x ∈ Rn, u ∈ Rm, and y ∈ Rl. Moreover, w(k) ∈
R
n and v(k) ∈ Rl are white noise having zero mean and
covariance matrices:
E[
«
wi
vi
ff ”
wTj v
T
j
ı
] =
«
Q S
ST R
ff
δi,j (2)
We model a given actuator or a sensor fault through ad-
ditive terms that are injected in the system S as follows,
Sf :
{
x(k + 1) = Ax(k) +Bu(k) +Bfa(k) + w(k)
y(k) = Cx(k) + f s(k) + v(k)
(3)
where fa(k) ∈ Rm and f s(k) ∈ Rl represent the ac-
tuator and sensor faults, respectively. These faults are
commonly known as additive faults.
Remark 1 The actuator and sensor faults are tradition-
ally modeled in various manners in the literature. For in-
stance, either as additive faults or multiplicative faults.
The proper choice depends on the actual characteristics
of the fault. Typically, sensor bias, actuator bias and
actuator loss of effectiveness are considered as additive
faults. Multiplicative fault models are more suitable for
representing changes in the system dynamic parameters
such as gains and time constants [22].
Problem Statement: The problem considered in this
work deals with developing and designing fault detec-
tion, isolation and estimation schemes for both sensor
and actuator faults under the following assumptions.
Assumption 1 : The system S is stable and observable.
Assumption 2 : The system matrices and the system or-
der are not known a priori.
Assumption 3 : A sequence of healthy measured system
I/O data, namely u(k) and y(k), for k = 1, . . . , T , are
available and the input u(k) satisfies the persistently
exciting (PE) condition [17].
Assumption 4 : The faults in the system Sf are detectable
and isolable, as comprehensively discussed in [23].
The above assumptions are required in all the lemmas
and theorems provided in the paper, however they are
not explicitly stated in lemmas and theorems statements
for sake of brevity.
Identification of the Markov Parameters: We de-
fine the set {H0, H1, H2, . . .}, where Hβ = CAβB is
known as the Markov parameter. If u(k) is persistently
exciting, then several approaches are available in the lit-
erature to directly identify the Markov parameters from
the I/O data u(k) and y(k) ([15,17]). Specifically, we use
correlation analysis [17] for accomplishing the Markov
parameters estimation task. The estimated Markov pa-
rameters are denoted by Hˆβ in our subsequent deriva-
tions.
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Notation: We will subsequently use an equivalent form
of the system S as follows,
S :


x(k − i+ 1) = Ax(k − i) +BIml Ui(k − i) + w(k − i)
Y(k − i) = Cx(k − i) +DU(k − i)
+EW(k − i) +V(k − i)
(4)
where,
C =
¨
˚˚˚
˚˝˚
C
CA
...
CAi
˛
‹‹‹‹‹‚;D =
¨
˚˚˚
˚˝˚
0 0 . . . 0 0
H0 0 . . . 0 0
...
...
...
...
...
Hi−1 Hi−2 . . . H0 0
˛
‹‹‹‹‹‚
D =
”
0 HT1 . . . H
T
i−1
ıT
E =
¨
˚˚˚
˚˝˚
0 0 . . . 0 0
C 0 . . . 0 0
...
...
...
...
...
CAi−1 CAi−2 . . . C 0
˛
‹‹‹‹‹‚ (5)
For any given signal g(k), the following matrices are de-
fined,
G(k−i) =
»
—————–
g(k − i)
g(k − i+ 1)
...
g(k)
fi
ffiffiffiffiffifl ;G+(k−i) =
»
—————–
g(k − i)
g(k − i+ 1)
...
g(k + 1)
fi
ffiffiffiffiffifl
(6)
We extensively use the notation Iγα which is defined as,
Iαγ =
”
Iα×α 0α×(iγ−α)
ı
(7)
Moreover, we also define,
D+ =
¨
˚˚˚
˝
H0 0 . . . 0 0
...
...
...
...
...
Hi Hi−1 . . . H0 0
˛
‹‹‹‚;D+ =
¨
˚˚˚
˝
H0
...
Hi
˛
‹‹‹‚
C+ =
”
(CA)T . . . (CAi+1)T
ıT
(8)
Gi,j(k − i) =¨
˚˚˚
˚˝˚
g(k − i) g(k − i+ 1) . . . g(k − i+ j)
g(k − i+ 1) g(k − i+ 2) . . . g(k − i+ j + 1)
...
...
...
...
g(k) g(k + 1) . . . g(k + j)
˛
‹‹‹‹‹‚ (9)
The matrices Dˆ, Dˆ+, Dˆ and Dˆ+ are constructed similar
to D, D+, D and D+ where the actual Markov parame-
ters Hβ are replaced by their estimates Hˆβ .
We define two sets p and q that contain a selection of
integer numbers from 1 to l and from 1 to m, respec-
tively. The parameters np and nq denote the number of
elements in the sets p and q, respectively. Both p and q
can be empty sets denoted by p = {∅} and q = {∅}. We
denote by kp (or kq), k ∈ N, as a set that contains all the
elements of p (or q) multiplied by k. The notation∼ q (or
∼ p) denotes the set that contains the integers from 1 to
m (or 1 to l) that are not included in q (or p). For exam-
ple, for a given Markov parameter matrix H0 ∈ R5×4, a
typical p can be taken as p = {2, 4}. Moreover, np = 2,
3p = {6, 12} and ∼ p = {1, 3, 5}. If p = {∅}, then
∼ p = {1, 2, 3, 4, 5}. The matrix Oq−p− is obtained by
deleting the columns q, 2q, . . . , iq and rows p, 2p, . . . , ip
ofO, respectively. The matrixOq+ andOp+ are defined
as matrices that only contain the columns q, 2q, . . . , iq
and the rows p, 2p, . . . , ip of O, respectively. The vec-
tor Pp− is obtained by deleting the rows p, 2p, . . . , ip of
P. Finally, Pp+ only contains the rows p, 2p, . . . , ip of
P. Similar notations are defined for Pq+ and Pq−. The
signs †, N and E{.} denote the Moore-Penrose pseudo
inverse, null space and the expectation operator. The
matrix O(α : β, γ : θ) denotes a matrix that is con-
structed from an original matrix O by only containing
the rows α to β and the columns γ to θ . If α and β (or
γ and θ) are not specified, then it implies that we are
dealing with all the rows (or columns) of O.
Remark 2 The parameters p and q are defined in order
to specify the set of I/O data that is to be fed to a fault
isolation or estimation filter. For example, for a given
Markov parameter matrix H0 ∈ R5×4, one may desire
to design a filter that operates with information from in-
put channels {3, 4} and measurement channels {1, 2, 3}.
Then, one should set q = {1, 2} and p = {4, 5}. The
above notation is critical for the task of fault isolation
where one requires to construct a bank of filters each of
which operates with a different set of inputs and outputs
data.
4
3 Proposed Fault Estimation Scheme using Ex-
act Markov Parameters and Observability
Matrix
In this section, we start by assuming availability of the
exact Markov parameters and the extended observabil-
ity matrix to introduce the basic concepts we utilize in
this work. These assumptions will be relaxed and re-
moved in the subsequent Sections 4, 5 and 6.
Let us consider a signal η(k) that is governed by the
following dynamics and stimulated by the information
from the sensors ∼ p and actuators ∼ q, that is
η(k+1) = Arη(k)+BrU
q−(k−i)+LrY
p−(k−i) (10)
where η(k) ∈ Ril
′
, Uq−(k − i) ∈ Rim
′
and Yp− ∈ Ril
′
,
where l′ = (l − np) and m′ = (m − nq). Our goal is to
determine the unknown matrices Ar, Br and Lr such
that for the healthy system S given by (4), we have
E(e(k)) = E(η(k) −Tx(k − i)) → 0 as k → ∞ (11)
whereT ∈ Rl
′×n denotes a full column rank matrix. The
error dynamics associated with e(k) is therefore given
by,
e(k + 1)= η(k + 1)−Tx(k − i+ 1)
=Are(k) + (ArT−TA + LrCp−)x(k − i)
+ (Br + LrD
q−
p− −TB
q−Im
′
l′ )U
q−(k − i)
+ (LrD
q+
p− −TB
q+I
nq
l′ )U
q+(k − i)
+ LrE
q−
p−W
q−(k − i) + LrV
p−(k − i) (12)
which is obtained by substituting η(k+1) from equation
(10) and x(k−i+1) from equation (4). Condition (11) is
now satisfied if and only if (a)Ar is a Hurwitz matrix, (b)
ArT−TA+LrCp− = 0, (c) Br+LrD
q−
p−−TB
q−Im
′
l′ =
0, and (d) LrD
q+
p−−TB
q+I
nq
l′ = 0. The above conditions
actually correspond to the Luenberger observer equa-
tions.
The key concept that is introduced in this paper is that
we specifically set,
T = Cp− (13)
In other words, we select T to be equal to the extended
observability matrix. Let us now define the matrixMp−
as follows,
Mp− = Ar + Lr (14)
Given (13) and (14) and in view of the fact that
Cp−B
q− = Dq−+,p−, Cp−B
q+ = Dq++,p−, and Cp−A =
C+,p−, the conditions (a) to (d) can be rewritten as,
Ar is Hurwitz (15)
Mp−Cp− =C+,p− (16)
LrD
q+
p− −D
q+
+,p−I
nq
l′ = 0 (17)
Br + LrD
q−
p− −D
q−
+ I
m′
l′ = 0 (18)
Remark 3 Recall that Cp− should be full column rank
according to the assignment (13). The matrix Cp− will
be full column rank if i is selected to be equal to or greater
than the observability index of the pair (Cp−, A), which
is denoted by νp. Given i ≥ νp, the matrix Mp− is given
by C+,p−(Cp−)
† + Θ(I − Cp−(Cp−)†), where Θ is an
arbitrary matrix introduced due to the Moore-Penrose
pseudo inverse non-unique solution.
Definition 1 The relative degree of the subsystem in-
puts to the outputs ∼ p is defined as the smallest non-
negative τp such that Hi,p− = 0 for i < τp and Dp− is
full column rank for i ≥ τp [16,24].
Remark 4 It is well-known that the system of equations
(14) and (15) to (18) has a solution if and only if i)
i ≥ τp and ii) the subsystem from the inputs q to the
outputs ∼ p is minimum phase [25]. Particularly, the
above equations always have a solution if q = {∅} since
equation (17) vanishes. Consequently, one can arbitrarily
select a Hurwitz Ar and then calculate Lr and Br from
equations (14) and (18). The restriction that is imposed
is actually on the subsystems and not the entire system.
Therefore, the designer has a freedom to select a different
q if the minimum phase condition is not satisfied for the
original selection.
Let us assume that it is desired to estimate the faults in
the actuators q by using the information from the sensors
∼ p and actuators ∼ q. Then, the fault estimator filter
is given by,

η(k + 1) = Arη(k) +BrU
q−(k − i) + LrYp−(k − i)
fˆa(k − i) = −ImmD
† pη(k)−
Yp−(k − i) +Dp−U(k − i)q
(19)
where fˆa(k) denotes an estimate of fa(k). The matrices
Ar, Br and Lr are obtained by solving the equations
(14) and (15) to (18).
Theorem 1 Assume that the subsystem from the inputs
q to the outputs ∼ p is minimum phase, i ≥ max{νp, τp}
and the sensors ∼ p and actuators ∼ q are healthy, then
the filter dynamics governed by (19) is asymptotically
unbiased.
PROOF. The proof is provided in the Appendix A. 
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The above theorem guarantees that our proposed filter
will generally have a lower order than the estimation
filter that is proposed in [16] which requires i ≥ νp + τp
or i → ∞ depending on the transmission zeros of the
quadruple (A,Bq−,Cp−,D
q−
p−).
The case of the sensor fault estimation is slightly differ-
ent. One can estimate the faults in the sensors p if the
sensors ∼ p and all the actuators are healthy. The fault
estimator is now given by,{
η(k + 1) = Arη(k) + BrU(k − i) + Lp↓r Y(k − i)
fˆ s(k − i) = Ill pη(k)−Y
p−(k − i) +Dp−U(k − i)q
(20)
where fˆ s(k) denotes an estimate of f s(k), Lp↓r denotes
a matrix where its columns p, 2p, . . . , ip are zero. The
matrices Ar, Br and L
p↓
r are obtained by solving the
equations (14) and (15) to (18) by setting p = q = {∅}
and by replacing Lr with L
p↓
r .
The above proposed filter (20) is unbiased as established
by the following theorem.
Theorem 2 Assume that i ≥ νp and the sensors ∼ p
and all the actuators are healthy, then the filter dynamics
that is governed by (20) is asymptotically unbiased.
PROOF. The proof is provided in the Appendix B. 
Note that the subsystem from the inputs to the outputs
∼ p is not required to be minimum phase for solving
the sensor fault estimation problem. Moreover, it can be
theoretically shown that the filter (20) is unbiased by
using information from the faulty actuators provided it
is modified by the estimations that are provided by the
filter (19). However, this coupling will cause significant
biases in the data-driven solution since the actuator fault
estimation scheme is itself biased.
4 Data-driven Fault Detection and Isolation
(FDI) Scheme
In this section, our proposed fault detection and isola-
tion (FDI) filters are now directly constructed from the
healthy system I/O data. First, we propose a data-driven
estimation of the matrixMp− and then present the de-
sign procedure of the FDI filters.
Remark 5 Theorems 1 and 2 provide the guidelines for
selection of i. The parameter i is bounded by n which is
not known a priori. The condition i ≥ τp can be easily
satisfied by checking the rank of Dp−. However, the pa-
rameter νp is not known. Therefore, i should be selected
sufficiently large that ensures i ≥ max{νp, τp}.
4.1 Data-driven Estimation of the Filter Parameters
In order to solve equations (14) and (15) to (18), one
requires the Markov parameters and the extended ob-
servability matrix. The extended observability matrix
is required to obtain Mp−. However, in our subsequent
data-driven derivations we will show that an estimate
of the matrix Mp− can be directly obtained from the
system I/O data without applying the reduction step.
Consequently, the matrix Cp− or its equivalent forms
are not actually required.
The objective of the equation (16) is in fact to enforce,
(ArCp− −Cp−A+ LrCp−)x(k − i) ≡ 0 (21)
On the other hand, from the measurement equation (4)
it follows that,
Cp−x(k − i) = Y
p−(k − i)−Dp−U(k − i)
−Ep−W(k − i)−V
p−(k − i) (22)
By substituting equation (22) into equation (21) one
obtains,
Mp−(Y
p−(k − i)−Dp−U(k − i)−Ep−W(k − i)
−Vp−(k − i))− (Yp−(k − i+ 1)−D+,p−U+(k − i)
−E+,p−W+(k − i)−V
p−(k − i+ 1))
= 0 (23)
where,
Mp− =
∆ Ar + Lr (24)
Iterating the equation (23) from the time steps k − i to
k − i+ j, where j ≫ i, yields,
Mp−(Γ
p−
0 −Ep−Wi,j(k − i)−V
p−
i,j (k − i))
−(Γp−1 −E+,p−W
p−
(i+1),j(k−i)−V
p−
(i+1),j(k−i+1)) = 0
(25)
where Γp−0 = Y
p−
i,j (k − i) −Dp−Ui,j(k − i) and Γ
p−
1 =
Yp−(i+1),j(k−i+1)−D+,p−U(i+1),j(k−i). Equation (25)
forms the basis for our proposed data-driven solution
for estimating Mp−. The matrix Mp− minimizes the
following cost function,
‖Γp−1 −Mp−Γ
p−
0 ‖2
We do not have access to the actual values of the Markov
parameters. Instead, we construct the matrices Γˆp−0 and
Γˆp−1 by using the estimated Markov parameters and the
system I/O data (healthy data) as follows,
Γˆp−0 = Y
p−
i,j (k − i)− Dˆp−Ui,j(k − i) (26)
Γˆp−1 = Y
p−
(i+1),j(k− i+1)− Dˆ+,p−U(i+1),j(k− i) (27)
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where Dˆp− and Dˆ+,p− are constructed similar to Dp−
and D+,p− but instead the estimated Markov parame-
ters are utilized. Therefore, an estimate ofMp− is given
by Γˆp−1 (Γˆ
p−
0 )
† + Θ(I − Γˆp−0 (Γˆ
p−
0 )
†), where Θ is an ar-
bitrary matrix. However, the solution will be unique as
j →∞ as stated in the following lemma.
Lemma 1 If j → ∞, then the matrix Γˆp−0 is full row
rank and,
Mˆp− = Γˆ
p−
1 (Γˆ
p−
0 )
† (28)
PROOF. The proof is provided in the Appendix C. 
The matrix Mˆp− has a particular structure as shown in
the following lemma.
Lemma 2 The matrix Mˆp− has the following structure,
Mˆp− =
„
0(i−1)l′×l′ I(i−1)l′×(i−1)l′
K1 K2

(29)
where K1 ∈ R
l′×l′ and K2 ∈ R
l′×(i−1)l′ are nonzero
matrices, where l′ = l− np.
PROOF. One can partition Γˆp−0 and Γˆ
p−
1 as follows,
Γˆp−0 =
«
Γˆ01
Γˆ02
ff
; Γˆp−1 =
«
Γˆ11
Γˆ12
ff
(30)
where Γˆ01 ∈ Rl
′×il′ , Γˆ02 ∈ R(i−1)l
′×il′ , Γˆ11 ∈ Rl
′×il′ and
Γˆ12 ∈ R(i−1)l
′×il′ . It follows readily from definitions of
Γˆp−0 and Γˆ
p−
1 (equations (26) and (27)) that Γˆ11 = Γˆ02.
Since Γˆp−0 is full row rank, therefore we have
Γˆ11 =
”
0 I
ı « Γˆ01
Γˆ02
ff
(31)
Moreover, Γˆ12 can be written as a linear combination of
the rows of Γˆ01 and Γˆ02 as follows,
Γˆ12 =
”
K1 K2
ı « Γˆ01
Γˆ02
ff
(32)
Consequently, we obtain,
Γˆp−1 =
«
0 I
K1 K2
ff
Γˆp−0 (33)
which reveals the general structure of Mˆp− as given by
equation (29). 
Lemma 3 The matrix Mˆp− is Hurwitz.
PROOF. The proof is provided in the Appendix D. 
The above analysis shows that the estimation filter (10),
which satisfies the condition (11), can be directly syn-
thesized from the system I/O data without requiring any
reduction step. The data-driven counterparts of equa-
tions (14) and (15) to (18) is now given by,
Aˆr is Hurwitz (34)
Aˆr + Lˆr = Mˆp− (35)
LˆrDˆ
q+
p− − Dˆ
q+
+,p−I
nq
l′ = 0 (36)
Bˆr + LˆrDˆ
q−
p− − Dˆ
q−
+ I
m′
l′ = 0 (37)
Theorem 3 Equations (34) to (37) have a solution if
and only if Mˆp−−Dˆq++,p−I
nq
l′ (Dˆ
q+
p−)
†−Θ1(I−Dˆ
q+
p−(Dˆ
q+
p−)
†)
is Hurwitz for an arbitrary matrix Θ1 ∈ Ril
′×il′ .
PROOF. Solving equation (36) for Lˆr yields,
Lˆr = Dˆ
q+
+,p−I
nq
l′ (Dˆ
q+
p−)
† +Θ1(I− Dˆ
q+
p−(Dˆ
q+
p−)
†)
Substituting the above expression in equation (35) and
comparing it with equation (34) concludes the result. 
The arbitrary matrix Θ1 in Lˆr should be selected such
that equation (34) is satisfied. Note that equation (36)
and the free parameter Θ1 vanish when q = {∅}. There-
fore, one can arbitrarily select a Hurwitz matrix Aˆr and
then obtain Lˆr and Bˆr from equations (36) and (37).
4.2 Fault Detection and Isolation Filters
Our proposed residual generator fault detection and iso-
lation filter has the general structure that is as governed
by,{
η(k + 1) = Aˆrη(k) + BˆrU
q−(k − i) + LˆrYp−(k − i)
rˆ(k) = If (η(k) −Y
p−
i (k − i) + Dˆp−U(k − i))
(38)
where rˆ(k) denotes the residual signal, If = I
m
m if
q 6= {∅} and If = I, otherwise. The filter parameters
are obtained from equations (34) to (37).The above
general structure can be configured for both single or
concurrent fault detection, isolation or estimation tasks
by invoking different settings for p and q. Specifically,
if both p and q are set to be empty sets, then the filter
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(38) will be in fact a fault detection filter.
Fault isolation is typically performed via structured
residuals. In other words, a bank of residual observers is
constructed where each filter in the bank is insensitive
to a particular fault but sensitive to all the other faults.
Therefore, in case of occurrence of a fault, all the filters
generate non-zero residuals that exceed their thresholds
except for the one filter that can be used for determin-
ing the isolated fault. This can be achieved by invoking
different settings for p and q for each filter in the bank.
For example, if a single actuator fault isolation scheme
for a system with three inputs and four measurements is
desired, then a bank that consists of three filters should
be constructed. A possible configuration setting for the
filters 1,2 and 3 in the bank is q = {1, 2}, q = {1, 3}
and q = {2, 3}, respectively, and p = {∅} for all. Alter-
natively, one may try the setting q = {1}, p = {3, 4},
q = {2}, p = {1, 2, 4}, and q = {1, 3}, p = {1, 3} for
the filters 1, 2 and 3, respectively. A particular configu-
ration selection depends on the context of the problem
and the requirements. Despite the above flexibility, our
proposed scheme has a limitation that it cannot han-
dle simultaneous concurrent actuator and sensor faults.
This situation differs from the concurrent actuators or
concurrent sensors faults which is well managed within
our proposed framework.
The residuals that are generated by the filter (38) has
an important property that is characterized in the next
lemma.
Lemma 4 Given q = {∅} and Aˆr selected to be a diag-
onal Hurwitz matrix, then the first (i− 1)l′ rows of rˆ(k)
converge to zero as k → ∞ independent of the presence
of the faults.
PROOF. The proof is provided in the Appendix E. 
Based on the above lemma, the first (i−1)l′ rows of rˆ(k)
do not contain any useful information that would allow
a model reduction. The general structure of the residual
generator filter for the actuator or sensor fault detection
or the sensor fault isolation (q = {∅}) is then given by,{
ηr(k + 1) =
ˆ¯Arηr(k) +
ˆ¯BrU(k − i) +
ˆ¯LrY
p−(k − i)
ˆ¯r(k) = ηr(k)− yp−(k) +
ˆ¯Dp−U(k − i)
(39)
where ηr(k) ∈ Rl
′
, ˆ¯Ar = Ar((i− 1)l′ + 1 : il, il′+ 1 : il′,
ˆ¯Br = Bˆr((i−1)l′+1 : il′, :),
ˆ¯Lr = Lˆr((i−1)l′+1 : il′, :)
and ˆ¯Di,p− = Dˆi,p−((i− 1)l
′ + 1 : il′, :).
The same model reduction procedure cannot be applied
to the actuator fault isolation filter (i.e. when q 6= {∅})
since Aˆr that is obtained from equations (34) to (37) is
not necessarily diagonal.
4.3 Residual Dynamics in Presence of a Fault
Let us now investigate the corresponding residual dy-
namics in presence of faults. If fa(k) and/or f s(k) are
nonzero, then the residual dynamics is given by,

η(k + 1) = Aˆrη(k) + Bˆr pU
q−(k − i) + Fa,q−(k − i)q
+Lˆr pY
p−(k − i) + Fs,p−(k − i)q
rˆ(k) = If
`
η(k)−Yp−i (k − i)− F
s,p−(k − i)
+Dˆp−(U(k − i) + F
a(k − i))
¯
(40)
where Fa(k − i) and Fs(k − i) are construed similar
to G(k − i) using the actuator fault and the sensor
fault signals, respectively. The vectors Fa,q−(k − i) and
Fs,p−(k − i) are then obtained by deleting the rows
q, . . . , iq and p, . . . , ip of Fa(k− i) and Fs(k− i), respec-
tively. The filter dynamics (40) shows that the residual
rˆ(k) is clearly affected by the faults except those in the
sensors p or the actuators q.
Conventionally, the following decision logic is utilized for
performing the fault detection task, namely

If rmin ≤ E{‖rˆ(k)‖} ≤ rmax
⇒ System is healthy
If E{‖rˆ(k)‖} < rmin or E{‖rˆ(k)‖} > rmax
⇒ System is faulty
(41)
where rmin and rmax denote the lower and the upper
bound thresholds, respectively. The thresholds are se-
lected through conducting comprehensive Monte Carlo
simulation runs so that the missed alarms and false
alarms are minimized.
A similar structure can be utilized for selecting the fault
isolation decision logic. Specifically, a fault is detected
and isolated in the actuator q0 if,

E{‖rˆa(k)‖} < rmin or E{‖rˆa(k)‖} > rmax ;
a 6= q0, a = 1, . . . ,m, and
rmin ≤ E{‖rˆa(k)‖} ≤ rmax ; a = q0.
(42)
where rˆa(k) denotes the residual that is obtained by
setting q = {a}.
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This completes our proposed solution to the problem
of data-driven fault detection and isolation. In the next
section, we consider the problem of data-driven fault
estimation.
5 The Proposed Fault Estimation Scheme
In many practical control problems, it is crucial to esti-
mate the faults once they are detected and isolated. In
this section, we provide a data-driven based methodol-
ogy for design of fault estimation filters. Our proposed
fault estimation scheme can be integrated with the FDI
scheme. In other words, the FDI scheme introduced
in the previous section can be utilized to distinguish
between the healthy actuators and sensors from those
where their data are used for fault estimation of faulty
actuators and sensors.
In this section, we first propose fault estimation filters.
It turns out that these filters are biased due to presence
of estimation errors in the Markov parameters and the
matrix Mˆp−. We then derive the dynamics correspond-
ing to the fault estimation errors and show that it can
be directly identified from the healthy system I/O data.
Finally, we propose our so-called tuned fault estimation
filters that are obtained for a reliable and actuator fault
estimation by integrating the proposed estimation filters
with the identified estimation error dynamics.
5.1 Sensor Fault Estimation Filters
The following filter is now proposed to estimate the
faults in the sensors p by using data from the sensors
∼ p and all the actuators,
 η(k + 1) = Aˆrη(k) + BˆrU(k − i) + Lˆ
p↓
r Y(k − i)
fˆ s(k − i) = Ill
´
η(k)−Y(k − i) + DˆU(k − i)
¯
(43)
where fˆ s(k− i) denotes an estimate of f s(k− i) and the
filter parameters are obtained from the equations (34)
to (37) by setting p = q = {∅} and by replacing Lˆr with
Lˆp↓r .
Clearly, the filter (43) is biased due to presence of esti-
mation errors in the Markov parameters and the matrix
Mˆ. The matrix Mˆ is defined to be the same as Mˆp−
when p = {∅}. Let us define the estimation error as
∆f s(k) = f s(k − i)− fˆ s(k − i). Therefore, we have,
∆f s(k − i) = Ill pξ(k) + ∆DU(k − i)
+EW(k − i) +V(k − i)q (44)
where ξ(k) = Cx(k − i)− η(k) and ∆D = D− Dˆ. The
dynamics of ξ(k) is now governed by,
ξ(k + 1) = Aˆrξ(k) + (Aˆr −M+ Lˆ
p↓
r )Cx(k − i)
+ (Bˆr + Lˆ
p↓
r D−CBI
m
l )U(k − i)
+ Lˆp↓r EW(k − i) + Lˆ
p↓
r V(k − i) (45)
The matrix M is equal to Mp− when p = {∅}. We sub-
stitute Cx(k − i) by Y(k − i) − DU(k − i) − Fs(k −
i) − EW(k − i) −V(k − i) in the above equation. Re-
arranging of the right hand side of the above equation
after substitution yields the governing dynamics of the
fault estimation error as follows,

ξ(k + 1) = Aˆrξ(k) + ∆uU(k − i) + ∆yY(k − i)−
∆yF
s(k − i) +M1W(k − i) +M2V(k − i)
∆f s(k − i) = Ill pξ(k) + ∆DU(k − i)
+EW(k − i) +V(k − i)q
(46)
where δA = Aˆr −M+ Lˆp↓r , δB = Bˆr + Lˆ
p↓
r D−CBI
m
l ,
∆u = δB − δAD, ∆y = δA, M1 = Lˆp↓r E − δAE and
M2 = Lˆ
p↓
r δA.
Equation (46) clearly shows that the fault estimates are
biased. All the parameters in the filter (46) are unknown
since their computation requires the exact Markov pa-
rameters and the matrixM. However, we will show that
one can actually obtain an estimate of ∆u, ∆y and ∆D
by using the healthy I/O data.
Towards this end, we split the off-line available healthy
I/O data into two segments. The first segment is utilized
to estimate the system Markov parameters and the ma-
trix Mˆ. Once the filter (43) is constructed, it is stimu-
lated by the second segment of the I/O data to obtain
fˆ s(k − i) using an arbitrary initial condition for η(0) in
(43). Theoretically, fˆ s(k− i) should be zero correspond-
ing to the second segment of the healthy data, however,
it will be biased due to presence of the estimation errors
in the Markov parameters and the matrix Mˆ. The bias is
governed and is given by∆f s(k) = f s(k−i)−fˆ s(k−i) ≡
−fˆ s(k − i), and according to equation (46) is governed
by,

ξ(k + 1) = Aˆrξ(k) + ∆uU(k − i) + ∆yY(k − i)−
+M1W(k − i) +M2V(k − i)
∆f s(k) = Ill pξ(k) + ∆DU(k − i)
+EW(k − i) +V(k − i)q
(47)
One may consider the filter (47) as a stochastic
LTI system that is described by the quadruple
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pA,B, C,Gq ≡
ˆ
Aˆr,
”
∆Tu ∆
T
y
ıT
, Ill,
”
∆DT 0
ıT˙
.
The process and measurement noise are given by
M1W(k− i)+M2V(k− i) and EW(k− i)+V(k− i),
respectively. The matrices A and C and the or-
der of this system are already known. Given that
∆f s(k) = −fˆ s(k − i) corresponding to the second seg-
ment of the healthy data, and A and C, one can estimate
B and G =
”
G1 0
ı
by invoking an optimization prob-
lem that is described in detail below.
Let us define the matrices E1,j(k) and Z(λ−1),j(k) simi-
lar to Gi,j(k) by replacing the signal g(k) with the sig-
nals −fˆ s(k − i) and Z(k), respectively, where Z(k) =«
U(k)
Y(k)
ff
, and j is selected as large as the available data
of the second segment allows. Therefore, for the system
(47), we have,
E1,j(k) = CA
λξ(k−λ)+T1,λZ(λ−1),j(k−λ)+ST (48)
where the term ST denotes the stochastic terms which
have zeromean and are neglected here for sake of brevity,
and T1,λ is defined as,
T1,λ =
´
Hλ−1 Hλ−2 . . . H0 G
¯
(49)
where Hβ = CAβB. The definition (49) shows depen-
dence of T1,λ on the matrices B and G. If λ is selected
such that Aλ ≈ 0, then according to equation (48), one
can obtain the estimates Bˆ and Gˆ by invoking the fol-
lowing minimization problem,
minimize
B,G1
‖E1,j(k)− T1,λZ(λ−1),j(k − λ)‖2
subject to (B(:, im+ 1 : im+ il))p+ = 0.
(50)
The constraint above does in fact enforce the columns
p, . . . , ip of ∆y to be equal to zero. For the case of sensor
fault estimation problem, Aˆr is selected to be an arbi-
trary Hurwitz matrix, therefore Aˆr = Ar. On the other
hand, ∆y = δA = Aˆr −M + Lˆp↓r = Ar −M + Lˆ
p↓
r =
−Lp↓r + Lˆ
p↓
r . Therefore, the columns p, . . . , ip corre-
sponding to ∆y should be equal to zero.
A methodology for solving the minimization problem
(50) is provided in the Appendix F. The solution will
be consistent if the matrix Z(λ−1),j(k) is full row rank
which is not generally guaranteed. This condition on the
matrix Z(λ−1),j(k) depends on the nature of the system
feedback control, the excitation signal and the available
data and the real model of the system ([16,21,26]).
If the above condition on Z(λ−1),j(k) is not satisfied,
then the solution that is obtained by invoking the
pseudo-inverse of Z(λ−1),j(k) still minimizes the cost
function in (50), but it will be biased.
An estimate of the error dynamics in presence of the
sensor faults is therefore given by,
 ξˆ(k + 1) = Aˆr ξˆ(k) + BˆZ(k − i)− ∆ˆyF
s(k − i)
∆fˆ s(k) = Ill
´
ξˆ(k) + Gˆ1U(k − i)
¯
(51)
where ∆fˆ s(k) is an estimate of ∆f s(k). We assumed
that the sensors ∼ p are healthy for the purpose of
fault estimation of the sensors p. Moreover, the columns
p, . . . , ip of ∆ˆy are enforced to be zero in the minimiza-
tion problem (50). Therefore, ∆ˆyF
s(k− i) is practically
zero.
Consequently, one can now construct a new and a so-
called tuned sensor fault estimation filter that is gov-
erned by,
 η(k + 1) = Aˆrη(k) + B˜sZ(k − i)fˆ s(k − i) = Ill ´η(k)−Y(k − i) + D˜sU(k − i)¯
(52)
where fˆ s(k − i) denotes the tuned estimate of the sen-
sor fault, B˜s =
”
Bˆr Lˆ
p↓
ı
+ Bˆ and D˜s = Dˆ+ Gˆ1, where
Bˆ and Gˆ1 are obtained and given by the minimization
problem (50).
5.2 Actuator Fault Estimation Filters
The same procedure can now be followed for the actua-
tor fault estimation filter. First, the following fault filter
estimation is considered for the actuators q by using the
data from the sensors ∼ p and actuators ∼ q, namely

η(k + 1) = Aˆrη(k) + BˆrU
q−(k − i) + LˆrYp−(k − i)
fˆa(k − i) = −ImmDˆ
†
p−(η(k)−
Yp−(k − i) + Dˆp−U(k − i))
(53)
where fˆa(k − i) denotes an estimate of fa(k − i) and
the filter parameters are obtained from the solution to
the equations (34) to (37).
However, following along the same lines as those used
in the Subsection 5.1, the so-called tuned actuator fault
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estimation filter is now proposed as follows,

η(k + 1) = Aˆrη(k) + B˜aZq−,p−(k − i)
fˆa(k − i) = −ImmD˜
†
a(η(k)−
Yp−(k − i) + D˜aU(k − i))
(54)
where B˜a =
”
Bˆr Lˆr
ı
+ Bˆ and D˜a = Dˆp− + Gˆ1. The
parameters Bˆ and Gˆ1 are obtained by invoking the fol-
lowing minimization problem,
minimize
B,G1
‖E1,j(k)− T1,λZ
q−,p−
(λ−1),j(k − λ)‖2 (55)
where the matrices E1,j(k) and Z
q−,p−
(λ−1),j(k) are con-
structed similar to Gi,j(k) by replacing the signal g(k)
with the signals −fˆa(k− i) and Zq−,p−(k), respectively,
and where Zq−,p−(k) =
«
Uq−(k)
Yp−(k)
ff
, and j is selected as
large as the available data corresponding to the second
segment allows. Note that the signal −fˆa(k− i) for con-
struction of the matrix E1,j(k) is obtained by stimulating
the filter (53) with the second segment of the healthy
I/O data using an arbitrary initial condition for η(0).
The above minimization problem is solved similar to the
problem (50) as described in the Appendix F. We will
demonstrate in the next section that the above tuning
procedures will significantly improve the faults estima-
tion accuracy performance. Similarly, the same tuning
procedure can be applied to the fault detection and iso-
lation filters in order to improve their performance when
applied to a specific application. However, these details
are left as topics of our future work.
Remark 6 As stated earlier in this section, one should
partition the available off-line I/O data before applying
the above tuning procedure. The length of the data in the
segment that is used for solving the minimization problem
(50) or (55) must be at least greater than λ, where λ was
selected such that Aλ ≈ 0.
6 Simulation Results
In this section, we provide two numerical examples and
simulations to illustrate the merits and advantages of
our proposed schemes. In both cases, the healthy input
is generated by a Pseudo RandomBinary Signal (PRBS)
generator. The system healthy output is generated by
simulating it subject to healthy input in addition to state
and measurement noise (N (0, 0.1)) as governed by the
dynamics S. The Markov parameters are estimated by
using the MATLAB built-in function impulseest.
Fault Detection and Isolation Results: We consider
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)
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c
Fig. 1. A fault is injected in the actuator 1 of the system
(56) at k = 150. (a) The output of the residual generator
filter for achieving the fault detection task, (b) The output
of the residual generator filter insensitive to the fault in the
actuator 2, and (c) The output of the residual generator filter
that is insensitive to the fault in the actuator 1.
the following non-minimum phase systemwhich includes
the fault model for the actuator bias (fak ) and sensor
bias (f sk) as additive terms,
xk+1 =
»
—————–
0 0 0 −0.01
1 0 0 0.08
0 1 0 −0.27
0 0 1 −0.54
fi
ffiffiffiffiffifl xk +
»
—————–
1 −0.3
0 3.82
0 1.55
0 −0.61
fi
ffiffiffiffiffifl (uk + f
a
k )
yk =
«
1.58 0.725 −0.60 0.31
2.4 −0.08 0.42 −0.05
ff
xk + f
s
k (56)
The poles and zeros of the above system are located at
{−0.39±53j, 0.11±0.09j}and {0.17, 1.49}, respectively.
Figure 1a shows the output of the residual generator fil-
ter (equation (38)) for performing the fault detection
task by setting p = q = {∅} when a bias fault is injected
in the actuator 1 at the time instant k = 150. We set
i = 2. The identification data include 1000 samples. The
numerical values for the detection filter are provided in
the Appendix G. Figures 1b and 1c depict the outputs
of the fault isolation filters 1 and 2 having the setting
q = {1}, p = {∅} and q = {2}, p = {∅}, respectively,
and i = 2 for both. We have not yet applied the tuning
process that was discussed in Section 5 to the above re-
sults, nevertheless these results demonstrate that actu-
ator faults are successfully detected and isolated by ap-
plication of our proposed data-driven methodology. In
the next example, we will demonstrate the effects of the
filter tuning process on the performance of the fault es-
timation accuracy.
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FaultEstimationResults: Consider now the following
minimum phase system,
xk+1 =
»
—————–
−0.05 −0.40 0 −0.08
−0.29 −0.11 0.05 −0.03
−0.06 0.18 −0.43 0.36
0.28 0.18 −0.43 0.36
fi
ffiffiffiffiffiflxk
+
»
—————–
−0.15 −0.99
0 0
−0.68 0.07
−0.96 −0.20
fi
ffiffiffiffiffifl (uk + f
a
k )
yk =
«
−2.08 0 −0.69 0
0 −0.84 0.20 0.89
ff
xk + f
s
k (57)
The poles and zeros of the system are located at
{−0.37, 0.30,−0.51± 0.52j} and {0.08,−0.58}, respec-
tively. We next present a typical simulation result for
estimating a fault in the system (57), and then provide
comprehensive Monte Carlo simulations. Assume that
a fault having a severity of 2 is injected in the sensor
2 at the time step k = 150. We selected a relatively
large amplitude input signal given below to magnify the
presence of biases,
u(k) =
«
20 + 20 sin(5k)
30 + 30 cos(7k)
ff
(58)
We set i = 2, p = {2} and q = {∅}. We used 700
data samples for estimation of the Markov parameters
and Mˆ (equation (28)) and 300 samples for the filter
tuning process. First, we tested the performance of our
proposed sensor fault estimator (43) that is shown in
Figure 2(a). The results clearly indicate that the filter is
biased with an estimation error of 24%. The numerical
values of the filter matrices are given in the Appendix
H. We then tune the filter by solving the minimization
problem (50) and construct the estimation filter as de-
scribed by equation (52).
The numerical values for the matrices of the tuned filter
are given in the Appendix H. The resulting estimation
error for the tuned filter is now 1% as shown in Figure
2(b) which illustrates a significantly improved and en-
hanced performance as compared to those depicted in
Figure 2(a). A better illustration of the improved perfor-
mance is now provided through Monte Carlo simulation
runs as described below. Monte Carlo Simulation
Results: We have conducted Monte Carlo simulation
runs for estimation of the faults in the system (57). We
set i = 2, p = {1, 2} and q = {∅} and i = 2, p = {∅} and
q = {1, 2} for the sensor and the actuator fault estima-
0 50 100 150 200 250 300
-4
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2
fˆ
s
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)
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Sensor 2
0 50 100 150 200 250 300
Time Samples
-2
0
2
fˆ
s
(k
)
(b)
Fig. 2. A fault having a severity of 2 is injected in the sensor
2 of the system (57) at k = 150. (a) The output of the
original sensor fault estimation filter, and (b) The output of
the tuned sensor fault estimation filter.
Table 1
The Monte Carlo simulation results for estimation of the
faults in the system (57) using different filters and under
two different system inputs, where µ and σ denote the mean
and variance, respectively. The filters are specifically the
sensor fault estimator (43), the tuned sensor fault estimator
(52), the actuator fault estimator (53) and the tuned fault
estimator (54) denoted by F(43), F(52), F(53) and F(54),
respectively.
u1(k) u2(k)
µ(∆f) σ(∆f) µ(∆f) σ(∆f)
F(43) (-0.47, -
0.06)
(0.30,
1.13)
(-0.03,
0)
(0.0,
0.02)
F(52) (-0.02,
0)
(0.07,
0.18)
(-0.04,
0)
(0,
0.01)
F(53) (1.31, -
4.02)
(3.2,
11.3)
(0.14, -
0.4)
(0.02,
0.09)
F(54) (-0.01,
0.01)
(0.01,
0.02)
(0, 0) (0, 0)
tions, respectively. Sensors faults having severities of -1
and 1 are injected to the sensor 1 and the sensor 2 at the
time step k = 150, respectively. The same fault scenario
is considered for the actuator fault estimation problem.
We performed 400 Monte Carlo simulation runs for two
inputs that are selected as u1(k) = u(k) given by equa-
tion (58) and u2(k) = 0.1u(k). The results are shown in
Figure 3 and numerically presented in Table 1. It can be
concluded that the filters (43) and (53) have an accept-
able performance for relatively small inputs (in terms of
the norm of the signal). On the other hand, relatively
large inputs clearly magnify the biases although they are
well-managed by utilizing our proposed tuning process.
An approximation to the biases for the filters (43) and
(53) can be obtained by using equation (46). The L2 gain
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Fig. 3. Faults having severities of 1 and -1 are injected in
the actuators or sensors of the system (57). The red marks
represent results for the filters (43) or (53) and the blue
circles represent results for the tuned filters (52) or (54). (a)
Sensors fault estimation error when the system is stimulated
by u2(k), (b) Sensors fault estimation error when the system
is stimulated by u1(k), (c) Actuator fault estimation errors
when the system is stimulated by u2(k), and (d) Actuator
fault estimation errors when the system is stimulated by
u1(k).
of the error dynamics is then given by,
‖∆f s(k)‖2≤ ‖(zI − Aˆr)Bˆ + Gˆ‖∞‖Z(k)‖2
The matrices Bˆ and Gˆ1 are obtained by solving the mini-
mization problems (50) and (55). Therefore, one can ob-
tain a prediction of the error margin corresponding to a
certain input.
Comparative Study: Finally, in order to perform a
comparative study to demonstrate the capability and
advantage of our proposed methodology, we consider the
example that was provided in [16] and evaluate our cor-
responding results with those in [16]. The system in [16]
is a continuous-time system and represents a linearized
model of a vertical take-off and landing (VTOL) aircraft
that is given by,
9x(t) =
»
—————–
−0.036 0.027 0.018 −0.455
0.048 −1.01 0.002 −4.020
0.100 0.368 −0.707 1.42
0 0 1 0
fi
ffiffiffiffiffiflx(t)
+
»
—————–
0.44 0.17
3.54 −7.59
−5.52 4.49
0 0
fi
ffiffiffiffiffifl (u(t) + f
a(t))
y(t) =
»
—————–
1 0 0 0
0 1 0 0
0 0 1 0
0 1 1 1
fi
ffiffiffiffiffifl x(t) + fs(t) (59)
where f s(t) ∈ R4 and fa(t) ∈ R2 and fa(t) with f s(t)
representing the actuator and sensor bias faults, respec-
tively. The discrete-time model associated with the sys-
tem (59) is obtained by using a sampling rate of 0.5
seconds. Furthermore, it is assumed that the system is
stabilized by applying the following control law which is
experimentally obtained,
u(k) = −
«
0 0 −0.5 0
0 0 −0.1 −0.1
ff
y(k) + ξ(k)
where ξ(k) denotes the reference signal. The process
and measurement noise are white having zero mean
and covariances Q = 0.16I and R = 0.64I, respectively.
The reference signal is selected to be a PRBS signal for
identification of the Markov parameters.
The identification data set includes 1000 samples. Note
that the correlation analysis cannot be directly applied
to unstable systems. Therefore, response of the stable
closed-loop system is obtained by injecting the input
that is computed at each time step using the above
control law. Next, the input and closed-loop system re-
sponses are used as I/O data for identification of the
closed-loop system Markov parameters through the cor-
relation analysis . The injected fault signals to the actu-
ators and sensors are given by,
fa(k) =


”
0 0
ıT
0 ≤ k ≤ 50”
sin(0.1pik) 1
ıT
k > 50
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f s(k) =


”
0 0 0 0
ıT
0 ≤ k ≤ 50”
sin(0.1pik) 1 0 0
ıT
k > 50
We have set i = 2, p = {1, 2} and q = {∅} and i = 3,
p = {∅} and q = {1, 2} for the sensor and actuator fault
estimation filters, respectively. The reference signal is
set to ξ(k) = 15 in order to duplicate the Monte Carlo
simulation results that were reported in [16].
Figures 4a and 4b show 500 and 400 Monte Carlo sim-
ulation runs for estimation of the actuator and sen-
sor faults, respectively. The average estimation errors
are given by µ(fˆa1 − f
a
1 , fˆ
a
2 − f
a
2 ) = (0.018, 0.039) and
µ(fˆ s1 − f
s
1 , fˆ
s
2 − f
s
2 ) = (0.005, 0.139). The variances are
given by σ(fˆa1−f
a
1 , fˆ
a
2−f
a
2 ) = (0.008, 0.0097) and σ(fˆ
s
1−
f s1 , fˆ
s
2 − f
s
2 ) = (0.0398, 0.1074).
The above results clearly show that our proposed scheme
has significant advantages, benefits, and capabilities over
the receding horizon fault estimator that was proposed
in [16], although it uses the same set of assumptions. This
is substantiated by the following observations. First, our
proposed filter order is significantly lower than that in
[16] as we have theoretically shown in Theorems 1 and
2. For this particular example, we have used i = 2 for
the sensor and actuator fault estimation filters, respec-
tively, whereas i is set to i = 30 in [16]. Moreover, we
have achieved a better performance by invoking an of-
fline tuning procedure as compared to the Algorithm 3
utilized in [16] that performs an online optimization so-
lution. Consequently, the computational burden of [16]
to the user increases to the point where the average com-
putational time per sample takes 2.05 seconds on a 3.4
GHz computer having 8 GB of RAM.Whereas, the com-
putational time associated with our proposed method-
ology per sample using the same computer takes only
8.2× 10−7 seconds.
7 Conclusion
We have proposed fault detection, isolation and estima-
tion schemes that are all directly constructed and de-
signed in the state-space representation form by utilizing
only the system I/O data. We have shown that to design
and develop our schemes it is only sufficient to estimate
the system Markov parameters. Consequently, the re-
duction step that is commonly used in the literature, and
that also introduces nonlinear errors, and also requires
an a priori knowledge of the system order is completely
eliminated in our schemes. We have shown that the per-
formance of the estimation scheme is linearly dependent
on the Markov parameters estimation process errors.We
also proposed an offline tuning procedure that effectively
compensates for the estimation errors that are caused
by errors in the estimation of the Markov parameters.
Comparisons of our proposed schemes with those avail-
a
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Fig. 4. (a) The first actuator fault estimation error versus the
second actuator fault estimation error for the system (59)
using 500 Monte Carlo simulation runs, and (b) The first
sensor fault estimation error versus the second sensor fault
estimation error for the system (59) using 400 Monte Carlo
simulation runs.
able in the literature have revealed that our methodol-
ogy is mathematically simpler to develop and computa-
tionally more efficient, while it maintains the same level
of performance and requires a lower set of assumptions.
Further research is required to investigate the robust-
ness of our scheme to estimation errors and presence of
concurrent sensor and actuator faults.
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A Proof of Theorem 1
The dynamics of the residuals in presence of actuator
faults is given by,

η(k + 1) = Arη(k) +B
q−
r (U
q−(k − i) + Fa,q−(k − i)
Lp−r Y
p−(k − i)
rq(k) = η(k)−Yp−(k − i)
+Dp−(U(k − i) + Fa(k − i))
(A.1)
Since Ar, Br and Lr satisfy equations (14) and (15)
to (18) and the actuators ∼ q are healthy, therefore
E{η(k) − Cp−x(k − i)} → 0 as k → ∞. The con-
vergence is asymptotic since Ar is Hurwitz. Therefore,
E{rq(k)} → −Dp−Fa(k − i) as k → ∞. Therefore,
fˆa(k−i) = −Iml′ D
†
E{rq(k)}−Imm(I−D
†
p−Dp−)Θ, where
Θ is an arbitrary matrix. However, since i ≥ τp, the sub-
space spanned by rows of Imm are also spanned by the
rows of Dp−. Therefore, the projection of the row space
of Imm onto the null space ofDp− given by (I−D
†
p−Dp−)
is zero. In other words, Imm(I−D
†
p−Dp−) = 0. This com-
pletes the proof of the theorem.
B Proof of Theorem 2
The dynamics of the residuals in presence of sensor faults
is given by,

η(k + 1) = Arη(k) +BrU(k − i)
+Lp↓r (Y(k − i) + F
s(k − i)
rp(k) = η(k)−Y(k − i)− F
s(k − i) +Dp−U(k − i)
(B.1)
Since Ar, Br and L
p↓
r satisfy equations (14) and (15) to
(18) and the actuators and sensors p are healthy, there-
fore E{η(k) − Cp−x(k − i)} → 0 as k → ∞. The con-
vergence is asymptotic since Ar is Hurwitz. Therefore,
E{rp(k)} → F
s(k− i) as k →∞. Therefore, fˆ s(k− i) =
Iml E{rp(k)}. This completes the proof of the theorem.
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C Proof of Lemma 1
According to equation (26) and the measurement equa-
tion (4), we have
Γp−0 = Cp−X(k − i) +Ep−Wi,j(k − i) +V
p−
i,j (k − i)
where,
X(k − i) =
”
x(k − i) . . . x(k − i+ j − 1)
ı
Assume that two block rows γ and β of Γp−0 , where β > γ,
are linearly dependent which implies,
Yp−1,j (k − i+ γ)
− (Dp−((i + γ − 1)l
′ : (i+ γ)l′, :))Ui,j(k − i)
= c(Yp−1,j (k − i+ β)
− (Dp−((i + β − 1)l
′ : (i+ β)l′, :))Ui,j(k − i)) (C.1)
where c is a constant. Equivalently, we have,
CAγ−1X(k − i)
+ (Ep−((i + γ − 1)l
′ : (i+ γ)l′, :))Wi,j(k − i)
+Vp−1,j (k − i + γ) = c(CA
β−1X(k − i)
+(Ep−((i+β−1)l
′ : (i+β)l′, :))Wi,j(k−i)+V
p−
1,j (k−i+β))
(C.2)
If we multiply both sides of equation (C.2) by (Vp−1,j (k−
i+ β))T and take the limit as j →∞, all the terms will
be zero except for the last one since all the terms except
the last one are uncorrelated with (Vp−1,j (k − i + β)).
Therefore, we obtain 0 = c, which is a contradiction.
Therefore, Γˆp−0 is full row rank.
D Proof of Lemma 3
Let us define ψ(k − i) = Yp−i,j (k − i)− Dˆp−Ui,j(k − i).
Threfore, ψ(k − i+ 1) is governed by,
ψ(k − i+ 1)=Yp−i,j (k − i+ 1)− Dˆp−Ui,j(k − i+ 1)
=Yp−(i+1),j(k − i+ 1)− Dˆ+,p−U(i+1),j(k − i)
− Dˆ+,p−I
m
l′ Ui,j(k − i)
= Mˆp−ψ(k − i)− Dˆ+,p−I
m
l′ Ui,j(k − i) (D.1)
Due to the fact that ψ(k− i) is bounded, therefore Mˆp−
is a Hurwitz matrix. This completes the proof of the
lemma.
E Proof of Lemma 4
We show that the first (i − 1)l rows of the residuals
generated by the filter (38) approach to zero as k →∞
if q = {∅}. We begin by noting that,
rˆ(k+1) = η(k+1)−Yp−(k− i+1)+ Dˆp−U(k− i+1)
(E.1)
Substituting η(k+1) from the state equation of the filter
(38) yields,
rˆ(k + 1) = Aˆrη(k) + BˆrU(k − i) + LˆrY(k − i)
−Yp−(k − i+ 1) + Dˆp−U(k − i+ 1) (E.2)
Next, we substitute Bˆr and Lˆr from equations (35), (36)
and (37) and rearrange it to obtain,
rˆ(k+1) = Aˆrr(k)−Mˆp−
´
Yp−(k − i)− Dˆp−U(k − i)
¯
−Yp−(k − i+ 1) + Dˆp−U(k − i+ 1)
+ Dˆ+,p−I
m
l′ U(k − i) (E.3)
Note that,
Dˆp−U(k− i+1)+ Dˆ+,p−I
m
l′ U(k− i) = Dˆ+,p−U+(k− i)
Therefore, by considering the structure of Mˆp− in
Lemma 2, one can verify that (E.3) becomes,
rˆ(k + 1) = Aˆr rˆ(k) +
«
0(i−1)l×1
yp−(k + 1)− D¯+,p−U+(k − i)
ff
(E.4)
which shows that if Aˆr is a diagonal Hurwitz matrix,
then the first (i − 1)l rows of rˆ(k) approach to zero as
k → ∞. Note that we did not use the relation MˆΓˆ0(:
, 1) = Γˆ1(:, 1) that only holds for the healthy system. In
that case, we would clearly obtain rˆ(k+1) = Aˆr rˆ(k)+0,
which is a valid model. This completes the proof of the
lemma.
F AMethodology for Solving the Minimization
Problems (50) and (55)
The constraint in the optimization problem enforces that
columns that the multiplied by the rows p, . . . , ip ofY(k)
should be zero. Therefore, they can be simply removed
by usingZ{∅},p−(k) instead ofZ(k) and by invoking now
the following optimization problem,
minimize
Bφ,G1
‖E1,j(k)− T
φ
1,λZ
{∅},p−
(λ−1),j(k − λ)‖2 (F.1)
where
T φ1,λ = ´
CAλ−1Bφ CAλ−2Bφ . . . CBφ G
¯
(F.2)
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Once Bˆφ is computed, Bˆ is easily constructed by in-
serting back zero columns at the columns im+ p, im+
2p, . . . , im+ ip of the matrix Bˆφ. An estimate of Tˆ φ1,λ is
now given by,
Tˆ φ1,λ = E1,j(k)
´
Z
{∅},p−
(λ−1),j(k − s)
¯†
=
”
Tˆ1 . . . Tˆλ
ı
(F.3)
where Tˆα ∈ Rl×(im+il−inp). We reformulate the defini-
tion (F.2) in the matrix form as follows,»
———–
Tˆ1
...
Tˆλ
fi
ffiffiffifl =
«
C 0
0 I
ff«
Bˆφ
Gˆ1
ff
(F.4)
where,
C =
»
—————–
C
CA
...
CAλ−1
fi
ffiffiffiffiffifl (F.5)
Note that we have enforced G =
”
G1 0
ı
in the right
hand side of (F.4). The solution to (F.4) is now given by,
«
Bˆφ
Gˆ1
ff
=
«
C 0
0 I
ff†»———–
Tˆ1
...
Tˆλ
fi
ffiffiffifl (F.6)
Note that the matrix
«
C 0
0 I
ff
is full column rank. The
above solution provides the least square solution to the
minimization problem (F.1). However, if Z
{∅},p−
(s−1),j(k− s)
is full row rank, then the minimum value of zero will be
achieved. For the problem (55), it is only sufficient to
replace Z
{∅},p−
(λ−1),j(k − λ), T
φ
1,λ and Bˆ
φ in equations (F.3)
and (F.1) by Zq−,p−(λ−1),j(k), T1,λ, and Bˆ, respectively. This
provides the details on the methodology for solving the
minimization problems (50) and (55).
G Numerical Values of theMatrices in Example
1
Mˆ =
»
—————–
0.00 0.00 1.00 0.00
0.00 0.00 0.00 1.00
−0.30 0.12 −0.51 0.51
0.28 −0.11 0.31 −0.16
fi
ffiffiffiffiffifl
ˆ¯Ar =
«
0.26 0
0 0.44
ff
; ˆ¯Br =
«
0.70 −0.99 0 0
0.88 1.01 0 0
ff
ˆ¯Lr =
«
−0.30 0.12 −0.78 0.5159
0.28 −0.11 0.31 −0.61
ff
H Numerical Values of theMatrices in Example
2
Mˆ =
»
—————–
0 0 1 0
0 0 0 1
0.06 −0.18 −0.19 −0.17
−0.17 −0.43 −0.48 −0.81
fi
ffiffiffiffiffifl
Bˆr =
»
—————–
0.61 1.61 0 0
−1.06 −0.34 0 0
−0.28 −0.51 0 0
−0.15 −1.71 0 0
fi
ffiffiffiffiffifl ; Lˆ
p↓
r =
»
—————–
0.12 0 0.20 0
0.59 0 0.08 0
0.24 0 0.19 0
0.28 0 0.59 0
fi
ffiffiffiffiffifl
Aˆr = Mˆ − Lˆ
p↓
r ; Dˆ =
»
—————–
0 0 0 0
0 0 0 0
0.76 2.03 0 0
−0.99 −0.16 0 0
fi
ffiffiffiffiffifl
Bˆ(:, 1 : 4) =
»
—————–
−0.07 −0.03 0.07 0.14
0.01 −0.16 0.03 0.09
0− 0.09 0.03 0.06 0
−0.04 −0.16 0 0
fi
ffiffiffiffiffifl
Bˆ(:, 5 : 8) =
»
—————–
0.02 0 0 0
−0.01 0 0.02 0
−0.01 0 0.08 0
−0.02 0 0.17 0
fi
ffiffiffiffiffifl ; Gˆ =
»
—————–
0 0 0 0
0 0 0 0
−0.05 −0.07 0 0
0 0 0 0
fi
ffiffiffiffiffifl
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