Objectives: Many studies of air pollution and health are carried out over several geographical areas, and sometimes over several countries. This paper explores three approaches to analysis in such studies: a non hierarchical model, a two -stage analysis, and multilevel modelling. Illustrations are given using a preliminary subset of data from the CESAR study. Design: The Central European Study on Air pollution and Respiratory Health ( CESAR ) was conducted in 25 areas within six Central European countries, enrolling 20,271 schoolchildren. Pollution averages were calculated for each area. Associations between pollution and health outcomes were estimated under different models. Main results: A regression analysis of log FVC ( forced vital capacity ) on PM10, ignoring the geographical hierarchy, estimated a significant mean drop in FVC ( adjusted for confounders ) of 2.2% ( 95% CI 0.5% to 1.3% ) , p = 0.007, from the area with the lowest PM10 to that with the highest. A multilevel model ( mlm ) , using data for all children, but with random effects at area and country level, estimated a drop of 2.8% ( À 0.6% to 6.1% ) , p = 0.110. A two -stage analysis ( mean log FVC, adjusted for confounders, was estimated for each area using regression, and these means then regressed on PM10 ) estimated a drop of 2.6% ( À 0.5% to 5.5% ) , p = 0.101. Simulation exercises showed the non hierarchical method to be very inadequate in the context of the CESAR study, with only half of all 95% confidence intervals for the estimated PM10 slope containing the true value ( i.e., that used to create the simulated data ) . The two -stage and multilevel modelling methods gave results which were substantially better, though both underperformed slightly. All three methods appeared to give unbiased slope estimates. Conclusions: Acknowledgement of hierarchical structures is essential in statistical inference Ð standard errors can be substantially incorrect when they are ignored. Multilevel, random -effects models correctly address hierarchical structures, though having few units at higher levels can cause problems in convergence, especially where complex modelling is required. Two -stage analyses, acknowledging hierarchy, provide simple alternatives to random -effects models. Journal of Exposure Analysis and Environmental Epidemiology ( 2000 ) 10, 420 ± 426.
Introduction
In studies of the effect of air and other pollutants, many methods are used to assess the exposure experienced by an individual. Individual estimates of exposure may be obtained by using personal measuring devices ( dosimeters, etc. ) for each individual in the study, or by measuring biomarkers of exposure (e.g., Chung et al., 1994; Bakoula et al., 1995; Pacifici et al., 1995; Bernard et al., 1998 ) . Another method uses distance from a point source as the``dose'' (e.g., Bhopal et al., 1998; Dolk et al., 2000 ) . A third uses the ambient air pollution within an area of residence as the estimate of exposure (e.g., Dockery et al., 1989; Zemp et al., 1999) . This third method requires a number of areas with differing levels of pollution, in order to have individuals at different exposures, and is increasingly used in the context of large collaborative projects.
Studies using this third method have a hierarchical structure, e.g., of individuals within areas, areas within countries. This underlying geographical hierarchy is important because disease rates tend to vary between areas due to unmeasured risk factors, so that correlations of health outcomes exist between individuals in an area, or between areas within a country. The data structure is also hierarchical, with individual level data on health outcomes and individual risk factors, and with area level pollution data.
The Central European Study on Air pollution and Respiratory Health ( CESAR ) was one such multicentred study, conducted across six Central European countries Ð Bulgaria, Czech Republic, Hungary, Poland, Romania and Slovakia. Four study areas were identified in each country (five in Hungary, making 25 in total ) , and annual means of a number of air-pollution measures were calculated for each area. Children from schools in the 25 areas were invited to join the study, and individual data were collected. Using questionnaires, data on the children's respiratory symptoms and on individual risk factors such as household overcrowding were collected for 20,271 children aged 7± 11 who had not moved in the last 12 months, and the older children were invited for lung function testing.
In this paper we compare three statistical approaches to the analysis of hierarchical data, illustrating them with examples from the CESAR study. We concentrate on log forced vital capacity ( FVC ) as the outcome measure and on PM10 as the pollution measure. Similar methods can be used with dichotomous outcomes (such as symptom prevalence ) Ð we indicate differences in methods required for this.
Methods

Three Approaches to Analysis in Hierarchical Studies
Three methods are compared in their suitability for analysing the data. One is a non hierarchical method, which ignores the geographical hierarchy (as well as any which exists in the data ) . The second is a two -stage method, where the effect of pollution is estimated at area level on aggregated health data. The third uses multilevel modelling ( mlm ) , where random effects at different levels Ð e.g., individual, area, country Ð take account of the correlations that exist due to the underlying geographical hierarchy.
The Non Hierarchical Method The non hierarchical method ignores the hierarchy in the study design, taking no account of the similarities that may exist between individuals in an area, or areas within a country.
For example, for the forced vital capacity measure ( FVC ) , a simple model containing just age, sex and pollution as explanatory variables would be of the following form:
where i represents the individual child. ( Logarithms of FVC are taken, due both to its skewed distribution, and since this transformation of FVC is recommended for children Ð as its variance usually varies proportionately with the measured level.) ( Quanjer et al., 1989) .
The model is attractive in its simplicity, and all variables Ð individual and area level Ð are simultaneously present. However, the model is flawed. The assumption within such a model is that the residuals " i follow a normal distribution and are independent of each other. In reality, however, there may be correlations within areas. A child is likely to be more similar in terms of health ( even after adjusting for measured risk factors ) to other children in the same area than it will be to children in different areas.
Though we are treating all observations as giving independent information about the effect of pollution, in fact the total information may be much less than this implies. The consequence of this is generally to obtain an estimate with a smaller standard error, and a narrower confidence interval, than it should really have. Since variation between areas has not been explicitly included in the model the estimate itself may also be incorrect, particularly if sample sizes vary substantially between areas. However, the error in the estimate is usually less marked than the error in its precision.
The Two -Stage Method To avoid the problems in the non hierarchical method, we can aggregate individual health data to the same level as the pollution measures (Dockery et al., 1989 ) . The first stage is therefore to calculate this aggregated measure. Area level means of log FVC are estimated, adjusted for confounders. This can be done by performing a regression of log FVC on individual level potential confounders, and with indicator variables for`a rea.'' Fitted values for each area are then calculated after setting the confounding variables to their means. The means of these fitted values within each area are the area -level adjusted means. (In the case of binary variables such as cough, adjusted logits would be estimated, or, for survival analysis studies, adjusted hazards, etcetera ). These adjusted means can then be regressed on the area level pollution measure, in the second stage. Now we have the model:
This has the advantage of estimating the pollution coefficient in a model where all variables are at the same level ( area ) , and variation between areas is allowed for. The disadvantages include a slightly raised degree of complexity, and a loss of immediate``transparency'' in that not all variables are present simultaneously.
Since the categorical variable``area'' is present in the model in the first stage, pollution (along with other arealevel factors ) is controlled for when estimating the coefficients for the individual risk factors. Pollution is not present as a continuous variable, as it will be in the second stage.
Weights may be used in the second stage, if there are varying precisions of the area -level adjusted means. Ideally these are the inverses of the sum of underlying betweenarea variance and squared standard errors of the adjusted means, so that the weight for each area a is given by:
where a is the standard error of the adjusted mean for area a, and 2 is the underlying between -area variance.
This method is commonly applied in meta-analyses, where the standard errors associated with the results from different studies can vary greatly. The estimation of the between -area variation can be achieved by various methods. Maximum likelihood estimation requires multilevel modelling (see below ). A simpler and usually adequate method, suggested by Der Simonian and Laird is widely used, and is implemented in the STATA command`m etareg'' (Der Simonian and Laird, 1986 ) . Our twostage analyses were performed using``metareg'' in STATA.
Multilevel Modelling The third method we consider uses multilevel modelling ( mlm ) . As the name suggests, random variation and explanatory variables can be accommodated at different levels simultaneously within a model. So in comparison with the model we saw for the non hierarchical method, we now have:
for child i within area a. This is a two -level random effects model, and country could be added as a third level. The hierarchy is correctly modelled. The correlations of residuals within areas, caused by similarities in health outcomes above that explained by the measured risk factors, are accounted for by including random variation both at area and individual levels. Unlike the two -stage method, however, all variables are present in the one model, and the effect of adding or removing a variable is readily seen. Also, the slope coefficients for pollution and the other variables are estimated simultaneously, with pollution present as a continuous variable in the model and not represented by the presence of``area,'' as it is in the twostage method.
Applying the Three Methods Regression coefficients were estimated, using all three methods, for the association between log FVC and PM10. Potentially confounding variables included in the model were: age, sex, education of mother, occupation of father, overcrowding, number of smokers, use of gas cooker for winter heat, occasional use of oil /kerosene heater, log height, log weight, and the interaction of sex and log height. STATA v5 was used for the non hierarchical and the two -stage analyses, and MLwin v1.02 was used for the mlm analyses.
N.B. The data used in these methodological exercises were a subset of preliminary CESAR data: a total of 4043 children, ranging from 84 to 301 per area. Results presented here are not to be considered as CESAR study results. These will be published elsewhere in full.
Simulations
When differences are seen between the results obtained from different methods, there is nothing to indicate how much confidence we should place in each one. We therefore conducted a number of simulation exercises, in which outcome data were simulated with known parameters. By this means the performance of the three methods could be objectively compared. (By which we mean, performance according to such questions as: How close are the parameter estimates, on average, to the actual value used in simulation? How do the estimated standard errors of these compare, on average, to the standard deviation of the distribution of parameter estimates? How often do the confidence intervals include the actual value used? ) For simplicity a small model was used for these exercises, containing only PM10, age, sex, log height and log weight as explanatory variables. For each exercise, 1000 sets of simulated response data (log FVC ) were created in STATA, using parameters as estimated from preliminary CESAR data.
(i) Comparing the Three Methods: Data with an Association between Log FVC and PM10 The first exercise involved outcome data simulated with random effects at individual, area and country level, and analysed using each of the three methods. Eight parameters were thus used to simulate the response variable: slopes for the five explanatory variables, including a slope of À 0.44Â10
for PM10, and variances for the three levels of random effect ( individual, 0.01010; area, 0.00014; country, 0.00004 ). Comparisons were made of the biases of the slope estimates for PM10 themselves, and of bias in estimation of their standard errors, including the proportion of confidence intervals that included the given PM10 parameter.
(ii ) Estimation Methods in mlm: IGLS vs. RIGLS A common method of estimating parameters in mlms with normally distributed data is iterative generalised least squares (IGLS ). Within MLwin, this is the default. An option exists to use restricted iterative generalised least squares ( RIGLS ) ( Goldstein, 1995 ) . The IGLS method makes no allowance when estimating the random effects for the fact that the fixed effects have been estimated. The RIGLS correction is analogous to the correction of a residual variance estimate in a linear model, or in a single sample variance estimation procedure, which occurs when the residual sum of squares is divided by degrees of freedom rather than number of observations. We used both IGLS and RIGLS in simulation (i ), to compare their performance. Subsequent analyses were restricted to RIGLS.
(iii ) Comparing the Three Methods: Data with a Zero Effect of PM10 on log FVC A second 1000 sets of simulated data were created, in which the given parameter for PM10 was zero. The numbers of confidence intervals for the PM10 slope which contained zero were compared across the three methods.
(iv ) Weighted vs. Unweighted analyses The data simulated in exercise (i) was used to examine the effect of ignoring the weighting in the two -stage method.
Results
Analysis of the Real Data (A Subset of Preliminary CESAR Data )
The mlm and the two -stage methods gave very similar results, when analysing the data without country in the model. The estimated slopes (multiplied by 1000 for ease of presentation ) were À 0.52 and À 0.53 respectively, for the change in log FVC per microgram per cubic meter rise in PM10. Both were of borderline statistical significance ( p= 0.107 and 0.101, respectively ). See Table 1 .
By contrast, the non hierarchical method estimated a strongly significant, though smaller in magnitude, slope of À 0.38 (p =0.007) .
When country was included as a random effect in the model fitted by mlm, there were slight increases both in the slope estimate and its standard error. Examining the random effects as estimated in mlm, by far the greatest proportion of the total variance of log FVC was at individual level. The estimated variances were: individual level 0.00915, area level 0.00016, country level 0.00009. These translate to geometric standard deviations of 1.100, 1.013 and 1.010, respectively.
Ignoring Differences in Standard Errors of the Adjusted Means, in the Two -Stage Method
The sampling variances of the adjusted mean log FVC measures ranged from 0.000038 to 0.00013. These were much smaller than the estimate of between -area variation, which was 0.0003.
In terms of standard errors rather than variances of the adjusted mean FVC values, there was an almost twofold increase from the smallest, 0.006, to the largest, 0.011. We cannot easily dismiss the standard errors as being approximately equal. This is probably largely due to the varying sample sizes in each area, the largest being almost four times the smallest.
In spite of this range in the standard errors a , the weights W a vary little between areas because the variances a 2 are so small relative to the between -area component 2 . Similar results were therefore obtained in the ordinary regression to those from the weighted regression. See Table  2 .
Simulations
We have seen above that the result from the non hierarchical method differs from that of the other methods. Simulations help us to assess the relative value of each result.
(i) Comparing the Three Methods Ð Simulations Using a Three-Level Random -Effects Model In the first set of 1000 simulations, a PM10 parameter of À 0.44 was used in simulating the response data. The mean and spread of the 1000 slope estimates were very similar for each of the three methods. All produced a mean estimate of À 0.434, slightly, but not significantly underestimating the original parameter Ð and all showed similar, symmetrical distributions of estimates with standard deviations of around 0.275. See Table 3 .
The mean of the estimated standard errors should be approximately equal to the standard deviation of the For the non hierarchical method the mean of the standard errors ( 0.113 ) was less than half of the standard deviation of the estimated slopes (0.276 ), and only 55.8% of the confidence intervals contained the true parameter.
Two factors may contribute to the inadequate coverage by confidence intervals. One is the underestimation of standard errors. The other is the method of calculating the confidence interval.
To assess the contribution of underestimation of standard errors, we can multiply those from our simulations by a factor taken from the distribution of the slope estimates Ð e.g., 0.276 /0.113 for the non hierarchical method (see Table 3 ) Ð and recalculate the confidence intervals. With this correction the coverage improves to 95.4% (non hierarchical method) , 93.6% ( two-stage ) , 93.8% ( MLM ) Ð a considerable improvement. In analyses of real data, of course, these factors would not be known.
Confidence intervals in MLwin are calculated assuming a normal distribution, i.e., the estimate 1.96 standard errors. This assumes a large number of degrees of freedom and may not be optimal, given so few points at higher levels. The opposite extreme would be to use a t -distribution on A À 1 degrees of freedom, where A is the number of areas. Other methods (Satterthwaite, 1946 ) lie between these extremes.
(ii ) Estimation Methods in mlm: IGLS vs. RIGLS In the mlm simulations, a slightly poorer confidence intervals coverage was obtained using IGLS than with RIGLS. The PM10 slope estimated by IGLS was still À 0.434, but only 88.7% of the IGLS confidence intervals contained the original parameter.
(iii ) Data with Zero Effect of Pollution on Outcome In the second set of simulated data, the parameter used for the effect of pollution was zero (i.e., no pollution term was in the model ) . Again, the non hierarchical model performed very poorly, with standard errors much too small (average 0.11, compared with 0.31 for the standard deviation of the estimates) . Over half of the confidence intervals using this method implied a statistically significant (positive or negative) effect of PM10, a highly misleading result. See Table 4 .
The mlm and two -stage methods had a much better, though not perfect, coverage. Of the mlm 95% confidence intervals 10.7% incorrectly suggested a statistically significant (p < 0.05) effect of PM10, and 15.6% of those from the two -stage analyses. These results are similar in overall nature to those found in simulation (i ).
(iv ) Weighted vs. Unweighted Analyses Using the first set of simulated data, an unweighted regression in the twostage method, ignoring differences in the standard errors of area -level means, produced the same mean and standard deviation of the slope estimate ( À 0.434, S.D. 0.273 ) as the weighted method. A slight difference in coverage of the confidence intervals was not of statistical significance.
To summarise these results: (a ) The non hierarchical method substantially underestimates the standard error of the slope coefficient. Standard error estimation in the two -stage and mlm (RIGLS ) methods is far superior, though not perfect.
(b ) The performance of the 95% confidence intervals mirrors that of the standard error estimate. Those from twostage and mlm (RIGLS ) were slightly too narrow, while for the non hierarchical method they were substantially narrower than they should be. Only about 50% of these covered the true parameter, rather than 95%.
(c ) All three methods produced approximately unbiased estimates of the PM10 slope coefficient.
(d ) The RIGLS method of estimation, within mlm, appears to perform slightly better than IGLS.
Discussion
A non hierarchical approach often appears to be used in the analysis of data from multi -area studies ( Schenker et al., 1986; Jaakkola et al., 1991; Dockery et al., 1993; Brabin et al., 1994; Abbey et al., 1999; Pattenden et al., 1999 ) . In a few cases, there may be no reason to suspect correlations of outcomes within areas. However, in the CESAR study Ð a large multi -area air-pollution study Ð ignoring the geographical hierarchy would have caused serious underestimation of the standard errors of pollution effects. A simulation exercise showed the non hierarchical method, where random variation between areas was ignored, to be extremely unreliable, with nearly half of all confidence intervals not including the true parameter, and standard errors being on average about half the size they should be. The two -stage method and mlm, which both acknowledge the geographical hierarchy, were found to give similar results to each other. Simulation finds them, in this particular case, to be far superior to the non hierarchical method, but both showed some underperformance, with significantly fewer than 95% of confidence intervals containing the true parameter. Results using either method should therefore be treated with some caution. In one simulation exercise, although multilevel modelling in MLwin using RIGLS performed slightly better than the two -stage method, the default method of using IGLS performed slightly worse than either.
The two -stage method has some drawbacks in terms of practical complexity. Sensitivity of results to possible confounding between individual and area -level variables cannot be so immediately assessed as in a one -stage model, since the slope estimates for air pollution and those for the individual risk factors are not calculated simultaneously. This does not prevent us from assessing the effects of one on the other, but it does make the process more cumbersome. A change in the slope estimate for the pollution exposure will only be observed during the second stage, when adjusted means are regressed against the exposure. However, the method is generally straightforward and gives area -level aggregate measures that are readily understandable. If the standard errors of area -level adjusted means differ between areas, this should be taken into account at the second stage, using regression weights. This is likely to occur when sample sizes are very different between areas. In our example, there was little difference between the results from a weighted and an unweighted analysis.
What we have referred to as multilevel models go by several other names. Mixed, random effects, and hierarchical models are essentially different words for the same thing. Multilevel modelling, although not new, is a field still under development and so, accordingly, is much of the software that performs it. In these methodological explorations we experienced a number of problems with the software, which made the MLwin simulations laborious compared to the two-stage simulations done in STATA. For analyses of single data sets the problems are likely to be fewer. Multilevel modelling is attractive in that its model is transparent, both for the way in which it accounts for clustering, and in providing the simultaneous estimates of coefficients of individual and area -level variables.
We have used MLwin for the multilevel modelling in these analyses, but it can be done using other software, although not all mlm software uses the same fitting methods or offers the same range of models. Some of the best known alternatives are BUGS ( which uses a Bayesian approach ), Splus, Genstat and SAS PROC MIXED. Software to fit two-level models to normally distributed data is available on most large packages. Some specialised mlm software has been developed for specific applications, such as analysis of longitudinal or repeated measures data, and may not be suitable or have to be adapted for other contexts.
Somewhat different and newer theory applies to mlms for outcomes that are not normally distributed (for example prevalence, cumulative incidence, person -time, or time -tofailure ).``Marginal'' models, which do not explicitly include random effects, are an alternative to random effects models proper, and the two usually give similar results. Software for fitting mlm models for nonnormal outcomes is less widely available. Mlwin and BUGS, however, allow fitting mlms for all the types of data mentioned above. BUGS uses Monte Carlo Markov chain methods (with Gibbs and related sampling ) under a Bayesian paradigm for all models. These are available to a more limited extent in MLwin, which uses penalised quasi likelihood to fit random effects to nonnormal data by default, but also fits marginal models. Some software, such as STATA's``xtgee'' command, and some SAS commands, use generalised estimation equations (GEE ) , which fit marginal models.
The problem that the methods discussed are designed to address Ð the clustering of disease in space Ð can be termed spatial autocorrelation. There are methods of analysis that allow explicitly for spatial autocorrelation, for example by expecting neighbouring areas to have similar rates (Biggeri et al., 1999 ) . These may sometimes perform better than mlms, which depend on boundaries which can be artificial. They are less developed than mlms, and software for them is less widely available ( fitting these models is sometimes possible in BUGS ).
Not all multi -area studies have a data structure like that in the CESAR study. Some have individual pollution estimates as well as individual health data. The effect of ignoring the geographical hierarchy in these studies is less predictable. If pollution varies little between areas but considerably within areas, then any area -level clustering of health outcomes may in some cases cause standard errors to be overestimated. The between -individual variation in outcomes is inflated by the ignored between -areas component. This problem can be addressed simply and efficiently, however, by including area as a fixed effect categorical variable Ð impossible in studies where pollution only varies between areas. Where, as in CESAR, exposure estimates vary between but not within areas, the betweenarea variation in outcomes (few observations ) is diluted by between -individual variation ( many observations) Ð and standard errors may be severely underestimated, as we have seen. Where pollution varies both within and between areas, the effects of ignoring the hierarchy are less predictable. When there is reason to suspect, in a study with a geographical hierarchy, that health outcomes (due to unmeasured risk factors ) may not be independent within areas, ignoring the hierarchy may lead to serious errors in the estimation process and invalid results. Reanalysis of studies that have already been published in this area may be considered a useful exercise in establishing the extent of this problem, and in confirming ( or otherwise ) their original conclusions.
We have used log FVC as our example of outcome, but are aware that although FVC and some other lung function measures are often logged, other choices could be made Ð a choice often informed in part by the normality of residuals before and after taking logs. In our data, we found little difference in the distributions of residuals, and chose to take logs as this is the method most commonly applied. We believe, however, that the methodological conclusions presented here apply generally, regardless of such a choice ( although the same may not be true of substantive results themselves ).
The explorations described in this paper have been conducted largely under the assumption that random effects are operating at three levels Ð individual, area and country. Other levels ( such as school within area ) could be added to the model if there is found to be variation at these levels. There are complexities about the role of country itself within the model which have not been discussed here. Issues such as language, diagnostic practices, genetic differences, may cause country to play a confounding role in the associations between health and pollution. The treatment of country Ð the effect of including it as a fixed or random effect, and other implications for analysis Ð will be addressed in a separate paper.
