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Introduction and Main Results
In this paper we primarily focus on the space-time distribution of Brownian hitting of a bounded Borel set A of R d expressed as
(1.1)
Here P x denotes the law of a Brownian motion B t started at x, σ A (or σ(A)) the first hitting time of A by B t and ∂A the Euclidian boundary of A. When A is a disc (d = 2) or a ball (d ≥ 3), the distribution P x [σ A < t] or its density P x [σ A ∈ dt]/dt are investigated by several recent works [8] , [8] , [5] , [24] , [26] seeking for the asymptotic behavior of them for x / ∈ A as t → ∞. For general A the asymptotic form of the distribution P x [σ A < t] is given by Hunt [10] for d = 2 and by Joffe [13] and Spitzer [19] for d ≥ 3. Their classical results may read as follows: if R d \Ā is connected, then for each x ∈ R d \Ā, as t → ∞
(See (i) and (ii) below for the definitions of Cap(A) and e A (x), respectively.) The latter result is uniform for x in each compact set of R d \Ā, whereas for the former one, resting on a Tauberian theorem, uniformity is not assured. In [10] , [13] and [19] A is assumed compact but the extension to bounded Borel sets is immediate with a knowledge about measurability question of the hitting time [11] , [4] , [1] . M. van den Berg [2] recently improves the result in the case d ≥ 3 by obtaining sharp remainder estimates. In this paper we derive explicit asymptotic forms of the time derivative Q A (x, dtdξ)/dt as t → ∞ valid uniformly for |x| = o(t) or for t = o(|x|). By easy integration the asymptotic forms of P x [t < σ A < ∞] and P x [σ A < t|σ A < ∞] can be computed from our results given below (see Subsection 6.5).
The measure kernel Q A (x, dtdξ) plays a significant role in the theory of heat operator. If A is closed and Ω A denotes the unbounded component of R d \ A, then Q A (x, dtdξ) is identified with the lateral part of the caloric measure for the heat operator ∆ − ∂ t in the space-time domain D = {(x, t) ∈ R d × (0, ∞) : x ∈ Ω A }, the exterior of a cylinder (see Subsection 6.1). (The other part of it is nothing but the measure whose density is given by the heat kernel on D with Dirichlet zero boundary condition.)
The present work is partly motivated and steered by a study of Wiener sausage swept by the set A attached to a d-dimensional Brownian motion started at the origin. Our interest is in finding a correct asymptotic form of the expected volume of the sausage of length t as t → ∞ under the conditional law given that the Brownian motion at time t is at a given site x which is outside a parabolic region so that x 2 > εt for some/any positive ε. To this end it is needed in our approach to estimate the density Q A (x, dtdξ)/dt; we shall derive asymptotic forms of the expected volume by applying the results on Q A . Fine estimates are obtained in the case when the process is pinned at the origin by McGllivray [15] (d ≥ 3) and [16] (d = 2) (cf. also [3] ) and in the case when pinned within a parabolic region and when d = 2 and A is a disc by [25] . There are many works for the sausage in the unconditional case (see, e.g., the reference of [3] ).
Let U(a) ⊂ R
d denote the open ball of radius a > 0 and centered at the origin. Let A be a bounded Borel set as above and denote by A r the set of all regular points of A, i.e., those of y ∈Ā such that P y [σ A = 0] = 1, and by Ω A the unbounded component of R d \ A r in the fine topology, or what amounts to the same, we put
for some (hence any) R such thatĀ ⊂ U(R). (The over bar designates the Euclidean closure: A = A ∪ ∂A, where ∂A denotes the Euclidean boundary of A.) The set A r is Borel, finely closed and A \ A r is polar, so that P x [B σ(A) ∈ A r |σ A < ∞] = 1 for all x (see e.g. [17] , [1] ). Define for x ∈ Ω A ,
and H A (x, t; dξ) = Q A (x, dtdξ) dt = P x [B(σ A ) ∈ dξ, σ A ∈ dt] dt (dξ ⊂ ∂A, t > 0).
(1.2) (Although both q A and H A depend on d, we do not designate this dependence in the notation.) Our purpose of this paper is to find the asymptotic form of H A (x, t; ·) as t → ∞. To this end it is often convenient to factor it by conditioning on σ A into a product as follows:
H A (x, t; dξ) = P x [B σ(A) ∈ dξ|σ A = t]q A (x, t). We usually write x for |x|, x ∈ R d (as above) and sometimes p
t (x) (and similarly for G (d) ) and σ(A) for σ A unless doing these causes any confusion. Denote by nbd ε (A) the open ε-neighborhood of A in R d . We write f (t) ∼ g(t) if f (t)/g(t) → 1 in any process of taking limit like 't → ∞'.
The results of this paper are summarized in the following propositions (i) through (viii), where A is bounded Borel and non-polar, i.e., P x [σ A < ∞] > 0 for x / ∈Ā. We indicate in the square brackets at the head of each statement the theorem which the result presented below is taken from.
Summary of Main Results. where e A (x) denotes the Green function for Ω A with a pole at infinity [14] , p.369 (see also Subsection 6.2) . 
(1.8)
II. Case x/t → v. In the case when x/t is bounded away from zero and infinity the results are not explicit as above. We can assert only the following one.
(vi) Let d ≥ 2 and v > 0. There exists a measure kernel
−R|v| is positive, continuous and bounded for each R > R A and such that as x/t → v and t → ∞,
Here, in the first formula, |·| var designates the total variation and the convergences are locally uniform in v in both formulae. (See Subsection 4.2; λ A is given in (4.14)).
III. Case x/t → ∞.
Let e a unit vector of R d . Denote by ∆ e the hyper-plane perpendicular to e passing through the origin and pr e A the (orthogonal) projection of a set A on ∆ e . Let K be a compact set. Define a function h = h e,K on ∆ e by h(z) = sup{s ∈ R : z + se ∈ K}, z ∈ ∆ e with sup ∅ = −∞ and let dis-ct e (K) be the set of discontinuity points of h (see (3.26) ). Suppose that vol d−1 (dis-ct e (K)) = 0, where vol d−1 (·) in the left-hand side denotes the (d − 1)-dimensional volume of sets of ∆ e . Then: 
For convenience of later citation here we record the following scaling properties: In §2 we summarize the results of [26] and [28] that are particularly relevant to the present subject. The results of both §3 and §4 heavily depend on those from §2.
The subjects of §3 and §4 are inter-related. Because of this the item (vi) is proved in Subsection 4.2. The asymptotic behavior of H A (x, t; dξ) is closely related to that of the expected volume of Wiener sausage swept by A attached to Brownian bridge joining 0 and x. If x/t → 0, the results on H A entails those of the sausage. In the case x/t → ∞, the situation is not so simple; our proof of (vii) relies on a result on the upper estimate of the expected volume of the sausage, and the lower estimate of it is obtained by using (vii).
Most of the statements advanced above may translate into the corresponding ones to Brownian motion with constant drift and some of them will be presented in §5. In §6 miscellaneous things are presented: a brief exposition of the well-known relation of the hitting distribution to caloric measure; some asymptotic evaluation of P x [σ ∂U (r) < σ A ] as r → ∞ in terms of e A (x); some upper bounds of q A ; asymptotic forms of P x [σ ≤ t].
2
Hitting Distribution for A Disc/Ball
Here we consider the case when A = U(a), the open ball of radius a and centered at the origin, and state the asymptotic estimates of H U (a) (x, t; dξ) obtained in [26] and [28] . The following notation is used throughout the paper.
Here K ν is the modified Bessel function of second kind of order ν. We write q(x, t; a)
for q U (a) (x, t). The definition of q(x, t; a) may be naturally extended to Bessel processes of order ν and the results concerning it given below may be applied to such extension if ν ≥ 0.
The following result from [26] provides a precise asymptotic form of the hitting time density for a ball.
Theorem 2.1. Uniformly for x > a, as t → ∞,
If the right-hand sides are multiplied by e −a 2 /2t , both the formulae ( 2.1) and ( 2.2) so modified hold true also as x → ∞ uniformly for t > 0.
From known properties of K ν (z) it follows that
as y ↓ 0.
Here γ = 1 0
(1 − e −t − e −1/t )t −1 dt (Euler's constant).
Remark 1. For the random walks the results corresponding to (2.1) and (2.2) but restricted to within the parabolic region are given in [23] .
The following two results are also valid for Bessel processes of order ν ≥ 0. The first one is readily deduced from Theorem 2.1 by elementary computation (see the last section of [26] ). The second one ( [26] (Lemma 5), [5] (Lemma 4)) is easily derived from the one-dimensional result with the help of a drift-transformation formula ((12) of [26] ).
q(x, s; a)ds, so that the left side represents a conditional probability.) Lemma 2.1. For each ν ≥ 0 it holds that uniformly for all 0 < t < 1 and x > a,
3)
The case x 2 /t → 0 with lim(lg x)/ lg t = 1/2 of ν = 0, not included in Theorem 2.2, is somewhat delicate. The following result is a reduced form of Theorem 3 of [24] ).
Next we present a result from [28] on the conditional distribution of the hitting site B σ(U (a)) given σ U (R) = t. Let θ = θ(ξ) ∈ [0, π) denote the colatitude of a point ξ ∈ ∂U(1) with e 0 = (1, 0, . . . , 0) taken to be the north pole, namely cos θ = ξ · e 0 , and put
for v > 0 and h 0 (ξ; a) ≡ 1. Here
where
) and C ν n (z) is the Gegenbauer polynomial of order n associated with ν (cf. [29] ). It follows that H 0 ≡ 1 and h v (ξ; a) is jointly continuous in (v, ξ).
The function h v is positive on ∂U(1), and for v ≥ 0, as x/t → v and t → ∞,
Theorem 2.4 asserts that the limit distribution is uniform on the sphere ∂U(a) if x/t → 0, while it is distributed with a positive and continuous density function h v if x/t → v > 0. In the case when x/t is unbounded, the situation becomes different: the weak limit concentrates at ae (see [28] for an exact asymptotic form of this case).
3
Asymptotics of H A for A Bounded Borel Set
Here we seek for an exact asymptotic form, as t → ∞, of H A (x, t; dξ)dt for x ∈ Ω A , where A is a bounded Borel set of R d .
Case x/t → 0
We deals with cases d ≥ 3 and d = 2 separately. In the case d ≥ 3 the capacity of A is involved in the leading term, while for d = 2, the logarithmic capacity appear only in the next order term that we shall not identify. Our basic strategy is to use the Huygens property of H A in the form
valid for R such that A ⊂ U(R). For the Brownian motion started at a point very distant from A to hit A for the first time at time t it must hit U(R) for the first time in a relatively small time interval just before t, so that the outer integral of (3.1) must concentrate on such an interval and the exact asymptotic forms for balls U(R) that are described in the preceding section will yield the results for general A. In the case when the starting point is not distant from A the process must make a big excursion and come out of a large sphere within a relatively short time interval so that the problem is reduced to the case of distant starting points.
3.1.1. Density of Hitting time distribution (d ≥ 3). Let d = 3, 4, . . . and Cap(A) denote the Newtonian capacity of A. For the present purpose it is convenient to define it by
Then the identity
holds true whenever x > R ≥ R A and shows the existence of the limit defining Cap(A) as well as the formula
where m R denotes the uniform probability measure on the sphere ∂U(R). (See also Remark 2 (d) below.) We designate by c R , c ′ R etc. constants depending only on R A and d whose exact values are not significant for the present purpose and may vary at different occurrences of them.
where if x ≥ 2R A , err(x, t) = 0 and if x < 2R A , 
which, on noting that 1/x 2ν = P x [σ U (1) < ∞], we may paraphrase in terms of conditional probability as follows: as x → ∞ with x/t → 0
This formula, which we have applied Lemma 2.4 with v = 0 to obtain, does not hold if x/t is bounded away from zero.
(b) As x gets close to A and t large q A (x, t) itself approaches zero very fast, but it is not so simple a matter to express in general how fast it does. In any case, in (3.3) the error term err(x, t), though very small for t large (see (3.14) ), cannot be absorbed into o(1) that preceds it since for each t > 1, P x [σ A∪∂U (2R A ) > t] may much larger than P x [σ A = ∞] (for some x). An example is easily constructed by considering a ball pockmarked by infinitely many cave-like holes, each one containing a relatively spacial chamber connected by a narrow tunnel to the outside and among them there being one such that the ratio of diameter of the tunnel to that of the chamber is smaller than any prescribed number. For each ε > 0, inf x∈Ω A \nbdε(A r ) P x [σ A = ∞] > 0, and hence the asymptotic formula
hold that uniformly for x ∈ Ω A \ nbd ε (A r ). With this remark one may readily verify that (3.4) holds uniformly for x ∈ Ω A if A satisfies some regularity condition such as smoothness of boundary.
(c) We can find (small) constants δ > 0 and η > 0 such that for x < √ δt lg t, the term o(1) may be replaced by o(t −η ) in (3.3) . This is because according to Theorem 3 of [26] in the estimate (2.1) of q(x, t; a) the term o(1) can be replaced by o(t −η ) under the same restriction on x. The verification is readily carried out by examining the proof of Theorem 3.1 given below.
(d) If µ A is the equilibrium charge of A, namely the measure onĀ such that
, then the capacity of A is usually defined as the total charge of µ A . Our definition conforms to it as is well known:
A substantial part of the proof of Theorem 3.1 is contained in that of the next lemma.
Lemma 3.1. As x → ∞ and x/t → 0
Here o(1) depends only on R A .
Proof. Put R = 2R A . Suppose x → ∞. By strong Markov property
Let M > 1 and split the range of outer integral at s = M and s = t/2. We write
for the corresponding integrals over the Cartesian products [0, M] × ∂U(R), etc. On employing Theorem 2.4 (with v = 0),
} we apply Theorem 2.1 to see
in view of (3.2) (see Lemma 6.2) . Substitute these relations into (3.6) and let
is asymptotic to the right-hand side of (3.5) (provided x/t → 0).
The integral over [M, t/2] × ∂U(R) is estimated as
hence negligible, for the first supremum is bounded and the second one is Cap(A)
It remains to assure that I [t/2,t] is also negligible, for which it suffices to prove that
The proof rests on the bound
valid for all t > R 2 and y ∈ Ω A , where the constant κ d depends on d only. This bound plays a key role also in the next proof, but its proof is somewhat involved and postponed to the last section (see Lemma 6.6). Clearly we have
On taking (3.9) for granted and employing Theorem 2.2 the right-hand side of this inequality is dominated by
, (3.10) which verifies (3.8) as required. The proof of Lemma 3.1 is complete.
Proof of Theorem 3.1. In view of Lemma 3.1 (with Cap(U(1)) = Λ ν (0)) and Theorem 2.1 we may suppose that x remains in a bounded set as t → ∞ since lim
The proof is based on
. Then on the one hand it follows from Lemma 3.1 that uniformly for ξ ∈ ∂U(r) and s = o(t),
On the other hand defining η(x, t, T ) via
we observe that for every T > 1
, and then that
locally uniformly in x. Hence, if we take e.g. r = t 1/4 and let T → ∞ so that both r 2 /T and T /t approach 0, then the integral in (3.11) over [0, T ] may be equated with the formula on the right-hand side of (3.3) with the term err(x, t) being discarded.
That the integral over [T, 3t/4] is negligible is verified by noting that
(in view of (3.13)) and then by applying (3.9) with |y| = r. It remains to evaluate the second term on the right-hand side of (3.11). We decompose
t} with R = 2R A and consider the corresponding decomposition of the event defining it in (3.11). Let I and II be the contributions of the first and the second ones of the decomposition, respectively. We first deal with II, which may be expressed as
On using (3.9) and noting that since inf
). As for the contribution of the first event which is contained in {σ ∂U (R) > 1 2 t}, we observe that if x < R,
where the inequality follows from (3.9). This gives the error term in (3.3):
where λ is some universal positive constant and we have applied
. Thus the required bound is obtained. The proof of Theorem 3.1 is now complete.
Density of hitting time distribution
where g A (x, y) denotes the Green function for Ω A and finite if (and only if) A r = ∅ (see Subsection 6.2). If A contains a curve connecting the origin with ∂U(R A ), then 0 ≤ e A (x) ≤ C 0 if |x| ≤ R A , with a universal constant C 0 as being assured by the scaling property for e A ; otherwise sup x∈U (R A ) e A (x) can be arbitrarily large (depending on A). Further properties of e A are reviewed in Subsection 6.2. 
for some λ > 0 and err(x, t) = 0 (x ≥ 2R A ), where c R as well as λ depends only on R A .
Remark 3.
The O terms in (3.16) or (3.17) depend on A, not only on R A . If we write them in the form β A × O(·) with β A = m 2R A (e A ), then the O(·) in the latter depend only on R A . (One may realize this by observing that the dependence on A other than R A comes in through (3.18) and (3.21) given below. It is noted that sup ξ∈∂U (2R A ) e A (ξ) < Cβ A owing to Harnack's inequality, and that since − lg R + m R (e A ) is independent of R ≥ R A , β A = lg 2 + m R A (e A ) (see ( 6.13)).
Proof. The case x → ∞ is dealt with in almost the same way as in the proof of Lemma 3.1. Let R = 2R A . We only notify that instead of the bound (3.8) we have
In fact, an upper bound of the left-hand side is computed in Appendix (Lemma 6.9), which is slightly better than the bound above according to Theorem 2.1. For getting the error terms O(·) of (3.16) and (3.17) we need to use the following refinement of (2.2): uniformly for x > a, as t → ∞ and x/t → 0
which is a part of Corollary 4 of [26] . This allows us to replace o(1) by O 1/lg(t/x) in (3.7) if s/t → 0, so that taking M = √ t in the proof of Lemma 3.1 and employing (3.18) we deduce 20) which implies the second half of (3.16). Since e A (x) = lg x + O(1) (see (6.9)), it also shows (3.17) for t 1/4 ≤ x < √ t as well. Finally consider the case x < t 1/4 . We follow the proof of Theorem 3.1 in which we take r = t 1/3 and T = t 3/4 . Observe that in the integral restricted to [0, T ] on the right-hand side of (3.11), q A (ξ, t − s) (ξ ∈ ∂U(r)) may be replaced by
in view of (3.19) and (3.20) ; also since
Then, applying Lemma 3.2 below, we find that the integral over [0, T ] yields the formula on the right-hand side of (3.17) with err(x, t) removed. The integral over [T, 3t/4] is O(e −λT /r 2 ) and that over [3t/4, t] gives the error term err(x, t) as before. Proof of Theorem 3.2 is complete.
Here we write
The proof of this lemma is given in Subsection 6.2, where a finer estimate is found. Proof. Let R = 2R A as before. We proceed as in the proof of Lemma 3.1. Suppose x → ∞ and x/t → 0. Then by Theorem 2.4
Asymptotic form of H
As before we restrict the interval of the outer integral of (3.23
2)) and substitute it into the formula of Theorem 3.1. In view of Theorem 2.1 we then find 
of which the last expression may be further rewritten as the right-hand side of (3.22) 
The remaining integral being dominated by one with E = ∂A, the required bounds of it obviously follows from those obtained in the proofs of Theorems 3.1 and 3.2.
The case when x remains in a bounded set can be dealt with in a similar way by following the corresponding part of the proof of Theorem 3.1. The details are omitted.
Remark 4. When d = 2 and A is compact, (3.22) is obtained for each fixed x ∈ Ω A in [10] by the method of Laplace transform.
In view of Theorem 2.4 the same argument as in the proof above shows
Case x/t → ∞
In this subsection we suppose K to be a compact set. Let e be a unit vector and pr e A the orthogonal projection of a set A on ∆ e , the hyper-plane perpendicular to e passing through the origin. We often write pr x for pr e if e = x/x. We bring in the subset K e of ∂K given by K e = {ξ ∈ ∂K : ξ + te / ∈ K for t > 0}, (3.24) the mappings h = h e,K : K e → R and ξ : pr e K → ∂K by the relation
and the measure m K,e on ∂K by
Here we regard pr e K (= pr e K e ) as a subset of (d − 1)-dimensional Euclidean space and denote by ∂ d−1 (pr e K) the boundary of it as such. Note that m K,e is supported by K e . We need to further bring in the set of discontinuity points of h given by
Theorem 3.4. Let e ∈ ∂U(1) and suppose that dis-ct e (K) is of zero Jordan measure, namely
By (3.28) we mean that the Borel measure
on ∂K weakly converges to m K,e (dξ), namely for any continuous ϕ on ∂K, ϕ(ξ)µ
The formula (3.28) may be formally inferred by looking at the space-time distribution of the first arrival of (B t ) on the plane passing through ξ and perpendicular to e. Indeed, if B 0 = x, its density is given by
(1) 30) which is asymptotic to the right-hand side of (3.28) divided by m K,e (dξ). The actual proof is postponed to the last part of Subsection 4.2, since we need to use a result given there. 
is on a hyper-plane perpendicular to e, it may be removed. For the upper bound the condition (3.27) is not needed. When a ball is taken for K an exact form of the density H U (a) (xe, t; dξ)/m a (dξ) is computed in [28] , according to which it coincides with that of (3.30) except for a certain singularity appearing along the circumference of the disc U(a) e .
(c) For the question of (b) the presupposition that the set K is closed would be essential.
Wiener Sausage
Given a Borel set A let S A (t) be a Wiener sausage of length t swept by A attached to a Brownian motion B t : and the subscript 0 from P 0 and E 0 . We suppose P x [σ A < ∞] > 0 for an x / ∈ A throughout this section.
Case x/t → 0
Theorem 4.1. If d ≥ 3, uniformly for x, as t → ∞ and x/t → 0,
Remark 6. (a) In the case when B t is pinned at [15] (d ≥ 3) and [16] (d = 2) (see also [3] ).
(b) In [25] , it is shown that if d = 2, for each M > 1, uniformly for |x| ≤ M √ t,
as t → ∞, where κ = 2e −2γ and N(λ) = 
In particular, putting
we have
Proof. This proof is standard but we need it later (see the second half of proof of Lemma 4.4). Let the Brownian motion B t be started at the origin and write B for the corresponding hitting time. Then, observing that
we see that
which, owing to the equality ϕ(ξ)H −A (−z, s; dξ) = ϕ(−ξ)H A (z, s; dξ), is the same as the formula to be shown.
By the scaling property of Brownian motion we have 6) and similarly for F * A .
where c M is a constant depending only on M and d. If d = 2, the same bound with Cap(A) replaced by unity holds true.
Proof. The proof is similar to that of Lemma 4.3 of [25] and given only for d ≥ 3, the case d = 2 being similar (use Proposition 6.5 for getting an analogue of (4.7)).
Let
and restrict the integrals that define F A or F A . Denote the corresponding integrals for F A by J{D a }, J{D a }, etc. and those for J * A by J * {D a }, J * {D a }, etc. Of the first three regions above we evaluate the corresponding integrals J and J * separately, and verify that they are all bounded from above by
in the paragraphs (a), (b) and (c) below. The actual computations are given only for F A , those for F * A being similar and much simpler. From Proposition 6.3 we have 
and perform integration by z first. Then, after changing variable of integration, we have
Using the trivial bound p s+1 (·) ≤ 1 for |y| > 2x and the bound given in Lemma 3.3 of H A (·, ·; dξ)/H ∞ A (dξ) for |y| < 2x together with (4.7) we evaluate the repeated integral to be at most
as desired, where we have applied the assumption x < Mt for the last inequality.
where we have applied Theorem 2.2 for the second inequality.
For the rest of this proof we shall use the identity
(the second factor on the right side is the transition kernel of the Brownian Bridge); remember
(c) D > : Using the inequalities p s ≤ κ d p s+1 and p s (x)e x/s ≤ κ d p s+1 (x) (s > 1) as well as (4.7) we have
On writing t ′ = t+2, s ′ = s+1 and T ′ = s ′ (t ′ −s ′ )/t ′ the integral on the right-hand side divided by p t+2 (x) equals t−a a ds |z−(s/t)x|>
as required.
(d) D < : Let R A = 1 as above. On the one hand, using (4.8) we observe
On the other hand for (s, z) ∈ D < we have |z − s t x|/T ≤ 8(log T )/T < 3 and, on using |e α−p − 1| ≤ e |α| (|α| + p) (p ≥ 0),
Hence, if x ≤ Mt,
On D < we have |z| < (M + 1)s and, noting p T (y)|y|dy ≤ κ d √ T , we apply (4.7) to deduce that the integral above is at most a constant multiple of
This completes the proof of Lemma 4.2.
Proof of Theorems 4.1 and 4.2. Owing to Lemma 4.2 as well as (4.4) it suffices to show that as x/t → 0 and t → ∞ the function F *
A (t, x), which may obviously be written as 
Hence the integral on the lower half interval 0 < s < t/2 gives half the asserted leading term in Theorem 4.1. The other half is dealt with in an analogous way. The case x < M √ t of d = 2 follows from the result for U(a) given in Remark 6 (b) on noting that q A has the same asymptotic form as q U (1) in view of Theorems 2.1 and 3.2 and that the repeated integral on the outside of D t is negligible. As for the other case of d = 2, of which the proof is somewhat involved if argued as above, we apply Proposition 4.1 of the next subsection, which immediately implies the asserted result in view of Theorem 3.2.
Case x/ √ t → ∞
Here we consider the case x/ √ t → ∞, mostly the case x/t → ∞. The main results in the case are presented in the first part of this subsection and proofs of them will be given in the second through fourth parts. Throughout the subsection we fix a unit vector e ∈ ∂U(1).
Statements of results.
Combined with Theorems 3.1 and 3.2 the next proposition covers the case x/ √ t → ∞ of Theorems 4.2 as noted at the end of the last subsection. It also plays a substantial role in the proof of Theorem 3.4 and Theorem 4.3 below. Proposition 4.1. As x 2 /t → ∞ and t → ∞
and satisfies the condition (3.27) . Let x = xe. Then as x/t → ∞,
(4.13)
The proofs of these two results are interrelated in a way. The upper bound for Theorem 4.3 is relatively easy and the result is useful for the proof of Proposition 4.1 in the case x/t → ∞. For the lower bound of some cases of K of special shape is easy and it together with the upper bound is used for the proof of Theorem 3.4.
In the rest of this part we give a proof of (vi), which concerns the case when x/t approaches a positive constant v and need Proposition 4.1. We remind the reader that for each A > 0, the function
is a probability density on ∂U(1) with respect to the uniform distribution m 1 (dξ) of it, depends only on the colatitude θ = θ(ξ) relative to the north pole e 0 = (1, 0, . . . , 0) and explicitly given by (2.4)
Proof of (vi) of Section 1. The second formula of (vi) immediately follows from the first owing to Proposition 4.1. The first one, on the other hand, follows from Theorems 2.1 and 2.4. Indeed by substituting the formulae of these theorems into the decomposition (3.1) we have
where O e designates the orthogonal matrix that sends a unit vector e to e 0 . Since
for v = |v| > 0, this yields the formula H A (x, t; E) ∼ p t (x)λ A (x/t; E) as in (vi). Since λ A (v; ∂A) ∼ q A (x, t)/p t (x), in view of Propositions 6.3 and 6.4
where the constant c A may depend on A and d (given by κ d Cap(A) if d ≥ 3). The asserted uniformity of the convergence in total variation norm is easily checked. If ν > 0, we may put λ A (0; dξ) = Λ ν (0)H ∞ A (dξ) so as to have λ A (v; ·) continuous at v = 0 and two asymptotic formula of (vi) uniform also about 0.
Upper bound for Theorem 4.3.
Here we prove the upper bound, which is reduced to the next proposition; this entails that for the upper bound K may be any bounded Borel set. The proof of the lower bound is postponed to the subsection 4.2.4. Lemma 4.3. For a > 0 and h > 0 put C = {z : 0 ≤ z · e ≤ h and |pr e z| ≤ a} (a circular cylinder of height h, radius a and axis e). Then, as v := x/t → ∞, t → ∞,
uniformly in a and h, and
where o(1) depends only on a, h and d and c n denotes the volume of n-dimensional unit ball.
Proof. We give a proof only for d = 2, the higher dimensional case being essentially the same. Let e = e 0 = (1, 0) and write B 1 t and B 2 t for the first and the second component of B t so that B t = (B 1 t , B 2 t ). For the first assertion (i) the lower bound is obvious. To see the upper bound let ε > 0 and put N = ⌊t/ε⌋ and t k = kt/N, so that ε(1 − ε/t) < t k+1 − t k ≤ ε. Noting that the conditional law of (B s ) given B t = xe 0 equals that of (B s + vse 0 ) given B t = 0, we bring in the variables
The expectations under the conditional measure given B t = xe 0 of the variables ξ + k − ξ − k and η k are dominated by a constant multiple of √ ε + vε + ε/ √ t and √ ε + ε/ √ t, respectively, for every k: e.g.,
Now we take ε = h/v. The processes (ξ − k , ξ + k ) and (η k ) being independent under the law of the Bridge we see
It is easy to see that
The assertion (ii) follows from (4.15) as is easily checked.
Proof. Given ε > 0, we can find a finite number of balls b n ⊂ ∆ e , n = 1, . . . , N such that pr e K e ⊂ ∪b n and vol d−1 (b n ) < vol d−1 (pr e K) + ε. According to Lemma 4.3 we have that
is independent of b n , showing the asserted inequality of the lemma. 
Proof. The lower bound holds path-wise due to the hypothesis on K, whereas the upper bound follows from Corollary4.1.
Case of a disc/ball. We apply the results obtained above to the case when A is a ball/disc. The following result is an immediate consequence of Theorem 2.4 and Proposition 4.1. Recall e 0 = (1, 0, . . . , 0).
Let Θ ∈ [0, π) denote the colatitude of a −1 B σ when e is chosen to be the north pole of the unit sphere so that a cos Θ = e · B σ .
In [28] (Theorem 2.4) a fairly exact asymptotic estimate of the joint density for (σ U (a) , Θ) is obtained, of which the proof of upper bound is quite involved, while the lower bound is easy to derive and may read as follows that for |θ| ≤ 1 2 π,
In view of the equality π/2 0 e av cos θ cos θdθ = π/av e av (1 + o(1)) (v → ∞) and on using Proposition 4.1 as well as Theorem 2.1 this lower bound yields the following corollary of Lemma 4.3 (which entails the formula (4.13) for balls or discs). 
where 1(S) is 1 or 0 according as a statement S is true or false and ω 0 = 2.
4.2.3.
Proof of Proposition 4.1. Let A be a bounded Borel set of R d . In terms of H A Proposition 4.1 may be stated as follows:
as x/ √ t → ∞ and t → ∞. The proof is performed by showing the following two lemmas.
Proof. By (4.4)
We first consider this integral restricted to the region 19) and in this region we replace z by (s/t)x, and hence (x − z)/(t − s) by x/t so as to obtain
Since √ T lg T /(t − s) ≤ Cs/t, this results in the formula of the lemma if the integral on the complement of D t is suitably evaluated. In the case x/t < M the evaluation may be readily performed in the same way as for that of the integral on D > in the proof of Lemma 4.2.
Assume x/t > 1, although the following argument can apply in general.
Recalling the proof of Lemma 4.1, we have that
in place of (4.5). This set depends on the Brownian path and is not empty only if it belongs to E := {∃s, (B s + ξ, s) ∈D t for some ξ ∈ ∂A}.
We observe that the contribution fromD t to the first term on the right-hand side of (4.18) is dominated by
In view of (ii) of Lemma 4.3 (applied with a = R A ) an application of Schwarz inequality deduces that for each ε > 0 the last conditional expectation is at most a constant multiple of
It suffices to show that for each ε > 0 the conditional probability above tends to zero. To this end we may delete ξ in the event under P . Now by scaling property of Brownian motion we infer that
.
Lemma 4.5. Let ϕ = ϕ(ξ) be a positive continuous function on the unit sphere ∂U(1).
Then for each ε ∈ (0, 1) and bounded Borel set A as t → ∞ and |x|/ √ t → ∞, uniformly for
Proof. Let 0 < s < t. By the strong Markov property of Brownian motion
(4.20)
It suffices to show that as t → ∞ and |x|/ √ t → ∞
uniformly for s ∈ [εt, t]. We consider only the case εt < s < t/2, the other case is easier. By employing the argument made in Subsection 4.1 (ignore the constraint on σ A and use the formula (4.8)) it is inferred that the contribution from D s := {z : |z · e| < sx/2t}, e = x/x, to the integral of the numerator of the ratio above is negligible. Since
we now have only to show that uniformly for z / ∈ D s and s,
By expressing the Brownian bridge by free Brownian motion, scaling the space and time variables and reversing the time, the probability in (4.22) is dominated by
Since B u −uB 1 under P y has the same law as B u −uB 1 +(1−u)y under P 0 , and sx/2t √ t − s → ∞ so that |(1−u)y+ux/ √ t − s| → ∞, the probability above obviously converges to zero.
Proofs of Theorems 3.4 and 4.3.
Let K be a compact set and recall
and m K,e (dξ) defined in (3.25). According to Proposition 4.1 for any bounded Borel set A,
is asymptotically dominated by m K,e (dξ) in the sense that for any Borel set E ⊂ K e lim sup x/t→∞,t→∞
Proof. From the inclusion E ⊂ ∂K it follows that H K (x, t; dξ) ≤ H E (x, t; dξ) for dξ ⊂ E since Brownian paths that hits ∂K \ E before E may contribute to H E but never to
. By (4.23) the right-hand side is asymptotically dominated by E x [vol d (S E (t))|B t = x]/x, which in turn is asymptotically dominated by vol d−1 (pr e (E)) = m K,e (E) owing to Lemma 4.3, showing the required bound.
Corollary 4.4. Let e ∈ ∂U(1) and x = xe and suppose that K lies on a plane (to be perpendicular to e). Then as x/t → ∞ and t → ∞, µ K t,x =⇒ m K,e , in which the two sides of K is distinguished and the measure m K,e is considered to be concentrated on the +e side of K.
Proof. This corollary follows from the proof of Lemma 4.6 (either directly or with the help of Proposition 4.1 and Corollary 4.2).
Proof of Theorem 3.4. Let for
z · e ≥ −β}, and choosing β so that K ⊂ V β we put
Note that K ⊂ W , W e = K e and W is compact. Let
Then C, D and K e together make up the decomposition of ∂W . Now consider the limit procedure as t → ∞, x/t → ∞. Since pr e C = dis-ct e (K), the assumption (3.27) implies vol d−1 (pr e C ) = 0; hence E[S C (t)|B t = x] = o(x) owing to Lemma 4.3, which in turn shows that µ 
Finnally we have the inequality µ
Applying Proposition 4.1 again (but this time to K) we obtain (3.28) as required.
Completion of Theorem 4.3 . This is now clear from Theorem 3.4 and Proposition 4.1.
5
Brownian Motion with A Constant Drift −ve
The Brownian bridge P 0 [·|B t = xe] with v := x/t kept away from zero may be comparable or similar to the process B s − ve s, 0 ≤ s ≤ t in significant respects and here are given the results for the latter that are readily derived from those given above for the bridge.
We 
We put γ(·)
On writing x = vt + y, this together with the first formula (vi) of Section 1 yields
From the fact that the law of Brownian bridge does not depends on the strength of drift, we have
Noting that overwhelming contribution to the integral comes from the relatively small range vt + U(t α ) with any α such that 1/2 < α < 1 we infer from the second formula of (vi) that uniformly for v in a bounded interval, as t → ∞
Consider the case when v → ∞ as well as t → ∞. Let K be a compact set that satisfies the condition (3.27), i.e., vol d−1 (dis.ct e (K)) = 0. Then, substituting s = t+τ (with |τ | << t) into (5.1), and comparing the resulting formula with
we infer from (vii) that uniformly for τ in a finite interval, as v → ∞ with v/t → 0 (so that the ratio v · ξ/t as well as the third term in the exponent tends to zero)
, which may be broken into the two relations
and
In these formulae, as is readily ascertained, we may take x = vt + y in place of x = vt, provided that v · y → 0 and |y|/t → 0. Also from (viii) and (5.2) it follows that as v → ∞
The formula (5.4) (at least with τ = 0) (as well as (viii ′ )) is intuitively comprehensible, but it (hence also (5.3)) is not true (for any τ ) if v/ √ t is bounded away from zero when the ratio
∈ dt] does not approaches unity, where ∆ 1 and ∆ 2 are any (but distinct) two fixed hyperplane perpendicular to e.
Appendix
The arguments presented in this section except the last subsection are made independently of those of preceding sections.
6.1
Harmonic measure of heat operator
Here we give a brief exposition of the well known fact that H A (x, t; dξ)dt is the lateral component of the caloric measure for the exterior of the cylinder with base A. Given t > 0, the space-time Brownian motion Y s = (B s , t − s) (0 ≤ s ≤ t) under the law P x is regulated by the heat operator
and consider the following 'Dirichlet problem' for the heat operator:
where A r designates the set of regular boundary points of A, ϕ is any bounded continuous function on ∂ reg D and the boundary condition (6.1) is interpreted in a reasonable way. The caloric measure, µ D (x, t, dξds) say, for D at a reference point (x, t) ∈ D is defined as such a measure kernel that the above boundary value problem may be solved in the form
whereas the solution to the same problem is represented by the expectation:
The first expectation on the right above is expressed as an integral by the measure kernel 
Some bounds for e
Here we discuss a part of classical potential theory in two dimensions related to the function e A (x) and thereby prove Lemma 3.2. Most of what are presented are known but some as given in Proposition 6.1 below do not seem to be found in the existing literature.
Let d = 2. Suppose the bounded Borel set A to be non-polar. Hunt [10] defines e A (x) by
where g A stands for the Green function for the set Ω A := R 2 \ A r :
where | · | designates the Lebesgue measure; e A (x) is defined for all x ∈ R 2 and independent of y ∈ Ω A (this fact is seen from the arguments developed for (6.5) below). It follows that
in particular e A is harmonic in Ω A . Lemma 3.2 readily follows from the following by using
Proposition 6.1. For r > R A and x ∈ Ω A ∩ U(r),
In below we shall derive from (6.2) several formulae that relate e A and P x [σ ∂U (r) < σ A ]; Proposition 6.1 will be among them (see Corollary 6.1).
We begin with proving that for each R > R A , uniformly for
which result is proved in [20] . We follow lines of [20] . Put Ω r = U(r) ∩ Ω A . The proof is based on the identity
We are to break the last expectations in (6.2) and (6.6) according as σ ∂U (r) < σ A or σ A < σ ∂U (r) . On noting that lg |B σ A − y| agrees with lg |B σ(Ωr ) − y| on the event σ A < σ ∂U (r) we observe
of which each of the expectations on the right-hand side approaches zero as r → ∞. Now we consider the difference e A (x) − (lg r)P x [σ ∂U (r) < σ A ]. Substituting into it the expression of (6.2) and subtracting the right-hand side of (6.6), we find
and readily conclude (6.5).
We bring in the function
Then, the formula (6.5) entails
Indeed, for x with R < x < r,
and noting that the first term on the right equals lg(x/R)/ lg(r/R) we multiply lg r and let r → ∞ to obtain (6.9) according to (6.5).
Lemma 6.1. Let r > R ≥ R A and R ≤ x < r. Then
Proof. Take r * > r and apply the strong Markov property to see that
Then multiply the both sides by lg r * , let r * → ∞ and apply first the formula (6.5) with r * in place of r, and then (6.9) with r in place of R to e A (ξ) that comes up on the right side under the integral sign, and one then finds the identity of the lemma.
By using an explicit form of the Poisson kernel for Ω U (R) = {z ∈ R d : |z| > R}, we have for y ∈ ∂U(r)
Since m R (ē A,R ) = m R (e A ), Lemma 6.1 entails Corollary 6.1. For r > R A and x ∈ Ω A ∩ U(r),
Rearranging this formula leads to Proposition 6.1.
The identity (6.9) shows
where m R (e A ) = ∂U (R) e A (ξ)m R (dξ). Since the left-hand side is independent of R, so must be the right-hand side, which, known as Robin's constant associated with A, is denoted by V (A). Since g A is symmetric, letting x → ∞ in (6.2) we find another (rather classical) representation
Using the formula (6.14) instead of (6.9) in the very last step of the proof of Lemma 6.1, we deduce from (6.12) that
The repeated integral in the large square brackets may be written as lg r + δ(r) with |δ(r)| ≤ | lg(1 − R A /r)| . Thus
which in terms of the logarithmic capacity defined by
(normalized so that lcap(U(a)) = a) may be expressed as in the following Proposition 6.2. For r > R A and for
The twin inequalities of Corollary 6.1 may be written as
which combined with Proposition 6.2 gives A and x ∈ Ω A with x/t < M,
The constant κ M,d in Proposition 6.3 may actually depend on M, so it cannot be universal, the factor Cap(A) being possibly too small for the inequality to be valid with a universal constant. This is caused by the concentration of the measure H U (R A ) (x, t; dξ) at R A x/x as x/t → ∞. (Make comparison with the result for d = 2 given in Proposition 6.4.)
The proof consists of several lemmas.
. Then for all x ∈ Ω A and t ≥ 0,
Note that the potential of µ is maximized on the setĀ. Then, we infer from the inequality above that
The right most member is at most κ
and the left most member is at least the ratio of the total measure of µ to Cap(A)G (d) (1), hence we have the inequality of the lemma with
and (ii) for all t > 0 and
, by the preceding lemma we have
so that there exists s * ∈ [ 1 3 t, 2 3 t] such that
Here | · | designates the Lebesgue measure on R d and we set q A (z, ·) = 0 for z / ∈ Ω A . Denote by τ = τ x the first exit time from the ball x + U(1). Then by strong Markov property
Using the bound 19) together with Lemma 6.2 we infer that the first term (i.e., the repeated integral) is dominated by a constant multiple of (t ∨ η 2 x ) −ν Cap(A). As for the second term we have that for some universal constant λ > 0, P x [B t−s * − x ∈ dy, τ ∧ σ A > t − s * ]/|dy| ≤ Ce −λt , hence the bound (6.17) yields an estimate enough for the required estimate of (i).
If η x ≥ 1 and f (s) = P x [τ x ∈ ds]/ds with the same τ x as above, then for t < 1,
Hence (ii) follows from (i).
It is noted that in view of the scaling relations (1.10) the bound (ii) of Lemma 6.3 implies in a natural formulation that
The next lemma provides Harnack type estimates for q A . Proof. Put R = 3 2 R A and let 2R A ≤ |x| ≤ |y| ≤ t. We use the representation
There exists a constant κ
and 
On the other hand
where Lemma 6.3 (ii) and Theorem 2.2 are applied for the first and second inequalities, respectively . Thus we obtain (6.20).
Proof. We may suppose R A = 1/2, The proof is parallel to that of Lemma 6.3 but this time we consider the hitting of the ball U(1) (instead of the exiting from x + U(1)), choose
with any fixed x 0 ∈ ∂U(1) (which is possible owing to Lemma 6.2) and look at the decomposition q A (x, t) = t−s * 0 ∂U (1) P x σ U (1) ∈ ds, B σ(U (1)) ∈ dξ q A (ξ, t − s)
P 0 B t−s * ∈ dy, σ U (1) > t − s * q A (y, s * ). (6.24)
On applying Lemma 6.4 (with x 0 , s * in place of x, t) we deduce from (6.23) that
P 0 B t−s * ∈ dy, σ U (1) > t − s * q A (y, s * ) ≤ κ
Since Proof. Suppose R A = 1/2 for simplicity. Owing to the preceding lemma it suffices to show the inequality for x ≤ t 1/d . The range of x may be further restricted to x > 2R A . Indeed, we decompose q A (x, t) = y∈U (1) P x B t/2 ∈ dy, σ ∂U (1) ∧ σ A ≥ t/2 q A (y,
t)
+ y / ∈U (1) P x B t/2 ∈ dy, σ ∂U (1) ≤ t/2 < σ A q A (y, 1 2 t), of which the first term on the right is Cap(A) × e −λt owing to Lemma 6.3 (ii) and the second is reduced to the case x ≥ 2R A .
Let 1 = 2R A ≤ x ≤ t 1/d and consider the identity (6.21) with R replaced by r := 2t 1/d . Define J via q A (y, t) = t/2 0 ds ∂U (r) P x B s ∈ dξ, σ ∂U (r) ∈ ds, s < σ A q A (ξ, t − s) + J.
Then on using q A (· , t) ≤ κ d Cap(A) (t ≥ 1) we have J ≤ κ d e −λt/r 2 Cap(A) for some constant λ > 0, whereas Lemma 6.5 shows that the repeated integral is dominated by κ d t −d/2 Cap(A). Thus Lemma 6.6 has been proved.
Combined with Theorem 2.1 as well as with the last lemma the following one, virtually a corollary of Lemma 6.5, concludes the proof of proposition 6.3. s (x) is increasing in the interval 0 ≤ s ≤ x 2 /(d + 2α), this shows that for T large enough, q(x, s; R A ) ≤ κ d q(x, t; R A ) for T < s < t,
provided that x ≥ √ t > 2R A . Now substituting this relation into (6.21) with R = R A and using Theorem 2.4, the identity (3.2) and Cap(U(a)) = a 2ν /G(1) we find the inequality of the lemma.
Some Upper bounds of q A (d = 2)
The statements corresponding to Proposition 6.3 and Lemma 6.6 for d = 2 are given by the following ones. The proof of these results are similar to the corresponding ones for d ≥ 3 but there is a crutial point to be modified. In place of Lemma 6.2 we can readily derive the following bound P x [σ A > t] ≤ Ce A (x)/ lg(t/R 2 A ) by an argument analogous to that of the second half of the proof of Lemma 6.6. This bound is sharp for itself (for x < √ t) but not so useful (if m R A (e A ) is large) for the present purpose since its use bring an additional factor m 2R A (e A ). In below we use only the trivial bound Cq(x, t; 2R A ) for x ≥ √ t.
(6.27)
Proof. Suppose R A = 1/2 for simplicity. We only consider the case x ≥ 1, to which the case x < 1 can be easily reduced. (See the first half of the proof of Lemma 6.6.) Let R = 2R A = 1 We shall repeatedly apply the decomposition H U (1) (x, s; dξ)q A (ξ, t − s)ds.
It follows from Theorem 2.2 that for x ≥ t, t 0 q(x, s; 1)ds ≤ Cq(x, t; 1), which combined with (6.26) shows q A (x, t) ≤ Cq(x, t; 1). For x < t we apply Theorem 2.4 and obtain that for all x ∈ Ω A , I ≤ Cq(x, t; 1). (6.29)
As for II we apply the bound q(x, s; 1) ≤ C/x 2 valid for all s > 0, x > 2. Combined with (6.29) and (6.26) this results in q A (x, t) ≤ C/(x 2 ∨ 1) (t > 2, x ∈ Ω A ), and on using the expression q A (x, t) = with some universal constant C, and in view of (6.29) substitution of this with s = t/2 into the right-hand side of the preceding inequality yields q A (x, t) ≤ C t 1 ∨ lg t x 2 e −x 2 /2t e x/t (2 < t 1/4 ≤ x ≤ 2t) (6.34) and q A (x, t) ≤ Cq(x, t; 1) for x < 2t, which together with (6.30) and (6.26) yields II ≤ C ′′′ /t, hence q A (x, t) ≤ C 2 /t.
The proposition above follows from Theorem 3.1: (6.36) is immediate, whereas for the proof (6.37) only the case lim(lg x)/ lg t = 1 needs to be taken care of: in that case one may choose t * = t * (t, x) < t owing to Propositions 6.3 so that (t − t * )/t → 0 (hence x/t * → 0) and p x [σ A < t * ] is negligible.
It is noted that 
