For a coagulation equation with Becker-Döring type interactions and time-independent monomer input we study the detailed long-time behaviour of nonnegative solutions and prove the convergence to a selfsimilar function.
Introduction
A number of differential equations providing mean-field descriptions for the kinetics of particle aggregation have recently been the focus of much mathematical effort (see [11] for a review of recent mathematical developments.) An important special case of this type of equations are the well known coagulation equations first studied by the Polish physicist Marian von Smoluchowski (1872 Smoluchowski ( -1917 [17] : denoting by c j = c j (t) the concentration at time t of an agglomerate of j identical particles, and assuming binary aggregation following mass action law is the only process taking place, we obtain Smoluchowski's systeṁ 
where the first sum in the right-hand side is defined to be zero when j = 1. The kinetic coefficients a j,k measure the efficiency of the reaction between j−clusters and k−clusters, and, as such, they should satisfy the minimal requirements of symmetry and nonnegativity a j,k = a k,j ≥ 0. A particular case of Smoluchowski's equations (1) is obtained by considering a j,k = 1 {j∧k=1} . This means that the only allowed reactions between clusters are those involving at least one monomer (a 1−particle cluster), and hence, is also a special case of the BeckerDöring equations [2] . In the literature it is usually called the addition model, [3, 7, 10] . In this paper we consider this constant coefficient addition model with a constant monomer input, namely     ċ 1 = α − c 
where α > 0 is independent of t. In this model the total density, that is M 1 := ∞ j=1 jc j , increases linearly with time so that M 1 (t) = M 1 (0) + αt. The more commonly studied forms of the Becker-Doring equations are the constant mass formulation [2] , and the constant monomer formulation which corresponds to a scenario in which mass is continuously introduced in monomeric form, though not at a constant rate (see [16] .) This last case was also studied by Brilliantov and Krapivsky [3] who considered and derived closed form solutions for the cases of aggregation rates given by a r = a and a r = αr. In [8] King and Wattis extended this by deriving an explicit exact solution for the case of constant monomer concentration, again with a r = αr. Wattis and King [18] also considered the constant monomer formulation of the Becker-Döring equations with fragmentation as well as aggregation and gave a classification of the types of behaviour observed, depending on the aggregation and fragmentation rates and the monomer concentration. Only in rare cases, which involve fine tuning of the parameters, is a classic similarity solution observed. Wattis et al. [19] considered a form of the Becker-Döring equations with a constant monomer concentration in which the aggregation and fragmentation rates scale with cluster size in an exponential fashion. For these special rate coefficients, they find that the kinetics are generically governed by self-similar solutions.
Self-similar behaviour is more widely observed in the Smoluchowski coagulation equations. From a mathematical point of view, however, rigorous proofs are somewhat rare: Kreer and Penrose [9] have proved the existence of dynamical scaling solutions of the pure aggregation form of the Smoluchowski equations with a size-independent kernel. In this case the concentrations c j (t) scale with t −2 ϕ(j/t) as t → ∞ with ϕ(η) = (1/̺)e −η/̺ . da Costa [5] has generalised this result, in the discrete case, to a wider class of initial data. More recently, Menon & Pego [14, 15] have proved results on the stability and attracting properties of the self-similar solutions to the Smoluchowski equations with constant, additive, and multiplicative kernels. By setting their work in a broader context, they have discovered similarity solutions with divergent masses and proved convergence for a much larger class of initial data. The case of Smoluchowski aggregation in the presence of monomeric input has been studied by Davies et al. [6] , who found a range of self-similar behaviour of the form c j (t) ∼ t −p f (j/t q ) for exponents p, q which depend on the exponent w of the monomer input rate (t w ) and on the coagulation kernels considered, which are of the form a j,k = a(j α k β + j β k α ). The well-known gelling solution of the constant mass pure aggregation Smoluchowski coagulation equation (in which a j,k = ajk) is a form of similarity solution since, in the post-gel phase, the solution has the form c j (t) = t −1 φ j with φ j being time-independent. This solution is an attractor for the large-time kinetics, with all knowledge of the initial data being lost at the well-defined gel-time
Hence we see that the Smoluchowski aggregation equations supports many types of self-similar behaviour. Leyvraz has recently written an extensive review of scaling theory in irreversible aggregation [12] . Such behaviour, however, has not been widely observed in the Becker-Doring equations. The only exceptions are the two special cases noted above.
Whilst the constant monomer concentration formulation of the equations corresponds to a scenario in which monomers are continually added to the system, the rate of input has a complicated time-dependent form. The advantage of this formulation lies in the simple mathematical properties of the system, which lends itself to straightforward analysis. However, the case of a constant input which we consider here is in practise more realistic, since in applications, such as continuously stirred tank reactors, addition is likely to be at a constant predetermined rate.
We now briefly describe the contents of the paper, including the results proved, the methods used, and a geometric heuristic image of the problem that allow us to rationalize some of the features encountered in the proof of the self-similar behaviour.
Our main goal is to understand the large time behaviour of solutions to (2), in particular the precise rates of convergence and possible existence of selfsimilarity. For a solution to exist we require that the sum appearing in (2) be convergent. In particular, it need not have finite mass. If we introduce the total number of clusters as a new macroscopic variable c 0 (t) defined by
and formally differentiate termwise, we conclude that c 0 satisfies the evolution equationċ 0 = α − c 0 c 1 . Thus, system (2) can, at least formally, be written, in closed form, as
In the next section we show that our formal calculations are justified and that the reduced system (3) is equivalent to the original system (2). This is done by the use of a generating function. Although other methods could be applied, this one has the important advantage of being also useful in providing an easy proof of the large time behaviour for all the concentrations, showing that c j (t) decays with t −1/3 as t → ∞ for all j ≥ 1, which will be proved in Section 4. Prior to that, knowledge of the long time behaviour of c 1 is needed, and can be obtained through a detailed analysis of the two-dimensional system for the monomer concentration and total number of clusters. This is done in Section 3 and involves the use of a technique related to the Poincaré compactification method followed by the application of centre manifold theory. The analysis of the full system (3) is made possible by the fact that an appropriate change of time t → τ changes the c j equation to the linear differential equation c ′ j = c j−1 − c j from where we easily get a representation formula for c j in terms of the non monomeric initial data and of c 1 (see expression (7) in Section 2.) It is this fortunate fact, together with the information on c 1 proved in Section 3, that allow us to prove the convergence of solutions to a self-similar profile, namely t 1/3 c j (t) ∼ f (j/t), and the precise determination of the function f. This is valid for all solutions with initial data bounded above by ρj −µ with µ > 1/2, which clearly includes all finite mass initial data and more. This is the main result of the paper and its precise statement and proof takes the whole of the final Section 5. The main technique involved is a controlled asymptotic evaluation of the sum and the integral appearing in the representation formula for c j making use of Hölder's inequality and Laplace's method.
Before we close this Introduction, it is perhaps interesting to call the reader's attention to an heuristic, non-rigorous, but nevertheless enlightening, geometric picture of what is happening when we look for similarity behaviour in our system. Considering the c j system for very large j and assuming our level of description is such that we can consider j as a continuous positive real variable, the equation for c becomes the conservation law
Propagation of initial and boundary data for (4) occurs along the characteristic direction j = τ. This implies that initial data for (4), defined in R + × {0}, is not at all felt in the region of R + × R + with η := j/τ < 1, and reciprocally, boundary data for (4), given in {0} × R + , is not felt where η > 1. Since, in the present case, the search for self-similar behaviour entails us looking for limits of the solution along lines of constant slope j/τ , the geometric picture provided by the conservation law leads us to anticipate that the limits of our representation formula for c j , taken with η < 1 will demand less stringent conditions on the initial data than limits with η > 1, and reciprocally for the requirements on the "boundary data" c 1 (τ ). This turns out to be exactly what happens.
Equivalence of the reduced system
Let (c j (t)) ∞ j=0 be a nonnegative solution of the reduced system (3). To show that this is also a nonnegative solution of the original addition system (2) requires that we prove the convergence of ∞ n=1 c n (t) to c 0 (t). For this it is convenient to introduce a new time scale
along with scaled variables
where t(τ ) is the inverse function of τ (t). Now consider the c j -equations in (3):
By the change of variables (t, c j (t)) → (τ, c j (τ )) these equations can be written as a linear system
where (·) ′ = d dτ . Now this system of ordinary differential equations is a lower triangular system that can be solved recursively starting with the j = 2 equation. Doing this we obtain, by the variation of constants formula,
We now prove the following.
Theorem 1 If the series of initial data is convergent, ie if
∞ j=1 c j (0) < ∞, then
a solution of the reduced system (3) will also be a solution of the original system (2).

Proof
Introduce the following generating function:
Using (7) we can rewrite this as follows:
where
Examining these expressions, we find that the series can actually be summed. For G we have
By hypothesis the series in the above expression converges for |z| ≤ 1, so we have
As for H we have
The expression for F now becomes:
which, at z = 1, yields
One can easily verify that F (τ, 1) given in (12) satisfies the first equation of (3) which proves that F (τ, 1) = c 0 (τ ).
Having established the equivalence of the reduced system, all subsequent analysis will be carried out on this reduced system.
The bidimensional ODE system governing the monomer dynamics
From the reduced system (3) we observe that the equations governing both the monomer dynamics and the total number of clusters are actually the bidimen-sional (c 0 , c 1 )-system, the dynamics of which can be studied quite independently of the remaining components. To simplify notation we will use x = c 1 and y = c 0 in the study of this bidimensional system. Let α > 0 be a constant, and consider the system
We are interested in nonnegative solutions to (13) and so, from hereon, everytime we speak of solutions we actually mean nonnegative solutions. Our first result concerns the gross features of the long time behaviour of solutions. Another result, to be presented in Proposition 2, will establish some finer details of the long time behaviour.
Proposition 1 For any solution (x, y) of (13) the following holds true as t → +∞: x(t) → 0, y(t) → +∞, and x(t)y(t) → α.
Proof: Let Ω be the connected subset of R + × R + whose boundary is {y = 0} ∪ {x = 0} ∪ {xy = α}. Consider first our initial data in Ω. Elementary phase plane analysis shows this set is positively invariant for the flow (see We now observe that (13) does not have equilibria, and consider the subset Ω 1 of Ω defined by
Again, elementary phase plane analysis shows that Ω 1 is positively invariant and, for any initial condition in Ω the corresponding orbit will eventually enter Ω 1 (see From this we immediately conclude that, as t → +∞, we have x(t) → 0 and y(t) → +∞. Furthermore, for all initial data in Ω, there exists a T (depending on the initial condition) such that, for all t > T , the orbit is in Ω 1 , and so
Since we know that x(t) → 0 as t → +∞, applying limits in the above inequality gives lim t→+∞ x(t)y(t) = α.
. By the analysis of the flow in ∂Ω 2 (K 1 , K 2 ) we conclude that the orbit will eventually enter Ω 1 (see Figure 3 ) and so the previous analysis apply.
This concludes the proof.
In the next Proposition we prove results about the rate of convergence of x(t) and y(t) as t → +∞, using an approach akin to Poincaré compactification. Proposition 2 For any solution (x, y) of (13) we have:
Proof: For the present proof we found convenient to work with the variable v := α − xy instead of y, and with a new time scale. The idea is essentially that used in Poincaré compactification: to bring to the origin the critical point at infinity, and to turn it into a point of the phase plane by appropriately changing the time scale (cf. eg [20, chap. 5] .) By changing variables (x, y) → (x, v) system (13) becomes
Suppose x(0) = 0. Otherwise, since we know by the phase plane analysis in the proof of Proposition 1 that x(t) > 0 for all t > 0, just redefine time so that x(0) becomes positive. Now change the time scale 1 x(s) ds,
, where t(ζ) is the inverse function of ζ(t). By Proposition 1, we have x(t) → 0 as t → +∞, and so also ζ → +∞ as t → +∞. With the new time scale system (14) becomes
where (15) is valid in all of the phase plane R 2 . In this way, the critical point at infinity of system (13) is mapped to the critical point at the origin for (15) . From the results in Proposition 1 we know that all orbits of (15) obtained from orbits of (13) by the above map will eventually enter R + × (0, α) for sufficiently large times ζ and converge to (0, 0) as ζ → +∞. Using standard results [4] it is straightforward to conclude the existence of a centre manifold for (15) 
, that locally attracts all orbits. The dynamics on the centre manifold is given by
Write this differential equation as
Fix an initial condition (ζ 0 , x 0 ) and fix ε > 0 arbitrarily. Since we know that x c (ζ) → 0 as ζ → +∞ we conclude that there exists a T > ζ 0 such that, for all ζ > T, the following inequalities hold
Integrating these differential inequalities between T and ζ we get
where x c (ζ) = 1 (18) for solutions corresponding to orbits of (15) on its centre manifold. From standard centre manifold theory [4] , long time behaviour of ( x(ζ), v(ζ)) is determined by the behaviour on the centre manifold modulo exponentially decaying terms O e −λζ , where λ ∈ (0, α), in particular we can write
Multiplying this equality by x(ζ) = 1.
We can do the same for the evolution of the v variable: for orbits on the centre manifold we have v c = x To obtain the dynamics outside the centre manifold we proceed as with the x variable and get
In order to obtain the corresponding rate estimates in the original time variable t we need to relate the asymptotics of both time scales. By the definition of the new time scale
and so
. Hence, by the inverse function theorem, dt dζ = x(ζ), and thus
where ζ 0 = ζ(t 0 ). From (19) we know that
Let us look first at the upper bound: for all ζ > T,
(1 + ε), substituting this into (21) we get, for ζ 0 ≥ T,
(1 + ε)ds
Multiplying this inequality by Using the lower bound of (22) and the same argument we obtain the reverse bound
and by the arbitrariness of ε > 0 we get
which, together with (19) and (20), allow us to conclude that, as t → +∞ (ie, as ζ → +∞)
thus proving (i) and (iii) respectively. Finally, to prove (ii), observe that for the original variable y(t) we have y = α−v x and thus, as t → +∞, (3α
which concludes the proof.
Long time behaviour of the system
We now turn our attention to the long-time behaviour of the c j (t) with j ≥ 2.
It is convenient to consider the time scale introduced in Section 2. The first result we need is the following:
Proposition 3 With (c j ), τ , and ( c j ) as given in (5) and (6) , the following holds true:
The proof of this Proposition is entirely analogous to the corresponding results proved in the second half of the proof of Proposition 2, and so we refrain from repeating them here.
Proposition 4
For every x > 0 we have
Proof From Proposition 3 we have
from which it follows that
and lim
which in turn implies that
Using (24) and l'Hopital's rule we get
which gives the result.
To get the long time behaviour we return to the expression for the generating function given in Section 2. Looking at the term H in (10) we have
Putting this into (11) yields:
Applying Proposition 4 for 0 < z < 1 results in
Combining this with the definition of F given in (8) gives
If we summarize these results, together with the results of Proposition 2, in the original variables of the coagulation system (2), we conclude the following: Theorem 2 Let (c j ) be any non-negative solution of (2) . Then, as t → +∞, we have
Self-similar behaviour of the coagulation system
We now turn our attention to the self-similar behaviour of the solutions. Our main result is presented next:
Theorem 3 Let (c j ) be any non-negative solution of (2) with initial data satisfying ∃ρ
and c j (τ ) be as given in (5) and (6) respectively. Then,
Proof Expression (7) describes the time evolution of c j (τ ) by the sum of a contribution dependent only on the non-monomeric part of the initial data with a term determined by the behaviour of c 1 (t) in the appropriate time scale. For monomeric initial data, only this last term is relevant, and we start our analysis by it.
Monomeric initial data
Assuming monomeric initial conditions we have, for j ≥ 2,
Consider the function ϕ defined in [2, ∞) × [0, ∞) by
Clearly ϕ = 2 α τ c if x = j ∈ N 2 , and the use of ϕ is a good deal more convenient in order to obtain the required asymptotic results. So we now concentrate on (26). Let η := x/τ. By changing variable s → y = s/τ, using the recursive relation Γ(x − 1) = Γ(x)/(x − 1), and Stirling's asymptotic formula
) as x → ∞, we can write, as τ → +∞,
In order to make use of our knowledge about the long time behaviour of c 1 (τ ) given in Proposition 3 it is convenient to rearrange the integrand of (27) by multiplying and dividing it by 2 α (1 − y), resulting in the following, as τ → +∞,
τ (η log y−y+η)
The proof now reduces to the asymptotic evaluation of the integral
We first consider the case η > 1. Let R be a fixed number such that 0 < R < e −1 . Write the integral as I(τ ) = I 1 (τ ) + I 2 (τ ), where
Since ψ(s) is a continuous function and is 1 + O(1) as s → +∞ we conclude that it is bounded in [0, ∞) and so there exists a positive constant M ψ such that 0 ≤ ψ(s) ≤ M ψ for all s.
The following bound for I 1 (τ ) as τ → +∞ is easily obtained:
For the integral I 2 (τ ) we have
Let z = 1−y and observe that, for 0 ≤ z < 1, log(1−z) = −z− 1 2 z 2 −O(z 3 ) ≤ −z, from where we conclude that
Thus, I 2 (τ ) can be bounded as follows
Plugging the estimates for I 1 and I 2 into (28) one gets, as τ → +∞,
From 0 < R < e −1 we have Re η < Re < 1 and so we conclude that (29) converges to zero as τ → +∞; and from the estimate η − 1 − η log η < 0, valid for all η > 1, we conclude the same happens for (30), and this concludes the proof in the case η > 1. Observe that nowhere in the proof thus far we require of ψ more than boundedness. This contrasts with the case η < 1, to be treated next, where the more detailed knowledge of ψ given in Proposition 3 is needed. This is in accordance with what was referred to in the Introduction concerning the geometric interpretation of these limits.
Consider now the case η < 1. The function φ(y) := y − η log y − η has a unique minimum for y ∈ (0, 1), attained at y = η, and φ ′′ (η) = η −1 . Let ε > 0 be chosen sufficiently small so that ε < min{ηe −1 , 1 − η}. Write I(τ ) = I 3 (τ ) + I 4 (τ ) + I 5 (τ ), where I 3 corresponding to the integration in (0, ε], I 4 in [ε, 1 − ε] and I 5 in [1 − ε, 1) . The estimate on the contribution of I 3 (τ ) is entirely analogous to what was done for I 1 (τ ), changing R to ε:
Since in the region of integration of I 4 it holds τ (1−y) > τ ε → +∞ as τ → +∞, we know that ψ(τ (1 − y)) = 1 + O(1) when evaluating I 4 for large values of τ .
, and we can estimate
Laplace's method for the asymptotic evaluation of integrals [1, pg 431] is applicable to I 6 (τ ), and we obtain, as τ → +∞,
For the integral I 5 (τ ) observe that ψ is bounded and continuous but not necessarily 1 + O(1) in the region of integration. However, φ is strictly increasing in that region and so we can estimate
Note that for ε fixed above we have 1 − ε > η and thus φ(1 − ε) > φ(η) = −η log η > 0. Let us apply the above estimates to evaluate (28) when τ → +∞.
Write it as
To estimate (33) we use the bound on I 3 above to get the same result as in (29) with R changed to ε. The conclusion that (33) goes to zero as j → ∞ follows from our choice of ε which guarantees that εe η < 1. We can use the estimate on
since, for η ∈ (0, 1), we have η ητ + 3 2 → 0, and τ 1 2 e −τ φ(1−ε) → 0 as τ → +∞. From (31) and (32) we conclude that in order to estimate (34) we need just to consider
Now, after a few trivial calculations, we imediately recognize that, as τ → +∞, (36) is equal to
Hence, we can write, for η ∈ (0, 1),
and this concludes the proof in the case of monomeric initial data.
Non monomeric initial data
If the initial data has non zero components c k (0) with k ≥ 2, the proof of the stated similarity behaviour of c j (τ ) requires, according to (7), that we now prove that
Define ν := η −1 , write τ = jν, and use the assumption on the initial condition, namely c k (0) ≤ ρ/k µ . We thus have
where ϕ 0 is defined by the equality. Our goal is to prove that ϕ 0 (j, ν) → 0 as j → ∞, for all positive ν = 1.
Like it was done before, we shall study the cases ν > 1 and ν < 1 separately. By the heuristic geometric reasons explained in the Introduction, the case ν > 1 (η < 1) is now easier to handle. In fact, for this case, even using the notoriously bad upper bound to the sum provided by the (1, ∞) Hölder inequality, we only need to impose µ ≥ 0. Using this same approach to estimate ϕ 0 in the case ν < 1 (η > 1) we need to impose µ > 1, which does not even guarantee that all finite mass initial data are included. So, for this part of the proof, we bound the sum in ϕ 0 by an integral and estimate its behaviour using Laplace's method. This allow us to improve the requirement upon µ to that stated in the Theorem, namely µ > 1 2 . However, introducing an integral to estimate the discrete sum entails the introduction of a singularity coming from the power of µ in the denominator of ϕ 0 . In order to be able to estimate the integral in the region around this singularity we need to assume µ < 1. This imposes no extra restriction on the initial data whatsoever, since any initial data that decays with an exponent µ ≥ 1 can also be bounded from above by a (worse) bound with exponent µ ∈ ( 1 2 , 1). So, when needed, we shall assume our exponent µ lies in this interval.
Consider first the case ν > 1. Change the summation variable k → ℓ := j − k. It is sufficient, for this range of ν, to bound ϕ 0 as follows
Considering the sequence u ℓ := (jν) ℓ ℓ! , and studying the sign of
we conclude the maximum of u ℓ is attained at ℓ = ⌊jν⌋ > jν − 1 > j − 1 > j − 2.
As j → ∞, we can thus estimate the right-hand side of (38):
where we use Stirling's approximation in the second equality. Since ν > 1, we have ν − 1 − log ν > 0, and so −j(ν − 1 − log ν) + log j → −∞ as j → ∞ from which we conclude (39) goes to zero as j → ∞, and we obtain the result we seek in the case ν > 1. Consider now the case ν < 1.
Being interested in the large j limit we can assume without loss of generality that jν > 1. We again change the summation variable as before k → ℓ := j − k to get
but for this range of ν ′ s the estimate in (38) is too crude, so we are keeping the power of µ term in the next estimates. We now need a better upper bound than the one provided by Hölder's inequality used in the previous case. This will be done by deriving an upper bound in terms of an integral. This different approach still requires information about the monotonicity behaviour of the sequence in the sum (40), namely u ℓ := (jν) ℓ ℓ!(j−ℓ) µ , and this part of the study will be done next. The relevant quantity is the sign of
Define g(y, ε) := (1 + 
and so we can guarantee the existence of y * 1 (ε) such that g(y * 1 (ε), ε) ≡ 0 and y * 1 (ε) → ν as ε → 0. Deriving up to second order g(y * 1 (ε), ε) ≡ 0 with respect to ε and computing the result at (ν, 0) provides the Taylor expansion
for y * 1 , and for y * 2 we have
Going back to the sign of u ℓ+1 − u ℓ given by (41), we conclude from the analysis of g that, for all j sufficiently large, a local maximum of u ℓ is attained at
The other zero of g, denoted by y * 2 (ε) in Figure 4 , corresponds to the possible change from u ℓ being decreasing to being increasing. Since the sum (40) we want to estimate goes just to j − 2, we need only to consider u ℓ with ℓ up to this value. Now we have two possibilities: either ν < 2 −µ , in which case, for all ε small enough y *
2 (ε) > j − 1 and so u ℓ is decreasing for ℓ ∈ { ℓ, . . . , j − 2} and hence the above local maximum is in fact the global maximum in {0, . . . , j − 2}, or ν ≥ 2 −µ , in which case y * 2 (ε) < 1 − ε and thus, there exists an integerľ, depending on j, with ℓ <ľ < j − 2, such that u ℓ is decreasing for ℓ < ℓ <ľ and increasing for ℓ >ľ. However, for all sufficiently large j the global maximum of u ℓ in {0, . . . , j − 2} is still attained at ℓ since u ℓ > u j−2 . This can be shown by taking the logarithm of each side of the inequality and applying Stirling's formula. For the leading order O(j) terms we get, 1 − ν + log(ν) < 0 which is satisfied for all 0 < ν < 1.
We can now proceed with the estimation of the right hand side of (40). Consider first the case ν > 2 −µ . We can interpret the sum with ℓ < ℓ as the integral of a piecewise constant function with values u(x) = u ℓ for x ∈ [ℓ, ℓ + 1); likewise, the sum with ℓ > ℓ can be interpreted as the integral of a piecewise constant function satisfying u(x) = u ℓ if x ∈ (ℓ − 1, ℓ]. Notice that the rectangles whose areas are being summed are constructed to the right of the base point x = ℓ in the first case and to the left in the second. With this interpretation it is immediate to conclude that
This implies that (40) can be bounded above as follows
For the case ν ≥ 2 −µ the same idea apply, but now we need the rectangles to be again constructed to the right of the base point for ℓ >ľ, and the local maximum at j − 2 must be handled separately, as with the maximum at ℓ and the minimum atľ. As a result we obtain the following estimate, similar to (43):
with the function U j (x) as before, and where, for the inequality, we used the obvious fact that uľ < u ℓ and the inequality u j−2 < u ℓ obtained previously, and valid for all sufficiently large j. We now study the behaviour of the first term in the right hand side of both (43) and (44). Using Stirling's approximation we have, as j → ∞ ( ℓ → ∞),
From the definition of ℓ we know that
and the following bounds easily follow e ℓ−jν 
Plugging (46)- (48) into (45) gives the seeked result for the first term in the right hand side of (43) and (44).
We are now left with the study of the integral term in (43) and (44). Changing the integration variable x → y := In order to estimate this integral when j → ∞ and to be able to apply Sirtling's expansion we need first to consider for some ε fixed sufficiently small, 0 < ε < ν say. For our purposes it is sufficient to take ε ∈ (0, ν). For y < ε the function to be integrated is monotonic increasing and continuous and since (j − 2)ε + 1 → +∞ as j → ∞, we can apply Hölder's inequality and Stirling's approximation to obtain, after some rearrangements, . In this case y > ε and this implies (j − 2)y + 1 > (j − 2)ε + 1 → +∞ as j → ∞. We can thus apply Stirling's approximation directly in the integral to get, after some algebraic manipulations, The bound considered in the last line seems unavoidable if we want to apply Laplace's method to evaluate the integral. However, it introduces a singularity at y = 1 and the bound is nontrivial only when µ < 1. As pointed out earlier in the proof, this implies no extra restriction on the initial data.
which is an O(1) as j → ∞, for all µ. From (50), (53), and (54) we finally conclude that the integral term in (43) and (44) converge to zero as j → ∞, for all ν ∈ (0, 1) and µ > 1/2. This completes the proof of the theorem.
Discussions with W. Oliva, J.T. Pinto, and C. Rocha, are greatfully acknowledged. 
