Abstract-Construction of forest of decision trees method is a popular tool in machine learning because of its good performances in terms of classification power as well as in computational cost. In this paper, we address two problems. The first one concerns the interpretability of a forest. Indeed, comparing to a single decision tree, a forest loose its ability to be easily understandable by an end-user. The second studied problem concerns the size of the forest and hence the memory size and classification time of a forest. We seek for a forest as small as possible that classify nearly as well as a larger forest. In order to solve these two problems, we propose to characterize a forest by discovering different classes of trees regarding their power of classification. These classes are discovered thanks to Forest's algorithm [1] of class segmentation, a variant of the hypersphere classifier [2] .
I. INTRODUCTION
Fuzzy Decision Forest (FDF) or forest of fuzzy decision trees has been introduced in order to increase the classification capabilities of fuzzy decision trees.
FDF comes from classical Machine Learning where ensembles approaches have been developed in order to improve classical learning algorithms. Here, we cite the bagging (Bootstrap aggregating) approach [3] , that are based on the bootstrap method [4] and the use of a machine learning algorithm, or the boosting approach [5] , [6] , [7] that proposes the construction of a strong learner as a set of weak learners to obtain an accurate prediction rule [8] . AdaBoost is a wellknown boosting algorithm proposed by [9] . Also, (Random) Forests of decision trees have been introduced to lower the error rate of fuzzy decision trees when classifying new cases [10] , [11] , [12] , [13] .
In fuzzy machine learning, ensemble approaches based on fuzzy decision trees have been introduced to handle numerical or fuzzy data [14] , [15] , [16] , [17] , [18] , [19] . The combination of a fuzzy learning algorithm with the ensemble approach takes advantages of the fuzzy decision of a fuzzy classifier when classifying new cases. Moreover, it is a fast and accurate machine learning tool that takes benefit of a fuzzy classification decision to increase its robustness and accuracy. For instance, these approaches offer good results in applications as for instance in video mining [20] where they have been used both to enhanced the accuracy of fuzzy decision trees, and to output a ranking of examples in classification.
There is three main difficulties to tackle with such approaches. First of all, a fast algorithm is needed to construct the ensemble of learners. Secondly, the number of fuzzy decision trees should be set in order to obtain the best performances with a limited number of trees. Finally, the understandability of a fuzzy decision forest is generally very poor due to the fact that the number of the fuzzy decision trees highly increases the complexity of the model. That last point is a very dreadful drawback in the sense that fuzzy decision trees are greatly famous due to their understandability. Used in a forest, they loose one of their main advantage.
In this paper, we propose an approach to summarize a forest of (fuzzy) decision trees by giving a set of significant accurate trees. A similar approach have been proposed in [21] by means of the use of a clustering algorithm to cluster the trees of the forest and kept only some representative trees. However, that approach did not use any knowledge to help the selection of a subset of the trees and need the setting of several parameters for the use of the clustering algorithms. We propose to find different subsets of accurate trees by Forest's algorithm [1] . In our approach, we try to keep the classification rate by selecting representative trees in the different subsets. We introduce the notion of quality of a tree based on the notion of its ability to correctly classify examples that are mainly badly classified by the trees of the forest.
Instead of in [21] , the main aim of our approach is to take benefit of the knowledge on the fuzzy decision trees having a high accuracy when classifying "easy" examples but also of fuzzy decision trees that have a low accuracy on easy examples but a high classification rate for "difficult" examples. The combination of such different prototypes of fuzzy decision trees could thus enable to perform an increase of the global accuracy of the fuzzy decision forest by means of a small number of fuzzy decision trees, but also to provide a summarization of the FDF by this small sample of FDF.
The paper is organized as follows: first, used algorithms are presented in Section II and Section III; Section IV explains our approach and Section V gives results on a UCI database and analyses them; finally the paper ends by a conclusion and some future work.
II. FUZZY DECISION FOREST
Fuzzy Decision trees have been proposed to handle continuous or fuzzy attributes and to propose a way to construct a set of understandable fuzzy rules from a training set. Fuzzy set theory brings out more robustness and more interpretability when handling such kind of data.
A. Background
Fuzzy decision tree construction algorithms are generalization of classical algorithms [22] , [23] that are very popular in data mining even if they encounter some problems when dealing with numerical attributes. In fuzzy decision trees, the use of fuzzy values has been introduced to enhance the ability to take into account numerical values, to allow smoother decisions and provide membership degrees instead of binary classifications [24] , [25] .
Given a training set T = {X 1 , . . . , X n }, a fuzzy decision tree is built from its root to its leaves, by successively partitioning T into subsets. Each partition is done by means of a test on an attribute, which leads to the definition of a node of the tree.
Let us assume that each example from the training set is described by means of a set of attributes A = {A 1 , ..., A m }. Each example is associated with a class C k from the set C = {C 1 , ..., C K }. Here, each attribute A j can take a numerical or fuzzy value.
In this paper, the fuzzy decision tree construction algorithm is not recalled. It can be found, for instance, in [25] .
B. Construction of a fuzzy decision forest
A fuzzy decision forest is composed of a given number of fuzzy decision trees. A first approach to construct a fuzzy decision forest has been proposed in [14] to handle applications with more than two classes to predict. A forest of fuzzy decision trees is constructed by considering a n-classes problem as a set of n two-classes problems. Thus, each fuzzy decision trees of the forest can be constructed to predict a class against all the other classes. When classifying examples, several aggregation methods (normalized vote, unnormalized vote, possibilistic aggregation,. . . ) have been proposed to aggregate the classification results of each fuzzy decision tree.
Various methods have been introduced later to construct fuzzy decision forests. First of all, some approaches modify the labels of the training examples to construct fuzzy decision trees [14] . Secondly, some methods used a set of samples of the training set to construct several fuzzy decision trees. For instance, [18] introduced an approach based on random forests. Finally, several approaches introduce the use of the given training set, without any sampling. They introduce some modification of the selection process of the test nodes, either by deleting some attributes from the list of attributes [16] , or by choosing a set of attributes instead of a unique one [15] , [17] . In [16] , a set of fuzzy decision trees is first constructed classically and the fuzzification of the test nodes is done at the end of the construction of the whole set of trees. In [15] , [17] , the trees are constructed by considering at each node, not only the best attributes, but all the best ones if there are several attributes that can be convenient to split the training set.
In our approach [19] , fuzzy decision forest is composed of N F fuzzy decision trees. Each fuzzy decision tree DT i is constructed from a training set T i which is a random sample of the whole original training set. When the distributions of classes in the training set are highly unbalanced, the algorithm to construct (fuzzy) decision trees cannot be applied directly and should be adapted otherwise the majority class will cover the other classes. In that case, the sampling sets T i are drawn in order to be composed of an equal number of examples from each class.
C. Classification by a fuzzy decision forest
A fuzzy decision forest is usually constructed to classify any forthcoming examples. A fuzzy decision tree provides a membership degree f DTi C k to a predicted class C k for any example it classifies.
With a fuzzy decision forest composed of N F fuzzy decision trees, the classification of an example X is performed in two steps. First of all, X is classified by each of the N F fuzzy decision trees DT i of the forest in order to obtain a degree f DTi C k (X) of X to have the class C k . Secondly, the aggregation (sum or average for instance) of the f DTi C k (X), i = 1 . . . N F degrees for each X in order to obtain a single value:
which corresponds to the degree of membership of X to C k provided by the fuzzy decision forest.
III. SUBCLASS DISCOVERY

A. Related work
Among supervised learning methods, some are dedicated to represent each class by a set of prototype regions. We are interested in those that partition a class (or category) in hyperspheres like in [2] , the Restricted Coulomb Energy (RCE) network [26] or the set covering machine (SCM) [27] .
The final goal of all these methods is the classification of a new example: the class assigned to it is the class of the closest prototype. It is not our aim to classify the fuzzy decision trees but to find subclasses of trees in order to provide a set of trees ie the prototypes of the subclasses. This is the reason why we choose the algorithm proposed by Forest [1] close to the one proposed by Wang et al. [28] .
The principle is more or less the same for all these methods. They differ on the necessary parameters. The Forest's algorithm is detailed below.
B. Forest's algorithm
Given a database of n examples: D = {X 1 , . . . , X n }, where X i are described in R d and belongs to a class C k ∈ C where k = 1, . . . , K.
Input :
-create a sphere S Xi,C k ,r ∈ S centered on X i and with radius r = min Xj / ∈C k d(X i , X j ) associated with class C k -create the graph of direct friends of X i , F Xi = {(X i , X)/X ∈ S Xi,r } end for -create the global graph of friends as the union of the direct graphs F = i F Xi -create the subclasses SC ⊆ C k as the set of connected components of F .
Forest's algorithm can be decomposed in 4 steps. The first one consists in growing a sphere centered on an example X i until an example of a different class is reached. In the second step, this sphere provides the graph of direct friends of X i , ie a vertex links X i and each example in its sphere (see figures 1a and 1b). The third step aggregates all the direct graphs by union in order to obtain the global graph. Lastly, the class of X i is partitioned in subclasses where a subclass is defined as a connected component of the global graph (see figure 1c) .
It has to be noted that a sphere covers only examples of a same class but this constraint can be soften by introducing a parameter of tolerance t which allows to grow a sphere until t examples of a different class are reached.
IV. SUMMARIZING A FUZZY DECISION FOREST
Machine learning meta-algorithms lie on the hypothesis that a set of weak learning models forms a strong learning model. In the case of decision forests, some decision trees can be weak considering their classification performance, but associated to other less weaker trees, they constitute a good learning model. It can be explained on the fact that some tree are specialized on a sparse region of the learning space, difficult to learn and hence with possibly bad classification performance, whereas other trees are specialized on a dense region, easier to learn, and hence with possibly good classification performance.
Our goal is to summarize a decision forest by keeping the trees that cover the best the learning space. We need to find a representative tree for each region covered by the learned trees of the forest. Hence, the trees can not be separated on weak trees and strong trees: their performance should be balanced by the level of difficulty they have to face to.
A. Main notions
Our idea is to score each example of the test database by its ease to be learned, ie by its ease to be correctly classified by a forest. The more an example is correctly classified by a forest, the more it is easy to learn it. This score is used to qualify the quality of a fuzzy decision tree. A tree can be of high quality even with a medium error rate because it classifies correctly examples that are mainly incorrectly classified by the fuzzy decision forest.
Let us consider a forest of N F fuzzy decision trees DT j . Each DT j provides a membership degree to a class C k for an example
Definition 1: The degree of ease ε to be learned of an example X i is defined as:
We introduce the degree of quality κ of a fuzzy decision tree. This degree depends on the degrees of ease of the examples it correctly classifies.
Let us consider the binary function:
The degree of quality κ of a fuzzy decision tree DT j is defined as:
B. Proposed approach: HQT forest summarization
Once a fuzzy decision forest F is learned on a training database T , the forest is tested on a test database D. The quality κ of each tree of F is evaluated on D. Two classes of trees are build: the class of high quality trees (HQT ) and the class of low quality trees (LQT ). The separation is based on a threshold κ t on κ. In this paper, the threshold is set to the average κ.
Forest's algorithm is applied to the whole forest. It means that the database of examples are the trees of F belonging to HQT or LQT . Each tree is described by means of the degrees it provided for the X i ∈ D.
Once the subclasses are obtained, a tree is chosen for each subclass of HQT . The classification process is performed once again with these selected trees.
-compute κ(DT j ) end for -create two classes of trees:
-choose a tree in each subclass of HQT .
V. EXPERIMENTAL RESULTS
In order to validate our approach (HQT forest summarization), a set of experiments have been conducted on Gisette dataset from the UCI repository [29] . This dataset is one of the datasets of the NIPS 2003 feature selection challenge [30] . The goal is to discriminate between handwritten digits: the four and the nine. The examples are described by 5000 sparse continuous variables (approximately 13% of the entries are non zero). The dataset is composed of two databases: a training database of 6000 examples, equally distributed on the two classes; and a validation database of 1000 examples also equally distributed on the two classes. 
A. Protocol description
The training database is arbitrary divided in two databases: one called train with 5800 examples, the other one called reference with 200 examples. The choice of a convenient size for this reference set deserves a more deeper study that will be done in further work.
The train database is used to construct a fuzzy decision forest. The reference database is used to test the obtained forest. The κ degrees are calculated on the forest results on the reference database and Forest's algorithm is then performed from these κ degrees. The performances of different approaches are evaluated on the validation database.
We have conducted two experiments, exp1 and exp2, by varying the train and reference set. The fuzzy decision forest (F 1 for exp1 and F 2 for exp2), in both experiments, is constituted of 250 fuzzy trees. The error rate of this forest on the validation database is low: 0.038 for F 1 and 0.037 for F 2 . Moreover, the error rate is stable from a forest of 225 trees.
B. Considered approaches for trees selection
Our aim is to reduce the size of a forest without increasing the error rate. We compare our approach (denoted HQT F ) with several scenarios. We denote by S the number of subclasses of HQT found by our approach. Because the choice of the tree representing a subclass is not unique, we choose 100 different possibilities of forest. In exp1, S = 15 and in exp2 S = 27 with a tolerance of 0. This S is used to build different types of forest in order to evaluate our forest summarization HQT F against forests of the same size. It has to be noticed that, usually, to reduce the size of a forest, no information is available regarding the number of trees.
The first approach, called RandomS, considers a forest composed of a random sample of S trees among the 250 trees. The selection is performed 100 times.
The second approach, called BestKappaS, considers a forest composed of the S best trees regarding their κ degrees.
The third approach, called BestErrorS, considers a forest composed of the S best trees regarding their error rates on the reference database. Because of the possible ties in the error rate, the selection is performed several times depending on the number of ties.
C. Analysis of the results
In table I giving error rates with associated standard deviations for all the considered approaches, we can see that HQT F performs better in both experiments with the lowest standard deviation. Hence, the number S and the degree κ are important information to take into account for the summarization of a forest without loss of accuracy.
In order to analyze more precisely the benefits of considering the κ degree in the forest summarization process, it is interesting to see if there is a correlation between several indicators as the error rate of each fuzzy decision tree on the reference database, its error rate on the validation database and its κ degree on the reference database. Figures 2a and 3a give the plot of the validation error rate vs κ. Figures 2b and 3b give the plot of the reference error rate vs κ. Figures 2c and 3c give the plot of the validation error rate vs the reference error rate. One can notice that there is no correlation between the validation error rate and κ no more than between the validation error rate and the reference error rate, while κ is quite correlated to the reference error rate.
In other words, knowing the error rate of a tree on the reference database does not enable to predict its error rate on the validation database. Similarly, knowing the κ degree of a tree on the reference database does not provide an information on its error rate on the validation database. This absence of correlation is highlighted in a more visible way on the Figures 2d and 3d: in these figures, the error rate ranks are distributed on the whole space. This observation illustrates the principle of decision forest: a set of weak learners provide a single strong learner.
Contrary to the comparison between validation database and reference database, there is a correlation between the κ of a tree and its error rate on the reference database. It is an expected result as the κ of a tree depends on its accuracy on the reference database. Nevertheless, this correlation is not so strong: it is impossible to deduce κ only with the error rate.
VI. CONCLUSION
In this paper, a new approach to reduce the size of fuzzy decision forest is proposed.
This approach is based on the use of a subclass discovery algorithm to summarize a fuzzy decision forest. Subclasses of trees are discovered by means of their quality evaluated by a degree κ that we have introduced. This degree lies on the idea that the quality of a tree should not be estimated only on its accuracy but should be balanced by the level of difficulty of the examples it has to classify.
We have shown on experimental studies, that our approach enables to determine a reduced forest without a minimal loss of performance comparing to the entire forest. Comparing to forests of the same size, our HQT F performs better in a more stable way.
In future works, other experiments will be expanded to other datasets, with various sizes, in order to obtain a better view of the main advantages and drawbacks of this new algorithm. For instance, relations between the reduction of the size of the forest and the accuracy could be studied. The selection of the trees after the characterization process will be studied. We plan also to study better the aggregation of the results of the selected fuzzy decision trees in the final fuzzy decision forest. Moreover, the size of the reference database should be studied in order to observe the possible links between the quality of the summarization and the size of the reference database. A global comparison of the whole approach with other ensemble approaches will also be done on various datasets.
We think also that our HQT forest summarization can be applied to extremely randomized trees [31] .
