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ABSTRACT
One of the most profound open questions in biology is how the genetic code developed.
The blueprints for proteins are encoded by triplets of nucleic acids, which in turn require
proteins for interpretation and replication. The mere existence of this self-referencing sys-
tem is a chicken-and-egg dilemma. Aminoacyl-tRNA synthetases are key players in the
transfer of genetic information and reflect the earliest episode of life. These enzymes are
responsible for loading tRNA molecules with the correct amino acid. Two protein super-
families of aminoacyl-tRNA synthetases emerged, each responsible for ten amino acids.
Despite sequence and structure similarity, the delicate balance between these superfam-
ilies is manifested in two structural motifs, which were identified in the context of this
thesis: the Backbone Brackets and the Arginine Tweezers. Both motifs realize constant
ligand recognition and can be found in almost all protein structures of aminoacyl-tRNA
synthetases.
In this thesis, I thoroughly characterized Backbone Brackets and Arginine Tweezers.
The specific characteristics of these motifs require high-precision methods for their de-
tection and analysis. However, existing algorithms do not feature an adequate computa-
tional representation of structural motifs at the atom level and the support of isofunctional
residue mutations. In order to address these limitations, I designed the Fit3D algorithm
for template-based and template-free detection of structural motifs. I show that proper
computational representation of structural motifs is crucial and improves accuracy up to
26% for a benchmark dataset. Fit3D is a general-purpose tool for structural motif detec-
tion in high-resolution protein structure data. In conjunction with the accelerating progress
in experimental methods, the demand for such tools will increase rapidly over the next
years.
I applied Fit3D to structures of aminoacyl-tRNA synthetases to investigate whether Back-
bone Brackets and Arginine Tweezers are universal building blocks for ligand recognition,
and to quantify structural changes upon ligand binding. While the Arginine Tweezers motif
is exclusively found in aminoacyl-tRNA synthetases and paralogs, the Backbone Brackets
seem to be a general pattern to recognize functional groups of certain ligands. The results
show subtle differences in side chain orientation for one structural motif and a backbone
shift for the other. This suggests a structural rearrangement to be a general mechanism in
some aminoacyl-tRNA synthetases. The detailed level of these analyses would not have
been possible without high-precision structural motif detection with Fit3D.
The results emphasize the importance of structural motifs, which consist of only a few
residues, for the global function of the enzyme. Furthermore, the stunning conservation of
the structural motifs located in the core domains of aminoacyl-tRNA synthetases suggests
their presence in the earliest predecessors of these enzymes. Both motifs might have
played a fundamental role in shaping the genetic code as we know it.
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1. INTRODUCTION
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1.1. MOTIVATION
The Code of Life Every known organism depends on the correct synthesis of proteins,
which are composed of amino acid residues that are covalently linked and hence form a
backbone-like construct. This linear construct folds into a complex three-dimensional struc-
ture in vivo which determines the molecular function of the protein [1]. Proteins realize a
plethora of functions, of which many were studied in great detail, e.g. the degradation of
peptides [2], but others remain enigmatic or completely unknown such as the function of
the huntingtin protein [3]. The function and structure of a protein may be compromised by
only minor changes in the correct succession of the respective amino acids [4–6]. This suc-
cession is encoded by nucleic acids. A complex molecular machinery of more than 100 pro-
teins and nucleic acids is required to decode this information and to ensure efficiency and
fidelity [7–10]. The ribosome is responsible to pair an mRNA codon with its corresponding
anticodon of a tRNA molecule, which in turn delivers the cognate amino acid. The spec-
ification of the genetic code is hereby realized by aminoacyl-tRNA synthetases (aaRSs):
a class of enzymes which ligate amino acids to their corresponding tRNA molecule [11].
Two different manifestations of aaRSs exist, each providing the building blocks of the other,
which is why they constitute a unique self-referencing system.
Two manifestations of
aaRSs exist that constitute
a unique self-referencing
system where each cannot
exist without its counter-
part. The idea for this image
was inspired by Sebastian
Bittrich and Alexander
Eisold.
Genetic Code Emergence The mere existence of proteins and nucleic acids is a chicken-
and-egg dilemma. The amino acid succession of each protein is encoded by nucleic acid
blueprints. However, proteins are indispensable to replicate and translate nucleic acids.
It is still unclear and heavily debated [12] how this reflexive system came to be [13] and
which polymer type constituted the earliest primordial life forms.
The RNA world hypothesis assumes that nucleic acids were the sole basis of primordial
life. RNA molecules can store and interpret genetic information, while also allowing for
catalytic activity. In succession, proteins emerged to implement more elaborate, specific,
21
Figure 1.1.: The transfer of genetic information relies on the correct mapping between codons and amino
acids. AaRSs are the enzymes which ligate amino acids to their corresponding tRNA and are thus the interface
between gene and gene product.
and efficient catalytic activities [14]. However, the molecular complexity of RNA, its insta-
bility and limited catalytic repertoire [12, 15] raises concerns that such a primordial world
was solely based on RNA.
Due to the less complex structure of simple peptides, and the chance of randomly gen-
erated catalytic polypeptides, there is the hypothesis that these catalytically active polype-
tides could have enriched without the intervention and coding by RNA [16,17].
Another hypothesis assumes that genetic coding emerged from a system in which RNA
and peptides coexisted and complemented each other from the very beginning [15,18–21].
It is argued that only this interleaving of the two types of macromolecules can account
for the speed with which the genetic code developed [19, 22–24]. Either way, aaRSs are
the entities which most prominently reflect this early episode of life and are undoubtedly
intertwined with the development of the genetic code.
Genetic Code Implementation In essence, the mapping of the genetic code is tied to
the biochemical reaction catalyzed by aaRSs. AaRSs implement the mapping between
codons and amino acids [15] (Figure 1.1) and are thus the key players in the transfer of
genetic information. Beside the correct recognition of tRNA features [25], highly spe-
cific ligand interactions in the binding site are required to recognize the designated amino
acid [11, 26–28] and to prevent errors in biosynthesis [26, 29]. These interactions are me-
diated by the correct arrangement of only a few residues within the protein. The detection
of such key residues in the structure of a protein – so-called structural motifs – contributes
to the understanding of protein structure [30], function [31, 32], and evolution [33]. Due
to the large amount of known protein structures the manual detection of structural mo-
tifs is tedious or practically impossible. Consequently, computational methods are vital to
understand how the catalytic mechanism in aaRSs, and hence the implementation of the
genetic code, emerged.
Big Data in Bioinformatics Modern bioinformatics faces an increased demand for the
processing of big data. With the rise of next-generation sequencing techniques and the
advent of protein structure determination methods, terabytes of data are available for com-
putational analysis [34]. The application of big data analytics has lead to breakthroughs in
22
biomedical research. Only the continuous development of innovative methods allows gain-
ing new insights.
Deep learning algorithms were recently applied for the prediction of protein contact
maps [35] or the assessment of protein model quality [36]. Furthermore, deep convo-
lutional neural networks allow the prediction of the bioactivity of small molecules [37],
which enables the design of new drugs in a structure-based manner. Huge public atten-
tion is drawn to these thriving fields of bioinformatics. The company Atomwise received
$45M1 funding for their idea of exploiting established artificial intelligence algorithms for
drug discovery.
With the Protein Data Bank (PDB) [38] as the largest data resource for macromolecular
structures, a vast amount of data is publicly available for the analysis with computational
methods. As of 2014, the PDB exceeded 100,000 structures. By now (March 20182), the
PDB contains over 134,000 entries and is growing at around 10% per year [39]. Most
of the structure data is of atomic resolution and almost three quarters of the structures
contain at least one ligand [1]. The high-troughput analysis of sequencing data allows the
in silico prediction of even more protein structures [40]. The PDB includes approximately
1,000 structures of aaRSs across all kingdoms of life.
There is a high demand for general tools and algorithms to analyze this data that will
increase rapidly in over the next years. The more protein structures are known, the more
data will become available, which in turn allows gaining unprecedented insights. How-
ever, algorithms that exploit high-resolution protein structure data are scarce. Thus, this
thesis aims at the development of general-purpose algorithms for the analysis of spatial
data, which are then applied on protein structures of aaRSs to identify and characterize
fundamental molecular mechanisms of these enzymes.
1.2. AIM AND OPEN PROBLEMS
Despite the availability of many aaRS structures in the PDB, these fundamentally important
enzymes are mainly untouched in terms of structural motif analysis. With their implications
for the origin of life, the overall aim of this thesis is:
Aim
A contribution to the understanding of the origin of the genetic code.
The high sequence and structure diversity of aaRSs poses a challenge for computational
analyses. Due to the high degree of freedom of a protein’s sequence, compared to its
structure or function [4], sequence analysis can be error-prone. By using high-precision
detection algorithms, subtle similarities as well as differences of structural motifs in aaRSs
can be unveiled at the atom level. This is especially relevant for aaRSs because com-
prehensive structural analyses of these enzymes are scarce [22]. The characterization of
elementary structural motifs in aaRSs can help to shed light on ligand recognition mecha-
nisms, which were essential for the development of the genetic code during the earliest
moments of life. Consequently, the first open problem which needs to be solved is:
Open Problem I
The identification and characterization of structural motifs in aaRSs (Figure 1.2).
1number taken from: atomwise.com/news, available as of March 20, 2018
2number taken from: rcsb.org/stats/growth/overall, available as of March 20, 2018
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Figure 1.2.: The application of high-precision detection algorithms allows identifying and characterizing struc-
tural motifs in aaRSs. Based on the comparison of individual atoms or groups of atoms, functional implications
can be deduced.
One of the major aspects for the computational analysis of aaRSs is the creation of a
high-quality dataset of protein structures, derived from the PDB. Cross-references in bio-
logical databases, such as the Enzyme Commission (EC) number [41], can be used for the
initial data acquisition. To characterize structural motifs in aaRSs, standardized alignment
procedures are necessary which have to be implemented and tested for accuracy.
The consideration of full atomic resolution data is crucial in order to understand the
molecular mechanisms in aaRSs at the greatest possible detail. Due to the high com-
putational complexity of structural motif detection, existing algorithms are optimized for
computational efficiency at the cost of accuracy. Nevertheless, structural motif detection
algorithms are invaluable tools for the prediction of protein function [42, 43] or the detec-
tion of similar ligand binding sites for drug discovery [44]. The huge data source of protein
structures allows to apply these algorithms at large scale. Thus, the second open problem
which needs to be solved is:
Open Problem II
The development of general-purpose structural motif detection algorithms (Fig-
ure 1.3).
Due to the manifold biological roles of structural motifs, the problem of structural motif
detection encompasses several biological aspects. Some structural motifs were shown
to stabilize the global fold of the protein [30] and are not directly involved in protein func-
tion, whereas others are the functional determinants for ligand binding [45] or enzymatic
reactions [2]. Due to these biological constraints, the required detection algorithms have
to be as versatile and universal as possible and should not be limited to, for example, the
detection of matches on the surface of a protein.
The computational aspects of structural motif detection require methods to handle the
ever-increasing number of available protein structures. This can be achieved by using state-
of-the-art data formats and the intelligent distribution of computational load (e.g. by parallel
computation). Due to the complexity of the problem, which is related to subgraph isomor-
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Figure 1.3.: The detection of local similarity in proteins at atomic resolution requires accurate matching al-
gorithms. Even if the global structure similarity is low for a pair of proteins, they might share geometrically
similar structural motifs. In the case of alanyl-tRNA synthetase (AlaRS) and histidyl-tRNA synthetase (HisRS)
the overall sequence and structure similarity is low (≈15%). Nevertheless, the two proteins share a similar
structural motif that is involved in ligand binding.
phism [46, 47] and pattern recognition, the application of heuristics and filtering steps is
mandatory. Furthermore, the detection of similarity is usually based on a given template
but a template-free approach is also required if input patterns are not available. Eventu-
ally, easy-to-use implementations of the developed algorithms have to be provided to the
scientific community.
1.3. OUTLINE
Background Chapter 2 focuses on the biological role of aaRSs and how these enzymes
relate to the origin of genetic coding and the protein biosynthesis in general. Sequence and
structure studies of aaRSs are summarized. The hypothesis of ancient bidirectional coding
of aaRSs enzymes is discussed alongside with the evolutionary separation of aaRSs into
two distinct classes. The background Chapter 3 provides a foundation to understand the bi-
ological role of structural motifs in proteins. Various examples from literature are discussed,
where structural motifs were shown to play a crucial biological role. The identification of
structural motifs with computational methods is elucidated in Chapter 4. The problems of
template-based and template-free structural motif detection are defined, state-of-the-art
software and algorithms are reviewed. Based on this, limitations of existing methods are
highlighted to substantiate the demand for new general-purpose structural motif detection
algorithms.
Results The identified structural motifs in aaRSs are discussed in Chapter 5. This includes
their characterization with the developed algorithms as well as their relation to the ancient
forms of aaRSs. The chapter shows how structural bioinformatics algorithms can be applied
to link evolution and genetic coding. The Fit3D algorithm is a comprehensive solution for
the template-based and the template-free detection of structural motifs in macromolecular
structure data. Chapter 6 explains the Fit3D algorithm in detail and highlights how Fit3D
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addresses limitations of existing methods. Furthermore, the algorithm is validated and its
algorithmic performance is analyzed. It is shown that the unique features of Fit3D increase
the quality of structural motif detection. Chapter 7 summarizes the findings of this thesis
and explains how the open problems were addressed.
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2. AMINOACYL-TRNA SYNTHETASES
This chapter incorporates content from the publication “Backbone
Brackets and Arginine Tweezers delineate Class I and Class II Aminoa-
cyl tRNA Synthetases” published in PLOS Computational Biology. For
a detailed list of author contributions please refer to page 17.
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Figure 2.1.: The role of aaRSs protein biosynthesis. A specific aaRS is responsible to charge the tRNA with
the correct amino acid. These charged tRNAs are then used by the ribosome to translate the final protein. The
anticodons of the loaded tRNA molecules are matched against the mRNA codons which results in the correct
succession of the amino acids of the protein.
2.1. BIOLOGICAL ROLE
Protein Biosynthesis AaRSs are fundamental enzymes for the correct translation of ge-
netic information during protein biosynthesis (see Figure 2.1). After the transcription of
genetic information by the RNA polymerase, the resulting mRNA is processed by the ri-
bosome. The ribosome pairs an mRNA codon with its corresponding anticodon of a tRNA
molecule that delivers the cognate amino acid. Once the amino acid cargo is removed, the
tRNA molecules are released. Here, aaRSs are responsible to reload the free tRNA. These
enzymes recognize the tRNA identity and catalyze the attachment of the amino acid to
the corresponding tRNA molecule. Hence, the unique interface between gene and gene
products is shaped by aaRSs [11,22]. Three main theories have been proposed to explain
the emergence of the self-encoding translational machinery, namely: coevolution [48], am-
biguity reduction [49,50], and stereochemical forces [51]. The interaction between amino
acid and nucleic acid lies at the basis of each theory and is linked to the emergence of
aaRSs [15,52].
Enzymatic Reaction Every aaRS recognizes an amino acid and prevents misacylation of
tRNAs by maximizing ligand specificity. The discrimination mechanisms between similar
amino acids are well-studied [11, 26–28]. During the enzymatic reaction the designated
amino acid is activated by consuming adenosine triphosphate (ATP), forming an aminoacyl
adenylate, before it is linked to the cognate tRNA [53, 54]. For example, the fusion of as-
partic acid and its corresponding tRNAAsp by the aspartyl-tRNA synthetase (AspRS) follows
the two-step reaction:
Asp + ATP
AspRS
Asp AMP + PPi
Asp AMP + tRNAAsp
AspRS
Asp tRNAAsp + AMP.
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Figure 2.2.: Based on the physicochemical properties of the amino acids (colored according to [66]) no dis-
tinction can be made between the two aaRS classes. However, statistically significant differences based on
amino acid side chain size [25] and binding site size [67,68] are evident. Lysine is mostly processed by Class II
aaRSs, but in all archaic organisms a Class I aaRS is responsible for lysine [69].
Today most organisms feature 20 concrete realizations, each handling one specific amino
acid [55,56].
Architecture The modular architecture of aaRSs has evolved well-orchestrated and was
optimized for its specific requirements [57, 58]. Frequent domain inserts [19, 22] can ren-
der the evolutionary origin hard to track [59]. In principle, all aaRSs have to conserve three
functions: the correct recognition of the tRNA identity and amino acid as well as the lig-
ation of both. Commonly, the anticodon binding domain (ABD) ensures tRNA integrity by
recognizing particular features of the anticodon [60, 61]. The identification and transfer of
amino acids is then mediated by the catalytic domain, which differs in topology between
the two classes. To minimize errors in protein biosynthesis, pre- and post-transfer editing
mechanisms are conducted by approximately half of the aaRSs [26,62,63].
2.2. CLASSES AND TYPES
Sequence analyses revealed that aaRS enzymes can be divided into two complementary
classes which differ significantly at the sequence and structure level. AaRSs have evolved
divergently into Class I and Class II (Figure 2.2), where each is responsible for a distinct set
of amino acids [58,64,65]. One concrete implementation of aaRSs is referred to as Type,
e.g. arginyl-tRNA synthetases (ArgRSs) are the group of enzymes linking arginine to their
corresponding tRNA. The physicochemical properties of amino acids are distributed evenly
between both classes, even though amino acids handled by Class I were shown to be
slightly bigger [25]. This suggest a concurrent emergence of both classes and that archaic
aaRSs substrates have differed sufficiently to require two specialized kinds of aaRSs [22].
Both classes are, at several levels, as distinct as possible from each other [22] and share
no sequence or structure similarity (Figure 2.3).
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Figure 2.3.: Two structures of a Class I ArgRS (PDB:1f7u) and a Class II AspRS (PDB:1c0a), respectively. There
is no similarity between the two classes at sequence or structure level. Prior to tRNA ligation, the amino acid
ligand is converted to its activated form: aminoacyl adenylate, consisting of the amino acid and adenosine
monophosphate (AMP).
2.3. SEQUENCE AND STRUCTURE
Sequence Motifs Sequences of aaRSs are highly diverse and result from fusion, dupli-
cation, recombination, and horizontal gene transfer [70, 71]. However, two sets of Class-
specific and mutually exclusive sequence motifs have been identified, which are responsi-
ble for interactions with adenosine phosphate as well as catalysis [11,64,72]. Class I fea-
tures the conserved HIGH and KMSKS motifs [11,64]. The functional key motifs in Class II
are referred to as Motif “1”, Motif “2”, and Motif “3” [11]. Both HIGH and KMSKS stabilize
the transition state, whereby the latter constitutes a mobile loop in the folded structure [11].
The binding of ATP and the transition state of the reaction of individual Class I proteins have
been demonstrated to be stabilized by a structural rearrangement [18,73–80], which stores
energy in a constrained conformation of the KMSKS motif [81]. The Class II motifs are less
conserved [59] and more variable in their relative arrangement [64]. Motif “1” mediates
the dimerization of protein structures, commonly found in Class II aaRSs [11, 82]. Motif
“2” and “3” are essential for the reaction mechanism and feature two highly conserved
arginine residues [64,83,84].
Structure Similarity The catalytic domain of Class I adapts the popular Rossmann fold
[53], whereas Class II possesses a unique fold [71, 85, 86]. To assert the global structural
similarity, two major structural alignments have been calculated for Class I and Class II, re-
spectively, that revealed high structural similarity within each Class with average sequence
identity below 10% [87]. At a functional level, both aaRS classes exhibit distinct ATP bind-
ing site architectures and reaction mechanisms. Class I aaRSs attach the amino acid to
the 2’OH-group of the 3’-terminal adenosine of the tRNA, whereas Class II aaRSs use the
3’OH-group as the attachment location [88].
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Figure 2.4.: The Rodin-Ohno hypothesis states that both aaRS classes descended from the opposite strands of
a single gene. The signature motifs of each class were fully complementary on this gene. Both Protozymes
originated from the complementary “HIGH-Motif 2” region (shaded in red). Contemporary aaRSs feature
insertion domains (IDs), the Connecting Peptide 1 (CP1) as well as the addition of the ABD. Figure adapted
from [19,97].
2.4. COMPLEMENTARY BIDIRECTIONAL CODING
Rodin-Ohno Hypothesis There is strong evidence for two archaic proto-enzymes as the
origin of all aaRSs, which were among the earliest proteins that enabled the development
of life [18,89–91]. In 1995, RODIN AND OHNO proposed an elegant explanation for the pecu-
liarities that are observed in contemporary aaRSs: both classes were originally encoded on
complementary strands of the same nucleotide fragment [18] (Figure 2.4). The Rodin-Ohno
hypothesis is supported by an experimental deconstruction of aaRS sequences [19,22]. In
these studies, parts of contemporary aaRSs were removed and the catalytic strength of
the resulting transcripts was assessed. One representative sequence of each Class was
reduced to a peptide of only 46 amino acids. The coding nucleotide sequences of these 46-
residue peptide were paired complementarily. These so called “Protozymes” were investi-
gated regarding their structural and catalytic properties; they form molten globules [19,22]
and – despite the lack of ordered tertiary structure – they are still capable of rate enhance-
ments by orders of magnitude [19,22]. It is essential that the efficiency of different enzyme
families across the proteome increases at comparable rates [19,22]. The phenomenon of
anti-parallel coupling of two genes was also postulated for other families of proteins [92,93]
and seems to be a phenomenon that affects the whole genome [94,95]. One contradict-
ing theory is the coevolutionary theory of the genetic code [48]. This theory suggests
two main groups of amino acids based on the connectedness of their biochemical path-
ways and that amino acid biosynthesis was the dominant factor that shaped the genetic
code [52]. Other authors suggested that both classes evolved from unrelated ancestors
and are of independent origin [64].
The Rodin-Ohno hypothesis can explain why ATP and tRNA binding sites of both classes
seem to be mirror images of each other [96] as well as the fact that both classes share virtu-
ally no similarities [11,22,71] beside their actual function [18,19,22]. All the contemporary
aaRS Types are connected by the requirement to bind ATP. This basal unifying characteristic
was found to involve hydrogen bonds in the Class I Protozymes [19].
Implications for the Genetic Code Remarkably, the restrictions inherent with a com-
plementary coding may explain why the middle base of a codon is the most distinctive
base for the corresponding amino acid nowadays [91]. Other studies showed how slight
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Figure 2.5.: The active site architecture of aaRSs and different binding modes based on the complexed ligand.
(A) The active site of aaRSs can be divided into two parts. One part determines the specificity (blue shaded)
of the enzyme by correct recognition of the designated amino acid ligand. The other part ensures the binding
of ATP (red shaded). (B) Binding mode M1 is given if any ligands are present that bind to the ATP moiety of
the binding site. This includes, for example, aminoacyl adenylate, ATP, or AMP. (C) In binding mode M2 either
no ligands are present or only ligands that bind exclusively to the specificity-determining binding region.
differences in the substrate can result in a stable separation of aaRSs into two classes
[15, 20]. Potentially, the two Protozymes diverged into ten aaRS Types each (Figure 2.2)
and simultaneously increased fidelity and incorporated additional domains when neces-
sary [18, 19, 89–91]. Most of aaRS evolution took place before the “Darwinian thresh-
old” [87]. Only a few amino acids, such as tryptophan, were gradually incorporated into
the genetic code after the last universal common ancestor and inefficient proteins evolved
over time [52]. While similar amino acids were once processed by the same aaRS, speci-
ficity may have required additional aaRS Types to cope with increasing complexity. It is still
possible to observe such generic aaRSs in some organisms [98,99].
2.5. LIGAND BINDING CHARACTERISTICS
Despite their sequence and structure diversity, all aaRSs share one unifying aspect: the
function of binding ATP as the necessary step for the activation of the enzyme’s substrate.
Hence, the most conserved part of the aaRS reaction mechanism is the amino acid activa-
tion with ATP, since it represents the principal kinetic barrier for the creation of peptides in
a pre-biotic context [97]. This fundamental mechanism is shared by all Class I and Class II
aaRSs, irrespective of their Type or the organism of origin.
The binding site of aaRSs can be divided into two major parts (Figure 2.5A): a specificity-
determining region, where highly-specific ligand interaction realize the correct recognition
of the designated amino acid [26], and the ATP binding region, which realizes constant
binding of the ATP ligand within each Class [100]. Based on this division of the binding
site, two binding modes can be defined: the state complexed with ATP (M1, Figure 2.5B)
and the state in which no ATP is bound (M2, Figure 2.5C).
Furthermore, the catalytic domain has been predicted to constitute the ancestral precur-
sors of aaRSs [19,22,93,101] and is thus of outstanding interest to understand the origin
of genetic coding.
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3. STRUCTURAL MOTIFS
This chapter incorporates content from the publication “A novel algo-
rithm for enhanced structural motif matching in proteins” published in
Journal of Computational Biology. For a detailed list of author contribu-
tions please refer to page 17.
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Figure 3.1.: The formation of functional “building blocks” during protein folding. (A) Highly conserved and
functionally important residues are brought to spatial vicinity in the natively folded protein. The correct position
of the residues relative to the substrate allows a biological function, e.g. the cleavage of peptide bonds. The
residues depicted as orange triangles are considered to be a structural motif. (B) The mutation of a single
residue leads to a disruption of the correct spatial assembly of the structural motif and subsequently to a loss
of function such as the inability to bind or catalyze the substrate.
It is essential to identify and characterize structural motifs in the catalytic core domain of
aaRSs to understand how ligand binding is realized. If universal structural motifs can be
identified for both aaRS classes, this can give clues on how the formation and diversification
of the genetic code took place in ancient times. The following chapter forms the basis to
understand how structural motifs relate to protein function and evolution, and how these
spatial residue patterns can be detected in datasets of protein structures.
3.1. PROTEIN FUNCTION
The biological function of proteins usually resides in small and evolutionarily conserved
units. One popular example is the well-studied catalytic triad of serine proteases [2]; a
configuration of only three residues, solely responsible for enzymatic activity. These spa-
tial residue patterns are not necessarily contiguous in protein sequence and usually long-
range contacts brought to spatial proximity during the protein folding process (Figure 3.1A).
Consequently, it is hard to identify these patterns by multiple sequence alignment (MSA)
techniques [102, 103]. The detection and thorough comprehension of structural motifs
can help to bridge the gap between protein sequence, structure, and function. Local re-
gions in a protein structure mediate function and their analysis is key in order to under-
stand detailed evolutionary and functional relationships [4, 32]. However, it is yet to be
answered, and stated as a major challenge in structural bioinformatics, how naturally or
engineered perturbations at molecular level influence the overall protein structure or func-
tion [5]. Even smallest changes on crucial residues were shown to shift or disrupt the global
fold of proteins (Figure 3.1B) [6]. In conjunction with the ever-increasing number of avail-
able macromolecular structures, as discussed in Section 1.1, computational methods for
the identification and interpretation of significant spatial residue patterns are experiencing
a high demand.
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3.2. DEFINITION
Throughout literature the term “structural motif” is not clearly defined. In general, struc-
tural motifs described in literature vary in the number of residues between three and six
[104,105]. Furthermore, structural motifs are usually considered to be the first shell [106]
residues in direct contact with the substrate of an enzyme. However, this definition does
not hold for structural motifs buried in the hydrophobic core of a protein such as structure-
stabilizing elements [30]. In the context of this thesis a more general definition of structural
motifs is used (Definition 3.1).
Definition 3.1 (Structural motif). Let T = {t1, t2, . . . , tn} ⊂ R3 be a protein (a set of amino
acids) consisting of n residues. Each residue t is represented by a single point in R3, e.g.
its alpha carbon atom. The set Q = {q1, q2, . . . , qk } ⊂ T of size k with k >− 2 is called a
structural motif. Usually k  n and ∀qv , qw ∈ Q, v 6= w : ||qv − qw || ¯ 25 Å. The residues
of a structural motif are in spatial proximity, e.g. part of a ligand binding site.
A structural motif is usually much smaller than the containing protein structure. An il-
lustration of the relative size of a structural motif, present in the Zika virus capsid, is given
in Figure 3.2. Furthermore, structural motifs are meant to be general patterns, present in
and descriptive for a protein family [107], an enzyme class [2], or a protein superfamily [33].
Hence, structural motifs are evolutionarily conserved to retain protein structure or function
(Definition 3.2).
Definition 3.2 (Structural motif conservation). A structural motif Q ⊂ T observed in a
protein T is evolutionarily conserved if there exist other proteins T similar to T according
to at least one the following criteria:
• sequence similarity,
• structure similarity, or
• function similarity (e.g. catalysis of the same chemical reaction).
A conserved structural motif can be observed in each protein T ′ ∈ T . Furthermore, all con-
served motifs Q are similar to each other, i.e. ∀Qi , Qj ∈ Q, i 6= j : d(Qi , Qj ) <− ε∨s(Qi , Qj ) >− ε
with d(Qi , Qj ) and s(Qi , Qj ) being a dissimilarity and similarity measure, respectively. The
(dis-)similarity cutoff is given by ε.
3.3. BIOLOGICAL ROLES
Structural motifs are the functional determinants for a wide array of cellular processes (see
Figure 3.3), for example catalytic activity of enzymes [2], DNA/RNA interaction [109,110],
or ion fixation [111–113]. Additionally, they were observed to aid structure stabilization [30].
Even highly divergent protein superfamilies, such as the Enolase Superfamily (ES), can be
represented adequately by structural motif templates [33].
Catalytic Activity The degradation of polypeptides is realized by enzymes which catalyze
the cleavage of peptide bonds. This chemical reaction is usually fulfilled by certain sub-
strate specific enzymes, the proteases. The first identified protease catalytic site was re-
vealed in 1967 by studying α-chymotrypsin with X-ray diffraction [114]. Subsequent struc-
ture alignments of proteases uncovered a remarkable similarity of the active sites [115].
Consequently, it was found that solely three residues are responsible for peptide bond
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Figure 3.2.: Structural motif of the NS5 methyltransferase (PDB:5kqr), a protein of the Zika virus capsid
(PDB:5ire) [108]. The relative size (≈1 nm) as well as the number of atoms (48) is small compared to the
whole biological assembly with a size of ≈45 nm and ≈661,000 atoms. Nevertheless, the structural motif is
key for host invasion of the virus.
cleavage in proteases, forming a so-called catalytic triad. The triad consists of histidine,
aspartic acid, and predominantly serine (Figure 3.3A). For the purpose of conservation
and structure stabilization, the catalytic triad is part of an extensive hydrogen bonding
network [2]. During the reaction serine attacks the carbonyl group of the peptide bond
whereby histidine acts as general base in the first step. The protonated histidine residue
is then stabilized by formation of hydrogen bonds with aspartic acid. Finally, the peptide
bond is broken by a water-mediated reaction [2].
Structure Stabilization Interactions between aromatic amino acids were shown to be
relevant for protein folding [116] or structure stabilization [117]. KOUTSOTOLI AND TZAKOS
described the molecular basis of the infection process of human cells with enterohem-
orrhagic Escherichia coli. Here, a double CH-π stacking interaction of two tryptophan
residues, sandwiching a proline, is exploited during the infection process. This so-called
CH-π interaction motif (Figure 3.3B) was found to be present in more than 600 cases in
the PDB [30]. This constitutes an important example to justify the necessity to handle
extremely compact structural motifs buried in the core of a protein.
Ion Binding Metal binding sites in proteins are another example where the correct ge-
ometric arrangement of residues is essential [118]. The ion coordination center of human
ferritin, which is relevant for bioavailable iron storage [112], can be described as a struc-
tural motif consisting of five residues. Other examples include the zinc finger binding motif
(Figure 3.3C) [119] or the copper coordination center of cupredoxins [107].
Nucleotide Interaction Nucleotide binding proteins require specificity for DNA or RNA
recognition sequences to fulfill their regulatory roles. One example of a specific RNA
binding motif is shown in Figure 3.3D [110]. This motif specifically binds to the nucleotide
sequence YCAY (Y are pyrimidines). The motif’s residues supply hydrogen bonds precisely
as those that would be normally served by a complementary stand [110].
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Figure 3.3.: Selected structural motifs and their biological roles. (A) The catalytic triad of histidine, aspartic
acid, and serine, is responsible for the catalytic activity in serine proteases [2]. (B) A double CH-π stacking
motif was shown to be a key determinant during the infection process of human cells by enterohemorrhagic
Escherichia coli [30]. (C) The correct coordination of metal ions in protein structures is essential for proper
function and realized by ion coordination centers, e.g. the Cys2His2 motif of the zinc finger binding domain
[119]. (D) The specific interaction of nucleotides can require specialized structural motifs, e.g. the YCAY RNA
binding motif [110]. (E) Structural motifs can be descriptive for whole protein superfamilies, such as the ES
template [33].
Superfamily Templates Even if the overall sequence or fold of related proteins diverges
during evolution, a common function might be preserved. The ES shares a partial reaction
mechanism: the α-proton abstraction of carboxylic acid [120]. A common structural motif
has been derived for this superfamily (Figure 3.3E) [33]. Using this template definition it
was possible to represent the ES and their subgroups appropriately. Another example of a
superfamily-representing motif has been described for the haloacid dehalogenase super-
family [33].
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4. COMPUTATIONAL STRUCTURAL
MOTIF DETECTION
This chapter incorporates content from the publication “Fit3D: a web
application for highly accurate screening of spatial residue patterns in
protein structure data” published in Bioinformatics as well as from “Un-
supervised Discovery of Geometrically Common Structural Motifs and
Long-Range Contacts in Protein 3D Structures” published in IEEE/ACM
Transactions on Computational Biology and Bioinformatics. For a de-
tailed list of author contributions please refer to page 17.
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In conjunction with the accelerating progress in the experimental determination of pro-
tein structures, the computational detection of structural motifs becomes increasingly
important. During the last years, structural genomics projects have led to protein struc-
tures where the molecular function remains unknown, especially when novel folds are
observed [40, 102]. Computational structural motif detection can be applied to bridge the
gap between structure and function. Furthermore, detection algorithms are a valuable tool
for the detailed characterization of molecular mechanism as shown later for aaRSs.
Motivation The detection of known structural motifs was successfully applied to predict
molecular functions [31, 121] or to identify evolutionary relationships [33], which cannot
be detected in sequence but represent a key event of convergent evolution [122]. The
function of a structure can be predicted by matching against libraries of structural motifs
with known function [123], such as the Catalytic Site Atlas (CSA) [124,125], the Structure-
Function Linkage Database (SFLD) [126], or active site patterns [123]. In the following
sections the different types of computational structural motif detection are elucidated.
The problem of structural motif detection can be divided into two major categories:
I) the template-based and
II) the template-free de novo detection of structural motifs.
Furthermore, a summary of existing methods is given. Based on the features and prop-
erties of these approaches, limitations are concluded which have to be addressed in this
thesis.
4.1. TEMPLATE-BASED
Template-based structural motif detection has been successfully used, for example, to
predict the function of proteins [121] as elucidated beforehand. Hence, there is a plethora
of methods available that are capable of detecting matches of given template structural
motifs guided by a dissimilarity measure or score. Commonly, the root-mean-squared de-
viation (RMSD) of atom coordinates after superimposition is used, calculated according to
the equation
RMSD(A, B) =
√√√√1
n
n∑
i=1
|ai − bi | (4.1)
with A = {a1, a2, ..., ai } and B = {b1, b2, ..., bi } being ordered sets of atoms of the same
size. The ordering of the two sets defines which atoms should be paired, e.g. a1 is paired
with b1. The RMSD is a dissimilarity measure.
Some template-based methods use graph-based concepts [31, 127, 128], others are
based on distance comparison [129, 130]. However, the field of application remains com-
mon: there is one structural motif that is known a priori and should be found in one or more
target structures to infer a common function, fold, or ancestry. Template-based structural
motif detection is defined in Definition 4.1 and an illustration is given in Figure 4.1.
Definition 4.1 (Template-based structural motif detection). Let T be a set of protein struc-
tures, where a given template structural motif Q̂ should be detected. Template-based
structural motif detection employs Q̂ as template to detect motifs Q = {Q1, Q2, ..., Qn} simi-
lar to Q̂ according to a (dis-)similarity measure: Hence, ∀Qi ∈ Q : d(Q̂, Qi ) <− ε∨s(Q̂, Qi ) >− ε.
The (dis-)similarity cutoff is given by ε.
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Figure 4.1.: The process of template-based structural motif detection. A single protein serves as starting
point to define a template motif, e.g. consisting of residues with known catalytic activity (orange circles).
Subsequently, the template motif is used to detect similar matches in sets of protein structures derived from
databases such as the PDB [38]. These matches can be used to infer common function or ancestry.
4.2. TEMPLATE-FREE
The template-free and unsupervised detection of structural motifs without any a priori
knowledge remains challenging. In contrast to template-based structural motif detection,
the task is to find residue patterns which are shared across a given dataset of protein struc-
tures. The dataset may consist of a pair of proteins, e.g. to identify common binding sites,
or hundreds to thousands of protein structures. Template-free structural motif detection
eliminates the need for a template motif, which is often times unknown. Algorithms ad-
dressing this problem are usually related to or based on data mining techniques, such as
graph mining [131] and pattern recognition [104]. The results obtained by template-free
approaches can in turn be used to define structural motifs for template-based methods.
Figure 4.2 illustrates the workflow for template-free structural motif detection. A more
formal definition of template-free structural motif detection is given in Definition 4.2.
Definition 4.2 (Template-free structural motif detection). Let T be a set of protein struc-
tures with shared properties such as common function or conserved fold. Template-free
structural motif detection is employed to discover a set of similar and recurrent structural
motifs Q = {Q1, Q2, ..., Qn}, such that ∀Qi ∈ Q ∃ T ∈ T : Qi ⊂ T . Additionally, all
structural motifs in Q must be similar to each other according to a (dis-)similarity measure:
∀Qi ,j ∈ Q : d(Qi , Qj ) <− ε ∨ s(Qi , Qj ) >− ε. The (dis-)similarity cutoff is given by ε.
4.3. AVAILABLE SOFTWARE
Both problems – template-based and template-free detection – were subject of many stud-
ies with emphasis on template-based detection. Hence, algorithms and software tools ex-
ist, which address both problems. Especially for template-based detection many methods
were developed and thus the selection of the presented methods is not exhaustive, but
aims at covering the most important tools. The methods are classified according to their
underlying computational strategy, which usually derives from classical computer science
problems. An overview of the assessed methods is shown in Table 4.1 and Table 4.2.
Additional summaries of methods can be found in references [32,133,134].
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Figure 4.2.: The general workflow for the template-free detection of structural motifs. A set of proteins with
presumably shared function or other common properties is derived from structure databases, e.g. the Pfam
database [132]. By applying algorithms for common substructure discovery, structural motifs can be identified,
which are recurrent in the initial dataset (orange circles). These patterns are likely to be specific for the initial
protein family, important for protein structure, or function.
4.3.1. ASSESSED FEATURES
The following review of existing methods for structural motif detection focuses on dif-
ferent aspects of the methods. A set of desirable features was composed; required for
general-purpose methods. Most importantly, these include flexibility in the computational
representation of structural motifs. Because most structural motif detection approaches
include a step to assess the geometric similarity of matches, usually by determining the
RMSD after superimposition of atoms, the adequate algorithmic representation of residues
is a critical step. Another relevant feature is the detection of matches that are located in
multiple protein chains (so-called inter-molecular matches), which are especially important
to locate structural motifs at protein-protein interfaces. The possibility to define constraints
such that alternative residues are allowed to be matched at defined positions of the tem-
plate motif, so-called position-specific exchanges (PSEs), is another desirable feature if
sequence conservation of structural motif residues is not given.
Furthermore, general-purpose methods should feature an assessment of the statistical
significance of reported matches and should allow the definition of mixed structural motifs,
e.g. matching of DNA/RNA, or motifs which contain ligands or ions. Ideally, implementa-
tions of the method should be provided that are easy-to-use for the non-expert user or
allow the integration into custom processing pipelines.
4.3.2. TEMPLATE-BASED
In the following, template-based structural motif detection approaches are presented that
can be grouped roughly in five major categories of underlying computer science problems:
combinatorial, dynamic programming, geometric hashing, graph-based, and tree search.
Combinatorial approaches use strategies such as the intelligent testing of permutations of
residues to detect structural motif matches. Dynamic programming is used to determine
the optimal sequential alignments of match candidates before superimposition. Methods
based on geometric hashing, originally suggested for computer vision [135], usually require
the preprocessing of the structure database before the actual search. Graph-theoretical
approaches abstract protein structures to graphs and use graph comparison algorithms to
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identify potential matches, whereas tree search algorithms can be applied for the iterative
identification of matches. The assessment of geometric similarity between candidates
and the template motif is usually based on the superimposition of atom coordinates, e.g.
by the Kabsch algorithm [136], and the subsequent determination of the RMSD.
Combinatorial HE ET AL. published BALLAST, a motif matching algorithm that supports
the representations of protein residues by their alpha carbon, beta carbon, or side chain
centroid coordinates. BALLAST is based on the comparison of residue composition and
geometry in local environments [137]. These local environments are constructed by ex-
tracting all residues within a ball of defined radius around the currently considered residue.
In contrast, Query3D is based on the evaluation of different criteria to reduce the com-
binatorial complexity: residues of the template motif must be neighbored in the target
structure, geometric and biochemical similarity must be given [138].
Dynamic Programming The APoc algorithm uses dynamic programming to determine
the optimal sequential alignment of candidate residues against the template structural
motif [139]. Initially, guessed solutions are generated, which are subsequently used as
a starting point to determine the optimal sequential alignment via dynamic programming.
pvSOAR [140] relies on the comparison of surface patterns, which are encoded in sequence
fragments, and compared by dynamic programming [141].
Geometric Hashing MOLL ET AL. presented the LabelHash algorithm for detecting struc-
tural motifs in proteins [142]. At first, a hash table is constructed for the database of
target proteins which includes n-tuples of residues that satisfy certain geometric con-
straints. Hence, the preliminary construction of an individual hash table is necessary for
each set of target structures [143]. Secondly, a hashed representation of the template
motif is looked up in this table, which allows the retrieval of geometrically similar matches.
SiteEngine [144] operates similarly but exclusively considers the protein surface.
Graph-Based ProBiS represents the protein surface residues as vertices of a graph [127,
145]. The maximum clique algorithm is employed to discover agreements between the
template and target graph. Matches between these graphs are equivalent to local structure
similarities on the protein surface [127]. ASSAM [128] can be assigned to the same algorith-
mic category. It represents the protein structure as a graph, where individual side chains of
amino acids are vertices with edges describing their geometric relationships. Each vertex
in the graph characterizes two pseudoatoms, which in turn represent the functional part
of the side chains. An algorithm for subgraph isomorphism is used to identify structural
relationships between the template motif and target structures [128]. NILMEIER ET AL.
developed the CatSId method to identify matches of structural motif templates, derived
from the CSA, in a set of target structures. Template motif and target structure are con-
verted to distance matrices and subsequently graphs are constructed to identify matches
by subgraph isomorphism detection [31].
Tree Search RASMOT-3D PRO relies on the representation of residues by their alpha
and beta carbon atoms exclusively. The matching of a template motif is based on the
comparison of inter-atomic distances and the subsequent calculation of the RMSD [130].
Although not explicitly stated by the authors, this corresponds to the iterative construction
of a search tree to find suitable candidates. The SPASM algorithm [129] operates similarly
and uses a depth-first search algorithm as well as additional constraints to prune the search
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tree as early as possible. SPASM allows to represent the template motif by alpha carbon
atoms and the centers of gravity of side chain atoms [129].
Other Other methods, which cannot be attributed to one of the former categories, are
CMASA [146], eMatchSite [44], GASS [43], and Suns [47]. CMASA detects local structure
similarity through a contact matrix average deviation technique [146]. eMatchSite uses
machine learning to estimate all-against-all alpha carbon distances and the Kuhn-Munkres
algorithm to find alignments between binding site residues [44]. The GASS algorithm is
based on the intelligent heuristic application of a genetic algorithm to identify matches of
template structural motifs in a nondeterministic way [43]. Suns is available as plug-in for
the PyMOL software [147] and allows real-time structural motif detection. Suns follows
the idea of a web search engine and divides protein structures into “pages” (volumes) and
“words” (chemical motifs). Indexing strategies and refinement steps are used to optimize
queries [47].
4.3.3. TEMPLATE-FREE
In contrast to template-based methods, the template-free and unsupervised detection of
structural motifs without any a priori knowledge is barely addressed. The existing algorith-
mic approaches can be divided into three major categories: itemset mining, graph-based,
and string matching. Itemset mining originated from data mining (“market basket analy-
sis”) and was used for different applications, such as text mining, time-series, graph, or
spatial data analysis [148]. Graph-based methods represent protein structures as graphs
and use, for example, frequent subgraph mining to identify similar structural motifs in the
dataset. Algorithms based on string matching encode structural features into strings, which
are then matched to identify potential correspondences between the structures of origin.
Itemset Mining The generalized aim of itemset mining is to determine associations be-
tween items, which can be expressed by different measurements (metrics). One basic
metric is the support – a measurement that describes the relative occurrence of sets of
items (“itemsets”) in the data. Itemset mining was already applied successfully to pro-
tein data, e.g. to identify binding motifs for transcription factors or splicing patterns [149].
However, in 2014 ZHOU ET AL. were the first to suggest using frequent itemset mining
to spot interesting biological patterns in protein structure data without any abstraction of
spatial data to graphs, distance matrices, or structural features [150]. They introduced the
concept of cohesion to avoid the explicit restriction of distances between items during the
mining process and to discover patterns in spatial proximity, i.e. cohesive patterns. The
method was applied to different protein families and revealed cohesive patterns that span
large distances at sequence level but are brought to proximity in tertiary structure by pro-
tein folding. The authors suggest that these patterns play a role for the specific or overall
structure of the protein [150]. In a subsequent study authored by the same group, their
methods were extensively applied to a dataset representative for the whole PDB in order to
identify cohesive patterns not linked to any concrete fold or function. These patterns occur
mainly beyond annotated Pfam domains [151]. Additionally, the method was used to mine
specific cohesive patterns, which correlate with optimal growth temperature of different
prokaryotic species, and to identify preferential contacts in DNA-binding proteins [151].
Graph-Based For all graph-based methods the protein structures have to be converted to
graph representations in the first instance, which are then mined for frequent subgraphs.
The method of DHIFLI ET AL. reduces the obtained data from graph mining by considering
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metadata, such as evolutionary information for similarities of amino acids derived from sub-
stitution matrices [152]. Frequently occurring residue packing patterns, mined as frequent
subgraphs, were successfully exploited to determine protein family association [153]. In
2008, XIE AND BOURNE presented a method to identify local similarities of unknown bind-
ing sites between proteins, based on sequence profile alignments by incorporating evolu-
tionary information and representing the protein structure as a graph [154]. This concept
was further extended with sophisticated scoring schemes that incorporate not only spatial
similarity, but also physicochemical and other biologically relevant features [44].
String Matching The approach of DUDEV AND LIM converts fragments of proteins struc-
tures to strings using a structural alphabet [104]. These strings are then compared to each
other in order to identify structural motifs which bind magnesium ions. Moreover, the
mining of sequence patterns using string matching was successfully applied to identify
packing patterns in diverse protein families [103, 105]. The SPratt2 [105] algorithm uses a
structural alphabet to represent proximal spatial patterns and includes secondary structure
information.
Other BCSearch uses an innovative alignment-free and transformation-invariant method,
the so-called Binet-Cauchy kernel [155], to determine local similarities in a set of protein
structures [156]. However, BCSearch is limited to the detection of structural motifs that
are consecutive in the protein sequence. Methods that rely on plain spatial data without
abstraction to graphs or structural alphabets include FunClust [157] and LGA [158]. These
methods are designed to be used with a small set of protein structures, 20 in the case
of FunClust, or a pair of protein structures for LGA. FunClust uses the Query3D algorithm
[138], which evaluates different criteria to find a set of common residues between pairs of
proteins by combinatorial extension. LGA operates similarly and tries to find the longest
segments of residues that fit under a specified RMSD cutoff [158].
4.4. LIMITATIONS
Although a variety of approaches for structural motif detection have been presented that in-
volve local residue comparison, none of them incorporate a geometric evaluation of match
candidates at the greatest possible detail. Due to the available high-resolution structure
data, algorithms should be capable to detect similarities at the atom level in order to identify
similar structural properties, such as conserved side chain orientations or confined back-
bone traces.
Computational Representation Most of the presented algorithms are limited in terms of
the computational representation of structural motifs. Template-based approaches usually
rely on a reduced representation of motif residues, e.g. by their alpha or beta carbon atoms
[130] or side chain centroids [129]. This can be especially crucial for the detection of highly
specific ligand interactions that are mediated by residue side chains, which is, as shown
later, the case for Class II aaRSs. Hence, a strong limitation of existing methodologies
is how structural motifs are represented algorithmically. Nearly all presented template-
free approaches rely on the abstraction of protein structures as graphs [131] or structural
alphabets [104] and are thus even more limited to detect similarities at atom level.
Isofunctional Mutations Another important point is the consideration of isofunctional
mutations in structural motifs, which are regular events during protein evolution and manda-
tory for the robustness and evolvability of binding site residues [4]. This can include, for
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Table 4.1.: An overview of template-based structural motif detection methods grouped by the underlying
algorithmic concept: combinatorial (CO), dynamic programming (DP), geometric hashing (GH), graph-based
(GB), tree search (TS), or other (OT). The number of citations of each method is indicated by dots: • <10,
•• <100, • • • >100 (taken from scholar.google.de).
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BALLAST [137] • - - - - - - - -
Query3d [138] •• - - - - - - Ø Ø
DP APoc [139] •• - Ø - Ø - - Ø Ø ligand binding pockets
pvSOAR [140] •• - - - Ø - - Ø - protein surface
GH
LabelHash [143] • - Ø Ø Ø - - Ø -
SiteEngine [144] • • • - Ø - - - - Ø - protein surface
GB
ASSAM [128] •• - Ø - - - - Ø -
CatSId [31] •• - - Ø - - Ø Ø -
ProBIS [127] • • • - Ø - Ø - - Ø Ø protein surface
TS
RASMOT-3D PRO [130] •• - - - - - - Ø - results limited
SPASM [129] • • • - Ø Ø - - - Ø - deprecated search database (2008)
OT
CMASA [146] •• - Ø - Ø - - Ø Ø
eMatchSite [44] •• - - - - - Ø Ø Ø ligand binding pockets
GASS [43] • - Ø - Ø - - Ø Ø
Suns [47] • Ø Ø - - - - Ø Ø PyMOL plug-in
Table 4.2.: An overview of template-free structural motif detection methods grouped by the underlying algo-
rithmic concept: itemset mining (IM), graph-based (GB), string matching (SM), or other (OT). The number of
citations of each method is indicated by dots: • <10, •• <100, • • • >100 (taken form scholar.google.de).
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IM FreSCOs [151]•• - Ø Ø - - - set definition
GB
DHIFLI ET AL. [152]•• - - - - - - representative pattern selection
HUAN ET AL. [131]•• - Ø - - - -
SOIPPA [154]• • • - Ø - - - - pairs of proteins
SM
DUDEV AND LIM [104]•• - Ø - - - -
SPratt2 [105]•• - - - - - -
OT
BCSearch [156]• - Ø - - Ø - consecutive fragments
FunClust [157]•• - Ø - - Ø - maximal 20 protein structures
LGA [158]• • • - Ø - - Ø - pairs of proteins
46
example, the switching of a proton donor from lysine to histidine. Current methods for
template-based structural motif detection lack the possibility to specify such search con-
straints. Hence, the consideration of residue exchanges for each position of the template
motif is desirable to mimic residue substitutions, which might have occurred during protein
evolution or were induced by directed mutagenesis or protein design.
Field of Application There are several structural motif detection algorithms that are tai-
lored to a specific application, e.g. ProBIS [127] or pvSOAR [140] for the detection of
structural motifs on the protein surface. However, this can be a critical limitation if, for
example, structural motifs should be considered that are buried in the hydrophobic core
of the protein and are relevant for intrinsic structure stabilization [30]. Another problem
is evident for some presented template-free structural motif detection algorithms; they
are restricted to a few protein structures in the target dataset such as FunClust [157] or
LGA [158]. This is insufficient if common structural motifs should be found in families of
proteins where a larger set of protein structures is available.
Usability A common problem of structural motif detection algorithms is the availability
of implementations and up-to-date search databases as well as usability. The authors of
most template-based approaches provide implementations of their algorithms, e.g. Label-
Hash [143] or ProBIS [127]. However, frequently there are some limitations in terms of
usability such as for the RASMOT-3D PRO web server [130], where only a limited number
of matches is reported. The availability of an open source implementation or an application
programming interface (API) is a strong plus for advanced users and allows for the flexible
integration into custom processing pipelines. Eight of fifteen template-based approaches
do not meet this requirement. Only three out of nine methods for template-free structural
motif detection provide an implementation, while no open source implementations are
available at all.
General-Purpose Tools In general, there is a lack of versatile and general-purpose algo-
rithms for the template-based and template-free detection of structural motifs. The main
drawbacks (Figure 4.3) of current methods that should be addressed in this thesis are:
• the computational representation of structural motifs by an arbitrary selection of
atoms without prior abstraction and,
• the consideration of residue exchanges for each position of the template motif, so-
called PSEs.
Especially, the former is of high importance to benefit from contemporary structure data
of atomic resolution. Moreover, the support to detect inter-molecular occurrences of struc-
tural motifs lacks for most tools. However, structural motifs which occur in multiple protein
chains have been shown to be of functional importance [30,112,159]. Furthermore, struc-
tural motifs in DNA or RNA structures should be supported to promote the application
of structural motif detection algorithms for these macromolecules, e.g. for the structural
study of riboswitches [160]. Although some scoring schemes for structural motif similar-
ity were presented [161, 162], most methods do not report the statistical significance of
matches, which makes it difficult to assess their relevance. This thesis tackles the men-
tioned limitations and aims at the combination and extension of advantages of existing
methods to enable the versatile analysis of structural motifs. The developed algorithms
are applied to aaRS enzymes to study their molecular recognition mechanisms at atomic
resolution.
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Figure 4.3.: The main limitations of structural motif detection algorithms. (A) The computational representation
of structural motifs determines the sensitivity and specificity of the method. (B) The definition of PSEs allows
detecting occurrences of structural motifs which underwent isofunctional mutations during protein evolution.
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5. STRUCTURAL MOTIFS IN
AMINOACYL-TRNA SYNTHETASES
This chapter is based on the results of the article “Backbone Brackets
and Arginine Tweezers delineate Class I and Class II Aminoacyl tRNA
Synthetases” published in PLOS Computational Biology. For a detailed
list of author contributions please refer to page 17.
50
Figure 5.1.: Pairwise sequence and structure similarity of non-redundant cluster representative chains for
Class I (A) and Class II (B) aaRSs. Depicted is the sequence similarity (% identity) after a global Needleman-
Wunsch [165] alignment of both structures against the structure similarity determined with by TM-align [164].
For Class I (Class II) 95% of all pairs exhibit <33% (29%) sequence identity and <0.85 (0.84) TM score. The
95% quantile borders are depicted as red dashed lines.
The following chapter presents the results of structural motif detection in aaRSs. The
creation of a manually curated dataset of almost 1,000 aaRS structures, presented in [163],
constitutes the basis for all analyses. A thorough structural characterization of the motifs in
Class I and Class II aaRSs is complemented by template-based and template-free detection
results.
5.1. DATASET OF STRUCTURES
In order to identify structural motifs in aaRSs, relevant for the molecular recognition mech-
anism, a dataset was generated that contains ligand information. It is composed of 972
individual chains containing 448 (524) Class I (Class II) catalytic aaRS domains and covers
at least one ligand-bound structure for each aaRS Type. The dataset is provided as Support-
ing Information of the article “Backbone Brackets and Arginine Tweezers delineate Class I
and Class II Aminoacyl tRNA Synthetases” by KAISER ET AL. [163].
The pairwise sequence identity of the dataset is below 33% (29%) for 95% of all Class I
(Class II) structures, while pairwise structure similarity is high with a TM score [164] over
0.8 for 95% of the structures (Figure 5.1). The high sequence diversity probably stems from
the variety of covered organisms and domain insertions. In contrast, the low structure
diversity can be seen as a result of conserved function and the shared topology of the
catalytic domain within each aaRS Class.
Sequence positions of all structures in the dataset were unified using an MSA gener-
ated with the T-Coffee expresso pipeline [166] (see Methods in [163]). This type of MSA
is backed by the additional structural alignment of protein structures. Hence, the struc-
turally conserved catalytic core region is preferred during alignment, since domain inser-
tions and attachments do not align structurally across the whole dataset. The MSA allows
the investigation of a plethora of structures independently of the concrete aaRS Type. This
investigation is aided by a renumeration that effectively provides a means to compare se-
quentially divergent, structurally similar proteins. All further referenced positions are given
in accordance to this MSA. In figures where depictions of structures are shown, the original
sequence positions of residues are listed. To infer original sequence positions from given
renumbered sequence positions, mapping tables are provided as Supporting Information
alongside the published article [163]. These tables contain the corresponding original se-
quence positions for each position of the MSA and for each structure in the dataset.
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Figure 5.2.: Both aaRS classes contain highly conserved patterns, responsible for proper binding of the ATP
ligand. Class I structures share a conserved set of backbone hydrogen interactions with the ligand: the Back-
bone Brackets. Class II active sites contain a pattern of two arginine residues grasping the ATP ligand: the
Arginine Tweezers. Interactions were calculated with PLIP [167] and are represented with colored (dashed)
lines: hydrogen bonds (solid, blue), π-stacking interactions (dashed, green), π-cation interactions (dashed, or-
ange), salt bridges (dashed, yellow), metal complexes (dashed, purple), and hydrophobic contacts (dashed
gray). (A) Class I Backbone Brackets motif and interactions with the ligand Tryptophanyl-5’AMP as observed
in tryptophanyl-tRNA synthetase (TrpRS) structure PDB:1r6u chain A. (B) Class II Arginine Tweezers motif and
interactions with the ligand Lysyl-5’AMP as observed in lysyl-tRNA synthetase (LysRS) structure PDB:1e1t
chain A.
In order to investigate the contacts between aaRS residues and their ligands, noncova-
lent protein-ligand interactions were annotated with PLIP [167]. For simplification, “ATP
ligand” refers to all forms of ligands in aaRS binding mode M1 (see Section 2.5) that contain
an adenosine phosphate substructure including aminoacyl adenylate and AMP. Manual in-
vestigation of these contacts revealed two highly consistent interaction patterns between
catalytic site residues and the ATP ligand: conserved backbone hydrogen bonds in Class I
as well as two arginine residues with conserved salt bridges and side chain orientations
in Class II. These interactions are part of the extensive noncovalent interaction network in
the binding site of aaRSs shown in Figure 5.2. For an overview of the different noncovalent
interactions that can be observed between ligands and proteins please refer to [168].
5.2. BACKBONE HYDROGEN BONDS: BACKBONE BRACKETS
Strikingly, the residues mediating the backbone interactions were mapped in 441 of 448
(98%) Class I renumbered structures at the two positions 274 and 1361. Closer inves-
tigation at the structural level revealed geometrically highly conserved hydrogen bonds
between the peptide bond nitrogen or oxygen atom and the adenosine phosphate part of
the ligand (Figure 5.3A). These two residues mimic a bracket-like geometry (Figure 5.3B),
enclosing the adenosine phosphate, and were thus termed Backbone Brackets. The in-
teracting amino acids are not limited to specific residues as their side chains do not form
any ligand contacts. Hence, position 274 of the Class I motif is not apparent at sequence
level while position 1361 exhibits preference for hydrophobic amino acids, e.g. leucine,
valine, or isoleucine (Figure 5.3C). Examples for the Backbone Brackets motif are residues
153 (corresponding to renumbered residue 274) and 405 (corresponding to renumbered
residue 1361) in Class I ArgRS structure PDB:1f7u chain A.
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Figure 5.3.: A comparison of the Backbone Brackets and Arginine Tweezers. (A) Structural representation
of the Backbone Brackets motif interacting with Tryptophanyl-5’AMP ligand in TrpRS (PDB:1r6u chain A). The
ligand interaction is mediated by backbone hydrogen bonds (solid blue lines). Residue numbers are given in
accordance to the structure of origin. (B) The geometry of the Backbone Brackets motif resembles brackets
encircling the ligand. (C) WebLogo [169] representation of the sequence of Backbone Brackets residues (274
and 1361) and three surrounding sequence positions. Residue numbers are given in accordance to the MSA.
(D) Structural representation of the Arginine Tweezers motif in interaction with Lysyl-5’AMP ligand in LysRS
(PDB:1e1t chain A). Salt bridges (yellow dashed lines) as well as π-cation interactions (orange dashed lines) are
established. Residue numbers are given in accordance to the structure of origin. (E) The Arginine Tweezers
geometry mimics a pair of tweezers grasping the ligand. (F) Sequence of Arginine Tweezers residues (698 and
1786) and surrounding sequence positions. The Backbone Brackets show nearly no conservation at sequence
level since backbone interactions can be established by all amino acids, while the Arginine Tweezers rely on
salt bridge interactions, always mediated by two arginine residues. Residue numbers are given in accordance
to the MSA.
5.3. SIDE CHAIN INTERACTIONS: ARGININE TWEEZERS
In contrast, Class II aaRS structures show a conserved interaction pattern of two argi-
nine residues at renumbered positions 698 and 1786, which were identified in 482 of 524
(92%) structures. The two arginine residues grasp the adenosine phosphate part of the
ligand (Figure 5.3D) with their side chains, resembling a pair of tweezers (Figure 5.3E), and
were thus named Arginine Tweezers. These two residues are invariant in sequence (Fig-
ure 5.3F). Examples for the Arginine Tweezers motif are residues 217 (corresponding to
renumbered residue 698) and 537 (corresponding to renumbered residue 1786) in Class II
AspRS structure PDB:1c0a chain A. Additionally, a highly conserved glutamic acid is the
most prevalent amino acid at renumbered position 700. This residue establishes hydro-
gen bonds to the adenine group of the ligand in seryl-tRNA synthetase (SerRS), HisRS,
threonyl-tRNA synthetase (ThrRS), LysRS, prolyl-tRNA synthetase (ProRS), and AspRS.
5.4. APPLICATION OF FIT3D
The flexibility of the structural motif detection algorithms, presented in thesis Chapter 6,
allowed a comprehensive structural characterization of the Backbone Brackets and Argi-
nine Tweezers motifs. The following sections describe the structural properties of both
motifs, present the results of a PDB-wide screening for similar occurrences, and highlight
geometrically conserved regions in the catalytic core domain of aaRSs.
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Figure 5.4.: The special requirements for the structural motif detection of Backbone Brackets and Arginine
Tweezers. (A) The Backbone Brackets motif requires the computational representation via its backbone atoms
to maximize sensitivity and specificity during structural motif detection. Due to the low sequence conserva-
tion, PSEs have to be defined in order to allow the detection of matches consisting of alternative residues.
(B) Due to its highly specific interaction with the ATP ligand, the Arginine Tweezers motif can only be reliably
detected if side chain atoms of the residues are considered during matching.
Applicability The structural motifs in aaRSs are a perfect example to demonstrate the
previously described requirements for general-purpose algorithms for structural motif de-
tection (Section 4.4). The unique properties of the Backbone Brackets and the Arginine
Tweezers require specialized features for the applied structural motif detection algorithms:
the computational representation based on a defined set of atoms and the definition of
PSEs (Figure 5.4). In order to detect the Backbone Brackets the definition of PSEs is es-
sential. Due to the variability in protein sequence (see Figure 5.3C), the consideration of
alternative residues at both positions of the motif is necessary (Figure 5.4A). Furthermore,
the computational representation should include all backbone atoms to maximize sensitiv-
ity and avoid the detection of unspecific matches, which occur with increased frequency
if only alpha carbon atoms are considered. Side chain atoms have to be ignored for the
Backbone Brackets. The Arginine Tweezers motif features a highly specific interaction
with the ATP ligand for which the correct orientation of the side chains is key. Hence, a
single-point representation of the Arginine Tweezers is rendered unfeasible; an adequate
computational representation must include the side chain atoms of arginine (Figure 5.4B).
5.4.1. STRUCTURAL CHARACTERIZATION
The following section presents the results of an extensive structural characterization of the
Backbone Brackets and the Arginine Tweezers. Most of the analyses were performed with
the API version of Fit3D [170] in order to implement the specific requirements.
Structural Motif Alignments Prior to a detailed geometric analysis, both structural mo-
tifs were aligned in respect to their binding modes M1 and M2 (see Figure 2.5 for a visual
representation of M1 and M2) using Fit3D [133]. The alignments (Figure 5.5) were com-
puted based on the backbone atoms of the motifs. The obtained alignments visually sup-
port the differences in side chain orientation, alpha carbon distance, and the variable amino
acid composition of the Backbone Brackets. Here, the flexibility of the Fit3D algorithm was
utilized to quantify the structural variation of the amino acid side chains and backbones, re-
spectively. In general, a high structural conservation of the backbone atoms in respect to
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Figure 5.5.: Structural backbone-only alignments of relevant binding site motifs computed with Fit3D [133].
Alignments are grouped by structures derived from ATP bound (M1) and unbound state (M2) for Class I and
Class II aaRSs. (A,C) The Class I Backbone Brackets motif aligned in respect to M1 and M2. A high side chain
variance (gray line representation) is evident if an ATP ligand (exemplarily taken from TrpRS, PDB:1r6u chain A)
is bound (A) and if the ligand is absent (C). However, backbone orientations are highly conserved in order to
realize consistent hydrogen bond interactions with the ATP ligand. (B,D) The Class II Arginine Tweezers motif
aligned in respect M1 and M2. Low side chain variance can be observed if an ATP ligand (exemplarily taken
from LysRS, PDB:1e1t chain A) is bound (B), whereas the absence of an ATP ligand (D) allows an increased
degree of freedom for side chain movement.
the binding modes can be observed for both structural motifs, with a difference in RMSD
between M1 and M2 of 0.02 Å for Backbone Brackets and 0.04 Å for Arginine Tweezers,
respectively. However, the average side chain RMSD of the Backbone Brackets is continu-
ously high with 1.42 Å, independently of whether ATP is bound or not. This does not hold
for the Arginine Tweezers motifs, where the side chain RMSD is low if ATP is bound (M1,
0.72 Å) due to the side chain mediated interactions. In contrast, the side chain variance
is high if ATP is not bound (M2, 1.38 Å). This sums up to a change in RMSD of 0.66 Å.
Averaged values of backbone and side chain RMSD are listed in Table 5.1.
Geometric Analysis Backbone Brackets and Arginine Tweezers were analyzed at the
geometric level to further substantiate the profound differences in ATP recognition. After
alignment, the occurrences of Backbone Brackets and Arginine Tweezers were analyzed re-
garding the distance between their alpha carbon atoms and the relative orientation of their
side chains (Figure 5.6). The side chains of the Backbone Brackets residues are expected to
exhibit higher degrees of freedom in comparison to the Arginine Tweezers. Furthermore,
a significant change in alpha carbon distance of both motif residues indicates a conforma-
tional change during ligand binding. The state complexed with ATP (M1) and the state in
which no ATP is bound (M2) were analyzed separately in order to quantify these aspects.
The angle between side chains of the Backbone Brackets is continuously high: a mean of
144.90 +− 20.93
◦ for M1 and 141.40 +− 20.13
◦ for M2, respectively. This emphasizes that
the side chain orientation is indistinguishable between M1 and M2 as only the backbone
participates in ligand binding. The alpha carbon distance is conserved for the majority of the
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Table 5.1.: Averaged backbone and side chain RMSD values of Backbone Brackets and Arginine Tweezers after
superimposition in respect to binding modes M1 and M2. Averaged values were computed for the all-vs-all
superimposition with Fit3D [133]. Additionally, the RMSD differences between M1 and M2 for both motifs are
given in respect to their backbone (∆backbone) and side chain (∆side chain) atoms. Due to the varying amino acid
composition, the side chain RMSD values for the Backbone Brackets motif were computed by considering the
last heavy side chain atom.
binding mode observations RMSDbackbone [Å] ∆backbone [Å] RMSDside chain [Å] ∆side chain [Å]
Backbone Brackets
M1 28 0.32
0.02
1.42
0.00
M2 59 0.34 1.42
Arginine Tweezers
M1 39 0.24
0.04
0.72
0.66
M2 47 0.28 1.38
Backbone Brackets observations, with a mean of 17.92 +− 0.86 Å for M1 and 18.41 +− 0.82 Å
for M2, respectively. However, some observations (structures PDB:5v0i chain A, PDB:1jzq
chain A, PDB:3tzl chain A, and PDB:3ts1 chain A) exhibit higher alpha carbon distances of
20.54 Å, 19.74 Å, 19.10 Å, and 18.79 Å, respectively. In contrast, one occurrence of the
Backbone Brackets motif in structure PDB:4aq7 chain A has a remarkably low alpha carbon
distance of 16.50 Å. Nevertheless, alpha carbon distances between bound and unbound
state differ significantly (p-value<0.01, Figure 5.7). This indicates the substantial contribu-
tion of backbone interactions as well as the conformational change observed during ATP
binding. The side chain variation is marginal for the Arginine Tweezers if ATP is bound.
In contrast, the side chain angle of the apo form is highly variable with a mean of 91.82
+− 8.69
◦ for M1 and 79.81 +− 21.67
◦ for M2, respectively. The side chain angles between
the bound and unbound state differ significantly (p-value<0.01, Figure 5.8), reinforcing the
pivotal role of highly specific side chain interactions during ligand binding. This effect can-
not be observed for the alpha carbon distances of the Arginine Tweezers, with a mean of
14.76 +− 0.66 Å for M1 and 14.93 +− 0.79 Å for M2, respectively.
Ligand-Based Alignment In order to relate the position of Backbone Brackets and Argi-
nine Tweezers to the different attack modes during the amino acid activation step [88], a
ligand-based alignment was computed. Class II aaRSs bind ATP in a unique bent confor-
mation [171], while ATP binds in Class I aaRSs in its usual extended form. As done by
DUTTA ET AL., the adenine substructure served as the basis for the alignment [100]. Fig-
ure 5.9 shows the ligand-based alignment including the structures of both motifs. It is
evident that both structural motifs seem to be “mirror images” of each other. While the
Backbone Brackets are oriented diametrically in respect to the ligand (Figure 5.9A), the Argi-
nine Tweezers are located around the ATP part of the ligand. More specifically, they attack
the ATP ligand from both sides of a reflection plane defined by the adenine substructure
(Figure 5.9B). In respect to the general orientation of the ligand in the binding pockets, the
two distinct conformations of ATP for Class I and Class II aaRSs, extended and bent, are
obvious (Figure 5.9C). Based on the results of the alignment noncovalent interactions and
the mode of attack of both structural motifs were investigated (Figure 5.9D). The Backbone
Brackets interact with the ligand via hydrogen bonds exclusively. One bond is formed be-
tween the oxygen atom of α-phosphate and the backbone nitrogen atom of the N-terminal
residue. The C-terminal residue interacts with the primary amino group at the 6’ position
of the ring structure via the backbone oxygen atom. Hence, donor and acceptor roles are
fulfilled by different atoms of the amino acid backbone: nitrogen as donor in case of the
N-terminal residue and oxygen in case of the C-terminal residue. The Arginine Tweezers
interact with the ligand via a mix of hydrogen bonds, π-cation interactions, and salt bridges.
While the N-terminal residue preferably binds to the α-phosphate with a salt bridge, the
C-terminal residue mediates interactions through a hydrogen bond to the hydroxy group at
the 3’ ribose position and a π-cation interaction to the pyrimidine ring of adenosine.
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Figure 5.6.: The alpha carbon distance is plotted against the side chain angle θ. Binding modes refer to states
containing an ATP ligand (M1) or not (M2). Backbone Brackets in M1 allow for minor variance with respect to
their alpha carbon distance, constrained by the position of the bound ligand. In contrast, Arginine Tweezers in
M1 adapt an orthogonal orientation in order to fixate the ligand.
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Figure 5.7.: Distributions of alpha carbon distances for Class I Backbone Brackets motif and Class II Arginine
Tweezers motif in ATP bound (M1) and unbound state (M2). The alpha carbon distance of the Backbone
Brackets differs significantly between the two states (Mann-Whitney U p-value<0.01)
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Figure 5.8.: Distributions of side chain angle θ for Class I Backbone Brackets motif and Class II Arginine
Tweezers motif in ATP bound (M1) and unbound state (M2). The side chain angle of the Arginine Tweezers
differs significantly between the two states (Mann-Whitney U p-value<0.01)
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Interestingly, the N-terminal residues of both motifs are interacting with theα-phosphate,
while the C-terminal residues form interactions with adenine and ribose. The N-terminal
residues seem to be symmetric to the C-terminal residues in respect to a reflection plane
defined by the ligand.
5.4.2. TEMPLATE-BASED DETECTION IN THE PROTEIN DATA BANK
In order to address the question, whether Backbone Brackets and Arginine Tweezers are
generalizable patterns for ATP binding and if they can be observed in other ATP-binding
proteins, a template-based detection with Fit3D [133] was performed across the whole
PDB. This detection required the use of two core features of Fit3D: customizable atom
representation and the definition of PSEs as described beforehand. The Backbone Brackets
were represented by their backbone atoms, because these are the most constant part of
this motif as shown in Section 5.4.1, while the Arginine Tweezers were represented by all
atoms excluding hydrogen. The search database was created as described in Section 5.6
and all aaRS structures part of the dataset given in [163] were excluded. The top ten
obtained matches of structural motifs similar to Backbone Brackets and Arginine Tweezers
are listed in Tables 5.2 and 5.3, respectively.
Backbone Brackets In total, 607 matches of the Backbone Brackets motif were found in
the PDB with a RMSD below 0.5 Å. Most of these matches can be attributed to unspe-
cific matches. However, some of them show a striking similarity to the Backbone Brackets
motif. A highly similar geometry with a RMSD of 0.1748 Å was found in an isocitrate
dehydrogenase-2 enzyme (PDB:5kvu) of Mycobacterium tuberculosis. This class of en-
zyme catalyzes the oxidative decarboxylation of isocitrate to 2-oxoglutarate [172]. The re-
action is dependent on NADP+ as electron carrier, which contains an adenine-dinucleotide
phosphate substructure; a structure similar to that of ATP. Closer investigation of the match
in this enzyme reveals a highly similar binding pattern to that of Class I aaRSs (Figure 5.10A).
Aspartic acid at position 605 binds the ligand using a hydrogen bond between the backbone
oxygen atom and the primary amino group at the 6’ position of the ring structure, whereas
isoleucine at position 350 does not form any contacts to the α-phosphate but is in proxim-
ity to the β-phosphate of the ligand. Both, the C-terminal and N-terminal residue, feature
characteristics similar to the Backbone Brackets motif and show a high geometric similarity.
The backbone atoms of the N-terminal residue are oriented towards the ligand, potentially
allowing the formation of hydrogen bonds. The assessment of other top-ranked matches
remains difficult. The structures PDB:1f6d, PDB:1svv, PDB:5cuo, PDB:1ua4, PDB:5w7b,
and PDB:2imz do not contain a ligand that is similar to, or contains the substructure of, ATP.
Hence, no statement about generalizable similarity of the ligand recognition mechanism
in these proteins to the Backbone Brackets motif can be made. However, the matches
in PDB:3gag and PDB:4l2i do form interactions with the ligand. In the case of PDB:3gag,
a nitroreductase-like protein, the residues 193 and 155, do barely interact with the flavin
mononucleotide ligand. Only proline 155 forms hydrophobic interactions with the ligand.
For PDB:4l2i, a flavoprotein, residues 267 and 306 feature a recognition mechanism sim-
ilar to the Backbone Brackets. The N-terminal valine forms a hydrogen bond between its
backbone oxygen atom and the proximal nitrogen atom of the flavin ring structure. An-
other hydrogen bond is formed between the nitrogen atom of the C-terminal aspartic acid
and the hydroxy group at the 3’ ribose position. This topology shows strong similarity to
that of the Backbone Brackets motif. In the case of PDB:1w2l, a cytochrome C domain,
interactions with the ligand are formed, but not via the backbones of the matched residues
aspartic acid 53 and tyrosine 72.
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Figure 5.9.: Ligand-based alignment of the Backbone Brackets and Arginine Tweezers in respect to the adenine
substructure of the ligand. Figure inspired by [100]. (A) Class I Backbone Brackets orientation in respect to the
ligand after the ligand-based alignment. Both residues are oriented diametrically in respect to the ligand. Side
chains of the residues are not shown. (B) Class II Arginine Tweezers orientation in respect to the ligand after
the ligand-based alignment. Both residues are located around the ATP part of the ligand. Moreover, they are
attacking the ligand from both sides of the reflection plane defined by the adenine substructure (black frame).
(C) The two distinct conformations of the ligand, ATP in extended and bent form [100], for Class I and Class II
aaRSs is evident. (D) Schematic depiction of the orientation of both motifs in respect to the ligand and the
interactions they mediate (determined with PLIP [167]). While the Backbone Brackets (BB) form hydrogen
bonds with the ligand, the Arginine Tweezers (AT) utilize hydrogen bonding, a π-cation interaction, and a salt
bridge. The N-terminal residues of both motifs are directly interacting with the α-phosphate of ATP, while the
C-terminal residues interact with adenine and ribose.
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Table 5.2.: The top ten matches of the Backbone Brackets motif across the PDB computed with Fit3D [133].
Matches were filtered for redundancy using a sequence similarity cutoff of 95%. The statistical significance
of the matches was assessed [162]. If available, mappings to UniProt [175] and Pfam [132] database, and the
EC number [41] are given. Mappings were determined using the SIFTS project [176].
match RMSD [Å] significance structure UniProt Pfam EC
5kvu A-605 A-350 0.1748 *** Isocitrate Dehydrogenase-2 O53611 PF03971 n/a
1f6d A-352 A-209 0.2208 *** UDP-N-Acetylglucosamine 2-Epimerase P27828 PF02350 5.1.3.14
1svv A-221 A-40 0.2602 *** Threonine Aldolase E9AC39 PF01212 n/a
3gag A-193 A-155 0.2711 *** Nitroreductase-Like Protein Q8DVW4 PF00881 n/a
5cuo A-157 A-97 0.2782 *** Phosphotransacylase Q21A54 PF06130 n/a
1ua4 A-342 A-30 0.2878 *** ADP-Dependent Glucokinase Q9V2Z6 PF04587 2.7.1.147
4l2i A-306 A-267 0.2884 *** Flavoprotein D2RIQ3 PF01012 n/a
1w2l A-53 A-72 0.2929 *** Oxidoreductase Cytochrome C Domain Q9F3S9 PF00034 n/a
5w7b C-356 C-232 0.2968 *** Acyloxyacyl Hydrolase O18823 PF00657 3.1.1.77
2imz A-70 A-425 0.2972 *** Mtu ReCa Intein Splicing Domain P9WHJ3 n/a n/a
*** p-value<0.001
Table 5.3.: The top ten matches of the Arginine Tweezers motif across the PDB computed with Fit3D [133].
Matches were filtered for redundancy using a sequence similarity cutoff of 95%. The statistical significance
of the matches was assessed [162]. If available, mappings to UniProt [175] and Pfam [132] database, and the
EC number [41] are given. Mappings were determined using the SIFTS project [176].
match RMSD [Å] significance structure UniProt Pfam EC
3g1z A-100 A-303 0.2552 *** Potential tRNA Synthetase Q9ZJ12 PF00152 n/a
6bni A-295 A-523 0.3658 ** Lysyl-tRNA Synthetase Q5CR27 PF01336 n/a
6chd A-323 A-553 0.3755 ** Human Lysyl-tRNA Synthetase Q15046 PF01336 6.1.1.6
6aqg A-255 A-474 0.4588 * Lysyl-tRNA Synthetase A0PV47 PF01336 n/a
6aqh A-258 A-478 0.5341 * Lysyl-tRNA Synthetase G7CF12 PF01336 n/a
4h2w B-159 B-286 0.5645 * Glycine Carrier Protein Ligase Q89VT8 n/a 6.2.1.n2
12as A-100 A-299 0.7089 N.S. Asparagynyl-tRNA Synthetase P00963 PF03590 6.3.1.1
6blj A-306 A-442 0.7091 N.S Seryl-tRNA Synthetase n/a n/a n/a
3a5y A-100 A-303 0.7446 N.S GenX A:P0A8N7 PF00152 n/a
4hvc A-1152 A-1278 0.8148 N.S. Prolyl-tRNA Synthetase P07814 PF09180 6.1.1.17
* p-value<0.1, ** p-value<0.01, *** p-value<0.001
Arginine Tweezers For the Arginine Tweezers motif, 158 matches were found in the
PDB with a RMSD below 1.5 Å. Eight of the ten top-ranked matches (PDB:3g1z, PDB:6bni,
PDB:6chd, PDB:6aqg, PDB:6aqh, PDB:12as, PDB:6blj, and PDB:4hvc) were found in struc-
tures of aaRSs. These structures were not contained in the original dataset and thus
not filtered before the template-based screening. One match was found in an amino
acid:[carrier protein] ligase (aa:CP) of Agrobacterium tumefaciens (PDB:4h2w) and in a pro-
tein that aminoacylates the translation elongation factor P (EF-P) in Escherichia coli with ly-
sine (PDB:3a5y). Both of these proteins show a high similarity to Class II aaRSs. The EF-P,
which is aminoacylated by the protein PDB:3a5y, mimics the shape of a tRNA molecule and
its aminoacylation site resembles the tRNA 3’ end [173]. The structure contains an ATP
ligand, identical to that of native aaRSs. Both matched residues, 100 and 303 in chain A,
interact with the ATP ligand in a way identical to the Arginine Tweezers motif via hydro-
gen bonds, salt bridges, and π-cation interactions. Aa:CPs are another remarkable class of
enzymes, responsible for the transfer of amino acids to the phosphopantetheine group of
small carrier proteins [174]. In the case of the match in the aa:CP in structure PDB:4h2w,
the residues 159 and 186 interact with the ligand via salt bridges, and π-cation interactions
identically to that of the Arginine Tweezers (see Figure 5.10B).
5.4.3. TEMPLATE-FREE DETECTION
In addition to a template-based detection in order to identify structural motifs similar to
the Backbone Brackets and Arginine Tweezers, the capability of Fit3D for the template-
free detection of substructure similarity was applied to all Class I and Class II aaRS struc-
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Figure 5.10.: Structural motifs similar to Backbone Brackets and Arginine Tweezers found in the Protein Data
Bank with Fit3D [133]. (A) The structure of a binding motif highly similar to the Backbone Brackets. The match
was found in an isocitrate dehydrogenase-2 enzyme (PDB:5kvz chain A) of Mycobacterium tuberculosis. The
C-terminal motif residue aspartic acid 605 forms a hydrogen bond (determined with PLIP [167], solid blue
line) with the NADP+ ligand. (B) The structure of a binding motif highly similar to the Arginine Tweezers
found in glycine:[carrier protein] ligase structure PDB:4h2w chain B. The interactions formed with the AMP
ligand are similar to those in the Arginine Tweezers motif. While the N-terminal residue utilizes salt bridge
interactions with the α-phosphate to fixate the ligand (yellow dashed lines), the C-terminal residue forms
π-cation interactions with the ring systems of the adenine substructure (orange dashed lines).
tures, respectively. Without providing any a priori knowledge, the aim was to identify
other hotspots in the structures of aaRSs that feature an outstanding structural conserva-
tion at atomic level. For this purpose the developed Fit3D algorithm was used, presented
in detail in Section 6.2. The chosen parameters and methodologies are elucidated in Sec-
tion 5.6. The detection process included inter-molecular interaction data as determined
with PLIP [167]. A classification of amino acids according to their chemical groups3 was
used as proposed by GUTTERIDGE AND THORNTON to cover isofunctional mutations [42].
For visualization purposes, a representative structure was selected that is used to highlight
conserved substructures. The relative coverage of determined structural motifs for each
position in the structure is depicted by color intensity and loop thickness (see Section 6.2.2
on how the coverage is calculated).
Class I Structures All 81 non-redundant Class I structures of the dataset presented
in [163] were used for the template-free detection of conserved substructures. Figure 5.11
shows the results of the template-free detection algorithm. An ArgRS structure (PDB:1f7u)
from Saccharomyces cerevisiae is used as the reference for visual representation. Red and
bulky areas in the structure depiction correspond to residues of high structural conserva-
tion, i.e. geometrically conserved structural motifs. Histidine 159 and histidine 162 are
salient and exhibit a high coverage of 0.19 and 1.00, respectively (Figure 5.11A). The cor-
responding itemset hyb-pic-imi-oth (p-value<0.001, Table A.1), which represents the struc-
tural motif, features two populations of geometrically highly conserved histidine residues,
a π-cation interaction, and a hydrogen bond (Figure 5.11B). Both residues are located in
the catalytic core domain of Class I aaRSs and constitute the so-called HIGH motif [11],
which is known to stabilize the transition state during the aminoacylation reaction and is
thus highly relevant for catalysis. Other structurally conserved residues with known bio-
3imidazole (imi): histidine; guanidinium (gua): arginine; amine (amn): lysine; carboxylate (car): aspartic
acid, glutamic acid; amide (amd): asparagine, glutamine; hydroxyl (hyd): serine, threonine, tyrosine;
thiol (thi): cysteine; others (oth)
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Figure 5.11.: Results of the template-free structural motif detection in Class I aaRSs. (A) An ArgRS structure
(PDB:1f7u) from Saccharomyces cerevisiae in complex with tRNA. The color intensity and thickness of the
loop representation of the structure corresponds to the coverage of conserved structural motifs at a certain
residue position. Histidine residues at positions 159 and 162 exhibit a high structural conservation across all
Class I structures. (B) The corresponding itemset hyb-pic-imi-oth that contains both histidine residues. Small
spheres represent the midpoint of an interaction determined with PLIP [167].
Table 5.4.: The structural conservation of individual residues in aaRS Class I structure PDB:1f7u as determined
with the template-free structural motif detection algorithm [177]. Only residues with a biological role are
shown. The residues are sorted according to a descending coverage score.
residue type position coverage role reference
His 162 1.00 C-terminal HIGH motif residue [11]
Asn 153 0.23 N-terminal Backbone Brackets residue [163]
Lys 156 0.17 phosphate binding site [163]
His 159 0.14 N-terminal HIGH motif residue [11]
logical role are asparagine at position 153 with a coverage of 0.23 and lysine 156 with a
coverage of 0.17, respectively. Asparagine 153 corresponds to the N-terminal residue of
the Backbone Brackets motif [163]. Lysine 156 participates in binding of the phosphate
part of the ATP ligand in ArgRS by establishing hydrogen bonds and salt bridges [163]. All
functionally relevant residues of structure PDB:1f7u backed by geometrically conserved
structural motifs are listed in Table 5.4.
Class II Structures The template-free detection in all 76 non-redundant Class II aaRSs
structures did not yield comparable results to that of Class I. Residue coverage of the
reference structure PDB:1c0a chain A, an AspRS from Escherichia coli, is given at some
positions in the catalytic core domain but the corresponding itemsets do not show a high
geometric conservation. The best scoring itemset hyb-pis-imi-oth (see Table A.2) has a
consensus score of 0.3565 and 54 evenly populated structural clusters compared to a
consensus score of 0.2381 and 29 clusters (of which few are highly populated) for the best
scoring itemset hyb-pic-imi-oth in Class I aaRSs.
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5.5. DISCUSSION
The reflexive system of building blocks and building machinery implemented in aaRSs is
an intriguing aspect of the early development of living systems. There is evidence that
proteins arose from an ancient set of peptides [178] and that these peptides were co-
factors of the early genetic information processing by RNA. The Backbone Brackets and
the Arginine Tweezers are an outstanding example how nature realized the binding of the
same ligand species with completely different mechanisms. A mechanism similar to the
Backbone Brackets and Arginine Tweezers motif was observed in carbohydrate kinases,
where an isofunctional ligand binding mechanism is used among a heterogeneous set of
proteins [179]. Another example of highly variable implementations of ligand binding are
non-ribosomal peptide synthetases as another enzyme family that is required to recognize
all 20 amino acids [180].
Relevance of Structure Studies Sequence-based analyses were among the first tools
to investigate the transfer of genetic information. DNA and protein sequences comprise
the developmental history of organisms, their specialization, and diversification [71]. How-
ever, following the “functionalist” principle in biology, sequence is less conserved than
structure, which is, in turn, less conserved than function [4]. Therefore, structural features
and molecular contacts have been recognized as key aspects in grasping protein func-
tion [42,168] and evolution. Only if the necessary function can be maintained by compat-
ible interaction architectures, the global role of the protein in the complex cellular system
is ensured [5]. This is also eminent in aaRS precursor structures that were described to be
molten globules but as long as the function of the protein is ensured, it is able to survive
during evolution [19]. If evolution tries to conserve structure over function, the evolutionary
progress might have been considerably slower and thresholds for the development of new
functions would have been higher [4]. Each amino acid of a protein fulfills a certain role and
can often be replaced by amino acids with compatible attributes [42]. By considering each
amino acid in the context of its sequence, its structural surroundings, and finally its biolog-
ical function, one can determine possible exchanges and the evolutionary pressure driving
these changes [4,181]. Up to this point, pure sequence analysis methods – ignoring struc-
tural motifs and ligand interaction data – missed the functional relevance of the Backbone
Brackets entirely. By applying the structural motif detection algorithms presented in this
thesis, detailed insights into the characteristics of the two structural motifs were gained.
5.5.1. STRUCTURAL CHARACTERIZATION
The results of the structural characterization allowed to dissect the molecular ATP recog-
nition mechanism at atomic level. The application of Fit3D enabled the quantification of
structural changes in the binding site of aaRSs upon ligand binding.
Geometric Analysis The geometric characterization of the two structural motifs (see
Figure 5.6) highlighted some observations of the Backbone Brackets, which exhibit a sub-
stantial increase or decrease of the residue alpha carbon distance. For instance, chain A
of an leucyl-tRNA synthetase (LeuRS) of Escherichia coli (PDB:4aq7) is complexed with
tRNA and the Backbone Brackets alpha carbon distance is about one Ångstroem below the
average. Manual investigation of this structure showed that there is no obvious conforma-
tional difference to other structures. Likewise, the annotated interactions were checked
for consistency using PLIP and showed usual interactions with the adenine and the sulfa-
mate group (the phosphate analogue) of the ligand. For the Backbone Brackets with higher
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alpha carbon extent, structures of isoleucyl-tRNA synthetase (IleRS), TrpRS, and tyrosyl-
tRNA synthetase (TyrRS), interaction analysis revealed that residue 274 interacts with the
amino acid side chain, as all of these structures contain a single aminoacyl ligand (PDB:3tzl
chain A, PDB:3ts1 chain A, PDB:1jzq chain A) or two separate ligands (amino acid and AMP,
PDB:5v0i chain A). This suggests that the structures resemble a partially changed confor-
mation prior to tRNA ligation and a possible role of the Backbone Brackets motif in amino
acid recognition. Likewise, these effects can arise from low quality electron density maps
in the structure regions of interest. However, these hypotheses have to be addressed and
validated in future work.
Backbone Brackets Indicate a Conformational Change The geometric analysis of the
Backbone Brackets motif (Section 5.4.1) showed a high variance of side chain angles for
both binding modes. The distinction between these modes is significantly manifested
in a change of the alpha carbon distance, which supports that the conformational change
during ligand binding previously observed in ArgRSs [182], TyrRSs [73–76,183], and TrpRSs
[77,79–81] is a general mechanism in Class I aaRSs. Furthermore, the C-terminal residue
of the Backbone Brackets is located close to the KMSKS sequence motif [163]. Thus,
the structural rearrangement in the KMSKS motif upon ATP binding might indirectly affect
the geometric orientation of the C-terminal residue of the Backbone Brackets – especially
regarding the position of its alpha carbon atom.
Arginine Tweezers Form Highly Specific Side Chain Interactions In contrast to the
Backbone Brackets, the Arginine Tweezers are highly restrained in side chain orientation if
a ligand is bound, which shows that correct orientation is key for proper ATP recognition. In
principle, π-cation interactions between aromatic ligands and binding site residues can be
formed with any of the positively charged residues lysine, arginine, or histidine. However,
π-cation interactions between aromatic ligands and arginine were shown to be robust in
polar surroundings [184]. Thus, it might have been beneficial for aaRSs Urzymes, which
formed molten globules [19,22] without ordered tertiary structure, to preserve interactions
in the ancient polar environment by utilizing arginine. The Arginine Tweezers geometry is
less limited, which is reflected in a higher variability of side chain orientations if no ligand
is bound. The flexibility of arginine side chains observed in aaRSs is in conjunction with
previous studies [185]. A previously observed conformational change in the active site of
SerRS [186, 187] upon ligand binding could not be confirmed to be a general mechanism
in Class II. For the structures in the non-redundant dataset [163] the alpha carbon distance
does not differ significantly between bound and unbound state. However, the distinction
between the two binding modes can be made by taking the geometry of the two mo-
tifs into account: alpha carbon distances for Backbone Brackets and side chain angles for
Arginine Tweezers.
Backbone Brackets and Arginine Tweezers are Mirror Images of Each Other The re-
sults of the ligand-based alignment (Section 5.4.1, Figure 5.9) allowed to relate the orien-
tation of the Backbone Brackets and Arginine Tweezers to each other. In conjunction with
the results of DUTTA ET AL., the analysis shows the different modes of attack for Class I
and Class II aaRSs [100], respectively. Remarkably, the C-terminal residues of both struc-
tural motifs interact with the adenine and ribose substructures exclusively. Both N-terminal
residues are located in the Urzyme region [163] proposed by the Rodin-Ohno hypothesis,
suggesting the evolutionary trajectory of ATP ligand recognition started with specific in-
teractions to the adenine and ribose part of the ligand. Consequently, interactions with
the α-phosphate are presumably younger and occurred later during aaRS evolution. The
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C-terminal Backbone Brackets residue is located in the Urzyme region as well [163], sug-
gesting the salt bridge interactions between the C-terminal Arginine Tweezers residue and
the ligand to be the youngest. In general, both motifs seem to be mirror images of each
other regarding a reflection plane defined by the ATP ligand. This is underlined by the fact
that both motifs feature residues for ligand recognition at both moieties of the ligand: the
adenine as well ribose substructures and the α-phosphate, respectively.
5.5.2. TEMPLATE-BASED DETECTION IN THE PROTEIN DATA BANK
Backbone Hydrogen Bonds are a General Mechanism The Backbone Brackets are re-
markable structural motif, since backbone interactions are often neglected in structural
studies. Nevertheless, backbone hydrogen bonds make up at least one quarter of overall
ligand hydrogen bonding [188]. In these cases, side chain properties may only play a minor
role, e.g. for steric effects, and allow for larger flexibility in implementation of a binding pat-
tern as long as the correct backbone orientation is ensured. The Backbone Brackets motif
is a prime example for conservation of function over structure or sequence [4]. When lig-
ands can still be bound specifically by backbone interactions, these binding sites become
significantly more resilient to mutations. There are other examples of protein-ligand com-
plexes where backbone hydrogen bonds are a major part of the binding mechanism, e.g.
in binding of the cofactor NAD to a CysG protein from Salmonella enterica (PDB:1pjs) as
determined with PLIP [167]. In conclusion, the Backbone Brackets exhibit conservation at
a functional level rather than at the sequence level, which renders sequence-based motif
analysis infeasible. The feature of Fit3D [133] to define allowed isofunctional mutations
(PSEs) at each position of the template motif individually, allows to tackle this problem at
a structural level.
The results of the template-based detection in the PDB unveiled structural motifs with
a remarkable similar geometry to the Backbone Brackets. However, only the top-scoring
match in structure PDB:5kvu shows a functional similarity to the Backbone Brackets motif.
It can be assumed that the binding of NADP+ in this structure is accomplished by a mech-
anism similar to that of the Backbone Brackets in Class I aaRSs. In structure PDB:4l2i,
where a similar geometry binds to the FAD ligand via backbone hydrogen bonds, valine
267 has been shown to be involved in ligand binding [189]. Along with the results ob-
tained for Class I aaRSs, this emphasizes the important role of backbone hydrogen bonds.
However, especially due to the high structural variation of the Backbone Brackets in terms
of alpha carbon distances, the results of the detection include false positive matches, e.g.
structures PDB:156d or PDB:1svv where similarity is likely due to chance. This also relates
to the effect of scoring the similarity with the RMSD that is highly dependent on the count
of atoms used for alignment [162]. Due to their variability in protein sequence, the Back-
bone Brackets motif can only be represented by its eight heavy atoms of the amino acid
backbone which leads to a decrease in sensitivity and specificity of the detection method.
Arginine Tweezers are Unique for Aminoacyl-tRNA Synthetases and Paralogs The
conserved Arginine Tweezers motif resembles a common interaction pattern for phosphate
recognition [42], which usually features positively charged amino acids [190]. However, the
conformational space of ATP ligands was shown to be large throughout diverse superfam-
ilies [171] and hence the geometry of binding sites involved in ATP recognition is manifold.
The uniqueness of aaRSs compared to other ATP-binding proteins was demonstrated for
AspRS, where the ligand binds in a compact form with a bent phosphate tail instead of the
usually found extended form [171]. This conformation of ATP is energetically unfavorable
but allows easy access of the α-phosphate for tRNA binding [191]. In general, the nucle-
ophilic attack to the α-phosphate of ATP is oppositely directed in Class I and Class II aaRSs
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which possibly evolved at pre-biotic time [100]. Quantum mechanical calculations have
shown that a lesser propensity for the nucleophilic attack of Class II amino acids is com-
pensated by the bent state of ATP, related binding site residues, and magnesium ions [100].
This specialized mechanism in Class II aaRSs suggests that the Arginine Tweezers motif
possesses a unique geometry and is not a generalizable pattern for ATP binding, such as
the frequently occurring P-loop domain [190]. The results of the template-based detec-
tion for similar structural motifs throughout the PDB (Section 6.1) support this assump-
tion. Seven of the top ten matches reported by Fit3D occurred in functional Class II aaRS
structures, e.g. a human LysRS (PDB:6chd). Only two matches were reported in other
enzymes that are, however, aaRS Class II paralogs. The top-scoring match was reported
in a structure with putative aaRS function [192]. In the case of the seven functional aaRS
structures, these were not part of the original dataset [163]. For example, the human LysRS
structure PDB:6chd was released in November 2017; it too recent to be included in the
original dataset. The same holds true for the structures PDB:6bni, PDB:6aqg, PDB:6aqh,
and PDB:6blj. Structure PDB:4hvc, a ProRS, was released in 2012 and thus was obviously
missed in original dataset, probably because its EC number EC:6.1.1.17 was not consid-
ered for initial dataset creation (see [163] Supporting Information). This demonstrates how
high-precision template-based structural motif detection allows identifying other structures
with the same function beyond database annotation.
The top-ranked structure PDB:3g1z was shown to catalyze a post-translational modifica-
tion of EF-P [192], which is a mechanism similar to that shown for PDB:3a5y [173]. Despite
the lack of the tRNA aminoacylation capability of these enzymes [192], they are still able to
catalyze this reaction for EF-P. Because both of the structures contain the Arginine Tweez-
ers motif, this again suggests its necessity for catalytic activity. A remarkable occurrence
of a structural motif similar to the Arginine Tweezers occurs in aa:CP enzymes. These en-
zymes show a high similarity to Class II aaRSs and are required to recognize amino acids
specifically but are unable to aminoacylate tRNA [174]. Because of their inability to charge
tRNA but small carrier proteins, aa:CP might allow an insight into the evolutionary period
before tRNA recognition of aaRSs evolved [174]. This again emphasizes the coupling of
the Arginine Tweezers and the evolution of ATP recognition in aaRSs.
In general, the Arginine Tweezers motif seems to be a unique structural motif, which
exclusively occurs in aaRSs or close paralogs. This is in coherence with the energetically
unfavorable bent state of the ATP ligand [171], which might required specialized recognition
mechanisms to evolve to keep the efficiency of Class II aaRSs on par with that of Class I
[100].
5.5.3. TEMPLATE-FREE DETECTION
The template-free detection of geometrically conserved structural motif in aaRSs resulted
in a high agreement between geometric conservation and functional importance for Class I
but not for Class II aaRSs. Template-free detection in Class II aaRSs did not pinpoint any
generalizable structural motifs with a strong geometric conservation. In general, the fre-
quent domain inserts [19, 22] occurring in Class II aaRSs may influence the detection al-
gorithm negatively. Additionally, the weak conservation [59] of Class II motifs and the
variability in their relative arrangement [64] are not beneficial for the conservation of small
substructures. The Arginine Tweezers were shown to be variable in their side chain orienta-
tion if no ligand is bound (see Section 5.4.1), which can disturb the high-precision detection
that considers also the orientation of side chains. Further analysis of Class II aaRSs should
probably be applied on the structurally conserved Urzyme region and ATP bound structures
exclusively.
However, in Class I aaRSs a structural motif was detected that includes the N- and
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C-terminal residues of the HIGH motif. This motif is of great importance for catalysis in
Class I aaRSs. For TyrRS, mutations of any histidine of the HIGH motif [72] have been
shown to decrease activity, since both residues contribute to the stabilization of the transi-
tion state of the reaction [193,194]. This coincides with the strong geometric conservation
observed for the these residues. It seems that a π-cation interaction between both histi-
dine residues is a determinant for the rigidity of the HIGH motif residues. This “parking
position” of the HIGH motif might explain why only a few irregularly occurring interactions
with the ligand have been observed in the pre- and post-aminoacylation state [163]. The
application of a template-free structural motif detection algorithm allowed to pinpoint and
generalize the strong geometric conservation of the HIGH motif for the first time. Other im-
portant positions which show substructure conservation include, for example, asparagine
153 and lysine 156 in structure PDB:1f7u. Because these residues were shown to partici-
pate in ATP binding [163], this emphasizes the suitability of template-free structural motif
detection to discover functionally relevant structural motifs. Asparagine 153 constitutes
the N-terminal residue of the Backbone Brackets motif.
5.6. MATERIALS AND METHODS
Structural Motif Alignments and Geometric Analysis All motif occurrences in M1 and
M2 representative chains as defined in [163] were aligned in respect to their backbone
atoms using the Fit3D algorithm [195]. Additionally, the alpha carbon distances and the
angle between side chains were determined. The side chain angle θ between two residues
was calculated by abstracting each side chain as a vector between alpha carbon and the
most distant carbon side chain atom. Hence, the side chains are oriented in a parallel
way if θ=0◦ or θ=180◦. Side chain angles were not calculated if one or both residues of a
Backbone Brackets observation were glycine.
Ligand-Based Alignment All non-redundant structures, representative for ATP binding
(determined as described in [163] Supporting Information), were used for the ligand-based
alignment. For each of these structures only the ligand and both residues of the Back-
bone Brackets and Arginine Tweezers motif, respectively, were considered. These reduced
structures where then aligned in respect to the adenine substructure of ATP by using the
Fit3D API version [163]. The correct pairing of atoms was determined with subgraph iso-
morphism detection [46], where the adenine substructure served as pattern graph and the
complete ATP ligand of each structure as target graph.
Template-Based Detection in the Protein Data Bank The template-based detection of
Backbone Brackets and Arginine Tweezers in the PDB was based on a snapshot of the PDB
as of April 19, 2018. All ligand-containing structures were retrieved with the advanced
search functionality4 of the PDB. The constraints were set to structures that contain at
least one ligand. Subsequently, a customizable table report of the search results was gen-
erated, which included the entity identifier of the structure (corresponds to a single protein
chain). This resulted in 332,319 individual macromolecular chains, including other types of
macromolecules such as DNA and RNA. For all of these chains, ligand interaction data were
calculated with the PLIP command line tool version 1.4.0 [167] and default setting. Only
residues which were annotated to be in contact with any ligand were kept, non-interacting
residues and other macromolecules than proteins were removed from the structures. This
resulted in binding site data for 217,845 proteins. The template-based detection was then
performed on this dataset of structures as follows. All occurrences of Backbone Brackets
4rcsb.org/pdb/search/advSearch.do?search=new, available as of April 19, 2018
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(Arginine Tweezers) of Class I (Class II) structures, representative for ATP binding [163],
were clustered using affinity propagation [196] with an epoch limit of 1,000, λ=0.50, and
the self-similarity of two data points set to the inverse RMSD after superimposition. For
Backbone Brackets only backbone atoms were considered, while all atoms excluding hy-
drogen were considered for the Arginine Tweezers. For all structural motifs reported to
be exemplars according to the affinity propagation clustering, a template-based detection
with Fit3D [133] was performed against the binding site data. For the Backbone Brackets
PSEs against all other residues were defined. The RMSD cutoff was set to 0.50 Å for
the Backbone Brackets and 1.50 Å for the Arginine Tweezers, respectively, which approxi-
mately corresponds to the average all-against-all RMSD values of these motifs (Table 5.1).
After obtaining all matches, the results were filtered for redundancy using the PDB REST
endpoint for sequence clusters5 with a similarity cutoff of 95% sequence identity.
Template-Free Detection For Class I aaRS structures, the parameters of the template-
free detection algorithm (see Section 6.2) were set as follows: maximal support of 0.80,
maximal cohesion of 5.00 Å, maximal separation of 100.00 and optimal separation of 5.00,
maximal consensus of 1.00 with λ=0.50. The Class I dataset contained 81 non-redundant
structures, representative for sequence clusters with an identity of 95% and included
PDB:1f7u for visualization of the coverage score. Residues were categorized according to
their chemical groups [42]. Furthermore, structures were annotated with inter-molecular
interaction data with each interaction represented by a pseudoatom at the midpoint of in-
teracting atoms [197]. The interaction data was calculated with the PLIP command line
tool version 1.4.0 [167] and the “--intra” command line flag enabled. The statistical sig-
nificance of matches was calculated in respect to the consensus score (see Section 6.2).
The parameters for 76 Class II structures, representative for sequence clusters with an
identity of 95% and including PDB:1c0A for coverage visualization, were set identical to
those for Class I.
5rcsb.org/pdb/rest/sequenceCluster, available as of April 19, 2018
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6. FIT3D: STRUCTURAL MOTIF
DETECTION ALGORITHMS
This chapter is based on the results of the articles “A novel algorithm
for enhanced structural motif matching in proteins” published in Jour-
nal of Computational Biology, “Fit3D: a web application for highly ac-
curate screening of spatial residue patterns in protein structure data”
published in Bioinformatics, and “Unsupervised Discovery of Geomet-
rically Common Structural Motifs and Long-Range Contacts in Protein
3D Structures” published in IEEE/ACM Transactions on Computational
Biology and Bioinformatics. For a detailed list of author contributions
please refer to page 17.
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The following chapter presents Fit3D that provides two solutions for structural motif detec-
tion. First, a template-based approach [195] is discussed that is backed by a combinatorial
algorithm. Second, a template-free method [177] is presented that exploits itemset mining
to discover geometrically conserved structural motifs. Both methods are a major part of the
contribution of this thesis and address the limitations of previous work that are described
in Section 4.4. Beside the algorithmic concept, benchmarks and validations are provided.
6.1. TEMPLATE-BASED STRUCTURAL MOTIF DETECTION
One core feature of Fit3D is the accurate detection of matches of structural motifs based
on a given template. This section relates the origin of this problem to computer science and
describes an efficient algorithm to solve the problem. It can be applied to data representing
macromolecular structures such as proteins but also to other types of structures, e.g. DNA
or RNA.
6.1.1. PROBLEM ORIGIN
The detection of local similarities between a given template structural motif and substruc-
tures of other proteins is a pattern matching problem in the three-dimensional space. In
the case of protein structures the data is usually labeled because each amino acid has an
associated residue type such as alanine or glycine. Hence, the computational problem is
to find the best agreement between a given set of labeled points, which represent the
template motif, and sets of candidate points in the three-dimensional space. To find the
best agreement two constraints have to be considered (Figure 6.1):
• the compatibility of the labels between template motif and the match candidate, and
• the RMSD of the points after optimal superimposition.
The problem of template-based structural motif detection is related to finding cliques
in an undirected graph if the protein structure is represented as graph with residues as
vertices and edges that represent contacts between residues with a defined distance cut-
off. This strategy was used in the ProBiS algorithm [127,198]. More general, the problem
relates to subgraph isomorphism [46,47]. Thus, it can be assumed that no exact solution
exists that solves the problem of template-based structural motif detection in polynomial
time. However, as shown later, filtering steps based on biological constraints are used,
which allow the presented algorithm to run in applicable time.
In order to assess the geometric similarity of match candidates in respect to the template
motif a transformation, consisting of a translation and rotation, has to be found that mini-
mizes the RMSD. A popular algorithm that can be used for this purpose was described by
KABSCH in 1978 [136]. It uses singular-value decomposition (SVD) to find a proper rotation
that minimizes the RMSD between two point sets of identical size in the three-dimensional
space. More recently, other approaches were presented that use the mathematical con-
cept of quaternions to find the ideal superimposition [199,200].
6.1.2. ALGORITHM
The following elucidations describe the algorithmic procedure of template-based structural
motif detection with Fit3D. A corresponding pseudocode listing of the algorithm is given
in Algorithm 1.
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Figure 6.1.: Template-based structural motif detection can be seen as pattern matching in the three-
dimensional space. Protein structures are represented as points. In order to detect matches in a given set
of protein structures two constraints have to be evaluated for match candidates: the compatibility of labels
(the types of residues) and the geometric similarity (e.g. RMSD) after translation and rotation defined by the
optimal superimposition.
Assumptions The set U = {Ala, Arg, Asn, ..., Val} corresponds to the three-letter code
labels of all twenty canonical amino acid, hence |U| = 20 and A = {a1, a2, . . . ak } is a set of
amino acids. Let f : A→ P(U) \∅ be a mapping function of amino acids to allowed labels.
P(U)\∅ corresponds to the power set of all labels excluding the empty set. In other words,
the function f can describe both, the unambiguous residue – a residue is always compatible
to itself – but also several other allowed residue types which correspond to PSEs. Further,
let g : A → U be a mapping function solely representing the unambiguous and invariant
assignment of amino acids to their labels. A template structural motif can be described
as a set of amino acids and their corresponding atom coordinates. For simplification a
computational representation of amino acids with a single atom (e.g. the alpha carbon
atom) is assumed. Hence, the set Q = {q1, q2, . . . , qk } represents a template structural
motif consisting of k amino acids. Each amino acid q = (g(q), f (q), v ) is a triple with a
label g(q) ∈ U, allowed PSEs f (q), and coordinate information v ∈ R3. A target structure
T consisting of n amino acids, in which a similar occurrence of the template structural
motif has to be found, is represented similarly: T = {t1, t2, ..., tn} with t = (g(t), v ) being a
tuple. A further input of the algorithm is the minimal required geometric similarity up to
which matches should be reported. This corresponds to an upper bound ε for the RMSD
dissimilarity measure after optimal superimposition of a match candidate and the template
structural motif using the Kabsch algorithm [136].
Local Environments Fit3D is a combinatorial method that reduces the search space
by considering so-called local environments, which are filtered according to several con-
straints. The local environment around an amino acid t ∈ T of the target structure is
denoted as E t . Furthermore, let C be a set of match candidates for which the geometric
similarity to the template motif Q should be evaluated. The maximal spatial extent r of the
template motif, which is required for the extraction of local environments, is defined as the
maximum of all pairwise distances between all alpha carbon atoms of the template motif:
r ← max(||qi − qj || : qi , qj ∈ Q, i 6= j). Figure 6.2A exemplarily shows the determination of r
and, for the case of the ES superfamily template, the mapping f (q) ∀ q ∈ Q.
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Figure 6.2.: Illustration of the template-based combinatorial search approach used by Fit3D. (A) Determination
of maximal spatial extent r and the mapping f (q) ∀ q ∈ Q for the ES motif [33]. PSEs are marked with an
orange box. (B) Iterative search in a target structure T , the extraction of a local environment Et = {e1, ..., e13}
around amino acid t, and the determination of match candidates C = {c1, c2, . . . , c5}.
Iterative Detection The detection process is an iteration over all amino acids t ∈ T in
the target structure T (Algorithm 1, Line 3). If g(t) is a subset of at least one set of allowed
amino acid labels f (q) for each q ∈ Q, the local environment E t around t is extracted
within the radius r + δ (see Figure 6.2B and Algorithm 1, Line 5). The parameter δ is
the distance tolerance threshold with a default value of 1.00 Å. The local environment
extraction is based on the coordinates of alpha carbon atoms. If pairwise distance filtering
of E t is enabled, only pairs of (ev , ew ) ∈ E t , v 6= w are kept where a corresponding pair
(qx , qy ) ∈ Q, x 6= y exists such that residue labels are compatible and the distance is similar:
||ev − ew || <− ||qx − qy || + δ ∧ g(ev,w ) ⊂ f (qx,y ). Subsequently, all k-sized match candidates
C =
(Et
k
)
of the local environment are determined. Because only a limited number of these
combinations is valid, pruning of the combinatorial space is conducted as early as possible
(see Figure 6.3).
Assessment of Match Candidates The optimal superimposition out of k! possible su-
perimpositions is determined for each valid combination C ∈ C where the compatibility
of amino acid labels is given: ∀ q ∈ Q ∃ c ∈ C : g(c) ⊂ f (q) (see yellow spheres in Fig-
ure 6.2B). Again, the number of superimposition can be drastically reduced by consider-
ing only permutations which are compatible to the template motif regarding their residue
labels. For each valid permutation the geometric dissimilarity d = RMSD(C, Q) is deter-
mined. The optimal superimposition out of all valid superimpositions s ∈ S(C) minimizes
d: mins∈S(C) RMSD(s, Q). Only if d <− ε, i.e. the geometric dissimilarity is below the de-
sired RMSD upper bound, the candidate set is considered to be a match. Illustratively, in
Figure 6.2B this is the case for the candidates C = {c1, c2, . . . , c5} shown in red.
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Algorithm 1: Pseudocode of the template-based Fit3D algorithm.
Input: template structural motif Q of size k, target structure T , distance tolerance
δ, RMSD upper bound ε
Output: C ⊂
(T
k
)
with g(c) ⊂ f (q), ∀ c ∈ C, ∀ q ∈ Q and RMSD(C, Q) <− ε
1 begin
2 r ← max(||qi − qj || : qi ,j ∈ Q, i 6= j) // determine template motif extent
3 for t ∈ T do
4 if g(t) ⊂ f (q) ∀ q ∈ Q then
5 E t ← {t ′ ∈ T \{t} : ||t − t ′|| <− r + δ} // compose local environment
6 if filter then
7 E t ← E t ∩ {||ev − ew || <− ||qx − qy || + δ ∧ g(ev,w ) ⊂ f (qx,y )}
8 end
9 if |E t | < k then
10 continue
11 end
12 for C ∈
(Et
k
)
do
13 if ∀ q ∈ Q ∃ c ∈ C : g(c) ⊂ f (q) then
14 d ← RMSD(C, Q) // calculate RMSD by superimposition
15 if d <− ε then
16 accept C
17 end
18 end
19 end
20 end
21 end
22 end
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Figure 6.3.: The generation of valid candidates used for alignment against the template motif. For a given
template motif Q of size k and a match candidate C a search tree is constructed by pairing the two sets.
For each tuple in the search tree, it is determined whether the pairing is valid, i.e. the result of the mapping
function f contains the label of the candidate residue. Only if the label is identical or PSEs are valid, the search
tree is extended. A valid alignment between Q and C corresponds to every path of the search tree with length
k (orange shaded and emphasized nodes).
6.1.3. BENCHMARK AND VALIDATION
In the following, the template-based detection with Fit3D is tested in respect to the runtime
of real-world applications and the general performance on selected benchmark datasets.
These datasets focus on the adequate computational representation of structural motifs
and show how the key features of Fit3D allow an increase in specificity and sensitivity of
the method.
TIME COMPLEXITY
The spatial extent r of the template motif can be found in time O(k2) by computing k2 dis-
tances for all pairs of alpha carbon atoms in Q. Furthermore, the match candidates C =
(Et
k
)
for a local environment can be calculated within O(
( l
k−1
)
) time with |E t | = l. Due to the fact
that the current target amino acid is stored and only k − 1 amino acids in E t have to be
considered in order to find a valid combination. To find the optimal superimposition in the
worst case k! calculations have to be performed. In fact only amino acids with compatible
labels are aligned which reduces the number of necessary alignment steps, and thus the
runtime, significantly. The algorithm complexity has to be defined in dependence of local
filtering and differs for searches with and without local filtering. In general, the application
of filtering speeds up runtime substantially, especially for motifs with large spatial extent
r . The worst time complexity of the algorithm without pairwise distance filtering the local
environment is O(k2 +n
( l
k−1
)
k!Θ(k)) whereΘ(k) is the time required to evaluate geometric
constraints (the superimposition) of a set of k amino acids. Otherwise, if filtering is en-
abled, it takes additionally O(l2) time to compute pairwise distances of the environment,
but afterwards Φ(l) less combinations have to be computed, where Φ(l) discards amino
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acids not fulfilling the pairwise distance constraints: O(k2 + n(l2 +
(l−Φ(l)
k−1
)
)k!Θ(k)). This is
especially important if the template motif has a high spatial extent which leads to bigger
local environments with more residues to consider. Additionally, it has to be admitted that
the complexity of the Fit3D motif matching algorithm strongly depends on the density and
size of the local environment. For target amino acids t buried in the protein, l tends to
be bigger than for target amino acids at the protein surface and vice versa. In the worst
case l could be as large as n. However, this is virtually impossible if Fit3D is used appropri-
ately because the definition of small and locally occurring structural motif (see Chapter 3,
Definition 3.1) implies that l  n.
RUNTIME ANALYSIS
The Fit3D algorithm was investigated regarding its runtime for real-world applications. This
includes the parsing of macromolecular structures as well as the subsequent detection
process. Based on the capability of Fit3D to benefit from the Macromolecular Transmis-
sion Format (MMTF), a new transmission format for macromolecular data [201], the first
benchmark aimed at testing the influence of parsing structures with MMTF.
Serine Proteases Catalytic Triad The catalytic triad of serine proteases consisting of his-
tidine, aspartic acid, and serine [2] was detected in different-sized non-redundant subsets
of the PDB. Figure 6.4A shows the result of this benchmark case. The average runtime
of Fit3D amounts to a value of 46 ms/structure if structures are parsed in the conventional
PDB format and 3 ms/structure if MMTF is used. This corresponds to a 15-fold speedup
for MMTF. Beside the substantial increase in processing time, MMTF is memory efficient
as is stores only a compressed and reduced version of the structure [201]. For the inves-
tigated database sizes, the runtime stays almost constant for MMTF, while usage of PDB
parsing shows a steady linear increase in runtime. For the particular problem MMTF seems
to scale much better than the conventional PDB format. Beside this, MMTF is not limited
to a maximal number of 10,000 atoms – as it is the case for the PDB format – and can
handle large macromolecular structures such as ribosomal subunits.
Catalytic Site Atlas Motifs A second benchmark was conducted to investigate the scal-
ability of Fit3D for the detection of structural motifs with different properties. For this
analysis, a non-redundant subset of all structural motifs with a size between two and six
residues, annotated as active sites in the CSA [124], was used. The target dataset con-
tained a PDB subset of 100 non-redundant structures and was parsed in PDB format. Fig-
ure 6.4B shows the results of this benchmark. In total, 283 structural motifs were tested
for their runtime with Fit3D in five independent runs. The results indicate the spatial extent
of the template motif to be the limiting factor for processing time. This coincides with the
complexity of the Fit3D algorithm, which strongly depends on the size of the extracted lo-
cal environments as elucidated beforehand. The runtime seems to exhibit an exponential
increase for structural motifs of at least five residues and a maximal spatial extent over
≈14 Å. However, the template-based detection for most of the tested structural motifs
can be computed in reasonable time. The processing of 95% of the CSA-derived structural
motifs takes less than 136 ms/structure. The active site motif of a phosphoserine phos-
phatase (PDB:1l7n) showed a very high average processing time of 101,044 +− 2,597 ms
for the detection in 100 structures. Closer investigation of this motif did not show any
salience in respect to its spatial extent. It is likely that this motif has a very generic residue
composition resulting in many candidates that have to be checked for compatibility.
77
Figure 6.4.: Runtime benchmarks of template-based structural motif detection with Fit3D. (A) The runtime of
the Fit3D algorithm for the detection of a single structural motif in seconds depending on the parsing strategy:
PDB format or MMTF [201]. The serine protease catalytic triad was extracted from structure PDB:1gl0 and
served as a template motif for the detection in non-redundant datasets of protein structures of different size.
Error bars indicate the standard deviation of five independent runs. (B) Runtime of Fit3D in dependence of
283 motifs of different size and spatial extent derived from the CSA [124]. The runtime in seconds is plotted
against the size and the spatial extent of the motifs. Error bars indicate the 95% confidence interval of five
independent runs.
VALIDATION
The validation of substructure matching algorithms based on ES structures and CSA-derived
motifs is the de facto standard and was successfully applied several times [43, 137, 142,
161]. Hence, the following section presents the results for a validation of Fit3D based on
two datasets: structures of the ES derived from the SFLD [202] and structures of the Ni-
tric Oxide Synthase (NOS) family derived from the CSA [124]. The experiment for both of
these benchmarks consists of recovering true positive matches from a background dataset.
Based on this setup, the sensitivity and specificity of Fit3D can be assessed. Only signifi-
cant matches with p-value<0.001 according to the statistical model of FOFANOV ET AL. are
considered for the assessment [161]. To highlight the importance of adequate computa-
tional representation of structural motifs, all benchmarks were carried out for two repre-
sentation schemes: alpha carbon atom and all-atom.
Nitric Oxide Synthase Figure 6.5A shows the results of a benchmark of the Fit3D algo-
rithm. The benchmark focused on the detection of a specific structural motif in NOS, a class
of enzymes that synthesize nitric oxide from L-arginine [203]. The template structural motif
was defined as in [43] and contained cysteine, arginine, tryptophan, and glutamic acid (see
Figure 6.5B). The accuracy ( TP+TNTP+FP+FN+TN ) differs only marginally between the two tested
representation types. It experiences a minor increase from 124+38,292124+1,300+142+38,292=0.9638 to
262+39,505
262+87+4+39,505=0.9977 if all atoms of the template motif are considered. However, the
test dataset is very unbalanced. It contains by two orders of magnitude more negative
instances (39,590) than instances actually belonging to the NOS family (266). Hence, ac-
curacy is an inadequate measurement for actual performance. This is reflected by the
stark increase in sensitivity (the true positive rate, TPTP+FN ) of 51.88%, from
124
124+142=0.4662
to 262262+4=0.9850, if all atoms are considered. Consequently, all-atom representation avoids
the reporting of many false negative matches. In terms of specificity (the true negative rate,
TN
TN+FP ) there is only a minor difference of 3.10% between alpha carbon (
38,293
38,292+1300=0.9672)
and all-atom ( 39,50539,505+87=0.9978) representation.
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Figure 6.5.: Results of a template-based detection of the NOS catalytic site motif. (A) The performance of
Fit3D in respect to different computational representations of structural motifs. (B) An example structure of
the NOS protein family (PDB:3nos chain A) shown in wire representation. The structural motif in the active
site as annotated in the CSA [124] is highlighted. It consists of cysteine 184, arginine 187, tryptophan 356,
and glutamic acid 361. The both ligands, arginine and heme, are shown as translucent sticks.
Enolase Superfamily Figure 6.6A shows the results of a benchmark of the Fit3D algo-
rithm to detect a superfamily-representing structural motif. The ES is a class of enzymes
that catalyze a variety of biochemical reactions. However, they share a common reac-
tion: the abstraction of a α-proton of carboxylic acids. A template structural motif for
ES, representative for all superfamily members, was defined as described in [33]. The
motif is variable in amino composition and thus requires the use of PSEs. It consists of ly-
sine/histidine, aspartic acid, glutamic acid, glutamic acid/aspartic acid/asparagine, and histi-
dine/lysine (see Figure 6.6B). If Fit3D is run with single-point representation of the template
structural motif via its alpha carbon atoms, the overall performance is considerably lower in
comparison with all-atom representation. The accuracy for alpha carbon representation is
61+28,833
61+10,759+12+28,833=0.7285 compared to
68+39,062
68+530+5+39,062=0.9865 for all-atom representation.
This corresponds to an increase of 25.81% in accuracy if all atoms of the template struc-
tural motif are considered for the detection process. The values for sensitivity increase
from 6161+12=0.8356 to
68
68+5=0.9315 if all-atom representation is enabled. A remarkable in-
crease in specificity of 25.84% ( 28,83328,833+10,759=0.7283 to
39,062
39,062+530=0.9866) is also evident
if all atoms are considered for the detection. In general, the capability of Fit3D to make use
of full atomic resolution allows for both less false negative and less false positive matches.
The NOS dataset contained 73 positive and 39,518 negative instances.
6.1.4. IMPLEMENTATION
To increase usability of the developed method, Fit3D is provided as standalone command
line implementation, web server, and API version. The three implementations address
different user groups. While the non-expert users benefit from the easy-to-use web inter-
face, advanced users might consider integrating Fit3D into custom workflows via its API
version. All versions are open source and were implemented in Java in order to enable
platform independence.
Command Line Implementation The command line implementation6 of the algorithm
was designed to be simple in usage and flexible in application. It offers a command line
interface and allows the easy adjustment of algorithmic parameters; the full-fledged fea-
tures of Fit3D are accessible via a range of different command line flags (see Table B.1).
Statistical significance estimation of matches according to [161] or [162] is supported. The
6available at: github.com/fkaiserbio/fit3d/releases
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Figure 6.6.: Results of a template-based detection of a structural motif, representative for the ES [33]. (A)
The performance of Fit3D in respect to different computational representations of structural motifs. (B) The
structure of origin of the template motif, a mandelate racemase from Pseudomonas putida. The structural
motif as described in [33] is highlighted and consists of the residues lysine 164, asparagine 195, glutamic acid
221, glutamic acid 247, and histidine 297. The residues at certain positions are annotated with PSEs (orange
labels).
calculations are automatically run in parallel, unless explicitly deactivated, on all available
processing cores of the machine. The basic output of a template-based detection is a report
of all matches in comma-separated values (CSV) format and, if activated, PDB structures
of matches aligned to the template motif for an easy visual assessment of the results. For
details on the usage please refer to Appendix B.1.
Web Server In addition to the command line version of Fit3D, an intuitive web server was
designed7. It offers an “all-in-one” solution and covers the whole process of template-
based structural motif detection from template definition (Figure 6.7A) and subsequent
database screening up to the analysis and visualization of the obtained matches (Fig-
ure 6.7B). The mapping of UniProt [175], Pfam [124], and EC [41] annotations allows a
fast identification of relevant matches. Furthermore, an interactive visualization [204] of
structures is implemented. Different visualization types can be picked: alignment of all
matches (or a single match) against the template motif and the global superimposition of
two structures based on the found match. All results are provided as individual files or an
archive file, which bundles all aligned matches in PDB format plus a summary file in CSV
format. The distribution of the RMSD for all matches is visualized and available for down-
load, which can be an important signature pattern depending on individual characteristics of
the template motif. The Fit3D web server is optimized for the detection of small structural
motifs up to a size of five residues. Recall of the results is possible within 72 hours after
calculation via an individual link, which is sent to the user by email. The Fit3D web server
is based on the SiNGA API [170] and supports parsing of MMTF. Details on the usage are
given in Appendix B.2.
API Version In addition to the command line and web server versions of Fit3D, an API
version is available. This version is highly customizable and allows the integration into spe-
cialized workflows for the expert user. It is an integral part of the SiNGA framework [170]
that features many tools for the analysis of macromolecular data. Hence, no additional
dependencies are required. SiNGA is deployed to the Maven Central Repository8 and re-
quires the Java Development Kit 1.8 or later. Please refer to the documentation of SiNGA9
7available at: biosciences.hs-mittweida.de/fit3d/
8available at: mvnrepository.com/artifact/de.bioforscher.singa
9available at: github.com/cleberecht/singa/wiki/Structure-Alignments-(Chemistry)
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Figure 6.7.: The template-based structural motif detection workflow with the Fit3D web server. (A) Based on
structure data, uploaded by the user or retrieved from the PDB, the motif extraction wizard allows the defini-
tion of a template motif. Subsequently, the detection of the template motif in predefined (or user-provided)
datasets of non-redundant structures is available. (B) The comprehensive output of the web application fea-
tures detailed results for each obtained match. The distribution of all RMSD values is visualized and available
for download. Different interactive visualization options can be selected and all results can be downloaded as
a single archive file that contains results in CSV format and structures in PDB format.
or to Appendix B.3 on how to run a search with Fit3D at the API level.
6.2. TEMPLATE-FREE STRUCTURAL MOTIF DETECTION
The capability of Fit3D to detect matches of structural motifs based on a given template is
complemented by a template-free detection engine. This section introduces template-free
structural motif detection and presents an adaption of a popular data mining technique to
solve the problem. The developed algorithm can be used to investigate macromolecular
structures but the basic concept is applicable to any kind of labeled spatial data.
6.2.1. PROBLEM ORIGIN
In contrast to template-based structural motif detection, where a template motif is available
a priori, template-free detection is a pattern discovery problem in the three-dimensional
space. It can be addressed using diverse approaches from data mining, such as frequent
subgraph mining [153]. In general, the task is to identify subsets of multiple point clouds
in the three-dimensional space that are geometrically similar (Figure 6.8). The mining of
spatial data has been applied on meteorological, disease outbreak, or medical imaging
data [148]. Protein structure data is labeled – each amino acid has an associated residue
type – and can thus be analyzed using so-called itemset mining. A definition of the term
itemset in the context of structural motif detection is given in Definition 6.1.
Definition 6.1 (Itemset). An itemset is a set of labeled items. Items in the set must be
unique regarding their labels; repetition of items with identical labels is prohibited. In the
context of structural motif detection, an itemset is equivalent to a set of different amino
acids. A frequent itemset is repetitive in the analyzed data and can thus be considered to
be the equivalent of a conserved structural motif (see Chapter 3, Definition 3.2).
Classical itemset mining originated from data mining (“market basket analysis”) and has
been used for different applications such as text mining, time-series, graph, or spatial data
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Figure 6.8.: Template-free structural motif detection can be seen as pattern discovery in the three-dimensional
space. Protein structures are represented as points. In order to detect common structural motifs in a given
set of protein structures candidates are extracted and subsequently assessed for similarity. If similar patterns
are frequent in the dataset of protein structures, they correspond to a structural motif.
analysis [148]. The generalized aim of itemset mining is to determine associations between
items, which can be expressed by different measurements, the so-called metrics. One
basic metric is the support – a measurement that describes the relative occurrence of
itemsets in the data.
Itemset mining was already applied successfully to protein data, e.g. to identify binding
motifs for transcription factors or splicing patterns [149]. However, in 2014 ZHOU ET AL.
were the first to suggest using frequent itemset mining to spot interesting biological pat-
terns in protein structure data without any abstraction of spatial data to graphs, distance
matrices, or structural features [150]. They introduced the concept of cohesion to avoid the
explicit restriction of distances between items during the mining process and to discover
patterns in spatial proximity, i.e. cohesive patterns. The method was applied to different
protein families and revealed cohesive patterns that span large distances at sequence level
but are brought to proximity in tertiary structure by protein folding. The authors suggest
that these patterns play a role for the specific or overall structure of the protein [150]. In a
subsequent study authored by the same group, their methods were extensively applied to
a PDB-wide dataset in order to identify cohesive patterns not linked to any concrete fold or
function. These patterns occur mainly beyond annotated protein domains [151]. Addition-
ally, the method was used to mine specific cohesive patterns, which correlate with optimal
growth temperature of different prokaryotic species, and to identify preferential contacts
in DNA-binding proteins [151]. This highlights the dualistic character of structural motifs:
family-specific or function-related, as well as unspecific and ubiquitous, with the latter to
be seen as common molecular building blocks for structure stabilization.
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6.2.2. ALGORITHM
The following section presents an algorithm for the unsupervised and template-free de-
tection of structural motifs. The algorithm detects motifs of high geometric similarity in a
dataset of protein structures, which is usually the case for functionally relevant structural
motifs as shown for aaRSs (Chapter 5). The method allows pinpointing structural motifs
in a high-throughput manner. It is not limited to proteins, but can also be applied to any
type of macromolecular structures, such as DNA, RNA, or labeled spatial data in general.
The fundamental basis of the proposed method is the concept of cohesion that was intro-
duced by ZHOU ET AL. in 2014 [150]. In the following, this concept is extended by defining
novel metrics to optimize the mining results and to obtain structural motifs with similar
geometry.
Assumptions Itemset mining can be adapted for protein structure data as follows. Con-
sider U = {Ala, Arg, Asn, ..., Val} (the universe of items) to be the three-letter code labels
of the 20 canonical amino acids, T = {T1, ..., Tn} (the transactional data) a database of pro-
tein structures, and T = (t1, ..., tm) a single protein within this database. Each amino acid
t = (u, v ) of the protein is composed of a label u ∈ U and coordinate information v ∈ R3.
Furthermore, T defines an intrinsic order of elements. The mapping function L : T 7→ U
maps amino acids to their labels. The itemset I = {u1, ..., uk } denotes a k-itemset, e.g.
I = {Ile, Val} is a 2-itemset of isoleucine and valine. Frequent itemsets I are all k-itemsets
out of all possible 2|U| − 1 nonempty itemsets with 1 <− k <− |U|, such that each itemset
obeys a cutoff ε depending on the respective evaluation metric function E : I 7→ R:
∀I ∈ I : E(I)
{
<− ε if E(I) should be minimized,
>− ε if E(I) should be maximized.
(6.1)
Candidate Generation As shown in Figure 6.8, candidates for structural motifs have to
be extracted from protein structures in the database. In order to generate these candi-
dates, which are then evaluated in respect to certain metrics and assessed for similarity,
the popular Apriori algorithm was used [205]. Even though more time-efficient algorithms
for candidate generation are available nowadays [149, 206], Apriori was chosen due to its
simplicity and because most of the computation time is dedicated to metric evaluation and
not candidate generation. In each round the Apriori algorithm extends itemsets from the
previous round with one item at the time. For example, the candidates of the first round are
1-itemsets representing the 20 canonical amino acids: {Ala}, {Arg}, {Asn}, ..., {Val}. These
candidates are then evaluated against the database T and only retained if they pass all tests
(the evaluation metric functions). Candidates that do not pass the tests are pruned. For
example, if all k-itemsets pass, the next candidates consist of all possible k k−12 extensions
of k-itemsets. In the case of amino acids, candidates of the second round would be 190
2-itemsets composed of pairs of the 20 canonical amino acids, e.g. {Ala, Asp}, {Ala, Cys},
or {Asp, Cys}. Hence, itemset mining is the iterative process of the following steps:
• generation of k-sized candidates of current round k,
• calculation of evaluation metric functions,
• pruning of generated candidates that constitute the input of the next round k +1, and
• termination if all candidates were pruned.
The input selection for the next round follows the so-called downwards closure property:
every subset of a frequent itemset is also frequent [148]. The mining process converges
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and the algorithm terminates if all candidates for the next round input k + 1 were pruned.
In the following, fundamental and extended evaluation metrics are elucidated.
EVALUATION METRICS
Itemsets can be evaluated using different metrics in order to decide whether they are
within the scope of interest and part of the next candidate generation round. Simple eval-
uation metrics operate on the database T , not taking into account any spatial information
associated with database entries and not requiring any annotated metadata.
Support The support of an itemset is defined as the fraction of the number N(I) of pro-
teins T that contain I as a subset of their labels L(T ) with respect to the size of the dataset:
support(I) =
N(I)
|T |
(6.2)
where
N(I) =
∑
T∈T
{
1 if I ⊂ L(T ),
0 otherwise.
(6.3)
The support should be maximized if one wants to identify itemsets which occur fre-
quently across the database.
EXTRACTION METRICS
Extraction metrics are evaluation metrics capable of extracting concrete observations W(I)
of a k-itemset I from the database T . The labels L(W ) = {u1, ..., uk } of each itemset obser-
vation W ∈W are identical to I:
W(I) : {W ∈
(
T
k
)
: L(W ) = I} ∀ T ∈ T . (6.4)
Hence, itemset observations correspond to all possible combinations of k-sized subsets
per database entry T with the same labels as itemset I. The function O : W 7→ T maps
each itemset observation to its database entry of origin.
Cohesion ZHOU ET AL. introduced the cohesion measurement to evaluate itemset can-
didates [150]. Cohesion uses the coordinate information associated with each amino acid
in the protein to detect spatially-cohesive itemsets, i.e. amino acids that occur in spatial
proximity in the three-dimensional structure of the protein. This is one of the previously de-
fined criteria for structural motifs (Chapter 3, Definition 3.1). In order to calculate cohesion,
one has to find the ball with the smallest radius (the smallest enclosing ball) that contains a
set of amino acids. These amino acids are represented by points in the three-dimensional
space, e.g. by their alpha carbon atoms or geometric centers. For a given set of points the
smallest enclosing ball was shown to exist and to be unique [207]. Hence, to determine
the cohesion for a given itemset I, the enclosing ball with the smallest radius per database
entry T has to be found, considering each possible itemset observation W(I). In order to
calculate cohesion by determining the smallest enclosing ball the heuristic VertexAll algo-
rithm [150] was implemented. The function R : W 7→ R>0 determines the enclosing ball
radius for a given itemset observation based on the associated coordinate information. Co-
hesion can now be defined as the averaged sum of all enclosing ball radii of the itemset
observations W(I) that are found in the database, whereby only the itemset observation
with the smallest enclosing ball radius per database entry T is considered:
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cohesion(I) =
1
N(I)
∑
W∈W
Rmin(W ) (6.5)
with
Rmin(W ) =
{
R(W ) if R(W ) = min
W ′⊂O(W )
R(W ′),
0 otherwise.
(6.6)
Because the cohesion metric considers only the itemset observation with the smallest
enclosing ball radius, cohesion is suitable to discover structural motifs that occur only once
in a protein structure, such as catalytic sites [122]. While mining for structural motifs the
cohesion should be minimized.
Adherence In order to overcome the limitation of cohesion where only one itemset ob-
servation per structure is considered, a new metric is introduced. This metric is an exten-
sion of the cohesion concept, not only considering itemset observations with the smallest
enclosing ball radius per database entry, but rather all itemset observations Y ⊂W(I) with
their enclosing ball radii within a certain threshold δ with respect to a desired radius r :
Y : {W ∈W(I) : r − δ <− R(W ) <− r + δ}. (6.7)
The measurement of adherence can now be defined as the standard deviation of the
enclosing ball radii:
adherence(I) =
√
1
|Y |
∑
Y∈Y
(R(Y ) − µ)2 (6.8)
where
µ =
1
|Y |
∑
Y∈Y
R(Y ). (6.9)
Because all itemset observations with a smallest enclosing ball radius within r +− δ are
considered, the adherence metric is suitable to discover structural motifs that are recurrent
within a single protein structure. This is important in order to find allosteric, protein-protein
interaction, or ion-binding sites [122]. As the adherence represents the standard devia-
tion of a desired radius r it should be minimized during the mining process. For a visual
representation and comparison of cohesion and adherence refer to Figure 6.9.
EXTRACTION-DEPENDENT METRICS
The concepts of cohesion and adherence can be exploited to extract concrete observations
of itemsets with a desired cohesion or adherence from the data. Subsequently, these ob-
servation can be further evaluated regarding other metrics. This paves the way to apply
diverse additional metrics to assess the relevance of itemsets regarding special require-
ments, e.g. high geometric similarity or separation at the sequence level. These metrics
depend on the availability of concrete itemset observations and are consequently called
extraction-dependent metrics.
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Figure 6.9.: Comparison of extraction metrics. (A) Extraction of itemset observations with cohesion. The
cohesion extraction metric extracts exactly one itemset observation for each database entry. Ideally, the
observation with the smallest enclosing ball radius rmin is chosen (solid circle), determined by the heuristic
VertexAll algorithm [150]. (B) Extraction of itemset observations with adherence. The adherence extraction
metric extracts itemset observations with enclosing ball radii close to the desired radius r . Hence, for each
data point several observations can be extracted (solid circles).
Consensus In order to precisely identify geometrically conserved structural motifs, the
consensus metric is introduced, which uses the coordinate information v ∈ R3 associated
with each amino acid of a protein. The geometric similarity of structural motifs is another
important aspect (see Chapter 3, Definition 3.2) to infer functional relevance. A flexible
computational representation of amino acids by arbitrary atoms, the last heavy side chain
atom, the centroid of all atoms, or the centroid of side chain atoms is implemented. To
assess the geometric similarity of itemset observations, an adaption of the Unweighted
Pair Group Method with Arithmetic Mean (UPGMA) [208] is proposed, a hierarchical clus-
tering algorithm that operates on a distance matrix. UPGMA is used in bioinformatics to
construct phylogenetic trees of sequence data or to create guide trees for MSAs [209].
The adapted UPGMA algorithm is shown in Algorithm 2. It uses a dissimilarity matrix of all
pairwise distances (RMSD values) of itemset observations W(I) as input. Subsequently,
UPGMA locates the pair with the smallest distance value. This corresponds to the identifi-
cation of the geometrically most similar pair (Wi , Wj )min of itemset observations, i.e the pair
with the lowest RMSD value (Algorithm 2, Line 12). Instead of joining lineages as in the
original UPGMA algorithm, the adaption now averages the coordinates of the two closest
itemset observations (a new cluster is formed) and creates a consensus observation W .
The closest pair is now removed from the itemset observations W(I) and the consensus
observation W is added (Algorithm 2, Line 15 and Line 16). The distance matrix, reduced
in size by one row and one column, is recalculated. Again, the closest pair is identified and
the procedure is repeated until all itemset observations are processed and the cardinality
of W(I) is one. To obtain the consensus score of one itemset
|W(I)|∑
n=1
n
n − 1
2
(6.10)
alignments have to be computed in total, which is the most time-consuming task of the
presented workflow. For each alignment the optimal superimposition [136] has to be calcu-
lated, resulting in 4,995·108 alignment calculations for an itemset with 1,000 observations.
Thus, a sampling-based scheme is applied that restricts the number of itemset observa-
tions which should be considered. The algorithm randomly selects itemset observations
such that |W(I)| <− 1, 000. Therefore, up to 1,000 structures are considered for consensus
calculation if the cohesion metric is used, because one itemset observation is extracted per
structure. If the adherence metric is used, the number of considered structures depends
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on the amount of itemset observations found within the enclosing ball radius r +− δ.
The consensus measurement is then defined as the sum of all RMSD values of super-
imposed pairs of itemset observations, normalized by the number of coordinate averaging
steps taken during the UPGMA clustering procedure (Algorithm 2, Line 14) and the size k
of the itemset:
consensus(I) =
1
k(|W(I)| − 1)
∑
Wi ,Wj∈W(I)
i 6=j
RMSD(W ′i , Wj ). (6.11)
Due to the UPGMA-like approach a hierarchical clustering is obtained; it is possible to
construct a tree that represents the geometric relationship between each observation W ∈
W(I) of itemset I. Tree leaves are itemset observations W(I) whereas nodes are consensus
representations W(I) originated from averaging coordinates of superimposed atom pairs.
The branch length b is equidistant between two itemset observations (Wi , Wj ) and their
consensus observation Wi ,j and defined as
b(Wi , Wi ,j ) = b(Wj , Wi ,j ) =
RMSD(W ′i , Wj )
2
. (6.12)
This allows for the clustering of itemset observations according to their structural sim-
ilarity by splitting the obtained tree at a certain depth λ. Beside this, an abstract rep-
resentation of each cluster is given by its top-level consensus, which can be seen as a
template structural motif representative for the cluster. The consensus metric allows to
detect geometrically conserved structural motifs that are prevalent in the set of target pro-
tein structures. It should be noted that this approach is applicable to discover different
structural or physicochemical configurations of each itemset. The latter can be achieved
by grouping amino acids according to chemical properties, as shown later, and can help to
identify isofunctional mutations or PSEs.
Algorithm 2: Pseudocode of the algorithm used for consensus calculation.
Input: itemset observations W(I) of itemset I
Output: consensus(I)
1 begin
2 initialize RMSD distance matrix D|W(I)|×|W(I)|
3 for i = 1 to |W(I)| do
4 Di ,i ← 0 // fill diagonal with zero
5 end
6 foreach (Wi , Wj ) ∈W(I) with i 6= j do
7 W ′i ← optimal superimposition of Wi onto Wj [136]
8 Di ,j ← RMSD(W ′i , Wj ) // fill with pairwise distances
9 end
10 consensus(I)← 0
11 while |W(I)| > 1 do
12 (Wi , Wj )min ← min(Di ,j ∈ D, i 6= j)
13 consensus(I)← consensus(I) + Di ,j
14 W ← average superimposed coordinates (W ′i , Wj )
15 W(I)←W(I)\(Wi , Wj )min // remove closest pair
16 W(I)←W(I) ∪ {W } // add consensus observation
17 recalculate D
18 end
19 end
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Separation To solve the problem of obtaining itemset observations that are consecutive
at the sequence level and thus exhibit a low cohesion or adherence, a further metric is in-
troduced that enforces itemsets to be separated sequentially. The separation of residues
in the protein sequence is another frequently observed property of structural motifs (see
Chapter 3, Definition 3.1), which renders pure sequence-based analysis unfeasible. To
mimic a repelling effect of items that are too proximal with respect to their sequence
positions, a discretized adaption VMorse of the Morse potential function [210] is used (Fig-
ure 6.10). This function is commonly used in physics to model the potential energy of
diatomic molecules. To simulate repelling forces of items that are closely neighbored at
the sequence level, an optimal desired gap length popt between items (minimum location
of VMorse) is defined:
VMorse(p) = α(1 − exp (−β(p − popt)))2 − α (6.13)
A constant well depth of α = 500 and a shape parameter of β = 0.20 were found to be
suitable parameters to select itemsets close to popt. The score S(W ) of a single itemset
observation W ⊂ T = (t1, ..., tl , ..., tm) can now be determined by mapping the position
l of each item wi ∈ W to the ordered m-tuple T using the injective mapping function
P : W 7→ T and calculating the discretized Morse potential VMorse for successive items:
S(W ) =
1
|W |
i<|W |∑
i=1
VMorse(P(wi+1) − P(wi )). (6.14)
Subsequently, the separation of an itemset is defined as the average score of each item-
set observation:
separation(I) =
1
|W(I)|
∑
W∈W(I)
S(W ). (6.15)
For itemset observations W ∈ W(I) with sequence gaps between items close to popt,
the separation of I will be minimized with a theoretical global optimum of −α (Figure 6.10,
Label 1). In contrast, itemset observations with items that fall below the optimal gap
length popt at the sequence level are penalizing their associated itemset I resulting in an
increased separation value (Figure 6.10, Label 2). If the gap length greatly exceeds popt,
the score value of S(W ) will not be minimized further and limp→∞ VMorse = 0 (Figure 6.10,
Label 3). Hence, a neutral score is given to itemset observations with sequence separa-
tions considerably larger than popt. Negative separation values indicate itemsets with a
sequence separation of at least popt. Separation should be minimized to discover itemsets
not obvious at the sequence level due to non-contiguous items and long-range contacts of
structural motifs.
MAPPING OF ITEM LABELS
To provide the possibility to consider similarities between amino acids during the mining
process, a surjective mapping function M : U 7→ U′ is introduced that redefines the uni-
verse of items and maps item labels to a new alphabet. Using the remapping of item labels
prior to the mining process, it is possible to consider physicochemical similarities of amino
acids, e.g. classification according to functional groups or chemical properties as proposed
by [42] or [66]. The remapping of item labels is applied to each protein in the database:
∀ T ∈ T : T ←M(T ). (6.16)
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Figure 6.10.: Illustration of the separation metric and scoring of different gap sizes. The gap size between
successive items (amino acids from N- to C-terminal direction) is evaluated with an adapted and discretized
version of the Morse potential function [210] with its minimum −α at the desired ideal gap length popt and the
shape parameter β. The separation value will be minimized if gaps close to popt are observed (1) and penalized
if gaps less than popt are observed (2). Gaps larger than popt do not significantly contribute to a minimization
of the separation value and a neutral score is assigned with increasing gap size (3).
Additionally, if the remapping reduces labels by grouping amino acids based on their
properties, the number of possible itemsets is reduced and the mining process is acceler-
ated.
STATISTICAL SIGNIFICANCE ESTIMATION
The estimation of the statistical significance of obtained itemsets is essential. To test
whether the observed geometric similarity, determined by the consensus metric, occurs
due to chance the statistical model proposed by MEYSMAN ET AL. was adapted [151]. After
the mining process converged, all frequent itemsets I ∈ I are tested for significance. The
bijective mapping function N : U 7→ Πmaps the universe of items to a random permutation:
Π =
(
u1 u2 . . . ui
Π(u1) Π(u2) . . . Π(ui )
)
. (6.17)
Based on database entries with randomized labels, background distributions of the con-
sensus value of each itemset IΠ are calculated by extracting itemset observations W(IΠ)
from the randomized transactional data:
W(IΠ) : {W ∈
(
N(T )
k
)
: L(W ) = IΠ} ∀ T ∈ T . (6.18)
If this process is repeated several times, it is assumed that the obtained background
distribution follows a normal distribution with a mean of µ and a standard deviation of σ:
consensus(IΠ) ∼ N (µ,σ) (6.19)
with
µ =
1
n
∑
W∈W(IΠ)
consensus(IΠ) (6.20)
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and
σ =
√√√√ 1
|W(IΠ)|
∑
W∈W(IΠ)
(consensus(IΠ) − µ)2. (6.21)
Subsequently, the quality of the modeled distribution is estimated using a Kolmogorov-
Smirnov test [211] for the quality of continuous distributions. Only if the null hypothesis
of this test is not rejected at significance level 0.1 the p-value for itemset I is calculated
based on the cumulative probability of the background distribution.
ANNOTATION OF NONCOVALENT INTERACTIONS
The template-free detection of structural motifs largely benefits from the consideration of
noncovalent interactions as shown for the HIGH motif in Class I aaRSs (Section 5.4.3).
Interaction data annotated by PLIP [167] allowed to discover a conserved π-cation in-
teraction between the two histidine residues of the motif. Thus, each database entry
T ∈ T can be enriched with interaction data as follows. Consider int = (a, b, u) to be
a triple representing an interaction and consisting of a source coordinate a ∈ R3 and
a target coordinate b ∈ R3. Further, an associated label for noncovalent interactions
u ∈ Uint = {hal, hyb, hyp, mec, pic, pis, sab, wab} is given. The labels10 represent the in-
teraction types supported by PLIP. The interactions are annotated using the established
pseudocenter approach [144,197,212], where each interaction is added to its correspond-
ing database entry T as new item t = (u, v ) with
v =
a − b
2
. (6.22)
REFERENCE STRUCTURE COVERAGE
In order to assess the results of the mining process an intuitive visualization was designed
that maps obtained results to a given reference structure that is part of the dataset. Con-
sider T̂ ∈ T to be the selected reference structure. The coverage can be determined for
each item (amino acid) t̂ ∈ T̂ by calculating a coverage score as follows. For each itemset
observation W ∈ W(I) of frequent and significant itemsets I ∈ I the structure of origin
O(W ) is determined. Each item w of the observation W is mapped to its corresponding
item P(w ) in the database entry of origin. The absolute coverage for each item t̂i ∈ T̂ at
position i of the reference structure can be calculated as follows:
coverageabs(t̂i ) =
∑
I∈I
∑
W∈W(I)
∑
w∈W
{
1 if O(W ) = T̂ and P(w ) = t̂i ,
0 otherwise.
(6.23)
After calculating the coverage for each item of the reference structure, the values are
normalized:
coveragenorm(t̂) =
coverageabs
max
t̂∈T̂
coverageabs(t̂)
. (6.24)
This results in coveragenorm(t
′) ∈ [0, 1] for each position of the reference structure de-
scribing how often this position is part of a frequent and significant itemset. This infor-
mation is then stored in the B-factor [213] annotation of PDB files in order to exploit the
10hal: halogen bond, hyb: hydrogen bond, hyp: hydrophobic interaction, mec: metal complex, pic: π-cation,
pis: π-stacking, sab: salt bridge, wab: water bridge
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Figure 6.11.: Workflow of template-free structural motif detection with itemset mining and the extraction-
dependent metrics separation and consensus. The Apriori algorithm [205] is used to generate candidates,
which are then evaluated with biologically justified metrics. Simple evaluation metrics are not able to ex-
tract, nor to operate based on extracted itemset observations, but evaluate candidates against the database.
Extraction metrics are able to extract concrete observations of itemsets from the database, which can be suc-
cessively used by extraction-dependent metrics for further evaluation, e.g. regarding their level of geometric
similarity (the consensus metric) or sequence separation (the separation metric).
visualization capabilities of the PyMOL software [147] for a per-residue depiction of the
coverage score.
SUMMARY
An overview of the developed workflow for template-free structural motif detection is de-
picted in Figure 6.11. A three-step evaluation of itemset candidates is conducted according
to:
1. evaluation metrics (support),
2. extraction metrics (cohesion or adherence), and
3. extraction-dependent metrics (consensus, separation).
The introduction of adherence, consensus, and separation allows the identification of
structural motifs, which are separated in protein sequence, close to a desired spatial ex-
tent, and have a conserved geometry in a dataset of protein structures. Additionally, the
grouping of amino acids according to physicochemical properties by remapping item labels
can greatly reduce the search space for irrelevant itemsets. The method can be used to
identify conserved structural motifs in an arbitrary dataset of protein structures.
6.2.3. BENCHMARK AND VALIDATION
The template-free structural motif detection with Fit3D was tested regarding its runtime
and applicability. For this purpose, benchmark datasets and test cases were defined that
highlight the ability of the method to detect structural motifs of functional relevance.
TIME COMPLEXITY
The algorithmic complexity of the proposed method depends on the size n of the input
database, the number of individual labels |U|, and the metrics used for evaluation of can-
didates. In the following the usage of the metrics support, cohesion, separation, and con-
sensus is assumed. The worst time complexity of the Apriori algorithm [205] is O(2|U|), i.e.
all possible itemsets are generated and no evaluation thresholds for evaluation metrics are
set. However, intelligent pruning of the search space and the use of biologically justified
evaluation metrics adds an important constraint on this complexity. The support can be
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Figure 6.12.: Depiction of an averaged 5-fold runtime benchmark against datasets of non-redundant plasto-
cyanin proteins of different size. The benchmark was carried out for parsing structures in PDB format or MMTF.
The runtime includes a 5-fold significance estimation of the mined itemsets. Error bars indicate the standard
deviation of five independent runs.
calculated within O(n), simply by counting the occurrence of each itemset in the target
database of size n. The calculation of cohesion requires the determination of the smallest
enclosing ball, which can be done in O(nm2) for each itemset depending on the size m of
each database entry. The heuristic VertexAll algorithm [150] is used to reduce the time
complexity for the cohesion calculation. Evaluation of the separation metric takes O(n)
time, simply be querying a hash table for the sequence positions of each itemset obser-
vation. Calculating the consensus score for each itemset takes maximal O(n3) time [208],
because at most n itemset observations are extracted for cohesion. Thus, the overall worst
time complexity of the algorithm is exponential with O(2|U| + nm2 + n + n3). There is evi-
dence that mining maximal frequent itemsets is NP-hard [214]. However, as will be shown
in the following section, the application of biologically justified evaluation metrics helps to
reduce the search space and run the algorithm in reasonable time.
RUNTIME ANALYSIS
The performance of the method was evaluated by comparing the computation time for
different sizes of non-redundant datasets and the parsing in PDB format or MMTF. The
datasets consisted of proteins of the plastocyanin family of cupredoxins (Pfam:PF00127).
The results were obtained and averaged for five independent runs for each dataset. The
cohesion extraction metric was tested alongside with the extraction-dependent metrics
consensus and separation. A comparison of the performance between PDB and MMTF
regarding different dataset sizes is shown in Figure 6.12. Overall, the template-free de-
tection of structural motifs for a dataset with 100 structures took approximately 192,064 +−
6,106 ms for PDB parsing and 231,221 +− 24,222 ms for MMTF parsing. Hence, the mining
process takes approximately 1.9 s/structure if the PDB format is used and 2.3 s/structure if
MMTF is used. Despite the faster parsing of structures with MMTF, a benefit for the over-
all runtime is not evident. The discrepancy between the two parsing strategies increases
with larger dataset size. For 100 structures MMTF took on average 40,157 ms more time.
VALIDATION
The template-free detection was validated for two protein families that contain several
structures in the PDB: trypsin serine proteases and cupredoxins. Serine proteases are well-
studied enzymes that catalyze a peptide bond cleavage reaction by a charge-relay system
consisting of histidine, aspartic acid, and serine [2]. The catalytic triad of serine proteases
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Figure 6.13.: Results of the template-free structural motif detection in the family of serine proteases
(Pfam:PF00089). (A) A human tryptase enzyme (PDB:1a0l chain A) was used as reference structure. The
color intensity and thickness of the loop representation corresponds to the coverage of conserved structural
motifs at certain residue positions. The residues serine 214, aspartic acid 102, and histidine 54 constitute the
catalytic site of the enzyme [215] and show a high coverage. (B) The corresponding itemset Ala-Asp-His-Ser,
which contains the three catalytic site residues, shows a single dominant population of structurally conserved
residues.
was already used for the validation of template-based detection in Section 6.1.3. Cupre-
doxins are copper-binding proteins and the plastocyanin family of cupredoxins is essential
for the electron-transfer in photosynthesis and contains a type I copper binding site (T1Cu)
composed of cysteine, methionine, and two histidines arranged in a distorted tetragonal
geometry [107]. Structures associated with these families were derived from the Pfam
database [132] (see Section 6.4). For both protein families the catalytic site residues could
be extracted with high confidence.
Serine proteases Figure 6.13A shows the coverage of residue positions in the reference
structure PDB:1a0l chain A, a human tryptase enzyme. The coverage score was obtained
by mining a dataset of 116 non-redundant protein structures, derived from Pfam:PF00089.
Red and bulky residues correspond to positions of high structural conservation. Serine at
position 214 exhibits a high coverage score of 0.73, aspartic acid 102 of 0.50, and histidine
54 of 0.38, respectively. These three residues are part of the active site of the enzyme [215]
and form the catalytic triad. Other residues with high structure coverage include isoleucine
227 (1.00), tyrosine 228 (0.85), isoleucine 103 (0.84), and alanine at position 55 (0.50).
While alanine 55 and isoleucine 103 are in vicinity to the active site and thus likely to be
structurally conserved, isoleucine 227 and tyrosine 228 belong to conserved sequence
region in tryptase, trypsin and chymotrypsin enzymes [215]. The corresponding itemset
Ala-Asp-His-Ser (significance p-value<0.001, Table A.3) is shown in Figure 6.13B. It features
one population of structurally conserved residues. The ten top-scoring itemsets for the
datasets are listed in Table A.3.
Cupredoxins As second validation of the method a dataset of structures belonging to
the plastocyanin family (Pfam:PF00127) was analyzed. Figure 6.14A shows the coverage
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Figure 6.14.: Results of the template-free structural motif detection in the plastocyanin family (Pfam:PF00127).
(A) A copper-bound plastocyanin of Spinacia oleracea was used as reference structure (PDB:1ag6 chain A). The
color intensity and thickness of the loop representation corresponds to the coverage of conserved structural
motifs at certain residue positions. Several residues of the copper-coordination center [216] consisting of
histidine 37, histidine 87, cysteine 84, and methionine at position 92 were found to have a high structural
conservation. (B) The corresponding itemset Cys-His-Met that contains three of the four ion-coordinating
residues features a single population of structurally conserved residues.
of residue positions in the reference structure PDB:1ag6 chain A, a plastocyanin of Spina-
cia oleracea. The ten best scoring itemsets sorted by ascending consensus are shown
in Table A.4. Residues methionine 92, histidine 37, cysteine 84, and histidine 87 exhibit a
residue coverage of 1.00, 0.62, 0.52, and 0.45, respectively. All of these four residues con-
stitute the T1Cu of the protein [107,216]. Figure 6.14B shows the corresponding itemset
Cys-His-Met (significance p-value<0.001, Table A.4) in its single dominant configuration of
conserved geometry. Other residues with high structure coverage include lysine at posi-
tion 30 and tyrosine at position 83. While lysine 30 was shown to be involved in crystal
packing of the structure [216], tyrosine 83 may play an important role in the electron trans-
fer between plastocyanin and cytochrome f; mutations of this residue lead to reduced
activity [217].
6.2.4. IMPLEMENTATION
The detection of structural motifs based on itemset mining was implemented as com-
mand line tool as well as on API level. Currently, template-free detection is not part of
the Fit3D web server. As for template-based detection, all implementations were written
in Java and make use of the SiNGA [170] framework for the handling of macromolecu-
lar structures. Template-free detection supports a flexible computational representation
of structural motifs as well as the definition of isofunctional exchanges via the usage of
different categorizations of residues, e.g. by chemical groups [42].
Command Line Implementation The template-free structural motif detection algorithm
was integrated in the Fit3D command line implementation11. The user can choose be-
tween the template-free and template-based mode of Fit3D. Due to a larger set of param-
11available at: github.com/fkaiserbio/fit3d/releases
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eters for the template-free algorithm – compared to template-based detection – a prede-
fined set is used when running from the command line. Alternatively, the user may define
parameters freely by modifying a provided configuration file. To aid the interpretation of
results, Fit3D requires to specify a structure that is used for coverage visualization. The de-
fault configuration of template-free detection includes the assessment of structural motif
frequency (support), spatial vicinity (cohesion), sequence separation (separation), and geo-
metric similarity (consensus). Instructions on how to use the implementation are provided
in Appendix B.1.
API version Beside the easy-to-use command line version, a fully customizable imple-
mentation of the presented method is available at API level12. This version was designed
in such a way that different evaluation metrics can be used in a “plug-and-play” manner
(Figure B.2). It supports the specification of PDB identifiers or structure files as input. Fur-
thermore, a single chain can be used as input and non-redundant structures are fetched
automatically from the PDB REST API13 according to a definable level of sequence similar-
ity.
6.3. DISCUSSION
Adequate Computational Representation Reduces False Negatives Based on the re-
sults presented in Section 6.1.3 it was shown that an adequate computational representa-
tion of structural motifs plays an integral role when it comes to template-based matching
in target structures. For the particular case of the ES, it was to be expected that multi-
atom representation outperforms alpha carbon representation. This superfamily is known
to have a high variance in alpha carbon positions and the backbone in general [33], which is
why all-atom representation is key to increase specificity and sensitivity. The same could
be observed for the NOS enzymes, where the template motif was defined based on the
CSA according to [43]. In both cases all-atom representation outperforms alpha carbon
representation with an increase in specificity of 25.84% for the ES and an increase in sen-
sitivity of 51.88% for the NOS.
The results highlight how the consideration of full atomic resolution data reduces the
risk to miss functional matches while simultaneously reducing the number of false posi-
tive matches. However, this statement cannot be generalized for every motif and has to be
consolidated for every specific detection task. For instance, if variable regions of the motif
are known or spatial variance is even favored, it may be reasonable to constrain atom rep-
resentation to a custom selection of atoms. Although choosing the correct computational
representation is crucial [195], alpha carbon representation was shown to be sufficient for
some applications, e.g. to identify similar binding pockets [218]. There are other exam-
ples where such a single point representation does not suffice [33]. The missing feature
to select arbitrary atoms for computational representation is a known deficiency of exist-
ing approaches and was addressed appropriately by Fit3D for both template-based and
template-free structural motif detection.
Data Mining for Template-Free Structural Motif Detection The results presented in
Section 6.2.3 show that the application of established data mining techniques is suitable
for the template-free detection of previously unknown structural motifs in a set of protein
structures. The catalytic triad of trypsin serine proteases as well as the copper ion coor-
dination site of plastocyanin were detected without any a priori knowledge and by using
12available at: github.com/fkaiserbio/mmm
13see rcsb.org/pdb/software/rest.do, available as of May 18, 2018
95
biologically justified evaluation metrics for itemset mining. The introduction of adherence,
consensus, and separation, contributes to a further optimization of the selection of can-
didates during the itemset mining process. Moreover, the consideration of isofunctional
mutations or physicochemical similarities of residues by mapping labels to another alphabet
allows covering structural motifs with limited sequence conservation. The representation
of amino acids as chemical groups [42] showed to be suitable for the identification of con-
served structural motifs in Class I aaRSs (see Section 5.4.3). Additionally, the execution
time of the algorithm can be reduced if amino acids are grouped and the alphabet size
is reduced. In conjunction with the consideration of noncovalent interactions, annotated
by PLIP [167] and represented as pseusoatoms [197], subtle interaction properties of the
HIGH motif in Class I aaRSs have been captured.
Introducing the separation metric allows to favor structural motifs with residues sepa-
rated on the protein sequence level, as suggested by [151]. This optimization helps to
avoid the detection of conserved geometries that arise due to secondary structure ele-
ments such as α-helices [219]. The separation score can be used as a good indication for
long-range contacts, often observed for functionally important structural motifs which are
hard to identify by sequence analysis. In conjunction with the consensus score this can lead
to the identification of important residue patterns with a previously unknown function or to
identify common elements of divergent protein families, e.g. superfamily templates [33].
Furthermore, the consensus approach can help spot different structural variants of motifs
by allowing the hierarchical clustering of itemset observations. The usage of composite
motifs, derived from averaging motif coordinates as used in the consensus approach, has
been shown to improve protein function prediction [220]. Thus, the consensus represen-
tation of each cluster might be a valuable template motif to represent all cluster members.
In general, the template-free detection algorithm considers all biological idiosyncrasies de-
fined for structural motifs (see Chapter 3, Definition 3.1 and Definition 3.2):
• the spatial vicinity of residues via the cohesion concept,
• the separation at sequence level via the separation metric, and
• the geometric conservation via the consensus metric.
6.3.1. COMPUTATIONAL PERFORMANCE
Template-Based Detection The speed of template-based detection with Fit3D is sub-
stantially increased when using MMTF. This results from the parallel processing strategy
of the implementation. Prior to a search, the structures of the target dataset are split into
equal-sized subsets in respect to the number of available processor cores. Because the
template-based detection can then be computed for each structure separately, parsing and
computation can be run in parallel. Hence, fast structure parsing with MMTF accelerates
the detection process to a great extent. Moreover, the number of expensive alignment op-
erations is reduced by the selection of appropriate candidates as described in Section 6.1.2.
The results of the runtime benchmarks indicate that template-based Fit3D is mainly appli-
cable for small structural motifs with a size up to six residues, depending on the spatial
extent of the template motif. This covers >90% of the structural motifs deposited in the
CSA [124].
Template-Free Detection In contrast to template-based detection, the runtime of Fit3D
in template-free mode did not experience a substantial benefit when using MMTF for struc-
ture parsing. This can be the result of several algorithmic peculiarities. Structure parsing
is not performed in parallel and before the actual detection starts in order to be able to
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perform all calculations on the whole dataset in memory. This is a constraint for the un-
derlying itemset mining algorithm and the evaluation metrics, which have to be evaluated
for the whole dataset in each round. Thus, caching all structure data is necessary. Due
to the design of the MMTF standard, which is a compressed binary format [201,221], the
data structure is immutable. This raises another bottleneck when evaluating the consen-
sus metric, which requires the calculation of a vast number of structural alignments [177].
In the current implementation of template-free Fit3D these alignments are represented by
storing the rotation and translation information of coordinates alongside with the original
coordinate data. This should be further optimized in future work such that recomputed
coordinates of aligned structures are encoded binary and stored in MMTF.
6.3.2. BENEFITS OF FIT3D
As demonstrated in Section 5.4.2, template-based structural motif detection can be used
to identify local similarities in protein structures for both globally similar and globally dissim-
ilar properties. Especially the latter can be useful to, for example, repurpose known drugs
where binding site similarity correlates with promiscuous drugs [222]. Hence, the assess-
ment of binding site similarity is an important aspect of structural motif detection [168].
Many template-based methods, specifically designed to compare and identify defined lig-
and binding sites [44, 139, 218, 223], were developed. By exploiting template-based high-
throughput detection, similarities of structural motifs can be revealed to predict and anno-
tate protein function [121,123], or to identify potential off-target binding sites during drug
development [134, 224, 225]. Other template-based approaches [127, 140, 226] focus on
the surface of proteins and the comparison or identification of patterns therein. Only a few
generalizable methods exist that can be applied in order to screen for user-defined tem-
plates of structural motifs [129, 227, 228]. The Fit3D algorithm for template-based motif
detection combines advantages of specialized methods and is applicable to be used for all
mentioned problem categories. Although the focus of Fit3D lies on the detection of small
structural motifs and the usage of full atom resolution, it should be a reasonable alternative
to previous methods.
While many methods were developed to address template-based structural motif de-
tection, the de novo identification of similarities in protein structures usually makes use
of sequence information [154], or encompasses the abstraction of structural information
[103, 105]. Methods relying on plain coordinate data of protein structures are rare. These
methods were usually designed to be used with a small target dataset [157] or a pair of
protein structures [158]. Here, the template-free detection engine of Fit3D clearly stands
out and poses a novelty in the field. Firstly, Fit3D does not require any additional assump-
tions of the use case, such as ligand binding site detection or surface patch recognition.
Secondly, by relying on the original coordinate data, Fit3D is independent of any sequence
alignments or data transformation strategies. This results in the template-free identifica-
tion of geometrically similar structural motifs that can be located anywhere in the protein
structure and are not necessarily responsible for the interaction with ligands or catalysis.
This could further contribute to the identification and understanding of structure-stabilizing
elements [30] and PDB-wide molecular building blocks [151]. The presence of these hy-
drophobic motifs suggests that they are involved in hydrophobic core formation during
protein folding [229–231]. Because Fit3D was designed with general-purpose applications
in mind, further investigation of such patterns and the analysis of their geometric charac-
teristics is reasonable and could be fostered by Fit3D.
Nevertheless, the identification of regions that are important for a specific protein’s func-
tion, as demonstrated for trypsins and cupredoxins, is promising. To the best knowledge
of the author, Fit3D is the first application of an adaption of itemset mining on protein
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structures that utilizes geometric similarity and sequence separation to identify common
structural motifs in arbitrary-sized sets of input data. The results demonstrate how es-
tablished data mining techniques can help to shed light on biological data. However, the
choice of an appropriate method ultimately depends on the case of application, e.g. the
desired computation time and accuracy, or the focus of the study, e.g. on ligand binding
sites at the protein surface.
Fit3D: A General-Purpose Tool Even if the analysis of protein structures is the focus
of this thesis, applications of the developed algorithms on other types of macromolecular
structure data are conceivable. These might encompass, for example, the template-based
detection of structural motifs in riboswitches [160] or the mining of trajectories of molecular
dynamics simulations for especially stable regions using template-free detection. Fit3D’s
template-free mode might also help to study the flexibility of protein structures, e.g. when
applied on nuclear magnetic resonance models or the results of normal mode analysis
[232].
The usage of state-of-the-art technologies ensures that Fit3D can keep pace with the
rapidly increasing number of available protein structures in the PDB. Improvements in ex-
perimental structure determination methods will lead to high-resolution data for large pro-
tein structures and macromolecular complexes. Both aspects are already covered by Fit3D;
the support of future-proof data formats such as MMTF and the consideration of all-atom
data via the flexible computational representation of structural motifs. The template-based
structural motif search with Fit3D is almost parameter free, which is a strong plus of the
method. Even though template-free structural motif detection requires a decent set of pa-
rameters, the parameters used for the analysis in this thesis have proofed to be a suitable
choice. The availability of an API version of Fit3D provides the possibility to integrate the
method into sophisticated processing pipelines, which meet the requirements of expert
users. The flexibility of Fit3D was demonstrated for the specific analysis of aaRS struc-
tures.
Features of Fit3D Fit3D combines the advantageous features of already existing meth-
ods into a single tool for both template-based and template-free structural motif detection
(see Table 6.1). Template-based detection uses a combinatorial algorithm, while template-
free detection relies on itemset mining to detect structural motifs. No general limitations
for a specific usage scenario, such as binding site comparison or surface patch recogni-
tion, exist. However, both technologies have some minor limitations. The combinatorial
algorithm can be time-consuming and works best for small structural motifs up to a limited
size and spatial extent. Motifs with a large spatial extent lead to the extraction of large
local environments (see Algorithm 1, Line 5) which in turn lead to many match candidates
that have to be tested for similarity by superimposition. If larger motifs should be pro-
cessed, a splitting into subsets of residues is advisable before applying Fit3D. Because
structural motif detection is closely related to the subgraph isomorphism problem [46,47],
it can be assumed that no exact polynomial time algorithm exists to solve the problem.
A main limitation of the template-free detection originates from the definition of itemsets
(Definition 6.1) where the repetition of labels (amino acids) is prohibited according to the
set definition. Only through this algorithmic constraint in itemset mining it is possible to
explore the candidate search space in reasonable time. This can result in difficulties of
the method to discover structural motifs with repetitive amino acids, often the case for
metal ion coordination centers such as the popular zinc finger motif consisting of two cys-
teine and two histidine residues [119]. However, as shown for cupredoxins (Section 6.1.3)
where two histidine residues are involved in ion binding [107], the structural motif could
still be identified with high confidence. The algorithm does not guarantee which histidine
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Table 6.1.: An overview of the features available with Fit3D. Template-based detection follows a combinatorial
(CO) approach, while template-free detection relies on itemset mining (IM). Features marked with an asterisk
are only available in the API version of the implementation.
features use
reference cu
st
om
at
om
re
pr
es
en
ta
tio
n
in
te
r-
m
ol
ec
ul
a r
m
ot
ifs
P
S
E
s
st
at
is
tic
al
si
gn
ifi
ca
nc
e
D
N
A
/R
N
A
m
ot
ifs
lig
an
d
m
ot
ifs
im
pl
em
en
t a
tio
n
op
en
so
ur
ce
limitation
CO Fit3D template-based [195] Ø Ø Ø Ø Ø Ø Ø Ø small structural motifs
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residue will be used for the comparison because the observation with the smallest en-
closing ball radius per structure will be selected. This nondeterministic behavior results in
the detection of both motif residues. Hence, the coverage score proposed in Section 6.2
allows for a visual and quantitative identification of structural motifs beyond the limitation
of itemsets.
6.3.3. LIMITATIONS OF GEOMETRIC APPROACHES
Ligand Binding Site Similarity Fit3D is a geometric detection method that relies on the
superimposition of three-dimensional coordinates. In the context of this thesis, and the
definition of structural motif conservation (Chapter 3, Definition 3.2), this is an integral re-
quirement for structural motifs. However, there are scenarios where assessing geometric
similarity is insufficient, e.g. for the identification of alternative drug targets. The recogni-
tion of an identical ligand in proteins can be based on several mechanisms [190]:
• similar proteins recognizing the ligand with similar binding sites (Figure 6.15A),
• different proteins recognizing the ligand with similar binding sites (Figure 6.15B),
• similar proteins recognizing the ligand with different binding sites (Figure 6.15C), and
• different proteins recognizing the ligand with different binding sites (Figure 6.15D).
Hence, the assessment of geometric similarities can be challenging [4, 168] and may
miss potential target predictions if the binding sites are dissimilar at the geometric level
(Figure 6.15C and Figure 6.15D). There are several examples where an identical ligand
is recognized via different mechanisms. For example, adenosine phosphate ligands are
known to be bound by the P-loop domain [190,233], positive charges [42], or backbone hy-
drogen bonding [163,234]. Other examples include aromatic ring detection via π-stacking
[190] or π-cation interactions [184]. According to the “functionalist principle” in biology [4],
the structure of proteins and binding sites can differ and evolve divergently as long as the
function is not compromised.
Yet, the geometric conservation of structural motifs can be strong as shown for Class I
and Class II aaRSs, where evolution conserved identical ATP binding geometries despite
a strong divergence in global sequence and structure [163]. This shows that geometrically
similar structural motifs can be even found in subsets of dissimilar binding sites. In general,
there seems to be no single code for the identification of similar binding sites in unrelated
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proteins [190,235], but there might be a limited number of different patterns to recognize
functional groups of the ligand [42, 236]. It can be reasonable to consider noncovalent
interaction [168, 237] data for the definition of “generic structural motifs” independent of
the concrete amino acid implementation and residue geometry. This was addressed in this
thesis by including intrinsic protein interaction data, mapped to pseudoatoms, during the
template-free structural motif detection in Class I aaRSs (Section 5.4.3). However, as Fit3D
relies on the superimposition of coordinates only geometrically conserved interactions can
be identified.
Conformational Changes Upon Ligand Binding In addition to different binding mecha-
nisms, the dynamics upon ligand binding are still not fully understood. Theories explaining
the binding process include the rigid key-lock principle, the induced fit mechanism [238] (de-
bated by [239]), or the conformational selection and population shift hypothesis [240,241].
Despite the actual mechanisms are still a matter under discussion and seem to depend on
the individual example, conformational shifts were shown to have a crucial role on enzyme
function [242, 243]. During evolution, enzymes have likely developed from conducting
large, energy-consuming motions such as backbone rearrangement, towards side-chain
flexibility to facilitate catalysis and consume as little energy as possible [186,244]. Hereby
intrinsic binding site interactions play a crucial role; polar residue-residue interactions in
the binding site are an indicator for more rigid systems, whereas non-directional aromatic
and hydrophobic interactions tend to occur in flexible binding sites [186]. In terms of the
movement of individual residue side chains in the binding site, polar amino acids tend to be
more flexible compared to aromatic residues [185]. All these dynamic factors have to be
kept in mind when performing structural motif detection. Nevertheless, due to the flexible
computational representation of structural motifs in Fit3D, different conformations of struc-
tural motifs can be identified. If, for example, high side chain variance is observed between
ligand-bound and ligand-free state as for the Arginine Tweezers motif (Section 5.4.1), the
representation of the structural motif via backbone atoms is feasible. If, on the other hand,
displacements of the protein backbone are observed, e.g. for the ES template motif [33],
it is reasonable to consider all atoms for structural motif detection in order to compensate
these movements.
6.4. MATERIALS AND METHODS
Template-Based Detection Runtime Benchmark The datasets used to test the runtime
of template-based structural motif detection were created as follows. The serine protease
template motif was derived from the CSA [124] based on the structure PDB:1gl0 chain A,
and consisted of residues histidine 57, aspartic acid 102, and serine at position 195, respec-
tively. The target structure datasets were composed by random selection of structures
from a non-redundant PDB snapshot as of April 16, 2016 and a BLAST p-value of 10-7 ac-
cording to VAST [245]. Subsequently, all structures were checked to be available in PDB
and MMTF format. The benchmark was executed on a standard Intel™ Core i7-6700 CPU
machine equipped with 32 GB of RAM and an SSD drive. Each benchmark case consisted
of five warm-up iterations as well as five measurement iterations and was implemented
with the Java Microbenchmark Harness (JMH) framework.
Template-Based Detection Validation The datasets used for the validation of template-
based detection with Fit3D were derived from the CSA [124] and the SFLD [202]. The
template motif was derived from the primary CSA entry PDB:3nos chain A of the NOS
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Figure 6.15.: The recognition of an identical ligand. (A) Similar proteins that recognize the ligand with similar
binding sites and at the same ligand moiety. (B) Different proteins that recognize the ligand with similar binding
sites and at the same ligand moiety. (C) Similar proteins that recognize the ligand with different binding sites
at a different ligand moiety. (D) Different proteins that recognize the ligand with different binding sites at a
different ligand moiety. Structural motif detection algorithms are only able to identify geometrically similar
binding sites (A and B, emphasized in blue) and fail to identify dissimilar binding sites (C and D, emphasized
in red) still binding at a different ligand moiety or in a different mode. Figure adapted from [190].
family (EC:1.14.13.39) and consisted of the residues cysteine 184, arginine 187, trypto-
phan 356, and glutamic acid at position 361. The positive dataset consisted of all 266 in-
dividual chains annotated in the CSA for this enzyme family. The positive dataset featured
an average sequence identity of 70.44% after a global alignment [165] and an average TM
score of 0.94 [164] (Figure A.1). It was not filtered for redundancy to be consistent with the
dataset presented in [43]. Only exact matches of the residues specified to be catalytically
active were counted as true positive at significance level p-value<0.001 [161]. The negative
dataset contained 39,562 protein chains and was derived from a non-redundant PDB snap-
shot as of April 16, 2016 and a BLAST p-value of 10-80 according to VAST [245]. All struc-
tures present in the positive dataset were excluded from the negative dataset. The tem-
plate motif for the detection in ES was extracted from PDB:2mnr chain A according to [33]
and PSEs were defined as follows: lysine 164 exchangeable with histidine, glutamic acid
247 with aspartic acid and asparagine, and histidine 297 with lysine. The positive dataset
was composed of non-redundant protein chains of the ES (SFLD:1) as defined in the SFLD
and filtered for redundancy with a p-value of 10-80 according to VAST [245]. The resulting
subset of structures showed an average pairwise sequence identity of 23.17% [165] and
an average TM score of 0.81 [164] (Figure A.2). The ES structural motif as defined in [33]
was mapped to this extended set of structures by sequence alignment [165] of all struc-
tures against structures in the MENG ET AL. dataset. This resulted in 73 protein chains with
the structural motif mapped to sequence positions instead of the original 43. The negative
dataset was identical to that used for NOS and all structures of the positive dataset were
excluded.
Template-Free Detection Runtime Benchmark To test the runtime of template-free
structural motif detection with Fit3D, the algorithm was run for datasets of the plasto-
cyanin family (Pfam:PF00127) of different size. These datasets were created by randomly
selecting structures from the full dataset containing 105 entries. The parameters used
for the runtime benchmark were identical to those used for the validation of the method
(listed in the next paragraph). The benchmark was executed on a standard Intel™ Core
101
i7-6700 CPU machine equipped with 32 GB of RAM and an SSD drive. Each benchmark
case consisted of five warm-up iterations as well as five measurement iterations and was
implemented with the JMH framework.
Template-Free Detection Validation For the validation of template-free structural motif
detection each dataset was filtered such that only single-chain proteins were considered
and a non-redundant version with a BLAST p-value of 10-80 from VAST [245] was derived.
Structures were selected from the Pfam database version 31 [124] with the identifiers
Pfam:PF00089 and Pfam:PF000127 for trypsin and plastocyanin, respectively. The trypsin
dataset contained 116 structures, whereas the plastocyanin dataset contained 105 struc-
tures. The parameters for both runs were set as follows: maximal support of 0.90, maximal
cohesion of 5.00 Å, maximal separation of 100.00 and optimal separation of 5.00, maximal
consensus of 0.60 with λ=0.50. Amino acids were represented in the three-dimensional
space by all atoms excluding hydrogen. Significance estimation was based on 5-fold shuf-
fling of item labels.
Implementation All algorithms were implemented with Java version 1.8 and utilize the
SiNGA framework version 0.3.3 [170]. Beside structure parsing in PDB format, the parsing
with MMTF [201] version 1.0 is supported. The Fit3D web server for template-based detec-
tion was implemented with JavaServer Faces version 2.2 and PrimeFaces version 6.1 and
is running on a Tomcat 8 application server. For technical details on the implementations
please refer to Appendix B.
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Structural Motifs Might Have Shaped the Genetic Code The region reconstructed by
MARTINEZ-RODRIGUEZ ET AL. [19], called Protozyme, was the minimal functional aaRS unit
required in ancient protein biosynthesis. This region contains the N-terminal residue of
the Backbone Brackets and Arginine Tweezers motif [163] (Figure 7.1). This suggests that
both N-terminal residues can fulfill their functional role in isolation, but with reduced effi-
ciency. During evolution, the aminoacylation reaction was further improved by adding their
other functionally equivalent counterpart. According to the Rodin-Ohno hypothesis [18]
(Chapter 2, Section 2.4), one can conclude the following chronological appearance of the
Backbone Brackets and Arginine Tweezers motif. The N-terminal residues of both motifs
seem to be the most ancient parts, both located in the Protozyme region. Over a prolonged
period the C-terminal Backbone Brackets residue, which is located close to the KMSKS mo-
tif and hence part of the Urzyme, was introduced. The most recent residue seems to be
the C-terminal Arginine Tweezers residue, located in Motif “3”, which is neither part of the
Protozyme nor the Urzyme. If the peptide-RNA world hypothesis [15,18–20] holds true, it
is conceivable that the two structural motifs were directly involved in the formation of the
genetic code. By ensuring consistent ligand interaction, both structural motifs were major
determinants for the evolvability of aaRSs.
Structural Motif Analysis Uncovers Subtle Aspects Furthermore, the strong structural
conservation of both motifs in aaRS structures across all kingdoms of life and the ability to
detect these structural motifs even in contemporary aaRSs, is an outstanding example of
the evolutionary conservation of structural motifs. There might be other examples in the
proteome, where fundamental structural motifs exists that are yet to be identified. The
methods provided in this thesis can accelerate further analysis, especially in conjunction
with the release of new experimental structure data. Conclusively, Open Problem I (de-
fined in Chapter 1) was successfully addressed by applying new structural motif detection
algorithms:
Results for Open Problem I
The structural motif detection algorithms developed in this thesis were used to iden-
tify and thoroughly characterize structural motifs in Class I and Class II aaRSs at
atomic level.
The high-throughput template-based detection of the Arginine Tweezers and Backbone
Brackets motifs in the PDB identified similar structural motifs, which might constitute an
evolutionarily independent solution to the same biological problem of ligand fixation. The
findings are strengthening the assumption that there is only a limited number of different
patterns to recognize functional groups of ligands [42,236]. For the analysis of aaRS struc-
tures, the characterization of the two structural motifs with Fit3D was shown to be suffi-
ciently sensitive to suggest the structural rearrangement of Class I aaRSs to be a general
mechanism. Hence, if structural motifs conserved in a larger number of protein structures
are known, structural motif analysis can reveal insights into global structural effects that
occur during ligand binding without requiring any additional information.
Fit3D: Enhanced Structural Motif Detection In the context of this thesis, enhanced
algorithms for template-based and template-free structural motif detection were devel-
oped and validated. The results show that the adequate computational representation of
structural motifs – not considered by most existing methods – is essential to achieve high
sensitivity and specificity. Furthermore, algorithmic robustness of the template-based de-
tection with Fit3D is guaranteed due to the small number of required parameters. Despite
the fact that computation time is increased when considering geometric similarity at the
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Figure 7.1.: The two distinct classes of aaRSs constitute a self-referencing system and feature oppositional
implementations of ligand binding. In this thesis, two structural motifs were characterized with Fit3D: the
Backbone Brackets and the Arginine Tweezers. Structural analysis revealed a strong conformational shift upon
ligand binding for Class I aaRSs. The results show a stunning structural conservation of these motifs and thus
suggest that they are present since ancient times. According to the Rodin-Ohno hypothesis [18] the primordial
forms of aaRSs were presumably encoded bidirectionally on opposite strands of the same gene from which
the contemporary classes originated. Both structural motifs were traced back to these primordial forms [163],
indicating that they had an important role for the formation of the genetic code.
atom level, structural motif detection with Fit3D can still be conducted on datasets con-
taining thousands of protein structures in reasonable time.
The novel algorithm was implemented in an easy-to-use command line software tool,
which was released under the terms of public licensing. The tool is freely available and
ready to be optimized, adapted, or expanded by the scientific community. Fit3D comple-
ments existing web services and standalone tools (e.g. [128,130,143,246]). Furthermore,
to the best knowledge of the author, it is the first structural motif detection software for
which a fully-fledged API is available. This allows users to employ the software for very
specific applications, as demonstrated for the analysis of structural motifs in aaRSs (Chap-
ter 5). Thereby its application is a double-sided approach: on the one hand it is possible
to search for structural motif templates in a large set of target proteins, e.g. in form of
a CSA-derived library like done by [31]. On the other hand one can screen datasets of
structures without the need for a specific template to discover new functionally important
structural motifs. By extending existing concepts [150,151], a new template-free detection
algorithm was designed that uses actual geometric information, which is difficult to realize
with previous methods. Libraries of structural motifs identified by template-free detection
with Fit3D, could be applied to classify protein family associations [153] independent of se-
quence alignments and based on local structure. Furthermore, the usage of such libraries
is conceivable to predict protein function [102].
Due to the rapid growth of automated structure determination methods through struc-
tural genomics effort, protein structures are often solved prior to biochemical and functional
characterization [247]. Hence, Fit3D can proof to be very useful for scientists dealing with
protein crystallography and function determination, which is especially important if novel
folds are observed [40]. The field of drug design and research is also addressed by this
approach: the mechanism of drug effect often lies in the inhibition of protein active sites,
which are in turn describable through structural motifs. According to the “functionalist
principle” it can be stated that three-dimensional information is more conserved than se-
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quence and the determinant for physicochemical properties in binding sites, which is why
structural motifs are conserved [4,123]. Additionally, ligand binding site similarity was ob-
served even if global sequence or structure similarity cannot be detected [225]. It is of high
interest to investigate active site mechanisms and structures in a high-throughput manner.
The application of structural motif detection algorithms can aid researchers to discover off-
target binding of specific drugs [224, 225]. The Fit3D implementation can be seen as a
valuable tool in the field of structural bioinformatics research and computational biology.
Structural Motif Detection Algorithms are a General Tool The algorithms developed
for template-based and template-free structural motif detection are not limited to protein
data. Fit3D can be applied to other types of macromolecular structure data such as DNA
or RNA. The integration of noncovalent interaction data [167] may allow to address some
limitations of geometric approaches and is one step towards the definition of “generic
structural motifs”. Thus, Open Problem II (defined in Chapter 1) was addressed by the
development of new structural motif detection algorithms:
Results for Open Problem II
Two general-purpose algorithms for template-based and template-free structural mo-
tif detection were developed and validated. Open source implementations are pro-
vided to the scientific community as command line version, web sever, and flexible
API.
In principle, the developed algorithms are not limited to biological data but can be applied
to any type of labeled spatial data. This constitutes a contribution to computer science
beyond the field of structural bioinformatics. For example, the approaches presented in this
thesis could be relevant for computer vision to align three-dimensional point clouds [248]
or to discover patterns therein [249]. Due to its open source code base, Fit3D is ready to
be adapted and applied by the scientific community.
Structural Bioinformatics of Tomorrow The integration of state-of-the-art technologies,
such as MMTF [201] as future-proof data format for macromolecular structures in the PDB,
ensures that the Fit3D processing pipeline can keep pace with the steady increase of avail-
able structure data. The development of MMTF is funded by the Big Data to Knowledge
(BD2K) initiative of the National Institutes of Health to “[...] maximize and accelerate the
integration of big data and data science into biomedical research.”14. The BD2K program
encompasses $200M of funding to accelerate diverse technologies for biomedical data
science. Hence, the demand for novel algorithms in structural bioinformatics will experi-
ence a strong increase over the next years. The contribution of Fit3D is a small piece of
the puzzle to support the analysis of tomorrow’s biological data.
14commonfund.nih.gov/bd2k, available as of May 17, 2018
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Table A.1.: The ten best scoring itemsets for aaRS Class I structures sorted by ascending consensus score.
Residues were categorized according their chemical groups [42]. The separation score cannot be calculated
for itemsets that exclusively consist of interactions.
itemset significance KS value support cohesion consensus separation
hyb-pic-imi-oth *** 0.9413 0.9136 3.5026 0.2381 42.7929
hyb-pis-imi-oth *** 0.6684 1.000 3.3568 0.2637 7.9766
hyb-pic-pis-oth *** 0.9719 0.9136 4.7052 0.3022 n/a
hyb-pic-pis-imi-oth *** 0.9558 0.9136 5.3940 0.3349 24.4131
hyb-pis-sab-imi *** 0.6264 1.000 4.0882 0.3559 n/a
hyb-pic-pis-car-oth *** 0.8480 0.9136 5.5241 0.3874 -4.1649
hyb-pis-sab-hyd-imi *** 0.8450 1.000 4.6906 0.3879 -16.9619
hyb-pis-sab-amd-imi-oth *** 0.9598 1.000 5.3797 0.3879 -13.6703
hyb-pic-pis-imi *** 0.9005 0.9136 5.2959 0.3972 n/a
hyb-pic-pis-sab-car-imi-oth *** 0.8052 0.9136 6.6121 0.4083 -1.6985
*** p-value<0.001
Table A.2.: The ten best scoring itemsets for aaRS Class II structures sorted by ascending consensus score.
Residues were categorized according their chemical groups [42].
itemset significance KS value support cohesion consensus separation
hyb-pis-imi-oth *** 0.7508 0.9737 3.5253 0.3565 -11.3586
hyb-pis-sab-car-imi-oth *** 0.9573 0.9737 5.0544 0.3820 -4.8712
hyb-pis-sab-car-hyd-imi-oth *** 0.8899 0.9737 5.4197 0.3927 7.2263
hyb-pis-sab-imi-oth *** 0.6224 0.9737 4.7709 0.3980 -8.3195
hyb-pis-sab-car-imi *** 0.9772 0.9737 4.9503 0.3998 -28.5699
hyb-pis-sab-car-hyd-imi *** 0.2657 0.9737 5.3559 0.4027 -30.9885
hyb-pis-sab-car-gua-imi-oth *** 0.9959 0.9737 5.6096 0.4068 -16.0354
hyb-pis-sab-amd-car-hyd-imi-oth *** 0.8408 0.9737 5.8124 0.4098 22.3842
hyb-pis-sab-hyd-imi-oth *** 0.2783 0.9737 5.1614 0.4155 3.9023
hyb-pis-sab-amd-car-imi-oth *** 0.6296 0.9737 5.5958 0.4201 9.2515
*** p-value<0.001
Table A.3.: The ten top-scoring itemsets found in serine proteases (Pfam:PF00089) sorted by ascending con-
sensus score.
itemset significance KS value support cohesion consensus separation
Ala-Asp-His *** 0.9516 0.9397 3.6790 0.2524 -43.1563
Gly-Leu-Pro *** 0.7989 1.0000 3.2111 0.2834 4.3016
Ala-Asp-His-Ser *** 0.9999 0.9397 4.4899 0.3014 -40.7461
Gly-Ile-Pro *** 0.6176 1.0000 3.2723 0.3037 20.7713
Ala-Asp-Ile *** 0.7984 0.9914 3.3673 0.3317 30.8890
Ala-Cys-Pro *** 0.9982 0.9569 3.7900 0.3343 18.9567
Ala-Pro-Val *** 0.8472 1.0000 3.2788 0.3352 4.9453
Asp-Ile-Trp *** 0.8440 0.9483 3.9206 0.3483 16.8371
Ala-Asp-His-Thr *** 0.3577 0.9397 4.8021 0.3493 -1.3426
Ala-Gly-Leu-Pro *** 0.5986 1.0000 3.9830 0.3503 19.2821
*** p-value<0.001
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Table A.4.: The ten top-scoring itemsets found in plastocyanin proteins (Pfam:PF00127) sorted by ascending
consensus score.
itemset significance KS value support cohesion consensus separation
Cys-Gly-His *** 0.8140 1.0000 4.4030 0.1510 -99.0408
Asn-Cys-Gly-His *** 0.9609 1.0000 4.8145 0.1557 54.7009
Cys-His-Met *** 0.9526 1.0000 3.2795 0.1667 -254.4509
Asn-Cys-Thr *** 0.9905 1.0000 4.7965 0.1716 21.8315
Cys-His-Pro *** 0.9925 1.0000 3.9309 0.1717 -74.5600
Cys-Gly-His-Pro *** 0.7773 1.0000 4.8509 0.1724 -3.5290
Asn-Cys-Tyr *** 0.8357 0.9905 4.5960 0.1748 -3.3693
Asn-Cys-Tyr-Val *** 0.5750 0.9905 4.9227 0.1804 -9.8418
Asn-Cys-Pro *** 0.4171 1.0000 4.9665 0.1808 -77.4633
Cys-His-Val *** 0.5845 1.0000 4.1965 0.1830 -69.3767
*** p-value<0.001
Figure A.1.: Pairwise sequence similarity (% identity after global sequence alignment [165]) versus pairwise
structure similarity (TM score, [164]) of the NOS dataset. The 95%-percentiles are depicted by red dashed
lines. This dataset was used as positive control for the experiments performed in Section 6.1.3.
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Figure A.2.: Pairwise sequence similarity (% identity after global sequence alignment [165]) versus pairwise
structure similarity (TM score, [164]) of the ES dataset. The 95%-percentiles are depicted by red dashed lines.
This dataset was used as positive control for the experiments performed in Section 6.1.3.
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B. FIT3D TECHNICAL
DOCUMENTATION
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B.1. COMMAND LINE VERSION
The command line version of Fit3D was implemented in Java version 1.8 and uses the
SiNGA framework [170] as well as the MMTF API [201]. This eliminates the need for
other software dependencies because SiNGA features a comprehensive handling of macro-
molecular structure data. Furthermore, platform-independent implementation in Java al-
lows the software to run on arbitrary operating systems without the need for manual in-
stallation. The latest release of the Fit3D command line version is available at:
github.com/fkaiserbio/fit3d/releases
B.1.1. REQUIREMENTS
In order to run the command line version of Fit3D an installation of the Java Runtime Envi-
ronment 1.8 or later is required. Optionally, R version 3.4.x or later is necessary to calculate
p-values of reported matches if the FOFANOV ET AL. statistical model [161] is used. Further-
more, the user must have permissions for the installation of additional R packages or the
sfsmisc package preinstalled. If statistical significance is estimated via the STARK ET AL.
approach [162], no additional dependencies are required.
B.1.2. TEMPLATE-BASED DETECTION
In order to run a template-based structural motif detection with Fit3D the user has to spec-
ify a template motif in PDB format, the PDB identifier of a target protein, or a list of PDB
identifiers for multiple targets. Alternatively, the automatic extraction of a structural motif
is supported. The following simple command searches for the catalytic triad of serine pro-
teases, extracted from the structure PDB:1gl0 provided in PDB format as file 1gl0.pdb, in
a set of PDB structures provided as list of PDB identifiers in the file targets.txt (all input
files are located in the current path):
java -jar Fit3D.jar template-based -X E-H57_E-D102_E-S195 -m 1gl0.pdb -l
targets.txt↪→
Output When run in template-based mode, Fit3D will output matches similar to the tem-
plate motif in respect to the defined RMSD upper bound (default: 2.00 Å). If no additional
options (see Appendix B.1.4) are specified, the results will be written to the standard out-
put in CSV format.
B.1.3. TEMPLATE-FREE DETECTION
To run a template-free structural motif detection with Fit3D the user needs to specify a
target PDB chain which is used to get similar structures from the PDB REST API15, a list
of PDB chains, or a local directory that contains structures in PDB format. Additionally, an
output directory has to be specified where results will be written. The following command
detects geometrically similar structural motifs in plastocyanin structures and writes the
results to the directory results/ in the current path:
java -jar Fit3D.jar template-free -t 1gy2.A -o results/
15see rcsb.org/pdb/software/rest.do, available as of May 18, 2018
113
In this command, structure PDB:1gy2 chain A is used as a reference structure and struc-
tures according to 70% sequence similarity are automatically retrieved from the PDB REST
API. Subsequently, this set of structures is used as input dataset for template-free detec-
tion.
Output When run in template-free mode, Fit3D will write the identified structural motifs
clustered by structural similarity according to the consensus metric (see Section 6.2.2), in
PDB format to the specified output directory. Additionally, the coverage of geometrically
conserved structural motifs is written to a reference structure, encoded in B-factors. This
structure can be conveniently visualized in PyMOL [147] by loading the provided pml script
file.
B.1.4. COMMAND LINE OPTIONS
The Fit3D command line software offers a variety of advanced options to customize the
structural motif detection. Table B.1 provides an overview of these options.
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Table B.1.: The options for the command line version of Fit3D available in template-based (TB), template-free (TF), or both (BO) modes.
short long description default
BO
-a --atoms The identifiers of atoms that should be used to represent amino acids according to the PDB nomenclature. Identifiers must be separated
by comma, e.g. ’N,CA,C,O’ to use all backbone atoms. Conflicts with ’-R’.
no hydrogen
-F --mmtf Enables fast MMTF parsing of structures. If a local PDB installation is specified, it must contain MMTF structures. This is not compatible
with the ’-i’ flag in template-free mode
false
-h --help Displays the help dialog and terminates the application.
-p --pdb Path to a local PDB installation. Structures in this folder must be stored according to the PDB standard hierarchy:
data/structures/divided/pdb/ac/pdb1acj.ent.gz for PDB and data/structures/divided/mmtf/ac/1acj.mmtf.gz for MMTF.
none
-R --scheme The scheme to represent amino acids. Must be one of: ’CA’ (alpha carbon), ’CB’ (beta carbon), ’CO’ (centroid), ’LH’ (last heavy side chain
atom), ’SC’ (centroid of side chain atoms). Conflicts with ’-a’.
none
TB
-d --distance-tolerance Allowed distance tolerance in Å for the extraction of local environments based on the spatial extent of the template motif. 1.00 Å
-e --exchange-residues The definition of PSEs allowed for matching against the template motif. The syntax is ’[number]:[type],...’ For example, ’12:AW,43:P’
allows the template motif residue 12 to be matches against alanine and tryptophan. Residue 43 is allowed to be matched against
proline.
none
-f --result-file Specifies the path to the result file that will be written in CSV format. none
-l --target-list A simple text file that contains target structures separated by line break. This file may either contain entries in the format ’[PDB-ID]’,
’[PDB-ID].[chain ID]’, or paths to structures in PDB format.
none
-m --motif Path to the template motif in PDB format. none
-n --num-threads Number of threads used for the calculation. maximum
-M --pfam-mapping Enables the mapping of Pfam identifiers of matches via the SIFTS [176] project. Requires Internet access. false
-P --p-values Calculation of p-values for matches according to [161] or [162]. Argument must be either ’F’ or ’S’. none
-r --rmsd The upper bound of the RMSD up to which matches should be reported. 2.00 Å
-t --target A single target structure used for detection of the template motif. Can be either [PDB-ID, [PDB-ID].[chain ID], or a path to a structure in
PDB format.
none
-U --uniprot-mapping Enables the mapping of UniProt identifiers of matches via the SIFTS project. Requires Internet access. false
-X --extract Extracts the motif from the input structure specified with the ’-m’ option ans performs a subsequent detection. Follows the syntax:
’[chain]-[type][number] ...’ (e.g. the three residue motif E-H57 E-D102 E-S195).
none
TF
-c --config Path to a user-defined configuration file in JSON format for the template-free detection algorithm. This is only recommended for expert
users, please see [177] for details on the parameters.
none
-d --target-structures Path to a directory that contains the target structures that should be used for detection. none
-i --interactions Enables the annotation of noncovalent inter-residue interactions with PLIP [167]. Requires Internet access and conflicts with ’-F’. false
-l --target-chain-list A simple text file that contains the specification of target structures separated by line break. This file must contain entries in the format
’[PDB-ID].[chain ID]’.
none
-m --mapping Use a mapping scheme to group residues. Must be either ’C’ (chemical groups [42]) or ’F’ (functional groups). none
-n --reference-chain The reference chain that is used to visualize the coverage of geometrically conserved structural motifs. Must follow the format
’[PDB-ID].[chain ID]’.
first target
-o --output-directory Path to a directory where all results will be written. none
-r --representative-level Level of % sequence similarity used for the automatic retrieval of representative structures via PDB REST services. This is only used if
a single target chain is specified with ’-t’. Must be one of: 100, 95, 90, 70, 50, 40, or 30. Requires Internet access.
70%
-t --target-chain The target chain used for template-free structural motif detection. Similar structures are automatically retrieved from via PDB REST
services. Requires Internet access.
none115
B.2. WEB SERVER VERSION
The web version of Fit3D supports the template-based detection of structural motifs. It
was implemented using JavaServer Faces version 2.2 and PrimeFaces version 6.1. The
application runs on a Tomcat 8 application server and is available at:
biosciences.hs-mittweida.de/fit3d
Input The web server version of Fit3D aims to be user-friendly and easy-to-use. It guides
the user through the whole process of structural motif detection, starting with the defini-
tion of the template motif, the adjustment of parameters, and the interactive visualization of
the results. Figure B.1 shows screenshots of the web server interface at different stages
of template-based detection. Starting with the specification of a protein structure that
contains a template motif (Figure B.1A), the user is guided through the selection of motif
residues (Figure B.1B). The selected structural motif is highlighted in the structure of origin
as well as displayed in its isolated form and metadata (e.g. the spatial extent) are given.
Subsequently, the defined template can be directly submitted for detection (Figure B.1C).
All relevant parameters, such as the RMSD upper bound or PSEs can be defined individu-
ally. The results page (Figure B.1D) shows relevant information for each individual match.
The matches are sorted by ascending RMSD and annotated with additional information
such as associated Pfam [132] identifiers mapped via the SIFTS project [176]. Interactive
alignment visualizations of all matches (or a single match) versus the template and of global
structures based on a match are found in the right panel of the application. Furthermore,
the distribution of all RMSD values of the matches is given, which can be an important
signature pattern for structural motifs.
Limitations Due to limited capacity of the web server, it accepts submissions of tem-
plate motifs up to a size of five residues and a spatial extent up to 15.00 Å. Submissions
are kept on the server for 72 hours after the calculation has finished.
B.3. API VERSION
For advanced users the API version of Fit3D is the method of choice. Template-based
detection is directly integrated into the SiNGA framework [170].
B.3.1. REQUIREMENTS
The use of SiNGA requires Java Development Kit 1.8 or later to be installed. The use of
the Apache Maven16 build system is recommended. In order to use the API version of
Fit3D in a custom Java project, the recommended way is to import the required Maven
dependency directly from the Maven Central Repository:
<dependency>
<groupId>de.bioforscher.singa</groupId>
<artifactId>singa-structure</artifactId>
<version>0.3.3</version>
</dependency>
16available at: maven.apache.org
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Figure B.1.: The interface of the Fit3D web sever. (A) The assistant for template definition allows to specify
a PDB identifier or to upload a structure file in PDB format. (B) The structural motif is defined by selecting
individual residues of the input structure. These are then interactively visualized [204] in the structure of origin
and as isolated motif. Additional information about the template motif, e.g. its spatial extent, are provided in the
right panel of the application. (C) The motif can be directly submitted for detection in the PDB or user-defined
target datasets. Parameters of the Fit3D algorithm can be adjusted. The definition of PSEs is available under
advanced options. (D) The results of a detection with Fit3D. All matches are sorted in respect to ascending
RMSD values, contain metadata annotated via the SIFTS project [176], and can be displayed in the interactive
structure viewer. Additionally, the distribution of all RMSD values of the current run is depicted.
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B.3.2. TEMPLATE-BASED DETECTION
The following code snippet will run a template-based structural motif detection of a three-
residue template motif from PDB:4cha (the catalytic triad of serine proteases) in a dataset
of protein chains defined in the file targets.txt with PDB and chain identifiers separated
by a single dot. The template consists of the residues at position 57 and 102 in chain B
and residue 195 in chain C:
// parse the motif-containing structure
Structure structure =
StructureParser.pdb().pdbIdentifier("4cha").everything().parse();↪→
// define the template
StructuralMotif template = StructuralMotif.fromLeafIdentifiers(structure,
LeafIdentifiers.of("B-57", "B-102", "C-195"));↪→
// create a parser for multiple target structures
MultiParser multiParser =
StructureParser.pdb().chainList(Paths.get("targets.txt"), "\\.");↪→
// run the detection in parallel
Fit3D fit3d = Fit3DBuilder.create().query(template).targets(multiParser). c
maximalParallelism().run();↪→
// get the matches
List<Fit3DMatch> matches = fit3d.getMatches();
The SiNGA documentation17 contains further examples on how to run a template-based
structural motif detection with Fit3D.
B.3.3. TEMPLATE-FREE DETECTION
Template-free detection requires algorithms that are not part of the SiNGA framework.
Hence, an API for template-free structural motif detection is available as own project at:
github.com/fkaiserbio/mmm
Please note that the template-free detection API is in an early stage of development and
may undergo frequent changes in due course. Figure B.2 shows the Java class diagram
of evaluation metrics in the current implementation. The class model allows for an easy
addition of new metrics to evaluate candidates during itemset mining. Some metrics can
be evaluated in parallel (they implement the ParallelizableMetric interface), e.g. the
extraction of candidates with cohesion is done in parallel for all structures in the dataset.
17available at: github.com/cleberecht/singa/wiki/Structure-Alignments-(Chemistry)
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Figure B.2.: The Java class diagram for evaluation metrics in the current implementation of template-free
structural motif detection. Interfaces are shaded in gray, abstract classes are depicted by dashed borders, and
implementing classes are indicated by solid borders. Interface implementations are depicted by red dashed
lines, interface extensions by solid red lines, and implementations or extensions by solid blue lines. The class
architecture allows an easy definition of new evaluation metrics that fit into one of the metric categories simple
evaluation metric, extraction metric, or extraction-dependent metric.
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the genetic code, and the evolutionary process,” Microbiol. Mol. Biol. Rev., vol. 64,
pp. 202–236, Mar 2000.
[72] E. Schmitt, M. Panvert, S. Blanquet, and Y. Mechulam, “Transition state stabilization
by the ’HIGH’ motif of class I aminoacyl-tRNA synthetases: the case of Escherichia
coli methionyl-tRNA synthetase,” Nucleic Acids Res., vol. 23, pp. 4793–4798, Dec
1995.
[73] E. A. First and A. R. Fersht, “Involvement of threonine 234 in catalysis of tyrosyl
adenylate formation by tyrosyl-tRNA synthetase,” Biochemistry, vol. 32, pp. 13644–
13650, Dec 1993.
[74] E. A. First and A. R. Fersht, “Mutation of lysine 233 to alanine introduces positive co-
operativity into tyrosyl-tRNA synthetase,” Biochemistry, vol. 32, pp. 13651–13657,
Dec 1993.
[75] E. A. First and A. R. Fersht, “Mutational and kinetic analysis of a mobile loop in
tyrosyl-tRNA synthetase,” Biochemistry, vol. 32, pp. 13658–13663, Dec 1993.
[76] E. A. First and A. R. Fersht, “Analysis of the role of the KMSKS loop in the cat-
alytic mechanism of the tyrosyl-tRNA synthetase using multimutant cycles,” Bio-
chemistry, vol. 34, pp. 5030–5043, Apr 1995.
[77] S. N. Chandrasekaran, J. Das, N. V. Dokholyan, and C. W. Carter, “A modified PATH
algorithm rapidly generates transition states comparable to those found by other well
established algorithms,” Struct Dyn, vol. 3, p. 012101, Jan 2016.
[78] S. N. Chandrasekaran and C. W. Carter, “Augmenting the anisotropic network model
with torsional potentials improves PATH performance, enabling detailed comparison
with experimental rate data,” Struct Dyn, vol. 4, p. 032103, May 2017.
125
[79] C. W. Carter, S. N. Chandrasekaran, V. Weinreb, L. Li, and T. Williams, “Combin-
ing multi-mutant and modular thermodynamic cycles to measure energetic coupling
networks in enzyme catalysis,” Struct Dyn, vol. 4, p. 032101, May 2017.
[80] V. Weinreb, L. Li, and C. W. Carter, “A master switch couples Mg2+-assisted catal-
ysis to domain motion in B. stearothermophilus tryptophanyl-tRNA Synthetase,”
Structure, vol. 20, pp. 128–138, Jan 2012.
[81] V. Weinreb, L. Li, S. N. Chandrasekaran, P. Koehl, M. Delarue, and C. W. Carter, “En-
hanced amino acid selection in fully evolved tryptophanyl-tRNA synthetase, relative
to its Urzyme, requires domain motion sensed by the D1 switch, a remote dynamic
packing motif,” J. Biol. Chem., vol. 289, pp. 4367–4376, Feb 2014.
[82] G. Eriani, J. Cavarelli, F. Martin, G. Dirheimer, D. Moras, and J. Gangloff, “Role of
dimerization in yeast aspartyl-tRNA synthetase and importance of the class II invari-
ant proline,” Proc. Natl. Acad. Sci. U.S.A., vol. 90, pp. 10816–10820, Nov 1993.
[83] A. Aberg, A. Yaremchuk, M. Tukalo, B. Rasmussen, and S. Cusack, “Crystal struc-
ture analysis of the activation of histidine by Thermus thermophilus histidyl-tRNA
synthetase,” Biochemistry, vol. 36, pp. 3084–3094, Mar 1997.
[84] S. Cusack, “Aminoacyl-tRNA synthetases,” Curr. Opin. Struct. Biol., vol. 7, pp. 881–
889, Dec 1997.
[85] S. Cusack, C. Berthet-Colominas, M. Hartlein, N. Nassar, and R. Leberman, “A sec-
ond class of synthetase structure revealed by X-ray analysis of Escherichia coli seryl-
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cyanin at 1.7 Å resolution,” Protein Sci., vol. 7, pp. 2099–2105, Oct 1998.
[217] S. Young, K. Sigfridsson, K. Olesen, and O. Hansson, “The involvement of the two
acidic patches of spinach plastocyanin in the reaction with photosystem I,” Biochim.
Biophys. Acta, vol. 1322, pp. 106–114, Dec 1997.
[218] H. J. Feldman and P. Labute, “Pocket similarity: are alpha carbons enough?,” J Chem
Inf Model, vol. 50, pp. 1466–1475, Aug 2010.
[219] L. Pauling, R. B. Corey, and H. R. Branson, “The structure of proteins; two hydrogen-
bonded helical configurations of the polypeptide chain,” Proc. Natl. Acad. Sci. U.S.A.,
vol. 37, pp. 205–211, Apr 1951.
[220] B. Y. Chen, D. H. Bryant, A. E. Cruess, J. H. Bylund, V. Y. Fofanov, D. M. Kristensen,
M. Kimmel, O. Lichtarge, and L. E. Kavraki, “Composite motifs integrating multiple
protein structures increase sensitivity for function prediction,” Comput Syst Bioinfor-
matics Conf, vol. 6, pp. 343–355, 2007.
[221] Y. Valasatava, A. R. Bradley, A. S. Rose, J. M. Duarte, A. Prlic, and P. W. Rose, “To-
wards an efficient compression of 3D coordinates of macromolecular structures,”
PLoS ONE, vol. 12, no. 3, p. e0174846, 2017.
[222] V. J. Haupt, S. Daminelli, and M. Schroeder, “Drug Promiscuity in PDB: Protein Bind-
ing Site Similarity Is Key,” PLoS ONE, vol. 8, no. 6, p. e65894, 2013.
135
[223] M. Brylinski and W. P. Feinstein, “eFindSite: improved prediction of ligand binding
sites in protein models using meta-threading, machine learning and auxiliary ligands,”
J. Comput. Aided Mol. Des., vol. 27, pp. 551–567, Jun 2013.
[224] D. A. Kirshner, J. P. Nilmeier, and F. C. Lightstone, “Catalytic site identification–a web
server to identify catalytic site structural matches throughout PDB,” Nucleic Acids
Res., vol. 41, pp. W256–265, Jul 2013.
[225] L. Xie, L. Xie, and P. E. Bourne, “A unified statistical model to support local sequence
order independent similarity searching for ligand-binding sites and its application to
genome-based drug discovery,” Bioinformatics, vol. 25, pp. i305–312, Jun 2009.
[226] M. Hendlich, F. Rippmann, and G. Barnickel, “LIGSITE: automatic and efficient de-
tection of potential small molecule-binding sites in proteins,” J. Mol. Graph. Model.,
vol. 15, pp. 359–363, Dec 1997.
[227] A. C. Wallace, N. Borkakoti, and J. M. Thornton, “TESS: a geometric hashing algo-
rithm for deriving 3D coordinate templates for searching structural databases. Appli-
cation to enzyme active sites,” Protein Sci., vol. 6, pp. 2308–2323, Nov 1997.
[228] A. Stark and R. B. Russell, “Annotation in three dimensions. PINTS: Patterns in Non-
homologous Tertiary Structures,” Nucleic Acids Res., vol. 31, pp. 3341–3344, Jul
2003.
[229] R. L. Baldwin, “Making a network of hydrophobic clusters,” Science, vol. 295,
pp. 1657–1658, Mar 2002.
[230] K. A. Dill, S. B. Ozkan, M. S. Shell, and T. R. Weikl, “The protein folding problem,”
Annu Rev Biophys, vol. 37, pp. 289–316, 2008.
[231] S. Selvaraj and M. M. Gromiha, “Importance of hydrophobic cluster formation
through long-range contacts in the folding transition state of two-state proteins,”
Proteins, vol. 55, pp. 1023–1035, Jun 2004.
[232] V. Frappier, M. Chartier, and R. J. Najmanovich, “ENCoM server: exploring protein
conformational space and the effect of mutations on protein function and stability,”
Nucleic Acids Res., vol. 43, pp. 395–400, Jul 2015.
[233] A. K. Hirsch, F. R. Fischer, and F. Diederich, “Phosphate recognition in structural bi-
ology,” Angew. Chem. Int. Ed. Engl., vol. 46, no. 3, pp. 338–352, 2007.
[234] K. A. Denessiouk, M. S. Johnson, and A. I. Denesyuk, “Novel CalphaNN structural
motif for protein recognition of phosphate ions,” J. Mol. Biol., vol. 345, pp. 611–629,
Jan 2005.
[235] B. W. Matthews, “Protein-DNA interaction. No code for recognition,” Nature,
vol. 335, pp. 294–295, Sep 1988.
[236] J. Skolnick, M. Gao, A. Roy, B. Srinivasan, and H. Zhou, “Implications of the small
number of distinct ligand binding pockets in proteins for drug discovery, evolution
and biochemical function,” Bioorg. Med. Chem. Lett., vol. 25, pp. 1163–1170, Mar
2015.
[237] Z. Zhao, L. Xie, L. Xie, and P. E. Bourne, “Delineation of Polypharmacology across the
Human Structural Kinome Using a Functional Site Interaction Fingerprint Approach,”
J. Med. Chem., vol. 59, pp. 4326–4341, May 2016.
136
[238] D. E. Koshland Jr, “The key-lock theory and the induced fit theory,” Angewandte
Chemie International Edition in English, vol. 33, no. 23-24, pp. 2375–2378, 1995.
[239] H. Qin, L. Lim, and J. Song, “Protein dynamics at Eph receptor-ligand interfaces as
revealed by crystallography, NMR and MD simulations,” BMC Biophys, vol. 5, p. 2,
Jan 2012.
[240] B. Ma, S. Kumar, C. J. Tsai, and R. Nussinov, “Folding funnels and binding mecha-
nisms,” Protein Eng., vol. 12, pp. 713–720, Sep 1999.
[241] R. Nussinov and B. Ma, “Protein dynamics and conformational selection in bidirec-
tional signal transduction,” BMC Biol., vol. 10, p. 2, Jan 2012.
[242] D. Joseph, G. A. Petsko, and M. Karplus, “Anatomy of a conformational change:
hinged ’lid’ motion of the triosephosphate isomerase loop,” Science, vol. 249,
pp. 1425–1428, Sep 1990.
[243] H. A. Carlson, “Protein flexibility is an important component of structure-based drug
discovery,” Curr. Pharm. Des., vol. 8, no. 17, pp. 1571–1578, 2002.
[244] A. Gutteridge and J. Thornton, “Conformational changes observed in enzyme crystal
structures upon substrate binding,” J. Mol. Biol., vol. 346, pp. 21–28, Feb 2005.
[245] J. F. Gibrat, T. Madej, and S. H. Bryant, “Surprising similarities in structure compari-
son,” Curr. Opin. Struct. Biol., vol. 6, pp. 377–385, Jun 1996.
[246] J. P. A. Moraes, G. L. Pappa, D. E. V. Pires, and S. C. Izidoro, “GASS-WEB: a web
server for identifying enzyme active sites based on genetic algorithms,” Nucleic
Acids Res., Apr 2017.
[247] J. M. Duarte, A. Srebniak, M. A. Scharer, and G. Capitani, “Protein interface classifi-
cation by evolutionary analysis,” BMC Bioinformatics, vol. 13, p. 334, Dec 2012.
[248] R. S. Kaminsky, N. Snavely, S. M. Seitz, and R. Szeliski, “Alignment of 3D point clouds
to overhead images,” in IEEE Computer Society Conference on Computer Vision and
Pattern Recognition Workshops, pp. 63–70, Jun 2009.
[249] M. Pauly, N. J. Mitra, J. Wallner, H. Pottmann, and L. J. Guibas, “Discovering struc-
tural regularity in 3D geometry,” ACM Trans. Graph., vol. 27, pp. 43:1–43:11, Aug
2008.
137
GLOSSARY
138
alpha carbon
The primary carbon atom of the backbone of an amino acid.
angle θ
The angle between the side chains of two residues, defined by abstracting each side
chain as a vector between alpha carbon and the most distant carbon side chain atom.
Arginine Tweezers
A unique structural motif in Class II aminoacyl-tRNA synthetases. The motif consists
of two arginine residues, grasping the ligand similar to a pair of tweezers.
Backbone Brackets
A unique structural motif in Class I aminoacyl-tRNA synthetases. The motif consists
of two residues that are not conserved in sequence. These residues mediate inter-
actions with the ATP ligand via backbone hydrogen bonds.
beta carbon
The first carbon atom of the side chain of an amino acid. Glycine lacks the beta carbon
atom.
computational structural motif detection
Computational structural motif detection is used to discover recurrent, evolutionarily
conserved, and/or functionally important spatial residue patterns in macromolecular
structures (e.g. proteins, DNA, or RNA). The problem of computational structural
motif detection can be further categorized into template-based or template-free.
EC:x.x.x.x
The nomenclature used in this thesis to describe a four-level Enzyme Commission
[41] identifier.
Fit3D
Fit3D is a collection of algorithms and implementations thereof for the template-
based and template-free detection of structural motifs. In contrast to most com-
petitors, Fit3D supports the computational representation of structural motifs at the
atomic level and isofunctional mutations.
ligand
In the context of the thesis a small molecule (e.g. a drug compound) or ion that is
specifically bound by a macromolecular structure such as a protein.
M1
The binding mode in structures of aminoacyl-tRNA synthetases where an ATP ligand
is bound.
M2
The binding mode in structures of aminoacyl-tRNA synthetases where no ATP ligand
is bound.
PDB:xxxx
The nomenclature used in this thesis to describe a four-character Protein Data Bank
[38] identifier.
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Pfam:PFxxxxx
The nomenclature used in this thesis to describe a Pfam [132] identifier.
REST
An application programming interface provided by a web service. The Protein Data
Bank [38] allows the computational query of their search services via a REST end-
point.
RNA world hypothesis
A popular hypothesis that assumes early life was entirely based on RNA.
Rodin-Ohno hypothesis
A hypothesis formulated by RODIN AND OHNO in 1995 [18]. It states that ancient
forms of Class I and Class II aminoacyl-tRNA synthetases were once coded comple-
mentary on the strands of a single gene (“Urzyme”) in a bidirectional way.
SFLD:x
The nomenclature used in this thesis to describe a SFLD [202] identifier.
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