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4 Musielak-Orlicz BMO-Type Spaces Associated withGeneralized Approximations to the Identity
Shaoxiong Hou, Dachun Yang ∗ and Sibei Yang
Abstract Let X be a space of homogenous type and ϕ : X × [0,∞) → [0,∞) a
growth function such that ϕ(·, t) is a Muckenhoupt weight uniformly in t and ϕ(x, ·)
an Orlicz function of uniformly upper type 1 and lower type p ∈ (0, 1]. In this article,
the authors introduce a new Musielak-Orlicz BMO-type space BMOϕA(X ) associated
with the generalized approximation to the identity, give out its basic properties and
establish its two equivalent characterizations, respectively, in terms of the spaces
BMOϕA,max(X ) and B˜MO
ϕ
A(X ). Moreover, two variants of the John-Nirenberg in-
equality on BMOϕA(X ) are obtained. As an application, the authors further prove
that the space BMOϕ√
∆
(Rn), associated with the Poisson semigroup of the Laplace
operator ∆ on Rn, coincides with the space BMOϕ(Rn) introduced by L. D. Ky.
1 Introduction
The classical BMO(Rn) space (the space of functions with bounded mean oscillation),
originally introduced by John and Nirenberg [24], plays an important role in partial dif-
ferential equations and modern harmonic analysis (see, for example, [24, 18]). Recall that
a locally integrable function f on the n-dimensional Euclidean space Rn is said to be in
the space BMO(Rn), if
‖f‖BMO(Rn) := sup
B⊂Rn
1
|B|
∫
B
|f(x)− fB | dx <∞,
where the supremum is taken over all balls B ⊂ Rn and fB := 1|B|
∫
B f(x) dx. It is
well known that many operators such as Cardero´n-Zygmund singular integral operators
are not bounded on the Lebesgue space L∞(Rn), but they are bounded from L∞(Rn)
to BMO(Rn) (see, for example, [20]). Therefore, the space BMO(Rn) is considered as a
natural substitute for L∞(Rn) when studying the boundedness of operators on function
spaces. Moreover, BMO(Rn) plays a significant role in the interpolation theory of linear
operators. Precisely, if a linear operator T is bounded from Lq(Rn) to Lq(Rn) for some
q ∈ [1,∞) and bounded from L∞(Rn) to BMO(Rn), then T is also bounded from Lp(Rn)
2010 Mathematics Subject Classification. Primary 42B35; Secondary 42B30, 46E30, 30L99.
Key words and phrases. growth function, BMO-type space, approximation to the identity, John-
Nirenberg inequality, Carleson measure.
Dachun Yang is supported by the National Natural Science Foundation of China (Grant No. 11171027)
and the Specialized Research Fund for the Doctoral Program of Higher Education of China (Grant No.
20120003110003).
∗Corresponding author
1
2 Shaoxiong Hou, Dachun Yang and Sibei Yang
to Lp(Rn) for all p ∈ [q,∞) (see, for example, [20]). Furthermore, Fefferman and Stein
[18] proved that BMO(Rn) is the dual space of the Hardy space H1(Rn).
Recently, Ky [28] introduced Musielak-Orlicz BMO-type spaces BMOϕ(Rn), which gen-
eralize the classical space BMO(Rn), the weighted BMO space BMOω(R
n) (see, for exam-
ple, [37, 38, 5]) and the Orlicz BMO-type spaces BMOρ(R
n) (see, for example, [43, 23, 46]).
Here, ϕ : Rn × [0,∞) → [0,∞) is a growth function such that ϕ(·, t) is a Muckenhoupt
weight uniformly in t, and ϕ(x, ·) is an Orlicz function of uniformly upper type 1 and lower
type p ∈ (0, 1] (see Subsection 2.1 below for the definitions of uniformly upper and lower
types).
Recall that the Musielak-Orlicz BMO-type space BMOϕ(Rn) is defined as the set of all
locally integrable functions f on Rn such that
‖f‖BMOϕ(Rn) := sup
B⊂Rn
1
‖χB‖Lϕ(Rn)
∫
B
|f(x)− fB| dx <∞,
where the supremum is taken over all balls B ⊂ Rn, χB is the characteristic function of
B and
‖χB‖Lϕ(Rn) := inf
{
λ ∈ (0,∞) :
∫
Rn
ϕ
(
x,
χB(x)
λ
)
dx ≤ 1
}
.
Notice that Nakai and Yabuta [40] proved that the class of pointwise multipliers for
BMO(Rn) is just the space of L∞(Rn) ∩ BMOlog(Rn), where BMOlog(Rn) denotes the
Musielak-Orlicz BMO-type space BMOϕ(Rn) related to the growth function
ϕ(x, t) :=
t
ln(e+ |x|) + ln(e+ t)
for all x ∈ Rn and t ∈ [0,∞). Furthermore, Ky [28] proved that BMOϕ(Rn) is the dual
space of the Musielak-Orlicz Hardy space Hϕ(Rn), which was also introduced in [28] and
includes both the Orlicz-Hardy space HΦ(R
n) in [43, 23] and the weighted Hardy space
Hpω(Rn) with p ∈ (0, 1] and ω ∈ A∞(Rn) in [19, 44]. Here, Aq(Rn), q ∈ [1,∞], denotes
the class of Muckenhoupt weights. Moreover, more interesting applications of these spaces
were also presented in [1, 3, 34, 4, 28, 27, 29, 30, 31]. Notice that Musielak-Orlicz functions
are the natural generalization of Orlicz functions which may vary in the spatial variable
(see, for example, [13, 14, 28, 39]). The motivation to study function spaces of Musielak-
Orlicz type is due to that they have wide applications to many branches of physics and
mathematics (see, for example, [2, 3, 4, 13, 14, 28, 33, 47]).
Moreover, Duong and Yan [17] introduced a new BMO-type function space on a space
X of homogeneous type in the sense of Coifman and Weiss [9, 10], which is associated
with a generalized approximation to the identity and generalizes the classical BMO spaces
in another way. Precisely, let {At}t>0 be a class of integral operators, defined by kernels
{at}t>0 (which decay fast enough) in the sense that, for all x ∈ X and functions f satisfying
some growth condition on X ,
Atf(x) :=
∫
X
at(x, y)f(y) dµ(y).
Duong and Yan [17] first introduced the suitable function set M(X ) such that, for all
f ∈ M(X ) and all t, s ∈ (0,∞), Atf < ∞ and As(Atf) < ∞ almost everywhere. Then
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the BMO-type space BMOA(X ) is defined as the set of all f ∈ M(X ) such that
‖f‖BMOA(X ) := sup
B⊂X
1
µ(B)
∫
B
|f(x)−AtBf(x)| dµ(x) <∞,
where the supremum is taken over all balls B in X and tB := rmB with rB being the ra-
dius of the ball B and m a positive constant. Duong and Yan [17] gave out some basic
properties of BMOA(X ) including a variant of the John-Nirenberg inequality and further
proved that the space BMO√∆(R
n), associated with the Poisson semigroup of the Laplace
operator ∆ on Rn, and BMO(Rn) coincide with equivalent norms. Tang [45] introduced
the Morrey-Campanato type spaces LipA(α,X ) associated with the generalized approx-
imation to the identity {At}t>0 and established the John-Nirenberg inequality on these
spaces. Furthermore, Deng, Duong and Yan [12] established a new characterization of the
classical Morrey-Campanato space on Rn by using an appropriate convolution to replace
the minimizing polynomial of a function f in the Morrey-Campanato norm. Moreover,
a similar characterization for the Morrey space on Rn was also obtained by Duong, Xiao
and Yan in [16]. Yang and Zhou [49] introduced some generalized approximations to the
identity with optimal decay conditions in the sense that these conditions are sufficient and
necessary for these generalized approximations to the identity to characterize BMO(X ),
which was introduced by Long and Yang [36]. Furthermore, a new John-Nirenberg-type
inequality associated with the generalized approximations to the identity on BMO(X ) was
also established in [49]. Recently, Bui and Duong [6] introduced the weighted BMO space
BMOA(X , ω) associated to the generalized approximations to the identity, {At}t>0, and
also obtained the John-Nirenberg inequality on these spaces.
Let X be a space of homogeneous type with degree (α0, n0, N0) (see Remark 2.5 below
for its definition), where α0, n0 and N0 are as in (2.7), (2.3) and (2.5) below, respectively.
Let ϕ : X × [0,∞) → [0,∞) be a growth function such that ϕ(·, t) is a Muckenhoupt
weight uniformly in t, and ϕ(x, ·) is an Orlicz function of uniformly upper type 1 and
lower type p ∈ (0, 1]. Motivated by [28, 17, 45], in this article, we first introduce the
Musielak-Orlicz type space BMOϕ(X ) by a way similar to that used in [28], and then
introduce the new Musielak-Orlicz BMO-type space BMOϕA(X ), via replacing the mean
value fB (see (2.11)) in the definition of BMO
ϕ(X ) by AtBf , motivated by Duong and
Yan [17], which generalizes the space BMOA(X ) associated with the generalized approx-
imation to the identity {At}t>0 in [17], the Morrey-Campanato type space LipA(α, X )
associated with {At}t>0 in [45], and the weighted BMO space BMOA(X , ω) associated
with {At}t>0 in [6]. Then we give out some basic properties of BMOϕA(X ) and establish
its two equivalent characterizations, respectively, in terms of the spaces BMOϕA,max(X )
and B˜MO
ϕ
A(X ). Moreover, two variants of the John-Nirenberg inequality are obtained on
BMOϕA(X ), which generalize the John-Nirenberg inequalities established in [17, 45, 6]. As
an application, we further prove that the space BMOϕ√
∆
(Rn), associated with the Poisson
semigroup of the Laplace operator on Rn, and BMOϕ(Rn) coincide with equivalent norms,
which means that the new Musielak-Orlicz BMO-type spaces BMOϕA(R
n) also generalize
BMOϕ(Rn) introduced by Ky [28].
Precisely, this article is organized as follows. In Section 2, we first recall notions of
spaces of homogenous type and growth functions ϕ considered in this article. We then
give out several examples of growth functions as well as their basic properties. After
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recalling the Musielak-Orlicz space Lϕ(X ), we then introduce the Musielak-Orlicz BMO-
type space BMOϕ(X ) on the space X of homogeneous type and further give out some
useful properties for Lϕ(X ) (see Lemma 2.13 below) and BMOϕ(X ) (see Proposition 2.14
below), which are needed in establishing the equivalence between BMOϕ(X ) and the new
Musielak-Orlicz BMO-type space BMOϕA(X ) introduced in the next section.
In Section 3, we introduce the generalized approximation to the identity {At}t>0 with
kernels {at}t>0, which satisfy appropriate decay conditions related to the growth function
ϕ (see (3.5) and (3.1) below), and the class M(X ) of functions in which functions have
proper growth condition (see (3.2) below) and are suitable to {At}t>0 (see Lemma 3.4
below). Based on this, we introduce the new Musielak-Orlicz BMO-type space BMOϕA(X )
associated with {At}t>0 (see Definition 3.3 below). We prove that, if {At}t>0 satisfies
that, for all t ∈ (0,∞), At(1) = 1 almost everywhere, then BMOϕ(X ) ⊂ BMOϕA(X )
(see Proposition 3.5 below). We also give out some useful properties for BMOϕA(X ) (see
Propositions 3.7 and 3.9 below), including some size estimates for functions in BMOϕA(X ),
which play an important role in the study for BMOϕA(X ). Moreover, we also introduce the
Musielak-Orlicz BMO-type spaces, BMOϕA,max(X ) (see Definition 3.11) and B˜MO
ϕ
A(X )
(see Definition 3.14), associated with {At}t>0, and further prove that, when {At}t>0 sat-
isfies an additional size condition (see (3.22) below), these spaces are equivalent with
BMOϕA(X ) (see Theorems 3.12 and 3.15 below). We point out that Theorems 3.12 and
3.15 completely cover, respectively, [17, Proposition 2.10 and 2.12] by taking
ϕ(x, t) := t for all x ∈ X and t ∈ [0,∞),(1.1)
and Theorem 3.15 completely covers [45, Proposition 2.4] by taking
ϕ(x, t) := t1/(1+β), with β ∈ (0,∞), for all x ∈ X and t ∈ [0,∞)(1.2)
(see Remark 3.16 below).
In Section 4, we establish two variants of the John-Nirenberg inequality on BMOϕA(X ).
The first one (see Theorem 4.2 below) is closer to the John-Nirenberg inequalities estab-
lished in [17, 45]. We remark that Theorem 4.2 completely covers [17, Theorem 3.1] and
[45, Theorem 3.1] by taking ϕ, respectively, as in (1.1) and (1.2) (see Remark 4.3 below).
While the second one (see Theorem 4.9 below) is closer to the John-Nirenberg inequalities
on the weighted BMO-type spaces obtained in [38, 6, 32]. It is worth pointing out that
Theorem 4.9(i) completely covers [17, Theorem 3.1] and [45, Theorem 3.1] by taking ϕ,
respectively, as in (1.1) and (1.2), and [6, Theorem 3.6] by taking
ϕ(x, t) := ω(x)t, with ω ∈ A1(X ), for all x ∈ X and t ∈ [0,∞).(1.3)
Moreover, Theorem 4.9(ii) is new even when
ϕ(x, t) := ω(x)t for all x ∈ X and t ∈ [0,∞) with ω ∈ A∞(X )(1.4)
satisfying pω ≤ 1 + 1
r′ω
,
where pω and rω denote the critical indices of the weight ω, which are defined by a way
similar to that used in (2.9) and (2.10) below and r′w denotes the conjugate index of
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rw (see Remark 4.10 below). Furthermore, we study the relationship between these two
John-Nirenberg inequalities in Remark 4.10(iii) below when ϕ ∈ A1(X ).
For p˜ ∈ [1,∞), we also introduce the Musielak-Orlicz BMO-type spaces BMOϕ, p˜A (X )
and B˜MO
ϕ, p˜
A (X ) (see Definitions 4.5 and 4.11 below). As applications of these John-
Nirenberg inequalities on BMOϕA(X ) obtained in Theorems 4.2 and 4.9, we further prove
that, for any p˜ ∈ [1,∞), the spaces BMOϕ, p˜A (X ), B˜MO
ϕ, p˜
A (X ) and BMOϕA(X ) coincide
with equivalent norms (see Theorems 4.6 and 4.12 below). We remark that Theorem 4.6
completely covers [17, Theorem 3.4] and [45, Theorem 3.4] by taking ϕ, respectively, as in
(1.1) and (1.2). Moreover, Theorem 4.12 is also new even when ϕ is as in (1.4).
In Section 5, as applications of Theorems 4.6 and 4.12, the boundedness of the classi-
cal Littlewood-Paley g-function on L2(Rn) and the ϕ-Carleson measure characterization
of BMOϕ(Rn) obtained in [22] (see also Lemma 5.3 below), we prove that the space
BMOϕ√
∆
(Rn), associated with the Poisson semigroup of the Laplace operator on Rn, and
BMOϕ(Rn) coincide with equivalent norms (see Theorem 5.5 below), which completely
covers [17, Theorem 2.14] by taking ϕ as in (1.1) (see Remark 5.6 below). By a similar
way, we also prove that the space BMOϕ∆(R
n), associated with the heat semigroup of the
Laplace operator on Rn, and BMOϕ(Rn) coincide with equivalent norms (see Theorem 5.7
below), which, together with Theorems 3.12, 3.15 and 5.5, implies that the spaces
BMOϕ(Rn), BMOϕ√
∆
(Rn), BMOϕ√
∆,max
(Rn), B˜MO
ϕ√
∆(R
n), BMOϕ∆(R
n),
BMOϕ∆,max(R
n) and B˜MO
ϕ
∆(R
n) coincide with equivalent norms (see Corollary 5.8 below).
We point out that Theorems 5.5, 5.7 and Corollary 5.8 completely cover, respectively, [17,
Theorems 2.14, 2.15 and Corollary 2.16] by taking ϕ as in (1.1). Moreover, Theorems 5.5
and 5.7 and Corollary 5.8 are also new even when ϕ is as in (1.2).
We remark that the key points of the above approach are to establish the basic prop-
erties of BMOϕ(X ) and BMOϕA(X ) (see Propositions 2.14, 3.7 and 3.9 below), and the
John-Nirenberg inequalities on the space BMOϕA(X ) (see Theorems 4.2 and 4.9 below).
To this end, we first give out some basic properties of growth functions ϕ (see Lemmas
2.12 and 2.13 below). Moreover, the essential difficulty to establish Proposition 3.7 comes
from the inseparability of the space variable x and the time variable t appeared in the
grown function ϕ(x, t). To overcome this difficulty, we first clarify, in (3.11) below, the
relation between the degree (α0, n0, N0) of X , the uniformly lower type critical index i(ϕ)
(see (2.8) below), the uniformly Muckenhoupt weight critical index p(ϕ) (see (2.9) be-
low) and the uniformly reverse Ho¨lder critical index q(ϕ) (see (2.10) below) of ϕ, and the
decay order M for the kernels {at}t>0 of the generalized approximation to the identity
{At}t>0 (see (3.1)). In the proof of Proposition 3.7, we also need to use dyadic cubes
in X established by Christ [7] (see also Lemma 3.8 below) and borrow some ideas from
Duong and Yan [17] to deal with the time parameter t appeared in {At}t>0. Using these
properties of BMOϕA(X ), we establish two variants of the John-Nirenberg inequality on the
space BMOϕA(X ). Precisely, we obtain the first John-Nirenberg inequality on BMOϕA(X ),
in Theorem 4.2 below, by borrowing some ideas from the proof of [17, Theorem 3.1] and
using some delicate estimates of the growth function ϕ. Furthermore, following the ways
in [38, Theorem 3] and [32, Theorem 1], we establish the second John-Nirenberg inequal-
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ity on BMOϕA(X ) in Theorem 4.9 below, via using the Whitney decomposition established
in [9, Chapter III, Theorem 1.3] and some basic properties of ϕ. Here we also borrow
some ideas from the John-Nirenberg inequality on the Musielak-Orlicz Campanato spaces
Lϕ,1,s(Rn) established by Liang and Yang [35] and choose the time variant t := ‖χB‖−1Lϕ(X )
to overcome some essential difficulties caused by the inseparability of the space variable x
and the time variable t appeared in ϕ(x, t).
Finally we make some conventions on notation. Throughout the article, we denote by
C a positive constant which is independent of the main parameters, but it may vary from
line to line. The symbol A . B means that A ≤ CB. If A . B and B . A, then we write
A ∼ B. The symbol ⌊s⌋ for s ∈ R denotes the maximal integer not more than s. For any
given normed spaces A and B with the corresponding norms ‖ · ‖A and ‖ · ‖B, the symbol
A ⊂ B means that, for all f ∈ A, then f ∈ B and ‖f‖B . ‖f‖A. For any subset E of the
space X of homogeneous type, we denote by E∁ the set X \E and by χE its characteristic
function. We also set N := {1, 2, . . .} and Z+ := N ∪ {0}. For any index q ∈ [1,∞], we
denote by q′ its conjugate index, namely, 1/q+1/q′ = 1. Also, for any α ∈ (0,∞) and ball
B := B(xB, rB) := {x ∈ X : d(x, xB) < rB} with xB ∈ X and rB ∈ (0,∞), we denote by
αB the ball B(xB , αrB).
2 Spaces of homogeneous type, growth functions and
Musielak-Orlicz BMO-type spaces
In this section, we introduce the Musielak-Orlicz BMO-type spaces BMOϕ(X ) on RD-
spaces X . To this end, we first recall some notions on spaces of homogeneous type,
RD-spaces and growth functions considered in this article. Then we state some properties
of the growth functions. Finally, we give out a basic property for BMOϕ(X ).
2.1 Spaces of homogeneous type and growth functions
We first recall the notion of spaces of homogeneous type in the sense of Coifman and
Weiss [9, 10].
Definition 2.1. A function d : X ×X → [0,∞) is called a quasi-metric, if it satisfies the
following conditions:
(i) d(x, y) = 0 if and only if x = y;
(ii) d(x, y) = d(y, x) for all x, y ∈ X ;
(iii) there exists a constant C1 ∈ [1,∞) such that, for all x, y, z ∈ X ,
(2.1) d(x, y) ≤ C1[d(x, z) + d(z, y)].
The quasi-metric d defines a topology for which the balls B(x, r) := {y ∈ X : d(y, x) <
r} for all x ∈ X and r ∈ (0,∞) form a basis. However, when C1 ∈ (1,∞), the balls need
not be open (see, for example, [9]).
Definition 2.2. A space of homogeneous type (X , d, µ) is a set X equipped with a quasi-
metric d and a nonnegative Borel measure µ on X for which there exists a constant
C2 ∈ [1,∞) such that, for all balls B(x, r),
µ(B(x, 2r)) ≤ C2µ(B(x, r)) <∞ (Doubling Property).
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Remark 2.3. (i) The doubling property implies the following strong homogeneity prop-
erty : there exist positive constants n and C such that, for all x ∈ X , r ∈ (0,∞) and
λ ∈ [1,∞),
(2.2) µ(B(x, λr)) ≤ Cλnµ(B(x, r)).
Let
(2.3) n0 := inf{n ∈ (0,∞) : n is as in (2.2)}.
The parameter n0 is a measure of the “dimension” of X . Observe that n0 ∈ [0,∞) and
(2.2) may not be true for n0.
(ii) There also exist a positive constant C and N ∈ [0,∞) such that, for all x, y ∈ X
and r ∈ (0,∞),
(2.4) µ(B(y, r)) ≤ C
[
1 +
d(x, y)
r
]N
µ(B(x, r)).
Indeed, let n be as in (2.2). When N = n, (2.4) is deduced from the quasi-triangle
inequality (2.1) of the quasi metric d and the strong homogeneity property (2.2). In the
case of Euclidean spaces Rn and Lie groups of polynomial growth, N = 0.
Let
(2.5) N0 := inf{N ∈ [0,∞) : N is as in (2.4)}.
Observe that N0 ∈ [0, n0] and (2.4) may not be true for N0.
Now we recall the notion of the RD-space introduced in [21] (see also [50] for more
properties of RD-spaces).
Definition 2.4. The triple (X , d, µ) is called an RD-space, if there exist a constant α ∈
(0, n] and C ∈ [1,∞) such that, for all x ∈ X , r ∈ (0, 2 diam(X )) and λ ∈ [1, 2 diam(X )/r),
(2.6) C−1λαµ(B(x, r)) ≤ µ(B(x, λr)) ≤ Cλnµ(B(x, r)),
where n is as in (2.2) and diam(X ) := supx, y∈X d(x, y).
Remark 2.5. Obviously, an RD-space is a space of homogeneous type. It is also known
that a connected space of homogeneous type is an RD-space (see [50]). Let
(2.7) α0 := sup{α ∈ [0, n] : α is as in (2.6)}.
Obviously, for an RD-space X , α0 ∈ (0, n0] and (2.6) may not be true for α0. If X is
only known to be a space of homogenous type, then (2.6) may hold true only for α = 0,
namely, α0 = 0 in this case. In what follows, the triple (α0, n0, N0) is called the degree of
the space of homogeneous type, X .
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Throughout this article, we always assume that X is a space of homogeneous type with
degree (α0, n0, N0).
Next, we recall that a function Φ : [0,∞) → [0,∞) is called an Orlicz function if it
is nondecreasing, Φ(0) = 0, Φ(t) > 0 for all t ∈ (0,∞) and limt→∞Φ(t) = ∞ (see, for
example, [39, 42, 41]). We point out that, different from the classical definition of Orlicz
functions, the Orlicz function in this article may not be convex. The function Φ is said
to be of upper type p (resp. lower type p) for some p ∈ [0,∞) if there exists a positive
constant C such that, for all s ∈ [1,∞) (resp. s ∈ (0, 1)) and t ∈ [0,∞), Φ(st) ≤ CspΦ(t).
If Φ is of both upper type p1 and lower type p2, then p1 ≥ p2 and Φ is said to be of type
(p1, p2).
Let X be a space of homogeneous type. For a given function ϕ : X × [0,∞) → [0,∞)
such that, for any x ∈ X , ϕ(x, ·) is an Orlicz function, ϕ is said to be of uniformly upper
type p (resp. uniformly lower type p) for some p ∈ [0,∞), if there exists a positive constant
C such that, for all x ∈ X , t ∈ [0,∞) and s ∈ [1,∞) (resp. s ∈ (0, 1)),
ϕ(x, st) ≤ Cspϕ(x, t).
Moreover, ϕ is said to be of positive uniformly upper type (resp. uniformly lower type), if
it is of uniformly upper type (resp. uniformly lower type) p for some p ∈ (0,∞), and let
(2.8) i(ϕ) := sup{p ∈ (0,∞) : ϕ is of uniformly lower type p}.
Observe that i(ϕ) may not be attainable, namely, ϕ may not be of uniformly lower type
i(ϕ) (see, for example, [47, 48]).
Definition 2.6. Let X be a space of homogeneous type and ϕ : X × [0,∞)→ [0,∞). The
function ϕ(·, t) is said to satisfy the uniformly Muckenhoupt condition for some p ∈ [1,∞),
denoted by ϕ ∈ Ap(X ), if, when p ∈ (1,∞),
Ap(ϕ) := sup
t∈(0,∞)
sup
B⊂X
1
µ(B)
∫
B
ϕ(x, t) dµ(x)
{
1
µ(B)
∫
B
[ϕ(x, t)]
− 1
p−1 dµ(x)
}p−1
<∞,
or, when p = 1,
A1(ϕ) := sup
t∈(0,∞)
sup
B⊂X
1
µ(B)
∫
B
ϕ(x, t) dµ(x)
{
ess sup
y∈B
[ϕ(y, t)]−1
}
<∞.
Here the first supremums are taken over all t ∈ (0,∞) and the second ones over all balls
B ⊂ X .
The function ϕ(·, t) is said to satisfy the uniformly reverse Ho¨lder condition for some
q ∈ (1,∞], denoted by ϕ ∈ RHq(X ), if, when q ∈ (1,∞),
RHq(ϕ) : = sup
t∈(0,∞)
sup
B⊂X
{
1
µ(B)
∫
B
[ϕ(x, t)]q dµ(x)
}1/q { 1
µ(B)
∫
B
ϕ(x, t) dµ(x)
}−1
<∞,
or, when q =∞,
RH∞(ϕ) := sup
t∈(0,∞)
sup
B⊂X
{
ess sup
y∈B
ϕ(y, t)
}{
1
µ(B)
∫
B
ϕ(x, t) dµ(x)
}−1
<∞.
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Here the first supremums are taken over all t ∈ (0,∞) and the second ones over all balls
B ⊂ X .
We point out that, in Definition 2.6, when X := Rn, Ap(Rn) with p ∈ [1,∞) was
introduced by Ky [28] and, moreover, for any metric space X with doubling measure, the
notions of Ap(X ), with p ∈ [1,∞), and RHq(X ), with q ∈ (1,∞], were introduced in [48].
Let A∞(X ) := ∪p∈[1,∞)Ap(X ) and the critical indices of ϕ be defined as follows:
(2.9) p(ϕ) := inf {p ∈ [1,∞) : ϕ ∈ Ap(X )}
and
(2.10) r(ϕ) := sup {q ∈ (1,∞] : ϕ ∈ RHq(X )} .
Observe that, if p(ϕ) ∈ (1,∞), then ϕ 6∈ Ap(ϕ)(X ), and there exists ϕ 6∈ A1(X ) such that
p(ϕ) = 1 (see, for example, [25]). Similarly, if r(ϕ) ∈ (1,∞), then ϕ 6∈ RHr(ϕ)(X ), and
there exists ϕ 6∈ RH∞(X ) such that r(ϕ) =∞ (see, for example, [8]).
Now we introduce the notion of growth functions.
Definition 2.7. Let X be a space of homogeneous type. The function ϕ : X × [0,∞) →
[0,∞) is called a growth function if the following hold true:
(i) ϕ is a Musielak-Orlicz function, namely,
(i)1 the function ϕ(x, ·) : [0,∞)→ [0,∞) is an Orlicz function for all x ∈ X ;
(i)2 the function ϕ(·, t) is a measurable function for all t ∈ [0,∞).
(ii) ϕ ∈ A∞(X ).
(iii) The function ϕ is of uniformly upper type 1 and of uniformly lower type p ∈ (0, 1].
Clearly, ϕ(x, t) := tp for all (x, t) ∈ X × [0,∞) with p ∈ (0, 1] and, more generally,
ϕ(x, t) := ω(x)Φ(t) for all (x, t) ∈ X × [0,∞) with ω ∈ A∞(X ) and Φ being an Orlicz
function of upper type 1 and lower type p ∈ (0, 1] are growth functions. Let x0 ∈ X .
Another typical and useful growth function is
ϕ(x, t) :=
ts
[ln(e+ d(x, x0))]β + [ln(e+ t)]γ
for all x ∈ X and t ∈ [0,∞) with some s ∈ (0, 1], β ∈ [0, α) and γ ∈ [0, 2s(1+ ln 2)], where
α is as in (2.6). It is easy to show that ϕ ∈ A1(X ), ϕ is of uniformly upper type s and
i(ϕ) = s which is not attainable. We also point out that, when X := Rn, a similar example
of such ϕ is given by Ky [28] via replacing d(x, x0) by |x|, where | · | denotes the Euclidean
distance on Rn; see, for example, [47, 48] for more examples of growth functions.
2.2 Musielak-Orlicz BMO-type spaces BMOϕ(X )
Let us first recall the Musielak-Orlicz-type space Lϕ(X ). Recall that X is always as-
sumed to be a space of homogeneous type.
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Definition 2.8. Let X be a space of homogeneous type and ϕ a growth function as
in Definition 2.7. The Musielak-Orlicz-type space Lϕ(X ) is defined to be the space of all
measurable functions f such that
∫
X ϕ(x, |f(x)|) dµ(x) <∞ endowed with the Luxembourg
norm
‖f‖Lϕ(X ) := inf
{
λ ∈ (0,∞) :
∫
X
ϕ
(
x,
|f(x)|
λ
)
dµ(x) ≤ 1
}
.
Now we are ready to introduce Musielak-Orlicz BMO-type spaces BMOϕ(X ) as follows.
Definition 2.9. Let X be a space of homogeneous type and ϕ a growth function. A
locally integrable function f on X is said to belong to the Musielak-Orlicz BMO-type
space BMOϕ(X ), if
‖f‖BMOϕ(X ) := sup
B⊂X
1
‖χB‖Lϕ(X )
∫
B
|f(x)− fB | dµ(x) <∞,
where the supremum is taken over all balls B ⊂ X and
fB :=
1
µ(B)
∫
B
f(x) dµ(x).(2.11)
Remark 2.10. (i) When ϕ is as in (1.1), then ‖χB‖Lϕ(X ) = µ(B) and hence BMOϕ(X )
is just the space BMO(X ) on the space of homogeneous type, X , introduced by Long
and Yang [36]. BMOϕ(Rn) was introduced by Ky (see [28]). When X := Rn and ϕ is
as in (1.1), then ‖χB‖Lϕ(Rn) = |B| and hence BMOϕ(Rn) is just the classical BMO(Rn)
space introduced by John and Nirenberg [24]; when X := Rn and ϕ is as in (1.4) without
the restriction pω ≤ 1 + 1/r′ω, then ‖χB‖Lϕ(X ) = ω(B) and hence BMOϕ(Rn) is just
the weighted BMO space BMOω(R
n), which was first introduced by Muckenhoupt and
Wheeden [37, 38].
(ii) Another typical example of the space BMOϕ(Rn) is BMOlog(Rn), which is related
to the growth function ϕ(x, t) = tln(e+|x|)+ln(e+t) , x ∈ Rn and t ∈ [0,∞). Notice that the
class of pointwise multipliers for BMO(Rn), characterized by Nakai and Yabuta [40], is
just the space L∞(Rn) ∩ BMOlog(Rn) (see [28] for more details).
To give out a basic property of BMOϕ(X ), we need the following lemmas concerning
growth functions.
Lemma 2.11. Let X be a space of homogeneous type and ϕ as in Definition 2.7.
(i) It holds true that
∫
X ϕ(x,
|f(x)|
‖f‖Lϕ(X) ) dµ(x) = 1 for all f ∈ L
ϕ(X ) \ {0}.
(ii) Let c be a positive constant. Then there exists a positive constant C, depending on
c, such that, if
∫
X ϕ(x,
|f(x)|
λ ) dµ(x) ≤ c for some λ ∈ (0,∞), then ‖f‖Lϕ(X ) ≤ Cλ.
Lemma 2.11 when X := Rn is just [28, Lemmas 4.2(i) and 4.3(i)] and, moreover, its
proof is also similar to those proofs in [28], the details being omitted.
Lemma 2.12. Let X be a space of homogeneous type and ϕ as in Definition 2.7.
(i) If ϕ ∈ Ap(X ) with p ∈ [1,∞), then there exists a positive constant C such that, for
all balls B1, B2 ⊂ X with B1 ⊂ B2 and t ∈ [0,∞), ϕ(B2,t)ϕ(B1,t) ≤ C[
µ(B2)
µ(B1)
]p.
(ii) If ϕ ∈ RHq(X ) with q ∈ (1,∞], then there exists a positive constant C such that,
for all balls B1, B2 ⊂ X with B1 ⊂ B2 and t ∈ [0,∞), ϕ(B2,t)ϕ(B1,t) ≥ C
[
µ(B2)
µ(B1)
] q−1
q
.
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The proof of Lemma 2.12 is similar to that of the corresponding conclusions in Rn (see,
for example, [19, 20]), the details being omitted.
Lemma 2.13. Let X be a space of homogeneous type and ϕ as in Definition 2.7 with
uniformly lower type p ∈ (0, 1]. Assume that ϕ ∈ Ap1(X ) with p1 ∈ [1,∞), and ϕ ∈
RHq(X ) with q ∈ (1,∞]. Then there exists a positive constant C such that, for all balls
B1, B2 ⊂ X with B1 ⊂ B2,
(2.12) ‖χB2‖Lϕ(X ) ≤ C
[
µ(B2)
µ(B1)
] p1
p
‖χB1‖Lϕ(X )
and
(2.13) ‖χB1‖Lϕ(X ) ≤ C
[
µ(B1)
µ(B2)
] q−1
q
‖χB2‖Lϕ(X ).
Proof. We first prove (2.12). By the uniformly lower type p property of ϕ, Lemmas 2.11(i)
and 2.12(i), we know that∫
B2
ϕ
(
x,
1
[µ(B2)/µ(B1)]p1/p‖χB1‖Lϕ(X )
)
dµ(x)
. [µ(B2)/µ(B1)]
−p1
∫
B2
ϕ
(
x,
1
‖χB1‖Lϕ(X )
)
dµ(x) . ϕ
(
B1,
1
‖χB1‖Lϕ(X )
)
∼ 1,
which, together with Lemma 2.11(ii), implies that (2.12) holds true.
By using the uniformly upper type 1 property of ϕ and Lemma 2.12(ii), we conclude
that (2.13) holds true by a way similar to the above proof of (2.12), the details being
omitted, which completes the proof of Lemma 2.13.
Proposition 2.14. Let X be a space of homogeneous type with degree (α0, n0, N0), where
α0, n0 and N0 are as in (2.7), (2.3) and (2.5), respectively. Let n ∈ (n0,∞), α ∈ (0, α0)
and α = 0 when α0 = 0. Assume that ϕ is as in Definition 2.7 with ϕ ∈ Ap1(X ) and ϕ
of uniformly lower type p, where p1 ∈ [1,∞) and p ∈ (0, 1]. Then there exists a positive
constant C such that, for all f ∈ BMOϕ(X ), balls B ⊂ X and K ∈ (1,∞),
|fB − fKB| ≤ CK
np1
p
−α ‖χB‖Lϕ(X )
µ(B)
‖f‖BMOϕ(X ),
where fB is as in (2.11) and fKB defined similarly.
Proof. Let K ∈ (1,∞). Then there exists m ∈ N such that em ≤ K < em+1. If diam(X ) =
∞, by (2.6) and (2.12), we see that
|fB − fKB| ≤ |fB − feB|+ |feB − fe2B |+ · · ·+ |femB − fKB|(2.14)
≤ ‖χeB‖Lϕ(X )
µ(B)
1
‖χeB‖Lϕ(X )
∫
eB
|f(x)− feB| dµ(x)
+
‖χe2B‖Lϕ(X )
µ(eB)
1
‖χe2B‖Lϕ(X )
∫
e2B
|f(x)− fe2B | dµ(x)
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+ · · ·+ ‖χKB‖Lϕ(X )
µ(emB)
1
‖χKB‖Lϕ(X )
∫
KB
|f(x)− fKB| dµ(x)
.
[
e
np1
p + e
np1
p
−α
+ · · ·+ em(
np1
p
−α)] ‖χB‖Lϕ(X )
µ(B)
‖f‖BMOϕ(X )
.
{
e
np1
p +
e
np1
p
−α
e
np1
p
−α − 1
[
em(
np1
p
−α) − 1
]} ‖χB‖Lϕ(X )
µ(B)
‖f‖BMOϕ(X )
.K
np1
p
−α ‖χB‖Lϕ(X )
µ(B)
‖f‖BMOϕ(X ),
which is desired.
Now we consider the case that diam(X ) <∞. Let B := B(xB , rB). Assume that there
exists m0 ∈ Z+ with m0 < m such that 2em0rB < diam(X ) ≤ 2em0+1rB ; otherwise, we
obtain the desired conclusion by repeating the procedure same as in (2.14). In the case
that m0 < m, it is easy to see that µ(X ) ∼ µ(em0+1B). From this, (2.6) and (2.12), it
follows that
|fB − fKB| ≤ |fB − feB|+ · · · + |fem0B − fem0+1B|(2.15)
+|fem0+1B − fem0+2B |+ · · · + |femB − fKB|
≤ ‖χeB‖Lϕ(X )
µ(B)
1
‖χeB‖Lϕ(X )
∫
eB
|f(x)− feB| dµ(x) + · · ·
+
‖χem0+1B‖Lϕ(X )
µ(em0B)
1
‖χem0+1B‖Lϕ(X )
∫
em0+1B
|f(x)− fem0+1B | dµ(x)
+
‖χem0+2B‖Lϕ(X )
µ(em0+1B)
1
‖χem0+2B‖Lϕ(X )
∫
em0+2B
|f(x)− fem0+2B | dµ(x)
+ · · ·+ ‖χKB‖Lϕ(X )
µ(emB)
1
‖χKB‖Lϕ(X )
∫
KB
|f(x)− fKB| dµ(x)
.
[
e
np1
p + · · ·+ em0(
np1
p
−α)
+ e
m0(
np1
p
−α)
+ · · · + em0(
np1
p
−α)] ‖χB‖Lϕ(X )
µ(B)
‖f‖BMOϕ(X )
.
{
e
np1
p +
e
np1
p
−α
e
np1
p
−α − 1
[
e
m0(
np1
p
−α) − 1
]
+ (m−m0)em0(
np1
p
−α)
}
×‖χB‖Lϕ(X )
µ(B)
‖f‖BMOϕ(X ) . K
np1
p
−α ‖χB‖Lϕ(X )
µ(B)
‖f‖BMOϕ(X ),
which, together with (2.14), completes the proof of Proposition 2.14.
3 Musielak-Orlicz BMO-type spaces BMOϕA(X ) associated
with generalized approximations to the identity
In this section, we first introduce Musielak-Orlicz BMO-type spaces BMOϕA(X ) asso-
ciated with generalized approximations to the identity, {At}t>0, and then give out their
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basic properties and two equivalent characterizations in terms of the space BMOϕA,max(X )
(see Definition 3.11 below) and the space B˜MO
ϕ
A(X ) (see Definition 3.14 below).
3.1 Definition of BMOϕA(X )
Let X be a space of homogeneous type with degree (α0, n0, N0), where α0, n0 and N0
are as in (2.7), (2.3) and (2.5), respectively. Let x0 ∈ X ,
M > n0[1 + p(ϕ)/i(ϕ)] − α0,(3.1)
where n0, p(ϕ), i(ϕ) and α0 are, respectively, as in (2.3), (2.9), (2.8) and (2.7), and β ∈
(0,M − n0[1 + p(ϕ)/i(ϕ)] + α0). A function f ∈ L1loc (X ) is said to be of type (x0, β), if
there exists a positive constant C such that∫
X
|f(x)|
[1 + d(x0, x)]
n0p(ϕ)
i(ϕ)
−α0+βµ(B(x0, 1 + d(x0, x)))
dµ(x) ≤ C.(3.2)
Moreover, denote by M(x0,β)(X ) the collection of all function of type (x0, β). The norm
of f in M(x0,β)(X ) is defined by
‖f‖M(x0,β)(X ) := inf{C ∈ (0,∞) : (3.2) holds true}.
For a fixed x0 ∈ X , it is easy to see that M(x0,β)(X ) is a Banach space under the norm
‖·‖M(x0,β)(X ). Moreover, it is easy to show that, for any x1 ∈ X ,M(x1,β)(X ) =M(x0,β)(X )
with equivalent norms. Let
(3.3) M(X ) :=
⋃
x0∈X
⋃
{β: 0<β<M−n0−N0}
M(x0,β)(X ),
where n0, N0 and M are as in (2.3), (2.5) and (3.1), respectively.
To give the definition of the space BMOϕA(X ), we also need to recall the notion of the
generalized approximation to the identity, {At}t>0. In this article, we always assume that,
for any t ∈ (0,∞), the operator At is defined by the kernel at in the sense that
Atf(x) :=
∫
X
at(x, y)f(y) dµ(y)
for all f ∈M(X ) and x ∈ X .
We further assume that, for any t ∈ (0,∞), the kernel at satisfies that, for all x, y ∈ X ,
|at(x, y)| ≤ ht(x, y), where ht(x, y) is given by setting, for all x, y ∈ X ,
ht(x, y) :=
1
µ(B(x, t1/m))
g
(
[d(x, y)]m
t
)
,(3.4)
in which m is a positive constant and g a positive, bounded, decreasing function satisfying
that
lim
r→∞ r
Mg(rm) = 0,(3.5)
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where M is as in (3.1).
It is easy to prove that there exists a positive constant C such that, for all x ∈ X and
t ∈ (0,∞),
C−1 ≤
∫
X
ht(x, y) dµ(y) ≤ C and C−1 ≤
∫
X
ht(y, x) dµ(y) ≤ C
(see also [15]).
Then we have the following technical lemma.
Lemma 3.1. Let X be a space of homogeneous type with degree (α0, n0, N0), where α0,
n0 and N0 are as in (2.7), (2.3) and (2.5), respectively. Assume that ϕ is as in Definition
2.7 and {At}t>0 a generalized approximation to the identity satisfying (3.4) and (3.5).
(i) If f ∈ BMOϕ(X ), then f ∈M(X ).
(ii) For any t ∈ (0,∞) and f ∈ M(X ), it holds true that |Atf(x)| < ∞ for almost
every x ∈ X .
(iii) For any t, s ∈ (0,∞) and f ∈ M(X ), it holds true that |At(Asf)(x)| < ∞ for
almost every x ∈ X .
Moreover, if, for almost every x, y ∈ X ,
at+s(x, y) =
∫
X
at(x, z)as(z, y) dµ(z),(3.6)
then, for any f ∈ M(X ), At+sf = At(Asf) almost everywhere.
Proof. Let f ∈ BMOϕ(X ). For any x0 ∈ X , fix a ball B := B(x0, 1) centered at x0 and
of radius 1. Let β be as in (3.2). By the definitions of n0, α0, p(ϕ) and i(ϕ), respectively,
as in (2.3), (2.7), (2.9) and (2.8), we know that there exist n ∈ [n0,∞), α ∈ [0, α0],
p1 ∈ [p(ϕ),∞) and p ∈ (0, i(ϕ)] such that X satisfies (2.2) and (2.6), respectively, for n
and α, ϕ ∈ Ap1(X ), ϕ is of uniformly lower type p and n0p(ϕ)i(ϕ) − α0 + β > np1p − α. From
this and Proposition 2.14, it follows that, for all k ∈ N,
|fB − f2kB| . 2k(
np1
p
−α) ‖χB‖Lϕ(X )
µ(B)
‖f‖BMOϕ(X ),
which, together with (2.12) and n0p(ϕ)i(ϕ) − α0 + β > np1p − α, implies that∫
X
|f(y)− fB|
[1 + d(x0, y)]
n0p(ϕ)
i(ϕ)
−α0+βµ(B(x0, 1 + d(x0, y)))
dµ(y)
≤
∞∑
k=0
∫
2kB\2k−1B
|f(y)− fB|
[1 + d(x0, y)]
n0p(ϕ)
i(ϕ)
−α0+βµ(B(x0, 1 + d(x0, y)))
dµ(y)
.
∞∑
k=0
2
−k[n0p(ϕ)
i(ϕ)
−α0+β]
{
[µ(2kB)]−1
∫
2kB
|f(y)− f2kB| dµ(y) + |fB − f2kB|
}
.
∞∑
k=0
2
−k[n0p(ϕ)
i(ϕ)
−α0−np1p +α+β] ‖χB‖Lϕ(X )
µ(B)
‖f‖BMOϕ(X ) .
‖χB‖Lϕ(X )
µ(B)
‖f‖BMOϕ(X ),
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where 2−1B := ∅, fB is as in (2.11) and f2kB defined similarly. Moreover, it is easy to see
that
Cx0 :=
∫
X
1
[1 + d(x0, y)]
n0p(ϕ)
i(ϕ)
−α0+βµ(B(x0, 1 + d(x0, y)))
dµ(y) <∞.
Thus, we have
‖f‖M(x0,β)(X ) .
‖χB‖Lϕ(X )
µ(B)
‖f‖BMOϕ(X ) + Cx0 |fB| <∞,
which implies that f ∈ M(x0,β)(X ), and hence f ∈ M(X ).
The proofs of (ii) and (iii) are similar to that of [17, Lemma 2.3], the details being
omitted, which completes the proof of Lemma 3.1.
Remark 3.2. Recall that, if a generalized approximation to the identity {At}t>0 satisfies
(3.6), then {At}t>0 is said to have the semigroup property.
We now introduce the space BMOϕA(X ) associated with the generalized approximation
to the identity {At}t>0.
Definition 3.3. Let X be a space of homogeneous type, ϕ as in Definition 2.7 and {At}t>0
a generalized approximation to the identity satisfying (3.4) and (3.5). The Musielak-
Orlicz BMO-type space BMOϕA(X ) associated with {At}t>0 is defined to be the space of
all functions f ∈ M(X ) such that
‖f‖BMOϕA(X ) := supB⊂X
1
‖χB‖Lϕ(X )
∫
B
|f(x)−AtBf(x)| dµ(x) <∞,
where the supremum is taken over all balls B ⊂ X , tB := rmB , rB is the radius of ball B
and m as in (3.4).
Remark 3.4. (i) We point out that (BMOϕA(X ), ‖ · ‖BMOϕA(X )) is a seminormed vector
space, with the seminorm vanishing on the space KA(X ), which is defined by
KA(X ) := {f ∈ M(X ) : Atf(x) = f(x) for µ-almost every x ∈ X and all t ∈ (0,∞)}.
Then, it is customary to think BMOϕA(X ) to be modulo KA(X ).
(ii) When ϕ is as in (1.1), then ‖χB‖Lϕ(X ) = µ(B) and the space BMOϕA(X ) is just
the space BMOA(X ) associated with {At}t>0 introduced by Duong and Yan [17]; when ϕ
is as in (1.2), then ‖χB‖Lϕ(X ) = [µ(B)]1+β and the space BMOϕA(X ) is just the Morrey-
Campanato type spaces LipA(β, X ) introduced by Tang [45]; when ϕ is as in (1.4) without
the restriction pω ≤ 1 + 1/r′ω, ‖χB‖Lϕ(X ) = ω(B) and the space BMOϕA(X ) is just the
weighted BMO space BMOA(X , ω) introduced by Bui and Duong [6].
Now we establish a relation between the spaces BMOϕA(X ) and BMOϕ(X ).
Proposition 3.5. Let X be a space of homogeneous type with degree (α0, n0, N0), where
α0, n0 and N0 are as in (2.7), (2.3) and (2.5), respectively. Assume that ϕ is as in
Definition 2.7, {At}t>0 a generalized approximation to the identity satisfying (3.4) and
(3.5), and, for any t ∈ (0,∞), At(1) = 1 almost everywhere, namely,
∫
X at(x, y) dµ(y) = 1
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for almost every x ∈ X . Then, BMOϕ(X ) ⊂ BMOϕA(X ) and there exists a positive constant
C such that, for all f ∈ BMOϕ(X ),
‖f‖BMOϕA(X ) ≤ C‖f‖BMOϕ(X ).(3.7)
However, the reverse inequality does not hold true in general.
Proof. Let M be as in (3.1). By M > n0[1 + p(ϕ)/i(ϕ)] − α0, we see that there exist
n ∈ [n0,∞), α ∈ [0, α0], p1 ∈ [p(ϕ),∞) and p ∈ (0, i(ϕ)] such that X satisfies (2.2)
and (2.6), respectively, for n and α, ϕ ∈ Ap1(X ), ϕ is of uniformly lower type p and
M > n(1 + p1p )− α.
Let f ∈ BMOϕ(X ), B := B(xB, rB) and tB := rmB . Then, by At(1) = 1, we conclude
that
1
‖χB‖Lϕ(X )
∫
B
|f(x)−AtBf(x)| dµ(x)(3.8)
≤ 1‖χB‖Lϕ(X )
∫
B
∫
X
htB (x, y)|f(x)− f(y)| dµ(y)dµ(x)
=
1
‖χB‖Lϕ(X )
∫
B
∫
2B
htB (x, y)|f(x)− f(y)| dµ(y)dµ(x)
+
∞∑
k=1
1
‖χB‖Lϕ(X )
∫
B
∫
2k+1B\2kB
· · · =: I+II.
We first estimate I. Since x ∈ B, by (2.4), we know that µ(B) . µ(B(x, rB)), which,
together with (2.2), (3.4) and the decreasing property of g, implies that, for all y ∈ 2B,
htB (x, y) =
g([d(x, y)]mt−1B )
µ(B(x, rB))
.
g(0)
µ(B)
.
1
µ(2B)
.
From this and (2.12), we deduce that
I.
1
‖χB‖Lϕ(X )µ(2B)
∫
B
∫
2B
|f(x)− f(y)| dµ(y)dµ(x)(3.9)
.
1
‖χB‖Lϕ(X )µ(2B)
∫
B
∫
2B
[|f(x)− f2B |+ |f2B − f(y)|] dµ(y)dµ(x)
∼
1
‖χB‖Lϕ(X )
∫
2B
|f(x)− f2B| dµ(x) . ‖f‖BMOϕ(X ).
Regarding II, for x ∈ B and y ∈ 2k+1B\2kB, we see that d(x, y) ≥ 2k−1rB. Then, by
(2.2), (3.4) and the decreasing property of g, we conclude that
htB (x, y) =
g([d(x, y)]mt−1B )
µ(B(x, rB))
.
g(2(k−1)m)
µ(B)
.
g(2(k−1)m)2(k+1)n
µ(2k+1B)
,
which further implies that
(3.10) II .
∞∑
k=1
2kng(2(k−1)m)
1
‖χB‖Lϕ(X )µ(2k+1B)
∫
B
∫
2k+1B
|f(x)− f(y)| dµ(y)dµ(x).
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Moreover, from Proposition 2.14, it follows that, for each k ∈ N,
1
‖χB‖Lϕ(X )µ(2k+1B)
∫
B
∫
2k+1B
|f(x)− f(y)| dµ(y)dµ(x)
≤ µ(B)‖χB‖Lϕ(X )µ(2k+1B)
∫
2k+1B
|f(y)− f2k+1B | dµ(y)
+
1
‖χB‖Lϕ(X )
∫
B
|f(x)− f2k+1B | dµ(x)
≤ µ(B)‖χ2k+1B‖Lϕ(X )‖χB‖Lϕ(X )µ(2k+1B)
1
‖χ2k+1B‖Lϕ(X )
∫
2k+1B
|f(y)− f2k+1B | dµ(y)
+
1
‖χB‖Lϕ(X )
∫
B
|f(x)− fB| dµ(x) + µ(B)‖χB‖Lϕ(X )
(|fB − f2B |
+ · · ·+ |f2kB − f2k+1B |) . 2k(
np1
p
−α)‖f‖BMOϕ(X ).
By this, (3.10), (3.5) and M > n(1 + p1/p)− α, we find that
II .
∞∑
k=1
2
k(n+
np1
p
−α−M)‖f‖BMOϕ(X ) . ‖f‖BMOϕ(X ),
which, together with (3.8) and (3.9), implies that (3.7) holds true.
Finally, we show that the converse inequality of (3.7) does not hold true in general. We
consider R with the Lebesgue measure dx and the approximation of the identity, {At}t>0,
given by the kernels
at(x, y) :=
1
2t
1
m
χ
(x−t 1m ,x+t 1m )(y) for all x, y ∈ R.
Let f(x) =: x for all x ∈ R. For every t ∈ (0,∞), Atf(x) = x and ‖f‖BMOϕA(X ) = 0, but‖f‖BMOϕ(X ) 6= 0. Thus, the converse inequality of (3.7) does not hold true in general,
which completes the proof of Proposition 3.5.
Remark 3.6. We remark that the assumption At(1) = 1 almost everywhere is necessary
for (3.7). Indeed, let f(x) := 1 for all x ∈ X . Then (3.7) implies that ‖1‖BMOϕA(X ) = 0
and hence, for every t ∈ (0,∞), At(1) = 1 almost everywhere.
3.2 Some basic properties of BMOϕA(X )
From now on, we always need the following assumption on the generalized approxima-
tion to the identity, {At}t>0.
Assumption SP. Let X be a space of homogeneous type, ϕ as in Definition 2.7 and
{At}t>0 a generalized approximation to the identity satisfying (3.4) and (3.5). Assume
that A0 is the identity operator I and the operators {At}t≥0 have the semigroup property,
namely, for any t, s ∈ [0,∞) and f ∈ M(X ), AtAsf = At+sf for almost every x ∈ X (see
also Remark 3.2).
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Then we have the following property for {At}t>0 on BMOϕA(X ), which is essential for
developing the theory of BMOϕA(X ).
Proposition 3.7. Let X be a space of homogeneous type with degree (α0, n0, N0), where
α0, n0 and N0 are as in (2.7), (2.3) and (2.5), respectively. Assume that ϕ is as in
Definition 2.7 and {At}t>0 satisfies Assumption SP with
(3.11) M > n+
np1
p
+N0 − n[r(ϕ)− 1]
r(ϕ)
,
where N0 and r(ϕ) are, respectively, as in (2.5) and (2.10), n ∈ [n0,∞), p1 ∈ [p(ϕ),∞)
and p ∈ (0, i(ϕ)] with p(ϕ) and i(ϕ) being, respectively, as in (2.9) and (2.8) such that X
satisfies (2.2) for n, ϕ ∈ Ap1(X ) and ϕ is of uniformly lower type p. Then there exists
a positive constant C, depending on n, α, p and p1, such that, for all f ∈ BMOϕA(X ),
t ∈ (0,∞), K ∈ (1,∞) and almost every x ∈ X ,
|Atf(x)−AKtf(x)| ≤ CK
1
m
(
np1
p
−α) ‖χB(x,t1/m)‖Lϕ(X )
µ(B(x, t1/m))
‖f‖BMOϕA(X ),(3.12)
where α ∈ [0, α0] such that X satisfies (2.6) for α.
To prove Proposition 3.7, we first recall a result of Christ [7, Theorem 11], which gives
an analogue of Euclidean dyadic cubes.
Lemma 3.8. There exists a collection of open subsets, {Qkα ⊂ X : k ∈ Z, α ∈ Ik}, where
Ik denotes some (possibly finite) index set, depending on k, and constants δ ∈ (0, 1),
a0 ∈ (0, 1), and D ∈ (0,∞) such that
(i) µ(X\ ∪α Qkα) = 0 for all k ∈ Z.
(ii) If l ≥ k, then either Qlβ ⊂ Qkα or Qlβ ∩Qkα = ∅.
(iii) For each (k, α) and each l < k, there exists a unique β such that Qkα ⊂ Qlβ.
(iv) The diameter of Qkα is not more than Dδ
k.
(v) Each Qkα contains some ball B(z
k
α, a0δ
k).
Now we prove Proposition 3.7 by using Lemma 3.8.
Proof of Proposition 3.7. For any given t ∈ (0,∞), choose s ∈ (0,∞) such that t4 ≤ s ≤ t.
With the same notation as in Lemma 3.8, we first fix l0 such that
Dδl0 ≤ s1/m < Dδl0−1.(3.13)
Fix x ∈ X . By (i) and (iv) of Lemma 3.8, we see that there exists a subset Ql0α0 such that
x ∈ Ql0α0 and Ql0α0 ⊂ B(x,Dδl0). For any k ∈ N, let
Mk := {β ∈ Il0 : Ql0β ∩B(x,Dδl0−k) 6= ∅},
where Il0 is as in Lemma 3.8. Using (i) and (iv) of Lemma 3.8 again, we know that
B(x,Dδl0−k) ⊂
⋃
β∈Mk
Ql0β ⊂ B(x,Dδl0−(k+k0)),
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where k0 is an integer such that δ
−k0 ≥ 2C1 and C1 is as in (2.1).
In [17], it was proved that there exists a positive constant C, independent of k, such
that the number of open subsets, {Ql0β }β∈Mk , is less than Cδ−k(n+N). Namely,
mk := #{Ql0β : β ∈Mk} ≤ Cδ−k(n+N),
where n and N are, respectively, as in (2.2) and (2.4), and #E denotes the cardinality of
the set E.
By (3.11), we know that there exist N ∈ [N0,∞) and q ∈ (1, r(ϕ)] such that X satisfies
(2.4) for N , ϕ ∈ RHq(X ) and M > n+ np1p +N − n(q−1)q .
We first estimate |Atf(x) − At+sf(x)| for the case t4 ≤ s ≤ t. By Assumption SP,
we conclude that Atf − At+sf = At(f − Asf) almost everywhere. From this and f ∈
BMOϕA(X ), we deduce that, for almost every x ∈ X ,
|Atf(x)−At+sf(x)|(3.14)
≤
∫
X
ht(x, y)|f(y)−Asf(y)| dµ(y)
=
1
µ(B(x, t1/m))
∫
X
g
(
[d(x, y)]m
t
)
|f(y)−Asf(y)| dµ(y)
.
‖χB(x,s1/m)‖Lϕ(X )
µ(B(x, t1/m))
1
‖χB(x,s1/m)‖Lϕ(X )
∫
B(x,s1/m)
|f(y)−Asf(y)| dµ(y)
+
1
µ(B(x, t1/m))
∫
B(x,s1/m)∁
g
(
[d(x, y)]m
t
)
|f(y)−Asf(y)| dµ(y)
.
‖χB(x,s1/m)‖Lϕ(X )
µ(B(x, t1/m))
‖f‖BMOϕA(X ) + I,
where
I :=
1
µ(B(x, t1/m))
∫
B(x,s1/m)∁
g
(
[d(x, y)]m
t
)
|f(y)−Asf(y)| dµ(y).
Notice that, for any y ∈ B(x,Dδl0−(k+1))\B(x,Dδl0−k), it holds true that d(x, y) ≥
Dδl0−k, which, together with (3.13) and the decreasing property of g, implies that∫
B(x,s1/m)∁
g
(
[d(x, y)]m
t
)
|f(y)−Asf(y)| dµ(y)(3.15)
≤
∫
B(x,Dδl0 )∁
g
(
[d(x, y)]m
t
)
|f(y)−Asf(y)| dµ(y)
≤
∞∑
k=0
∫
B(x,Dδl0−(k+1))\B(x,Dδl0−k)
g
(
[d(x, y)]m
t
)
|f(y)−Asf(y)| dµ(y)
≤
∞∑
k=0
g(4−1δ−(k−1)m)
∫
B(x,Dδl0−(k+1))
|f(y)−Asf(y)| dµ(y)
≤
∞∑
k=0
∑
β∈Mk+1
g1(δ
−km)
∫
Q
l0
β
|f(y)−Asf(y)| dµ(y),
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where g1(·) := g(δm · /4) satisfies the same property as in (3.5).
Applying (iv) of Lemma 3.8, we know that Ql0β ⊂ B(zl0β ,Dδl0) ⊂ B(zl0β , s1/m). By this,
(3.15), mk . δ−k(n+N), (2.12), (2.13), (3.5) and M > n+ np1p +N − n(q−1)q , we see that
I≤
∞∑
k=0
∑
β∈Mk+1
g1(δ
−km)
1
µ(B(x, t1/m))
∫
Q
l0
β
|f(y)−Asf(y)| dµ(y)
≤
∞∑
k=0
∑
β∈Mk+1
g1(δ
−km)
‖χ
B(z
l0
β ,s
1/m)
‖Lϕ(X )
µ(B(x, t1/m))
× 1‖χ
B(z
l0
β ,s
1/m)
‖Lϕ(X )
∫
B(z
l0
β ,s
1/m)
|f(y)−Asf(y)| dµ(y)
≤
∞∑
k=0
∑
β∈Mk+1
g1(δ
−km)
‖χ
B(z
l0
β ,s
1/m)
‖Lϕ(X )
‖χB(x,s1/m)‖Lϕ(X )
‖χB(x,s1/m)‖Lϕ(X )
µ(B(x, t1/m))
‖f‖BMOϕA(X )
.
∞∑
k=0
δ
k(n(q−1)
q
−n−N−np1
p
−M) ‖χB(x,s1/m)‖Lϕ(X )
µ(B(x, t1/m))
‖f‖BMOϕA(X )
.
‖χB(x,s1/m)‖Lϕ(X )
µ(B(x, t1/m))
‖f‖BMOϕA(X ).
This, together with (3.14), (2.13) and (2.2), implies that, when t4 ≤ s ≤ t, for almost every
x ∈ X ,
|Atf(x)−At+sf(x)|.
‖χB(x,s1/m)‖Lϕ(X )
µ(B(x, t1/m))
‖f‖BMOϕA(X )(3.16)
.
‖χB(x,t1/m)‖Lϕ(X )
µ(B(x, t1/m))
‖f‖BMOϕA(X ).
For the case 0 < s < t/4, by Assumption SP, we write
Atf(x)−At+sf(x) = Atf(x)−A2tf(x)−At+s(f −At−sf)(x)
for almost every x ∈ X . In this case, (t + s)/4 < t − s < t + s. By this observation,
together with (3.16) and (2.12), we conclude that, for almost every x ∈ X ,
|Atf(x)−At+sf(x)| .
{‖χB(x,t1/m)‖Lϕ(X )
µ(B(x, t1/m))
+
‖χB(x,(t+s)1/m)‖Lϕ(X )
µ(B(x, (t+ s)1/m))
}
‖f‖BMOϕA(X )(3.17)
.
‖χB(x,t1/m)‖Lϕ(X )
µ(B(x, t1/m))
‖f‖BMOϕA(X ).
In general, for any K ∈ (1,∞), let l be an integer such that 2l ≤ K < 2l+1. If diam(X ) =
∞, from (3.16), (3.17), (2.12) and (2.6), we deduce that, for almost every x ∈ X ,
|Atf(x)−AKtf(x)|(3.18)
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≤
l−1∑
k=0
|A2ktf(x)−A2k+1tf(x)|+ |A2ltf(x)−AKtf(x)|
.
l∑
k=0
‖χB(x,(2kt)1/m)‖Lϕ(X )
µ(B(x, (2kt)1/m))
‖f‖BMOϕA(X )
.
l∑
k=0
2
k
m
(
np1
p
−α) ‖χB(x,t1/m)‖Lϕ(X )
µ(B(x, t1/m))
‖f‖BMOϕA(X )
. K
1
m
(
np1
p
−α) ‖χB(x,t1/m)‖Lϕ(X )
µ(B(x, t1/m))
‖f‖BMOϕA(X ).
If diam(X ) <∞, we also have the same estimate as in (3.18) via some minor modifications
similar to those used in the estimates for (2.15), which completes the proof of Proposition
3.7.
Applying Proposition 3.7, we further prove the following size estimate for functions in
BMOϕA(X ) at infinity.
Proposition 3.9. Let X be a space of homogeneous type with degree (α0, n0, N0), where
α0, n0 and N0 are as in (2.7), (2.3) and (2.5), respectively. Assume that ϕ is as in
Definition 2.7 and {At}t>0 satisfies Assumption SP. Let x0 ∈ X and
δ > n0 +N0 +
1
m
[
n0p(ϕ)
i(ϕ)
− α0
]
− n0[r(ϕ)− 1]
r(ϕ)
,(3.19)
where m, p(ϕ), i(ϕ) and r(ϕ) are, respectively, as in (3.4) (2.9), (2.8) and (2.10). Then
there exists a positive constant C(δ), depending on δ, such that, for all f ∈ BMOϕA(X ),∫
X
|f(x)−Atf(x)|
[t1/m + d(x0, x)]δ‖χB(x0,t1/m+d(x0,x))‖Lϕ(X )
dµ(x) ≤ C(δ)
tδ/m
‖f‖BMOϕA(X ).
Proof. By (3.19), we know that there exist n ∈ [n0,∞), N ∈ [N0,∞), α ∈ [0, α0], p1 ∈
[p(ϕ),∞), p ∈ (0, i(ϕ)] and q ∈ (1, r(ϕ)] such that X satisfies (2.2), (2.4) and (2.6),
respectively, for n, N and α, ϕ ∈ Ap1(X ) and ϕ is of uniformly lower type p, ϕ ∈ RHq(X )
and δ > n+N + 1m (
np1
p − α)− n(q−1)q .
Let B := B(x0, t
1/m) and k ∈ N. From Proposition 3.7, (2.12) and (2.13), we deduce
that
1
‖χ2kB‖Lϕ(X )
∫
2kB
|f(x)−Atf(x)| dµ(x)
≤ 1‖χ2kB‖Lϕ(X )
∫
2kB
|f(x)−At
2kB
f(x)| dµ(x)
+
1
‖χ2kB‖Lϕ(X )
∫
2kB
|At
2kB
f(x)−Atf(x)| dµ(x)
. ‖f‖BMOϕA(X ) +
‖f‖BMOϕA(X )
‖χ2kB‖Lϕ(X )
∫
2kB
‖χB(x,t1/m)‖Lϕ(X )
µ(B(x, t1/m))
2
k
m
(
np1
p
−α) dµ(x)
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.
{
1 + 2k[n+N+
1
m
(
p1n
p
−α)−n(q−1)
q
]
}
‖f‖BMOϕA(X ),
which, together with δ > n+N + 1m(
np1
p − α)− n(q−1)q , implies that∫
X
|f(x)−Atf(x)|
[t1/m + d(x0, x)]δ‖χB(x0,t1/m+d(x0,x))‖Lϕ(X )
dµ(x)
≤
∞∑
k=0
∫
2kB\2k−1B
|f(x)−Atf(x)|
[t1/m + d(x0, x)]δ‖χB(x0,t1/m+d(x0,x))‖Lϕ(X )
dµ(x)
.
∞∑
k=0
(2kt1/m)−δ
1
‖χ2kB‖Lϕ(X )
∫
2kB
|f(x)−Atf(x)| dµ(x)
.
1
tδ/m
{ ∞∑
k=0
2−δk +
∞∑
k=0
2k[n+N+
1
m
(
np1
p
−α)−n(q−1)
q
−δ]
}
‖f‖BMOϕA(X ) .
1
tδ/m
‖f‖BMOϕA(X ).
This finishes the proof of Proposition 3.9.
3.3 Two characterizations of BMOϕA(X )
For the need of the following sections, from now on, we always assume that the following
assumption on the generalized approximation to the identity, {At}t>0.
Assumption A. Let X be a space of homogeneous type with degree (α0, n0, N0), where
α0, n0 andN0 are as in (2.7), (2.3) and (2.5), respectively. Assume that ϕ is as in Definition
2.7 and {At}t>0 satisfies Assumption SP with M in (3.5) additionally satisfying that
M > n0 +
2n0p(ϕ)
i(ϕ)
+N0 − n0[r(ϕ)− 1]
r(ϕ)
− α0,
where p(ϕ), i(ϕ), and r(ϕ) are, respectively, as in (2.9), (2.8) and (2.10).
Remark 3.10. If M is as in Assumption A, we then conclude that M also satisfies (3.11)
in Proposition 3.7. Indeed, if M is as in Assumption A, by the definitions of n0, N0, α0,
p(ϕ), i(ϕ) and r(ϕ), we know that there exist n ∈ [n0,∞), N ∈ [N0,∞), α ∈ [0, α0],
p1 ∈ [p(ϕ),∞), p ∈ (0, i(ϕ)] and q ∈ (1, r(ϕ)] such that X satisfies (2.2), (2.4) and (2.6),
respectively, for n, N and α, ϕ ∈ Ap1(X ) and ϕ is of uniformly lower type p, ϕ ∈ RHq(X )
and
M > n+
2np1
p
+N − n(q − 1)
q
− α,(3.20)
which, together with n ≥ α and p1 ≥ p, implies the above claim.
From now on, we always use the labels n, N , α, p1, p and q as in Remark 3.10 to char-
acterize the space of homogeneous type X and the growth function ϕ. We first introduce
the space BMOϕA,max(X ).
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Definition 3.11. Let X be a space of homogeneous type, ϕ as in Definition 2.7 and
{At}t>0 a generalized approximation to the identity satisfying (3.4) and (3.5). The space
BMOϕA,max(X ) is defined to be the set of all f ∈ M(X ) such that
‖f‖BMOϕA,max(X ) := sup
t∈(0,∞), x∈X
µ(B(x, t1/m))
‖χB(x,t1/m)‖Lϕ(X )
|At(|f −Atf |)(x)| <∞.(3.21)
We are ready to obtain the first characterization of BMOϕA(X ) with the following extra
assumption (3.22) on the kernel at of At.
Theorem 3.12. Let X be a space of homogeneous type with degree (α0, n0, N0), where α0,
n0 and N0 are as in (2.7), (2.3) and (2.5), respectively. Assume that ϕ is as in Definition
2.7, {At}t>0 satisfies Assumption A and, for any t ∈ (0,∞), the kernel at of the operator
At is a nonnegative function satisfying the following lower bound: for all t ∈ (0,∞), x ∈ X
and y ∈ B(x, t1/m),
at(x, y) ≥ C
µ(B(x, t1/m))
,(3.22)
where C is a positive constant independent of t, x and y. Then the spaces BMOϕA,max(X )
and BMOϕA(X ) coincide with equivalent norms.
Proof. We first prove BMOϕA(X ) ⊂ BMOϕA,max(X ). For any fixed x ∈ X and t ∈ (0,∞),
let B := B(x, t1/m). Let f ∈ BMOϕA(X ). Since {At}t>0 satisfies Assumption A, we then
choose n, N , α, p1, p and q as in Remark 3.10 such that (3.20) holds true. From (3.20), we
further deduce that M > np1p . By this and (3.20), together with Proposition 3.7, Lemma
2.13, and the decreasing property of g, we see that
|At(|f −Atf |)(x)|
≤
∫
X
|at(x, y)||f(y) −Atf(y)| dµ(y)
≤
∞∑
k=0
1
µ(B)
∫
2kB\2k−1B
g
(
[d(x, y)]m
t
)
|f(y)−Atf(y)| dµ(y)
.
∞∑
k=0
g(2(k−1)m)
1
µ(B)
[∫
2kB
∣∣∣f(y)−At
2kB
f(y)
∣∣∣ dµ(y)
+
∫
2kB
∣∣∣At
2kB
f(y)−Atf(y)
∣∣∣ dµ(y)]
.
∞∑
k=0
g(2(k−1)m)
1
µ(B)
[
‖χ2kB‖Lϕ(X )
+2k(
np1
p
−α)
∫
2kB
‖χB(y,t1/m)‖Lϕ(X )
µ(B(y, t1/m))
dµ(y)
]
‖f‖BMOϕA(X )
.
∞∑
k=0
[
2k(
np1
p
−M) + 2k(n+
2np1
p
+N−n(q−1)
q
−α−M)
] ‖χB‖Lϕ(X )
µ(B)
‖f‖BMOϕA(X )
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.
‖χB‖Lϕ(X )
µ(B)
‖f‖BMOϕA(X ),
which, together with the arbitrariness of x ∈ X and t ∈ (0,∞), implies that f ∈
BMOϕA,max(X ) and ‖f‖BMOϕA,max(X ) . ‖f‖BMOϕA(X ).
Conversely, let f ∈ BMOϕA,max(X ) and B := B(x, rB) with x ∈ X and rB ∈ (0,∞).
Let tB := r
m
B . Then, from the assumption (3.22), it follows that
1
‖χB‖Lϕ(X )
∫
B
|f(y)−AtBf(y)| dµ(y)
.
µ(B(x, t
1/m
B ))
‖χ
B(x,t
1/m
B )
‖Lϕ(X )
∫
B(x,rB)
atB (x, y)|f(y)−AtBf(y)| dµ(y) . ‖f‖BMOϕA,max(X ),
which implies that f ∈ BMOϕA(X ) and ‖f‖BMOϕA(X ) . ‖f‖BMOϕA,max(X ). This finishes the
proof of Theorem 3.12.
Remark 3.13. It was pointed out by Duong and Yan [17] that examples of at(x, y) satisfy
the condition (3.22) include heat kernels of uniformly divergence form elliptic operators
with bounded, real symmetric coefficients on Rn, and the Laplace-Beltrami operator on a
complete Riemannian manifold M with nonnegative Ricci curvature (see also [11, Theo-
rems 3.3.4 and 5.6.1]).
Next, we give another equivalent characterization of BMOϕA(X ). In other words, the
average value AtBf in Definition 3.3 can be changed into other value f
B which satisfies
appropriate estimates.
Definition 3.14. Let X be a space of homogeneous type with degree (α0, n0, N0), where
α0, n0 andN0 are as in (2.7), (2.3) and (2.5), respectively. Assume that ϕ is as in Definition
2.7 and {At}t>0 a generalized approximation to the identity satisfying (3.4) and (3.5). If,
for a given function f ∈ M(X ), there exist a positive constant C and a collection of
functions, {fB}B (in other words, for each ball B, there exists a function fB), such that
sup
B⊂X
1
‖χB‖Lϕ(X )
∫
B
|f(x)− fB(x)| dµ(x) ≤ C,(3.23)
|fB2(x)− fB1(x)| ≤ C
‖χB(x,rB1 )‖Lϕ(X )
µ(B(x, rB1))
(
rB2
rB1
)np1
p
−α
(3.24)
for any two balls B1 ⊂ B2, and
|fB(x)−AtBfB(x)| ≤ C
‖χB(x,rB)‖Lϕ(X )
µ(B(x, rB))
(3.25)
for almost every x ∈ X , where tB = rmB , then it is said that f belongs to the space
B˜MO
ϕ
A(X ) and
‖f‖
B˜MO
ϕ
A(X )
:= inf{C : C satisfies (3.23), (3.24) and (3.25)},
where the infimum is taken over all the constants C as above and all the functions {fB}B
satisfying (3.23), (3.24) and (3.25).
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We have the following equivalence between the spaces BMOϕA(X ) and B˜MO
ϕ
A(X ).
Theorem 3.15. Let X be a space of homogeneous type with degree (α0, n0, N0), where α0,
n0 and N0 are as in (2.7), (2.3) and (2.5), respectively. Assume that ϕ is as in Definition
2.7 and {At}t>0 satisfies Assumption A. The spaces BMOϕA(X ) and B˜MO
ϕ
A(X ) coincide
with equivalent norms.
Proof. Let f ∈ M(X ). It is easy to prove that BMOϕA(X ) ⊂ B˜MO
ϕ
A(X ) and, for all
f ∈ BMOϕA(X ), ‖f‖B˜MOϕA(X ) . ‖f‖BMOϕA(X ). Indeed, let f
B(x) := AtBf(x) for each ball
B and x ∈ X . Then, by Proposition 3.7, the estimates (3.23), (3.24) and (3.25) hold true
with C replaced by C˜‖f‖BMOϕA(X ), where C˜ is a positive constant independent of f .
Conversely, we need to prove that B˜MO
ϕ
A(X ) ⊂ BMOϕA(X ) and, for all f ∈ B˜MO
ϕ
A(X ),
‖f‖BMOϕA(X ) . ‖f‖B˜MOϕA(X ). To this end, for any f ∈ B˜MO
ϕ
A(X ) and fixed ball B0 :=
B(x0, rB0) with x0 ∈ X and rB0 ∈ (0,∞), it suffices to prove that
1
‖χB0‖Lϕ(X )
∫
B0
|f(x)−AtB0 f(x)| dµ(x) . ‖f‖B˜MOϕA(X ),
where tB0 := r
m
B0
. For any x ∈ B0, by (2.4), we see that µ(B0) . µ(B(x, t1/mB0 )). Notice
that M satisfies (3.20) by Assumption A together with Remark 3.10. Thus, m > np1p .
From this, (3.20), (3.23) and (3.24), together with the decreasing property of g, we deduce
that
|AtB0 (f − fB0)(x)|
≤ 1
µ(B(x, t
1/m
B0
))
∫
X
g
(
[d(x, y)]m
tB0
)
|f(y)− fB0(y)| dµ(y)
.
∞∑
k=0
1
µ(B0)
∫
2kB0\2k−1B0
g
(
[d(x, y)]m
tB0
)
|f(y)− fB0(y)| dµ(y)
.
∞∑
k=0
g(2(k−2)m)
1
µ(B0)
[ ∫
2kB0
∣∣∣f(y)− f2kB0(y)∣∣∣ dµ(y)
+
∫
2kB0
∣∣∣f2kB0(y)− fB0(y)∣∣∣ dµ(y)]
.
∞∑
k=0
g(2(k−2)m)
1
µ(B0)
[
‖χ2kB0‖Lϕ(X )‖f‖B˜MOϕA(X )
+2k(
np1
p
−α)
∫
2kB0
‖χB(y,rB0 )‖Lϕ(X )
µ(B(y, rB0))
‖f‖
B˜MO
ϕ
A(X )
dµ(y)
]
.
∞∑
k=0
[
2k(
np1
p
−M) + 2k(n+
2np1
p
+N−n(q−1)
q
−α−M)
] ‖χB0‖Lϕ(X )
µ(B0)
‖f‖BMOϕA(X )
.
‖χB0‖Lϕ(X )
µ(B0)
‖f‖
B˜MO
ϕ
A(X )
,
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which, together with (3.23), (3.25) and (2.12), implies that
1
‖χB0‖Lϕ(X )
∫
B0
|f(x)−AtB0 f(x)| dµ(x)
≤ 1‖χB0‖Lϕ(X )
∫
B0
[
|f(x)− fB0(x)|+ |fB0(x)−AtB0 fB0(x)|
+|AtB0 (f − fB0)(x)|
]
dµ(x)
. ‖f‖
B˜MO
ϕ
A(X )
[
1 +
1
‖χB0‖Lϕ(X )
∫
B0
‖χB(x,rB0 )‖Lϕ(X )
µ(B(x, rB0))
dµ(x)
]
. ‖f‖
B˜MO
ϕ
A(X )
.
By this, combined with the arbitrariness of B0 ⊂ X , we then conclude that f ∈ BMOϕA(X )
and ‖f‖BMOϕA(X ) . ‖f‖B˜MOϕA(X ), which completes the proof of Theorem 3.15.
Remark 3.16. Theorems 3.12 and 3.15 completely cover, respectively, [17, Propositions
2.10 and 2.12] by taking ϕ as in (1.1). Moreover, Theorem 3.15 completely covers [45,
Proposition 2.4] by taking ϕ as in (1.2).
4 Two variants of the John-Nirenberg inequality
on BMOϕA(X )
In this section, we establish two variants of the John-Nirenberg inequality on BMOϕA(X ).
We then discuss the relationship between these two John-Nirenberg inequalities in Re-
mark 4.10 when ϕ ∈ A1(X ). Moreover, we also introduce the Musielak-Orlicz BMO-type
spaces BMOϕ, p˜A (X ) and B˜MO
ϕ, p˜
A (X ) with p˜ ∈ [1,∞). As an application of these John-
Nirenberg inequalities on BMOϕA(X ), we further prove that, for any p˜ ∈ [1,∞), the spaces
BMOϕ, p˜A (X ), B˜MO
ϕ, p˜
A (X ) and BMOϕA(X ) coincide with equivalent norms.
4.1 The first variant of the John-Nirenberg inequality on BMOϕA(X )
In order to establish the first variant of the John-Nirenberg inequality on the space
BMOϕA(X ), we assume that the growth function ϕ satisfies the following property: there
exists a positive constant C such that, for all balls B1, B2 ⊂ X with B1 ⊂ B2,
‖χB1‖Lϕ(X )
µ(B1)
≤ C ‖χB2‖Lϕ(X )
µ(B2)
.(4.1)
Remark 4.1. Let X be a space of homogeneous type with degree (α0, n0, N0), where α0,
n0 and N0 are as in (2.7), (2.3) and (2.5), respectively. There exist following nontrivial
growth functions ϕ satisfying (4.1).
(i) Let ϕ(x, t) := tp˜ for all x ∈ X and t ∈ [0,∞), where p˜ ∈ (0, 1]. Then, ϕ satisfies
(4.1).
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Indeed, it is easy to see that, for any ball B ⊂ X , ‖χB‖Lϕ(X ) = [µ(B)]
1
p˜ . Then, we
know that, for all balls B1, B2 ⊂ X with B1 ⊂ B2,
‖χB1‖Lϕ(X )
‖χB2‖Lϕ(X )
=
[µ(B1)]
1
p˜
[µ(B2)]
1
p˜
≤ µ(B1)
µ(B2)
,
which implies that (4.1) holds true.
(ii) Let ϕ(x, t) := ω(x)tp˜ for all x ∈ X and t ∈ [0,∞), where p˜ ∈ (0, 1], ω ∈ A∞(X ) ∩
RHq˜(X ) with q˜ ∈ (1,∞]. If p˜ ∈ (0, q˜−1q˜ ], then ϕ satisfies (4.1).
Indeed, it is easy to see that, for any ball B ⊂ X , ‖χB‖Lϕ(X ) = [ω(B)]
1
p˜ . Then, by
(2.13), we know that, for all balls B1, B2 ⊂ X with B1 ⊂ B2,
‖χB1‖Lϕ(X )
‖χB2‖Lϕ(X )
=
[ω(B1)]
1
p˜
[ω(B2)]
1
p˜
.
[
µ(B1)
µ(B2)
] q˜−1
p˜q˜
.
µ(B1)
µ(B2)
,
which also implies that (4.1) holds true.
(iii) Let x0 ∈ X and ϕ(x, t) := tp˜[ln(e+d(x0,x))+ln(e+tp˜)]p˜ , with p˜ ∈ (0, 1], for all x ∈ X and
t ∈ [0,∞). If α0 ∈ (0,∞) and p˜ ∈ (0, α0α0+1), then ϕ satisfies (4.1).
Indeed, X satisfies (2.4) and (2.6), respectively, for any N˜ ∈ (N0,∞) and α˜ ∈ (0, α0).
It is easy to see that ϕ ∈ A1(X ) and
‖χB‖Lϕ(X ) ∼
[µ(B)]
1
p˜
ln(e+ [µ(B)]−1) + supx∈B ln(e+ d(x0, x))
for any ball B ⊂ X . Then, for any p˜ ∈ (0, α˜α˜+1 ), B1 := B(x1, r1) with x1 ∈ X and
r1 ∈ (0,∞), B2 := B(x2, r2) with x2 ∈ X and r2 ∈ (0,∞), and B1 ⊂ B2, it holds true that
µ(B2)‖χB1‖Lϕ(X )
µ(B1)‖χB2‖Lϕ(X )
∼
[
µ(B1)
µ(B2)
] 1
p˜
−1 ln(e+ [µ(B2)]−1) + supx∈B2 ln(e+ d(x0, x))
ln(e+ [µ(B1)]−1) + supx∈B1 ln(e+ d(x0, x))
.
(
r1
r2
)α˜( 1
p˜
−1) [
1 +
ln(e+ C1[d(x0, x2) + r2])
ln(e+ d(x0, x1))
]
.
(
r1
r2
)α˜( 1
p˜
−1)−1
. 1,
which implies that (4.1) holds true.
Moreover, we point out that, when X := Rn and ϕ(x, t) = tp˜
[ln(e+|x|)+ln(e+tp˜)]p˜ , with
p˜ ∈ (0, 1], for all x ∈ Rn and t ∈ [0,∞), the Musielak-Orlicz Hardy space Hϕ(Rn) related
to ϕ arises naturally in the study of pointwise products of functions in Hardy spaces
H p˜(Rn) with functions in BMO(Rn) (see [2] in the setting of holomorphic functions in
convex domains of finite type or strictly pseudoconvex domains in Cn), where the space
Hϕ(Rn) is introduced by Ky [28], and its dual space is BMOϕ(Rn). In this case, (4.1)
holds true for ϕ with p˜ ∈ (0, 1), which needs more precise estimates, the details being
omitted. However, when p˜ = 1, (4.1) does not hold true. Indeed, we choose B1 := B(0, 1)
and B2 := B(0, r) for r ∈ (1,∞). Letting r→∞, we then find that
|B2|‖χB1‖Lϕ(X )
|B1|‖χB2‖Lϕ(X )
∼
ln(e+ |B2|−1) + supx∈B2 ln(e+ |x|)
ln(e+ |B1|−1) + supx∈B1 ln(e+ |x|)
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∼
ln(e+ r−n|B1|−1) + ln(e+ r)
ln(e+ |B1|−1) + ln(e+ 1) →∞,
which implies that (4.1) does not hold true.
Now we establish the first variant of the John-Nirenberg inequality on BMOϕA(X ) by
using Proposition 3.8 and borrowing some ideas from Duong and Yan [17]. Recall that
the Hardy-Littlewood maximal operator M is defined by setting, for all f ∈ L1loc (X ) and
x ∈ X ,
M(f)(x) := sup
x∈B
1
µ(B)
∫
B
|f(y)| dµ(y),
where the supremum is taken over all balls in X containing x.
Theorem 4.2. Let X be a space of homogeneous type with degree (α0, n0, N0), where α0,
n0 and N0 are as in (2.7), (2.3) and (2.5), respectively. Assume that ϕ is as in Definition
2.7 and satisfies (4.1). Let {At}t>0 satisfy Assumption A. Then, there exist positive
constants c1 and c2 such that, for all f ∈ BMOϕA(X ), balls B and λ ∈ (0,∞),
µ({x ∈ B : |f(x)−AtBf(x)| > λ}) ≤ c1µ(B) exp
{
− c2λµ(B)‖χB‖Lϕ(X )‖f‖BMOϕA(X )
}
,(4.2)
where tB := r
m
B and m is as in (3.4).
Proof. Since {At}t>0 satisfies Assumption A, we then choose n, N , α, p1, p and q as in
Remark 3.10 such that (3.20) holds true.
Let B := B(xB, rB), with xB ∈ X and rB ∈ (0,∞), and f ∈ BMOϕA(X ). In order to
prove (4.2), it suffices to consider the case ‖f‖BMOϕA(X ) > 0. Otherwise, (4.2) holds true
obviously. Without loss of generality, we may assume that
(4.3)
µ(B)
‖χB‖Lϕ(X )‖f‖BMOϕA(X )
= 1.
Otherwise, we replace f by µ(B)f‖χB‖Lϕ(X)‖f‖BMOϕ
A
(X)
. Thus, we only need to prove that there
exist positive constants c1 and c2 such that, for any λ ∈ (0,∞),
(4.4) µ({x ∈ B : |f(x)−AtBf(x)| > λ}) ≤ c1e−c2λµ(B),
where tB := r
m
B .
It is obvious that, when λ ∈ (0, 1), (4.4) holds true for c1 := e and c2 := 1.
Let λ ∈ [1,∞) and f0 := (f − AtBf)χ10C41B , where C1 is as in (2.1). By Proposition
3.7, (2.2), (2.4), (2.12), (2.13) and (4.3), we know that
‖f0‖L1(X ) =
∫
10C41B
|f(x)−AtBf(x)| dµ(x)(4.5)
≤
∫
10C41B
∣∣∣f(x)−At
10C4
1
B
f(x)
∣∣∣ dµ(x)
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+
∫
10C41B
∣∣∣At
10C4
1
B
f(x)−AtBf(x)
∣∣∣ dµ(x)
. ‖f‖BMOϕA(X )
[∥∥∥χ10C41B∥∥∥Lϕ(X ) +
∫
10C41B
‖χB(x,rB)‖Lϕ(X )
µ(B(x, rB))
dµ(x)
]
. ‖χB‖Lϕ(X )‖f‖BMOϕA(X ) ∼ µ(B).
Let β ∈ (1,∞) be determined later,
F := {x ∈ X : M(f0)(x) ≤ β} and Ω := F ∁ = {x ∈ X : M(f0)(x) > β}.
From [9, Chapter III, Theorem 1.3], we deduce that there exists a collection of balls,
{B1,i}i∈N, satisfying that
(i) ∪iB1,i = Ω;
(ii) each point of Ω is contained in at most a finite number L of the balls B1,i;
(iii) there exists C˜ ∈ (1,∞) such that C˜B1,i ∩ F 6= ∅ for each i.
By (i), we see that, for any x ∈ B\(∪iB1,i),
|f(x)−AtBf(x)| = |f0(x)|χF (x) ≤M(f0)(x)χF (x) ≤ β.
From the fact that M is of weak type (1,1), (i), (ii) and (4.5), it follows that there exists
a positive constant c3 such that∑
i
µ(B1,i) ≤ Lµ(Ω) . 1
β
‖f0‖L1(X ) ≤
c3
β
µ(B).(4.6)
For any B1,i ∩B 6= ∅, we denote by B1,i := B(xB1,i , rB1,i) the ball centered at xB1,i and
of radius rB1,i . Notice that d(xB , xB1,i) ≤ C1(rB + rB1,i). If rB < rB1,i , by (4.6), we know
that there exists a positive constant c˜3 such that
µ(B(xB , rB1,i)) .
[
1 +
rB + rB1,i
rB1,i
]N
µ(B(xB1,i , rB1,i)) ≤
c˜3µ(B)
β
.(4.7)
We now choose β > c˜3 and, therefore, rB ≥ rB1,i . Otherwise, if rB < rB1,i , then
µ(B) ≤ µ(B(xB , rB1,i)), which contradicts to (4.7).
By rB ≥ rB1,i , together with (2.4), (2.2) and d(xB , xB1,i) ≤ C1(rB+rB1,i), we find that,
for some positive constant c4,
µ(B).
(
rB
rB1,i
)n
µ(B(xB, rB1,i))(4.8)
.
(
rB
rB1,i
)n [
1 +
C1(rB + rB1,i)
rB1,i
]N
µ(B(xB1,i , rB1,i))
≤ c4
β
(
rB
rB1,i
)n+N
µ(B).
We further choose β > max{c˜3, c4(10C1)n+N , c3e}. Then, from (4.8) and the fact
rB > 10C1rB1,i together with (2.1), we deduce that, for any B1,i ∩B 6= ∅, B1,i ⊂ 2C1B.
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We claim that there exists a positive constant c5 such that, for any B1,i ∩ B 6= ∅ and
almost every x ∈ B1,i,
|AtB1,i f(x)−AtBf(x)| ≤ c5β.(4.9)
Indeed, from Assumption A, it follows that, for almost every x ∈ X ,
(4.10) AtB1,i f(x)−AtBf(x) = AtB1,i (f −AtBf)(x) +
[
A(tB1,i+tB)
f(x)−AtBf(x)
]
.
By the fact that tB1,i + tB and tB have comparable sizes, Proposition 3.12, (2.12), (2.13),
and (2.4), we find that, for almost every x ∈ B1,i,∣∣∣A(tB1,i+tB )f(x)−AtBf(x)∣∣∣. ‖χB(x,t1/mB )‖Lϕ(X )µ(B(x, t1/mB )) ‖f‖BMOϕA(X )
.
‖χB‖Lϕ(X )‖f‖BMOϕA(X )
µ(B)
. β.
From this and (4.10), we deduce that, to prove (4.9), we only need to prove that, for
almost every x ∈ B1,i,
|AtB1,i (f −AtBf)(x)| . β(4.11)
Let qi be the smallest integer such that 2C
2
1B ⊂ 2qi+1B1,i and 2C21B ∩ (2qiB1,i)∁ 6= ∅.
We claim that 2qi+1B1,i ⊂ 10C41B. Indeed, by 2C21B ∩ (2qiB1,i)∁ 6= ∅, we see that
2qirB1,i < C1[r2C21B + d(xB , xB1,i)] ≤ C1[2C
2
1rB + C1(rB + rB1,i)],
which, together with (2.1), implies that, for all z ∈ 2qi+1B1,i,
d(xB , z)≤C1[d(xB , xB1,i) + d(xB1,i , z)] < C1[C1(rB + rB1,i) + 2qi+1rB1,i ]
≤C21 [rB + rB1,i + 4C21rB + 2C1(rB + rB1,i)] ≤ 10C41rB.
Thus, the above claim holds true. Moreover, we write∣∣∣AtB1,i (f −AtBf)(x)∣∣∣(4.12)
.
1
µ(B1,i)
∫
X
g
(
[d(x, y)]m
tB1,i
)
|f(y)−AtBf(y)| dµ(y)
.
qi+1∑
k=0
1
µ(B1,i)
∫
2kB1,i\2k−1B1,i
g
(
[d(x, y)]m
tB1,i
)
|f(y)−AtBf(y)| dµ(y)
+
1
µ(B1,i)
∫
X\2qi+1B1,i
· · · =: I + II.
It follows immediately from property (iii) of {B1,i}i∈N that, for all k ∈ {0, . . . , qi + 1},
1
µ(2kB1,i)
∫
2kB1,i
|f0(x)| dµ(x) . β,
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which, together with f0 := (f −AtBf)χ10C41B and 2qi+1B1,i ⊂ 10C41B by the above claim,
implies that
1
µ(2kB1,i)
∫
2kB1,i
|f(x)−AtBf(x)| dµ(x) =
1
µ(2kB1,i)
∫
2kB1,i
|f0(x)| dµ(x) . β.(4.13)
Notice that, for any x ∈ B1,i, y ∈ 2kB1,i \ 2k−1B1,i with k ∈ N and k > ⌊log2 C1⌋ + 2,
there exists a positive constant c6 such that d(y, x) ≥ c62krB1,i . This, together with (4.13),
(3.5), the decreasing property of g, and M > n+ 2np1p +N − n(q−1)q − α > n, implies that
I.
⌊log2 C1⌋+1∑
k=0
2kng(0)
1
µ(2kB1,i)
∫
2kB1,i
|f(y)−AtBf(y)| dµ(y)(4.14)
+
qi+1∑
k=⌊log2 C1⌋+2
2kng(cm6 2
km)
1
µ(2kB1,i)
∫
2kB1,i
|f(y)−AtBf(y)| dµ(y)
. β
⌊log2 C1⌋+1∑
k=0
2kn + β
qi+1∑
k=⌊log2 C1⌋+2
2k(n−M) . β,
where the second term is vacant, if qi < ⌊log2C1⌋+ 1.
Now we estimate II. Let si be an integer satisfying 2
sirB1,i ≤ rB < 2si+1rB1,i . Let
2−1B1,i = ∅. Then, by (2.4), we know that µ(B(xB , rB1,i)) . 2siNµ(B1,i). It is easy to see
that, for any x ∈ B1,i and y ∈ 2k+1B \ 2kB with k ∈ N and k > ⌊log2 C1⌋+2, there exists
a positive constant c7 such that d(y, x) ≥ c72k+sirB1,i . Recall that 2C21B ⊂ 2qi+1B1,i and
M > n+ 2np1p +N− n(q−1)q −α > max{np1p , n+N}. Thus, from these facts, the decreasing
property of g, Proposition 3.7, (2.6) and Lemma 2.13, it follows that
II .
∞∑
k=⌊2 log2 C1⌋+1
1
µ(B1,i)
∫
2k+1B\2kB
g
(
[d(x, y)]m
tB1,i
)
|f(y)−AtBf(y)| dµ(y)
.
∞∑
k=⌊2 log2 C1⌋+1
2si(N+n)g(cm7 2
(k+si)m)
1
µ(B)
∫
2k+1B
|f(y)−AtBf(y)| dµ(y)
.
∞∑
k=⌊2 log2 C1⌋+1
2si(N+n)g(cm7 2
(k+si)m)
1
µ(B)
[∫
2k+1B
∣∣∣f(y)−At
2k+1B
f(y)
∣∣∣ dµ(y)
+
∫
2k+1B
∣∣∣At
2k+1B
f(y)−AtBf(y)
∣∣∣ dµ(y)]
.
∞∑
k=⌊2 log2 C1⌋+1
2si(N+n)g(cm7 2
(k+si)m)
‖f‖BMOϕA(X )
µ(B)
[
‖χ2k+1B‖Lϕ(X )
+2
(k+1)(
np1
p
−α)
∫
2k+1B
‖χ
B(y,t
1/m
B )
‖Lϕ(X )
µ(B(y, t
1/m
B ))
dµ(y)
]
.
∞∑
k=⌊2 log2 C1⌋+1
2si(N+n−M)
[
2
k(
np1
p
−M)
+ 2
k(n+
2np1
p
+N−n(q−1)
q
−α−M)
]
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×‖χB‖Lϕ(X )
µ(B)
‖f‖BMOϕA(X ) . β,
which, together with (4.14) and (4.12), implies that (4.11) and hence (4.9) hold true.
We claim that, for each B1,i with B1,i ∩ B 6= ∅, B1,i ⊂ 2C21B. Indeed, notice that
B1,i ∩ B 6= ∅ and rB ≥ 10C1rB1,i . Then, by (2.1), we know that, for all x ∈ B1,i,
d(xB , x) < C1(2C1rB1,i + rB) ≤ 65C1rB ≤ 2C21rB . Thus, B1,i ⊂ 2C21B, namely, the
claim holds true. This, together with (4.1) and Lemma 2.12(i), implies that there exists a
positive constant c7 such that
‖χB1,i‖Lϕ(X )
µ(B1,i)
.
‖χ2C21B‖Lϕ(X )
µ(2C21B)
≤ c6
‖χB‖Lϕ(X )
µ(B)
.
From this and (4.3), we deduce that
‖χB1,i‖Lϕ(X )
µ(B1,i)
‖f‖BMOϕA(X ) ≤ c6
‖χB‖Lϕ(X )
µ(B)
‖f‖BMOϕA(X ) ≤ c6.
Applying use the decomposition in [9, Chapter III, Theorem 1.3] for
f1,i := (f −AtB1,i f)χ10C41B1,i
with the same value β as above again, we obtain a collection {B2,m}m∈N of balls sat-
isfying that B2,j ∩ B1,i 6= ∅ for any B2,j ∈ {B2,m}m∈N, |f(x) − AtB1,i f(x)| ≤ β for
any x ∈ B1,i \ (∪mB2,m), and
∑
m µ(B2,m) ≤ c3c6β µ(B1,i). We now further choose β >
(max{c˜3, c4(10C1)n+N , c3e})(max{1, c6})and let c˜6 := max{1, c6}. By a method similar to
that used in the proof of (4.9), we see that, for almost every x ∈ B2,m,
|AtB2,m f(x)−AtB1,i f(x)| ≤ c5c6β.
Now we put together all families {B2,m} corresponding to different B1,i, which are still
denoted by {B2,m}. Then, for all x ∈ B \ (∪mB2,m), we have
|f(x)−AtBf(x)| ≤ |f(x)−AtB1,i f(x)|+ |AtB1,i f(x)−AtBf(x)| ≤ 2c5c˜6β
and ∑
m
µ(B2,m) ≤
(
c3
β
)2
c6µ(B).
Therefore, by induction, we know that, for eachK ∈ N, there exists a family {BK,m}K∈N
of balls satisfying that, for any BK+1,m, there exists a ball BK,m satisfying BK+1,m ∩
BK,m 6= ∅, rBK,m > 10C1rBK+1,m and BK+1,m ⊂ 2C21B. Then, from (4.1), we deduce that
‖χBK+1,m‖Lϕ(X )
µ(BK+1,m)
‖f‖BMOϕA(X ) ≤ c6
‖χB‖Lϕ(X )
µ(B)
‖f‖BMOϕA(X ) ≤ c6.
Moreover, we also have
|f(x)−AtBf(x)| ≤ Kc5c˜6β for almost every x ∈ B \
(⋃
m
BK,m
)
,
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and ∑
m
µ(BK,m) ≤
(
c3c6
β
)K µ(B)
c6
.
If Kc5c˜6β ≤ α < (K + 1)c5c˜6β with K ∈ N, then, from β > (c3c6)2, we deduce that
µ({x ∈ B : |f(x)−AtBf(x)| > α})≤
∑
m
µ(BK,m) ≤
(
c3c6
β
)K µ(B)
c6
≤ e−(K log β)/2µ(B)
c6
≤
√
β
c6
e
− α log β
4c5 c˜6β µ(B).
On the other hand, if α < c5c˜6β, we just have the following trivial estimate
µ({x ∈ B : |f(x)−AtBf(x)| > α}) ≤ µ(B) ≤ e1−
α
c5 c˜6β µ(B).
Combining both estimates, we then obtain (4.4) for each α > 1 by choosing
c1 := max
{
e,
√
β
c6
}
and c2 :=
min{(log β)/4, 1}
c5c˜6β
,
which completes the proof of Theorem 4.2.
Remark 4.3. (i) When ϕ is as in (1.1), (4.1) automatically holds true and Theorem 4.2
is just [17, Theorem 3.1].
(ii) When ϕ is as in (1.2), (4.1) also automatically holds true and Theorem 4.2 is just
[45, Theorem 3.1].
As a consequence of Theorem 4.2, we obtain the following conclusion for BMOϕA(X ).
Theorem 4.4. Let X be a space of homogeneous type with degree (α0, n0, N0), where α0,
n0 and N0 are as in (2.7), (2.3) and (2.5), respectively, ϕ as in Definition 2.7 satisfying
(4.1), and {At}t>0 satisfy Assumption A. Assume that f ∈ BMOϕA(X ). Then there exist
positive constants λ and C such that
sup
B⊂X
1
µ(B)
∫
B
exp
{
λµ(B)
‖χB‖Lϕ(X )‖f‖BMOϕA(X )
|f(x)−AtBf(x)|
}
dµ(x) ≤ C,
where the supremum is taken over all balls B ⊂ X and tB := rmB .
Proof. Let λ := c2/2, where c2 is as in Theorem 4.2. Then, by Theorem 4.2, we see that,
for any B ⊂ X ,∫
B
exp
{
λµ(B)
‖χB‖Lϕ(X )‖f‖BMOϕA(X )
|f(x)−AtBf(x)|
}
dµ(x)
=
∫ ∞
0
µ
({
x ∈ B : exp
[
λµ(B)
‖χB‖Lϕ(X )‖f‖BMOϕA(X )
|f(x)−AtBf(x)|
]
> t
})
dt
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≤ µ(B) +
∫ ∞
1
µ
({
x ∈ B : |f(x)−AtBf(x)| >
‖χB‖Lϕ(X )‖f‖BMOϕA(X ) ln t
λµ(B)
})
dt
≤ µ(B) + c1µ(B)
∫ ∞
1
exp
{
−c2 ln t
λ
}
dt ≤ µ(B) + c1µ(B)
∫ ∞
1
t−c2/λ dt . µ(B),
which completes the proof of Theorem 4.4.
Now we introduce the spaces BMOϕ, p˜A (X ) for p˜ ∈ [1,∞).
Definition 4.5. Let X be a space of homogeneous type, ϕ as in Definition 2.7, M(X )
as in (3.3), and {At}t>0 a generalized approximation to the identity satisfying (3.4) and
(3.5). Let p˜ ∈ [1,∞). The space BMOϕ, p˜A (X ) is defined to be the set of all f ∈ M(X )
such that
‖f‖
BMOϕ, p˜A (X )
:= sup
B⊂X
µ(B)
‖χB‖Lϕ(X )
{
1
µ(B)
∫
B
|f(x)−AtBf(x)|p˜ dµ(x)
} 1
p˜
<∞,
where the supremum is taken over all balls B ⊂ X , tB := rmB and rB denotes the radius
of the ball B.
By Theorem 4.2, we obtain the following conclusion.
Theorem 4.6. Let X be a space of homogeneous type with degree (α0, n0, N0), where α0,
n0 and N0 are as in (2.7), (2.3) and (2.5), respectively. Assume that ϕ is as in Definition
2.7 satisfying (4.1) and {At}t>0 satisfies Assumption A. For different p˜ ∈ [1,∞), the
spaces BMOϕ, p˜A (X ) coincide with equivalent norms.
Proof. For any f ∈ BMOϕ, p˜A (X ) with p˜ ∈ [1,∞), by Ho¨lder’s inequality, we see that, for
any ball B ⊂ X ,
1
‖χB‖Lϕ(X )
∫
B
|f(x)−AtBf(x)| dµ(x)
≤ µ(B)‖χB‖Lϕ(X )
{
1
µ(B)
∫
B
|f(x)−AtBf(x)|p˜ dµ(x)
} 1
p˜
,
which implies that f ∈ BMOϕA(X ) and ‖f‖BMOϕA(X ) ≤ ‖f‖BMOϕ,p˜A (X ).
Let f ∈ BMOϕA(X ) and p˜ ∈ [1,∞). From Theorem 4.2, it follows that, for any B ⊂ X ,∫
B
|f(x)−AtBf(x)|p˜ dµ(x) = p˜
∫ ∞
0
λp˜−1µ({x ∈ B : |f(x)−AtBf(x)| > λ}) dλ
. µ(B)
∫ ∞
0
λp˜−1e
− c2λµ(B)‖χB‖Lϕ(X)‖f‖BMOϕ
A
(X) dλ
. ‖f‖p˜
BMOϕA(X )
‖χB‖p˜Lϕ(X )
µ(B)p˜
µ(B),
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which implies that
µ(B)
‖χB‖Lϕ(X )
[
1
µ(B)
∫
B
|f(x)−AtBf(x)|p˜ dµ(x)
] 1
p˜
. ‖f‖BMOϕA(X ).
Thus, f ∈ BMOϕ, p˜A (X ) and ‖f‖BMOϕ, p˜A (X ) . ‖f‖BMOϕA(X ). This finishes the proof of
Theorem 4.6.
Remark 4.7. Theorem 4.6 completely covers [17, Theorem 3.4] and [45, Theorem 3.3] by
taking ϕ, respectively, as in (1.1) and (1.2).
4.2 The weighted version of the John-Nirenberg inequality on BMOϕA(X )
In this subsection, we establish a weighted John-Nirenberg inequality on BMOϕA(X ).
We begin with the following Lemma 4.8, whose proof is similar to that of [32, Lemma 2],
the details being omitted.
In what follows, for any set E ⊂ X and t ∈ (0,∞), let ϕ(E, t) := ∫E ϕ(x, t) dµ(x).
Lemma 4.8. Let X be a space of homogeneous type. Assume that ϕ is as in Definition
2.7 and ϕ ∈ Ap˜1(X ) with p˜1 ∈ (1,∞). Then there exists a positive constant C such that,
for all balls B ⊂ X , λ ∈ (0,∞) and t ∈ (0,∞),
ϕ
({
x ∈ B : Mϕ(·,t)
(
1
ϕ(·, t)χB
)
(x) > λ
}
, t
)
≤ C
[
µ(B)
λϕ(B, t)
]p˜′1
ϕ(B, t),
where 1/p˜1 + 1/p˜
′
1 = 1 and Mϕ(·,t) denotes the maximal function associated with ϕ(·, t),
namely, for all f ∈ L1loc(ϕ(·, t) dµ) and x ∈ X ,
Mϕ(·,t)(f)(x) := sup
B∋x
1
ϕ(B, t)
∫
B
|f(y)|ϕ(y, t) dµ(y).
Now we give out the weighted John-Nirenberg inequality on BMOϕA(X ) as follows.
Theorem 4.9. Let X be a space of homogeneous type with degree (α0, n0, N0), where α0,
n0 and N0 are as in (2.7), (2.3) and (2.5), respectively. Let ϕ be as in Definition 2.7 and
{At}t>0 satisfy Assumption A.
(i) Assume that ϕ ∈ A1(X ). Then, there exist positive constants c1 and c2 such that,
for all f ∈ BMOϕA(X ), balls B and λ ∈ (0,∞),
ϕ
({
x ∈ B : |f(x)−AtBf(x)|
ϕ(x, ‖χB‖−1Lϕ(X ))
> λ
}
, ‖χB‖−1Lϕ(X )
)
(4.15)
≤ c1 exp
{
− c2λ‖χB‖Lϕ(X )‖f‖BMOϕA(X )
}
,
where tB := r
m
B and m is as in (3.4).
36 Shaoxiong Hou, Dachun Yang and Sibei Yang
(ii) Assume that ϕ ∈ Ap1(X ) for some p1 ∈ (1,∞) and p(ϕ) ≤ 1 + 1[r(ϕ)]′ , where p(ϕ)
and r(ϕ) are, respectively, as in (2.9) and (2.10), and 1/r(ϕ)+1/[r(ϕ)]′ = 1. Then, there
exist positive constants b1 and b2 such that, for all f ∈ BMOϕA(X ), balls B and λ ∈ (0,∞),
ϕ
({
x ∈ B : |f(x)−AtBf(x)|
ϕ(x, ‖χB‖−1Lϕ(X ))
> λ
}
, ‖χB‖−1Lϕ(X )
)
(4.16)
≤ b1
min
1, b2
[
λϕ(B, ‖χB‖−1Lϕ(X ))
‖χB‖Lϕ(X )‖f‖BMOϕA(X )
]−p′1
 .
Proof. Let f ∈ BMOϕA(X ). Fix a ball B0 ⊂ X . In order to prove (4.15) and (4.16), it
suffices to consider the case ‖f‖BMOϕA(X ) > 0. Otherwise, they holds true obviously. Let
t0 := ‖χB0‖−1Lϕ(X ). Without loss of generality, we may assume that
(4.17) ‖f‖BMOϕA(X ) = t0;
otherwise, we replace f by t0f‖f‖
BMO
ϕ
A
(X)
. Thus, we only need to prove that there exist
positive constants c1, c2, b1 and b2 such that, for any λ ∈ (0,∞), when ϕ ∈ A1(X ),
ϕ
({
x ∈ B0 :
|f(x)−AtB0 f(x)|
ϕ(x, t0)
> λ
}
, t0
)
≤ c1e−c2λ(4.18)
and, when ϕ ∈ Ap1(X ) with p1 ∈ (1,∞),
ϕ
({
x ∈ B0 :
|f(x)−AtB0 f(x)|
ϕ(x, t0)
> λ
}
, t0
)
≤ b1
(
min
{
1, b2λ
−p′1
})
,(4.19)
where tB := r
m
B0
.
It is obvious that, when λ ∈ (0, 1), (4.18) and (4.19) hold true for c1 := e, c2 := 1,
b1 := 1 and b2 := 1.
Now, let λ ∈ [1,∞). Let B := B(xB , rB) ⊂ B0 and, for all x ∈ X ,
f0(x) :=
f(x)−AtBf(x)
ϕ(x, t0)
χ10C41B(x),
where C1 is as in (2.1). Similar to the proof of (4.5), by the property of uniformly upper
type 1 of ϕ, Lemma 2.11(i) and (4.17), we know that
‖f0‖L1
ϕ(·,t0)(X )
:=
∫
X
|f0(x)|ϕ(x, t0) dµ(x)(4.20)
. ‖χB‖Lϕ(X )‖f‖BMOϕA(X )
.
ϕ(B, t0)‖χB‖Lϕ(X )‖f‖BMOϕA(X )
ϕ(B, ‖χB‖−1Lϕ(X )t0‖χB‖Lϕ(X ))
.
ϕ(B, t0)‖χB‖Lϕ(X )‖f‖BMOϕA(X )
ϕ(B, ‖χB‖−1Lϕ(X ))t0‖χB‖Lϕ(X )
∼ ϕ(B, t0).
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Let β ∈ (1,∞),
F := {x ∈ X : Mϕ(·,t0)(f0)(x) ≤ β} and Ω := F ∁ = {x ∈ X : Mϕ(·,t0)(f0)(x) > β}.
By [9, Chapter III, Theorem 1.3], we know that there exists a collection of balls, {B1,i}i∈N,
satisfying that
(i) ∪iB1,i = Ω;
(ii) each point of Ω is contained in at most a finite number L of the balls B1,i;
(iii) there exists C ∈ (1,∞) such that CB1,i ∩ F 6= ∅ for each i.
From (i), we deduce that, for any x ∈ B\(∪iB1,i),
|f(x)−AtBf(x)| = |f0(x)|χF (x) ≤Mϕ(·,t0)(f0)(x)χF (x) ≤ β.
By the fact that Mϕ(·,t0) is of weak type (1,1), (i), (ii) and (4.20), we conclude that there
exists a positive constant c3 such that∑
i
ϕ(B1,i, t0) ≤ Lϕ(Ω, t0) . 1
β
‖f0‖L1ϕ(X ) ≤
c3
β
ϕ(B, t0).(4.21)
For any B1,i∩B 6= ∅, we denote by B1,i := B(xB1,i , rB1,i) the ball centered at xB1,i ∈ X
and of radius rB1,i ∈ (0,∞). Notice that d(xB , xB1,i) < C1(rB + rB1,i). If rB < rB1,i , then
d(xB , xB1,i) < 2C1rB1,i . By Lemma 2.12(ii), (2.6), Lemma 2.12(i), (2.4), (4.21) and some
estimates similar to those used in (4.7), we know that there exists a positive constant c˜3
such that
ϕ(B, t0)≤ c˜3
β
(
rB
rB1,i
)α(q−1)
q
ϕ(B, t0),
which further implies that, when β > c˜3, it holds true rB ≥ rB1,i . We now choose
β > c˜3 and hence rB ≥ rB1,i . By this, together with Lemma 2.12(i), (2.4), (2.2), (4.21),
d(xB , xB1,i) < 2C1rB and some estimates similar to those used in (4.8), we find that there
exists a positive constant c4 such that
ϕ(B, t0)≤ c4
β
(
rB
rB1,i
)2np1
ϕ(B, t0).(4.22)
We further choose
β > max{c˜3, c4(10C1)2np1 , 4p′1c3e},(4.23)
where 1/p1+1/p
′
1 = 1. Then, from (4.22), we deduce that rB > 10C1rB1,i which, together
with (2.1), implies that, for any B1,i ∩B 6= ∅, B1,i ⊂ 2C1B.
Now we prove (i) and (ii) separately.
(i) When ϕ ∈ A1(X ), we claim that there exists a positive constant c5 such that, for
any B1,i ∩B 6= ∅ and almost every x ∈ B1,i,
|AtB1,i f(x)−AtBf(x)|
ϕ(x, t0)
≤ c5β.(4.24)
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Indeed, when ϕ ∈ A1(X ), by Definition 2.6, for any ball B˜ ⊂ X and t ∈ (0,∞), we see
that
ϕ(B˜, t)
µ(B˜)
=
1
µ(B˜)
∫
B˜
ϕ(x, t) dµ(x) . ess inf
y∈B˜
ϕ(y, t).
Then, we obtain (4.24) by a procedure similar to that used in the estimates for (4.9).
Let b := c5β. Then, for any λ ∈ (0,∞), we find that{
x ∈ B : |f(x)−AtBf(x)|
ϕ(x, t0)
> λ+ b
}
(4.25)
⊂
⋃
i
({
x ∈ B1,i :
|f(x)−AtB1,i f(x)|
ϕ(x, t0)
> λ
}
⋃{
x ∈ B1,i :
|AtB1,i f(x)−AtBf(x)|
ϕ(x, t0)
> b
})
⊂
⋃
i
{
x ∈ B1,i :
|f(x)−AtB1,i f(x)|
ϕ(x, t0)
> λ
}
.
For any λ ∈ (0,∞), we define σf,B(λ) := ϕ({x ∈ B : |f(x)−AtB f(x)|ϕ(x,t0) > λ}, t0) and
Ff (λ) := supB⊂B0
σf,B(λ)
ϕ(B,t0)
. Then, by (4.25), we know that, for any λ ∈ (0,∞), σf,B(λ+b) ≤∑
i Ff (λ)µ(B1,i), which, together with (4.21) and (4.23), implies that, for any λ ∈ (0,∞),
Ff (λ+ b) ≤ c3
β
Ff (λ) ≤ e−1Ff (λ).
By induction, we know that, for all n ∈ N, Ff (nb) ≤ e1−n. Thus, for any n ∈ N and
λ ∈ [nb, (n+ 1)b), by the fact that Ff is non-increasing, we conclude that
Ff (λ) ≤ Ff (nb) ≤ e1−n < e2−
λ
b .(4.26)
Notice that Ff (λ) ≤ 1. It is obvious that (4.26) holds true for λ ∈ [1, b). Thus, (4.18)
always holds true, which completes the proof of Theorem 4.9(i).
(ii) In this case, by Assumption A and p(ϕ) ≤ 1 + 1[r(ϕ)]′ , we see that there exist n ∈
[n0,∞), N ∈ [N0,∞), α ∈ [0, α0], p1 ∈ [p(ϕ),∞), p ∈ (0, i(ϕ)] and q ∈ (1, r(ϕ)] such that
X satisfies (2.2), (2.4) and (2.6), respectively, for n, N and α, ϕ ∈ Ap1(X ), ϕ is of uniformly
lower type p, ϕ ∈ RHq(X ), p1 − 1− q−1q ≤ 0 and M > n+ 2np1p +N − n(q−1)q − α > np1.
We claim that there exists a positive constant c˜5 such that, for any B1,i ∩ B 6= ∅ and
almost every x ∈ B1,i,
|AtB1,i f(x)−AtBf(x)|
ϕ(x, t0)
≤ c˜5βϕ(B1,i, t0)
ϕ(x, t0)µ(B1,i)
.(4.27)
Indeed, from Assumption A, it follows that, for almost every x ∈ X ,
(4.28) AtB1,i f(x)−AtBf(x) = AtB1,i (f −AtBf)(x) +
[
A(tB1,i+tB)f(x)−AtBf(x)
]
.
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By some estimates similar to those used in the proof of Proposition 3.8 (see (3.14),
(3.15) and (3.16)), (4.17), Lemma 2.12(i), (2.13) and p1 − 1 − q−1q ≤ 0, we find that, for
almost every x ∈ B1,i,
∣∣∣A(tB1,i+tB )f(x)−AtBf(x)∣∣∣.
‖χ
B(x,t
1/m
B1,i
)
‖Lϕ(X )
µ(B(x, t
1/m
B ))
‖f‖BMOϕA(X )(4.29)
.
‖χB1,i‖Lϕ(X )
µ(B)
ϕ(B0, t0)
‖χB0‖Lϕ(X )
.
[
µ(B0)
µ(B1,i)
]p1 ϕ(B1,i, t0)
µ(B)
‖χB1,i‖Lϕ(X )
‖χB0‖Lϕ(X )
.
ϕ(B1,i, t0)
µ(B1,i)
[
µ(B0)
µ(B1,i)
]p1−1− q−1q
.
βϕ(B1,i, t0)
µ(B1,i)
.
From this and (4.28), it follows that, to prove (4.27), we only need to show that, for almost
every x ∈ B1,i,
|AtB1,i (f −AtBf)(x)| .
βϕ(B1,i, t0)
µ(B1,i)
.
Following the estimates same as those used in (4.12), we still divide |AtB1,i (f−AtBf)(x)|
into two parts I and II same as in (4.12).
By M > n+ np1 −α and some estimates similar to those used in (4.13) and (4.14), we
know that I . βϕ(B1,i,t0)µ(B1,i) , the details being omitted.
By M > n+ 2np1p +N − n(q−1)q − α > np1 and the arguments similar to those used in
the estimate II of Theorem 4.2, we obtain II . βϕ(B1,i,t0)µ(B1,i) , the details being omitted again.
Thus, (4.27) holds true.
For λ ∈ (0,∞), we write{
x ∈ B : |f(x)−AtBf(x)|
ϕ(x, t0)
> λ
}
(4.30)
⊂
⋃
i
({
x ∈ B1,i :
|f(x)−AtB1,if(x)|
ϕ(x, t0)
>
λ
2
}
⋃{
x ∈ B1,i :
|AtB1,i f(x)−AtBf(x)|
ϕ(x, t0)
>
λ
2
})
.
By Lemma 4.8 and (4.27), we know that there exists a positive constant c6 such that,
for any λ ∈ (0,∞),
ϕ
({
x ∈ B :
|AtB1,i f(x)−AtBf(x)|
ϕ(x, t0)
>
λ
2
}
, t0
)
(4.31)
≤ ϕ
({
x ∈ B : Mϕ
(
1
ϕ(x, t0)
χB1,i(x)
)
>
λµ(B1,i)
2c˜5βϕ(B1,i, t0)
}
, t0
)
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≤ c6
(
β
λ
)p′1
ϕ(B1,i, t0).
We also define σf,B(λ) := ϕ({x ∈ B : |f(x)−AtBf(x)|ϕ(x,t0) > λ}, t0) and
Ff (λ) := sup
B⊂B0
σf,B(λ)
ϕ(B, t0)
.
Then, from (4.30), (4.31) and (4.21), it follows that, for any λ ∈ (0,∞)
σf,B(λ)≤
[
Ff
(
λ
2
)
+ c6
(
β
λ
)p′1]∑
i
ϕ(B1,i, t0)
≤ c3
β
[
Ff
(
λ
2
)
+ c6
(
β
λ
)p′1]
ϕ(B, t0),
which, together with (4.23), implies that there exists a positive constant c7 such that, for
any λ ∈ (0,∞), Ff (λ) ≤ 4p′1Ff (λ2 ) + c7λ−p
′
1 .
By induction, we see that, for all m ∈ Z+ and λ ∈ (c7, 2c7],
Ff (2
mλ) ≤ (2c7)p′1(2mλ)−p′1
which implies that (4.19) holds true and hence completes the proof of Theorem 4.9.
Remark 4.10. (i) Theorem 4.9(i) completely covers [17, Theorem 3.1] and [45, Theorem
3.1], respectively, by taking ϕ, respectively, as in (1.1) and (1.2). Moreover, Theorem
4.9(i) completely covers [6, Theorem 3.6] by taking ϕ as in (1.3).
(ii) Theorem 4.9(ii) is new even when ϕ is as in (1.4).
(iii) Let ϕ be as in Definition 2.7 and satisfy (4.1). If ϕ ∈ A1(X ), then (4.15) can be
deduced from (4.2).
Indeed, assume that f ∈ BMOϕA(X ) and (4.2) holds true. Then, by ϕ ∈ A1(X ), we see
that, for any ball B ⊂ X and t ∈ (0,∞), ϕ(B,t)µ(B) . ess inf x∈B ϕ(x, t), which, together with
(4.2), implies that
µ
({
x ∈ B : |f(x)−AtBf(x)|
ϕ(x, ‖χB‖−1Lϕ(X ))
> λ
})
. µ
({
x ∈ B : |f(x)−AtBf(x)| >
λϕ(B, ‖χB‖−1Lϕ(X ))
µ(B)
})
. µ(B) exp
{
− c2λ‖χB‖Lϕ(X )‖f‖BMOϕA(X )
}
,
where c2 is as in (4.2). This, together with Lemma 2.12(ii), implies that (4.15) holds true.
However, when ϕ /∈ A1(X ), the relationship between Theorems 4.2 and 4.9 is still
unclear.
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Now, we introduce the space B˜MO
ϕ, p˜
A (X ) for p˜ ∈ [1,∞).
Definition 4.11. Let X be a space of homogeneous type, ϕ as in Definition 2.7, M(X )
as in (3.3) and {At}t>0 a generalized approximation to the identity satisfying (3.4) and
(3.5). Let p˜ ∈ [1,∞). The space B˜MOϕ, p˜A (X ) is defined as the set of all f ∈ M(X ) such
that
‖f‖
B˜MO
ϕ, p˜
A (X )
:= sup
B⊂X
1
‖χB‖Lϕ(X )

∫
B
∣∣∣∣∣ f(x)−AtBf(x)ϕ(x, ‖χB‖−1Lϕ(X ))
∣∣∣∣∣
p˜
ϕ
(
x, ‖χB‖−1Lϕ(X )
)
dµ(x)

1
p˜
< ∞,
where the supremum is taken over all balls B in X , tB := rmB and rB denotes the radius
of the ball B.
By Theorem 4.9, we obtain the following conclusion.
Theorem 4.12. Let X be a space of homogeneous type with degree (α0, n0, N0), where
α0, n0 and N0 are as in (2.7), (2.3) and (2.5), respectively, ϕ as in Definition 2.7 and
{At}t>0 satisfy Assumption A.
(i) Assume that ϕ ∈ A1(X ). For different p˜ ∈ [1,∞), the spaces B˜MO
ϕ, p˜
A (X ) coincide
with equivalent norms.
(ii) Assume that p(ϕ) ≤ 1 + 1[r(ϕ)]′ , where p(ϕ) and r(ϕ) are, respectively, as in (2.9)
and (2.10). For different p˜ ∈ [1, [p(ϕ)]′), the spaces B˜MOϕ, p˜A (X ) coincide with equivalent
norms.
Proof. For any f ∈ B˜MOϕ, p˜A (X ) with p˜ ∈ [1,∞), by Ho¨lder’s inequality and some esti-
mates similar to those used in the proof of Theorem 4.6, we see that f ∈ BMOϕA(X ) and
‖f‖BMOϕA(X ) ≤ ‖f‖B˜MOϕ,p˜A (X ), the details being omitted.
Conversely, let f ∈ BMOϕA(X ). Now we prove (i) and (ii) separately.
(i) In this case, ϕ ∈ A1(X ). From this, Theorem 4.9(i) and some estimates sim-
ilar to those used in the proof of Theorem 4.6, it follows that f ∈ B˜MOϕ, p˜A (X ) and
‖f‖
B˜MO
ϕ, p˜
A (X )
. ‖f‖BMOϕA(X ), the details being omitted. This finishes the proof of (i).
(ii) In this case, let p˜ ∈ (1, [p(ϕ)]′). By the definition of p(ϕ), we see that ϕ ∈ Ap˜′(X ).
Moreover, let p1 ∈ (p(ϕ), p˜′). Then, ϕ ∈ Ap1(X ) and p˜ < p′1 < [p(ϕ)]′. By Theorem 4.9(ii),
we find that, for any B ⊂ X and t ∈ (0,∞),∫
B
∣∣∣∣∣ f(x)−AtBf(x)ϕ(x, ‖χB‖−1Lϕ(X ))
∣∣∣∣∣
p˜
ϕ
(
x, ‖χB‖−1Lϕ(X )
)
dµ(x)
= p˜
∫ ∞
0
λp˜−1ϕ
({
x ∈ B : |f(x)−AtBf(x)|
ϕ(x, ‖χB‖−1Lϕ(X ))
> λ
}
, ‖χB‖−1Lϕ(X )
)
dλ
. p˜
∫ ∞
0
λp˜−1min
1, C
(
λ
‖χB‖Lϕ(X )‖f‖BMOϕA(X )
)−p′1 dλ
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.
∫ C1/p′1‖χB‖Lϕ(X)‖f‖BMOϕ
A
(X)
0
λp˜−1 dλ
+
∫ ∞
C1/p
′
1‖χB‖Lϕ(X)‖f‖BMOϕ
A
(X)
λp˜−p
′
1−1‖χB‖p
′
1
Lϕ(X ) dλ .
[
‖χB‖Lϕ(X )‖f‖BMOϕA(X )
]p˜
,
which implies that f ∈ B˜MOϕ, p˜A (X ) and ‖f‖
B˜MO
ϕ, p˜
A (X )
. ‖f‖BMOϕA(X ), and hence com-
pletes the proof of Theorem 4.12.
Remark 4.13. (i) It is easy to see that, when ϕ(x, t) := ts, with s ∈ (0, 1], for all x ∈ X
and t ∈ [0,∞), the spaces BMOϕ, p˜(X ) and B˜MOϕ, p˜(X ), with p˜ ∈ [1,∞), are same. Thus,
Theorem 4.12 also completely covers [17, Theorem 3.4] and [45, Theorem 3.4] by taking
ϕ, respectively, as in (1.1) and (1.2).
(ii) Theorem 4.12 is new even when ϕ is as in (1.4).
5 Equivalence of BMOϕ(Rn) and BMOϕ√
∆
(Rn)
In this section, by the ϕ-Carleson measure characterization of BMOϕ(Rn) established
in [22], the boundedness of the classical Littlewood-Paley g-function on L2(Rn), and the
John-Nirenberg inequality obtained in Theorems 4.2 or 4.9, we show that, when X := Rn,
the new Musielak-Orlicz BMO-type space BMOϕ√
∆
(Rn), associated with {At}t>0 given
by the Poisson kernel, is equivalent to the Musielak-Orlicz BMO-type space BMOϕ(Rn)
introduced by Ky [28]. We begin with some notions.
Let ∆ := −∑ni=1 ∂2xi denote the Laplace operator on Rn and {e−t√∆}t>0 be the corre-
sponding Poisson semigroup. Observe that, if f is a function belonging to the set
M√∆(X ) := {f ∈ L1loc(Rn) : f(x)(1 + |x|n+1)−1 ∈ L1(Rn)},
then we can define the generalized approximation to the identity {At}t>0 by the Poisson
integral as follows: for all t ∈ (0,∞) and x ∈ Rn,
Atf(x) := Ptf(x) :=
∫
Rn
pt(x− y)f(y) dy,
where, for all t ∈ (0,∞) and x ∈ Rn,
pt(x) :=
cnt
(t2 + |x|2)(n+1)/2 and cn :=
Γ[(n + 1)/2]
π(n+1)/2
.
In this case, we have the following assumption for ϕ.
Assumption B. Let ϕ be as in Definition 2.7 and satisfy
2np(ϕ)
i(ϕ)
− n[r(ϕ)− 1]
r(ϕ)
< n+ 1,
where p(ϕ), i(ϕ) and r(ϕ) are, respectively, as in (2.9), (2.8) and (2.10).
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Remark 5.1. From Assumption B, we deduce that the Poisson kernel satisfies the As-
sumption A and that p(ϕ) ≤ 1 + 1[r(ϕ)]′ in Theorem 4.9(ii) automatically holds true.
Moreover, m in (3.4) and (3.5) is equal to 1. Then, it is easy to see that {Pt}t>0 satisfies
(3.4), (3.5) and (3.22).
For any f ∈ Lp(Rn) with p ∈ [1,∞], Ptf = e−t
√
∆f . We use BMOϕ√
∆
(Rn) to denote
BMOϕA(R
n) space associated with the Poisson semigroup {e−t
√
∆}t>0.
Now, we recall the ϕ-Carleson measure introduced in [22].
Definition 5.2. Let ϕ be as in Definition 2.7. A measure dµ on Rn+1+ is called a ϕ-
Carleson measure, if
‖dµ‖ϕ := sup
B⊂Rn
|B|1/2
‖χB‖Lϕ(Rn)
{∫
B̂
|dµ(x, t)|
}1/2
<∞,
where the supremum is taken over all balls B ⊂ Rn,
B̂ := {(x, t) ∈ Rn+1+ : x ∈ B, t ∈ (0, rB)}
and rB denotes the radius of the ball B.
Let φ ∈ S(Rn) be a radial real-valued function satisfying that∫
Rn
φ(x)xγ dx = 0
for all γ ∈ Zn+ with |γ| ≤ s, where s ∈ Z+, s ≥ ⌊n[p(ϕ)/i(ϕ)− 1]⌋ and, for all ξ ∈ Rn \{0},∫ ∞
0
|φ̂(tξ)|2 dt
t
= 1,(5.1)
where φ̂ denotes the Fourier transform of φ.
The following ϕ-Carleson measure characterization of BMOϕ(Rn) is just [22, Theorem
5.3].
Lemma 5.3. Let ϕ be as in Definitions 2.7 and φ as above.
(i) Assume that b ∈ BMOϕ(Rn) and q(ϕ)[r(ϕ)]′ ∈ (1, 2). Then
dµ(x, t) := |φt ∗ b(x)|2 dx dt
t
is a ϕ-Carleson measure on Rn+1+ ; moreover, there exists a positive constant C, indepen-
dent of b, such that ‖dµ‖ϕ ≤ C‖b‖BMOϕ(Rn).
(ii) Assume that np(ϕ) < (n + 1)i(ϕ). Let b ∈ L2loc (Rn) and, for all (x, t) ∈ Rn+1+ ,
dµ(x, t) := |φt ∗ b(x)|dxdtt be a ϕ-Carleson measure on Rn+1+ . Then b ∈ BMOϕ(Rn) and,
moreover, there exists a positive constant C, independent of b, such that ‖b‖BMOϕ(Rn) ≤
C‖dµ‖ϕ.
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Remark 5.4. Actually, if we replace p(ϕ)[r(ϕ)]′ ∈ (1, 2) by (4.1), then Lemma 5.3(i) still
holds true. To this end, we need to use a John-Nirenberg inequality on BMOϕ(Rn) similar
to Theorem 4.2, which further leads to Lemma 5.3(i) with the assumption p(ϕ)[r(ϕ)]′ ∈
(1, 2) replaced by (4.1). In this way, (4.1) is needed. We omit the details.
The main result of this section is as follows. Recall that the space K√∆(Rn) is defined
as in Remark 3.4(i) with A and X replaced, respectively, by {e−t
√
∆}t>0 and Rn.
Theorem 5.5. Let ϕ satisfy Assumption B.
(i) If ϕ additionally satisfies (4.1) or p(ϕ)[r(ϕ)]′ ∈ (1, 2), where p(ϕ) and r(ϕ) are,
respectively, as in (2.9) and (2.10), then, for any f ∈ BMOϕ√
∆
(Rn),∣∣∣∣t ∂∂tPt(I − Pt)f(x)
∣∣∣∣2 dxdtt
is a ϕ-Carleson measure on Rn+1+ .
(ii) Assume further that np(ϕ) < (n+1)i(ϕ), where i(ϕ) is as in (2.8). Then the spaces
BMOϕ(Rn) and BMOϕ√
∆
(Rn) (modulo K√∆(Rn)) coincide with equivalent norms.
Proof. To prove (i), by Definition 5.2, it suffices to prove that, for any ball B ⊂ Rn,
|B|
‖χB‖2Lϕ(Rn)
∫
B̂
∣∣∣∣t ∂∂tPt(I − Pt)f(x)
∣∣∣∣2 dxdtt . ‖f‖2BMOϕ√∆(Rn).(5.2)
Let B := B(xB, rB). Recall that, in this case, m = 1, where m is as in (3.4) and (3.5).
Thus, tB = rB . Notice that I − Pt = (I − Pt)(I − PtB ) + (I − Pt)PtB . Then, we have
t
∂
∂t
Pt(I − Pt) = t ∂
∂t
Pt(I − Pt)(I − PtB ) + t
∂
∂t
Pt(I − Pt)PtB(5.3)
= t
∂
∂t
Pt(I − Pt)(I − PtB ) + t
∂
∂t
P(2t+tB)/2(PtB/2 − P(2t+tB )/2).
Once we prove that
|B|
‖χB‖2Lϕ(Rn)
∫
B̂
∣∣∣∣t ∂∂tPt(I − Pt)(I − PtB )f(x)
∣∣∣∣2 dxdtt . ‖f‖2BMOϕ√∆(Rn)(5.4)
and
|B|
‖χB‖2Lϕ(Rn)
∫
B̂
∣∣∣∣t ∂∂tP(2t+tB )/2(PtB/2 − P(2t+tB)/2)f(x)
∣∣∣∣2 dxdtt . ‖f‖2BMOϕ√∆(Rn),(5.5)
by (5.3), we then conclude that (5.2) holds true, which is obvious.
To show (5.4) and (5.5), we borrow some ideas from [17, pp. 1393-1395].
It is easy to see that, for any f ∈ ∪p≥1Lp(Rn),
g(f, x) :=
(∫ ∞
0
∣∣∣∣t ∂∂tPt(I − Pt)f(x)
∣∣∣∣2 dtt
) 1
2
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is the Littlewood-Paley g-function. By [26, p. 80], we know that g is bounded on L2(Rn).
Let b1 := (I −PtB )fχ2B and b2 := (I −PtB )fχ(2B)∁ . If ϕ satisfies (4.1), by Proposition
3.7, Theorem 4.6, (2.12), (2.13) and the boundedness of g on L2(Rn), we find that
|B|
‖χB‖2Lϕ(Rn)
∫
B̂
∣∣∣∣t ∂∂tPt(I − Pt)b1(x)
∣∣∣∣2 dxdtt(5.6)
≤ |B|‖χB‖2Lϕ(Rn)
∫
Rn+1+
∣∣∣∣t ∂∂tPt(I − Pt)b1(x)
∣∣∣∣2 dxdtt
.
|B|
‖χB‖2Lϕ(Rn)
‖b1‖2L2(Rn) ∼
|B|
‖χB‖2Lϕ(Rn)
∫
2B
|(I − PtB )f(x)|2 dx
.
|B|
‖χB‖2Lϕ(Rn)
{∫
2B
|(I − Pt2B )f(x)|2 dx
+
∫
2B
[‖χB(x,rB)‖Lϕ(Rn)
|B| ‖f‖BMOϕ√∆(Rn)
]2
dx
}
. ‖f‖2BMOϕ√
∆
(Rn).
If p(ϕ)[r(ϕ)]′ ∈ (1, 2), we see that [p(ϕ)]′ > 2 and r(ϕ) > 2([p(ϕ)]′−1)[p(ϕ)]′−2 . From this and
the definition of r(ϕ), we deduce that there exists p˜ ∈ (2, [p(ϕ)]′) such that r(ϕ) > 2(p˜−1)p˜−2
and hence ϕ ∈ RH2(p˜−1)/(p˜−2)(Rn). By this, Ho¨lder’s inequality and Theorem 4.12, we
conclude that∫
2B
|(I − Pt2B )f(x)|2 dx(5.7)
=
∫
2B
∣∣∣∣∣ (I − Pt2B )f(x)ϕ(x, ‖χ2B‖−1Lϕ(Rn)
∣∣∣∣∣
2 [
ϕ
(
x, ‖χ2B‖−1Lϕ(Rn)
)] 2
p˜
[
ϕ
(
x, ‖χ2B‖−1Lϕ(Rn)
)]2(p˜−1)
p˜
dx
=
∫
2B
∣∣∣∣∣ (I − Pt2B )f(x)ϕ(x, ‖χ2B‖−1Lϕ(Rn))
∣∣∣∣∣
p˜
ϕ
(
x, ‖χ2B‖−1Lϕ(Rn)
)
dx
 2p˜
×
{∫
2B
[
ϕ
(
x, ‖χ2B‖−1Lϕ(Rn)
)] 2(p˜−1)
p˜−2
dx
} p˜−2
p˜
.
‖χ2B‖2Lϕ(Rn)
|2B| ‖f‖
2
BMOϕ√
∆
(Rn) ∼
‖χB‖2Lϕ(Rn)
|B| ‖f‖
2
BMOϕ√
∆
(Rn).
On the other hand, by Assumption B, we see that there exist p1 ∈ [p(ϕ),∞), p ∈ (0, i(ϕ)]
and q ∈ (1, r(ϕ)] such that ϕ ∈ Ap1(X ), ϕ is of uniformly lower type p, ϕ ∈ RHq(X ) and
2np1
p − n(q−1)q < n+ 1. From this, we further deduce that n < np1p < n+ 1, which implies
that np1p − n− 1 < 0 and 2np1p − n(q−1)q − n− 1 < 0.
For any x ∈ B and y ∈ (2B)∁, it holds true that |x − y|n+1 > rn+1B = tn+1B . This,
together with Proposition 3.7, (2.12), (2.13), np1p − n − 1 < 0, 2np1p − n(q−1)q − n − 1 < 0
and some estimates similar to those used in the proof of Proposition 3.9, implies that∣∣∣∣ |B|‖χB‖Lϕ(Rn) t ∂∂tPt(I − Pt)b2(x)
∣∣∣∣
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|B|
‖χB‖Lϕ(Rn)
∫
Rn\2B
t
(t2 + |x− y|n+1) |(I − PtB )f(y)| dy
.
(
t
tB
)(
tB|B|
‖χB‖Lϕ(Rn)
)∫
Rn\2B
|(I − PtB )f(y)|
|x− y|n+1 dy
.
(
t
tB
)(
tn+1B
‖χB‖Lϕ(Rn)
) ∞∑
k=1
∫
2k+1B\2kB
[ |f(y)− Pt
2k+1B
f(y)|
|x− y|n+1
+
|Pt
2k+1B
f(y)− PtBf(y)|
|x− y|n+1
]
dy
.
(
t
tB
) ∞∑
k=1
[
‖χ2k+1B‖Lϕ(Rn)
2k(n+1)‖χB‖Lϕ(Rn)
+2
k(
np1
p
−n)
∫
2k+1B\2kB
‖χB(y,tB)‖Lϕ(Rn)
|B(y, tB)| dy
]
‖f‖BMOϕ√
∆
(Rn)
.
(
t
tB
) ∞∑
k=1
[
2
k(
np1
p
−n−1)
+ 2
k(
2np1
p
−n(q−1)
q
−n−1)
]
‖f‖BMOϕ√
∆
(Rn)
.
(
t
tB
)
‖f‖BMOϕ√
∆
(Rn).
From this, we further deduce that
|B|
‖χB‖2Lϕ(Rn)
∫
B̂
∣∣∣∣t ∂∂tPt(I − Pt)b2(x)
∣∣∣∣2 dxdtt
=
1
|B|
∫
B̂
∣∣∣∣ |B|‖χB‖Lϕ t ∂∂tPt(I − Pt)b2(x)
∣∣∣∣2 dxdtt
.
‖f‖2
BMOϕ√
∆
(Rn)
t2B |B|
∫
B̂
t dxdt . ‖f‖2BMOϕ√
∆
(Rn).
By this and (5.6) or (5.7), we conclude that (5.4) holds true.
Now we prove (5.5). For any t ∈ (0, rB), it follows, from Proposition 3.7, that, for any
x ∈ Rn,
|PtB/2f(x)− P(2t+tB )/2f(x)| .
‖χB(x,tB/2)‖Lϕ(Rn)
|B(x, tB/2)| ‖f‖BMO
ϕ√
∆
(Rn).(5.8)
Moreover, it is easy to show that the kernel kt,tB of the operator Tt,tB = t
∂
∂tP(2t+tB )/2
satisfies that, for all x, y ∈ Rn,
|kt,tB (x, y)| .
(
t
tB
)
tB
tn+1B + |x− y|n+1
.
By this and (5.8), similar to the proof of (5.4), we see that
|B|
‖χB‖2Lϕ(Rn)
∫
B̂
∣∣∣∣t ∂∂tP(2t+tB )/2(PtB/2 − P(2t+tB )/2)f(x)
∣∣∣∣2 dxdtt
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|B|
t2B‖χB‖2Lϕ(Rn)
∫
B̂
t
∣∣∣∣∣
∫
Rn
tB
tn+1B + |x− y|n+1
|(PtB/2 − P(2t+tB)/2)f(y)| dy
∣∣∣∣∣
2
dxdt
.
1
t2B |B|
∫
B̂
t
∣∣∣∣∣ |B|‖χB‖Lϕ(Rn)
∫
Rn
tB
tn+1B + |x− y|n+1
|(PtB/2 − P(2t+tB)/2)f(y)| dy
∣∣∣∣∣
2
dxdt
.
‖f‖2
BMOϕ√
∆
t2B|B|
∫
B̂
t dxdt . ‖f‖2BMOϕ√
∆
(Rn),
which implies that (5.5) holds true and hence completes the proof of (i).
Now we prove (ii). From Proposition 3.5, it follows that BMOϕ(Rn) ⊂ BMOϕ√
∆
(Rn).
Thus, we only need to prove the reverse inclusion. For any f ∈ BMOϕ√
∆
(Rn), by (i), we
see that
∣∣t ∂∂tPt(I − Pt)f(x)∣∣2 dxdtt is a ϕ-Carleson measure on Rn+1+ . Let φt(·) := t−nφ(·/t)
be the kernel of the operator t ∂∂tPt(I − Pt). Then, φ satisfies that∫
Rn
φ(x) dx = 0 and
∫ ∞
0
|φ̂(tξ)|2 dt
t
=
π
3
for all ξ ∈ Rn \ {0}. Notice that the condition ∫∞0 |φ̂(tξ)|2 dtt = 1 for all ξ ∈ Rn \ {0} in
(5.1) can be replaced by
∫∞
0 |φ̂(tξ)|2 dtt = c for all ξ ∈ Rn \ {0}, where c is some positive
constant (see [22]). Then, from Lemma 5.3(ii) and the conclusion of (i), we deduce that
f ∈ BMOϕ(Rn) and ‖f‖BMOϕ(Rn) . ‖f‖BMOϕ√
∆
(Rn), which completes the proof of Theorem
5.5.
Remark 5.6. Theorem 5.5 completely covers [17, Theorem 2.14] by taking ϕ as in (1.1)
with X replaced by Rn. Moreover, Theorem 5.5 is also new even when ϕ is as in (1.2)
with X replaced by Rn.
Next, we consider the space BMOϕA(R
n) associated with the generalized approximation
to the identity {At}t>0 acting on the function f which satisfies that∫
Rn
|f(x)|e−|x|dx <∞.
Here, the generalized approximation to the identity {At}t>0 is given by setting, for all
t ∈ (0,∞) and x ∈ Rn,
Atf(x) := Htf(x) :=
∫
Rn
ht(x− y)f(y)dy
and, for all x, y ∈ Rn,
ht(x− y) := 1
(4πt)n/2
e−|x−y|
2/4t.
It is easy to see that {Ht}t>0 satisfies (3.4) and (3.5). Notice that, for any f ∈ Lp(Rn)
with p ∈ [1,∞], Htf = e−t∆f . Then, as above, we use BMOϕ∆(Rn) to denote BMOϕA(Rn)
associated with the heat semigroup {e−t∆}t>0. By making some minor modifications on
the proof of Theorem 5.5, we obtain the following theorem, the details being omitted.
Recall that the space K∆(Rn) is defined as in Remark 3.4(i) with A and X replaced,
respectively, by {e−t∆}t>0 and Rn.
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Theorem 5.7. Let ϕ be as in Definition 2.7 and satisfy np(ϕ) < (n + 1)i(ϕ), where
p(ϕ) and i(ϕ) are, respectively, as in (2.9) and (2.8). If ϕ additionally satisfies (4.1) or
p(ϕ)[r(ϕ)]′ ∈ (1, 2), where r(ϕ) is as in (2.10), then the spaces BMOϕ(Rn) and BMOϕ∆(Rn)
(modulo K∆(Rn)) coincide with equivalent norms.
By Theorems 3.12, 3.15, 5.5 and 5.7, we finally obtain the following conclusion.
Corollary 5.8. Let ϕ be as in Definition 2.7 and satisfy np(ϕ) < (n+ 1)i(ϕ) and
2np(ϕ)
i(ϕ)
− n[r(ϕ)− 1]
r(ϕ)
< n+ 1,
where n, p(ϕ), i(ϕ), N , r(ϕ) and α are, respectively, as in (2.2), (2.9), (2.8), (2.4), (2.10)
and (2.6). If ϕ additionally satisfies (4.1) or p(ϕ)[r(ϕ)]′ ∈ (1, 2), then the spaces
BMOϕ(Rn), BMOϕ√
∆
(Rn), BMOϕ√
∆,max
(Rn), B˜MO
ϕ√
∆(R
n), BMOϕ∆(R
n),
BMOϕ∆,max(R
n) and B˜MO
ϕ
∆(R
n) coincide with equivalent norms.
Remark 5.9. We point out that Theorem 5.7 and Corollary 5.8 completely cover [17,
Theorem 2.15 and Corollary 2.16] by taking ϕ, respectively, as in (1.1) and (1.2) with X
replaced by Rn.
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