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Introduction
Cette the`se a pour finalite´ de de´montrer l importance de la commande non line´aire
fonde´e sur la platitude applique´e sur un syste`me de production et d’injection sur le
re´seau d’e´nergie e´olienne. A` l’heure actuelle, l’inte´reˆt porte´ aux e´nergies propres et
durables a oriente´ les recherches vers les e´nergies renouvelables. Il existe diffe´rentes
sources d’e´nergie renouvelables : l’e´nergie solaire, l’e´nergie du vent, l’e´nergie cine´tique
des vagues, l’e´nergie hydraulique... Notre recherche porte exclusivement sur l’e´nergie
e´olienne.
Cette dernie`re est disponible dans la plupart des pays du monde et son exploita-
tion est en progression. En France 1, le parc e´olien installe´ a atteint fin mars 2013 une
puissance de 7 667 MW. En Allemagne, 6.04 % de la consommation totale d’e´lectricite´
provient de l’e´nergie du vent. On y de´nombrait, en 2010, 21 067 installations e´oliennes.
Aux Pays-Bas, le gouvernement a adopte´ en 2001 une politique de re´duction des e´mis-
sions de CO2 et souhaite limiter sa de´pendance aux e´nergies fossiles. Par l’installation
de parcs e´oliens offshore, il souhaite d’ici 2020 amener a` 10 % la part des e´nergies re-
nouvelables dans la production totale d’e´nergie du pays. La Grande-Bretagne de´tient le
plus grand parc e´olien offshore au monde. Son gouvernement ambitionne d’atteindre en
2018 une production d’e´nergie e´olienne supe´rieure a` celle du nucle´aire. Enfin, les E´tats-
Unis prenaient en 2008 la premie`re place en terme de capacite´ de production d’e´nergie
e´olienne, avec 25 170 MW installe´s 2. En 2008, les E´tats-Unis sont devenus le premier
pays pour la capacite´ d’e´nergie e´olienne avec 25170 MW installe´s.
Cependant, les sources d’e´nergies renouvelables apparaissent bien moins rentables
e´conomiquement que celles des e´nergies nucle´aires et fossiles, dont l’exploitation est
largement re´pandue dans le monde, et leur de´veloppement s’en trouve ainsi freine´.
Les avance´es technologiques dans le domaine des e´nergies renouvelables permettent
d’ame´liorer le rendement des syste`mes de production. Elles pre´sentent donc un inte´reˆt
e´conomique majeur et vont favoriser le de´veloppement de ces e´nergies. Par ailleurs,
contrairement aux sources d’e´nergies fossiles ou nucle´aires, qui sont de grandes ins-
tallations industrielles et peuvent comptabiliser des puissances de plusieurs gigawatts,
les sources d’e´nergies renouvelables sont re´duites. Elles ne de´passent en ge´ne´ral pas
la dizaine de me´gawatts par unite´ de production 3, voire moins si l’on envisage de
1. http ://www.developpement-durable.gouv.fr/Tableau-de-bord-eolien,32849.html
2. E´nergie e´olienne aux E´tats-Unis http ://fr.wikipedia.org/.
3. On peut arriver a` quelques centaines de me´gawatts pour les ≪ fermes ≫ qui regroupent jusqu’a`
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de´velopper les e´nergies renouvelables chez les particuliers. Cela a des conse´quences
sur le re´seau e´lectrique de distribution : il a e´te´ conc¸u a` une e´poque ou` la production
e´tait centralise´e. Avec le de´veloppement des e´nergies renouvelables, la production et
la consommation d’e´nergie sont de´centralise´es. La re´gulation du re´seau, c’est-a`-dire le
maintien des bonnes conditions de fonctionnement (fre´quence, tension, phase...), est lar-
gement plus facile a` re´aliser lorsque les acteurs de production sont peu nombreux sur
le re´seau. De plus, les sources d’e´nergies renouvelables sont par nature intermittentes
et variables : intermittentes car la source n’est pas toujours disponible (pas de vent,
pas de soleil, pas de courant marin....) ; variables car le niveau de production de´pend
pour une large part des conditions climatiques instantane´es. Cela a pour conse´quence
que les sources d’e´nergies renouvelables ne pourront pas eˆtre connecte´es sur le re´seau
e´lectrique sans re´glage. Pour comprendre le besoin de re´glage de l’e´nergie produite
par une source renouvelable, il faut tout d’abord comprendre le principe de ge´ne´ration
de l’e´nergie e´lectrique a` partir d’une source renouvelable. Le principe de fonctionne-
ment d’un syste`me de ge´ne´ration renouvelable est similaire a` celui d’une source fos-
sile. La source renouvelable est une source d’e´nergie cine´tique (vent, vague, hydrau-
lique, courant marin...) ou photo-voltaı¨que (Soleil). Pour convertir l’e´nergie cine´tique
en e´nergie e´lectrique, on a besoin d’un ge´ne´rateur e´lectrique et d’un syste`me d’adap-
tation me´canique. Pour convertir l’e´nergie photo-voltaı¨que en e´nergie e´lectrique, on a
besoin d’un panneau solaire. La tension e´lectrique en sortie d’un ge´ne´rateur entraıˆne´ par
une e´olienne ne peut pas eˆtre connecte´e directement sur le re´seau e´lectrique car elle a
une fre´quence et une amplitude variable. Ces variations en fre´quence et en amplitude
de la tension de sortie du ge´ne´rateur viennent de la nature d’une source renouvelable.
La fre´quence et l’amplitude de sortie e´lectrique de ge´ne´rateur sont variables car elles
sont proportionnelles a` la vitesse de rotation du ge´ne´rateur. Comme cette dernie`re n’est
pas constante a` cause des fluctuations du vent, la fre´quence de la tension de la sortie
e´lectrique du ge´ne´rateur est variable. Dans le syste`me de ge´ne´ration solaire, la sortie
e´lectrique est une tension continue variable a` cause des variations de luminosite´ du
soleil. On conclut que l’e´nergie e´lectrique produite par une source renouvelable doit
passer par une e´tape de re´glage avant l’utilisation. Le re´glage implique l’utilisation d’un
syste`me d’adaptation e´lectrique entre la sortie e´lectrique du ge´ne´rateur ou le panneau
solaire et le re´seau e´lectrique. Le syste`me d’adaptation e´lectrique est un syste`me de
conversion d’e´nergie qui comprend des convertisseurs de puissance. La conception du
syste`me d’adaptation e´lectrique de´pend du type de source renouvelable utilise´e et de la
tension e´lectrique (continue, alternative) de la sortie e´lectrique du syste`me de production
renouvelable.
Cette the`se e´tudie le re´glage d’un syste`me de production e´olien par la commande
non line´aire fonde´e sur la platitude. Bien que plusieurs strate´gies de commande sont de´ja`
traite´es dans la litte´rature, nous allons montrer que la commande par la platitude se dis-
tingue par trois avantages majeurs : Le premier permet de choisir les gains de re´glage des
controˆleurs a` l’aide d’une me´thode claire et syste´matique [18, 20], avec un nombre li-
quelques dizaines d’unite´s de production e´le´mentaires sur un meˆme site.
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mite´ de parame`tres. Le deuxie`me avantage est que la stabilite´ du syste`me est assure´e par
une e´tude pre´cise des dynamiques des erreurs qui conduisent aux re´glages [35, 36, 37].
Ce n’est pas le cas pour la commande classique ou` les gains des bouclages sont sou-
vent de´termine´s a` l’aide d’expe´riences. Le troisie`me avantage majeur de la commande
par la platitude est qu’elle permet de commander le syste`me dans tous les re´gimes de
fonctionnement [18]. Ce type de commande est donc approprie´ au domaine de l’e´nergie
e´olienne ou` les variations sont une nature du syste`me.
Un syste`me de production e´olien compte trois parties essentielles : l’adaptation
me´canique (entre le rotor et le ge´ne´rateur e´lectrique, ce qui constitue l’e´olienne), la
partie ge´ne´ration (constitue´e par le ge´ne´rateur e´lectrique) et l’adaptation e´lectrique (un
syste`me de conversion AC/DC/AC). On a choisi le ge´ne´rateur synchrone a` aimants per-
manents (GSAP) graˆce a` son rendement e´leve´ par rapport au ge´ne´rateur a` induction. De
plus ce ge´ne´rateur n’a pas besoin d’engrenage car il fonctionne avec une large plage de
vitesse [4, 12]. Le syste`me d’adaptation e´lectrique qu’on a choisi pour coupler la sortie
e´lectrique du GSAP avec le re´seau e´lectrique comporte un redresseur a` IGBT, un bus
continu et un onduleur a` IGBT. Ce syste`me d’interface permet de re´gler la vitesse du
GSAP et de minimiser les pertes e´lectriques dans le stator du GSAP graˆce a` la com-
mande du redresseur a` IGBT. Il permet e´galement de re´gler le facteur de puissance de
l’e´nergie injecte´e sur le re´seau e´lectrique graˆce a` la commande de l’onduleur.
Dans le premier chapitre on pre´sente la conception d’un syste`me de ge´ne´ration
d’e´nergie e´olienne puis tous les types d’interfaces e´lectriques utilise´es pour coupler les
diffe´rents types de ge´ne´rateurs sur le re´seau e´lectrique. Les types de ge´ne´rateurs utilise´s
dans la ge´ne´ration e´olienne seront compare´s, le principe d’une strate´gie de production
optimale de puissance (MPPT) sera de´montre´. Finalement, plusieurs strate´gies de com-
mandes pre´sente´es dans la litte´rature seront de´taille´es.
Le deuxie`me chapitre traite l’e´tat de l’art de la commande par la platitude, la de´fini-
tion d’un syste`me plat, la planification des trajectoires dans la commande par platitude
et l’e´tude de la stabilite´ et de la robustesse d’une commande par platitude.
Le troisie`me chapitre est consacre´ a` l’application de la commande par la platitude
sur un syste`me de production e´olien. La mode´lisation de la partie de ge´ne´ration et de la
partie couplage sera e´tudie´e, le mode`le de production (ge´ne´ration) et le mode`le de cou-
plage seront e´tablis comme e´tant plats, la planification des trajectoires de commande
pour chaque mode`le sera donne´e et une strate´gie de production optimale de puissance
ame´liore´e comprenant la minimisation des pertes e´lectriques dans le stator du GSAP
sera propose´e. Les pertes e´lectriques du stator seront minimise´es graˆce a` la planifica-
tion de la trajectoire du courant du stator. Enfin, la commande de la partie couplage
sera re´alise´e par la platitude pour achever un facteur de puissance de´sire´ de la puis-
sance injecte´e sur le re´seau e´lectrique. La platitude sera confirme´e comme une me´thode
de commande efficace permettant de re´soudre le proble`me de l’existence des termes
de couplage dans le mode`le du syste`me de couplage (onduleur-re´seau). L’effet de la
ne´gliger des termes croise´s dans le mode`le de couplage sera discute´.
Le dernier chapitre est consacre´ a` la simulation dans l’environnement Simulink de
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Matlab de l’ensemble du syste`me, a` savoir : la partie de production qui comprend l’en-
semble GSAP-redresseur ; la partie couplage qui comprend l’ensemble onduleur-re´seau
e´lectrique. Les courbes des grandeurs e´lectriques et me´caniques de la partie de produc-
tion seront repre´sente´es et commente´es ainsi que celles de la partie couplage.
Dans une conclusion ge´ne´rale, nous pre´senterons les perspectives qui s’ouvrent pour
comple´ter ce travail et qui offrent un nouvel horizon pour une poursuite de ce travail.
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Chapitre 1
La structure ge´ne´rale d’un syste`me de
production d’e´nergie e´olienne
Les ge´ne´rateurs synchrones a` aimants permanents (GSAP) sont, graˆce a` leurs per-
formances, plus en plus utilise´s dans la production de l’e´nergie e´olienne. Le monde
de´sormais se tourne vers les e´nergies renouvelables, tout particulie`rement les pays eu-
rope´ens, comme l’Allemagne et les Pays-Bas. La France comble e´galement son retard
sur ses voisins. Au niveau re´gional, la Bretagne est la zone franc¸aise ou` nous observons
de nouveaux projets d’e´nergies renouvelables en cours d’installation. Plusieurs labora-
toires de recherches en France consacrent leurs travaux aux e´nergies renouvelables et
proposent des sujets de the`se portant sur celles-ci. Il s’agit de trouver un syste`me de pro-
duction d’e´nergies renouvelables a` la fois e´conomique et fiable. Cette the`se portera sur
la production d’e´nergie e´olienne. Celle-ci devient une source importante dans plusieurs
pays, graˆce au de´veloppement de la commande et de la fabrication des convertisseurs
e´lectroniques, qui permettent de re´duire les couˆts d’installation. Dans ce chapitre, nous
pre´senterons la conception d’un syste`me de production et d’injection d’e´nergie e´olienne
au re´seau e´lectrique. Nous aborderons successivement les diffe´rents types de syste`mes
de conversion d’e´nergie e´olienne et les diffe´rents types de ge´ne´rateurs, leurs avantages
et inconve´nients. La strate´gie de la commande optimale dite ≪ strate´gie de production
optimale de puissance ≫ (MPPT) et ses applications dans la litte´rature seront pre´sente´es.
Enfin, a` la fin du chapitre, nous de´velopperons plusieurs autres strate´gies de commande.
1.1 Les composants essentiels d’un syste`me de produc-
tion d’e´nergie renouvelable
La conversion de l’e´nergie cine´tique du vent en e´nergie e´lectrique passe par les
e´tapes suivantes :
— Conversion cine´tique-me´canique : l’e´nergie cine´tique du vent est convertie en
mouvement de rotation du rotor de l’e´olienne a` l’aide des pales.
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— Conversion me´canique-e´lectrique : l’e´nergie me´canique de rotation du rotor est
convertie en e´nergie e´lectrique a` l’aide d’un ge´ne´rateur e´lectrique.
— Re´glage et adaptation : l’e´nergie e´lectrique produite doit eˆtre adapte´e a` la charge
du ge´ne´rateur a` l’aide d’un syste`me d’interface e´lectrique.
La production de l’e´nergie e´olienne repose donc sur un syste`me spe´cifique. Ce
syste`me se compose en ge´ne´ral de deux parties : une partie me´canique et une partie
e´lectrique.
1.1.1 La partie me´canique
Elle comporte une e´olienne. Le rotor de cette e´olienne est relie´ me´caniquement avec
le rotor du ge´ne´rateur afin de convertir l’e´nergie cine´tique du vent en e´nergie e´lectrique.
L’e´olienne (Fig. 1.1) est compose´e des e´le´ments suivants : maˆt, nacelle, rotor et
e´le´ments annexes.
Moyeu et commande du rotor
Pale
Frein
Multiplicateur
Système de régulation
électrique
Nacelle
Générateur
Système d’orientation
Mat
Armoire de couplage au
réseau électrique
Fondations
FIGURE 1.1 – E´olienne
Le maˆt est un cylindre me´tallique fixe´ de manie`re rigide sur le terrain. Il permet de
placer le rotor a` une hauteur suffisante lui permettant d’eˆtre entraıˆne´ par des vents plus
forts et plus re´guliers que ceux au niveau du sol.
Dans une installation e´olienne, plus l’e´olienne est haute, plus elle re´coltera de vent
et gagnera en production. Il est donc pre´fe´rable de placer la ge´ne´ratrice sur un maˆt a`
une hauteur de plus de 10 me`tres 1 jusqu’a` environ 100 m, dans les zones ou` le relief est
tre`s accidente´. Il est aussi important de choisir la hauteur suivant la zone d’installation
1. Pour atteindre un niveau du vent avec moins d’obstacles.
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(il est possible de doubler la quantite´ d’e´nergie produite en de´plac¸ant l’installation de
seulement quelques dizaines de me`tres).
La nacelle est une partie monte´e au sommet du maˆt. Elle abrite les composants
me´caniques, hydrauliques, les composants e´lectriques et e´lectroniques ne´cessaires au
fonctionnement de la machine. La nacelle peut tourner pour orienter l’he´lice dans la
bonne direction. Le rotor est compose´ de plusieurs pales (en ge´ne´ral trois) et du nez
de l’e´olienne. Le rotor est soumis au vent. Il est couple´ directement ou indirectement
(multiplicateur) au ge´ne´rateur. Les e´le´ments annexes, comple`tent l’installation comme
par exemple le poste de livraison pour injecter l’e´nergie e´lectrique produite au re´seau
e´lectrique.
Une e´olienne se mode´lise principalement a` partir de ses caracte´ristiques ae´rodyna-
miques, me´caniques et e´lectrotechniques. En pratique, la puissance produite par une
e´olienne varie en fonction de la taille de cette e´olienne.
On classe les e´oliennes suivant la puissance produite en quatre cate´gories :
— Grande puissance : Pn > 350 kW.
— Moyenne puissance : 36 < Pn ≤ 350 kW.
— Petite puissance : 1 < Pn ≤ 36 kW
— Tre`s petite puissance : Pn ≤ 1 kW.
1.1.2 La partie e´lectrique de production
Elle est compose´e des e´le´ments suivants : un ge´ne´rateur e´lectrique, un syste`me de
conversion (si l’injection de l’e´nergie produite au re´seau e´lectrique est envisage´e), une
charge e´lectrique (re´seau e´lectrique, batterie, charge isole´e...) (Fig. 1.2).
Générateur
électrique
Sortie électrique non réglée
Système de
conversion
(interface)
Sortie électrique réglée Charge électrique
FIGURE 1.2 – La partie e´lectrique
La tension et la fre´quence de l’e´nergie e´lectrique produite a` la sortie du ge´ne´rateur
ne permettent pas, en ge´ne´ral, le couplage direct du ge´ne´rateur avec le re´seau e´lectrique
a` cause de la non compatibilite´ entre la tension et la fre´quence. Pour re´soudre ces
proble`mes, on installe un syste`me de conversion entre le ge´ne´rateur et le re´seau e´lectri-
que. Ce syste`me comporte deux e´tages de conversion : le premie`re e´tage est AC/DC,
et permet d’obtenir une tension continue ; le deuxie`me e´tage est DC/AC, et permet
de ge´ne´rer une tension e´lectrique sinusoı¨dale avec une amplitude et une fre´quence
controˆlable, (celles-ci sont e´gales a` celle du re´seau e´lectrique si on connecte l’ondu-
leur sur le re´seau e´lectrique). Le syste`me de conversion sera choisi suivant le type du
ge´ne´rateur (induction, synchrone). La connexion entre le ge´ne´rateur et sa charge sera
e´tudie´e suivant le type du ge´ne´rateur, les avantages de chaque type de ge´ne´rateur seront
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donne´s. Nous e´tudierons la connexion entre le ge´ne´rateur et sa charge suivant le type du
ge´ne´rateur. Nous aborderons e´galement les avantages de chaque type de syste`me.
1.2 Les ge´ne´rateurs e´lectriques utilise´s dans un syste`me
de production e´olien
Le ge´ne´rateur e´lectrique est instrument permettant de convertir l’e´nergie me´canique
en e´nergie e´lectrique. Les courants ge´ne´rateurs e´lectriques dans le domaine de la pro-
duction e´olienne sont : le ge´ne´rateur a` induction a` rotor bobine´, le ge´ne´rateur a` induc-
tion a` cage d’e´cureuil, le ge´ne´rateur synchrone a` rotor bobine´, le ge´ne´rateur synchrone a`
aimants permanents. Nous e´tudierons ces types de ge´ne´rateurs en montrant leurs avan-
tages et leurs inconve´nients. Nous aborderons e´galement les syste`mes d’interfaces cor-
respondent a` chaque ge´ne´rateur.
1.2.1 Ge´ne´rateur synchrone
Le ge´ne´rateur synchrone est compose´ d’un rotor et d’un stator. Le stator comporte
un ensemble de trois bobinages qui alimentent une charge externe, alors que le rotor
produit le champ magne´tique ne´cessaire au fonctionnement du ge´ne´rateur. Le champ
magne´tique du rotor est cre´e´ soit par des aimants permanents inse´re´s sur la surface du
rotor, soit par un courant continu qui circule dans un bobinage d’excitation solidaire
du rotor. Suivant la composition du rotor on distingue deux types de ge´ne´rateurs syn-
chrones : le ge´ne´rateur synchrone a` aimants permanents et le ge´ne´rateur synchrone a`
rotor bobine´.
1.2.1.1 Ge´ne´rateur synchrone a` rotor bobine´ (GSRB)
La fre´quence de la tension ge´ne´re´e aux bornes du stator du GSRB est variable en
fonction de la vitesse du rotor :
f =
p
2π
| ωr | (1.1)
ou` f , p et ωr sont respectivement la fre´quence de la tension du stator, le nombre de paires
de poˆles du rotor et la vitesse me´canique de rotation du rotor. Cette dernie`re, lorsqu’il
est entraıˆne´ par une e´olienne, de´pend de la vitesse du vent :
ωr =
λv
R
(1.2)
ou` R est la longueur des pales de l’e´olienne et λ est le rapport entre la vitesse line´aire
en bout de pale, induite par la rotation, et la vitesse du vent. Dans les publications
anglo-saxone, λ est appele´ le tip-speed ratio ( ≪ TSR ≫ ) ; en franc¸ais nous emploierons
≪ vitesse spe´cifique ≫ ou ≪ parame`tre de rapidite´ ≫. La vitesse du vent est fluctuante
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et par conse´quent la vitesse de rotation de l’e´olienne n’est pas constante selon (1.2).
En conclusion la fre´quence de la tension du ge´ne´rateur est variable suite a` (1.1). Nous
voyons que la connexion directe du GSRB avec le re´seau e´lectrique est impossible. Pour
cette raison, cette connexion est faite a` l’aide d’un syste`me de conversion d’e´nergie
comme celui de la Fig. 1.3.
Réseau
électrique
GSRB
OnduleurRédresseur
TransformateurFiltre
FIGURE 1.3 – E´olienne couple´e au GSRB connecte´ au re´seau e´lectrique a` travers un syste`me de
conversion d’e´nergie
Le stator du GSRB dans la Fig. 1.3 est connecte´ au re´seau a` travers un syste`me
de conversion AC/DC/AC. La premie`re e´tape du syste`me de conversion AC/DC per-
met d’obtenir une tension continue et de controˆler la vitesse de rotation du GSRB. La
deuxie`me e´tape DC/AC sert a` convertir la tension continue en tension alternative de
fre´quence impose´e par le re´seau et d’injecter la puissance produite avec un facteur de
puissance de´sire´.
Le courant continu de la bobine d’excitation est engendre´ par un redresseur. Le
GSRB utilise´ pour la production d’e´nergie du vent a plusieurs avantages :
— Rendement e´leve´ par rapport au ge´ne´rateur a` induction [1] ;
— Couplage avec l’e´olienne sans le recours a` un multiplicateur ;
— Pas de glissement car son rotor est excite´ par une source externe de tension
continue. Cela lui permet de fonctionner avec une large gamme de vitesse ;
— Le courant d’excitation peut eˆtre choisi pour cre´er un champ magne´tique corres-
pondant a` des pertes e´lectriques minimales dans le stator.
Inconve´nient de l’utilisation du GSRB : l’e´nergie e´lectrique fourni a` la bobine du
rotor ne peut pas eˆtre consomme´e au rotor. Elle doit eˆtre renvoye´e au re´seau e´lectrique a`
travers le stator Fig. 1.3. Dans ce cas le stator rec¸oit un supple´ment d’e´nergie provenant
du rotor en plus de l’e´nergie produite par l’e´olienne. Cela implique de dimensionner le
redresseur pour passer une puissance supe´rieure a` celle produite par l’e´olienne.
1.2.1.2 Ge´ne´rateur synchrone a` aimants permanents (GSAP)
La fre´quence de la tension produite par le GSAP de´pend de sa vitesse de rotation
comme dans le cas pre´ce´dent. Il ne peut donc pas eˆtre connecte´ directement au re´seau
e´lectrique.
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Dans le cas d’un GSAP, deux types de syste`mes de conversion AC/DC/AC peuvent
eˆtre utilise´s pour connecter le stator de ce ge´ne´rateur au re´seau e´lectrique :
— syste`me de conversion unidirectionnel [42, 4, 83] (Fig. 1.4) ;
Réseau
électrique
GSAP
OnduleurConvertisseur
Transformateur
Boost Filtre
FIGURE 1.4 – E´olienne/GSAP avec couplage unidirectionnel
— syste`me de conversion bidirectionnel [76, 31, 32] (Fig. 1.5).
Réseau
électrique
GSAP
OnduleurRédresseur
TransformateurFiltre
FIGURE 1.5 – E´olienne/GSAP avec couplage bidirectionnel
Le syste`me de conversion unidirectionnel permet de faire circuler la puissance dans
un seul sens, de l’e´olienne vers le re´seau e´lectrique (Fig. 1.4). Le syste`me bidirection-
nel permet de transmettre la puissance dans les deux sens, de l’e´olienne vers le re´seau
(l’e´olienne joue le roˆle de producteur d’e´nergie) ou du re´seau vers l’e´olienne (l’e´olienne
jour le roˆle de consommateur d’e´nergie).
Le GSAP utilise´ pour la production de l’e´nergie du vent a plusieurs avantages :
— Rendement e´leve´ par rapport au ge´ne´rateur a` induction [1] ;
— Couplage avec l’e´olienne sans le besoin d’un multiplicateur de vitesse ;
— Fonctionnement avec un bon rendement sur une grande plage de vitesse ;
— Graˆce a` ses aimants permanents, il n’a pas besoin d’une source d’excitation pour
alimenter le rotor.
La Fig. 1.4 montre un GSAP connecte´ a` un redresseur a` diodes, suivi d’un conver-
tisseur survolteur (boost en anglais). Le couplage avec le re´seau e´lectrique est fait par
un onduleur triphase´. Dans ce cas, le convertisseur boost est commande´ de fac¸on a`
adapter la charge e´lectrique instantane´e du GSAP, ce qui va permettre a` l’e´olienne d’ex-
traire le maximum de puissance, nous aborderons cela dans la section des strate´gies
de ≪ MPPT ≫. L’onduleur est commande´ pour controˆler la tension de raccordement au
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re´seau e´lectrique (amplitude et fre´quence) et pour controˆler le facteur de puissance de
l’e´nergie injecte´e au re´seau e´lectrique. Inconve´nient de cette configuration : la pre´sence
du redresseur a` diodes augmente l’amplitude du courant du GSAP [41]. Par conse´quent
cette configuration peut eˆtre applique´e aux syste`mes de productions d’e´nergies renou-
velables de petite capacite´. La Fig. 1.5 montre une autre configuration d’un syste`me
de conversion bidirectionnel. Le GSAP est connecte´ a` un redresseur triphase´ a` IGBT,
et le bus continu au re´seau e´lectrique par un onduleur triphase´ a` IGBT. Avantage de
cette configuration : elle permet d’effectuer la commande optimale du GSAP et donne
la possibilite´ de minimiser les pertes e´lectriques dans le stator [12, 65].
1.2.2 Ge´ne´rateur a` induction
L’utilisation du ge´ne´rateur a` induction est largement re´pandue dans le domaine de la
production d’e´nergie renouvelable. Il existe trois types de ge´ne´rateurs a` induction pou-
vant eˆtre couple´s avec une e´olienne : le ge´ne´rateur a` induction a` rotor bobine´ (GIRB), le
ge´ne´rateur a` induction a` double alimentation (GIDA) et le ge´ne´rateur a` induction a` cage
d’e´cureuil (GICE). La seule condition ne´cessaire au fonctionnement d’un ge´ne´rateur a`
induction est que la vitesse du rotor soit supe´rieure a` celle qui correspond au synchro-
nisme avec le re´seau e´lectrique. Cette condition assure un fonctionnement en re´gime
ge´ne´rateur. La vitesse me´canique du ge´ne´rateur donne´e par (1.2) ne permet pas en prin-
cipe d’atteindre une vitesse supe´rieure a` celle du synchronisme. La seule solution pos-
sible dans ce cas est d’ajouter un multiplicateur.
1.2.2.1 Ge´ne´rateur a` induction a` rotor bobine´ (GIRB)
Pour ge´ne´rer le maximum de puissance, la vitesse du rotor du GIRB est commande´e
a` l’aide d’un redresseur a` IGBT (Fig. 1.6).
Réseau
électrique
GIRB
OnduleurRédresseur TransformateurFiltre
FIGURE 1.6 – E´olienne couple´e a` GIRB connecte´ au re´seau e´lectrique a` l’aide d’un syste`me de
conversion d’e´nergie
L’avantage de ce ge´ne´rateur est qu’il est susceptible d’eˆtre connecte´ directement sur
le re´seau e´lectrique sans aucun syste`me d’interface. L’inconve´nient est que l’on peut pas
commander sa vitesse pour re´aliser une strate´gie optimale de ≪ MPPT ≫.
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1.2.2.2 Ge´ne´rateur a` induction a` double alimentation (GIDA)
Ce type de ge´ne´rateur est une version modifie´e du GIRB dont les bobinages du ro-
tor ont e´te´ relie´s ensemble d’un coˆte´ et alimentent un redresseur triphase´ de l’autre.
Cette configuration permet de commander le redresseur de manie`re a` ajuster le champ
magne´tique du rotor. Cela permet de controˆler la vitesse de rotation du ge´ne´rateur pour
permettre un fonctionnement optimal. Le stator est connecte´ directement au re´seau
e´lectrique (Fig. 1.7). La tension continue du coˆte´ droit du redresseur alimente un ondu-
Réseau
électrique
OnduleurRédresseur
Transformateur
GIDA
F
ilt
re
FIGURE 1.7 – E´olienne couple´e a` un GIDA connecte´ au re´seau e´lectrique a` l’aide d’un syste`me
de conversion d’e´nergie
leur triphase´ connecte´ au re´seau e´lectrique. L’avantage de cette configuration est que le
stator ne transfe`re qu’une partie de la puissance produite par l’e´olienne (environ 70 %),
tandis que le reste passe a` travers le rotor vers le re´seau e´lectrique. Ce qui permet d’op-
timiser la taille des bobinages du stator. La commande de l’onduleur du coˆte´ re´seau a
deux finalite´s : controˆler le facteur de puissance de l’e´nergie injecte´e par le ge´ne´rateur
et synchroniser le couplage entre le re´seau e´lectrique et la tension de la sortie de l’on-
duleur. La commande du redresseur du coˆte´ rotor est fait pour controˆler la vitesse de
rotation et produire le maximum de puissance. Le GIDA a plusieurs avantages :
— La re´duction du couˆt du convertisseur, (de l’ordre de 25 %) car il est utilise´ en
ge´ne´ral pour passer une partie (environ 30 %) de la puissance totale afin de com-
mander le glissement du rotor [61].
— L’optimisation de la taille des bobinages du stator : elles passent seulement une
partie de la puissance ge´ne´re´e (au alentours de 70 %) [61].
— La robustesse et la fiabilite´ [62].
Les inconve´nients du GIDA :
— Les bagues du rotor impliquent une augmentation des pertes e´lectriques et la
ne´cessite´ d’une maintenance pe´riodique.
— Il est ne´cessaire d’inte´grer un multiplicateur pour assurer le fonctionnement de la
machine a` induction en re´gime ge´ne´rateur car son stator est couple´ directement
au re´seau.
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1.2.2.3 Ge´ne´rateur a` induction a` cage d’e´cureuil (GICE) :
Le principe du fonctionnement de GICE est le meˆme que celui d’un GIRB. La vi-
tesse du rotor doit eˆtre supe´rieure a` celle du synchronisme correspondant a` l’alimenta-
tion du stator. Le couˆt de ce ge´ne´rateur est moins e´leve´ que le GIRB graˆce a` la simplicite´
de son rotor. Pour ge´ne´rer un maximum de puissance, la vitesse du rotor du GICE est
commande´e a` l’aide d’un redresseur a` IGBT (Fig. 1.8). La commande de l’onduleur
Réseau
électrique
GICE
OnduleurRédresseur TransformateurFiltre
FIGURE 1.8 – E´olienne couple´e a` GICE connecte´ au re´seau e´lectrique a` l’aide d’un syste`me de
conversion d’e´nergie
est faite pour controˆler le facteur de puissance de l’e´nergie injecte´e au re´seau e´lectrique
ainsi que pour assurer la synchronisation du couplage DC/AC. Le GICE posse`de plu-
sieurs avantages :
— grande robustesse ;
— fiabilite´ ;
— e´conomique ;
— l’excitation peut eˆtre commande´e par un redresseur qui permet aussi de controˆler
la vitesse de rotation pour extraire le maximum de puissance [77].
Inconve´nient du GICE : son rendement est moins e´leve´ que celui d’un ge´ne´rateur syn-
chrone et il ne´cessite un multiplicateur. Nous e´tudierons la production d’e´nergie e´olienne
a` partir d’un ge´ne´rateur synchrone a` aimants permanents (PMSG) graˆce de ses avantages
de´crits pre´ce´demment. A pre´sent nous e´tudions uniquement les syste`mes de ge´ne´ration
d’e´nergie e´olienne qui utilisent ce ge´ne´rateur.
1.3 Les syste`mes de conversion de puissance pre´sents
dans un syste`me de production e´olien
Le couplage indirect du GSAP peut eˆtre re´alise´ par deux types de syste`mes de
conversion d’e´nergies AC/DC/AC :
— le syste`me de conversion unidirectionnel
— le syste`me de conversion bidirectionnel
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Le choix du syste`me de conversion (ou syste`me d’interface) entre le re´seau e´lectrique et
le GSAP de´pend d’une part de la strate´gie de commande applique´e, et d’autre part de la
qualite´ de la puissance produite. Par exemple, il est impossible de minimiser les pertes
e´lectriques dans le stator du GSAP sans un syste`me de conversion bidirectionnel. De
meˆme, avec un syste`me de conversion unidirectionnel, il est impossible de commander
le facteur de puissance du GSAP. En fait cela ne´cessite l’utilisation d’un syste`me de
conversion bidirectionnel. Plusieurs types de syste`mes de conversion seront traite´s dans
la suite du chapitre.
1.3.1 Les syste`mes de conversion unidirectionnel
Ce syste`me est compose´ de trois e´le´ments :
1. un redresseur a` diodes du coˆte´ du ge´ne´rateur ;
2. un convertisseur DC/DC qui permet d’effectuer une strate´gie de commande op-
timale de puissance ;
3. un onduleur a` IGBT du coˆte´ du re´seau e´lectrique.
Certains de ces syste`mes de conversion unidirectionnel n’ont pas de convertisseur in-
terme´diaire DC/DC. Dans ce cas ils comportent une source en ≪ Z ≫ qui permet de
re´duire le couˆt du syste`me. Ge´ne´ralement, on distingue quatre types de syste`mes unidi-
rectionnel :
— le syste`me de conversion unidirectionnel simple ;
— le syste`me de conversion unidirectionnel avec un boost ;
— le syste`me de conversion unidirectionnel avec une source ≪ Z ≫ ;
— le syste`me de conversion unidirectionnel spe´cial.
Nous allons de´tailler ces diffe´rents types de structures de conversion et nous e´tudierons
leur conception.
1.3.1.1 Syste`me de conversion unidirectionnel simple
Ce syste`me est compose´ d’un pont a` diodes du coˆte´ du ge´ne´rateur et d’un convertis-
seur a` IGBT DC/AC du coˆte´ du re´seau e´lectrique (Fig. 1.9).
Redresseur Onduleur
Bus continu
FIGURE 1.9 – Syste`me de conversion d’e´nergie unidirectionnel simple
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Ce type de convertisseur est simple et e´conomique. Par contre il est impossible de
commander la vitesse du ge´ne´rateur et de re´aliser une strate´gie de commande optimale
de la puissance.
1.3.1.2 Syste`me de conversion unidirectionnel avec un convertisseur boost
Ce syste`me est compose´ d’un pont a` diodes du coˆte´ du ge´ne´rateur, d’un onduleur
a` IGBT du coˆte´ du re´seau e´lectrique et d’un convertisseur boost entre les deux coˆte´s
(Fig. 1.10). Cette configuration ne permet pas de commander le facteur de puissance
du ge´ne´rateur. Elle ne permet pas non plus d’optimiser les pertes e´lectriques du GSAP.
Cependant, elle permet d’appliquer une strate´gie de commande optimale de la puissance
en commandant le convertisseur boost [4, 42].
Redresseur Convertisseur Bosst Onduleur
FIGURE 1.10 – Syste`me de conversion d’e´nergie unidirectionnel avec un convertisseur boost
1.3.1.3 Syste`me de conversion unidirectionnel avec une source ≪ Z ≫
Ce syste`me est compose´ d’un pont a` diodes du coˆte´ du ge´ne´rateur, d’un ondu-
leur a` IGBT du coˆte´ du re´seau e´lectrique et d’une source 2 ≪ Z ≫ entre les deux coˆte´s
(Fig. 1.11). Cette configuration est e´conomique car elle est compose´e d’un seul conver-
tisseur de puissance. Avec ce syste`me d’interface, il est possible de re´aliser une strate´gie
de commande optimale de la puissance. L’inconve´nient est qu’elle ne permet pas de
commander le facteur de puissance de l’e´nergie injecte´e au re´seau e´lectrique.
Redresseur OnduleurZ-source
FIGURE 1.11 – Syste`me de conversion d’e´nergie unidirectionnel avec une source ≪ Z ≫
2. Le ≪ Z≫ signifie une impe´dance type LC.
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1.3.1.4 Syste`me de conversion unidirectionnel a` double redresseur
Ce syste`me 3 est compose´ de deux redresseurs AC/DC a` diodes du coˆte´ du ge´ne´rateur,
de trois thyristors reliant les points de tensions AC des deux redresseurs et d’un conver-
tisseur DC/AC a` IGBT du coˆte´ du re´seau e´lectrique (Fig. 1.12). Ce syste`me implique
l’utilisation de deux sources alternatives (deux GSAP dans notre cas). L’avantage le
plus important de cette configuration est qu’elle permet en plus de controˆler le niveau
de tension du bus continu [84].
1D 2D 3D
4D 5D 6D
10D 11D 12D
dcv1T 2T 3T
+
-
Onduleur
7D 8D 9D
FIGURE 1.12 – Syste`me de conversion d’e´nergie unidirectionnel a` double redresseurs
1.3.1.5 Syste`me de conversion unidirectionnel avec redresseur type Buck
Ce syste`me est compose´ d’un redresseur triphase´ de type Buck du coˆte´ du ge´ne´rateur,
d’un convertisseur DC/AC du coˆte´ du re´seau e´lectrique et d’une source ≪ Z ≫ entre
les deux convertisseurs (Fig. 1.13). Cette configuration permet de controˆler le facteur
de puissance du GSAP et de re´aliser une strate´gie de commande optimale de la puis-
sance [86].
1.3.2 Le syste`me de conversion bidirectionnel
Les syste`mes de conversion bidirectionnels sont les plus re´pandus dans la pratique.
L’avantage d’un syste`me bidirectionnel est qu’il permet de re´aliser tous les types de
3. Il est rarement utilise´ dans le cadre de la ge´ne´ration d’e´nergie renouvelable, il est donne´ ici comme
un type de syste`me de conversion unidirectionnel.
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Source ZRedresseur buck Onduleur
FIGURE 1.13 – Syste`me de conversion d’e´nergie unidirectionnel avec redresseur type Buck
strate´gies de commande. Il existe diffe´rents types de syste`mes de conversion bidirec-
tionnels :
— le syste`me a` deux convertisseurs triphase´s a` transistors ;
— le syste`me a` deux convertisseurs a` transistors de trois niveaux avec un point
neutre commun ;
— le syste`me a` deux convertisseurs triphase´s a` thyristors.
1.3.2.1 Syste`me a` deux convertisseurs triphase´s a` transistor
Ce syste`me est compose´ d’un redresseur a` IGBT coˆte´ ge´ne´rateur et d’un onduleur a`
IGBT coˆte´ re´seau e´lectrique [33, 78, 79, 48] (Fig. 1.14).
Redresseur Onduleur
Bus continu
FIGURE 1.14 – Syste`me a` deux convertisseurs triphase´s a` transistors
Cette configuration permet a` la fois de controˆler la vitesse du ge´ne´rateur, de re´aliser
une commande optimale de puissance et de re´gler le facteur puissance de l’e´nergie in-
jecte´e sur le re´seau e´lectrique.
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1.3.2.2 Syste`me a` deux convertisseurs a` transistors a` trois niveaux avec un point
neutre commun
Redresseur de trois niveaux de 
point neutre serré 
Onduleur de trois niveaux de point 
neutre serré 
Circuit de protection de
surtension
Circuit de protection de
surtension
FIGURE 1.15 – Syste`me a` deux convertisseurs a` transistors a` trois niveaux avec un point neutre
commun
Ce syste`me est compose´ de deux convertisseurs a` IGBT a` trois niveaux, avec un
point neutre commun : le premier est un convertisseur AC/DC du coˆte´ du ge´ne´rateur, le
deuxie`me est un convertisseur DC/AC du coˆte´ du re´seau e´lectrique [43] (Fig. 1.15).
Ce syste`me est rarement utilise´ dans la pratique. Les convertisseurs a` trois niveaux
ont deux avantages remarquables par rapport aux convertisseurs a` deux niveaux :
1. La tension de blocage de chaque interrupteur est e´gale a` la moitie´ de la tension
du bus continu pour un convertisseur 3 niveaux. Or, cette tension est e´gale a` la
tension du bus continu dans le cas d’un convertisseur a` deux niveau.
2. Pour une fre´quence de commutation identique, le contenu harmonique de la ten-
sion de sortie du convertisseur a` 3 niveaux est moins riche que celui d’un conver-
tisseur a` 2 niveaux .
1.3.2.3 Syste`me a` deux convertisseurs triphase´s a` thyristors
Le syste`me de conversion bidirectionnel a` thyristor se compose d’un redresseur a`
thyristor AC/DC du coˆte´ du ge´ne´rateur et d’un onduleur a` thyristor DC/AC du coˆte´ du
re´seau e´lectrique [15] (Fig. 1.16).
Ce syste`me, comme le syste`me de conversion a` deux convertisseurs a` transistors,
permet de re´aliser a` la fois une strate´gie de commande optimale de la puissance du
coˆte´ du ge´ne´rateur et de controˆler le facteur de puissance de l’e´nergie injecte´e au re´seau
e´lectrique.
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Redresseur Onduleur
Bus continu
FIGURE 1.16 – Syste`me a` deux convertisseurs triphase´s a` thyristors
1.4 La strate´gie de production optimale de puissance
(MPPT) d’un syste`me de production e´olien
L’abre´viation ≪ MPPT ≫ renvoie a` la description anglaise de cette strate´gie maxi-
mum power point tracker. La strate´gie de MPPT permet de controˆler la vitesse de ro-
tation du ge´ne´rateur pour capter un maximum de puissance par l’e´olienne. L’ide´e de
cette strate´gie est base´e sur des caracte´ristiques techniques de l’e´olienne. Ces dernie`res
peuvent eˆtre obtenues en trac¸ant, pour diffe´rentes vitesses du vent, la puissance ae´rody-
namique extraite en fonction de la vitesse me´canique de rotation du rotor de l’e´olienne
(Fig. 1.17). Nous distinguons d’apre`s les courbes (vitesse-puissance) que pour une vi-
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FIGURE 1.17 – Puissance ae´rodynamique extraite en fonction de la vitesse me´canique
tesse donne´e du vent, la puissance extraite est maximale lorsque le rotor de l’e´olienne
tourne avec une vitesse spe´cifique appele´e vitesse optimale de production d’e´nergie du
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vent. The´oriquement, la puissance ae´rodynamique Paero est donne´e par :
Paero =
1
2
cp(β, λ)ρAv
3 (1.3)
ou` ρ est la densite´ volumique de l’air en kg/m3, v est la vitesse du vent en m/s , A est
l’aire du cercle balaye´ par les pales de l’e´olienne (rayon R) en m2 et cp(β, λ) est le coef-
ficient de puissance (sans unite´) qui de´pend de β, l’angle de calage des pales (en degre´s),
et de λ la vitesse spe´cifique (sans unite´). Ce coefficient est diffe´rent d’une e´olienne a`
l’autre ; sa valeur est de´termine´e expe´rimentalement en trac¸ant les caracte´ristiques de
l’e´olienne. Dans le cas ou` l’e´olienne fonctionne sous une angle de calage (orientation
des pales) constant, ce coefficient peut eˆtre exprime´ par une e´quation approximative [68]
cp(β, λ) =
1
2
[
a1
λi
− a2β − a3
]
exp
(−a4
λi
)
avec λi =
[
1
λ+ a5
− a6
β3 + 1
]−1
(1.4)
ou` les ai sont des coefficients qui de´pendent de l’e´olienne, β est l’angle de calage des
pales (en degre´s), λ est la vitesse spe´cifique (sans unite´), cette vitesse donne´e par le
rapport entre la vitesse en bout de pale (induite par la rotation) et la vitesse du vent, le
tip-speed ratio (TSR) en anglais donne´ par (1.2) :
λ =
ωrR
v
ou` ωr est la vitesse me´canique de l’e´olienne en rad/s. En trac¸ant, pour diffe´rentes vi-
tesses du vent, le coefficient de puissance cp en fonction du TSR (Fig 1.18), nous pou-
vons conclure que, pour un angle de calage donne´ β, il existe une valeur maximale du
coefficient de puissance cmaxp (β). D’apre`s la Fig 1.18 nous pouvons conclure que le fonc-
tionnement optimal d’une e´olienne correspond a` β = 0 sur ce point de fonctionnement
le coefficient de puissance atteint une valeur maximum cmaxp = 0.47 ce qui correspond
a` une valeur optimale du TSR λopt = 6.73. Les valeurs de cmaxp et λ
opt pour l’angle de
calage β = 0 peuvent eˆtre calcule´s mathe´matiquement en de´rivant l’e´quation (1.4) par
rapport a` λ :
∂cp
∂λ
∣∣∣∣
β
= 0 (1.5)
Finalement, le but d’une strate´gie MPPT est d’imposer une valeur optimale du TSR
λopt pour une valeur donne´e de β. La valeur de λ est affecte´e par la vitesse du vent
d’une part et par la charge du ge´ne´rateur d’autre part. Nous n’avons pas la possibilite´
de modifier la vitesse du vent, donc le seul degre´ de liberte´ qui reste est d’imposer la
charge e´lectrique du ge´ne´rateur. L’e´olienne est capable de fournir une puissance va-
riable suivant la demande entre Pmin et Pmax suivant la valeur de TSR qui s’effectue par
la demande de charge ou plus simplement suivant la charge du ge´ne´rateur. Pour imposer
une valeur optimale de TSR λopt on doit interfacer une charge optimale instantane´e au
ge´ne´rateur. Cela est possible lorsque le ge´ne´rateur est connecte´ sur le re´seau e´lectrique a`
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FIGURE 1.18 – le facteur puissance cp en fonction TSR
l’aide d’un syste`me de conversion unidirectionnel ou bidirectionnel comme nous allons
le voir plus tard dans le chapitre. Dans une strate´gie de commande optimale de la puis-
sance, il suffit de commander la vitesse du rotation du ge´ne´rateur pour suivre la vitesse
optimale correspondant a` λopt donne´ par la relation :
ωoptr =
λoptv
R
(1.6)
Dans la suite nous allons aborder plusieurs types de MPPT ainsi que leurs diffe´rents
algorithmes.
1.5 Les strate´gies MPPT pre´sente´es dans la litte´rature
Les strate´gies de MPPT sont toujours base´es sur le meˆme principe, a` savoir impo-
ser une valeur optimale du TSR λopt. Cette valeur impose´e assure le fonctionnement
de l’e´olienne sous sa vitesse optimale donne´e par (1.6). Toutes les trajectoires de com-
mande seront ensuite planifie´es tout en prenant cette valeur en conside´ration. Le moyen
dont nous disposons pour imposer cette valeur de λopt est de commander le syste`me de
conversion interme´diaire qui relie le ge´ne´rateur avec le re´seau e´lectrique. Nous distin-
guons donc une strate´gie de MPPT applique´e sur un syste`me de conversion unidirec-
tionnel et une autre applique´e sur un syste`me de conversion bidirectionnel.
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1.5.1 Une strate´gie de MPPT applique´e sur un syste`me de conver-
sion unidirectionnel
Dans ce cas, nous ne pouvons pas commander la vitesse du ge´ne´rateur directement
car il est connecte´ a` un redresseur a` diodes. Cependant, l’image de la vitesse (la ten-
sion ou le courant du bus continu) est controˆle´e pour imposer la vitesse du ge´ne´rateur
d’une manie`re indirecte. L’avantage de cette me´thode est que le syste`me de conversion
unidirectionnel est moins couˆteux qu’un syste`me de conversion bidirectionnel. L’in-
conve´nient est que nous commandons la vitesse en boucle ouverte. Cela ne garantit pas
une commande efficace car la vitesse du GSAP passe souvent par des re´gimes transi-
toires. Nous pre´sentons trois strate´gies de MPPT applique´es a` un syste`me de conversion
unidirectionnel. La premie`re est base´e sur une relation optimale entre le courant et la
tension du bus continu [85] ; la deuxie`me impose une trajectoire optimale de la tension
du bus continu calcule´e a` l’aide de la vitesse optimale de l’e´olienne [16] ; la dernie`re
impose une trajectoire optimale du courant du bus continu calcule´e a` l’aide du couple
optimal de l’e´olienne [42].
1.5.1.1 Une strate´gie de MPPT base´e sur une relation optimale de´duite entre le
courant et la tension du bus continu
La structure de ce montage est compose´e d’un GSAP entraıˆne´ par une e´olienne.
La sortie du GSAP est relie´e a` un pont de diodes. La sortie du pont de diodes est une
tension continue variable relie´e a` un convertisseur boost. Au final, la tension continue
de la sortie du Boost est utilise´e comme entre´e d’un onduleur triphase´ a` IGBT pour
assurer un couplage e´lectrique synchronise´ avec re´seau e´lectrique. La Fig. 1.19 montre
ce montage.
GSAP Réseau
électrique
Redresseur de diodes
Convertisseur Boost
Onduleur triphasé
dcv
dci
FIGURE 1.19 – Syste`me de production d’e´nergie e´olienne avec un GSAP connecte´ au re´seau
e´lectrique a` l’aide d’un syste`me de conversion unidirectionnel
Cette strate´gie est base´e sur une relation optimale entre la tension continue et le
courant continu de la sortie du pont a` diodes :
Ioptdc = a× tan(θ)(V optdc )2 (1.7)
ou` a est un coefficient donne´ par :
a =
Inomdc
V nomdc
2 (1.8)
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ou` Inomdc et V
nom
dc sont respectivement le courant nominal et la tension nominale au ni-
veau du bus continu, θ est l’angle de la ligne droite qui relie approximativement tous
les points de fonctionnement optimaux sur les courbes (V 2dc, Idc). L’amplitude et le
signe de θ sont calcule´s a` l’aide d’un algorithme donne´ dans [85]. La trajectoire op-
timale du courant est de´termine´e en calculant le changement de la puissance produite a`
chaque pe´riode d’e´chantillonnage et en employant les valeurs de |θ|, sign(θ) et Vdc (voir
Fig. 1.20). Apre`s avoir calcule´ l’angle θ, la re´fe´rence du courant continu est mise a` jour.
Début de perturbation
et observation
( P&O)
Vitesse du vent
Est-t-elle stable ?
Détermination de
et
Changement de puissance
P(k+1)-P(k)
Limitation
Intialisation
)( qDSign qD
Oui
Non
)( qqqq D´D+= sign
[ ] 2)tan( dc
opt
dc VaI q=
maxqq D<D
maxqq D>D
FIGURE 1.20 – Algorithme de MPPT base´ sur le calcul du changement de la puissance produite
chaque pe´riode d’e´chantillonnage
Le controˆleur de courant de´termine la commande en utilisant un correcteur du type PI.
Le sche´ma de la commande de ce montage est donne´e a` la Fig. 1.21.
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Rapport cyclique
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FIGURE 1.21 – Controˆleur du courant de´termine la valeur du rapport cyclique
1.5.1.2 Une strate´gie de MPPT base´e sur la commande optimale de la tension du
bus continu par l’inte´gration d’une source ≪ Z ≫
Le couplage du syste`me de production e´olien avec le re´seau e´lectrique est re´alise´
par un syste`me de conversion unidirectionnel comme celui dans la Fig. 1.22. Cette
strate´gie e´tudie´e en [16] propose d’utiliser une source ≪ Z ≫. Ce montage re´duit le couˆt
du syste`me de conversion et simplifie la strate´gie de commande. La source ≪ Z ≫ est
Réseau
électrique
GSAP
Turbine de vent
Redresseur OnduleurZ-source
FIGURE 1.22 – Syste`me de production d’e´nergie e´olienne : le couplage avec le re´seau e´lectrique
est fait a` l’aide d’un syste`me de conversion unidirectionnel avec une source ≪ Z ≫
compose´e de deux condensateurs et de deux bobines (Fig. 1.22). Ce montage permet
d’atteindre deux buts de commande diffe´rents :
— Une commande de la tension du condensateur vc (voir la Fig 1.23) : ce mode de
controˆle permet d’imposer la tension du condensateur a` une valeur de´sire´e v∗c .
Un controˆleur de type PI permet de re´gler l’erreur e = v∗c−vc et de de´terminer la
re´fe´rence du courant du re´seau sur l’axe d. La re´fe´rence du courant de re´seau sur
l’axe q est calcule´e en fonction de la puissance re´active de´sire´e Q∗. Finalement
les rapports cycliques des signaux PWM ne´cessaires pour le fonctionnement de
l’onduleur sont de´veloppe´s a` l’aide de deux boucles de courant sur les deux axes
d et q. Lorsque la valeur de la tension d’entre´e de la source vdc varie, la tension
de la sortie vi varie e´galement.
— Une commande de la tension de la sortie vi (voir la Fig 1.23) : ce mode de
controˆle permet d’imposer la tension de la sortie de la source ≪ Z ≫ a` une valeur
de´sire´e v∗i . Dans ce cas la re´fe´rence de la tension du condensateur est calcule´e a`
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partir de l’e´quation :
v∗c =
v∗i v
∗
dc
2
Un controˆleur de type PI permet de re´gler l’erreur e = v∗c−vc et de de´terminer la
re´fe´rence du courant du re´seau sur l’axe d. Le re´fe´rence du courant de re´seau sur
l’axe q est calcule´e en fonction de la puissance re´active de´sire´e Q∗. Finalement
les rapports cycliques des signaux PWM ne´cessaires pour le fonctionnement de
l’onduleur sont de´veloppe´s a` l’aide de deux boucles du courant sur les deux
axes d et q. Lorsque la valeur de la tension d’entre´e de la source vdc varie, la
tension du condensateur vc sera, par conse´quent, varie´e.
Dans les deux modes de controˆle, la re´fe´rence de la tension de l’entre´e de la source
v∗dc est impose´e a` une valeur optimale pour suivre la production optimale. Pour calculer
la valeur optimale de cette tension, il est de´montre´ en [16] qu’il existe une relation entre
la vitesse optimale de rotation du rotor et la tension optimale de l’entre´e de la source
≪ Z ≫ :
v∗dc =
3
√
6
π
ω∗mec
√
K2e −
(
T ∗mec
Kt
)2
ou` ω∗mec et T
∗
mec sont respectivement la vitesse optimale de rotation du rotor et le couple
optimal du ge´ne´rateur ; Ke et Kt sont deux constantes donne´es par :
Ke =
E
ωmec
(1.9)
Kt =
Tmec
Ia
(1.10)
ou` E et Ia sont respectivement la force e´lectromotrice (fe´m) engendre´e au stator et le
courant du stator, Tmec et ωmec sont respectivement la vitesse de rotation du rotor et le
couple me´canique.
Le sche´ma de la commande de ce montage apparaıˆt a` la Fig. 1.23.
1.5.1.3 Une strate´gie de MPPT base´e sur la commande optimale d’un convertis-
seur Boost
Dans ce montage, la sortie e´lectrique du GSAP est connecte´e a` un redresseur a`
diode. La tension continue a` la sortie du redresseur alimente un convertisseur boost.
La sortie du convertisseur boost est connecte´e au re´seau e´lectrique a` travers un onduleur
a` IGBT (Fig. 1.24). La strate´gie de MPPT est base´e sur la commande indirecte de la
vitesse de rotation ωmec, et c’est-a`-dire sur la commande de l’image de la vitesse (le
courant continu a` l’entre´e du boost Id). L’erreur du courant est corrige´e par un correc-
teur a` hyste´re´sis ou par un controˆleur de type PI pour ge´ne´rer le signal de la commande
(Fig. 1.25).
– 25 –
H. Alhamed Aldwaihi [Chapitre 1
Réseau
électriqueGSAP
Turbine de vent
Redresseur Onduleur
Z-source
+
--
-
+
+
-
+
ivdcv
cv cv
*2 dcc
c
sc
vv
v
V
-
=
MPPT
Vitesse de rotor
*
dcv
5.0
*
iv
*
cv
PI
ZS-PWM
cv
scV
32 ®
PI PI
PLL
23 ®
ii
L
23 ®
q
q
di qi dV qV
q
+
--
++
+
+
cv
-
Commande
de capacité
Commande de
Bus continu
di qi
*
di
*
q
i
´
¸
3
2
dV
*
d
V
*
q
V
*Q
1
2
Mode de contrôle
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FIGURE 1.24 – Syste`me de production e´olien : le couplage avec le re´seau e´lectrique est fait a`
l’aide d’un syste`me de conversion unidirectionnel avec un redresseur boost
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FIGURE 1.25 – Sche´ma de ge´ne´rateur de re´fe´rences et de signaux PWM
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Le courant Id a` l’entre´e du convertisseur boost est donne´ en fonction de la vitesse
par une relation approximative [42] :
Id =
Tmec ωmec
Vd
(1.11)
ou` Vd est la tension continue a` l’entre´e du convertisseur boost, Tmec est le couple e´lec-
tromagne´tique du ge´ne´rateur, ωmec est la vitesse me´canique du ge´ne´rateur. Cette relation
montre que la commande du courant Id peut eˆtre conside´re´e comme un controˆle indirect
de la vitesse me´canique pour une tension continue donne´e Vd. La re´fe´rence du courant
Id est donne´e par :
I∗d =
T ∗mec ω
∗
mec
V ∗d
(1.12)
Le couple optimal est donne´ en fonction de la vitesse de rotation par :
T ∗mec = K
opt ω∗mec
2
(1.13)
ou` Kopt est la constante de MPPT.
I∗d =
Kopt ω∗mec
3
Vd
(1.14)
La dernie`re e´quation donne l’image optimale de la vitesse de rotation pour une tension
continue donne´e. Il suffit donc de commander le courant Id pour re´aliser une strate´gie
de MPPT. Il faut remarquer que la tension du bus continu n’est pas commande´e dans ce
montage, sa valeur donc est libre. Le sche´ma de commande de ce montage est montre´ a`
la Fig. 1.26.
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FIGURE 1.26 – Sche´ma de commande du syste`me propose´
– 27 –
H. Alhamed Aldwaihi [Chapitre 1
1.5.2 Une strate´gie MPPT applique´e sur un syste`me de conversion
bidirectionnel
Dans ce cas, nous pouvons commander la vitesse directement graˆce au convertisseur
du coˆte´ ge´ne´rateur. L’avantage de ces strate´gies est qu’elles permettent de commander
la vitesse de rotation du ge´ne´rateur directement en boucle ferme´e et de commander
le facteur de puissance du ge´ne´rateur. L’inconve´nient est que le convertisseur du coˆte´
ge´ne´rateur est plus couˆteux qu’un redresseur a` diodes.
Nous allons pre´senter deux strate´gies de MPPT applique´es sur des syste`mes de
conversion bidirectionnels :
— une strate´gie de MPPT base´e sur un syste`me de conversion bidirectionnel de
type thyristors ;
— une strate´gie de MPPT base´e sur un syste`me de conversion bidirectionnel a` tran-
sistors IGBT.
1.5.2.1 Une strate´gie de MPPT base´e sur un syste`me de conversion bidirectionnel
a` thyristor
Le syste`me de conversion propose´ pour cette strate´gie est compose´ de deux conver-
tisseurs triphase´s a` thyristors et de deux filtres triphase´s. Un filtre est place´ en pa-
ralle`le avec le GSAP, l’autre est positionne´ entre le deuxie`me convertisseur et le re´seau
e´lectrique (Fig. 1.27). Comme dans toutes les strate´gies de MPPT, la re´fe´rence du cou-
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i siicv
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dciv
Convertisseur-générateur Convertisseur-réseau
FIGURE 1.27 – Syste`me de production d’e´nergie du vent qui emploie un GSAP connecte´ au
re´seau e´lectrique a` l’aide d’un syste`me de conversion d’e´nergie bidirectionnel
rant Iq est calcule´e par un correcteur PI base´ sur l’erreur de la vitesse de rotation afin de
poursuivre la trajectoire optimale de la vitesse qui correspond a` la production optimale
de la puissance. La re´fe´rence du courant Id est choisie selon l’une des deux possibilite´s
suivantes : nous l’imposons a` ze´ro ou une valeur non nulle. Le choix entre les deux
possibilite´s est soumis a` certaines conditions. Il est avantageux de choisir une valeur de
Id 6= 0 pour minimiser les pertes Joules au stator. Il faut aussi tenir compte du risque de
surtension dans le cas de survitesse pour choisir le courant Id.
Un filtre triphase´ type C est place´ en paralle`le avec le ge´ne´rateur pour absorber la
puissance re´active. Cela limite la valeur de la tension a` une valeur maximum autorise´e.
Cette strate´gie permet a` la fois de minimiser le courant du stator et de limiter la tension
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de la sortie du ge´ne´rateur. L’angle du de´clenchement et l’indice de la modulation sont
calcule´s par :
mar =
√
I∗dwr
2 + I∗qwr
2
Idc
(1.15)
αr = tan
−1(
I∗qwr
I∗qwr
) (1.16)
ou` I∗dwr, I
∗
qwr sont respectivement les deux composantes actives et re´actives du courant
qui circule dans le convertisseur. Ces deux dernie`res composantes sont calcule´s par
soustraction du courant absorbe´ par le filtre au courant du ge´ne´rateur. Le sche´ma de
la commande de ce montage est montre´ dans la Fig. 1.28.
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FIGURE 1.28 – Sche´ma de commande du syste`me propose´
1.5.2.2 Une strate´gie de MPPT base´e sur un syste`me de production bidirectionnel
a` IGBT
Nous allons pre´senter deux strate´gies de MPPT base´es sur un syste`me de conver-
sion bidirectionnel a` IGBT. La premie`re strate´gie permet de controˆler la tension du bus
continu et de commander la vitesse de rotation, la deuxie`me permet de minimiser les
pertes e´lectriques du ge´ne´rateur et de commander sa vitesse.
1.5.2.2.1 Une strate´gie de MPPT base´e sur un syste`me de production bidirection-
nel a` IGBT
Commande de la tension du bus continu et de la vitesse
Le syste`me de conversion bidirectionnel pour cette strate´gie est compose´ d’un re-
dresseur a` IGBT du coˆte´ du ge´ne´rateur, d’un bus continu, d’un onduleur a` IGBT et d’un
filtre L du coˆte´ du re´seau e´lectrique [48] (Fig. 1.29).
La strate´gie de MPPT est applique´e, contrairement aux autres cas, a` la partie on-
duleur-re´seau du syste`me de conversion et non a` la partie du convertisseur-ge´ne´rateur.
La commande de la partie redresseur-ge´ne´rateur est oriente´e vers la commande de la
tension du bus continu. Cette strate´gie permet a` la fois de commander la tension de
bus continu et de commander la vitesse pour re´aliser une strate´gie de MPPT. Dans ce
syste`me, la strate´gie de MPPT permet de commander la puissance active injecte´e au
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FIGURE 1.29 – Syste`me de production d’e´nergie du vent qui emploie un GSAP connecte´ au
re´seau e´lectrique a` l’aide d’un syste`me de conversion d’e´nergie bidirectionnel
re´seau e´lectrique. L’ide´e est de trouver une trajectoire optimale de cette puissance. La
re´fe´rence de la puissance active injecte´e au re´seau e´lectrique est donne´e par [48] :
P ∗grid = K
optω∗mec
3 − Jω∗mec
dω∗mec
dt
− Pg.loss − CVdcdVdc
dt
(1.17)
ou` Kopt est la constante de la strate´gie de MPPT, P ∗grid est la puissance injecte´e au
re´seau, Pg.loss repre´sente les pertes e´lectriques du ge´ne´rateur, ω
∗
mec est la vitesse optimale
du ge´ne´rateur, Vdc est la tension du bus continu, J est le moment d’inertie du ge´ne´rateur
et C la capacite´ du bus continu.
Apre`s avoir de´termine´ la re´fe´rence de la puissance, les re´fe´rences des se´quences
positives et ne´gatives du courant peuvent eˆtre calcule´es :
I+d (t)
∗
I+q (t)
∗
I−d (t)
∗
I−q (t)
∗
 = 23

E+d (t) E
+
q (t) E
−
d (t) E
−
q (t)
E+q (t) −E+d (t) E−q (t) −E−d (t)
E−q (t) −E−d (t) −E+q (t) E+d (t)
E−d (t) E
−
q (t) E
+
d (t) E
+
q (t)

−1 
P ∗grid
Q∗grid
0
0
 (1.18)
Le sche´ma de commande de ce montage est donne´ a` la Fig 1.30.
1.5.2.2.2 Une strate´gie de MPPT base´e sur un syste`me de production bidirection-
nel a` IGBT
Commande de la vitesse et minimisation des pertes
La configuration de ce syste`me est montre´e par la Fig 1.31. La strate´gie de MPPT
est re´alise´e en commandant la vitesse du rotor pour suivre une valeur optimale [12]. La
re´fe´rence du courant actif 4 du stator Id est impose´e a` ze´ro pour minimiser les pertes
e´lectriques dans le stator du ge´ne´rateur. La re´fe´rence du courant re´actif 5 est calcule´e a`
partir d’un controˆleur de type PI dont l’entre´e est l’erreur de la vitesse de rotation. Le
sche´ma de commande de ce montage est donne´ a` la Fig 1.31.
4. Projection du courant suivant l’axe d apre`s la transforme´e de Park.
5. Projection du courant suivant l’axe q apre`s transforme´e de Park.
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1.6 Conclusion
Dans ce chapitre, nous avons aborde´ la structure ge´ne´rale d’un syste`me de produc-
tion d’e´nergie e´olienne. Nous avons de´crit les ge´ne´rateurs e´lectriques commune´ment
utilise´s dans ce domaine. Nous avons pre´sente´ les diffe´rents types de strate´gies de
MPPT. Nous avons de´montre´ que l’e´olienne produit une puissance optimale lorsque
son rotor tourne avec une vitesse optimale correspondant a` une vitesse de vent donne´e,
et que le raccordement du syste`me de production e´olienne sur le re´seau e´lectrique per-
met de re´gler la charge du ge´ne´rateur. Par conse´quent, il permet de controˆler sa vitesse.
Nous avons pre´sente´ les syste`mes d’interface e´lectrique qui permettent d’accorder les
diffe´rents ge´ne´rateurs e´lectriques avec le re´seau e´lectrique.
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La commande non line´aire fonde´e sur
la platitude
2.1 Introduction
Depuis le travail de Richalet dans les anne´es 70 ([71, 69, 70]), la commande pre´dicti-
ve line´aire (CPL) est devenue une me´thode de commande re´pandue dans les applications
industrielles. D’autres approches de la CPL ont e´te´ introduites les anne´es suivantes,
comme la commande par matrice dynamique (CMD) [14] et la commande pre´dictive
line´aire ge´ne´ralise´e (CPLG) [13]. Pour une pre´sentation ge´ne´rale de la CPL, on renvoie
le lecteur a` [30] et [66]. Il est important de noter que la CPL est principalement pre´sente´e
en discret [6, 82, 7, 8].
La commande pre´dictive non line´aire (CPNL) a e´te´ de´veloppe´e dans les anne´es 90
afin de tenir compte de l’importance de la non-line´arite´ du mode`le du syste`me a` com-
mander. Une pre´sentation ge´ne´rale de la CPNL est donne´e en [59, 58, 67, 22].
Toutes les me´thodes de commandes pre´dictives (line´aires ou non line´aires) men-
tionne´es plus haut peuvent eˆtre caracte´rise´es, suivant [29], par :
— pre´diction du futur du syste`me ;
— prise en compte des contraintes des entre´es et sorties lors de la phase de concep-
tion ;
— traitement des perturbations par un me´canisme de bouclage ade´quat.
Ces trois points sont pre´tendus eˆtre les caracte´ristiques majeures de la commande
pre´dictive. De ce fait, la solution d’un proble`me d’optimisation n’est pas conside´re´e
comme le fondement de la commande pre´dictive, mais plutoˆt comme un moyen de
pre´diction du futur du syste`me et pour ge´ne´rer les trajectoires de commande. Pour des
raisons historiques ce moyen est devenu important dans la CPL. Ainsi, [29] a pre´sente´
une autre me´thodologie de conception pour la CPL en e´tablissant une connexion e´troite
entre la platitude diffe´rentielle et la CPL dans le contexte temporel line´aire et continu
en utilisant l’approche intrinse`que de la the´orie des modules [25].
Cette me´thodologie de commande pre´dictive line´aire fonde´e sur la platitude (CPLFP)
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est ge´ne´ralise´e dans [38] en de´montrant que l’utilisation de la proprie´te´ de la plati-
tude d’un mode`le non line´aire permet la pre´diction de l’e´volution de ce syste`me. Cette
pre´diction englobe toutes les variables du syste`me et cela produit une entre´e pre´dite
qui peut eˆtre applique´e au syste`me. Les contraintes sur les entre´es et sur les sorties (ou
toutes les autres variables du syste`me), peuvent eˆtre respecte´es par la planification des
trajectoires.
Les incertitudes parame´triques et les perturbations exoge`nes sont contrecarre´es par
un bouclage ade´quat qui corrige l’entre´e. Ce bouclage pourra eˆtre un controˆleur PID ou
tout autre type de bouclage. Ce qui me`ne a` une structure de commande a` deux degre´s de
liberte´ [44] en employant la line´arisation exacte par anticipation fonde´e sur la platitude
diffe´rentielle introduite par [35].
Ce chapitre commence par un bref rappel de la proprie´te´ de platitude diffe´rentielle
et du concept de line´arisation exacte par anticipation fonde´e sur la platitude. Il donne
ensuite la de´finition des principes de la commande pre´dictive non line´aire fonde´e sur
la platitude (CPNFP) ; enfin il analyse la stabilite´ de la CPNFP et propose une courte
analyse de robustesse.
2.2 Les syste`mes plats non line´aires et la line´arisation
exacte par anticipation fonde´e sur la platitude
2.2.1 Les syste`mes plats non line´aires
La platitude diffe´rentielle est une proprie´te´ structurelle d’une classe de syste`mes
non line´aires. Pour ces derniers, on peut dire grossie`rement, que toutes les variables
peuvent eˆtre e´crites en terme d’un ensemble de variables spe´cifiques (les pre´tendues
sorties plates) et de leurs de´rive´es.
La proprie´te´ a e´te´ introduite en premier lieu par [26, 27] dans le contexte de l’alge`bre
diffe´rentielle puis a e´te´ reformule´e dans le contexte de la ge´ome´trie diffe´rentielle [28].
Depuis son introduction, la platitude diffe´rentielle a donne´ lieu a` de nombreuses pu-
blications the´oriques et pratiques ; soit pour de´crire des proprie´te´s des syste`mes plats,
soit pour pre´senter des applications re´ussies (beaucoup de syste`mes de l’inge´nierie sont
plats).
Le lecteur inte´resse´ est invite´ a` se reporter, par exemple a` [2, 52, 56, 72, 5, 53, 60,
18, 80].
Soit un syste`me non line´aire dont l’entre´e u = (u1, ..., um) et l’e´tat x = (x1, ..., xn)
x˙ = f(x, u) (2.1)
ou` f est un champ de vecteur lisse. Le syste`me (2.1) est (diffe´rentiellement) plat [27, 28]
s’il existe un ensemble dem quantite´s z = (z1, ..., zm) qui ont les 3 proprie´te´s suivantes :
— les e´le´ments de z sont diffe´rentiellement inde´pendants ;
— les e´le´ments de z peuvent eˆtre exprime´s comme z = h
(
x, u, u˙, ..., u(α)
)
; ou`
x ∈ N
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— toutes les variables du syste`me peuvent eˆtre exprime´es inde´pendamment en fonc-
tion de z et de ses de´rive´s, et en particulier
u = ψ
(
z, z˙, ..., z(β)
)
(2.2)
x = φ
(
z, z˙, ..., z(γ)
)
(2.3)
L’entier m est pre´cise´ment le nombre de composants d’entre´e du syste`me (2.1). L’en-
semble z est appele´e sortie plate ou sortie line´arisante du syste`me (2.1).
La seconde condition signifie que les e´le´ments de la sortie plate sont les variables du
syste`me (2.1) ou s’expriment simplement a` partir des variables du syste`me ; la troisie`me
condition implique que toute variable du syste`me ou chaque fonction de variable du
syste`me est parame´trable par la sortie plate et un nombre fini de ses de´rive´s. Finalement,
la premie`re condition signifie que les e´le´ments de la sortie plate ne sont pas lie´s entre
eux par une e´quation diffe´rentielle : ils sont entie`rement libres et ainsi il est possible
de pre´voir —et ainsi de concevoir— leurs trajectoires afin de re´aliser le controˆle du
syste`me (2.1).
L’inte´reˆt de la commande par la platitude vient du fait que de nombreux syste`mes de
la pratique sont plats et que la sortie plate est souvent relie´e aux variables a` commander.
Dans le contexte des syste`mes line´aires, les syste`mes plats correspondent pre´cise´ment
aux syste`mes commandables [27, 17, 29]. La notion de la platitude peut ainsi eˆtre
conside´re´e comme une sorte de ge´ne´ralisation non line´aire de la commandabilite´.
2.2.2 Planification des trajectoires
Cette section rappelle comment la platitude diffe´rentielle permet de planifier une
trajectoire nominale de l’entre´e (et de l’e´tat) base´e sur la proprie´te´ de parame´trage de
toute variable a` partir d’une sortie plate. Conside´rant I soit un intervalle de temps (I ⊂
R), de forme I = [to, tf ) avec to ∈ R et tf est soit un nombre re´el tel que tf > to soit
tf = +∞. La trajectoire nominale [55, 20] de la sortie plate z de (2.1) est :
z♯ : I −→ Rm (2.4)
si elle est suffisamment diffe´rentiable de sorte que les expressions (2.2) et (2.3) sont
de´finies sur l’intervalle I . Ceci implique aussi que z♯ e´vite d’e´ventuelles singularite´s
des fonctions ψ et φ dans (2.2) et (2.3). En donnant une trajectoire nominale admissible
a` la sortie plate z♯, on obtient la trajectoire nominale u♯ de l’entre´e u en utilisant (2.2) :
u♯(t) = ψ
(
z♯(t), z˙♯(t), ..., z♯(β)(t)
)
, ∀t ∈ I (2.5)
De meˆme, une trajectoire d’e´tat nominal x♯ est de´finie en utilisant (2.3) :
x♯(t) = φ
(
z♯(t), z˙♯(t), ..., z♯(γ)(t)
)
, ∀t ∈ I (2.6)
Les e´quations (2.5) et (2.6) illustrent le parame´trage des trajectoires :
t 7→ (u(t), x♯(t))
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du syste`me (2.1) par la sortie plate. Pour des soucis de simplicite´, dans ce qui suit, la
de´pendance de l’entre´e pre´dite et des e´tats de trajectoire du choix de la sortie plate n’est
pas explicitement e´crite.
2.2.3 Deux formes canoniques des syste`mes plats
Une question naturelle qui se pose, en relation avec la platitude est celle du compor-
tement du syste`me (2.1) lorsque nous lui appliquons l’entre´e pre´dite e♯ calcule´e a` l’aide
de la trajectoire nominale z♯. Pour re´pondre a` cette question, deux formes canoniques
sont ne´cessaires : la premie`re ressemble a` une forme controˆleur est obtenue par chan-
gement d’e´tat, la seconde ressemble a` la forme de Brunovsky´ des syste`mes line´aires est
obtenue par changement d’e´tat et bouclage.
Rappelons qu’il a e´te´ e´tabli dans [21] qu’il est toujours possible de construire un e´tat
ge´ne´ralise´ de (2.1) en prenant les composants de la sortie plate et un nombre fini de ses
de´rive´s :
χ =
(
z1, z˙1, ..., z
(k1−1)
1 , z2, ..., z
(k1−m)
m
)
(2.7)
ou` ki sont des entiers qui correspondent aux indices de commandabilite´ et bien entendu∑m
i=1 ki = n ou` n est la dimension de l’e´tat de (2.1). Cet e´tat est appele´ l’e´tat de
Brunovsky´. Dans ce qui suit, nous utilisons deux indices pour de´signer les e´le´ments de
cet e´tat :
χ = (χ1, ..., χm)
= (χ11, χ
2
1, ..., χ
k1
1 , χ
1
2, ..., χ
k2
2 , ..., χ
1
m, ..., χ
km
m ) (2.8)
L’indice infe´rieur correspond —comme cela apparaıˆt clairement dans les formes cano-
niques— au nume´ro du sous-syste`me ; l’indice supe´rieur de´signe l’ordre des variables
d’un sous-syste`me (et ne devrait pas eˆtre interpre´te´ comme une exponentiation). L’e´tat
du sous-syste`me i est χ1i , ..., χ
ki
i . En utilisant ce nouvel e´tat, le syste`me (2.1) peut eˆtre
re´e´crit :
χ˙11 = χ
2
1
...
χ˙k11 = g1
(
χ, u, u˙, ..., u(σ1)
)
χ˙12 = χ
2
2
...
... (2.9)
χ˙
km−1
m−1 = gm−1
(
χ, u, u˙, ..., u(σm−1)
)
χ˙1m = χ
2
m
...
χ˙kmm = gm
(
χ, u, u˙, ..., u(σm)
)
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ou` les gi sont suffisament des fonctions lisses. Cette forme, obtenue par changement
d’e´tat uniquement, s’apparente a` la forme controˆleur bien connue en line´aire : une se´rie
de chaıˆnes d’inte´grateurs reboucle´es par leurs entre´es respectives (voir la Fig. 2.1). No-
tons que (2.9) est une repre´sentation d’e´tat ge´ne´ralise´e comme les de´rive´es de l’entre´e
peuvent e´ventuellement y apparaıˆtre. La transformation d’e´tat entre (2.1) et (2.9) est
aussi de type ge´ne´ralise´ puisqu’elle s’e´crit :
χ = T
(
x, u, u˙, ..., u(σ−1)
)
(2.10)
ou` σ = max{σ1, ..., σm}. L’application de retour endoge`ne dynamique [26, 73, 74]
vi = gi
(
χ, u, u˙, ..., u(σi)
)
, i = 1, ...,m (2.11)
conduit a` —comme cela a e´te´ e´tabli dans [73, 74]— une forme de Brunovsky´ qui peut
eˆtre e´crite comme suit (voir la Fig. 2.1) :
χ˙11 = χ
2
1
...
χ˙k11 = v1
...
χ˙1m = χ
2
m
...
χ˙kmm = vm
(2.12)
{
{
{
(.)1g
(.)ig
(.)mg
c
c
c
1c
ic
mc
ò
ò
ò
1
1
kc
ik
ic
mk
mc
ò
ò
ò
1
1c
1
ic
1
mc
u
FIGURE 2.1 – Forme canonique d’un syste`me plat
Nous appellerons ≪ sortie de Brunovsky´ ≫ ou ≪ sortie de la forme controˆleur ≫ le
vecteur dont les e´le´ments sont les sorties des chaıˆnes d’inte´grateurs de (2.12) ou de (2.9)
respectivement, c’est-a`-dire χ11, χ
1
2, ..., χ
1
m.
La condition initiale χ(to) du syste`me (2.9) ou (2.12) est dite cohe´rente avec la
trajectoire nominale z♯ si :
χ(to) = χ
♯(to) = (z
♯
1(to), z˙
♯
1(to), ..., z
♯(km−1)
m (to)) (2.13)
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FIGURE 2.2 – Forme Brunovsky´ d’un syste`me plat
2.3 Commande pre´dictive non line´aire fonde´e sur la pla-
titude (CPNFP)
2.3.1 Pre´diction des trajectoires base´e sur la platitude
Toutes les variables du syste`me plat sont parame´tre´es par les variables de la sor-
tie plate afin d’e´tablir un comportement du syste`me nominal comme dans la sous-
section 2.2.2. Toute trajectoire nominale admissible z♯ dans (2.4) sera appele´e trajec-
toire pre´dite de la sortie plate. La planification de la trajectoire nominale (2.4) est
conside´re´e comme une pre´diction du comportement du syste`me dans le cadre du concept
de line´arisation exacte par anticipation : il produit une entre´e pre´dite (2.5) et un e´tat
pre´dit (2.6) du mode`le (2.1).
Remarquons que cette pre´diction du mode`le base´e sur le comportement du syste`me
peut eˆtre entrepris en ligne ou hors ligne.
De´finition 2.1 En prenant une trajectoire pre´dite admissible de la sortie plate z♯ (2.4),
on obtient la trajectoire d’entre´e pre´dite u♯ de l’entre´e u selon (2.5). E´galement, une
trajectoire d’e´tat pre´dit x♯ est de´finie selon (2.6).
2.3.2 Les contraintes de la planification des trajectoires
Pour une trajectoire pre´dite z♯(t), les e´quations (2.5) et (2.6) peuvent eˆtre utilise´es
pour calculer
sup
t∈I
‖ u♯(t) ‖
et
sup
t∈I
‖ x♯(t) ‖
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ou` toutes autres sortes de contraintes sur les variables de syste`me ou ses fonctions.
Ces quantite´s peuvent eˆtre prises en compte en planifiant les trajectoires pre´dites. Par
exemple, quand on conside`re une transition a` partir d’un point de fonctionnement a` un
autre, il suffit souvent d’augmenter l’amplitude de l’intervalle du temps de transition
pour respecter les contraintes de l’entre´e pre´dite u♯ ; se reporter a` [64] pour l’utilisation
de la platitude dans le contexte d’une conception me´canique en suivant le meˆme principe
des trajectoires pre´dites avec contraintes.
Remarque 2.1 Si, en plus des contraintes donne´es, on conside`re pour la trajectoire
pre´dite un certain couˆt de fonction, l’optimalite´ donne´e par ce couˆt de fonction peut
facilement eˆtre pris en compte en utilisant la proprie´te´ de la platitude du syste`me :
chez [54] et [63] et de manie`re tre`s de´taille´e dans les chapitres 10 et 11 de [80], il est
de´montre´ comment le parame´trage des syste`mes non line´aires par la sortie plate et ses
de´rive´es facilite l’optimisation dynamique du syste`me.
2.3.3 Les syste`mes plats sans perturbation
En remarquant qu’avec un simple changement dans la notation, (2.12) peut eˆtre
re´e´crit comme :
d
dt
z1 = z˙1
...
d
dt
z
(k1−1)
1 = z˙
(k1)
1
... (2.14)
d
dt
zm = z˙m
...
d
dt
z(km−1)m = z˙
(km)
m
ce qui me`ne a` conside´rer que
(
z
(k1)
1 , . . . , z
(km)
m
)
joue un roˆle d’entre´e du syste`me (2.12)
en coordonne´es plates. Dans les trajectoires pre´dites, on a(
z
(k1)
1 , . . . , z
(km)
m
)
=
(
z
♯(k1)
1 , . . . , z
♯(km)
m
)
par conse´quent, il est possible de refermer la boucle en replac¸ant chaque occurrence de
z
♯(ki)
i , i = 1, . . . ,m, dans l’expression de l’entre´e pre´dite (2.5) par :
z
♯(ki)
i + Λi(∆Z) (2.15)
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ou` Λi repre´sente un terme de bouclage dans l’e´quation et ∆Z de´signe l’erreur aug-
mente´e entre les e´tats re´els et leurs valeurs pre´dites :
∆Z =
(
. . . ,
1
s
µi
∆zi, . . . ,
1
s
∆zi,∆zi,∆z˙i, . . . ,∆z
(ki−1)
i
)
(2.16)
Cette ensemble contient l’erreur de pre´diction :
∆zi = zi − z♯i , i = 1, . . . ,m (2.17)
(1
s
) repre´sente l’ope´rateur d’inte´gration. L’ensemble∆Z est appele´e erreur de pre´diction
augmente´e. Pour l’instant, il n’est pas ne´cessaire de pre´ciser l’ordre des inte´grations µi,
l’ordre des de´rivations n’est pas plus grand que ki, i = 1, . . . ,m. Une loi de commande
de line´arisation par anticipation fonde´e sur la platitude peut eˆtre donne´e par :
u = ΨΛ
(
∆Z, z♯, z˙♯, . . . , z♯(β)
)
(2.18)
L’indice Λ sur la fct Ψ rappelle que la boucle ferme´e de´pend du choix du controˆleur
Λ = (Λ1, . . . ,Λm), ou` Λi est le terme de bouclage sur le sous-syste`me i de la forme
normale de commande. Ce terme peut eˆtre de diffe´rents types comme, par exemple
mode glissant ([81]), base´ sur la the´orie de stabilite´ de Lyapounov ([11]), du backstep-
ping ( [57]), du H∞ ou de la µ-analyse du syste`me line´arise´ autour de la trajectoire
pre´dite ([9]), un PID ordinaire ([51]), ou un PID e´tendue ( [35, 36]).
La seule condition est Λ(0) = 0, ce qui implique que la restriction de ΨΛ a` ∆Z = 0
est e´gale a` Ψ :
ΨΛ
(
0, z♯, z˙♯, . . . , z♯(β)
)
= Ψ
(
0, z♯, z˙♯, . . . , z♯(β)
)
= u♯ (2.19)
Cette e´galite´ signifie que sur la trajectoire pre´dite, il n’y a pas besoin de terme correc-
teur et dans ce cas l’entre´e est e´gale a` l’entre´e pre´dite. En ge´ne´ral (2.18) n’est pas une
fonction line´aire de l’erreur de pre´diction augmente´e, meˆme si Λi est line´aire (comme
dans le cas des controˆleurs PID).
2.3.4 Syste`mes plats avec perturbation
La plupart des syste`mes plats perturbe´s sont exprime´s comme :
x˙ = f(x, e) (2.20)
ou` l’entre´e e = (e1, . . . , e1), l’e´tat x = (x1, . . . , xn) et f est un champ de vecteur
lisse. Notons que l’entre´e e = (u,̟) englobe les commandes u = (u1, . . . , um) et les
perturbations exoge`nes ̟ = (̟1, . . . , ̟q). Dans ce cas, la perturbation est une partie de
la sortie plate : (z1, . . . , zm, ̟1, . . . , ̟q) qui est alors compose´e de l = m+ q e´le´ments.
Supposons que sur l’intervalle I = [to, tf ) la perturbation soit ̟
♮ : I −→ Rq.
L’entre´e de commande pre´vue peut s’exprimer, lorsque l’on prend en compte la trajec-
toire de la sortie plate, de la fac¸on suivante :
u♯(t) = ψ
(
z♯(t), . . . , z♯(β)(t), ̟♮(t), ̟♮(β)(t)
)
(2.21)
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La trajectoire d’e´tat pre´dite peut se re´e´crire comme :
x♯(t) = φ
(
z♯(t), . . . , z♯(γ)(t), ̟♮(t), ̟♮(γ)(t)
)
(2.22)
Comme la perturbation ̟ est une partie de l’entre´e, elle ne peut pas eˆtre un e´le´ment de
tout e´tat du syste`me (2.1) ([23, 24]). Par conse´quent, l’e´tat de Brunovsky´ est seulement
forme´ par les premiers m e´le´ments de la sortie plate z et leurs de´rive´es. Il peut eˆtre note´
que :
χ =
(
z1, . . . , z
(k1−1)
1 , z2, . . . , z
(km)
m
)
=
(
χ11, . . . , χ
k1
1 , χ
1
2, . . . , χ
km
m
)
(2.23)
Avec cet e´tat de Brunovsky´, la forme normale de commande ge´ne´ralise´e peut s’e´crire :
χ˙11 = χ
2
1
...
χ˙k11 = g1
(
χ, u, u˙, . . . , u(σ1), ̟, ˙̟ , . . . , ̟(σ1)
)
χ˙12 = χ
2
2
... (2.24)
χ˙
km−1
m−1 = gm−1
(
χ, u, u˙, . . . , u(σm−1), ̟, ˙̟ , . . . , ̟(σm−1)
)
χ˙1m = χ
2
m
...
χ˙kmm = gm
(
χ, u, u˙, . . . , u(σm), ̟, ˙̟ , . . . , ̟(σm)
)
Cette expression est proche de (2.9) avec une de´pendance supple´mentaire sur la pertur-
bation exoge`ne. Notons que la condition ade´quate est toujours respecte´e : ce sont les
variables manipule´es et les perturbations qui entrent dans l’e´quation du syste`me aux
meˆmes endroits respectifs ( [46]).
The´ore`me 2.1 L’application de l’entre´e pre´dite u♯ de´finie par (2.21) et la perturba-
tion ̟♮ au syste`me (2.20) avec une condition initiale x♯(to) conduit a` une trajectoire x˜
de (2.20) qui existe sur un intervalle [to, tf ) ; cette trajectoire correspond a` celle d’un
syste`me line´aire sous forme de Brunovsky´, dont l’entre´e est compose´e de de´rive´es ap-
proprie´es de la sortie plate pre´dite.
Remarquons que ce re´sultat ne signifie pas que l’on connaisse la perturbation a`
l’avance ; c’est un re´sultat structurel des syste`mes plats. Cette proposition de´bouche sur
de nombreuses applications en vue de la commande, spe´cialement de type pre´dictive.
Plusieurs situations qui de´pendent du type de perturbation et de la connaissance de
celui-ci sont a` distinguer :
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— La perturbation et certaines de ses de´rive´es sont mesurables. Dans ce cas, la
perturbation peut eˆtre conside´re´e en tant que fonction connue a` partir du moment
ou` elle est accessible par des mesures. Comme une anticipation de perturbation,
l’e´quation (2.21) peut eˆtre utilise´e directement pour la conception de l’entre´e
pre´dite. La diffe´rence vis-a`-vis du cas non perturbe´ est que la perturbation joue
le roˆle de parame`tre variant dans le temps dans toutes les e´quations.
— Une valeur nominale ou approximative de la perturbation est connue. Dans ce
cas, on utilise (2.21) en remplac¸ant la valeur nominale ou approximative ̟♮o
au lieu de la valeur exacte ̟♮ de la perturbation. Ceci me`ne naturellement a`
une notion de ≪ line´arisation approximative ≫ par anticipation fonde´e sur la pla-
titude diffe´rentielle, car la perturbation est seulement connue de manie`re ap-
proche´e. C’est, par exemple, le cas lorsqu’une valeur moyenne de la pertur-
bation est connue. Dans cette situation, on injecte cet e´le´ment connu partiel-
lement dans la commande pre´dictive. Ceci implique que le roˆle du bouclage
—en plus de stabiliser le syste`me autour de la trajectoire pre´dite— est aussi de
compenser le manque de connaissances concernant les perturbations. On note
ainsi qu’un e´quilibre naturel apparaıˆt entre la partie du bouclage et la partie de
pre´compensation.
— Il est possible de construire un observateur de la perturbation et de certaines de
ses de´rive´es. Dans ce cas, ̟♮ sont remplace´e par ses estimations ̟̂ . Comme ces
estimations sont faites en ligne —c’est a` dire quand la commande se produit—
les trajectoires de l’entre´e pre´dite ne peuvent pas eˆtre calcule´es en avance. Elles
de´pendent des valeurs estime´es de la perturbation qui conduit a` une replanifica-
tion en ligne des trajectoires pre´dites ([40]).
— On peut imaginer une combinaison des cas pre´ce´dents de´pendent principalement
de la structure du syste`me.
Pour plus de de´tails concernant la conception des commandes plates base´es a` 2
degre´s de liberte´ dans le cas de perturbations, on se re´fe`re a` [34] et [35].
2.3.5 Analyse de stabilite´
La stabilite´ de la structure de commande pre´dictive propose´e peut eˆtre analyse´e par
un re´sultat de stabilite´ de KELEMEN ([45], [50], [47]). Plus pre´cise´ment, l’analyse est
base´e sur l’application du the´ore`me de stabilite´ de Kelemen sur le syste`me d’erreur de
pre´diction augmente´ associe´ a` la structure de la commande propose´e. Afin de poursuivre
avec l’analyse de stabilite´, on pose :
j△zi(t) =

zi(t)− z♯i (t) si j = 0
z
(j)
i (t)− z♯(j)i (t) si j > 0∫ t
to
. . .
∫ t|j|−1
to︸ ︷︷ ︸
−j integrales
[zi(t|j|)− z♯i (t|j|)]dt|j| . . . dt1 si j < 0 (2.25)
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Pour j = 0, cela de´signe les e´le´ments de l’erreur de pre´diction ∆zi = zi−z♯i pour j > 0
cela repre´sente l’erreur de pre´diction de la de´rive´e d’ordre j de l’erreur de pre´diction,
pour j < 0 cela de´signe une inte´grale |j| = −j fois ite´re´es de l’erreur de pre´diction.
Notons que dans la plupart des cas, seulement la premie`re inte´grale de l’erreur sera
utilise´e (j ≥ −1).
Le syste`me (2.1) sous la loi de commande pre´dictive (2.18) conduit a` l’e´quation
d’erreur pre´dictive (souvenons-nous de la repre´sentation d’e´tat de Brunovsky´ (2.9) du
syste`me (2.1) et l’erreur augmente´e ∆Z de´finie dans (2.17).
d
dt
∆Z = ΥΛ
(
∆Z, z♯, z˙♯, . . . , z♯(β+σ)
)
(2.26)
Plus pre´cise´ment, voir l’e´quation d’erreur associe´e avec le controˆleur respectif re´e´crite :

d
dt
(µi∆Zi) =
1−µi∆Zi
...
d
dt
(−1∆Zi) =
0∆Zi
d
dt
(0 ∆Zi) =
1∆Zi
...
d
dt
(
ki−1∆Zi
)
= Gi
(
∆Z, z♯, . . . , z♯(β+σ)
)− z♯(ki), i = 1, . . . ,m
(2.27)
C’est un syste`me de dimension ν =
∑n
i=1 ki − µi. Dans le cas ou` (2.9) de´pend de
de´rive´es d’entre´e, nous pourrions croire que le remplacement de (2.8) dans (2.9) fasse
apparaıˆtre des de´rive´es plus e´leve´es d’e´le´ments de l’erreur que ceux qui sont inclus dans
l’e´tat d’erreur augmente´e. Ce n’est pas le cas dans ce qui a e´te´ e´tabli par [21]
gi
(
χ, u, u˙, . . . , u(σi)
)
= vi, i = 1, . . . ,m (2.28)
ou` gi sont les expressions implique´es dans (2.9), toujours en rapportant une solution de
forme :
u = gi
(
χ, v, v˙, . . . , v(σi)
)
, i = 1, . . . ,m (2.29)
L’analyse de stabilite´ est base´e sur l’analyse d’e´quilibre associe´ a` l’e´quation d’erreur.
D’ou`, supposant Γ, ouvert, borne´ et de´limite´e comme un sous ensemble Rm(β+σ+1), tel
que :
∀t ∈ I, (z♯, . . . , z♯(β+σ)) ∈ Γ (2.30)
La structure de l’e´quation d’erreur (2.26) implique que l’e´quilibre peut eˆtre pa-
rame´tre´ par :
{
j∆zi = 0, 1− µi 6 j 6 ki − 1
−µi∆zi = G¯i
(
z♯, . . . , z♯(β+σ)
) i = 1, . . . ,m
(2.31)
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ou` G¯i sont les solutions en
−µi∆zi du syste`me d’e´quations
0 = Gi
(
∆Z, z♯, . . . , z♯(β+σ)
)− z♯(ki) (2.32)
dans lequel j∆zi = 0, pour 1 − µi ≤ j ≤ ki − 1, i = 1, . . . ,m. Remarquons que
sur l’e´quilibre de (2.26), tous les e´le´ments de l’erreur pre´dite augmente´e sont nuls avec
l’exception du rang le plus e´leve´ des inte´grales respectives.
Mettons ξ : Γ¯ −→ Rv eˆtre la fonction qui parame`tre l’e´quilibre sur la fermeture
Γ¯ de Γ . Par ailleurs, supposons (∂ΥΛ/∂∆Z) eˆtre le Jacobien associe´ a` la dynamique
d’erreur (2.26) et
d
dt
∆Z = ΥΛ
(
∆Z, z♯, z˙♯, . . . , z♯(β+σ)
)
(2.33)
qui est une matrice carre´ de dimension n qui de´pend du temps et de la trajectoire pre´dite.
Notons Cλ(λ ∈ R) le sous-ensemble de C tel que w ∈ Cλ signifie que Re(w) ≤ λ.
La partie du bouclage Λ est maintenant appele´e bouclage stabilisant s’il existe un
nombre re´el ne´gatif λ tel que ⋃
v∈Γ¯
Sp (A(v)) ⊂ Cλ (2.34)
ou` Sp (N) de´signe le spectre de la matrice N .
Avant d’analyser la stabilite´ de la CPNFP, nous devons donner une autre de´finition.
Une trajectoire pre´dite admissible de la sortie plate z♯ est a` vitesse borne´e sur I s’il
existe M ∈ R tel que :
∀ i = 1, . . . ,m, ∀ t ∈ I, T > 0, 1
T
∣∣∣∣∫ t+T
t
zo♯(τ)dτ
∣∣∣∣ < M (2.35)
Maintenant les re´sultats suivants peuvent eˆtre e´tablis et prouve´s.
The´ore`me 2.2 Supposons qu’une trajectoire admissible pre´dite de la sortie plate z♯ est
a` vitesse borne´e et que le bouclage Λ est un stabilisateur a` cette trajectoire. Si l’erreur
pre´dite augmente´e initiale n’est pas trop importante, alors ∆Z est uniforme´ment borne´
sur [to,+∞[. Si par ailleurs la trajectoire pre´dite est stationnaire a` partir d’un temps
donne´ auparavant, alors ∆Z converge exponentiellement vers ze´ro.
Preuve. a preuve proce`de par l’application du re´sultat de Kelemen ( [45], [50], [47]).
Il suffit simplement de ve´rifier que les trois hypothe`ses sur l’e´quation d’erreur (2.26) :
∆Z joue le roˆle d’e´tat et
(
z♯, z˙♯, . . . , z♯(β+σ)
)
le roˆle d’entre´e.
— Cette hypothe`se est satisfaite par construction, a` partir du moment ou` le syste`me
d’erreur e´tendu (2.26) est au moins C2.
— Cette hypothe`se est satisfaite comme Γ et ξ peuvent eˆtre construits.
— Cette hypothe`se est satisfaite aussitoˆt que le controˆleur est en bouclage stable.
Cela peut toujours eˆtre assure´ (cf. [35]).
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2.3.6 Analyse de la robustesse
Afin d’analyser la robustesse (parame´trique), on suppose que (2.1) de´pend d’un pa-
rame`tre vecteur θ et peut eˆtre ainsi e´crit :
x˙ = f(θ, x, u) (2.36)
Le vecteur parame`tre est suppose´ eˆtre invariant dans le temps et connu d’une manie`re
approximative de laquelle la valeur nominale est θo. Par conse´quent, l’entre´e pre´dite qui
correspond a` z♯ : I → Rm devient :
u♯(t) = ψ
(
θo, z
♯(t), z˙♯(t), . . . , z♯(β)(t)
)
, ∀t ∈ I (2.37)
L’analyse de robustesse est base´e sur l’e´tude de la stabilite´ de l’erreur de pre´diction
en appliquant (2.37) a` (2.36) avec θ 6= θo. Il n’est pas fait mention de cette analyse ici,
mais est base´e sur l’intervalle d’analyse et des meˆmes outils —notamment le the´ore`me
de KELEMEN— vus plus haut. On renvoie le lecteur a` [36] pour plus de de´tails. Remar-
quons que le cas de robustesse exoge`ne a e´te´ traite´e par [39].
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2.4 Conclusion
Ce chapitre a e´te´ consacre´ a` une e´tude bibliographique de la commande non line´aire
fonde´e sur la platitude. On a donne´ un bref rappel de la proprie´te´ de platitude diffe´ren-
tielle et du concept de line´arisation exacte par anticipation fonde´e sur la platitude. La
de´finition des principes de la commande pre´dictive non line´aire fonde´e sur la platitude
(CPNFP) a e´te´ pre´sente´e. On a re´sume´ l’analyse de stabilite´ de la CPNFP. Une courte
analyse de robustesse a e´te´ donne´e.
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Chapitre 3
Application de la commande par la
platitude sur un syste`me de production
et d’injection d’e´nergie e´olienne
Introduction
Dans ce chapitre, nous avons choisi le ge´ne´rateur synchrone a` aimants permanents
(GSAP). Ce choix a e´te´ justifie´ auparavant dans le premie`re chapitre lorsque nous avons
compare´ les ge´ne´rateurs commune´ment utilise´s dans un syste`me de production e´olien.
Nous allons de´velopper la commande par la platitude pour un syste`me de production
e´olien. Nous aborderons les avantages de la commande par la platitude par rapport aux
autres strate´gies de commande non line´aires apparues dans la litte´rature.
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d’interface 
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Générateur Synchrone à
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Électrique
Triphasée
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FIGURE 3.1 – Syste`me de production e´olien
Le syste`me de production e´olien est compose´ (Fig. 3.1) de deux parties : une partie
me´canique (l’e´olienne), une partie e´lectrique (le GSAP, le syste`me d’interface e´lectrique,
le re´seau e´lectrique ou la charge e´lectrique). Le syste`me d’interface est important car la
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commande est applique´e sur cette partie (commande du redresseur, commande de l’on-
duleur, etc).
En ge´ne´ral, nous pouvons rencontrer plusieurs syste`mes d’interface permettent de
relier un GSAP sur le re´seau e´lectrique :
1. Le GSAP est connecte´ sur le re´seau e´lectrique a` l’aide d’un syste`me de conver-
sion unidirectionnel (Fig. 3.2). Cette configuration est avantageuse lorsque :
— L’e´olienne produit une puissance importante qui doit eˆtre consomme´e par
une charge suffisante (cette charge est assure´e par le couplage avec le re´seau
e´lectrique).
— Les lignes de transmissions du re´seau e´lectrique ne sont pas tre`s e´loigne´es
de l’emplacement de l’e´olienne : cela permet de revendre l’e´nergie produite
a` l’ope´rateur du re´seau sans couˆt supple´mentaire de transmission.
Dans cette configuration, la pre´sence du convertisseur boost permet de re´aliser
la strate´gie de production optimale de puissance (MPPT). La tension d’entre´e du
convertisseur boost est conside´re´e comme une perturbation qui suit les variations
de la vitesse me´canique du GSAP. L’onduleur permet d’une part, de relier la
tension du bus continu de l’entre´e a` la tension alternative du re´seau e´lectrique,
et d’autre part, de passer la puissance produite au re´seau e´lectrique.
L’ensemble du syste`me de ge´ne´ration e´olien, par rapport au re´seau e´lectrique,
est vu comme un ge´ne´rateur connecte´ avec le ge´ne´rateur e´quivalant au re´seau
e´lectrique. Ce ge´ne´rateur posse`de une tension et une fre´quence identiques a`
celles du re´seau e´lectrique au point de connexion sur le re´seau e´lectrique.
Le re´seau e´lectrique peut eˆtre repre´sente´ par un ge´ne´rateur e´quivalent connecte´ a`
une charge e´quivalente. Ce ge´ne´rateur est appele´ ≪ ge´ne´rateur e´quivalent a` tous
les ge´ne´rateurs du re´seau e´lectrique ≫. De meˆme la charge, est appele´e ≫charge
e´quivalente a` toutes les charges connecte´es sur le re´seau e´lectrique≪ .
Par la commande de l’onduleur, nous pouvons passer la puissance produite et
garantir le couplage entre la tension continue du bus continu et la tension alter-
native du re´seau e´lectrique.
La charge e´quivalente du re´seau e´lectrique est toujours supe´rieure a` la puissance
produite par l’e´olienne. Nous conside´rons donc cette charge comme une charge
absorbante de la puissance instantane´e produite par de l’e´olienne.
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FIGURE 3.2 – GSAP connecte´ sur le re´seau e´lectrique
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2. Le GSAP est connecte´ sur le re´seau e´lectrique a` l’aide d’un syste`me de conver-
sion bidirectionnel (Fig. 3.3).
La seule diffe´rence entre cette configuration et la pre´ce´dente est que celle-ci
permet de controˆler la vitesse du ge´ne´rateur et la tension du bus continu. Ici, la
charge vue par le ge´ne´rateur est controˆlable par le redresseur commande´.
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RéseauRedresseur
FIGURE 3.3 – GSAP est connecte´ sur le re´seau e´lectrique
3. Le GSAP est connecte´ a` des batteries a` l’aide d’un redresseur a` diodes et d’un
convertisseur boost. Les batteries fournissent la puissance stocke´e a` une charge
isole´e (Fig. 3.4).
Ce syste`me est avantageux lorsque les lignes de transmission du re´seau e´lectrique
sont e´loigne´es de l’e´olienne et que la puissance produite par cette dernie`re n’est
pas tre`s importante. C’est le cas des e´oliennes chez les particuliers.
Dans cette configuration, nous supposons que la charge isole´e absorbe la to-
talite´ de la puissance produite par l’e´olienne. Ceci implique l’utilisation d’un
re´gulateur de charge.
Le re´gulateur de charge est ne´cessaire car la puissance produite par l’e´olienne
n’est pas constante, elle fluctue en fonction de la vitesse du vent.
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FIGURE 3.4 – GSAP connecte´ sur un banque de batteries
4. Le GSAP est connecte´ aux batteries a` l’aide d’un redresseur a` IGBT et les bat-
teries fournissent la puissance a` une charge isole´e (Fig. 3.5).
Comme dans le cas pre´ce´dent, il y a la possibilite´ de commander la vitesse du
ge´ne´rateur.
5. Le GSAP est connecte´ sur le re´seau e´lectrique a` l’aide d’un syste`me de conver-
sion unidirectionnel. Des batteries sont connecte´es en paralle`le au bus continu
(Fig. 3.6).
– 49 –
H. Alhamed Aldwaihi [Chapitre 3
gav
gbv
gcv
gbE
gaE
gcE
Générateur Synchrone à
Aimants Permanents
L
L
L
Éolienne
Redresseur
Charge
électrique
Batteries
FIGURE 3.5 – GSAP est connecte´ a` un banque de batteries
Cette configuration est conc¸ue pour les producteurs e´oliens qui utilisent des tech-
niques de ≪ smart grid ≫ : la puissance produite par l’e´olienne sera revendue a`
l’ope´rateur dans les plages horaires ou` le tarif d’e´lectricite´ est le plus e´leve´ (pen-
dant la journe´e et lors des pics de consommation). Dans les plages horaires ou`
l’e´lectricite´ est moins che`re (la nuit), la puissance produite par l’e´olienne sera
stocke´e a` l’aide des batteries.
Lorsque le couˆt de la vente d’e´lectricite´ devient avantageux pour le producteur,
celui-ci revend l’e´nergie stocke´e a` l’ope´rateur du re´seau e´lectrique.
Ce syste`me de production utilise un algorithme qui permet de trouver le bon
moment de vente et le bon moment de stockage de l’e´nergie produite.
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FIGURE 3.6 – GSAP connecte´ au re´seau : le bus continu est connecte´ sur des batteries
6. Le GSAP est connecte´ au re´seau e´lectrique a` l’aide d’un syste`me de conver-
sion bidirectionnel, des batteries sont connecte´es en paralle`le sur le bus continu
(Fig. 3.7).
Apre`s avoir pre´sente´ les diffe´rents types de syste`mes d’interface qui permettent de
fournir la puissance produite par l’e´olienne au re´seau e´lectrique, nous avons choisi le cas
ge´ne´ral (cas 6). Dans ce cas, le ge´ne´rateur est connecte´ sur le re´seau e´lectrique a` l’aide
d’un syste`me de conversion bidirectionnel. Des batteries sont connecte´es en paralle`le au
bus continu. Pour la simplicite´ de l’e´tude, nous allons diviser le syste`me en deux parties :
une partie de production (ge´ne´rateur-convertisseur) et une partie d’injection (onduleur-
re´seau). Nous allons e´tudier et mode´liser chaque partie afin d’appliquer la commande
fonde´e sur la platitude sur chacune d’elles.
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FIGURE 3.7 – GSAP connecte´ sur le re´seau : le bus continu est connecte´ sur des batteries
3.1 La commande par la platitude de la partie de pro-
duction
Pour commander un tel syste`me, on doit le mode´liser. Cela permet d’appliquer la
strate´gie de commande envisage´e —la commande par la platitude dans notre cas— sur
le mode`le obtenu.
3.1.1 Mise en e´quations du ge´ne´rateur synchrone a` aimants perma-
nents
Le ge´ne´rateur synchrone a` aimants permanents (GSAP) comporte au stator un en-
roulement triphase´ repre´sente´ par trois axes (a, b, c) de´phase´s, l’un par rapport a` l’autre,
de 120o (Fig. 3.8) et au rotor des aimants permanents assurant son excitation. En fonc-
tion de la manie`re dont les aimants sont place´s, nous pouvons distinguer deux types de
rotors. Dans le premier type, les aimants sont monte´s sur la surface du rotor offrant un
entrefer constant. Le ge´ne´rateur est dit ≪ a` poˆles lisses ≫ et la re´luctance de l’entrefer
ne de´pendent pas de la position angulaire. En revanche, si les aimants sont monte´s a`
l’inte´rieur de la masse du rotor et l’entrefer n’est pas d’e´paisseur constante a` cause de
l’effet de la saillance. Dans ce cas, la re´luctance de l’entrefer de´pend fortement de la
position angulaire. De plus, le diame`tre du rotor du premier type est moins important
que celui du deuxie`me. Cela re´duit conside´rablement son inertie. Afin de mode´liser le
GSAP, nous adoptons les hypothe`ses simplificatrices usuelles donne´es dans la majorite´
des re´fe´rences :
— Le ge´ne´rateur posse`de une armature syme´trique non sature´e, ce qui permet d’ex-
primer les flux comme des fonctions line´aires des courants.
— Les f.e´.m. cre´e´es par les enroulements au stator ont des distributions sinusoı¨dales,
ce qui permet de simplifier les e´quations et les calculs.
Le mode`le mathe´matique du GSAP est similaire a` celui d’une machine synchrone
classique [10, 49, 3]. En conside´rant les hypothe`ses simplificatrices, le mode`le triphase´
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FIGURE 3.8 – Re´fe´rentiel a, b, c et re´fe´rentiel d, q
s’exprime par :
[vabc] = −[R][iabc]− d[λabc]
dt
(3.1)
ou` vabc, iabc, λabc repre´sentent respectivement la tension triphase´ du stator, le courant
triphase´ au stator et le flux triphase´ produit par le courant triphase´ du stator, R est la
matrice des re´sistances du stator. On peut e´crire vabc, iabc, λabc sous forme vectorielle
comme :
[vabc] =
 vavb
vc
 , [iabc] =
 iaib
ic
 , [λabc] =
 λaλb
λc
 ,
Les flux totaux λabc sont exprime´s par :
[λabc] = [L][iabc] + [Ψabc] (3.2)
ou` [L], [Ψabc] repre´sentent respectivement la matrice des inductances du stator et la ma-
trice des flux du rotor vus par les enroulement du stator.
La matrice des inductances du stator est exprime´es comme :
[L] =
 Lss Ms MsMs Lss Ms
Ms Ms Lss
 (3.3)
ou` Lss et Ms repre´sentant l’inductance propre du stator et l’inductance mutuelle entre
les enroulements du stator. L’inductance propre est donne´ ainsi :
Lss = Lls +
3
2
Lm
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ou` Lls, Lm sont respectivement l’inductance de fuite et l’inductance de magne´tisation.
Substituant (3.2) dans (3.1), nous obtenons :
[vabc] = −[R][iabc]− [L] d
dt
[iabc]− d
dt
[Ψabc] (3.4)
Le couple e´lectromagne´tique Tem est exprime´ ainsi :
Tem =
1
ωm
(
[eabc]
T [iabc]
)
(3.5)
Avec :
eabc =
d
dt
[Ψabc]
ou` eabc sont les f.e´.m. produites dans les phases du stator et ωm est la vitesse de rotation
du rotor.
Nous remarquons que les e´quations (3.4)–(3.5) sont non line´aires et couple´es. Pour
simplifier ce proble`me, la majorite´ des travaux dans la litte´rature pre´fe`rent l’application
de la transformation dite de Park. L’application de cette transformation aux variables
initiales (tensions, courants et flux) permet d’obtenir des variables fictives appele´es les
composantes d et q. D’un point de vue physique, cette transformation est interpre´te´e
comme e´tant une substitution des enroulement immobiles (a, b, c) par des enroulements
(d, q) tournants. Cette transformation rend les e´quations dynamiques des machines a`
courant alternatif plus simples et plus faciles a` e´tudier et analyser.
La transformation de Park est de´finie ainsi :
[Xdqo] = [T (npθm)][Xabc] (3.6)
ou` Xabc peuvent eˆtre des courants, des tensions ou des flux, θm repre´sente la position
du rotor, np est le nombre de paires de poˆles du ge´ne´rateur, et Xdqo les composantes
longitudinale, transversale et homopolaire des variables du stator (tensions, courants,
flux et inductances). La matrice de transformation T (npθm) est donne´e par :
[T (npθm)] =
2
3
 cos(npθm) cos(npθm − 2π3 ) cos(npθm + 2π3 )sin(npθm) sin(npθm − 2π3 ) sin(npθm + 2π3 )
0.5 0.5 0.5
 (3.7)
L’inverse de cette matrice est :
[T (npθm)]
−1 =
 cos(npθm) sin(npθm) 1cos(npθm − 2π3 ) sin(npθm − 2π3 ) 1
cos(npθm +
2π
3
) sin(npθm +
2π
3
) 1
 (3.8)
Les enroulements du stator du GSAP sont suppose´s eˆtre connecte´s en e´toile. Cela
signifie que la somme des courants du stator est nulle : ia + ib + ic = 0. En appliquant
la transformation (3.6) sur le syste`me (3.1), nous obtenons :
[udqo] = [T (npθm)][vabc] = −[T (npθm)][R][iabc]− [T (npθm)] d
dt
[λabc] (3.9)
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En appliquant (3.8) sur la partie droite de (3.9), nous obtenons :
[udqo] = − [T (npθm)][R][T (npθm)]−1︸ ︷︷ ︸
1©
[idqo]− [T (npθm)][T (npθm)]−1︸ ︷︷ ︸
2©
d
dt
[λdqo]
− [T (npθm)]
(
d
dt
[T (npθm)]
−1
)
[λdqo] (3.10)
On peut re´e´crire la matrice [R] comme le produit de la re´sistance du stator avec une
matrice identite´ :
[R] = Rs
 1 0 00 1 0
0 0 1

En de´veloppant le terme 1© de (3.10), nous obtenons :
[T (npθm)][R][T (npθm)]
−1 = [R] (3.11)
En de´veloppant le terme 2© de (3.10), nous obtenons :
[T (npθm)]
d
dt
[T (npθm)]
−1 = np
dθm
dt
 0 1 0−1 0 0
0 0 0
 (3.12)
Puis, en substituant (3.11), (3.12) dans (3.10), nous obtenons :
[udqo] = −[R][idqo]− d
dt
[λdqo]− npωm[λ′dqo] (3.13)
Avec : [udqo] =
 uduq
uo
, [R] =
 Rs 0 00 Rs 0
0 0 Rs
, [idqo] =
 idiq
io
,
[λdqo] =
 λdλq
λo
, [λ′dqo] =
 λq−λd
0
, ωm = θ˙m
En appliquant la matrice (3.7) sur (3.2) :[
λd
λq
]
=
[
ld 0
0 lq
] [
id
iq
]
+
[
Ψ
0
]
(3.14)
ou` Ψ de´signent le flux cre´e´ par les aimants au rotor. L’e´quation e´lectrome´canique est
exprime´e par :
Tmec − Tem = J dωm
dt
+Bωm (3.15)
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ou` B, J, Tmec sont respectivement le coefficient de frottement, le moment d’inertie du
rotor et le couple de charge. Le couple e´lectromagne´tique Tem est produit par l’interac-
tion entre les poˆles forme´s par les aimants au rotor et les poˆles engendre´s par les f.e´.m.
dans l’entrefer ge´ne´re´es par les courants du stator. Il exprime´ ainsi :
Tem =
3np
2
(Ψiq − (Ld − Lq)idiq) (3.16)
En de´veloppant le syste`me d’e´quations (3.13), nous pouvons de´duire la forme finale
des e´quations du GSAP dans le re´fe´rentiel d− q :
did
dt
= −Rs
Ld
id +
Lq
Ld
npωmiq − 1
Ld
ud (3.17a)
diq
dt
= −Rs
Lq
iq − Ld
Lq
npωmid +
Ψ
Lq
npωm − 1
Lq
uq (3.17b)
dωm
dt
=
1
J
Tmec − 3np
2J
(Ψiq − (Ld − Lq)idiq)− B
J
ωm (3.17c)
Tem = 1.5np(Ψiq − (Ld − Lq)idiq) (3.17d)
Ce syste`me d’e´quations est plus simple que celui donne´ par (3.1). Cependant il est tou-
jours non line´aire. Si le ge´ne´rateur a un entrefer constant (c’est-a`-dire : Ld = Lq = L),
le mode`le sera encore plus simple :
did
dt
= −Rs
L
id + npωmiq − 1
L
ud (3.18a)
diq
dt
= −Rs
L
iq − npωmid + Ψ
L
npωm − 1
Lq
uq (3.18b)
dωm
dt
=
1
J
Tmec − 3np
2J
Ψiq − B
J
ωm (3.18c)
Tem = 1.5npΨiq (3.18d)
Le terme 1.5np((Ld−Lq)idiq), formant le couple de re´luctance, est nul dans ce cas.
A` partir du syste`me (3.17), nous repre´sentons le GSAP par un sche´ma-bloc ( Fig. 3.9).
Nous remarquons que le sche´ma-bloc est compose´ de plusieurs blocs line´aires illus-
trant la relation existante entre les entre´es (commandes), les e´tats et les sorties. Les trois
termes de non-line´arite´ ωmid, ωmiq et idiq sont repre´sente´s par les trois blocs de mul-
tiplication. Jusqu’a` pre´sent, nous avons pre´sente´ le mode`le dynamique du ge´ne´rateur
synchrone a` aimants permanents. Nous avons montre´ qu’a` l’aide de la transformation
de Park, le mode`le devient plus simple et les non-line´arite´s sont re´duites au nombre de
trois. Les e´quations obtenues par la transformation de Park engendrent des phe´nome`nes
identiques aux phe´nome`nes lie´s a` la machine a` courant continu, ce qui confirme l’analo-
gie entre les deux mode`les. Par la suite, nous allons appliquer la commande non line´aire
fonde´e sur la platitude sur le mode`le conclu du GSAP sur les axes d et q.
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FIGURE 3.9 – Bloc diagramme du GSAP dans le re´fe´rentiel d,q
3.1.2 Application de la commande plate sur le mode`le du GSAP
La conception d’un controˆleur de´pend de la nature du syste`me et de la qualite´ de
son mode`le dynamique. L’inte´reˆt permanent d’ame´liorer les performances des syste`mes
commande´s conduit a` des mode´lisations de plus en plus pre´cises. La commande non
line´aire base´e sur la platitude introduite par [26, 27] est une technique de commande
non line´aire. Son principe consiste a` trouver une sortie plate qui permet de planifier les
trajectoires de la commande et de controˆler le syste`me non line´aire.
Nous allons concevoir un controˆleur non line´aire base´ sur la commande plate pour
re´gler la vitesse du GSAP entraıˆne´ par une e´olienne afin de produire le maximum de
puissance par la SPOP et pour minimiser les pertes e´lectriques dans le stator du GSAP.
3.2 Platitude du mode`le du ge´ne´rateur synchrone
Cette section de´veloppe la commande plate du GSAP. Nous allons montrer qu’il
est possible de de´velopper une commande qui minimise les pertes e´lectriques dans tous
les re´gimes de fonctionnement du ge´ne´rateur. En re´e´crivant les e´quations du mode`le du
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GSAP 1 :
Ld
dId
dt
= −RsId − Vd + npωmLqIq (3.19a)
Lq
dIq
dt
= −RsIq − Vq − npωmLdId + npωmΨ (3.19b)
J
dωm
dt
= Tmec − Tem (3.19c)
ou` Tem est le couple e´lectromagne´tique du GSAP donne´ ainsi :
Tem = 1.5np (Ψ− (Ld − Lq)) Id)Iq (3.20a)
Tem = 1.5np (Ψ−∆LId) Iq (3.20b)
La sortie plate du mode`le du GSAP comporte trois variables 2 : Z = (z1, z2, z3).
Remarque 3.1 Nous ne posse´dons pas un algorithme spe´cial pour de´terminer les va-
riables de la sortie plate d’un syste`me plat. Le choix d’une sortie plate de´pend du
syste`me e´tudie´. Les variables de la sortie plate sont souvent celles qui peuvent eˆtre
impose´es, c’est-a`-dire celles ont une signification physique dans le syste`me (courant,
tension, pertes, etc.).
Dans le mode`le du GSAP, nous avons choisi la sortie plate comme suit :
z1 = Id (3.21)
z2 = Tmec (3.22)
z3 = ωm (3.23)
Pour justifier notre choix, cette sortie doit ve´rifier les trois conditions d’un syste`me
plat donne´es dans le deuxie`me chapitre. La premie`re condition est ve´rifie´e car les trois
variables de la sortie plate sont diffe´rentiellement inde´pendantes. La deuxie`me condition
est aussi ve´rifie´e car les variables de la sortie plate peuvent eˆtre exprime´es en fonction
des e´tats et/ou des entre´es du syste`me et de leurs de´rive´es.
Finalement, la troisie`me condition est ve´rifie´e car toute variable du syste`me peut
eˆtre exprime´e en fonction de la sortie plate et de ses de´rive´es comme suit :
1. On suppose que le terme du frottement est ne´gligeable Bωm = 0
2. Le nombre de variables de la sortie plate d’un syste`me plat e´gale le nombre des ses entre´es.
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Tem = Tmec − Jω˙m (3.24a)
Iq =
Tmec − Jω˙m
1.5np (Ψ−∆LId) (3.24b)
Vd = −RsId − LdI˙d + npLqωm
[
Tmec − Jω˙m
1.5np (Ψ−∆LId)
]
(3.24c)
Vq = − Rs
1.5np (Ψ−∆LId) [Tmec − Jω˙m]
− Lq
1.5np (Ψ−∆LId)2
[
(T˙mec − Jω¨m)(Ψ−∆LId)
−(∆LI˙d)(Tmec − Jω˙m)
]
− LdnIdωm + nωmΨ (3.24d)
Le syste`me du GSAP est complexe si nous envisageons de le commander comme un
seul mode`le. Pour simplifier l’e´tude, nous allons le de´composer en deux sous-syste`mes :
nous verrons que ces 2 sous-syste`mes sont eux meˆmes plats. Dans ce cas, nous al-
FIGURE 3.10 – Mode`le du GSAP de´compose´ en deux sous-syste`mes
lons arriver ainsi a` une commande dite ≪ hie´rarchique ≫ qui respecte la structure natu-
relle du syste`me en deux sous-syste`mes : le sous-syste`me e´lectrique et le sous-syste`me
me´canique.
Les deux sous-syste`mes sont illustre´s dans la Fig. 3.10.
3.2.1 Sous-syste`me e´lectrique ou de ≪ bas-niveau ≫
Le sous-syste`me e´lectrique est de´fini par les e´quations (3.19a)–(3.19b). C’est un
syste`me a` trois entre´es : la commande est constitue´e par (Vd, Vq) tandis que ωm joue le
roˆle de perturbation. La sortie a` commander est (Id, Iq).
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Il est facile de ve´rifier que (Id, Iq, ωm) est une sortie plate du sous-syste`me e´lectrique.
La commande est exprime´e en fonction de la sortie plate, par :
Vd = −RsId − LddId
dt
+ npωmLqIq (3.25a)
Vq = −RsIq − Lq dIq
dt
− npωmLdId + npωmΨ (3.25b)
D’apre`s ces expressions, nous pouvons de´terminer une commande nominale base´e
sur les trajectoires du courant Id, Iq (les sorties a` commander) et sur la trajectoire de la
vitesse ωm (la perturbation mesurable).
3.2.2 Sous-syste`me me´canique ou de ≪ haut-niveau ≫
Le sous-syste`me me´canique est mode´lise´ par l’e´quation (3.19c). C’est un syste`me de
commande (Id, Iq) (pre´cise´ment les sorties du sous-syste`me e´lectrique), de perturbation
Tmec et de sortie ωm. La sortie plate de ce sous-syste`me est (Id, ωm, Tmec).
Nous pouvons imposer le courant Id puisqu’il fait partie de la sortie plate. Nous
choisirons donc le courant optimal Ioptd , de´termine´ plus loin pour minimiser les pertes
e´lectriques au stator.
L’autre commande du sous-syste`me me´canique s’exprime a` l’aide de la sortie plate
par :
Iq =
Tmec − Jω˙m
1.5np(Ψ−∆LId) (3.26)
La commande Iq permet de re´gler la vitesse du GSAP. Cette commande sera conside´re´e
comme une re´fe´rence du courant Iq dans la boucle de courant du sous-syste`me e´lectrique.
Pour minimiser les pertes e´lectriques au stator du GSAP, nous avons besoin de com-
prendre son bilan de puissance.
3.3 Bilan de puissance
La puissance e´lectrique du GSAP dans les repe`res d, q est exprime´e ainsi :
Pele =
3
2
(VdId + VqIq) (3.27)
En substituant (3.25) dans (3.27), nous obtenons :
Pele =
3
2
npωm(Ψ−∆LId)Iq︸ ︷︷ ︸
Pemag
− 3
2
Rs(I
2
d + I
2
q )︸ ︷︷ ︸
PJ
− 3
2
(
Ld
dId
dt
+ Lq
dIq
dt
)
︸ ︷︷ ︸
∆Pmag
(3.28)
L’e´quation (3.28) comprend trois termes de puissance : le premier est la puissance
e´lectromagne´tique Pemag, le deuxie`me terme est les pertes par effet Joule PJ et le dernier
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terme ∆Pmag repre´sente la variation de puissance lie´e au stockage sous forme d’e´nergie
magne´tique dans les bobinages du GSAP.
De l’e´quation (3.19c), nous pouvons e´crire :
Tmec = Tem + J
dωm
dt
(3.29)
En rappelant que la puissance me´canique est exprime´e comme :
Pmec = Tmecωm (3.30)
En substituant (3.29) dans (3.30), nous obtenons :
Pmec = Temωm + J
dωm
dt
ωm (3.31)
= Pemag + J
dωm
dt
ωm︸ ︷︷ ︸
∆Pcin
(3.32)
ou` ∆Pcin, Pemag repre´sentent respectivement la variation de puissance lie´e au stockage
sous forme d’e´nergie cine´tique et la puissance e´lectromagne´tique.
En substituant (3.32) dans (3.28), nous obtenons :
Pele = Pmec − J dωm
dt
ωm︸ ︷︷ ︸
∆Pcin
− 3
2
Rs(I
2
d + I
2
q )︸ ︷︷ ︸
PJ
− 3
2
(
Ld
dId
dt
+ Lq
dIq
dt
)
︸ ︷︷ ︸
∆Pmag
(3.33)
D’apre`s (3.33), nous pouvons e´crire la relation des pertes totales (me´caniques et e´lectri-
ques) du GSAP,ainsi :
∆Ptot = PJ +∆Pmag +∆Pcin (3.34)
En re´gime permanent, nous avons dId
dt
= 0, dIq
dt
= 0 et dωm
dt
= 0. Par conse´quent,
l’e´quation (3.33) se re´e´crit ainsi :
Pmec = Pele + PJ
Nous constatons que dans les re´gimes stationnaires, les pertes totales sont seulement
les pertes par effet de Joule car les autres pertes dans l’e´quation (3.34) sont nulles. Par
conse´quent, nous allons nous focaliser sur la minimisation des pertes par effet de Joule.
3.4 Minimisation des pertes par effet Joule
Les pertes par effet Joule PJ sont exprime´es ainsi :
PJ = 1.5Rs(I
2
d + I
2
q ) (3.35)
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En remarquant que PJ est exprime´e en fonction des variables du syste`me plat (3.19),
nous constatons qu’il est possible de l’exprimer en fonction de la sortie plate. En utili-
sant l’expression du courant Iq de (3.24), nous obtenons :
PJ = 1.5Rs
{
I2d +
[
Tmec − Jω˙m
1.5np (Ψ−∆LId)
]2}
(3.36)
En rappelant que Tmec − Jθ¨ = Tem :
PJ = 1.5Rs
{
I2d +
[
Tem
1.5np (Ψ−∆LId)
]2}
(3.37)
Nous allons maintenant discuter les pertes PJ pour les deux types de GSAP (a` poˆles
lisses et a` poˆles saillants).
3.4.1 Les pertes Joule du GSAP a` poˆles lisses
Dans ce cas, nous avons Ld = Lq ⇔ ∆L = 0. En tenant compte de cette e´galite´
en (3.37), nous obtenons :
PJ = 1.5Rs
{
I2d +
[
Tem
1.5npΨ
]2}
(3.38)
La fonction des pertes, donne´e par (3.38), exprime PJ en fonction du courant Id et du
couple Tem. Pour un couple e´lectrique donne´, cette fonction est minimale par rapport au
courant Id lorsque sa de´rive´e par rapport a` Id est nulle :
∂PJ
∂Id
= 0⇔ Id = 0
Nous concluons que pour le GSAP a` poˆles lisses, la re´fe´rence du courant Id doit eˆtre
impose´e a` ze´ro pour minimiser les pertes par effet Joule.
3.4.2 Les pertes Joule du GSAP a` poˆles saillants
Dans ce cas, nous avons Ld 6= Lq ⇔ ∆L 6= 0. Ls pertes PJ sont donc donne´es
par (3.37) qui exprime les pertes par effet Joule, PJ , en fonction du courant Id et du
couple e´lectrique Tem. Pour un couple e´lectrique donne´, cette fonction est minimale par
rapport au courant Id lorsque sa de´rive´e par rapport a` Id est nulle :
∂PJ
∂Id
= 0
d’ou`
Id −
(
Tem
1.5np∆L
)2
1
(Id − Ψ∆L)3
= 0 (3.39)
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Renommant la constante Ψ
∆L
dans l’e´quation (3.39) par Id0 :
(Id − Id0)3 =
(
Tem
1.5np∆L
)2
1
Id
(3.40)
Cette dernie`re e´quation repre´sente une e´quation du quatrie`me degre´ par rapport a` Id, qui
peut eˆtre exprime´e ainsi :
a4I
4
d + a3I
3
d + a2I
2
d + a1Id + a0 = 0 (3.41)
ou` a1, a2, a3, a4 sont les coefficients donne´s par :
a3 = −3Id0
a2 = 3I
2
d0
a1 = −I3d0
a0 = −
(
Tem
1.5np∆L
)2
Il est clair que le coefficient a0 de (3.41) de´pend du couple e´lectrique Tem. Par conse´quent,
chaque re´solution de (3.41) est associe´e a` un couple donne´. La solution nume´rique de
chaque e´quation contient quatre racines. Toutes les racines complexes ou supe´rieurs a`
la valeur nominale du courant du GSAP ou ne´gative ne doivent pas eˆtre accepte´es. En
revanche, les autres conside´re´es comme des valeurs optimales du courant Id. Cepen-
dant, nous choisissons parmi celles-ci la valeur la plus petite comme valeur de´finitive
de la re´fe´rence du courant Id. Pour de´terminer toutes les solutions de l’ensemble des
e´quations (3.41), nous faisons varier le couple e´lectrique entre une valeur minimale
Temmin et une valeur maximale Temmax , tout en lanc¸ant un calcul nume´rique a` l’aide
de Matlab. E´liminant les solutions non valides, nous obtenons une se´quence valeurs
optimales du courant
{
Ioptdi | i = 1, . . . , n
}
correspondant a` une se´quence de couple
e´lectriques {Temi | i = 1, . . . , n} ou` n est nombre de points de discre´tisation pour e´valuer
les solutions nume´riques de l’e´quation pre´ce´dente. Trac¸ant la relation Ioptd = f(Tem)
pour toutes les valeurs du courant et du couple de la matrice du courant optimal et
la matrice du couple e´lectrique associe´, nous obtenons la Fig. 3.11. Pour simplifier le
calcul et re´duire le temps, nous avons de´duit, a` l’aide de la solution nume´rique de Mat-
lab, une fonction approximative, de´termine´e par interpolation, qui exprime la relation
Ioptd = f(Tem) comme suit :
Ioptd = (−0.1316T 2em + 0.0024Tem − 0.0094)10−3 (3.42)
En trac¸ant la relation approximative du courant optimal en fonction du couple e´lectri-
que (3.42), nous obtenons la Fig 3.12.
Trac¸ant les solutions nume´riques donne´es en (3.41) et les solutions approximatives
donne´es en (3.42) sur une meˆme figure (voir la Fig 3.13), nous remarquons que les deux
courbes sont bien superpose´es.
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FIGURE 3.11 – Courant optimal : solution nume´rique
Apre`s avoir pre´sente´ le mode`le du GSAP et discute´ la minimisation des pertes par
effet Joule, nous allons passer a` la commande du mode`le par une strate´gie de commande
plate fonde´e sur la platitude diffe´rentielle. Nous allons appliquer cette strate´gie aux deux
sous-syste`mes du GSAP.
3.5 Conception du controˆleur du sous-syste`me e´lectrique
Dans cette section, nous allons concevoir un controˆleur du sous-syste`me e´lectrique
du GSAP. Nous allons tout d’abord pre´senter la commande nominale puis la commande
en boucle ferme´e.
3.5.1 Commande nominale en boucle ouverte
Les deux composantes de la commande du sous-syste`me e´lectrique Vd, Vq sont re-
nomme´es V nomd , V
nom
q comme une indication a` la commande nominale. Re´e´crivant les
deux e´quations du sous-syste`me e´lectrique en tenant compte de l’indication de la com-
mande nominale et en remplac¸ant les sorties par leurs re´fe´rences, nous obtenons :
V nomd = −RsIrefd − LdI˙refd + npLqωrefm Irefq (3.43a)
V nomq = −RsIrefq − Lq I˙refq − npLdωrefm Irefd + npωrefm Ψ (3.43b)
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FIGURE 3.12 – Courant optimal : solution approximative
ou` Irefd , I
ref
q , ω
ref
m sont respectivement les re´fe´rences de Id, Iq, ωm
3.5.2 Commande en boucle ferme´e
Les deux composantes de la commande Vd, Vq sont renomme´es V
cfp
d , V
cfp
q comme
une indication de la commande en boucle ferme´e. Pour fermer la boucle, nous remplac¸ons
la de´rive´e de la re´fe´rence du courant I˙refd par
I˙refd +K
d
ped +K
d
I
∫ t
0
eddτ
dans l’e´quation (3.43a) et la de´rive´e de la re´fe´rence du courant I˙refq par
I˙refq +K
q
peq +K
q
I
∫ t
0
eqdτ
dans les e´quations (3.43b) (voir [20, 38, 35]) :
V cfpd = −RsIrefd − LdI˙refd − LdKdped − LdKdI
∫ t
0
eddτ + npLqω
ref
m I
ref
q (3.44a)
V cfpq = −RsIrefq − Lq I˙refq − LqKqpeq − LqKqI
∫ t
0
eqdτ
− npLdωrefm Irefd + npωrefm Ψ (3.44b)
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FIGURE 3.13 – Courant optimal : solution nume´rique et solution approximative
Substituant (3.43a) et (3.43b) dans (3.44a) et (3.44b) :
V cfpd = V
nom
d − LdKdped − LdKdI
∫ t
0
eddτ (3.45a)
V cfpq = V
nom
q − LqKqpeq − LqKqI
∫ t
0
eqdτ (3.45b)
Nous allons de´velopper l’e´quation des erreurs afin de de´duire le polynoˆme caracte´risti-
que du sous-syste`me e´lectrique. Une fois ce polynoˆme de´termine´, nous pouvons nous
en servir pour placer les poˆles du sous-syste`mes e´lectrique afin de valider la stabilite´ et
de de´terminer les parame`tres du controˆleur du sous-syste`me e´lectrique. L’e´quation des
erreurs ed et eq est obtenue en substituant (3.44) dans (3.25). Nous obtenons :
e˙d =
(
Kdp −
Rs
Ld
)
ed +K
d
I
∫ t
0
eddτ
+
1
Ld
(
npωmLqIq − npωrefm LqIrefq
)
(3.46a)
e˙q =
(
Kqp −
Rs
Lq
)
eq +K
q
I
∫ t
0
eqdτ
+
1
Lq
(−npωmLdId + npωrefm LdIrefd + npωmΨ− npωrefm Ψ) (3.46b)
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Ne´gligeant l’erreur de la vitesse mettant (ωm = ω
ref
m ), les e´quations dynamiques des
erreurs (3.46a), (3.46b) deviennent :
e˙d =
(
Kdp −
Rs
Ld
)
ed +K
d
I
∫ t
0
eddτ +
1
Ld
(npωmLq) eq (3.47a)
e˙q =
(
Kqp −
Rs
Lq
)
eq +K
q
I
∫ t
0
eqdτ − 1
Lq
(npωmLd) ed (3.47b)
Les e´quations dynamiques (3.46a) et (3.46b) des erreurs sur les axes d et q com-
prennent des termes de couplage : 1
Ld
(npωmLq) eq et
1
Lq
(npωmLd) ed. Ceux-ci contien-
nent la vitesse me´canique ωm qui n’est pas stationnaire et ceci complique l’e´tude de la
stabilite´ des deux controˆleurs du sous-syste`me e´lectrique.
Pour re´soudre ce proble`me, nous allons choisir les gains proportionnels KdP , K
q
P des
deux controˆleurs de fac¸on a` ce que les termes de couplage restent ne´gligeables devant
tous les autres, a` n’importe quel re´gime de vitesse.
Dans un premier temps, nous supposons que les gains des deux controˆleurs ve´rifient
de´ja` cette hypothe`se, les termes de couplage sont ne´glige´s dans (3.47a), (3.47b)),et
ainsi :
e˙d =
(
Kdp −
Rs
Ld
)
ed +K
d
I
∫ t
0
eddτ (3.48a)
e˙q =
(
Kqp −
Rs
Lq
)
eq +K
q
I
∫ t
0
eqdτ (3.48b)
E´crivant (3.48a) et (3.48b) sous forme matricielle, nous obtenons :
d
dt
(
χd
ed
)
=
(
0 1
KdI K
d
p − 1τd
) (
χd
ed
)
(3.49a)
d
dt
(
χq
eq
)
=
(
0 1
KqI K
q
p − 1τq
) (
χq
eq
)
(3.49b)
ou` χd, χq sont les inte´grales de l’erreur sur les axes d et q, τd, τq sont les constantes de
temps en boucle ouverte sur les axes d et q. Les constantes de temps sont exprime´es
ainsi :
τd =
Ld
Rs
(3.50a)
τq =
Lq
Rs
(3.50b)
Les polynoˆmes caracte´ristiques pour les deux matrices (3.49), (3.49) sont respective-
ment :
Pd(s) = s
2 +
(
1
τd
−Kdp
)
s−KdI (3.51a)
Pq(s) = s
2 +
(
1
τq
−Kqp
)
s−KqI (3.51b)
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Nous de´terminons KdP , K
d
I , K
q
P , K
q
I en plac¸ant tous les poˆles du syste`me des erreurs en
− 1
τ ′
d
pour l’axe d et − 1
τ ′q
pour l’axe q. Ceci est re´alise´ en faisant les idenfications des
polynoˆmes suivants :
Pd(s) =
(
s+
1
τ ′d
)2
(3.52a)
Pq(s) =
(
s+
1
τ ′q
)2
(3.52b)
ou` τ ′d, τ
′
q sont les constantes de temps en boucle ferme´e sur les axes d et q, elles sont
exprime´es ainsi :
τ ′d = ζdτd (3.53)
τ ′q = ζqτq (3.54)
ou` ζd, ζq sont les rapports de rapidite´ entre la boucle ouverte et la boucle ferme´e pour
les axes d, q. Il n’y a ainsi que deux parame`tres a` choisir pour re´gler la commande.
L’identification (3.52a), (3.52b) donne :
KdP =
1
τd
(
1− 2
ζd
)
(3.55a)
KdI = −
1
ζ2dτ
2
d
(3.55b)
KqP =
1
τq
(
1− 2
ζq
)
(3.55c)
KqI = −
1
ζ2q τ
2
q
(3.55d)
Les e´quations (3.55) montrent que les parame`tres des deux controˆleurs sont obtenus en
fonction de deux rapports de rapidite´ (ζd, ζq). Nous pouvons donc choisir les rapports
de rapidite´ de manie`re a` ce que les gains proportionnels des deux controˆleurs soient
plus importants que les coefficients des termes de couplage. Dans ce cas, nous pouvons
conside´rer que les termes de couplage sont ne´gligeables devant les autres termes dans
l’e´quation de la dynamique des erreurs.
3.5.3 Ve´rification de la stabilite´ du controˆleur bas niveau
Pour ve´rifier la stabilite´, nous prenons en compte les termes de couplage et nous
devons ve´rifier que le choix des gains pour les de sous-syste`me e´lectrique garantit la
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stabilite´. Substituant les e´quations (3.55) dans (3.47a), (3.47b), nous obtenons :
χ˙d = ed (3.56a)
e˙d = − 2
τdζd
ed − 1
ζ2dτ
2
d
χd + np
Lq
Ld
ωmeq (3.56b)
χ˙q = eq (3.56c)
e˙q = − 2
τqζd
eq − 1
ζ2q τ
2
q
χq − npLd
Lq
ωmed (3.56d)
Re´e´crivant (3.56) sous forme matricielle, nous obtenons :
d
dt

χd
ed
χq
eq
 =

0 1 0 0
− 1
ζ2
d
τ2
d
− 2
τdζd
0 np
Lq
Ld
ωm
0 0 0 1
0 −np LdLqωm − 1ζ2q τ2q −
2
τqζq


χd
ed
χq
eq
 (3.57)
La Fig. 3.14 montre le sche´ma de simulation du syste`me diffe´rentiel (3.57) qui re´git
l’erreur. En toute rigueur, le syste`me diffe´rentiel (3.57) n’est pas stationnaire, car cer-
tains de ses coefficient de´pendent du temps a` travers ωm et l’e´tude de la stabilite´ de
ce syste`me diffe´rentiel ne repose pas uniquement sur le polynoˆme caracte´ristique de sa
matrice de de´rive [75].
Le polynoˆme caracte´ristique de la matrice de de´rive qui apparaıˆt dans (3.57) est :
P (s) = s4 +
(
2
ζdτd
+ 2
ζqτq
)
s3 +
(
4
ζdτdζqτq
+ n2pω
2
m +
1
ζ2
d
τ2
d
+ 1
ζ2q τ
2
q
)
s2
+
(
2
ζ2
d
τ2
d
ζqτq
+ 2
ζdτdζ2q τ
2
q
)
s+
(
1
ζdτdζqτq
)2
(3.58)
On constate que seul le coefficient du monoˆme de second degre´ est affecte´ par le produit
des deux termes de couplage de (3.57).
L’effet de ce terme est faible a` la condition que nous choisissions les deux rapports de
rapidite´ ζd, ζq de fac¸on a` ce que la valeur maximale du terme du couplage, max(n
2
pω
2
m),
soit infe´rieure a` la valeur minimale,min( 4
ζdτdζqτq
, 1
ζ2
d
τ2
d
, 1
ζ2q τ
2
q
), des trois autres coefficients
qui interviennent dans le terme de degre´ deux de (3.58). Pour assurer la stabilite´ tenant
en compte du terme du couplage, la condition suivante doit eˆtre ve´rifie´e :
max(n2pω
2
m)≪ min(
4
ζdτdζqτq
,
1
ζ2dτ
2
d
,
1
ζ2q τ
2
q
) (3.59)
Pour une e´tude plus pre´cise et rigoureuse de la stabilite´ de (3.57), nous faisons ap-
pel au the´ore`me de KELEMEN, apparu en 1986 [45] puis reformule´ dans les anne´es
suivantes [50, 47]. Ce the´ore`me a e´te´ utilise´ dans [36, 38, 39] pour de´velopper une
me´thodologie ge´ne´rale d’e´tude de la stabilite´ et de la robustesse des lois de commande
fonde´es sur la platitude.
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FIGURE 3.14 – Sche´ma de simulation du syste`me d’erreur
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Dans le cas pre´sent, les e´quilibres de (3.57) sont parame´tre´s par la vitesse de rotation
du ge´ne´rateur de la manie`re suivante :
Iω = [−ωmax,+ωmax] ∋ ωm 7→

χ¯d(ωd)
0
χ¯q(ωq)
0
 (3.60)
On constate que, qu’elle que soit la vitesse, on a bien e¯d = e¯q = 0 graˆce aux termes
inte´graux du controˆleur.
Il faut ensuite e´tudier la position des valeurs propres de la matrice de de´rive du
syste`me line´arise´ obtenue a` partir de (3.57) autour de tous les points d’e´quilibre pa-
rame´tre´s en (3.60). Il faut garantir que pour tout ωm ∈ Iω, les valeurs propres sont a`
parties re´elles ne´gatives, avec une certaine marge σ < 0. Cela peut eˆtre fait aise´ment a`
l’aide d’un tableau de ROUTH ; nous obtenons des ine´galite´s qui doivent eˆtre satisfaites
par les coefficients du bouclage de bas niveau.
Le the´ore`me de KELEMEN permet de conclure a` la stabilite´ de (3.57) autour de la
varie´te´ d’e´quilibre de´crite par (3.60) ainsi qu’a` la convergence vers l’e´quilibre pour les
re´gimes stationnaires, sous la condition que l’excitation du syste`me diffe´rentiel n’est
pas trop rapide, a` savoir :
∃ δ > 0, ∀T > 0, ∀t ≥ 0, 1
T
∫ t+T
t
| ω˙m(τ) | dτ < δ (3.61)
Cette dernie`re hypothe`se est tout a` fait re´aliste dans le domaine e´olien car il n’y a pas
de grande variation instantane´e de la vitesse du rotor d’e´olienne a` cause de l’inertie du
rotor.
3.6 Conception du controˆleur de haut-niveau
E´tant donne´ l’expression de la commande pour Iq donne´e en (3.26), la commande
nominale qui de´coule de la platitude est :
Icnq =
T refmec − Jω˙refm
1.5np(Ψ−∆LIrefd )
(3.62)
ou` T refmec est le couple optimal calcule´ suivant la strate´gie de MPPT.
La commande en boucle ferme´e est forme´e en ajoutant simplement un correcteur PI
base´ sur l’erreur de la vitesse eω = ωm − ωrefm [20, 38, 35], ou` ωrefm de´signe la vitesse de
re´fe´rence que nous pouvons l’obtenir par une SPOP.
Donc :
Icbfq =
Tmec − Jω˙refm − J
[
KP eω +KI
∫ τ
0
eω(τ)dτ
]
1.5np(Ψ−∆LIrefd )
(3.63)
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Remarque 3.2 L’e´quation (3.63) de´termine la commande du sous-syste`me me´canique
qui sera utilise´e comme une re´fe´rence de courant Iq dans le controˆleur du sous syste`me
e´lectrique.
L’e´quation de la dynamique de l’erreur s’obtient en substituant (3.63) dans (3.26)
apre`s avoir suppose´ que Icbfq = Iq :
e¨ω +KP e˙ω +KIeω = 0 (3.64)
L’e´quation (3.64) est d’ordre 2, nous pouvons e´crire cette e´quation sous forme ma-
tricielle :
d
dt
(
eω
e˙ω
)
=
(
0 1
−KI −Kp
)(
eω
e˙ω
)
(3.65)
Plac¸ant les poˆles de la boucle ferme´e en identifiant le polynoˆme caracte´ristique s2 +
Kps + KI avec (s +
1
τH
)2, nous obtenons ainsi le re´glage a` l’aide du seul parame`tre
τH > 0 qui joue le roˆle de constante de temps pour la partie me´canique du syste`me :
Kp =
2
τH
KI =
1
τ 2H
Il faut veiller a` ce que la boucle externe soit plus lente que la boucle interne pour garantir
la stabilite´ de l’ensemble. Nous ferons donc en sorte que :
τH > 10max(τ
′
d, τ
′
q)
Pour e´tudier plus pre´cise´ment la stabilite´ de la boucle ferme´e, nous pouvons aussi
faire appel au the´ore`me de KELEMEN [45, 50, 47]. Nous ne l’avons pas de´veloppe´ en
de´tail et cela sera l’objet d’une publication future. Il y a deux manie`res de proce´der :
— la premie`re, plus simple, est de ≪ geler ≫ artificiellement le bas niveau ce qui
revient a` faire l’hypothe`se que le controˆleur de bas niveau fonctionne ide´alement
bien (convergence quasi instantane´e des variables a` commander vers leur re´fe´-
rence) et d’e´crire uniquement la dynamique de l’erreur de la partie haut niveau
du syste`me ;
— la deuxie`me tient compte de l’ensemble du syste`me, sans autre hypothe`se que
l’excitation exte´rieure du syste`me n’est pas trop violente.
3.7 Commande par la platitude de la partie d’injection
La partie de production comprend l’onduleur triphase´ connecte´ sur le re´seau e´lectri-
que a` travers d’un filtre triphase´. L’entre´e de l’onduleur est une tension continue issue
du redressement de la tension alternative du GSAP. La tension de la sortie de l’onduleur
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est triphase´e. Elle doit avoir une amplitude et une fre´quence identiques a` celles de la ten-
sion du re´seau e´lectrique si nous voulons connecter l’onduleur sur le re´seau e´lectrique.
Pour simplifier, nous conside´rons que l’e´nergie e´olienne a` l’entre´e de l’onduleur est
une source de tension continue ayant une amplitude variable a` cause des variations de
l’e´nergie e´olienne (voir la Fig. 3.15).
La partie d’injection comprend une source de tension continue, un filtre et le re´seau
e´lectrique (Fig. 3.15).
Source
DC Onduleur Réseau
Filtre
C
Énergie
éolienne
Partie de production
GSAP-redresseur
FIGURE 3.15 – Une source d’e´nergie e´olienne connecte´e sur le re´seau e´lectrique par un onduleur
Nous allons de´velopper un mode`le qui repre´sente la partie d’injection afin de pou-
voir y appliquer la commande fonde´e sur la platitude. Nous allons concevoir une loi de
commande plate qui permet de re´gler le facteur de puissance de l’e´nergie envoye´e vers
le re´seau e´lectrique a` travers l’onduleur. La stabilite´ du syste`me en boucle ferme´e de la
partie d’injection sera prouve´e the´oriquement afin de garantir un excellent fonctionne-
ment du controˆleur plat.
3.7.1 Mode´lisation de la partie de production (Onduleur-Re´seau)
Pour la mise en e´quation, nous nous servirons de la Fig. 3.16 pour e´tablir les e´qua-
tions de la chute de tension sur les inductances du filtre sur les trois phases :
OnduleurDC
A
B
C
coboao vvv crbrar vvv cba iii
L
L
L
FIGURE 3.16 – Sche´ma e´lectrique du couplage de l’onduleur sur le re´seau e´lectrique
L
dia
dt
= vao − var (3.66a)
L
dib
dt
= vbo − vbr (3.66b)
L
dic
dt
= vco − vcr (3.66c)
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ou` L est l’inductance du filtre, vao , vbo , vco sont les tensions triphase´es a` la sortie de
l’onduleur, vao , vbo , vco sont les tensions triphase´es a` la sortie du filtre et ia, ib, ic sont les
courants triphase´s injecte´s au re´seau e´lectrique.
La tension triphase´e a` la sortie du filtre doit eˆtre alternative, triphase´e et d’une ampli-
tude constante, e´gale a` l’amplitude de la tension triphase´e du re´seau e´lectrique. Dans les
re´gimes stationnaires, la chute de tension sur les inductances du filtre est e´gale a` ze´ro.
Dans les re´gimes transitoires, nous conside´rons que cette chute de tension posse`de une
certaine valeur instantane´e a` cause des variations du courant injecte´ au re´seau e´lectrique
(la puissance produite par l’e´olienne).
Supposant que la tension a` la sortie de l’onduleur est une tension sinusoı¨dale d’am-
plitude Vmo , de pulsation ωo et de phase instantane´e ωoto, la tension de chaque phase a`
la sortie de l’onduleur est exprime´e ainsi :
vao = Vmo cos(ωot) (3.67a)
vbo = Vmo cos(ωot+
2π
3
) (3.67b)
vco = Vmo cos(ωot−
2π
3
) (3.67c)
La tension du re´seau e´lectrique a une amplitude constante Vmr , une pulsation ωr
constante et une phase instantane´e ωrt, donc la tension de chaque phase du re´seau
e´lectrique est exprime´e ainsi :
var = Vmr cos(ωrt) (3.68a)
vbr = Vmr cos(ωrt+
2π
3
) (3.68b)
vcr = Vmr cos(ωrt−
2π
3
) (3.68c)
La synchronisation de la tension a` la sortie de l’onduleur avec la tension du re´seau
e´lectrique doit eˆtre assure´e pendant le fonctionnement de l’onduleur. La condition de
la synchronisation est que la fre´quence de la tension a` la sortie de l’onduleur ωo doit
eˆtre e´gale a` la fre´quence de la tension du re´seau e´lectrique ωr. A` partir de maintenant,
lorsque nous parlons d’un couplage synchronise´, nous conside´rons que : ωo = ωr = ω,
sinon aucun couplage ne pourra pas eˆtre fait.
Substituant les e´quations (3.67) et (3.68) dans (3.66), nous obtenons :
L
dia
dt
= (Vmo − Vmr) cos(ωt) (3.69a)
L
dib
dt
= (Vmo − Vmr) cos(ωt) (3.69b)
L
dic
dt
= (Vmo − Vmr) cos(ωt) (3.69c)
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En appliquant la transformation de Park 3 sur (3.69), nous obtenons les e´quations sur
le repe`re d et q comme ainsi :
L
dId
dt
= Vdo − Vdr + LωIq (3.70a)
L
dIq
dt
= Vqo − Vqr − LωId (3.70b)
ou` Id, Iq sont respectivement les courants sur les axes d et q, Vdo , Vqo sont la tension sur
les axes d et q a` la sortie de l’onduleur, Vdr , Vqr sont la tension sur les axes d et q a` la
sortie du filtre et ω est la pulsation du re´seau e´lectrique.
En appliquant aussi la transformation de Park sur la tension triphase´e du re´seau
e´lectrique (3.68), nous obtenons : Vdr = Vmr , Vqr = 0. Introduisant ce re´sultat dans les
e´quations (3.70), nous obtenons :
L
dId
dt
= Vdo − Vmr + LωIq (3.71a)
L
dIq
dt
= Vqo − LωId (3.71b)
Les e´quations (3.71) repre´sentent le mode`le du couplage synchronise´ au re´seau e´lectri-
que.
3.7.2 La commande plate du mode`le du couplage synchronise´
Le mode`le (3.71) est non line´aire de deuxie`me ordre avec deux entre´es {u1 =
Vdo , u2 = Vqo} et deux e´tats x1 = Id, x2 = Iq. Re´e´crivant les e´quations du mode`le (3.71)
sous forme matricielle, nous obtenons :[
x˙1
x˙2
]
=
[
0 ω
−ω 0
] [
x1
x2
]
−
[
Vmr
0
]
+
[
1 0
0 1
] [
u1
u2
]
(3.72)
Le mode`le de couplage (3.72) est un mode`le line´aire de deux e´quations diffe´rentielles
couple´es. Par souci d’unite´ et pour bien comprendre comment s’affranchir du couplage
des variables Id et Iq, nous abordons sa commande par le biais de la platitude pour
faire du suivi de trajectoires. Comme la puissance active et la puissance re´active sont
exprime´es en fonction des e´tats du syste`me, nous pouvons imposer leurs re´fe´rences.
Par conse´quent, nous pouvons controˆler le facteur de la puissance injecte´e au re´seau
e´lectrique.
Pour ve´rifier la platitude du mode`le du couplage, il suffit de trouver une sortie plate
qui ve´rifie les trois conditions de la platitude rappele´es dans le deuxie`me chapitre. La
sortie plate du syste`me du couplage est Z = {z1, z2}. Nous avons choisi le courant
triphase´ sur les axes d et q comme une sortie plate du syste`me du couplage : z1 =
Id, z2 = Iq. Cette sortie ve´rifie les trois conditions de la platitude :
3. Nous conside´rons que la phase instantane´e du re´seau e´lectrique ωtr est la base de la transformation
de Park : Θ = ωtr
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— Id, Iq sont des variables du syste`me.
— Id, Iq sont diffe´rentiellement inde´pendantes.
— Toutes les variables du syste`me peuvent eˆtre exprime´es en fonction de la sortie
plate :
Id = Id (3.73a)
Iq = Iq (3.73b)
Vdo = L
dId
dt
+ Vmr − LωIq (3.73c)
Vqo = L
dIq
dt
+ LωId (3.73d)
Pour de´velopper la commande plate du mode`le du couplage synchronise´, nous allons
commencer par la conception de la commande nominale. Ensuite, nous allons concevoir
la commande en boucle ferme´e.
3.7.3 La commande nominale du syste`me du couplage
Les commandes nominales V nomdo , V
nom
qo
sont exprime´es a` partir des e´quations du
mode`le du couplage :
V cndo = L
dIrefd
dt
+ Vmr − LωIrefq (3.74a)
V cndo = L
dIrefq
dt
+ LωIrefd (3.74b)
ou` Irefd , I
ref
q sont les re´fe´rences des courants sur les axes d et q respectivement.
3.7.4 La commande en boucle ferme´e du syste`me du couplage
Les deux composantes de la commande Vdo , Vqo sont renomme´es dans la commande
plate comme V cbfdo , V
cbf
qo
.
La commande en boucle ferme´e suivant la technique de la commande plate est
de´duite de la commande nominale en ajoutant un terme proportionnel et un terme
inte´gral sur la de´rive´e d’ordre supe´rieur de la sortie plate dans l’expression de la com-
mande nominale (voir [20, 38, 35]). C’est-a`-dire, nous remplac¸ons
dIref
d
dt
par
dIref
d
dt
+
Kdped +K
d
i χd et nous remplac¸ons
dIrefq
dt
par
dIrefq
dt
+Kqpeq +K
q
i χq dans (3.74) :
V cbfdo = L
(
dIrefd
dt
+Kdped +K
d
i χd
)
+ Vmr − LωIrefq (3.75a)
V cbfqo = L
(
dIrefq
dt
+Kqpeq +K
q
i χq
)
+ LωIrefd (3.75b)
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ou` : ed = I
ref
d − Id, eq = Irefq − Iq sont respectivement les erreurs des courants sur les
axes d et q, et χd =
∫ t
0
eddτ et χq =
∫ t
0
eqdτ sont respectivement les inte´grales des
erreurs sur les axes d et q. Substituant (3.74) dans (3.75) :
V cbfdo = V
cn
do
+ LKdped + LK
d
i χd (3.76a)
V cbfqo = V
cn
qo
+ LKqpeq + LK
q
i χq (3.76b)
L’e´quation (3.76) repre´sente les e´quations de la commande par la platitude qui ras-
semble deux termes de commande : la commande en boucle ouverte et la commande
en boucle ferme´e. Ceci garantit la fiabilite´ du controˆleur et permet de rejeter la pertur-
bation. Lorsque les erreurs de la commande deviennent nulles, seuls les termes de la
commande nominale vont rester dans l’e´quation (3.76) car les termes du bouclage vont
disparaıˆtre. Lorsque les erreurs de la commande ne sont pas nulles, les deux termes de la
commande (le terme nominal et le terme du bouclage) vont rester dans l’e´quation (3.76)
et ils vont former la commande en boucle ferme´e. Il reste, pour comple´ter la conception
de la loi de commande a` effectuer le choix des parame`tres du correcteur PI pour chaque
controˆleur du syste`me de couplage : un controˆleur sur l’axe d et un controˆleur sur l’axe
q.
Nous utilisons la technique du placement des poˆles pour de´terminer les parame`tres
de chaque controˆleur.
Pour re´aliser une loi de commande qui fonctionne parfaitement, il faut que les termes
de commande plates atteignent les meˆmes valeurs donne´es par (3.73), c’est-a`-dire :
V cbfdo = Vdo , V
cbf
qo
= Vdo . Tenant de cette condition en compte et substituant (3.73)
dans (3.75), nous obtenons :
0 = Le˙d + LK
d
ped + LK
d
i χd − Lωeq (3.77a)
0 = Le˙q + LK
q
peq + LK
q
i χeq + Lωed (3.77b)
En divisant par L :
e˙d = −Kdped −Kdi χd + ωeq (3.78a)
e˙q = −Kqpeq −Kqi χq − ωed (3.78b)
Les e´quations (3.78) repre´sentent le mode`le de la dynamique des erreurs. Contrairement
aux autres controˆleurs qui ont e´te´ de´veloppe´s pre´ce´demment, nous obtenons ici une
dynamique de l’erreur line´aire et stationnaire, dont l’e´tude de la convergence repose
uniquement sur le polynoˆme caracte´ristique.
La Fig. 3.17 repre´sente le sche´ma de simulation du syste`me diffe´rentiel qui re´git les
erreurs. Re´e´crivant les e´quations des erreurs et leurs inte´grales sous forme matricielle :
d
dt


χd
ed
χq
eq

 =


0 1 0 0
−Kdi −Kdp 0 ω
0 0 0 1
0 −ω −Kqi −Kqp




χd
ed
χq
eq

 (3.79)
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FIGURE 3.17 – sche´ma de simulation du syste`me diffe´rentiel des erreurs
Pour placer les poˆles du syste`me de la dynamique des erreurs, nous devons calculer son
polynoˆme caracte´ristique. Ce polynoˆme est obtenu en de´veloppant le de´terminant de la
matrice (sI − A) ou` I est la matrice identite´ et s est la variable de Laplace. Avec :
A =


0 1 0 0
−Kdi −Kdp 0 ω
0 0 0 1
0 −ω −Kqi −Kqp


De´veloppant le calcul, nous obtenons le polynoˆme caracte´ristique de la dynamique des
erreurs ainsi :
s4 +
(
Kdp +K
q
p
)
s3 +
(
KdpK
q
d +K
d
i +K
q
i + ω
2
)
s2
+
(
KdpK
q
i +K
d
i K
q
p
)
s+Kdi K
q
i (3.80)
Pour placer les poˆles du syste`me des erreurs en 4 − 1
τ
, nous re´alisons l’identification
suivante :
s4 +
(
Kdp +K
q
p
)
s3 +
(
KdpK
q
d +K
d
i +K
q
i + ω
2
)
s2
+
(
KdpK
q
i +K
d
i K
q
p
)
s+Kdi K
q
i =
(
s+
1
τ
)4
(3.81)
4. Nous avons choisi un poˆle re´el ne´gatif quadruple.
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ou` τ est la constante de temps de boucle ferme´e.
Identifiant les deux coˆte´s de l’e´quation (3.81), nous obtenons un syste`me alge´brique
de quatre e´quations avec quatre inconnus Kdp , K
q
p , K
d
i , K
q
i
5, ainsi :
Kdp +K
q
p =
4
τ
(3.82a)
KdpK
q
p +K
d
i +K
q
i + ω
2 =
6
τ 2
(3.82b)
KdpK
q
i +K
d
i K
q
p =
4
τ 3
(3.82c)
Kdi K
q
i =
1
τ 4
(3.82d)
Nous avons trouve´, a` l’aide d’un logiciel du calcul formel 6, une solution analytique du
syste`me (3.82) exprime´e ainsi :
Kdp =
2
τ
+ ω (3.83a)
Kqp =
2
τ
− ω (3.83b)
Kdi =
1
τ 2
(3.83c)
Kqi =
1
τ 2
(3.83d)
Les coefficients donne´s par (3.83) garantissaient la stabilite´ du syste`me de couplage.
L’avantage de la solution analytique (3.83) est qu’elle prend en conside´ration les termes
de couplages du mode`le de la dynamique des erreurs. Nous pensons que cette solution
n’a jamais e´te´ pre´sente´e dans la litte´rature.
La Fig. 3.17 montre le sche´ma de simulation du syste`me diffe´rentiel des erreurs.
3.7.5 Planification des trajectoires de commande de la partie cou-
plage au re´seau e´lectrique
On cherche a` planifier les trajectoires du courant sur l’axe d et q.
La puissance active et la puissance re´active sur l’axe d et q sont exprime´es en ge´ne´ral
par :
Pac =
3
2
(VdId + VqIq) (3.84a)
Qac =
3
2
(VdIq − VqId) (3.84b)
5. Les parame`tres des deux controˆleurs sur les axes d et q que nous cherchons a` de´terminer.
6. SAGEMATH (http://www.sagemath.org).
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Dans notre cas, les tensions de re´seau e´lectrique sur l’axe d et q sont : Vd = Vdm ,
Vq = 0. ou` Vdm est la valeur maximale de la tension du re´seau e´lectrique.
Re´e´crivant les e´quations de la puissance active et la puissance re´active du nouveau :
Pac =
3
2
(VdmId) (3.85a)
Qac =
3
2
(VdmIq) (3.85b)
Ainsi, les re´fe´rences des deux courants Id et Iq sont exprime´s par :
Irefd =
2
3
P refac
Vdm
(3.86a)
Irefq =
2
3
Qrefac
Vdm
(3.86b)
Les re´fe´rences de la puissance active et la puissance re´active sont donne´es en fonction
de la re´fe´rence de la puissance apparente Srefac et la re´fe´rence de facteur de puissance
cos(φref) comme suit :
P refac = S
ref
ac cos(φref) (3.87a)
Qrefac = S
ref
ac sin(φref) (3.87b)
La re´fe´rence de la puissance apparente est donne´e a` partir de la mesure de la puissance
produite par l’e´olienne, c’est-a`-dire la puissance a` l’entre´e de l’onduleur :
|Srefac | = |Pdc| (3.88)
On peut choisir la re´fe´rence de facteur de puissance suivant notre besoin. On peut l’im-
poser a` n’importe quelle valeur comprise entre 0 et 1 :
cos(φref) =]0, 1] (3.89)
3.7.6 Comparaison entre le controˆleur propose´ et un controˆleur clas-
sique
L’inte´reˆt de notre controˆleur est qu’il ne ne´glige pas les termes de couplage dans les
e´quations des erreurs (3.78). Dans un controˆleur classique, les termes du couplage Lωeq
et Lωed sont ne´glige´s. La solution (3.83) re´sulte du placement des poˆles du syste`me de
la dynamique des erreurs en −1/τ . Nous allons ne´gliger les termes du couplage dans le
syste`me de la dynamique des erreurs afin de concevoir un controˆleur classique. Ensuite
nous allons le comparer avec notre controˆleur.
Ne´gligeant les termes du couplage, nous obtenons deux polynoˆmes caracte´ristiques
du second ordre, un pour chaque axe :
s2 +Kdps+K
d
i (3.90a)
s2 +Kqps+K
q
i (3.90b)
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Plac¸ant les poˆles du syste`me des erreurs en (3.90) en −1/τ :
s2 +Kdps+K
d
i = (s+
1
τ
)2 (3.91a)
s2 +Kqps+K
q
i = (s+
1
τ
)2 (3.91b)
Identifiant les deux coˆte´s de (3.91), nous obtenons :
Kdp =
2
τ
(3.92a)
Kqp =
2
τ
(3.92b)
Kdi =
1
τ 2
(3.92c)
Kqi =
1
τ 2
(3.92d)
Comparant les deux solutions : (3.83) et (3.92), nous constatons une diffe´rence dans
leurs termes proportionnels. Cependant leurs termes inte´graux sont identiques. Cette
diffe´rence a pour conse´quence que la solution (3.92) est approximative alors que la
solution (3.83) est exacte du point de vue du placement de poˆle. La dernie`re assure la
stabilite´ du syste`me de couplage dans tous les re´gimes de fonctionnement.
Pour comparer les deux solutions et l’effet de l’approximation dans les e´quations
de la dynamique des erreurs, nous allons tracer les poˆles du syste`me dans les deux cas
pour des valeurs diffe´rentes de constante de temps τ . La Fig. 3.18 montre les poˆles du
syste`me du couplage sans la ne´gligence des termes du couplage. La Fig. 3.19 montre
les poˆles du syste`me du couplage sans l’approximation. La Fig. 3.19 montre que tous
les poˆles du syste`me sont re´els ne´gatifs, alors que la Fig. 3.18 montre l’apparence des
poˆles re´els et des poˆles complexes re´sultant de l’effet de la ne´gligence des termes du
couplage.
On constate que le fait de ne´gliger le couplage des deux axes implique un de´place-
ment des poˆles effectifs du syste`me par rapport aux poˆles choisis, a` tel point que certains
d’entre eux deviennent mal amortis.
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FIGURE 3.18 – Poˆles du syste`me sans ne´gliger les termes du couplage
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FIGURE 3.19 – Poˆles du syste`me en ne´gligeant les termes du couplage
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3.8 Conclusion
Dans ce chapitre, on a choisi un syste`me de production et d’injection d’e´nergie
e´olienne. Ce syste`me comprend un ge´ne´rateur synchrone a` aimants permanents (GSAP)
entraıˆne´ par une e´olienne, un redresseur a` IGBT du coˆte´ du ge´ne´rateur, un onduleur a`
IGBT du coˆte´ du re´seau e´lectrique, un filtre se´rie type inductance connecte l’onduleur
a` IGBT sur le re´seau e´lectrique. Pour simplifier la mode´lisation, ce syste`me a e´te´ divise´
en deux parties : la partie de production et la partie de couplage au re´seau e´lectrique.
Les deux parties du syste`me ont e´te´ mode´lise´es par des e´quations qui repre´sentent leurs
mode`les dynamiques. La commande non line´aire fonde´e sur la platitude a e´te´ applique´e
sur les mode`les des deux parties du syste`me : on a de´montre´ que les deux mode`les sont
plats. La conception des controˆleurs en boucle ferme´e de chaque partie a e´te´ re´alise´e
suivant la commande plate et la stabilite´ des deux parties du syste`me a e´te´ ve´rifie´e. La
planification des trajectoires de commande de la partie de production a e´te´ faite pour
minimiser les pertes e´lectriques au stator du GSAP et pour re´aliser une strate´gie de
production optimale de puissance. La planification des trajectoires de commande de la
partie d’injection a e´te´ faite pour injecter la puissance produite au re´seau e´lectrique et
pour controˆler le facteur de puissance sur une valeur de´sire´e. La platitude a e´te´ montre´e
comme une me´thode de commande qui permet a` la fois de commander un syste`me non
line´aire (la partie de production) et un syste`me line´aire (la partie de couplage). Le pla-
cement des poˆles de la partie d’injection a e´te´ fait en prenant en compte les deux termes
de couplage dans le mode`le.
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Simulation d’un syste`me de ge´ne´ration
e´olien raccorde´ au re´seau e´lectrique
4.1 Introduction
Dans ce chapitre nous testons en simulation la loi de commande de´veloppe´e dans le
chapitre pre´ce´dent. Pour mettre en place ces tests, nous avons besoin d’e´muler l’e´olienne.
Pour cela, nous allons de´finir un profil de vitesse du vent. Celui-ci sera utilise´ pour cal-
culer le couple me´canique ne´cessaire au fonctionnement du GSAP dans l’environne-
ment Simulink de Matlab. L’environnement Simulink offre tous les autres composants
ne´cessaires pour la simulation de notre syste`me : le GSAP, le redresseur a` IGBT, le bus
continu, l’onduleur a` IGBT, le filtre triphase´ et le re´seau e´lectrique. Afin de simplifier la
simulation, nous avons partage´ le syste`me en deux parties : la ge´ne´ration e´lectrique et
l’injection de l’e´nergie au re´seau.
Pour obtenir le profil de vent de´sire´, nous utilisons un ge´ne´rateur de trajectoires [19] ;
celui-ci permet de ge´ne´rer un profil pre´de´fini suivant des conditions que nous introdui-
sons. Son utilisation est simple, il suffit de de´finir les instants du changement du pro-
fil, leurs valeurs associe´es et l’ordre de de´rivation souhaite´. Le ge´ne´rateur de re´fe´rence
de´termine entre chaque instant de transition un polynoˆme ade´quat. Le profil complet est
donc polynomial par morceaux.
Nous allons simuler successivement les deux parties du syste`me ; nous pre´senterons
et commenterons les diffe´rentes courbes obtenues et nous nous terminerons par une
conclusion de ce chapitre.
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4.2 Simulation de la partie de ge´ne´ration
Cette partie comprend l’e´olienne, le GSAP, le redresseur a` IGBT. La partie aval
du syste`me comporte le bus continu, l’onduleur et le re´seau e´lectrique est simule´e par
une source de tension continue. Celle-ci repre´sente les effets de la charge e´lectrique du
ge´ne´rateur, ramene´e en sortie du redresseur (voir la Fig. 4.1).
L’effet du vent est simule´ a` l’aide du ge´ne´rateur de profil de vitesse de vent. Le profil
du vent est traduit par e´quation en un couple me´canique applique´ a` l’entre´e du GSAP.
Le profil de vent tient compte des variations de la vitesse du vent et permet ainsi de
tester la re´action du controˆleur soit en acce´le´ration soit en de´ce´le´ration.
En appliquant le profil de vent a` l’entre´e du GSAP, nous obtenons a` sa sortie une
tension triphase´e d’une fre´quence et d’une amplitude variable. Le but de la commande
par la platitude est de re´gler la fre´quence du ge´ne´rateur pour re´cupe´rer le maximum de la
puissance, d’une part (cf. la boucle de vitesse et la boucle de courant Iq) et de minimiser
les pertes e´lectriques par effet Joule dans le stator, d’autre part (cf. la boucle de courant
Id).
Le redresseur a` IGBT, the´oriquement, est conside´re´ comme un actionneur de la com-
mande qui permet de controˆler la vitesse du GSAP en modifiant sa charge. Lorsque
la charge du GSAP est modifie´e, sa vitesse l’est aussi. Le redresseur peut modifier la
charge du GSAP lorsque les rapports cycliques des signaux PWM qui commandent les
transistors sont modifie´s. Ainsi la vitesse du GSAP peut eˆtre adapte´e.
Dans les pages suivantes nous pre´sentons les re´sultats de simulation GSAP ; nous
commentons d’abord les courbes des grandeurs e´lectriques (courant, tension, puissance)
puis celles des grandeurs me´caniques (couple, vitesse me´canique, vitesse du vent).
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FIGURE 4.1 – La partie de ge´ne´ration du syste`me
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4.2.1 Simulation de la vitesse du vent
Le profil de vitesse du vent est calcule´ par le ge´ne´rateur de trajectoire [19]. Nous
avons choisi le profil reproduit dans la Fig. 4.2. Ce profil comporte des variations sur
de petits intervalles de temps. Cela permet de tester la re´ponse de notre controˆleur dans
une environnement plus se´ve`re que la re´alite´, ou` la variation de la vitesse moyenne du
vent est relativement lente.
Comme le montre la Fig. 4.2, le profil de vent :
— commence par une valeur constante v = 12 m/s ;
— de´croıˆt de 12 a` 10.5 m/s sur l’intervalle de temps ]0.75, 1.5[ ;
— reste constant e´gal a` 10.5 m/s sur l’intervalle ]1.5, 2.25[ ;
— croıˆt de 10.5 a` 12m/s sur l’intervalle ]2.25, 3.5[ ;
— enfin, reste sur une valeur finale de 12m/s a` partir de l’instant 3.5 s.
Ce profil sera utilise´ pour calculer le couple me´canique ne´cessaire au fonctionne-
ment du GSAP.
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FIGURE 4.2 – Profil de vent
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Le profil de vent permet de de´duire la re´fe´rence du couple me´canique Fig. 4.3 et la
re´fe´rence de la vitesse me´canique Fig. 4.4. Les deux figures montrent que le couple et
la vitesse sont deux images du profil de vent. Nous utilisons un e´le´vateur pour limiter
le couple me´canique a` l’entre´e du GSAP au dessous de la valeur nominale du couple
me´canique du GSAP (40 Nm dans notre cas).
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FIGURE 4.3 – Re´fe´rence de couple
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FIGURE 4.4 – Re´fe´rence de vitesse me´canique du ge´ne´rateur
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4.2.2 Simulation du GSAP connecte´ a` une source de tension conti-
nue a` travers un redresseur a` IGBT
Les parame`tres du GSAP et ceux du redresseur sont indique´s respectivement dans
les Tables 4.1 et 4.2. Les trois phases du stator du GSAP sont connecte´es a` un redres-
seur triphase´ a` IGBT. La sortie du redresseur est relie´e a` une source de tension conti-
nue. Nous commandons le redresseur afin de re´gler la vitesse du GSAP pour capter le
maximum d’e´nergie produite par l’e´olienne. La source de tension continue absorbe la
totalite´ de l’e´nergie produite. Cette source assure une charge continue en sortie du re-
dresseur. En faisant varier la vitesse du ge´ne´rateur, nous pouvons controˆler cette charge
et ainsi maıˆtriser la puissance. Nous appliquons a` l’entre´e du GSAP le profil de couple
me´canique, calcule´ a` partir du profil de vitesse du vent. Nous re´glons la vitesse du GSAP
pour re´aliser un strate´gie de MPPT.
La simulation est faite sur un intervalle de temps de 5 s. Cela permet de tester les
re´ponses des trois controˆleurs 1 pendant toutes les variations de vitesse du vent propose´.
1. Deux controˆleurs de courant et un controˆleur de vitesse.
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Nom Notation Valeur Unite´
Re´sistance statorique Rs 50.0 [Ω]
Inductance statorique axe d Ld 0.0084 [H]
Inductance statorique axe q Lq 0.009 [H]
Inertie du rotor J 0.06 [kg m2]
Coefficient de frottement F 0.0008 [Nm.s]
Flux magne´tique Ψ 0.433 [Web]
Couple nominal Tnom 40 [Nm]
Puissance nominale Pnom 6000 [W ]
Courant nominal Inom 20 [A]
Tension nominale Vnom 380 [V ]
TABLE 4.1 – Parame`tres du mode`le du GSAP
Nom Notation Valeur Unite´
Re´sistance du Snuber Rsn 0.425 [Ω]
Capacite´ du Snuber Csn 1e-6 [F ]
Internal re´sistance Ron 0.2e-3 [Ω]
TABLE 4.2 – Parame`tres du redresseur
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4.2.2.1 Courants statorique du GSAP
Les deux composantes du courant au stator sont :
— Id le courant sur l’axe d ;
— Iq le courant sur l’axe q.
La Fig. 4.5 montre le courant au stator sur l’axe d et sa re´fe´rence ; la Fig. 4.6
repre´sente l’erreur entre ces deux grandeurs.
D’apre`s la Fig. 4.5 et la Fig. 4.4, nous pouvons observer que si la vitesse du vent
de´croıˆt, le courant sur l’axe d de´croıˆt aussi, et inversement. La Fig. 4.6 montre que
l’erreur de courant sur l’axe d est faible par rapport au courant nominal du ge´ne´rateur
(In = 20A). Nous remarquons aussi sur la Fig. 4.5 que le courant Id passe par deux
re´gimes transitoires correspondant aux variations de la vitesse du vent. Nous concluons
que le passage en re´gime transitoire ne stabilise pas le controˆleur du courant sur l’axe d
car l’erreur de courant de´croıˆt apre`s chaque re´gime transitoire (cf. Fig 4.6). Le temps de
re´ponse du controˆleur sur l’axe d est d’environ 0.2 s.
La re´fe´rence du courant Id a e´te´ choisie pour minimiser les pertes par effet Joule au
stator. Cette re´fe´rence est calcule´e a` partir d’une fonction qui exprime le courant optimal
sur l’axe d en fonction du couple e´lectrique (voir l’e´quation (3.42)).
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FIGURE 4.5 – Courant du GSAP sur l’axe d
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FIGURE 4.6 – Erreur de courant sur l’axe d
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La Fig. 4.7 montre le courant du ge´ne´rateur sur l’axe q et sa re´fe´rence. La Fig. 4.8
repre´sente l’erreur entre ses deux grandeurs. D’apre`s la Fig. 4.7 et la Fig. 4.4, nous
pouvons observer que si la vitesse du vent de´croıˆt, le courant sur l’axe q de´croıˆt aussi,
et inversement. La Fig. 4.6 montre que l’erreur de courant sur l’axe q est ne´gligeable
par rapport au courant nominal du ge´ne´rateur (In = 20A). Nous remarquons aussi, sur
la Fig. 4.7, que le courant sur l’axe q passe par deux re´gimes transitoires correspondant
aux variations de la vitesse du vent. Nous concluons que le passage en re´gime transitoire
ne de´stabilise pas le controˆleur de courant sur l’axe q car l’erreur de courant redevient
faible apre`s chaque passage par un re´gime transitoire (Fig 4.8). La re´fe´rence du courant
Iq a e´te´ calcule´e par la boucle de vitesse du sous-syste`me me´canique ; cette re´fe´rence
garantit le fonctionnement du GSAP a` une vitesse optimale de´termine´e par la strate´gie
de MPPT 2. Le temps de re´ponse du controˆleur de courant sur l’axe q est d’environ 0.2 s.
2. Strate´gie de production optimale de la puissance.
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FIGURE 4.7 – Courant du GSAP sur l’axe q
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FIGURE 4.8 – Erreur de courant sur l’axe q
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4.2.2.2 Tension du GSAP
La tension e´lectrique triphase´e a` la sortie du GSAP est repre´sente´e par deux com-
posantes e´lectriques Vd et Vq. La tension du ge´ne´rateur sur l’axe d est donne´e sur la
Fig. 4.9. Nous remarquons que cette tension suit les variations de la vitesse du vent :
— elle prend la valeur 46.5V lorsque la vitesse du vent est de 12m/s ;
— elle commence a` de´croıˆtre a` partir de l’instant 0.75 s jusqu’a` l’instant 1.5 s ;
— a` partir de cet instant cette tension tombe vers 30.2V correspondant a` une vitesse
du vent v = 10.5m/s ;
— elle reste sur cette valeur jusqu’a` l’instant 2.25 s ;
— a` partir de ce dernier instant la tension Vd commence a` croıˆtre en rapport avec
l’acce´le´ration du vent ;
— a` l’instant 3.5 s, Vd revient a` la valeur de 46.5V car la vitesse du vent remonte
de nouveau a` V = 12m/s.
Nous constatons que la valeur de Vd est faible pendant toute la dure´e de la simulation ; a`
l’instar de la valeur de la composante active du courant du stator Id que nous imposons
a` une valeur tre`s faible afin de minimiser les pertes par effet Joule du stator.
La tension du ge´ne´rateur sur l’axe q est donne´e a` la Fig. 4.10. Nous remarquons que
cette tension suit les variations de la vitesse du vent :
— elle prend la valeur 204V lorsque la vitesse du vent est de 12m/s ;
— elle commence a` de´croıˆtre a` partir de l’instant 0.75 s jusqu’a` l’instant 1.5 s ;
— a` partir de cet instant Vq tombe vers 179V correspondant a` une vitesse du vent
de V = 10.5m/s ;
— cette tension reste sur cette valeur jusqu’a` l’instant 2.25 s ;
— a` partir de ce dernier instant, la tension Vq commence a` croıˆtre similairement a`
la vitesse du vent ;
— a` l’instant 3.5 s, Vd revient a` la valeur 204V car la vitesse du vent remonte du
nouveau a` V = 12m/s.
Nous constatons aussi que la valeur de Vq est plus e´leve´e Vd, tout comme la valeur
de la composante re´active du courant statorique Iq, qui est proportionnelle au couple
me´canique du GSAP.
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FIGURE 4.9 – Tension du ge´ne´rateur sur l’axe d
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FIGURE 4.10 – Tension du ge´ne´rateur sur l’axe q
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4.2.2.3 Couple du GSAP
La re´fe´rence de couple me´canique est utilise´e dans la simulation comme entre´e du
GSAP. Elle est calcule´e a` partir du profil de vent. Le couple e´lectromagne´tique du GSAP
et la re´fe´rence du couple me´canique sont repre´sente´s sur la Fig. 4.11. La simulation du
couple e´lectromagne´tique du GSAP confirme que le ge´ne´rateur produit un couple opti-
mal correspondant a` la re´fe´rence du couple me´canique calcule´ par la strate´gie de MPPT.
La diffe´rence entre la re´fe´rence du couple me´canique et le couple e´lectromagne´tique
n’est autre que le couple des pertes.
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FIGURE 4.11 – Re´fe´rence du couple me´canique et couple e´lectrique du ge´ne´rateur
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4.2.2.4 Puissance du GSAP
La puissance ae´rodynamique capte´e par l’e´olienne est proportionnelle au cube de la
vitesse angulaire du son rotor. La re´fe´rence de la puissance ae´rodynamique et la puis-
sance e´lectrique produite a` la sortie du GSAP sont trace´es sur la Fig. 4.12.
La courbe de la puissance e´lectrique obtenue a` la sortie du GSAP confirme une
poursuite correcte de la puissance optimale calcule´e par le MPPT. La diffe´rence entre
les deux courbes de puissance repre´sente les pertes dans le GSAP.
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FIGURE 4.12 – Re´fe´rence de puissance me´canique et puissance e´lectrique produite par le
ge´ne´rateur
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4.2.2.5 Pertes du GSAP
Les pertes dans le GSAP sont variables. Elles de´pendent des conditions ope´ratoires
(vitesse constante ou vitesse variable) et de la strate´gie de la commande applique´e
(strate´gie optimale ou strate´gie non optimale). Nous allons montrer que les pertes du
GSAP sont fonction de la vitesse du ge´ne´rateur. La courbe repre´sentative des pertes
e´lectriques et celle des pertes me´caniques sont donne´es respectivement aux Fig. 4.13 et
Fig. 4.14. La courbe repre´sentative des pertes totales est donne´e a` la Fig. 4.15
(cf. page 104).
Les pertes e´lectriques :
— atteignent 94W lorsque la vitesse du vent est de v = 12m/s ;
— diminuent jusqu’a` 55W lorsque la vitesse du vent tombe a` v = 10.5m/s ;
— gardent cette valeur pendant l’intervalle ou` la vitesse du vent reste a` 10.5 s ;
— augmentent a` nouveau avec l’acce´le´ration du vent jusqu’a` 12m/s.
Nous constatons que les pertes e´lectriques a` vitesse mode´re´e du vent (10.5m/s) repre´-
sentent seulement 44% de leur valeur lorsque le vent est fort (12m/s).
Les pertes me´caniques :
— atteignent 18.4W lorsque la vitesse du vent est de 12m/s ;
— diminuent jusqu’a` 14.1W lorsque la vitesse du vent tombe a` 10.5m/s ;
— se maintiennent cette valeur pendant l’intervalle ou` la vitesse du vent est de
10.5 m/s ;
— augmentent a` cause de l’acce´le´ration du vent 12m/s sur la fin du sce´nario de
simulation.
Nous constatons que les pertes me´caniques a` vitesse mode´re´e du vent (10.5m/s)
repre´sentent ici 75% de leur valeur lorsque que le vent est plus fort (12m/s). Ainsi, nous
pouvons conclure que les variations de vitesse du vent ont une influence sur les pertes
e´lectriques comme sur les pertes me´caniques. Cependant, cette influence apparaıˆt plus
importante sur les pertes e´lectriques. Si, dans une strate´gie de MPPT, nous augmentons
la vitesse pour re´cupe´rer le maximum de la puissance, nous devons aussi ve´rifier que le
gain de puissance reste supe´rieur a` l’augmentation des pertes e´lectriques et me´caniques.
Ces dernie`res augmentent obligatoirement avec la vitesse du vent.
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FIGURE 4.13 – Pertes e´lectriques par effet de Joule au stator
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FIGURE 4.14 – Pertes me´caniques du ge´ne´rateur
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FIGURE 4.15 – Pertes totales —me´caniques et e´lectriques— du ge´ne´rateur
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4.2.2.6 Tension et courant du bus continu
La courbe repre´sentative de la tension du bus continu est donne´e a` la Fig. 4.16. Cette
tension :
— est influence´e par la vitesse de rotation du GSAP ;
— a une valeur de 1 277 V lorsque la vitesse de rotation atteint 151.5 rad/s ;
— descend a` 1 037 V lorsque la vitesse du GSAP tombe a` 132.75 rad/s.
La valeur de la tension continu n’est pas commande´e. Ce n’est pas un enjeu pour re´aliser
le couplage avec le re´seau e´lectrique. En effet, cette tension est presque constante lorsque
la sortie du redresseur est connecte´e avec le re´seau e´lectrique a` travers l’onduleur. Dans
le cas ou` le ge´ne´rateur est connecte´ a` une charge isole´e, nous observons une variation
de cette tension en fonction de la vitesse du GSAP.
La courbe du courant du bus continu est repre´sente´ a` la Fig. 4.17. Ce courant :
— est influence´ par la vitesse de rotation du GSAP ;
— atteint une valeur de −4.8A lorsque la vitesse de rotation du GSAP est de
151.5 rad/s ;
— converge a` −3.8A lorsque la vitesse du GSAP diminue a` 132.75 rad/s.
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FIGURE 4.16 – Tension du bus continu
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FIGURE 4.17 – Courant du bus continu
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4.2.2.7 Valeur efficace de la tension et du courant du GSAP
La courbe repre´sentative du courant efficace du GSAP et celle de la tension efficace
du GSAP sont donne´es respectivement aux Fig. 4.18 et Fig. 4.19.
Ces deux figures montrent que les valeurs efficaces de la tension et du courant sont
influence´es par les variations de la vitesse me´canique du GSAP.
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FIGURE 4.18 – Valeur efficace du courant d’une phase du ge´ne´rateur
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FIGURE 4.19 – Valeur efficace de la tension d’une phase du ge´ne´rateur
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4.3 Simulation de la connexion au re´seau e´lectrique
La connexion au re´seau e´lectrique (voir Fig. 4.20) comprend :
— une source continue, qui permet de simuler le comportement de toute la partie
“amont” du syste`me (e´olienne, ge´ne´rateur, redresseur) ;
— un bus continu ;
— un onduleur a` IGBT ;
— un filtre L ;
— une charge triphase´e qui repre´sente le re´seau e´lectrique.
Ce sous-syste`me permet de simuler le ge´ne´rateur connecte´ au re´seau e´lectrique ter-
restre sans avoir a` tenir compte de la dynamique de l’e´olienne, du ge´ne´rateur et du
redresseur et de prendre en compte leurs effets au travers de la source continue qui
alimente le bus continu.
Les parame`tres de l’onduleur a` IGBT et du filtre sont donne´s dans la Table 4.3.
Nom Notification Valeur Unite´
Re´sistance du Snuber Rsn 110 [Ω]
Capacite´ du Snuber Csn 225 e-9 [F ]
Internal re´sistance Ron 0.2e-3 [Ω]
Inductance de filtre L 5e-3 [H]
TABLE 4.3 – Parame`tres de l’onduleur et du filtre
Nous cre´ons un profil de puissance e´lectrique qui correspond a` la puissance fournie
par le GSAP au bus continu. Ce profil est applique´ dans le simulateur par l’interme´diaire
de la source continue qui simule l’effet de l’e´olienne, du ge´ne´rateur et du redresseur.
Nous souhaitons transmettre la puissance produite par le ge´ne´rateur au re´seau e´-
lectrique avec un facteur de puissance unitaire ou de´sire´. Pour cela, nous commandons
l’onduleur par une commande non line´aire fonde´e sur la platitude.
Les re´sultats de simulation vont faire apparaıˆtre de bonnes performances dyna-
miques des controˆleurs qui ont e´te´ de´veloppe´s et une bonne robustesse par rapport aux
variations de la puissance qui transite sur le syste`me. La stabilite´ des controˆleurs a e´te´
prouve´e the´oriquement dans le troisie`me chapitre et ve´rifie´ ici en simulation.
Dans les paragraphes suivants nous commentons les courbes obtenues par simulation
du mode`le du couplage au re´seau e´lectrique.
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FIGURE 4.20 – La partie connexion au re´seau e´lectrique du syste`me
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4.3.1 Puissance
Le profil de la puissance a` l’entre´e de l’onduleur P refele est donne´ a` la Fig. 4.21. Ce
profil :
— de´bute a` une valeur constante de 5 396 W ;
— commence a` de´croıˆtre suivant un polynoˆme pre´dit pendant l’intervalle de temps
]0.75, 1.5[ ;
— ensuite il tombe a` 3 615 W ;
— garde cette valeur jusqu’a` l’instant 2.25 s ;
— puis recommence a` croıˆtre jusqu’a` la valeur de 5 396 W suivant un deuxie`me
polynoˆme pre´dit pendant l’intervalle de temps ]2.25, 3.5[ ;
— garde cette valeur jusqu’a` la fin de la simulation.
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FIGURE 4.21 – Re´fe´rence de puissance a` l’entre´e de l’onduleur
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La Fig. 4.22 montre les courbes repre´sentatives de la puissance active mesure´e a`
la sortie de l’onduleur et de sa re´fe´rence. Ces deux courbes montrent que la puis-
sance de sortie est une image de la puissance a` l’entre´e. L’onduleur injecte la puissance
e´lectrique au re´seau e´lectrique et controˆle le facteur de puissance de l’e´nergie injecte´e.
La diffe´rence entre les deux courbes repre´sente les pertes e´lectriques dans l’onduleur ;
les pertes sont lie´es aux re´sistances internes des interrupteurs de l’onduleur (les transis-
tors a` IGBT).
La Fig. 4.23 montre les courbes repre´sentatives de la puissance re´active mesure´e a` la
sortie de l’onduleur et de sa re´fe´rence. Nous remarquons que cette puissance est faible ;
elle n’est pas nulle comme celle de sa re´fe´rence. Elle est oscillatoire avec une amplitude
de 50VAr. Cependant la puissance re´active est faible devant la puissance active.
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FIGURE 4.22 – Puissance active et sa re´fe´rence
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FIGURE 4.23 – Puissance re´active et sa re´fe´rence
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4.3.2 Courant de la sortie de l’onduleur sur les axes d et q
La courbe repre´sentative du courant de l’axe d et celle de sa re´fe´rence sont donne´es
sur la Fig. 4.24 ; la courbe de l’erreur entre ces deux grandeurs est donne´e a` la Fig. 4.25.
La courbe du courant mesure´ et sa re´fe´rence sur l’axe d montre une haute qualite´ de la
commande ; l’erreur du courant sur l’axe d est d’environ de 0.05A. Le temps de re´ponse
du controˆleur du courant sur l’axe d est d’environ 10.5 ms.
L’erreur sur l’axe d passe par deux re´gimes transitoires lorsque la puissance a` tran-
siter est variable ; la premie`re fois a` l’instant 0.75 s et la deuxie`me fois a` l’instant 2.25.
Le courant Id est conside´re´ comme une image de la puissance active, donc sa valeur est
proportionnelle a` cette puissance.
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FIGURE 4.24 – Courant sur l’axe d
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FIGURE 4.25 – Erreur de courant sur l’axe d
– 117 –
H. Alhamed Aldwaihi [Chapitre 4
La courbe repre´sentative du courant de l’axe q et celle de sa re´fe´rence sont donne´es
sur la Fig. 4.26 ; la courbe de l’erreur entre ces deux grandeurs est donne´e a` la Fig. 4.27.
La courbe du courant mesure´ et de sa re´fe´rence l’axe q montre une haute qualite´
de la commande (l’erreur du courant sur l’axe q est d’environ de 0.1A). Le temps de
re´ponse du controˆleur sur l’axe d est d’environ 0.0108 s. L’erreur du courant sur l’axe q
passe en deux re´gimes transitoires lorsque le profil de la puissance de l’entre´e varie, la
premie`re fois a` l’instant t1 et la deuxie`me fois a` l’instant t3. Le courant Iq est conside´re´
comme une image de la puissance re´active, donc sa valeur est proportionnelle a` cette
puissance.
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FIGURE 4.26 – Courant sur l’axe q
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FIGURE 4.27 – Erreur de courant sur l’axe q
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4.3.3 Tension et le courant du bus continu
La Fig. 4.28 montre la courbe de la tension du bus continu. Le couplage sur le re´seau
e´lectrique n’implique pas la commande de cette tension, donc nous ne la controˆlons
pas. Cependant, sa valeur doit eˆtre mesure´e car elle est ne´cessaire au calcul des signaux
PWM qui attaquent les transistors IGBT de l’onduleur. Nous signalons que lorsqu’un
onduleur est couple´ au re´seau e´lectrique, les variations de la tension du bus continu sont
limite´es graˆce a` l’amplitude constante de la tension du re´seau e´lectrique. La simulation
le prouve : en diminuant la puissance a` l’entre´e de l’onduleur de 5 396 W a` 3 615 W,
cette tension a baisse´ de 3V seulement.
La Fig. 4.29 montre la courbe du courant du bus continu, il suit les variations de la
puissance de l’entre´e puisque la tension continue est presque constante. Le courant Idc
a une valeur tre`s proche de celle du courant Id a` la sortie de l’onduleur. Ceci est logique
car le courant actif a` la sortie de l’onduleur conside´re´ comme une image de la puissance
active et le courant continu repre´sente une image de cette puissance. La diffe´rence entre
les deux courants est lie´e aux pertes e´lectriques dans l’onduleur.
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FIGURE 4.28 – Tension du bus continu
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FIGURE 4.29 – Courant du bus continu
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4.3.4 Tension de la sortie de l’onduleur sur les axes d et q
La courbe de la tension de la sortie de l’onduleur sur l’axe d est donne´e a` la Fig. 4.30,
celle de la tension sur l’axe q est donne´e a` la Fig. 4.31. La composante active Vd a une
valeur plus e´leve´e que la composante re´active Vq. Lors du changement de puissance
d’entre´e, la tension Vd re´pond dans le sens contraire de la variation de la puissance tandis
que la tension Vq re´pond dans le meˆme sens. La tension Vd est supe´rieure a` Vdr , la com-
posante active de la tension du re´seau e´lectrique. De meˆme la tension Vq est supe´rieure
Vqr , la composante re´active de la tension re´active de re´seau e´lectrique. Cette diffe´rence
est ne´cessaire pour injecter le courant e´lectrique de l’onduleur au re´seau e´lectrique.
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FIGURE 4.31 – Tension de commande sur l’axe q
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4.3.5 Facteur de puissance et le rendement
La Fig. 4.32 montre la courbe du facteur de puissance injecte´e au re´seau e´lectrique.
Nous remarquons que le facteur de puissance est quasi unitaire. Nous pouvons par
ailleurs imposer une valeur comprise entre 0 et 1 au facteur de puissance puisque nous
pourrons imposer la re´fe´rence du courant actif Irefd et du courant re´actif I
ref
q .
La Fig. 4.33 montre l’e´volution du rendement de l’onduleur, celui-ci est calcule´
selon l’e´quation :
η =
Pent − Psor
Pent
.100 (4.1)
ou` Pent est la puissance e´lectrique a` l’entre´e de l’onduleur et Psor est celle a` la sortie. Le
rendement atteint 94.75% pour une puissance d’entre´e 5 396 W et 94% une puissance
de 3 615 W.
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4.4 Conclusion
Nous avons simule´ un syste`me de production et d’injection au re´seau de l’e´nergie
e´olienne, ce syste`me a e´te´ divise´ en deux parties : une partie de production et une par-
tie d’injection ; la simulation de chaque partie a e´te´ faite dans l’environnement Simu-
link de Matlab. Les re´sultats obtenus montrent que les controˆleurs de chaque partie
sont stables meˆme en pre´sence de variations se´ve`res a` l’entre´e du syste`me. La strate´gie
de MPPT a e´te´ inte´gre´e avec la strate´gie de la commande par la platitude. Les pertes
e´lectriques sont minimise´es et le facteur de puissance a e´te´ controˆle´ a` une valeur uni-
taire ou de´sire´e.
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Nous avons traite´ la commande non line´aire fonde´e sur la platitude d’un syste`me de
ge´ne´ration d’e´nergie e´olienne au re´seau e´lectrique. La commande par la platitude est
une commande non line´aire qui permet de garantir la stabilite´ du syste`me pendant tous
les re´gimes de fonctionnement. Nous avons montre´ que le re´glage des parame`tres de la
commande par la platitude est de´termine´ de manie`re claire. Ce re´glage est valable pour
tous les re´gimes de fonctionnement. La commande par la platitude permet e´galement
de choisir les variables a` commander, simplement en les incluant dans la sortie plate du
syste`me. Ainsi, cette commande permet d’imposer chaque composante de cette meˆme
sortie sur une re´fe´rence de´sire´e. I suffit par conse´quent de faire un meilleur choix des va-
riables de cette sortie plate pour assurer le but de la commande. Nous avons pre´sente´ et
compare´ tous les types de ge´ne´rateurs utilise´s dans le domaine de production d’e´nergie
e´olienne et leurs fonctionnements dans un syste`me de production e´olien. Nous avons
montre´ que le ge´ne´rateur synchrone a` aimants permanent (GSAP) est avantageux graˆce
a` son rendement e´leve´ par rapport au ge´ne´rateur a` induction. Le GSAP fonctionne aussi
sur une large gamme de vitesse, contrairement au ge´ne´rateur a` induction qui doit tour-
ner avec une vitesse supe´rieure a` la vitesse de synchronisme. Nous avons prouve´ que
le GSAP ne ne´cessite pas de multiplicateur me´canique pour son fonctionnement dans
un syste`me de production e´olien. Cela permet ainsi d’e´conomiser le couˆt de mainte-
nance relie´ a` l’existence d’engrenage. Nous avons de´veloppe´ diffe´rentes strate´gies de
production optimale MPPT qui conduisent le syste`me a` un point de fonctionnement op-
timal. Nous avons montre´ qu’il existe, entre autres, 2 fac¸ons d’appliquer la strate´gie de
MPPT. La premie`re est re´alise´e par la commande de la vitesse du GSAP, la seconde
ope`re par l’interme´diaire de la commande de la charge du GSAP. Nous avons montre´
qu’un syste`me de production e´olien ou renouvelable ne peut eˆtre connecte´ proprement
sur le re´seau e´lectrique sans un syste`me d’interface e´lectrique. Nous avons prouve´ que
le syste`me d’interface permet de re´gler l’amplitude et la fre´quence de la tension a` la
sortie du ge´ne´rateur. Nous avons pre´sente´ le syste`me d’interfaces e´lectriques qui ac-
compagnent chaque type de ge´ne´rateurs et de´montre´ que chaque ge´ne´rateur peut eˆtre
connecte´ sur le re´seau e´lectrique, soit par un syste`me d’interface unidirectionnel, soit
par un syste`me d’interface bidirectionnel. Au regard des re´sultats de comparaison des
ge´ne´rateurs, nous avons choisi le ge´ne´rateur synchrone a` aimants permanents (GSAP),
ainsi qu’un syste`me d’interface e´lectrique bidirectionnel afin de connecter ce ge´ne´rateur
sur le re´seau e´lectrique. Le syste`me d’interface bidirectionnel comprend deux conver-
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tisseurs de puissance : un convertisseur AC/DC (redresseur a` IGBT), du coˆte´ du GSAP,
et un convertisseur DC/AC (onduleur a` IGBT), du coˆte´ du re´seau e´lectrique. Nous avons
montre´ que la commande du redresseur permet de commander la vitesse du ge´ne´rateur
et par conse´quent d’appliquer la strate´gie de MPPT. Elle permet e´galement de minimiser
les pertes e´lectriques par effet de Joule dans le stator. Nous avons aussi de´montre´ que
la commande de l’onduleur permet de commander le facteur de puissance de l’e´nergie
injecte´e sur le re´seau e´lectrique et de transmettre l’e´nergie produite par l’e´olienne au
re´seau e´lectrique. Pour simplifier la mode´lisation, nous avons divise´ le syste`me de pro-
duction d’e´nergie e´olienne en deux parties : une partie de production (GSAP-redresseur)
et une partie d’injection (onduleur-re´seau e´lectrique). Cette se´paration permet de facili-
ter la mode´lisation et de simplifier la commande du syste`me. Comme la partie de cou-
plage est similaire dans tous les syste`mes de production renouvelables, nous pouvons
utiliser l’e´tude de la commande de cette partie dans les autres syste`mes de production
renouvelable. La ≪ partie de production ≫ et la ≪ partie injection ≫ de notre syste`me
ont e´te´ e´tudie´es pour e´tablir un mode`le de chacune d’elles. Ceci permet d’appliquer la
commande non line´aire fonde´e sur la platitude. Nous avons de´montre´ la platitude de
chaque partie du syste`me, en appliquant¡les conditions d’un syste`me plat pre´sente´es
dans le deuxie`me chapitre. Nous avons prouve´ que la commande par la platitude est une
commande robuste et stable qui permet de garantir la stabilite´ du syste`me dans tous les
re´gimes de fonctionnement. Nous avons prouve´ la stabilite´ de chaque partie du syste`me
a` l’aide de l’e´quation dynamique des erreurs et nous avons pu faire du placement de
poˆles. Nous pouvons ainsi de´terminer les parame`tres du controˆleur. Nous avons montre´
que la platitude permet d’inte´grer tous les types de la strate´gie de MPPT graˆce a` la plani-
fication des trajectoires de commande. Pour la ≪ partie production ≫ nous avons planifie´
la trajectoire du courant actif du GSAP pour minimiser les pertes e´lectriques dans le
stator. Nous avons obtenu une relation optimale, qui exprime ce courant en fonction du
couple e´lectrique du GSAP. Nous avons e´galement planifie´ la trajectoire de la vitesse du
GSAP, afin d’appliquer une strate´gie de MPPT. Pour la ≪ partie injection ≫, nous avons
re´ussi a` commander le facteur de puissance de l’e´nergie injecte´e au re´seau e´lectrique,
qu’elle que soit sa valeur comprise entre 0 et 1, graˆce a` la planification des trajectoires
des courants Id et Iq. Nous avons montre´ que pour imposer un facteur de puissance
unitaire, il suffit d’imposer la re´fe´rence du courant actif. Celui-ci doit eˆtre e´gale au
courant continu mesure´ (Irefd = Idc). Nous avons e´tudie´ la stabilite´ du mode`le de cou-
plage de l’onduleur sur le re´seau e´lectrique, en tenant en compte des termes de couplage
dans le mode`le (qui sont ne´glige´s dans une autre strate´gie de commande). Nous avons
montre´ que lorsque l’on tient compte des termes de couplage, la stabilite´ du controˆleur
s’en trouve ame´liore´e. Dans la commande classique, nous constatons que le fait de
ne´gliger le couplage des deux axes entraıˆne, en fonction du point de fonctionnement, un
de´placement des poˆles effectifs du syste`me par rapport a` ceux choisis, a` tels point que
certains d’entre eux peuvent devenir tre`s mal amortis. Avec la commande par la plati-
tude apparaıˆt naturellement une preuve pre´cise de stabilite´ et robustesse des lois de com-
mande. Nous avons montre´ que la commande par la platitude offre une strate´gie claire
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de construction des controˆleurs en boucle ferme´e, contrairement aux autres strate´gies
de commande qui n’ont pas une me´thode syste´matique pour e´laborer le controˆleur en
boucle ferme´e. Nous avons montre´ que la platitude, avec tre`s peu de parame`tres permet
de re´gler le controˆleur. Ce n’est pas le cas pour d’autres strate´gies ou` le choix des pa-
rame`tres du controˆleur ne´cessite plus des parame`tres de re´glage. Afin de ve´rifier l’e´tude
the´orique de la commande par la platitude de la ≪ partie production ≫ et de la ≪ partie
injection ≫, nous avons implante´ un simulateur, a` l’aide de Matlab/Simulink dans les
deux parties du syste`me de production e´olien. Les re´sultats de simulation concordent
avec ceux de l’e´tude the´orique, notamment la stabilite´ des controˆleurs face aux varia-
tions a` l’entre´e du syste`me : nous observons un changement de vitesse pour la ≪ partie
production ≫ et un changement de puissance pour la ≪ partie injection ≫. A` l’aide du
simulateur, nous avons e´tudie´ les conse´quences d’un changement de vitesse du vent sur
les pertes dans le ge´ne´rateur. Le simulateur conc¸u est ope´rationnel et peut eˆtre utilise´
pour tester plusieurs types de syste`mes de ge´ne´ration et d’injection e´oliens.
Suite a` ce travail, nous pouvons pre´voir de tester la robustesse du controˆleur du
syste`me de couplage au re´seau e´lectrique lorsque la fre´quence et la tension de re´seau
e´lectrique sont perturbe´es, et celle du controˆleur du syste`me de ge´ne´ration lorsque la
vitesse de vent l’est. Nous pensons pouvoir appliquer notre strate´gie d’optimisation des
pertes e´lectriques a` plusieurs ge´ne´rateurs de diffe´rentes gammes de puissance afin de
connaıˆtre le gain exact de cette strate´gie d’optimisation par rapport a` la puissance de
ge´ne´rateur. Nous allons pouvoir les re´sultats de l’e´tude de la ≪ partie d’injection ≫ dans
un autre syste`me de production renouvelable (solaire par exemple) et dans un syste`me
de compensation de puissance re´active. L’objectif est de simuler le syste`me complet
afin d’e´valuer les e´ventuelles interactions entre les deux sous-syste`mes. Nous comptons
faire l’implantation expe´rimentale de la commande par la platitude en temps re´el.
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Abstract—This paper present a novel control law for a Perma-
nent Magnet Synchronous Generator (PMSG) driven by a wind
turbine (WT) and connected to a battery bank via an AC/DC
converter. A nonlinear control strategy called the Flatness-based
control (FBC) is proposed. The novel algorithm gives a simple
method, based on trajectories planning, to minimize the copper
losses in the PMSG stator in addition to achieve the maximum of
power captured by the WT. The controller parameters are tuned
by the pole placement. FBC is shown to be compatible with any
MPPT strategy. The validation of the PMSG model is performed
by simulation.
Keywords – Flatness-Based Control, MPPT, Synchronous Gen-
erator, Wind Turbine.
I. INTRODUCTION
Power generated by the wind turbine can be supplied
directly to the electrical grid or can be used to charge a battery
bank conneted to the electrical grid or to any other isolated
load. In this paper the power generated by the WT will be
utilised to charge a battery bank connected to an isolated
load. Many electrical generators can be used with the WT
such as squirrel cage induction generator (SCIG), wound rotor
induction generator (WRIG) or doubly fed induction gener-
ator (DFIG), and permanent magnet synchronous generator
(PMSG).
PMSG is more used in wind generation than any other
generator thank to many advantages, such as:
1) PMSG operates at a high power factor [1].
2) Magnet price reduction and magnetic material charac-
teristic improvement [2].
3) By using the PMSG, a smaller pole pitch can be used [3].
This paper discusses a novel control approach called ﬂatness-
based control. The novel algorithm control allows to minimize
the copper losses of the PMSG stator in addition to track the
maximum of power by simple methode based on trajectories.
The control trajectories of the direct current of the PMSG
stator and the mechanical angular speed of the PMSG rotor
will be imposed to the desired values that lead to minimal
copper losses and corresponding to the maximum power can
be generated by the WT.
FBC is a nonlinear control created by M.Fliess, J.Le´vine,
Ph.Martin and P.Rouchon [4], [5]. Consider a non-linear
control system given by a state-variable representation:
x˙ = f(x, e) (1)
where e = (e1, ..., em)
T is the input1 and x = (x1, ..., xn)
T is
the state. System 1 is said to be ﬂat if and only if there exists
a set of m variables z = (z1, ..., zm)
T having the following 3
properties [6]:
1) z = h(x, e, ..., e(α));
2) every variable of1 can be expressed in terms of z and a
ﬁnite number of its time derivatives, in particular:
x = A(z, z˙, ..., z(β)) (2)
e = B(z, z˙, ..., z(β+1)) (3)
3) the components of z are differentially independent.
Such a set of variables z = (z1, ..., zm)
T is called a ﬂat output
or linearizing output of the system1. The synthesis of control
laws using differential ﬂatness or FBC is done in two steps:
• a) Design of an open-loop nominal control corresponding
to the predicted trajectory of the ﬂat output.
• b) Application of feedback law in order to stabilize the
real trajectory around the predicted trajectory of the ﬂat
output.
Differential ﬂatness was discussed in many researsh papers,
for exemple, a methodology to analyze robustness with respect
to exogenous perturbations for exact feedforward linearization
based on differential ﬂatness [7], the exact feedforward lin-
earization based on differential ﬂatness [8], the modern control
of electrical drives [6], voltage oriented control of a three-
phase PWM rectiﬁer [9], control of a high-speed linear axis
driven by pneumatic muscle actuators [10], reactive power and
DC voltage tracking control of a three-phase voltage source
converter [11], and current control for three phase three-wire
boost converters [12].
This paper is organized as follows : Power characteristics
of wind turbine are studied in Section II, FBC of the PMSG
model and trajectories planning are given in Section III,
simulation of the model and discussion of the results are given
in Section IV, Section V is devoted to a conclusion.
1We do not distingush here between control and disturbance inputs.
143
II. POWER CHARACTERISTICS OF WIND TURBINE
In this section, the modeling of wind generator is presented.
The PMSG is driven by a wind turbine and connected to a
battery bank.
The mechanical power, captured by wind turbine, can be
expressed as follows [13], [14]:
Pm =
1
2
Cp(λ, β)ρAv
3 (4)
Where ρ is the air density (typically 1.225kg/m3 at 15 ◦C); A
is the area swept by the wind turbine blades (in m2); Cp(λ, β)
is the power coefﬁcient of the wind turbine (dimensionless);
and v is the wind velocity (in m/s). The variables β and λ are
respectively the blade pitch angle (in degree) and the tip-speed
ratio (TSR). The last one is expressed by:
λ =
(
Rω
v
)
(5)
where R is the turbine blade radius (in m) and ω is the angular
speed of the turbine axis (in rad/s). The power coefﬁcient
Cp(λ, β) depenging on λ and β. It can be expressed by an
approximation function [15]:
Cp(λ, β) =
1
2
[
98
λi
− 0.4β − 5
]
exp
(
−16.5
λi
)
(6)
where:
λi =
[
1
(λ+ 0.089)
−
0.035
(β3 + 1)
]
−1
(7)
Any maximum power point tracker strategy (MPPT) aims
to impose the angular speed ω of the WT axis to an opti-
mum value ωopt at which the power captured by the WT is
maximum.
The mechanical power captured by the WT towards the
rotational angular speed of the WT axis for a various value
of wind velocity is plotted In the Fig. 4, it shows that when
the turbine axis turns at the optimal angular speed, then the
power captured by the WT will be maximum.
Fig. 1. Mechanical power captured by the wind turbine vs the rotating speed
The optimum angular speed ωopt can be obtained from (5),
by remplacing λ by λopt.
ωopt =
(
vλopt
R
)
(8)
where λopt is the optimum tip-speed ratio at which the power
coefﬁcient is maximum Cmaxp . The characteristic of the power
coefﬁcient in function of the tip-speed ratio for various values
of the pitch angle β is illustrated in Fig. 2 and show that
(λopt, C
max
p ) are (6.73, 0.47) at β = 0.
Fig. 2. Power coefﬁcient in function of tip-speed ratio
The PMSG system is ﬂat as will be explained later, and
the angular speed of the PMSG rotor is one of the ﬂat
output variables of this system. So, the angular speed can be
imposed to any desired value and consequently the angular
speed of the WT axis can be imposed to an optimum value to
achieve the maximum possible of power generated by the WT.
Consequently the FBC strategy is comatible with any MPPT
strategy because it allows us to adjust the value of the angular
speed of the WT axis to the desired optimum value.
III. FLATNESS BASED CONTROL (FBC) OF PMSG MODEL
A. Flatness of PMSG model
The mathematical model of the terminal voltages of the
PMSG can be expressed as follows [16]:
va = −Raia +
dΨa
dt
(9)
vb = −Rbib +
dΨb
dt
(10)
vc = −Rcia +
dΨc
dt
(11)
Suppose that zero-sequence components are not important
and adding the transformation of Park [17], then the precedent
equations can be written under the d, q rotating frame network
as follows:
Ld
dId
dt
= −RaId − Vd + npωmLqIq (12)
Lq
dIq
dt
= −RaIq − Vq − npωmLdId + npωmΨ (13)
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The mechanical model of the PMSG is given as fol-
lows [18]:
J
dωm
dt
= Tmec − Tele (14)
Tele = 1.5np(Ψ−∆LId)Iq (15)
The dynamic model of the PMSG are presented by the set
of equations from (12) to (15), it represents a nonlinear system
with three inputs Vd, Vq, Tmec and three outputs Id, Iq, ωm as
shown the Fig. 3 where the mechanic torque Tm is considered
as input perturbation.
Fig. 3. Model of PMSG
The model of PMSG is ﬂat, because it has a ﬂat output
z = (Id, Iq , Tmec). The demonstration that z is the ﬂat output
of the system can be done if all the variables of the system can
be written in function of the ﬂat output and certain number of
their derivatives. The following equations shown that all the
system variables can be written in function of the ﬂat output
and certain number of their derivatives:
Tele = Tmec − Jω˙m (16)
Iq =
Tmec − Jω˙m
1.5np (Ψ−∆LId)
(17)
Vd = −RaId − LdI˙d +
+ npLqω
[
Tmec − Jω˙m
1.5np (Ψ−∆LId)
]
(18)
Vq = −
Ra
1.5np (Ψ−∆LId)
[Tmec − Jω˙m] +
+
Lq
1.5np (Ψ−∆LId)
2 (α1 − α2) +
+ npωm (Ψ− LdId) (19)
where α1, α2 are used for simpliﬁcation reason and they
expressed as:
α1 =
(
T˙mec − Jω¨m
)
(Ψ−∆LId) (20)
α2 =
(
∆LI˙d
)
(Tmec − Jωm) (21)
The difﬁculty in calculation of the system controls Vd, Vq
given by (18), (19) and the system nature that consists of two
subsystems (electrical subsystem and mechanical subsystem
Fig. 3), each of them have a different time constant value,
make the control of the system more difﬁcult.
For simplify the control of the PMSG model, two controllers
will be applied one to each subsystem. As the two subsystems
have a couplage term represented by the electrical torque, then
hierarchic control will be more convenient of another method
of control because it allows to control two subsystems have a
different nature and a different time constants.
B. Dividing the control system into two subsystems high and
low level
Electrical subsystem (low level): The electrical subsystem
is expressed by the two equations (12), (13). It composes of
three inputs, where (Vd, Vq) are the controls, and ωm plays
the role of the perturbation. The ﬂat output of the electrical
subsystem is (Id, Iq, ωm).
Mechanical subsystem (high level): The mechanical subsys-
tem is expressed by the equation (15). It composes of three
inputs, where (Id, Iq) are the controls, and the mechanical
torque Tm plays the role of the perturbation. The ﬂat output
of the electrical sub-system is (Id, Tmec, ωm).
C. Planning of the trajectories
We will denote the reference trajectories of the four compo-
nents of the ﬂat output of the two subsystems Id, Iq, ωm, Tmec
as I∗d , I
∗
q , ω
∗
m, T
∗
mec, respectively; where each component of
them is a time function.
The reference of the mechanical angular speed and the
reference of the mechanical torque of the PMSG can be
deduced by the MPPT strategy as shown in Fig. 4. The
reference of the quadrature current I∗q will be deduced later
in the high level controller section in equation (37), ﬁnally
the direct current referenc I∗d is calculated by means of [6]
to minimize the copper losses in the PMSG stator; where the
copper losses (Joule effect) are given by:
PJ = 1.5Ra(I
∗
d
2 + I∗q
2) (22)
By substituting (15) in (22):
PJ = 1.5Ra
{
I∗d
2 +
[
T ∗ele
1.5np(Ψ−∆LI∗d )
]2}
(23)
The electrical torque trajectory can be written as:
T ∗ele = T
∗
mec − Jω˙
∗
m (24)
The equation (23) expressed the electrical losses in function of
the trajectories T ∗ele, I
∗
d . For a given electrical torque (24) the
copper losses will be composed of two function of I∗d , one
is a increased function and second is a decreased function.
Consequently the copper losses function have a minimum
value at which the reference I∗d have an optimal value, these
value can be calculated from the following equation:
dPJ
dI∗d
= 0 (25)
Practicaly the numerical solution of (25) lead to the desired
value of I∗d as a function of the given electrical torque, so
I∗d = (T
∗
ele). The given value of the electrical torque can be
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approximated to the mechanical torque reference for simplify
the calculation so I∗d = (T
∗
mec).
Fig. 4. References trajectory.
D. Low level controller
1) Nominal control: This system with three inputs, Vd, Vq
as controls and ωm as perturbation input. The nominal control
can be written as:
V nomd = −RaI
∗
d − LdI˙
∗
d + npLqω
∗
mI
∗
q (26)
V nomq = −RaI
∗
q − Lq I˙
∗
q − npLdω
∗
mI
∗
d + npω
∗
mΨ(27)
• Note that the nominal terms V nomd , V
nom
q are calculated
by means of the trajectories I∗d , I
∗
q , ω
∗
m and correspond
to the conponsation terms in the classic control.
2) Closed loop control: According to [6] a PI controller can
be added to the higher order derivative in the nominal control
to close the control loop. That means the ﬁrst order derivatives
of the direct and quadrature currents I∗d , I
∗
q in (26), (27) are
remplaced by I∗d +K
d
P ed +K
d
I
∫
ed, I
∗
q +K
q
P eq +K
d
I
∫
eq,
respectively:
Vd = V
nom
d − LdK
d
P ed − LdK
d
I
∫
ed (28)
Vq = V
nom
q − LqK
q
P eq − LqK
q
I
∫
eq (29)
Suppose that ωm = ω
∗
m, the dynamic equations of the errors
ed, eq and their integrals
∫
ed = χd,
∫
eq = χq can be written
as:
d
dt
(
χd
ed
)
=
(
0 1
KdI K
d
P −
1
τd
)(
χd
ed
)
(30)
d
dt
(
χq
eq
)
=
(
0 1
K
q
I K
q
P −
1
τq
)(
χq
eq
)
(31)
With
• τd =
Ld
Ra
constant time of open loop in the axis d.
• τq =
Lq
Ra
constant time of open loop in the axis q.
By placing the poles of the low level d-axis controller at − 1
τ ′
d
(i.e. by imposing (s+ 1
τ ′
d
)2 as characteristic polynomial) and
the poles of the low level q-axis controller at − 1
τ ′q
(i.e. by
imposing (s + 1
τ ′q
)2 as characteristic polynomial). Then the
gains of the low level controller can be deduced:
KdP =
1
τd
(
1−
2
ζd
)
(32)
KdI = −
1
ζ2dτ
2
d
(33)
K
q
P =
1
τq
(
1−
2
ζq
)
(34)
K
q
I = −
1
ζ2q τ
2
q
(35)
with ζd =
τ ′d
τd
, ζq =
τ ′q
τq
and where:
• τ ′d constant time of closed loop in the axis d.
• τ ′q constant time of closed loop in the axis q.
E. High level controller
1) Nominal control : This system with three inputs Id, Iq
as controls and Tmec as perturbation input :
Inomq =
T ∗mec − Jω˙
∗
m
1.5np(Ψ−∆LI∗d )
(36)
2) Closed-loop control: According to [6] a PI controller
can be added to the higher order derivative in the nominal
control to close the control loop. That means the ﬁrst order
derivatives of the angular speed ω∗m in (36) is remplaced by
ω∗m +KP eω +KI
∫ t
0 eω(τ)dτ :
I∗q =
T ∗m − Jω˙
∗
m − J
[
KP eω +KI
∫ t
0
eω(τ)dτ
]
1.5np(Ψ−∆LI∗d )
(37)
By placing the poles of the high level controller at − 1
τH
(i.e. by imposing (s+ 1
τH
)2 as characteristic polynomial), the
controller’s gains are expressed as:
KP =
2
τH
(38)
KI =
1
τ2H
(39)
The speed loop of the high level controller must be fast than
the current loops of the low level controller. Thus τH is chosen
as:
τH > 10max(τ
′
d, τ
′
q) (40)
The control scheme for the PMSG model is depicted in the
Fig. 5.
IV. SIMULATION RESULTS
The parameters of simulation are given in Table I and taken
from [1]. The wind velocity is given by a time function
V = f(t)
expressed as follows:
f(t) =


10m/s for t < 0.2 s
12m/s for 0.2 s ≤ t < 0.5 s
9m/s for 0.5 s ≤ t < 0.7 s
10m/s for 0.7 s ≤ t
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Fig. 5. Scheme of control
The direct and quadrature voltages and currents output of
PMSG Vd, Vq, Id, Iq , and current errors with their integrals
ed, eq, χd, χq are depicted in Figs. 6, 7. Electrical output power
Pelec, mechanical input power Pmec, and the copper losses of
PMSG are illustrated in Fig. 8. Angular speed of the rotor,
mechanical input torque Tmec, electrical output torque Tele,
velocity error ev, and integral of the velocity error χω, are
depicted in Fig. 9.
Figs. 6, 7 show that the current error is very small and the
time response of the controller is very short. It is clair that
the reactive current Iq follows the variation in the reactive
voltage Vq , and the output voltage of the PMSG is following
the variation of the wind velocity.
Fig. 6. d-axis tension and current of the PMSG .
In Fig. 8, the electrical output power of PMSG increases
when the wind velocity is increases, and the copper losses
in the PMSG stator have the same image of the electrical
output power. It is clear that within any point of operation the
mechanical power captured by the WT is maximum (i.e. at
t = 1 s, the mechanical power captured by the wind turbine
was Pm = 3500W; please refer to Fig. 1). The thermal losses
energy by copper losses is increased up to 58.47 J during the
simulation.
In Fig. 9, the electrical torque of PMSG follows exactly his
trajectory. The velocity error and her integral is very small
Fig. 7. q-axis tension and current of the PMSG .
Fig. 8. Power and copper losses (high level)
except in the transient as shown in Fig. 9.
Fig. 9. Torque and angular speed PMSG
V. CONCLUSION
In this paper, the traditional strategy of maximum power
point tracker (MPPT) is presented, a novel application of the
ﬂatness-based control (FBC) in wind domain is established.
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TABLE I
PARAMETERS OF PMSG
PMSG
No. of poles 10
Rated speed 153 rad/sec
Rated current 12 A
Armature resistance, Ra 0.425 Ω
Magnet Flux linkage 0.433 Wb
Stator inductance, Ls 8.4 mH
Rated torque, Tnom 40 N.m
Rated power, Pnom 6 KW
FBC strategy is demonstrated to be adapted with any power
point tracker strategy (MPPT). Power efﬁciency is improved
by means of the trajectories planning.
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Abstract—This paper discusses the control of inverter con-
nected an electrical grid using the Flatness-based based control
strategy. Power factor (PF) is controlled to any desired value
between 0 and 1 by imposing the active and the reactive current
trajectories. The model of the inverter connected to an electrical
grid is discussed to be ﬂat and the ﬂatness of this model is
presented. Trajectories planning of the model is given. Results
obtained by simulation are discussed.
Index Terms—Flatness based control, grid, inverter, energy
renewable, turbine.
I. INTRODUCTION
Electrical grid is an economic method to transfer the elec-
trical energy between the generation centre, represented by
renewable source, and the distribution centre, represented by
the load. The electrical grid must have a ﬁxed voltage and
frequency at any load level to keep the stability between the
generators and the loads.
As the renewable energy sources are ﬂuctuating and deliver
variable power, the electrical generators, involved in renewable
energy systems, operate at variable speed and at variable power
level. This is the case for wind, wave, tidal and photo-voltaic
systems. Consequently, the voltage terminals of the generator
deliver variable frequency and amplitude value, and cannot be
connect directly to a utility grid. Consequently, renewable en-
ergy production system involve two subsystems: one for power
generation and another for power distribution. The power
generation system consists of electrical generator connected
to a primer motor, sometimes the primer motor is a turbine,
as that used in wind power generation [1], [2], and maybe it
is a special mechanic system such that used in wave and tidal
power generation [3], [4]. The power distribution system is
a power conversion system composed of tow converters: the
ﬁrst is a three-phase AC-DC converter, and the second is a
three phase DC-AC inverter. In general there are ﬁve electrical
generators are used to extract the wave energy: a squirrel-
cage induction generator, a wound rotor induction generator
or doubly-fed induction generator, a permanent magnet linear
generator, or a permanent magnet synchronous generator. The
type of generator used in generation will determine the model
of the conversion system to be used in order to connect him
with an electrical grid as shown in Fig. 1.
This paper will discussed the control of the inverter con-
nected to the electrical grid, a suitable interface with the
Fig. 1. Generator used with renewable energy generating system
electrical grid is made by a three phases L-ﬁlter. The control of
the inverter connected to the electrical grid has been presented
in a lot of researches, for example in [1], their are three loops
of control: one employs the DC-voltage error to determine
the d-axis current reference, and the other two control loops
of currents are used to determine the voltage control vec-
tors, which will used to generate the PWM signals.A new
direct power control (DPC) strategy for a three-phase DC/AC
converter with improved dynamic response and steady-state
performance is proposed in [5]. Sliding mode control for the
grid-inverter connection is discussed in [6].
The FBC strategy used in this paper, to control the inverter
connected to the electrical grid, is a non-linear control strat-
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egy [7] [8] [9]. Many of FBC strategy applications in power
electronics ﬁeld and electrical drive have been already devel-
oped, for example, in [10], FBC strategy is applied to control
all types of electrical motors: induction, DC, synchronous, and
permanent magnet synchronous motor. A non linear current
controllers for three-phase boost rectiﬁer is discussed in [11].
for more informations about FBC strategy, a brief explanation
is given in the appendix.
In addition to imposing the current trajectories, that ensure
the connection to the electrical grid, and achieve an unity
power factor on a large operating range, FBC strategy is
quite efﬁcient even if the generator power varies in a large
amount and without prior knowledge of the DC-link voltage.
The contribution of this paper is organised as follows: In
Section II the model of the inverter connected to the electrical
grid is expressed. The ﬂatness of the inverter connected to
the electrical grid, the trajectories planing, and the controller
design are discussed in Section III. The results of simulation
are analysed in Section IV. The conclusion is discussed in
Section V.
II. INVERTER CONNECTED AN ELECTRICAL GRID MODEL
The mechanical renewable power can be converted to an
electrical power by using an electrical generator, for example a
linear permanent magnet synchronous generator (LPMSG) can
be used to convert the wave energy to electrical energy in [12].
Generally, the electrical power generated by a renewable
source is not constant, and depends on the environmental
conditions, thus it can not be supplied directly to the electrical
grid. So a power conversion system is necessary to accord the
connection between the renewable source and the electrical
grid, as shown in Fig. 2.
Fig. 2. Renewable source connected to the electrical grid via the power
conversion system
This paper will discuss the inverter connected to the elec-
trical grid which will be involved in almost of the renewable
distribution systems. The dynamic model of this device can
be easily deduced from basic electrical laws and machine
modelling techniques and reads as follow:
L
Id
dt
= Vdi − Vdr + LωIq (1)
L
Iq
dt
= Vqi − Vqr − LωId (2)
where all the variables are written in a frame which is
synchronous to the grid voltage.
The angular frequency of the grid is denoted by ω. The
inverter voltage (direct and quadrature) voltage are denoted
by Vdi and Vqi while the grid components are denoted by Vdr
and Vqr ; the line direct and quadrature currents are denoted
by Id and Iq . The ﬁlter inductance is denoted by L.
III. FLAT MODEL OF THE GRID-INVERTER
The model of the inverter connected to the electrical grid
can be demonstrated to be ﬂat as following:
1) It has a ﬂat output y = (Id, Iq, Vdr, Vqr).
2) The system variables can be calculated from the ﬂat
output and its time derivatives:
Vdi = Vdr − LωIq + L
dId
dt
(3)
Vqi = Vqr + LωId − L
dIq
dt
(4)
3) The components of y are differentially independent.
A. Planning of the trajectories
The aim of this section is to show that ﬂatness based control
(FBC) allows to impose the trajectories to some relevant
variable of the system. In the present case, FBC will allow
to impose a unity power factor by choosing good reference
trajectories to the direct and quadrature line currents Idand
Iq .
All the variables of the system to be controlled can be
expressed in function of the ﬂat output, so the trajectories
planning will be resumed to ﬂat output planning. That means
there are four trajectories to be generated:
yref =
(
Irefd , I
ref
q , V
ref
dr , V
ref
qr
)
The electrical voltages of the grid cannot be imposed and
play the role of disturbance in our control problem. However,
this quantities are easily measurable and their measurement
V mesdr and V
mes
qr will be used in the sequel.
The active and reactive power of the power generated can
be expressed as:
Pac =
3
2
(vdrId + vqrIq) (5)
Qac =
3
2
(vqr Id − vdrIq) (6)
Consequently, the direct and quadrature inverter currents
Irefd , I
ref
q can be calculated in function of the active and
reactive power under unity power factor. That means the
reactive power will be imposed to zero and the active power
will be imposed to the value of the power generated by the
renewable source. Thus
P refac = Pac
Qrefac = 0
using (5), (6), the active and reactive current references
Irefd , I
ref
q will be given by:
Irefd =
2
3
P refac
V refdr
V refdr
2
+ V refdr
2 (7)
Irefq =
2
3
P refac
V refqr
V refdr
2
+ V refdr
2 (8)
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The voltage references of the inverter output V refdi , V
ref
qi can
be calculated from (3) and (4):
V refdi = V
ref
dr
− LωIrefq (9)
V refqi = V
ref
qr
+ LωIrefd (10)
that are obtained, for the sake of simplicity, after having
neglected the derivative terms of the currents. The trajectory
generator scheme is shown in Fig. 3.
B. Nominal control
The ﬂat model of the inverter connected to the electrical
grid have four input, Vdi, Vqi as control, and Vdr, Vqr as
perturbation. The open loop control or the nominal control
can be expressed as:
V ∗di = V
ref
dr
− LωIrefq + L
dIrefd
dt
(11)
V ∗qi = V
ref
qr
+ LωIrefd − L
dIrefq
dt
(12)
C. Closed loop control
For closing the loop of control, simple PI controllers can
be used:
Vdi = V
ref
dr
− LωIrefq + L[I˙
ref
d +K
d
ped + (13)
KdI
∫
ed]
Vqi = V
ref
qr
− LωIrefd + L[I˙
ref
q +K
q
ped + (14)
KqI
∫
ed]
where:
• ed, eq and
∫
ed,
∫
eq are the current errors and their
integrals in d, q axis, receptively.
• I˙refd =
dIrefd
dt
.
• I˙refd =
dIrefd
dt
.
The closed loop control composed of two parts: ﬁrst part is
the nominal control and the second part is the looping terms.
So (13), (14) can be rewritten as:
Vdi = V
∗
di
+ LKdped + LK
d
I
∫
ed (15)
Vqi = V
∗
qi
+ LKqped + LK
q
I
∫
ed (16)
By substituting (13) and (14) in (3) and (4), the dynamic
equations of the errors ed, eq can be obtained as:
e˙d = K
d
P ed + ωeq +K
d
I
∫
ed (17)
e˙q = K
q
P eq − ωed +K
q
I
∫
eq (18)
For the sake of simplicity, one can analyse the error equations
separately, i.e., by supposing e˙q = 0 in (17), and e˙d = 0
in (18). With this hypothesis, the dynamic error equations can
be rewritten separately under a matrix form as:
d
dt
(
χd
ed
)
=
(
0 1
KdI K
d
P
)(
χd
ed
)
(19)
d
dt
(
χq
eq
)
=
(
0 1
KqI K
q
P
)(
χq
eq
)
(20)
where χd =
∫
ed, χq =
∫
eq .
Placing the poles of the d-axis controller at − 1
τd
(i.e. by
imposing (s+ 1
τd
)2 as characteristic polynomial) and the poles
of the q-axis controller at − 1
τq
(i.e. by imposing (s+ 1
τq
)2 as
characteristic polynomial), the constants of the PI controller
for the two axis d, q can be obtained: KdP =
2
τd
, KdI =
−1
τ2
d
,
KqP =
2
τq
, KqI =
−1
τ2q
.
The control scheme of the inverter connected an electrical
grid is depicted in the Fig. 4.
IV. SIMULATION RESULTS
Simulations are performed with Scilab1. The parameters of
the inverter connected the electrical grid are: L = 83mH , the
input power is considered as variable function of time given
by:
P = k(t) ∗ (1− exp(−t/0.5))
with:
k(t) =


2000 for t < 0.1 s
2500 for 0.1 s ≤ t < 0.3 s
3000 for 0.3 s ≤ t < 0.6 s
3200 for 0.6 s ≤ t
The Figs. 5, 6, represent the d-axis inverter voltage, current,
current error, and the integral of the current error obtained
by using the ﬂatness based control and the classic control,
respectively.
The Figs. 7, 8, represent the q-axis inverter voltage, current,
current error, and the integral of the current error obtained
by using the ﬂatness based control and the classic control,
respectively.
The static error have certain value with the classic control
and neglected value with the ﬂatness based control. Note that
the d-axis transient voltage time is longer than in the classic
control of the ﬂatness based control.
The Figs. 9, 10, represent the input DC power, active
output power, and active output power obtained by using the
ﬂatness based control and the classic control, respectively.
The Figs. 9, 10, indicate overcome ﬂatness based control in
pursuing the reference, here DC input power, to classic control.
V. CONCLUSION
This paper discussed the control of the inverter connected
to the electrical grid using the Flatness Based Control. This
control strategy is compared with the classic control strategy
in simulation. The power factor of the output power of the
inverter is well controlled to be unity. The advantages of
1Freely available at http://www.scilab.org.
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Fig. 3. Trajectories generation diagram
Fig. 5. d-axis current, voltage, current error, and integral of the current error
with ﬂatness-based control
the FBC strategy oppose the classic control strategy can be
resumed as follows:
• FBC is a non linear strategy of control and can be applied
to many technological systems.
• FBC gives good dynamic performance to the system even
in transient variations.
• Flatness-based controller converges in shorter time than
many classical control.
• Tuning of Flatness-based controller gains can often be
done with a clear physical choice.
Fig. 6. d-axis current, voltage, current error, and integral of the current error
with classic control
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APPENDIX
FBC or differential ﬂatness is an important structural prop-
erty of many control systems. Consider a non-linear control
system given by a state-variable representation:
x˙ = f(x, e) (21)
where e = (e1, ..., em)
T is the input2 and x = (x1, ..., xn)
T is
the state. System (21) is said to be ﬂat if and only if there exists
a set of m variables z = (z1, ..., zm)
T having the following 3
properties [10]:
1) z = h(x, e, ..., e(α));
2) every variable of (21) can be expressed in terms of z
and a ﬁnite number of its time derivatives, in particular:
x = A(z, z˙, ..., z(β)) (22)
e = B(z, z˙, ..., z(β+1)) (23)
3) the components of z are differentially independent.
Such a set of variables z = (z1, ..., zm)
T is called a ﬂat
output or linearising output of the system (21). The synthesis
of control laws using differential ﬂatness or FBC is done in
two steps:
• a) Design of an open-loop nominal control corresponding
to the predicted trajectory of the ﬂat output.
• b) Application of feedback law in order to stabilise the
real trajectory around the predicted trajectory of the ﬂat
output.
2We do not distinguish here between control and disturbance inputs.
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FLATNESS CONTROL OF VARIABLE SPEED WIND TURBINE GENERATOR
H. Alhamed Aldwaihi, E. Delaleau
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Abstract - This paper discusses the control of a permanent magnet syn-
chronous generator (PMSG) driven by a wind turbine (WT) and connected to a
battery bank via an AC/DC converter. PMSG operates at variable speed accord-
ing to wind variations. Flatness-based control (FBC) strategy is employed to
control the generator-side converter in order to obtain the maximum of power
from the incident wind. Generator speed is controlled to an optimal value at
which, the power generated is maximum. FBC shown to be compatible with
any Maximum Power Point Tracker (MPPT) strategy. Validation of the model
and control schemes are performed by simulation.
Keyword - Synchronous Generator, Flatness Control, MPPT, Wind Turbine.
1 INTRODUCTION
Power generated by wind turbine can be supplied to
an electric utility or used to charge a battery bank and
in the two cases a power conversion system should
be used. This paper will discuses the second case.
PMSG have many advantages to be used in wind en-
ergy investment:
1. Operating at variable speed and this suits the na-
ture of the wind speed.
2. Operating at a high power factor [1].
3. Magnet price reduction and magnetic material
characteristic improvement [2].
4. Suitability to operate with the MPPT, thus ob-
tain 9-11% power more than traditional ﬁxed
speed control [3].
5. Permanent-magnet excitation allows us to use a
smaller pole pitch [4].
The aim of this work is to design a control loop for
a PMSG in order to extract the maximum of power
from wind and to minimize the copper losses by im-
posing the trajectories the generator currents Id, Iq .
Control loop and trajectories are design using Flat-
ness [5]. Many applications of FBCs in the ﬁeld of
power electronics and electrical drive have been al-
ready developed [6, 7, 8].
This paper is organized as follows: Power charac-
teristics of wind turbine are studied in Section 2,
FBCs of the PMSG model and trajectory planning
are given in Section 3, simulation of the model and
discussion the results are given in Section 4, and Sec-
tion 5 is reserved for conclusion.
2 MPPT OF WIND TURBINE
In this section, the modelling of wind generator is
presented, PMSG is driven by a wind turbine directly
and connected to a bank of battery via a converter as
shown in Fig. 1.
W.T
PMSG
      I
Converter
Battery Bank
gearbox
Fig. 1. Generation and conversion power system
Mechanical power captured by wind turbine is ex-
pressed in general as
Pm =
1
2
Cp(λ, β)ρAv
3 (1)
Where ρ is the air density (typically 1.225 kg/m3
at 15 ◦C); A is the area swept by the wind turbine
blades (in m2); Cp(λ, β) is the power coefﬁcient of
the wind turbine (dimensionless); and v is the wind
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velocity (in m/s). The variables β and λ are respec-
tively the blade pitch angle (in degree) and the tip
speed ratio (TSR). The last one is expressed by:
λ =
(
Rω
v
)
(2)
Where R is the radius of the turbine blade (in m)
and ω is the angular speed of the turbine axis (in
rad/s). The power coefﬁcient Cp(λ, β) can be ex-
pressed by [9]:
Cp(λ, β) =
1
2
[
98
λi
− 0.4β − 5
]
exp
(
−16.5
λi
)
(3)
where:
λi =
[
1
(λ+ 0.089)
−
0.035
(β3 + 1)
]
−1
(4)
Any maximum power point tracking strategies
(MPPT) based on impose the angular speed ω of the
wind turbine axis in order to reach an optimum value
ωopt at each given wind velocity v for capturing the
maximum of wind power; when the wind turbine op-
erates at ωopt, the captured mechanical power curve
have a maximum value at each given wind velocity
as shown in Fig 2. The optimum angular speed ωopt
Fig. 2. Mechanical power vs. the rotating speed
can be obtained from (2), replacing λ by λopt.
ωopt =
(
vλopt
R
)
(5)
Where: λopt is the optimum tip-speed ratio at which
the power coefﬁcient is maximum Cmaxp .
The characteristic of the power coefﬁcient in func-
tion of the tip-speed ratio at various values of the
Fig. 3. Power coefﬁcient vs. tip-speed ratio
pitch angle β is depicted in Fig 3 and shown that
(λopt, C
max
p ) are (6.73, 0.47) for β = 0. FBC per-
mit to impose the control trajectories of any ﬂat sys-
tem [6], since the model of PMSG is ﬂat as will be
explained later and the angular speed of the turbine
axis ω is one component of this ﬂat system, so ω
can be imposed to ωopt at each given wind veloc-
ity, consequently FBC is compatible with any MPPT
strategies.
3 FLATNESS BASED CONTROL (FBC) OF
PMSG MODEL
The steps are divided as follows : 1. Presentation the
ﬂatness of PMSG model. 2. Planning of the trajecto-
ries of the relevant variables. 3. Dividing the control
system into two subsystems high and low level. 4.
Development of the low level controller. 5. Devel-
opment of the high level controller.
3.1 FLATNESS OF PMSG MODEL
The dynamic model of PMSG in the magnet ﬂux ref-
erence system given by [10]:
Ld
dId
dt
= −RaId − Vd + npωmLqIq (6)
Lq
dIq
dt
= −RaIq − Vq − npωmLdId + npωmΨ(7)
J
dωm
dt
= Tm − Tele (8)
Tele = 1.5np(Ψ−∆LId)Iq (9)
Where :
• Ra resistance of armature.
• Ld inductance of armature in d-axis.
• Lq inductance of armature in q-axis.
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• Vd output voltage of PMSG stator in d-axis.
• Vq output voltage of PMSG stator in q-axis.
• Id current of PMSG stator in d-axis.
• Iq current of PMSG stator in q-axis.
• ωm mechanical angular speed of the rotor of
PMSG.
• np number of pair of poles.
• Tele electrical torque of PMSG.
• Tm mechanical torque of PMSG.
• ∆L = Ld − Lq.
The system (6) composed of three input, u =
(Vd, Vq, Tm) . Where (Vd, Vq) as controls, and Tm
as perturbation. The ﬂat output of the system is
z = (Id, Iq, Tm). The proof that z is the ﬂat output
of the system is simple: By reforming the variables
of the system in function of the ﬂat output:
Tele = Tm − Jω˙m (10)
Iq =
Tm − Jω˙m
1.5np (Ψ −∆LId)
(11)
Vd = −RaId − LdI˙d +
+ npLqω
[
Tm − Jω˙m
1.5np (Ψ−∆LId)
]
(12)
Vq = −
Ra
1.5np (Ψ−∆LId)
[Tm − Jω˙m] +
+
Lq
1.5np (Ψ−∆LId)
2
(α1 − α2) +
+ npωm (Ψ− LdId) (13)
where, α1, α1 are used for simpliﬁcation reason and
they expressed as:
α1 =
(
T˙m − Jω¨m
)
(Ψ−∆LId)
α2 =
(
∆LI˙d
)
(Tm − Jωm)
3.2 DIVIDING THE CONTROL SYSTEM INTO
TWO SUBSYSTEMS HIGH AND LOW LEVEL
The previous system is quite complicated, for rea-
son of simplify, the system is divided into two sub-
systems, each subsystem is ﬂat. The control of
the two subsystems is called the hierarchic control,
which respect the original system. The two subsys-
tems are : electrical subsystem or low level and me-
chanical subsystem or high level.
Electrical subsystem (low level)
The electrical subsystem is expressed by the two
equations (6), (7). It is composed of three inputs,
(Vd, Vq) as a controls, and ωm as perturbation. The
ﬂat output of the electrical subsystem is (Id, Iq, ωm).
Mechanical subsystem (low level)
The mechanical subsystem is expressed by the equa-
tion (9). It is composed of three inputs, (Id, Iq) as
controls, and Tm as perturbation. The ﬂat output of
the electrical sub-system is (Id, Tm, ωm).
3.3 PLANNING OF THE TRAJECTORIES
The goal of trajectories planing is to ﬁnd the pre-
dict references of the ﬂat output for each subsystem.
The trajectory of the reactive current I∗q can be gen-
erated by means of the mechanical sub-system (31)
as will be explained later. The trajectories of the ac-
tive current I∗d will be imposed in order to minimise
the electrical losses in the winding of the stator.
The copper losses (Joule effect) in the stator is given
by :
dPJ = 1.5Ra(I
∗
d
2 + I∗q
2) (14)
Substituting (9) in (14) :
dPJ = 1.5Ra
{
I∗d
2 +
[
T ∗ele
1.5np(Ψ−∆LI∗d )
]2}
(15)
The equation (15) represents the electrical losses in
function of T ∗ele, I
∗
d , that means for a given torque
T ∗ele, there is certain value of the active current I
∗
d
at which the electrical losses are minimum. These
value can be obtained by using the follows condi-
tion [6]:
∂dPJ
∂Id
= 0
That means the trajectories T ∗ele, I
∗
d will be selected
in order to minimize the electrical losses. The elec-
trical torque trajectory T ∗ele can be expressed by (8):
T ∗ele = T
∗
m − Jω˙
∗
m (16)
Where :
• ω∗m is the trajectory of the angular speed of the
PMSG rotor, it expressed by:
ω∗m = Nωopt (17)
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whereN is the conversion ratio of the gearbox.
• T ∗m is the mechanical torque trajectory, can be
expressed by:
T ∗m =
P ∗m
ω∗m
(18)
• P ∗m is the mechanical power trajectory obtained
from (1) by replacing CP (λ, β) by Cp
max:
P ∗m =
1
2
Cmaxp ρAv
3 (19)
Substituting (5) in (19) and take in considera-
tion that A = piR2:
P ∗m = KMPPTω
3
opt (20)
Where: KMPPT the constant of MPPT strat-
egy, it expressed by:
KMPPT =
1
2
ρpiCmaxp
R5
λ3opt
(21)
Substituting (20), (17) in (18):
T ∗m =
KMPPT
N
ω2opt (22)
From (5), (16), (22), it’s clear that the electrical
torque trajectory can be imposed by imposing the an-
gular speed ω of the WT axis to her optimum value
ωopt for each given wind velocity.
3.4 LOW LEVEL CONTROLLER
Nominal control. This system with three inputs
Vd, Vq as controls and ωm as perturbation input.
V ∗d = −RaI
∗
d − LdI˙
∗
d + npLqω
∗
mI
∗
q (23)
V ∗q = −RaI
∗
q − Lq I˙
∗
q − npLdω
∗
mI
∗
d + npω
∗
mΨ
(24)
where: V ∗d , V
∗
q are the stator active and reactive volt-
age reference, respectively.
Closed loop control. For closing the loop we use
simple PI controllers: we have replaced I˙∗d by I˙
∗
d +
KdP ed+K
d
I
∫
ed in the equation (23) and I˙
∗
q by I˙
∗
q +
KqP eq + K
q
I
∫
eq in the equation (24), where ed =
Id − I
∗
d , eq = Iq − I
∗
q are the errors of current, we
obtained :
Vd = −RaI
∗
d − LdI˙
∗
d − LdK
d
P ed
−LdK
d
I
∫
ed + npLqω
∗
mI
∗
q (25)
Vq = −RaI
∗
q − Lq I˙
∗
q − LqK
q
P eq
−LqK
q
I
∫
eq − npLdω
∗
mI
∗
d + npω
∗
mΨ
(26)
Substituting (23), (24) in (25), (26), respectively:
V• = V
∗
•
− L•K
•
P e• − L•K
•
I
∫
ed (27)
where “•”= d or q, τ• =
L•
Ra
is the time constant of
the open loop for d or q axis, respectively. Substitut-
ing (25), (26) in (6), (7), the dynamic equation of the
error e• is obtained:
e˙• =
(
K•P −
Ra
L•
)
e• +K
•
I
∫
e• +
1
L•
α•
(28)
where αd, αd are used for simpliﬁcation reason and
expressed as:
αd =
(
npωmLqIq − npω
∗
mLqI
∗
q
)
αq = (−npωmLdId + npω
∗
mLdI
∗
d
+ npωmΨ− npω
∗
mΨ)
Suppose that ωm = ω
∗
m,
∫
e• = χ• in (28):
d
dt
(
χ•
e•
)
=
(
0 1
K•I K
•
P −
1
τ•
)(
χ•
e•
)
(29)
By placing the poles of the low level •-axis controller
at − 1
τ ′
•
(i.e. by imposing (s + 1
τ ′
•
)2 as characteristic
polynomial): K•P =
1
τ•
(
1− 2
ζ•
)
, K•I = −
1
ζ2
•
τ2
•
with τ ′
•
is the time constant of the closed loop for “•”
axis. They can be chosen in a given ration of the time
constants of the open loop: τ ′
•
= ζ•τ• where ζ• is a
constant smaller than 1.
3.5 HIGH LEVEL CONTROLLER
Nominal control. The low level system have three
inputs Id, Iq as controls and Tm as perturbation in-
put:
I∗q =
T ∗m − Jω˙
∗
m
1.5np(Ψ−∆LI∗d )
(30)
Closed-loop control. For closed the loop of con-
troller, we used an PI controller based on the veloc-
ity error eω = ωm − ω
∗
m.
Iq =
T ∗m − Jω˙
∗
m − J
[
KP eω +KI
∫ t
0
eω(τ)dτ
]
1.5np(Ψ−∆LI∗d )
(31)
By placing the poles of the high level controller at
−
1
τH
(i.e. by imposing (s + 1
τH
)2 as characteristic
polynomial), the controller’s constants are expressed
byKP =
2
τH
, KI =
1
τ2
H
. The loop of the velocity of
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the high level must be more rapid than the loops of
the current of the low level. thus τH is chosen as :
τH > 10max(τ
′
d, τ
′
q) (32)
The control scheme for the model of generator-
converter is depicted in the Fig. 4:
abc/dq PWM
dq/abc
PMSG
PI
PI
−
−
−
gearbox
S1...S6
V1..V3
+
+
−
Battery Bank
+
+
(25)
(26)
Converter
W.T
Vd
Vq
Vd Vq
ed
eq
Vdc
Vdc
IdIq
Id
*Iq
*
iabc
θm
θm
ω∗m
Fig. 4. Control scheme
4 SIMULATION RESULTS
The parameters of simulation are given in Table 1
and taken from [1]. The active and reactive com-
ponents of the voltage and current output of PMSG
Vd, Vq, Id, Iq , and current errors with their integrals
ed, eq, χd, χq are depicted in Fig. 5 and 6. Electrical
output power Pele, mechanical input power Pm, and
the copper losses of PMSG are illustrated in Fig. 7.
Angular speed of the rotor in tr/mn, mechanical in-
put torque Tm, electrical output torque Tele, velocity
error ev, and integral of the velocity error χω, are
depicted in Fig. 8.
Fig. 5 and 6 show the response of the system for a
step change of wind speed from 10m/s to 12m/s to
9m/s and then comes back to 10m/s. Its shown that
the voltage output of PMSG in the rotating frame
reference follows the variation in the wind velocity
quite well and the errors and their integrals approx-
imately equal to zero. Thus the controllers is com-
pletely follows the trajectories of the active and re-
active currents.
In Fig. 7, the electrical output power of PMSG fol-
lows the variations in the wind velocity, and the cop-
per losses in the PMSG stator have the same image of
Fig. 5. d-axis voltage and current
Fig. 6. q-axis voltage and current
Fig. 7. Power and copper losses
163
ELECTRIMACS 2011, 6-8th June 2011, Cergy-Pontoise, France
Fig. 8. Mechanical and electrical torque
I. Parameters of PMSG
PMSG
No. of poles 10
Rated speed 153 rad/sec
Rated current 12 A
Armature resistance, Ra 0.425 Ω
Magnet Flux linkage 0.433Wb
Stator inductance, Ls 8.4mH
Rated torque, Tnom 40 N.m
Rated power, Pnom 6KW
the electrical output power, it is clear that within any
wind speed of operation the electrical output power
is maximum (i.e. at t = 1 s, the mechanical power
captured by the wind turbine was Pm = 3500W;
please refer to Fig. 2). The thermal losses energy by
copper losses is increased up to 58.47 J during the
simulation. In Fig. 8, the electrical torque of PMSG
follows exactly his trajectory. The velocity error and
her integral approximately equal to zero except the
points where the wind speed is changing as shown in
Fig. 8.
5 CONCLUSION
In This paper a novel control approach of a wind
turbine generator, incorporating a maximum power
point tracker (MPPT) has been presented. Electrical
losses are minimized by trajectories planning. Flat-
ness control is demonstrated to be compatible with
any MPPT strategy. Tuning of the ﬂatness controller
is done with a clair physical choice.
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Re´sume´. – La proble´matique de la production d’e´nergie renouvelable, l’e´nergie du
vent dans notre cas, est lie´e au re´glage de l’amplitude et de la fre´quence de la ten-
sion du ge´ne´rateur entraıˆne´ par l’e´olienne. Ces re´glages sont ne´cessaires pour injecter
la puissance e´lectrique produite sur le re´seau e´lectrique. Les avance´es de l’e´lectronique
de puissance, en particulier les convertisseurs de puissances commande´s (redresseur,
onduleur, convertisseur boost, etc), ont aide´ a` re´soudre ces proble`mes de re´glage. Le
de´fi de la production e´olienne est d’ame´liorer la strate´gie de commande applique´e aux
convertisseurs, afin d’augmenter la qualite´ de la puissance produite et de minimiser les
pertes e´lectriques et ainsi de re´duire le couˆt de production. Dans cette the`se, nous avons
de´veloppe´ la commande non line´aire fonde´e sur la platitude d’un syste`me de produc-
tion e´olien et son couplage au re´seau. Cette approche permet de faciliter la construction
de la loi de commande. Nous avons expose´ un re´glage simple et intuitif des gains des
controˆleurs, reposant sur tre`s peu de parame`tres. Les pertes e´lectriques au stator du
GSAP sont minimise´es, la strate´gie de MPPT est re´alise´e sur la partie de production. Le
facteur de puissance de l’e´nergie injecte´e sur le re´seau e´lectrique est controˆle´ a` n’im-
porte quelle valeur de´sire´e comprise entre ze´ro et un.
Mots-cle´s : Commande par platitude, E´nergie e´olienne, MPPT, Minimisation des
pertes, Couplage au re´seau e´lectrique.
Abstract. – The problem of the production of renewable energy, “wind energy in
our case” is related to the adjustment of the amplitude and the frequency of the volt-
age of the generator driven by the wind turbine. These settings are required to supply
the produced electrical power to an electrical network. The advancement of the power
electronics used in the power converters (rectifiers, inverters, boost converters, etc.),
helped to solve these two problems of adjustment. The challenge of wind generation
is to improve the control strategy applied to the converters to increase the quality of
the produced power and to minimize the electrical losses of the generator, and there-
fore to reduce the cost of production system. In this thesis, we developed the nonlinear
flatness-based control of a wind generation system. This command is used to facili-
tate the construction of the control law. We have shown that this command allows the
designer to choose the controller gains with few and intuitive tuning parameters. Elec-
trical losses in the stator of the Permanent Magnets Synchronous Generator (PMSG)
are minimized, the Maximum Power Point Tracking strategy (MPPT) is applied to the
production system and the power factor of the apparent power injected to the grid is
controlled to obtain any desired value between zero and one.
Keywords: Flatness-based Control, Wind Power, MPPT, Losses Minimization,
Electrical Grid Connection.
