Abstract. Segmenting the image into an arbitrary number of parts is at the core of image understanding. Many formulations of the task have been suggested over the years. Among these are axiomatic functionals, which are hard to implement and analyze, while graph-based alternatives impose a non-geometric metric on the problem.
Introduction
Image segmentation plays an important role in object detection and classification, scene understanding, action classification, and other visual information analysis processes. In this paper we consider active contour approaches, which have been proven to be very successful for that goal. These include edge-based methods [15, 5, 18, 6] , region-based techniques [21, 8, 10, 13] , and combined approaches [37, 24, 28] , to mention just a few.
Several approaches have been suggested for numerical computation of region boundaries. These include explicit spline evolution [15] , level set evolution [23, 5] , graph-cuts [3, 27, 12] , and continuous convex optimization [25, 7] . Among these, the level set framework provides a significant amount of flexibility in the design of the segmentation criterion. While being naturally suitable for variable topology of the regions, this framework has been extended to accommodate different assumptions on the image and its structure. These include various appearance models [13, 20, 22, 1] , and different shape priors [16, 11, 26] .
However, the level set framework is geared towards two-region image segmentation. To alleviate this limitation, various methods were developed; most of them require managing multiple level set functions. Some associate a level set function with each image region, and evolve these functions in a coupled manner [36, 35, 29] . Others perform hierarchical segmentation, by iteratively splitting previously obtained regions using the conventional level set framework [33, 4] . These methods too require coupled level set evolution, so that the resulting regions do not develop gaps or overlaps. It is also possible to use a smaller number of level set functions, say n, and segment an image into 2 n regions [34] . Another approach was recently suggested in [17] . It uses a single level set function, similar to the proposed approach. However, when evolving the contour, it requires managing multiple auxiliary level set functions, so that no gaps/overlaps are created.
Other approaches to multi-region image segmentation either use a discrete labeling problem formulation and solve it using graph-cuts [27, 12] , or perform convex relaxation [25, 7] . These methods are less easy to adapt for arbitrary segmentation functionals, in terms of both data and geometry priors. In addition, such approaches usually require knowing the number of regions a priori. Yet another method for image segmentation is by mean-shift clustering [10] . This approach does not, however, allow flexible choice of shape priors or arbitrary probability models.
We propose a new level set method for multiple region image segmentation. It overcomes previous challenges and allows segmenting images with arbitrary number of regions using various image appearance models. For this purpose we utilize a novel level set framework for multi-phase, or multi-region, interface evolution, named the Voronoi Implicit Interface Method (VIIM), which was introduced by Saye and Sethian in [30] . According to it, evolution is performed using a single non-negative level set function, while implicitly dealing with regions merging and splitting, and naturally handling arbitrary topological structures such as triple junctions.
Our main contributions can be summarized as follows: first, we review the axiomatic formulation of the multi-region image segmentation problem as an energy functional minimization. Specifically, we consider energy terms used in image segmentation based on region statistics, and extend them to the context of multiple regions. We then derive the active contour evolution equation minimizing the above energy functional, formulate it as a level set evolution problem, and solve it by utilizing the VIIM level set framework. The proposed approach does not require knowing the number of the regions in the image or their statistics a priori, and produces good segmentation results for various initial contours.
The structure of the paper is as follows: we begin by reviewing the Voronoi Implicit Interface Method, which is the numerical basis for our approach, in Section 2. In Section 3 we describe the main ideas that underlie the proposed method. We shortly review the multi-region segmentation model, for which we derive the corresponding level set evolution equation in terms of the VIIM framework, and describe prominent segmentation priors that fit within the suggested framework. In Section 4 we present segmentation results of the proposed approach, and compare it to state-of-the-art methods. Section 5 concludes the paper and describes potential extensions of the proposed framework.
Review of the Voronoi Implicit Interface Method
The VIIM was recently suggested for the solution of interface propagation problems with arbitrary number of phases, or regions, in m-dimensional Euclidean space. In 2D, the interface separating between different phases is a curve, possibly with multiple junctions. In 3D, the interface consists of two-dimensional surfaces. Illustrations of 2D and 3D interfaces can be found in [30] .
The interface propagation is performed using a single non-negative level set function φ(x), x ∈ R m , given by the unsigned distance from the interface Γ , and defined on a fixed regular grid. The propagation is governed by the equation
where F ext is the extension of the interface propagation speed F to the whole mdimensional region. The examples in [30] include curvature and mean curvature flows, as well as physical simulations of the dynamics of dry foams. The central idea of the VIIM is as follows: assume we are given a zero level set of a function φ, and a velocity F defined along it. We can extend this velocity to the neighboring level sets in a smooth manner, to obtain the extension velocity F ext and apply Eq. (1). Then, two evolving -level sets will always encapsulate the evolving zero level set they are adjacent to. Moreover, the -level sets of φ are simple curves, without multiple-junction points, and their evolution is well defined. Thus, the evolved -level sets of the level set function can be used to reconstruct the evolving interface, which is assumed to lie at an equal distance from the two -level sets adjacent to it. It is calculated using the Voronoi regions of the -level sets.
In order to evolve the interface as described above, Saye and Sethian suggested the following three step-algorithm. The VIIM is formulated in terms of a general interface velocity F , and thus it is applicable to various interface evolution problems utilizing the level set approach. Below, we show how it can be employed for multiple regions image segmentation, where the active contour acts as an interface, and the regions it defines are the phases in the VIIM notation.
Multi-region Image Segmentation
A general energy functional describing an active contour model is given by
The data term E data (C) is determined by the region-based image intensity model, for instance [21, 8, 13, 20] , etc. In this paper we demonstrate region-based terms that rely on two specific image models -the piecewise-constant model of [21, 8] and a more general Gaussian mixture model (GMM). The regularization term E reg (C) is determined by the properties of the segmenting contour, and may depend on the contour alone [15, 21] , or incorporate image information as well [5, 6] . The minimizing flow is derived from (2) using methods from calculus of variations, namely the active contour evolution is proportional to the first variation of the above energy functional.
Region-Competition Model with Geodesic Active Contours Regularization
Here, we consider a modified version of the region competition model of Zhu and Yuille [37] , with added geodesic active contour (GAC) regularization term
where I(x, y) is the image to be segmented, defined on a 2D domain Ω. The contour C divides the image domain into non-overlapping regions
In the data term, P (z|α i ) is the probability distribution function of the image intensity values in region Ω i , with corresponding parameters α i . In the GAC term, g(x, y) is the edge indicator function. Following [6] , in this work we used g(x, y) = 1 + ∇Î
, whereÎ is a smooth version of I. For color images we used g(x, y) suggested in [28] : we treat the image as a 5-dimensional manifold (x, y, R(x, y), G(x, y), B(x, y)) with metric g μν (x, y), so that the edge indicator function becomes g(x, y) = det (g μν (x, y)) −1 .
We perform alternating minimization: for a fixed contour C, for each region Ω i we calculate the optimal parameters maximizing the image probability in that region
Then, for fixed region probability distribution parameters, the active contour evolution minimizing the energy E(C, {α i }) is given by
For some (x, y) ∈ C, N i (x, y) denotes the set of indices of the regions Ω j adjacent to C at (x, y). In each region, the normal n i is defined such that it points outwards of the region Ω i . The first term of the minimizing flow is obtained by differentiating the functional E data (C), as shown in [37] . The second term is the well known explicit geodesic active contour flow, obtained by differentiating the regularization term in Eq. 3. The above evolution rule is well-defined for (x, y) lying on a contour segment defining a boundary between two regions Ω i and Ω j , for which |N (x, y)| = 2. We will denote such contour segments by C ij . The traditional methods, described in the introduction, require using multiple level set functions to perform the above evolution implicitly. In this work we suggest to exploit the advantages of the Voronoi implicit interface method for this purpose. The next section describes how to adapt the evolution rule Eq. (5) to be applicable within the VIIM framework. We would also like to note that the above formulation is general and may be applied for various models of image intensity probability distribution. In order to demonstrate this we apply the proposed method to two such models -Gaussian probability distribution with constant variance, leading to piecewise constant image segmentation functional [21, 8] , and a more elaborated Gaussian mixture model (GMM). Both models will be described in details in Section 3.3.
Contour Evolution Using the VIIM
In terms of the VIIM framework, the contour (interface) velocity F (x, y) is well defined for points lying along a boundary between two regions, and is given by (6) in the direction n i , for (x, y) ∈ C ij . According to the VIIM formulation, the contour velocity F needs to be extended to the neighboring level sets of the level set function φ(x, y), to create F ext (x, y). We observe that a straight forward extension of (6) produces a velocity profile with discontinuities at the boundaries of the Voronoi regions of different contour segments. This is also related to the fact that the interface velocity F is not well defined at the junction points.
Alternatively, we suggest to evolve the level sets of φ(x, y) in each region according to the local information of that region alone. Thus, the extension velocity, used to evolve the level set function according to Eq. (1), is defined by
Proposition 1. Assume that the level set function is given by an unsigned distance function from the evolving contour, and the parameters {α i } are fixed. For 1, the VIIM framework with the extension velocity F ext (x, y) defined in Eq. (6) will move every regular point (x, y) on the contour in the direction of the velocity F (C(x, y))n i (6) minimizing the energy functional E(C) in Eq. (3).
The suggested extension velocity F ext (7) evolves the contour points along the same direction as F (C(x, y)) (if not by the same amount). Our experiments show that the suggested extension velocity produces valid segmentation results. Particularly, for the two-region piecewise constant problem, the results obtained with the proposed method are similar to those obtained using the original formulation of Chan-Vese [8] . Proof of Prop. 1 is given in the accompanying supplementary material.
The proposed approach can be summarized as follows: assume we are given an initial contour C 0 and the corresponding unsigned distance level set function φ(x, y).
Calculate extension velocity in each region using Eq. (7). Evolve the function
φ(x, y) using the obtained velocity according to the evolution equation (1). 2. Extract the -level sets of the evolved level set function. Calculate the Voronoi regions of these -level sets in the narrow band {(x, y) : φ(x, y) < }, and reconstruct the evolved contour C as the collection of the boundaries between these Voronoi regions, as suggested by [30] . Perform re-distancing: re-calculate the unsigned level set function φ(x, y) using the new contour C. 3. Stop the evolution if a pre-defined stopping criterion was met; otherwise, return to Step 1.
Image Segmentation Models
Piecewise constant model: In this case we assume Gaussian probability distribution, given by
Further simplified by an assumption σ i = σ j , ∀i, j, the energy functional becomes
The above is a modified version of the piecewise constant Mumford-Shah energy functional [21] , in the sense that the regularization term is given by the geodesic active contours model (GAC). The contour C now separates multiple regions, denoted by Ω i , and may have multiple-junction points. For N = 2 and g = 1, (8) is the well known Chan-Vese functional [8] .
According to Equation (7), the extension velocity F ext in the region Ω i is given by
For a given contour C, the optimal mean intensity values in each region, c * i , are given by
Gaussian Mixture Model: Here, we model image intensity values in each region using the Gaussian mixture model [19] , which have been successfully applied to various signal analysis tasks; specifically, in computer vision it was used for tracking [32] , MR image segmentation [14] , background substraction [38] , etc. In GMM, the intensity probability distribution in region Ω i is modeled by a weighted sum of m Gaussians, each with mean c (j) i and covariance matrix σ
where N z | c The extension velocity (7) becomes
The optimal model parameters α * i , where
, are then calculated as suggested in Eq. (4), using an Expectation Maximization (EM) algorithm [19] . Finally, note that though the above problem formulation is given in terms of the image intensity values, other image representations can be easily utilized in the suggested framework, depending on a specific segmentation problem.
Experimental Results
In this section we present segmentation results obtained with the proposed method for different types of images, and compare them to the results obtained using the convex relaxation method of Chambolle and Pock [7] . In all our experiments, the image intensity values were normalized to the range [0, 1]. The algorithm parameters were μ ∈ [0.02, 0.1], the time step dt = [25, 50] , and = 0.1. In order to prevent over-segmentation, we united separate regions with similar region statistics, as a part of Step 2 of the algorithm. For the piecewise constant model, we united regions with mean intensity value difference smaller than some threshold (if not stated explicitly, T = 0.1 was used).For color images, we used the maximal difference among the three color channels. For the GMM, we used the L 2 -distance between sampled three-dimensional (for color images) probability distributions. The level set function evolution (1) was performed using the forward Euler scheme. To perform re-distancing and Voronoi region calculation we used the fast marching method [31] , efficiently initialized as suggested in [9] . Both the -level set and the evolved contour extraction were performed with sub-pixel precision. It should be also noted that the width of the -level sets influences the size of the smallest feature that the algorithm is able to segment. To capture small features one may up-sample the image before the segmentation, similar to the technique used in [2] . It is important to note the computational efficiency of the proposed method. Typically, significant parts of the evolution can be performed in a narrowband fashion. Specifically, the update of the piecewise-constant model, as well as the M-step of the EM estimation for the Gaussian mixture model can be performed incrementally, keeping the same complexity of the 2-region active contours scheme. The expectation step of the EM algorithm, however, requires computation over the entire image domain. Exploring efficient implementation aspects such as incremental update of the expectation is left for future work. In our first experiment, we applied the algorithm with the piecewise constant model to a noisy synthetic image with several overlapping regions, with triplejunction boundary intersections. The segmentation result is shown in Fig. 1 . Fig. 2 presents a comparison of the proposed method, and the convex relaxation method of Chambolle and Pock [7] , minimizing the piecewise constant Mumford-Shah functional [21] , closely related to the piecewise constant model described above. To evaluate [7] we used the code published by the authors, with the algorithm parameters chosen to obtain visually optimal results: isotropic TV, simple relaxation, initialization with k-means clustering, K = 8, and λ = 5.0. We further compared the proposed method with the graph-cut based approach of [12] , which we applied to the piecewise constant model. We iterated segmentation and model-estimation, as described in [12] , with initial model parameters obtained with k-means clustering, and the algorithm parameters chosen to obtain optimal results with the same number of regions as the two previous algorithms: 8-connected neighborhood, λ = 1/16, with label cost set to be zero. From examining the images in Fig. 2, (d) ,(e) and (f), we observe that in this case the three methods produce comparable results. Fig. 3 presents segmentation results obtained with the piecewise constant variant of the proposed method, and different values of the threshold T . Specifically, increasing T results in more regions being deemed similar and merged during the evolution process, thus producing less detailed segmentation. The above results were compared to segmentation obtained with [7] and [12] , with algorithms' parameters chosen to produce similar number of regions as the proposed method. [12] was used with 8-connected neighborhood, with the initial parameters obtained using k-means clustering for both methods. The results are shown in Fig. 4 . We observe that in this case both latter approaches fail to segment one of the objects, namely, the orange candy, and associate part of it with the background. . 2 . Comparison of the proposed method using the multi-region piecewise constant model, the convex relaxation approach of [7] , and the graph-cut based method of [12] . [7] and (c), (d) [12] , with different algorithm parameters This can be overcome by up-sampling the image prior to the segmentation [2] . It also should be noted that some of the object boundaries provided in the groundtruth segmentation and not detected by the proposed method, may be found only using a prior knowledge of the object structure. In Fig. 6 we demonstrate the application of multi-region piecewise constant model (8) for tracking in a thermal camera video sequence, where the segmentation obtained for k-th frame is used to initialize the algorithm in frame k + 1. The proposed approach seemlessly allows multiple target tracking in the video sequence. In Fig. 7 we demonstrate the segmentation obtained using the proposed method with Gaussian mixture model. The introduction of more expressive region appearance models naturally allows us to segment more complex images.
Conclusions and Future Work
In this paper we addressed the problem of segmenting an image into an arbitrary number of regions using a novel active contours formulation. The proposed framework allows utilizing various region appearance priors and employs the new Voronoi implicit interface method in order to treat multiple regions in a uniform manner, while avoiding metrication errors. Finally, we demonstrated that the proposed method works well on challenging images from various data sets and applications.
