Abstract-In this paper, we show that the Hadamard matrix acts as an extractor over the reals of the Rényi Information Dimension (RID), in an analogous way to how it acts as an extractor of the discrete entropy over finite fields. More precisely, we prove that the RID of an i.i.d. sequence of mixture random variables polarizes to the extremal values of 0 and 1 (corresponding to discrete and continuous distributions) when transformed by a Hadamard matrix. Furthermore, we prove that the polarization pattern of the RID admits a closed form expression and follows exactly the Binary Erasure Channel (BEC) polarization pattern in the discrete setting. We discuss the applications of the RID polarization to Compressed Sensing of i.i.d. sources. In particular, we use the RID polarization to construct a family of deterministic ±1-valued sensing matrices for Compressed Sensing. We run numerical simulations to compare the performance of the resulting matrices with that of the random Gaussian and the random Hadamard matrices. The results indicate that the proposed matrices afford competitive performances, while being explicitly constructed.
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I. INTRODUCTION

L
ET X be a real-valued random variable. We denote the q-ary quantization of X by X q = qX q , where for a real number r, we denote by r the largest integer less than or equal to r. The upper and the lower Rényi Information Dimension (RID) of X are defined by
where H( X q ) denotes the Shannon entropy of the discrete random variable X q obtained from the quantization. If the limits coincide, we define d(X) := d(X) = d(X). Rényi in his paper [2] proved that if the random variable X is discrete, continuos, or a mixture thereof, the upper and the lower RID are equal, thus, d(X) is well-defined. He also provided an example of a singular random variable for which these two limits do not coincide. Apart from being an information measure, the RID appears as the fundamental operational limit in diverse areas in probability theory and signal processing such as signal quantization [3] , rate-distortion theory [4] , and fractal geometry [5] . More recently, the operational aspect of RID has reappeared in applications as varied as lossless analog compression [6] - [8] , Compressed Sensing of sparse signals [9] - [11] , and characterization of the degrees-of-freedom (DoFs) of vector interference channels [12] , [13] , which has recently been of significant importance in wireless communication.
In this paper, motivated by [2] , we first extend the definition of RID as an information measure from scalar random variables to a family of vector random variables over which the RID is well-defined. We also extend the definition to the joint and the conditional RIDs and provide a closed-form expression for computing them. Using these, we investigate the high-dimensional behavior of the RID of i.i.d. mixture random variables when transformed by a Hadamard matrix. We prove that the conditional RIDs of almost all the resulting random variables polarize to the extremal values of 0 and 1. We also obtain a formula for computing those conditional RIDs and their polarization pattern using the Binary Erasure Channel (BEC) polarization in the discrete case [14] . This gives a natural extension of the polarization phenomenon for the entropy over the finite fields to the RID over the reals.
We study some of the potential applications of the new polarization result in Compressed Sensing [15] - [18] . In particular, motived by the recent results on the operational aspect of RID in Compressed Sensing [6] , [9] and inspired by the success of polar codes in achieving information theoretic limits [14] , [19] , we exploit the RID polarization to design deterministic partial Hadamard matrices for Compressed Sensing of i.i.d. sparse signals. We compare the performance of the resulting matrices with that of other traditional matrices in Compressed Sensing such as random Gaussian and random Hadamard matrices. Numerical simulations provide evidence that the constructed matrices together with recovery algorithms such as l 1 -norm minimization provide a low-complexity Compressed Sensing and recovery procedure for the sparse signals. The use of polarization techniques for Compressed Sensing was also investigated independently in [10] , approaching noiseless Compressed Sensing via a duality with analog channel coding.
A. Notation
We use R for the reals, R + for the positive reals, Z for the integers, Z + for the set of positive integers, and N for the set of strictly positive integers. We denote sets by calligraphic letters such as A and their cardinality by |A|. We use capital letters for random variables and small letters for their realizations, e.g., x is a realization of the random variable X. We denote the distribution of a random variable X by p X . For N = 2 n , we denote by H N the standard Hadamard matrix of order N . We use [n] for the set of integers {1, 2, . . . , n}. We denote by X j i the column vector (X i , X i+1 , . . . , X j )
T , where the vector is empty when i > j. Vectors are denoted by boldface letters, e.g., X = X n 1 and x = x n 1 denote an n-dim vector of random variables and its realization. For two sequences f, h : N → R, we say f q . = h q if and only if
We denote matrices by capital letters, e.g., A. For an m × n matrix A, and a subset of its columns 
B. Reminder on Polar Codes
Polar codes were introduced by Arikan in his seminal paper [14] . They are the first class of efficient codes that provably achieve channel capacity on all binary input symmetric channels. Recent research on polar codes has illustrated their theoretical optimality for other classical problems in information theory such as lossless and lossy source coding [19] , [20] , coding over multiple-access channels (MAC) [21] , Wyner-Ziv and Gelfand-Pinsker problem [22] , and coding for secrecy over the wiretap channel [23] , [24] .
The underlying structure behind all these applications of polar codes is the polarization phenomenon. To explain briefly, we will mainly focus on the source coding aspect, which is more relevant to our work. Let 
The polarization phenomenon states that after applying this linear transformation, every element of the set of conditional entropies {H(
tends to be either very close to 0 (fully deterministic) or very close to 1 (fully random). Moreover, the fraction of those fully random (informative) variables turns out to be equal to the entropy of the source h 2 (p) asymptotically as N → ∞. This allows to build optimal linear source encoders achieving the fundamental information theoretic limit by simply keeping only those rows of G N corresponding to the fully random variables.
Polar codes have been applied to other problems in communication theory such as as multi-level lattice coding [25] , and designing capacity achieving codes over the AWGN channel [26] , mainly by extending the finite alphabet results. What is less understood is the similar counterpart of the polarization phenomenon for infinite-alphabet sources. In [11] , using a new Entropy Power Inequality (EPI) for integer-valued random variables [27] , a novel polarization result was proved for integer-valued sources under the conventional arithmetic over Z. The result was used to construct deterministic partial Hadamard matrices for almost lossless encoding of integer-valued signals with a vanishing measurement rate of o(N ) for large block-lengths N . The more general case of real-valued sources, however, was left open in [11] . In this paper, we extend this result to real-valued sources and provide a polarization theory for infinite-alphabet signals.
II. RÉNYI INFORMATION DIMENSION
Let X be a random variable with a probability distribution p X over R. The upper and the lower RID of this random variable were defined in (1) and (2) respectively. Let m ∈ N and suppose X ∈ [0, 1] almost surely. It is not difficult to see that if X = 0.X 1 X 2 . . . is the m-ary expansion of the random variable X with
where H denotes the discrete entropy in basis m. From (1) and (2), we have 
By Lebesgue decomposition theorem [28] , any probability distribution p X over R can be written as a convex combination of a continuous part p c , a singular part p s , and a discrete part p d (with the latter two being singular with respect to Lebesgue measure) as follows
where
In this paper, we only consider the case α s = 0, where p X is the mixture of a continuous and a discrete distribution. In [2] , Rényi showed that for such a mixture distribution, the RID is well-defined and is given by the weight of the continuous part α c . In particular, it is 1 for the continuous and 0 for the discrete distributions. He also defined the RID of a continuous vector random variable X n 1 of dimension n, where he proved that
where the quantization is done component-wise, i.e., 
where denotes the convolution operator over R. From (8), it is seen that p X1 is a mixture distribution with a discrete part
. Now let us consider the conditional distribution of X 2 given X 1 denoted by p X2|X1 (x). From standard results in probability theory [29] , this conditional distribution is a well-defined mixture distribution for almost all realizations of X 1 . Hence, the conditional RID of
) is a random variable (i.e., a measurable function of x 1 ) with a well-defined expected value. In Section IV, we develop techniques to compute d(X 2 |X 1 ) for a large class of mixture distributions in a closed form, where in particular we prove that such a conditional RID is well-defined. We also extend those techniques to calculate the joint (e.g., d(X 1 , X 2 )), conditional (e.g., d(X 2 |X 1 )), and the mutual RID of mixture vector-valued random variables. As a result, we obtain that d(X 2 |X 1 ) = δ 2 and that
which is analogous to the chain rule for the mutual information [30] . In fact, we prove that such a chain rule holds for the RID and satisfies most of the properties of the traditional chain rule for the mutual information [30] . In particular,
where (i) follows from the fact that H 2 is an invertible matrix, and where (ii) is due to the fact that Z 1 and Z 2 are i.i.d. It is, thus, seen that multiplying two i.i.d. random variables Z 1 , Z 2 , with a mixture distribution, by H 2 modifies their conditional RIDs according to (δ, δ) → (2δ − δ 2 , δ 2 ). This resembles the polarization of a BEC channel with a capacity δ ∈ (0, 1) as in [14] . In Section V, we prove that such a polarization indeed occurs for the RID. To be more precise, Hadamard matrix of order N . We prove that the sequence of conditional RIDs
n , polarizes according to the polarization pattern of a BEC with a channel capacity δ ∈ (0, 1). We further investigate the applications of the established polarization result in Section VI.
IV. GENERALIZATION OF THE RID
A. Space of Random Variables and Generalized RID
Our objective is to extend the definition of RID to vector-valued random variables, which are not necessarily continuous. Let I be a collection of independent and nonsingular random variables (with α s = 0 as in (5)). We define the space L of random variables generated by
It is seen that L n consists of all n-dim random vectors generated by a linear mixture of finitely many elements of I. 1 Note that L is stable under vector addition and concatenation, i.e., for arbitrary W
We define the joint and the conditional RID, and the Mutual Rényi Information for the random variables in L by
We will prove that all the limits above are well-defined. In general, computing the RID for a given multi-variate distribution is quite challenging since the distribution might contain a probability mass over complicated subsets or sub-manifolds of lower dimensions. Moreover, the limit might not even exist in some cases. Fortunately, using the linear structure in L, we are able to obtain a simple formula for computing the RID via the rank characterization. A similar rank characterization was used in the context of finite fields for coding over the BEC and the BSC (Binary Symmetric Channel) in [31] . We first need some notation and definitions. (17) Many properties of Res simply follow from the algebraic properties of the rank. In this paper, we need additionally the following properties of Res summarized in Proposition 1.
Proposition 1: Let A,Ǎ be m a × n matrices. The operator Res satisfies the following properties:
be an arbitrary partition of the rows of A, and let 
B. Properties of the RID Over L
We first need some notation to simplify the statement of the results in this section. Let X 
denote the continuous and the discrete part of Z i and their corresponding distributions over R, and where Θ i ∈ {0, 1} is a binary random variable independent of C i and D i with
It is seen that C is a random subset of
We have the following result. 
with the equality if and only if every
This can be written in the following form
It is seen that for any C ⊆ [3] , the rank of a C is equal to
From symmetry, we also have
we can see that for any C ⊆ [3] , the rank of A C is equal to |C| except when C = [3] , where all the columns are selected. Hence, rank (A C ) = |C| − I {C= [3] } , which gives
Using the chain rule for the RID, we obtain
where b denotes the second row of A. We can simply check that Res[a|b; C] = 1 except when C ∈ ∅, {2}, {3} . Hence,
The Mutual Rényi Information between X and Y is given by
V. POLARIZATION OF THE RID
A. Basic Definitions and Results
Before stating the polarization result for the RID, we first define the erasure process. [14] , [32] :
B. RID Polarization
Let N = 2 n be a power of 2 and let Z 
where I n , F n , P) is an erasure stochastic process with initial value δ polarizing to {0, 1}.
Proof: For n = 0, we have a Hadamard matrix of order N = 2 0 = 1 which is simply a number, thus, X 1 = Z 1 and we have I 0 (1) = d(Z 1 ) = δ. Consider an arbitrary n, let N = 2 n and let I n be defined as in (34) . We need to prove that I n satisfies the following recursion for i ∈ [2 n ] Hence, using the rank characterization for the RID over L in Theorem 2, we have (20) . Recall that i ∈ C if and only if the random variable Z i is sampled according to the continuous part of its distribution.
At stage n + 1, we have the term I n (i) + which corresponds to the row 2i − 1 of H 2N as follows
. .
where I n (i) + is defined similar to (37) by
where C andČ denote the support set of Z
is an independent copy of Z N 1 , the support sets C andČ are independent and identically distributed. Applying a simple row operation to H 2N [1: 2(i − 1)], which preserves the rank, we have that
where L and R are given by
Since L and R have non-overlapping rows, using the rank-1 innovation property in Proposition 1, we obtain that
(41) 
From (40), it is also seen that
Res[h i |L; C] = Res h
As C andČ are i.i.d., taking the expectation from (41), and using (42), (43), and also (37), we have
which proves the first identity in (35) . To prove the second identity in (35) , letŽ We obtain that
Moreover, by definition, we have
Applying the chain rule for RID from Theorem 3 and using the independence of W
From (44), this implies I n (i) − = I n (i) 2 , which proves the second identity in (35) . From Definition 2, this indicates that I n is an erasure process with the initial value d(Z 1 ) = δ. Fig. 1 illustrates the polarization pattern for an i.i.d. source
with d(Z 1 ) = 0.5 after being transformed by the Hadamard matrix of order N = 2 10 = 1024. It is seen that even for N = 1024 more than 80% of the rows are polarized to their corresponding RIDs. In [33] , we extended the RID polarization presented in this section to a multi-terminal (distributed) scenario and developed a counterpart of the Slepian-Wolf coding theorem [34] for real-valued distributed correlated signals via the RID polarization.
C. RID-Preserving Matrices
is an RID-preserving family for
where o(k) denotes a vanishing term compared with k as k tends to infinity. We define the asymptotic measurement rate of the family
k . From (47), it is seen that taking measurements with this family of matrices asymptotically preserves the whole RID of the source. Proof: First note that for every k, the random vector
, thus, it has a well-defined RID. In particular, if C is the support set of the i.i.d. nonsingular variables Z k 1 , as defined in (20) , from the rank property of the RID proved in Theorem 2, we have
Dividing both sides by k, and taking the limit as k tends to infinity, we obtain the desired result ρ ≥ d(Z 1 ).
Proposition (5) implies that to be RID-preserving, any family of matrices needs to have a measurement rate at least as large as the RID of the source. To show that this measurement rate is indeed sufficient, we build an RID-preserving family {A (k) }, labeled with k ∈ {2 n : n ∈ N}, where A (k) is a submatrix of the Hadamard matrix H k , obtained by selecting specific rows of H k . We then prove that the measurement rate of the constructed family is d(Z 1 ).
Let N = 2 n be a power of two, let H N be the shuffled Hadamard matrix of order N defined in (33) , and let X 
is an erasure process with an initial value d(Z 1 ). Thus, applying the polarization rate result in (31), we obtain that for a β ∈ (0, among the rows of H N . Then, we have
where in (a) we used the positivity of the Mutual Rényi Information proved in Theorem 3 and the fact that conditioning reduces the RID, and where in (b) we used the chain rule for the RID given by d(X
). The Eq. (51) confirms the RID-preserving property of {H (N ) }. This completes the proof.
VI. APPLICATIONS IN COMPRESSED SENSING
In Compressed Sensing, the aim is to recover a structured signal x = x and consider an N -dimensional signal X N 1 ∈ R N whose components are sampled i.i.d. from the distribution
where I 0 (x) denotes a delta measure at point 0 and where p c is a continuous probability distribution. In this paper, we mainly focused on the polarization of the RID as an information measure. It is interesting to know whether the RID polarization for the infinite-alphabet signals proved in this paper, can be exploited as in the case of discrete polarization for finite-alphabet sources [19] to build a decoder that recovers the initial signal X up to a negligible distortion (e.g., error probability or l 2 -distortion). In this section, we propose an approach to establish such an operational aspect of the problem although we do not prove it.
Let
2 ) be the threshold value used for constructing H N in (50). Then, for a sufficiently large block-length N , it results that
Let α N ∈ R + and q N ∈ N be two sequences of N ∈ {2 n : n ∈ Z + } such that lim N →∞ q N = ∞ and
Note that α N is a scaling factor used to ensure that a sequence of q N satisfying (53) exists. We prove that under the stated conditions, if p N tends to zero as N tends to infinity, then we can decode the quantized signal X N 1 qN with a vanishing error probability p N , using the MAP (Maximum a posteriori Probability) decoder. We use the following simple lemma. Proof: Proof in Appendix D. Using Lemma 7, we can see from (54) that the quantized components X N 1 qN can be recovered up to an average error probability p N log 2 (e). This implies that, with a very high probability, the desired signal X N Fig. 2 . The Rate-Distortion (RD) curve for partial Hadamard matrices and its comparison with that of random Hadamard and random Gaussian matrices. The horizontal axis indicates the sparsity level of the signal (the fraction of nonzero components in the signal), and the vertical axis shows the measurement rate (the number of measurements per dimension of the signal).
vanishing distortion 1 qN provided that p N tends to 0. We state this as the following conjecture.
Conjecture 1: Let N ∈ {2 n : n ∈ Z + } and let β ∈ (0, as a function of N , we believe that such a sequence q N should exist. This would establish the operational performance of our constructed matrices for Compressed Sensing of i.i.d. sources. Although we do not directly prove Conjecture 1, we use numerical simulations in Section VI-A to illustrate that our constructed polarized Hadamard matrices along with the off-the-shelf low-complexity l 1 -norm minimization algorithm in Compressed Sensing (instead of the more complicated MAP decoder) still have a promising operational performance.
Using partial Hadamard matrices has several practical advantages. Their components are ±1 and can be robustly implemented as on-off pattern in many practical measurement devices and easily stored in a computer. Partial Hadamard matrices also yield computationally efficient recovery algorithms. In brief, a crucial step in all recovery algorithms in Compressed Sensing is computing A T y (matched-filtering), in which the inner product of the columns of the measurement matrix A with the observations y = A x is calculated. Using the structure of the Hadamard matrices, this can be done with O(N log 2 (N )) rather than O(N 2 ) operations needed for the traditional matrix-vector multiplication. Even for small dimensions such as N = 1000 this is around 100 times faster.
A. Simulation Results
In this section, we assess the operational performance of the partial Hadamard matrices constructed in Section V-C via numerical simulations.
1) Measurement Matrix and Recovery Algorithm:
For simulations, we use a zero-mean and unit-variance sparse distribution as in (52)
where I 0 (x) denotes the delta measure at zero, and where p c is a fixed zero-mean continuous distribution with a variance 
where the input to this algorithm is the vector of linear measurements y = A x for the given signal x. We use the CVX package [35] to solve (56).
2) Comparison With Other Measurement Matrices:
We compare the performance of our constructed matrices with random Hadamard matrices and random Gaussian matrices extensively used in Compressed Sensing. Fig. 2 illustrates the resulting rate-distortion curve of the l 1 -norm minimization (56) for these three families of matrices. It is seen that our constructed matrices have a performance very close to that of other two families, while being deterministically constructed.
VII. CONCLUSION
In this paper, we generalized the definition of RID as an information measure from scalar random variables initially proposed in [2] to a larger family of vector-valued random variables. We proved that for such a family the joint and the conditional RIDs are well-defined and can be computed with a closed form formula. Using this, we proved that the RID of a sequence of i.i.d. nonsingular random variables polarizes to the extreme values of 0 and 1 when transformed by Hadamard matrices. We also gave a closed-form expression for the polarization pattern using the BEC polarization in the discrete case. This gives a natural counterpart of the finite-alphabet source polarization in the infinite-alphabet case. We investigated some of the applications of the new polarization phenomenon in Compressed Sensing.
APPENDIX A PROOF OF PROPOSITION 1 For the first part, let R 1 = R 1 , and for i = 2, 3, . . . , p, set
is a partition of the rows of A, we have R p = [m a ]. Using the definition of Res in (15), we obtain
To prove the rank-1 innovation property in the second part, first note that from the definition of Res operator in (15) 
where in (i) we used the fact that L Xis already in the quantized form, so it can go outside the quantization operator. Since L Xis a function of X q , we obtain that
Let Ξ = Δ 2 + LΔ 1 . Applying the triangle inequality we have
is the operator norm of L, and where 1 q results from the fact that every component of the quantization residual is bounded by 1 q . This implies that Ξ q can take at most 1 + L ∞,∞ n different values, where n is the dimension of Y. Thus, from (61), we have that H( Y q | X q ) is upper bounded, independent of the value of q, by n log 2 ( 1 + L ∞,∞ ), where n denotes the dimension of the vector Y, and where for a real number r, we define r = min{s ∈ Z : s ≥ r}. Hence, dividing (61) by log 2 (q) and taking the limit as q tends to infinity, we obtain the desired result. 
with a similar equality holding for lim inf instead of lim sup. Proof: The proof follows from Lemma 8. We have
Note that Y is a linear function of X, thus, there are matrices
Dividing both sides of (63) by log 2 (q) and using Lemma 8 yields that the first and the last term on the right hand side of (63) tend to 0 as q tends to infinity. Thus, applying lim sup and lim inf, we obtain the desired result. Using Lemma 9 and Remark 2, we now prove Theorem 2. For the first part, from the definition of RID in (12), we have
where C is the support set defined by (20) and C = C as defined in Section IV-B, and where in (64), (66), and (67), we use the fact that C and D C c are discrete variables with a finite entropy independent of q and they can be arbitrarily added or removed from the conditioning part of the entropy. Recall that from our notation in Section I-A, f q . = h q for two sequences f, h (parametrized with q ∈ N), whenever lim q→∞ fq−hq log 2 (q) = 0. For (67), we used Lemma 9 to remove the variable A C c D C c in (66) since it is a linear function of D C c appearing in the conditioning part. For (69), we used the independence of D C c from A C C C conditioned on C = C * . Now, consider a specific realization of the support set C = C * of size k * = |C * | and notice that since C is independent of the continuous component C, conditioning on C = C * does not change the distribution of C C * , which is a k * -dimensional continuous distribution. Let m * = rank (A C * ) and letǍ be a maximal submatrix of A C * consisting of linearly independent rows of A C * . Then, we have
Note that theǍC C * has a well-defined m * -dimensional continuous distribution, thus, lim q→∞
= m * . Moreover, from Lemma 9, the second term in (71) vanishes in the limit when divided by log 2 (q) because A C * C C * is a linear function ofǍC C * . Thus, from (69), we obtain
where in (73), we used the fact that C takes only finitely many values and exchanged the expectation and the limit. This completes the proof of the first part of the theorem. To prove the second part, recall that X 
for different realizations of support set C * . Note that B C * is not necessarily full-rank. LetB be a maximal submatrix of B C * consisting of those rows that are linearly independent. Also, letǍ be the maximal submatrix of A C * consisting of those linearly independent rows that are also linearly independent of the rows ofB. From the definition of Res operator in (15) , it is not difficult to check that the number of rows ofǍ is given by Res[A|B; C * ]. Hence, we have 
To prove the symmetry, note that RI(X 
Taking the average over the joint distribution of (D, Y ) and using the Jensen's inequality [36] for the convex function u → e u , we have 
where in (i) we used the inequality e −u ≥ 1 − u for u ∈ R. This completes the proof.
