Abstract A new continuous location model is presented and embedded in the literature on robustness in facility location. The multimodality of the model is investigated, and a branch and bound method based on dc optimization is described. Numerical experience is reported, showing that the developed method allows one to solve in a few seconds problems with thousands of demand points.
Introduction
The perception of the term robustness in the field of supply chain design, and, more specifically, in facility location, is wide. de Neufville (2004) defines robustness from the perspective of systems as "the ability of a system to maintain its operational capabilities under different circumstances", whereas Dong (2006) defines the robustness of a supply chain network as "the extent to which the network is able to carry out its functions despite some damage done to it, such as the removal of some of the nodes and/or links in a network."
The perception from the viewpoint of design from de Neufville (2004) and Dong (2006) 
comes close to the idea that robust means that a design
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performs under all circumstances. Robustness from this perspective is a measure of how robust a design is. What is generic here is that performance is seen from a YES/NO perspective. The design performs, works, fulfills specifications in a yes or no sense. If it always does, we perceive a design as robust. Formally, design x is robust if (x, w) ∈ Q ∀w ∈ W , where the set Q is a set of desired performance and W is the set of outcomes of the uncertain parameter w. In other words, if Q x denotes the set of parameter values w such that (x, w) ∈ Q, x is seen as robust if w ∈ Q x for all w ∈ W.
In the literature on facility location, see e.g. Owen and Daskin (1998) and Snyder (2006) , the design variable x expresses usually locations of facilities, the uncertain parameters w represent demand, buying power, population etc., and the set Q is described with a threshold concept: a cost or a reward function f (x, w) and a threshold value τ are given, and Q is defined as the set Q = {(x, w)|f (x, w)#τ },
where # can be <, >, ≤, ≥ . Within this framework we can consider two main concepts of robustness, referred to in what follows as deviation robustness and probabilistic robustness.
In deviation robustness models, a nominal value µ of the uncertain parameter w is given; for any feasible x, one can pose the question of how far deviations from the nominal value µ may go such that the design still performs as intended:
where · is a norm used to measure deviations in the parameter space W . Observe that, for any x not performing properly for the nominal value µ, i.e., µ / ∈ Q x , its robustness R(x) is zero. The most robust solution, i.e., the solution x with maximum value for R(x), is sought. Such deviation robustness concept is called in Olieman (2008) the maximum inscribed sphere problem, as (2) means one wishes to find a maximum sized sphere of circumstances around the nominal value µ for which the design is still feasible. This concept has the advantage that no information is needed about the set of realisations, no probability distribution is required nor a range or worst-case outcome. It is thus well suited to problems with very high uncertainty, as happens, for instance, in long-term planning problems as those encountered in facility location.
Under particular forms of function f in (1), a more tractable expression for R can be derived. Indeed, as shown in Hendrix, Mecking and Hendriks (1996) and Carrizosa and Nickel (2003) 
for a vector-valued function c, and # is >, then R(x) can be expressed as
where · • denotes the norm dual to · . For instance, if · is the p norm, then ·
• is the q norm, with 1/p + 1/q = 1. Observe that, as soon as some x * exists with strictly positive robustness R(x * ), maximizing R turns out to be equivalent to maximizing R, defined as
Deviation robustness has been investigated in Carrizosa and Nickel (2003) within the field of continuous location for Weber problems. In such a problem, {p i } i∈I is the set of demand points, which represent the geographical location of the customers, f (x, w) is defined as the total transportation cost if a facility is located at x, and transportation costs to demand point p i are assumed to be proportional to the distance d i (x) between x and demand point p i . In other words, f is assumed to have the form (3), with c(x) = (c i (x)) i∈I , c i (x) = d i (x) and each w i is an uncertain parameter representing the demand of a demand point p i , for which just a nominal value µ i is given. Robustness, as defined in (4) is maximized via a finite-time convergent algorithm for particular models of distance functions d i and choices of · . The reader is also referred to Hendrix et al. (1996) and Casado, Hendrix and García (2007) for applications of deviation robustness to other related problems.
Whereas deviation robustness can be seen as a worst-case measure, the concept of probabilistic robustness takes a probabilistic view, since it considers the circumstances w as a random variable w and defines robustness as
In the literature on location, we see this robustness back under the terminology of "threshold" (without being called robustness) in Drezner, Drezner and Shioge (2002) , who address a threshold model which maximizes the probability of reaching a minimum market share τ
where the functions c i measure market share according to the Huff model, Carrizosa 2009a, Drezner et al. 2002) ,
is again the distance from demand point p i to a facility located at x, λ ≥ 1 (typically λ = 2) and h i is typically a positive constant that represents the relative attractiveness of competing facilities. Even inspecting R in (7) is, in general, very hard, since it involves multivariate calculus. In Drezner et al. (2002) it is assumed that w has a normal distribution with mean µ and covariance matrix V, and thus R takes the simpler form
where Φ is the cumulative distribution function of the standard normal distribution. Hence, maximizing R(x) is equivalent to maximizing the nonlinear fractional function
The challenge in general with Huff-like models is that the market share functions c i in (8) are neither convex nor concave. Hence, optimizing f (x) = w c(x) is a global optimization problem even for w fixed. This is inherited by the threshold model (7), even under the assumption that w follows a normal distribution. In Drezner et al. (2002) , a multistart strategy is used, thus no guarantee of having found the true global optimum is provided. As will be seen later, the probabilistic model (9) can be seen as a particular case of the deviation robustness model, for which a global optimization approach is proposed here.
The remainder of this paper is organized as follows. In Section 2 we introduce the problem of locating a competitive facility in the plane, where competition is described by a Huff-like model, and deviation robustness is to be maximized. It is shown in particular that the model of Drezner et al. (2002) appears as a particular case for a given choice of the norm · .
The multimodal character of the optimization problem is investigated. Deterministic solution approaches that guarantee a global optimum solution are discussed in Section 3. Numerical results are reported in Section 4. Finally we conclude in Section 5.
A competitive robustness location model
We address the problem of locating a competitive facility with uncertain demand optimizing a deviation robustness criterion. Users are identified by an index i ∈ I := {1, 2, . . . , N }, a demand location p i , and a nominal value µ i for the demand. Market is captured following a Huff model: The market captured by the facility at x given demand w is f (x, w) = c(x) w, where c is defined by (8).
The question which is answered is how far demand can fluctuate in a distance sense from its nominal value µ without capturing less than a given threshold value τ . The robustness R(x) of a facility located at x, to be maximized, is given by (4), or (5) if some x * exists with R(x * ) > 0. No assumptions are made on the norm · , and different choices of the norm lead to different models. We may take, for instance, the 1 or ∞ norm to measure deviations with respect to the nominal value of the demand. Hence, for a given location x, R(x) measures the maximum deviation (in the dual norm, ∞ or 1 respectively) in the demand w with respect to its nominal value µ such that the market captured remains above the threshold value τ .
In particular, the stochastic programming formulation of Drezner et al. (2002) in (9) is a particular case of our model (5) by defining the norm · as w =
which means that deviations with respect to the nominal vector of demands µ are measured by the dual · • of · ,
As the Huff-like continuous location problem is a global optimisation problem, one may expect that this structure is inherited by R(x). The next research question is how multimodal is such model. We explore how parameters affect the number of local optima and we check the feasibility of nonlinear optimization local search to solve the optimization problem. The following repeatable experiment is carried out. A total of m demand points is randomly generated on [0, 1] 2 with generated demand µ from [0, 1] and k competing facilities. The competing facilities give values to h i in (8) according to
where δ ij is the Euclidean distance between demand point p i and existing facility j. The threshold was kept on τ = 1 and the norm · was the Euclidean norm for all experiments. The resulting objective function of a generated instance is depicted in Figure 1 having k = 3 competitors.
To get a feeling for the multimodality of the problem we also generated the same instance, but then having k = 50 competitors. As one can observe from Figure 2 , the number of local maxima increases substantially. To investigate the trend for increasing number of demand points and competitors, we generated 50 intances for each setting varying the number of demand points as m = 40, 200, 1000 and the number of competing facilities as k = 2, 4, 8, 16, 32. Multistart using 10 × k random starting points was applied for each generated instance to count the number of local optima found. fminunc was used to generate local optima. The average number of detected optima using this multistart strategy is given in Table 1 . As can be observed, the number of optima depends mainly on the number of existing competing facilities.
A multistart strategy, as suggested by Drezner et al. (2002) , can give us some confidence on the local optimum found. Indeed, if we knew we have about m optima, and we can assume the region of attraction of the global optimum to occupy 100 m % of the search space, then the probability to detect a global optimum after r independent local searches is see for instance Hendrix and Toth (2010) . Under these assumptions, if for example the number of local optima is m = 10, we need r = 44 trials to have a probability of P = 99% to reach the global optimum. In other words, stochastic algorithms can reach, under some assumptions, a probabilistic target on effectiveness. Deterministic methods can be used to reach a guarantee on an accuracy of the reached optimum, Hendrix and Toth (2010) . A specific method is elaborated in the next section.
A deterministic solution method
The basic idea in branch and bound methods consists of a recursive decomposition of the original problem into smaller disjoint subproblems until the solution is found. The method avoids visiting those subproblems which are known not to contain a solution. The initial set T 1 is subsequently partitioned in more and more refined subsets (branching) over which upper and lower bounds of an objective function value can be determined (bounding). In continuous location optimization, the most common branching procedures use rectangles and simplices (triangles). They are known in the literature as Big Square Small Square (BSSS), Hansen, Peeters, Richard and Thisse (1985) , and Big Triangle Small Triangle (BTST), Drezner and Suzuki (2004) .
To construct bounds, the classical approach in continuous location, already advocated in the seminal paper Hansen et al. (1985) , exploits monotonicity and bounds derived with interval arithmetic. In recent years, alternative bounding schemes have been proposed in the literature of continuous location based on expressing the objective as a difference of two convex functions, see Drezner (2007) , Blanquero and Carrizosa (2009a) .
In this paper we observe that the objective is not only dc (it can be written as a difference of two convex functions), but it can be written in terms of compositions of convex and convex monotonic functions. In the terminology of Blanquero and Carrizosa (2009a) , the functions involved are dcm functions (difference of convex monotonic), and thus the bounding strategies developed in Blanquero and Carrizosa (2009a) can be used here.
The following key result, stated in Bello, Blanquero and Carrizosa (2009) and with straightforward proof, enables one to express the function in (8) as difference of convex monotonic functions.
One has:
Observe that
By Proposition 1, we can express the function Ψ (d 1 , . . . , d N ) µ − τ as a difference of convex nonincreasing functions in R + . We follow Blanquero and Carrizosa (2009a) to obtain bounds by respectively majorizing by a convex function the numerator and minorizing by a concave function the denominator in (4) on a given polytope T in R 2 . First, one easily obtains a convex function U such that
Indeed, since, by assumption, each d i is convex, if x * i is an arbitrary point of T and ξ i is a subgradient of d i at x * i , one has
Since Φ 1 i is nonincreasing, one has by (17) that
Observe also that the right-hand side function in (18) is the composition of a convex and an affine function, and it is thus convex. On the other hand, Φ 2 i is a convex smooth function. Hence thus
thus
Joining (18) and (20) we have that
and U is convex in T.
Let us consider now the denominator. The following proposition is a consequence of the results in Blanquero and Carrizosa (2000) and Blanquero and Carrizosa (2009b) Proposition 2 Given a norm · , the functions x ∈ R 2 −→ c ( x) and d −→ Ψ (d) can be expressed as the difference of convex functions. Moreover, if the norm · is monotonic in the positive orthant, then the function d −→ Ψ (d) can be expressed as the difference of two convex nonincreasing functions.
Hence, given a polytope T in the plane, we can find a concave function
Note that p norms satisfy the monotonicity assumptions on · . This assumption also holds for the norm (10) as soon as V is a matrix of nonnegative elements, i.e., that the demand at different users are positively correlated. However, the monotonicity assumption does not hold for arbitrary norms, and thus for arbitrary norms, or, for instance, for norm (10) with negative correlations, the weaker result should be used. Nevertheless Drezner et al. (2002) claim that "it is likely that the distributions of buying power at two demand points are positively correlated. This might be due to good economic conditions or other factors resulting in either higher or lower than expected buying power in any community." Hence, the strongest assumptions seem to be applicable also in real world problems.
If we can guarantee that L(x) > 0 for all x ∈ T, then U/L is the ratio of a convex over a positive concave function, thus it is quasiconvex. This implies it attains its maximum at extreme points on T, i.e.,
and thus
Hence, we have an upper bound for the objective as soon as we can asssert that L(x) > 0 for all x ∈ T. Since L is concave on T , such a condition is equivalent to min
Computational experiments
In this section we show how the bounding scheme outlined in Section 3 can be used to solve the problem
where R(x) is given by (4) under the assumptions described in Section 2. The bounding strategy based on dcm functions here applied has been successfully used to solve other nonconvex location problems, see Blanquero and Carrizosa (2009a) and Bello et al. (2009) .
Instances of (26) are generated in the following way:
-The feasible region is assumed to be the unit square
-There are 10 existing facilities, with locations randomly and uniformly distributed in S. -Demand points are also randomly and uniformly generated in S. The number N of demand points ranges from very small (N = 10) to large (N = 10000).
For each number N of demand points, a nominal vector µ was randomly generated in [0, 1] N , and the optimal objective value z nom of the problem max x∈S c(x) µ was computed. Observe that in order to compute z nom , a global optimization problem is solved. The optimization problem (26) was solved using different values of the threshold, ranging from 0.3z nom to 1.5z nom with a step of 0.05z nom . The norm · considered in (26) was the Euclidean.
For each choice of N and τ , ten instances were generated and solved using the BSSS method. The program code was written in Fortran, compiled by Intel Fortran 10.1 and ran on a 2.4GHz computer under Windows XP. The solutions were found to an accuracy of 10 −8 .
The bounds for the numerator of R(x) were computed according to the procedure proposed in Blanquero and Carrizosa (2009a) , as has been detailed in Section 3. Regarding the denominator, a dcm decomposition for it was obtained combining the same procedure with Theorem 1 in Blanquero and Carrizosa (2009b) , since the norm considered is monotonic in R N + . The bounds obtained using this result are better than those provided by Proposition 1.1 in Blanquero and Carrizosa (2000) , which could have also been used. Tables 2 to 11 report, for the different threshold values τ and number N of demand points, statistics on the number of iterations, the memory usage, measured via the maximum size of the list of squares to be inspected in the branch and bound, and the CPU time.
The numerical results for different threshold values τ are shown in Tables where one can observe that the computational effort needed to solve the problem decreases as soon as the threshold value grows, especially when the threshold exceeds z nom , since in that case R(x) = 0 ∀ x ∈ S, and the algorithm quickly closes the gap.
Average CPU time and number of iterations for different number of demand points is shown in Figures 3 and 4 for different threshold values τ. For the instances with positive robustness, i.e., with τ < z nom , the average running times and number of iterations increase at most linearly in the number N of demand points. Finally, Figure 5 illustrates the evolution of the average CPU time as a function of the threshold value, for N equal to 100, 1000, 5000 and 10000. robust competitive continuous location model. We show it also captures stochastic programming models that follow the probabilistic approach. The model inherits the multimodal character of the underlying Huffmodel. We found that the number of optima for such a model mainly depends on the number of existing competitive facilities and it does not increase substantially with the number of demand points.
A branch and bound approach gives a guaranteed global optimum of a competitive location model. The computational experiments reported support the idea that using dc-programming techniques enables one to solve problems with thousands of demand points in a few seconds. 
