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インピーダンス法による生体認証の可能性検討 








This research examines possibility of using human body impedances for biometric authentication. 
 We assume that human body impedances to AC voltage with 1kHz to 1MHz frequency  
should depend on individual characteristics. The research collects 117 impedance data  
from 10 human subjects and tries to classify them by using AI technology of binary classification.  
The result shows that human body impedance has potential possibility to be used for biometric authentication. 



















































































































































図８ 被験者A ５回分の実験データ 
 
	









用に特化した PC 環境で演算が可能になる.	本研究では Amazon	
Web	 Service を用いてクラウド上に環境を構築する.[6]Amazon	
EC2インスタンスを起動しここに環境を構築した.EC2インスタン
スはローカルPCからSSHを用いて接続を行う.	本研究の開発環
境の動作手順を図10に示す.ローカルPCからAmazon	Web	Service
のEC2 インスタンスにSSH でリモート接続を行う.接続が確認さ
れるとEC2上でjupyter-notebookを起動しローカルPCのブラウ
ザ上で作業を行う.	
	
 
図１０ 特徴抽出実験環境[6][7] 
 
（２）多クラス分類 
実験によって収集したラベル付きデータを用いて個人性特徴量
の抽出を行う.本研究は被験者から取得した生体インピーダンス
から全被験者の内最も適当な被験者を推定する.このような全体
集合からn個の部分集合に分類する問題を扱うときクラス分類
器を用いて分類を行うことができる.分類クラス数は被験者の総
数に等しくなるため多クラス分類の問題として扱う.本実験では
SVM(サポートベクターマシン),ランダムフォレストといった分
類アルゴリズムを用いて分類モデルを作成する.異なるクラスが
互いに最も接近しているデータを１つずつ抽出しそのマージン
を最大にするようにしてクラス境界線を生成する.このような分
類器をSVMという.[8](図	11)	
	
	
図１１ サポートベクターマシン[8] 
SVM を用いて実験データの分類をおこなったところ正解率は
80.00％となった.	このとき被験者数は６名,総データ数は７９
件であった.さらに本実験で扱う正解率とは,	
正解率=正解ラベル数/テストデータを使ったテスト回数である.しかし
一般にクラス分類において正解率ではモデルを正確に評価した
ことにはならない.例えばデータの被験者の数に偏りがあり全デ
ータの80％が被験者Aのものだった場合,モデルがすべての答え
を被験者Aと答えることでその精度は80%といえてしまうからで
ある.つまりモデルが正常な分類能力をもっていないにもかかわ
らず数字上では高い精度を示してしまう危険性があるのである.
そこでこの分類機の予測結果の評価方法として混合行列を用い
る.	混合行列とは以下のような行列を指す.[9](表2)良い分類器
とは合っているものは合っていると答え,間違っているものは間
違っていると答えるものである.したがって対角成分(TP,TN)の
数字が高く,非対角成分(FN,FP)の数字がゼロに近いものが理想
的な分類モデルということになる.	
	
表２ 混合行列[9] 
	
	
ここでSVNを用いて作られたモデルの再評価を行った.図12	を
見ると対角成分の値が飛びとびになっており,一部の被験者に対
しては正確に分類が行われていないことがわかった.	
	
	
図１２ SVMを用いたモデルの混合行列 
 
これはモデルの学習・テストとして用いた実験データが被験者ご
とに偏りがあることが要因であると考えられる.ここで以下の調
整を行いモデルの識別性能の最適化を図る.	
1. 分類器にランダムフォレストを用いる[10]	
2. 実験データを増やして学習・テストの試行回数を増やす.	
3. ハイパーパラメータのチューニングを行う.	
4. 交差検定を用いてデータ量の少なさを補う.	
5. 明らかな異常値を示しているデータを間引く.	
このときに使用した実験データは被験者１０人,データ数１１７
件である.分類アルゴリズムをランダムフォレスト[10]に変更し,
作成したモデルを再度テストデータで精度を検証した結果を下
に示す.(図13)正解率が約６０％程度に落ちてしまっている.	前
の実験よりも高い精度で分類されている被験者が増えているが,
依然として分類できていない被験者も見られテストデータの量
が不十分であることが示唆された.多クラス分類では高い分類機
能を発揮するために必要データ数は分類クラス数に応じて多く
なっていく.一方で生体インピーダンスはその性質上短期間でま
とまったデータ数を確保することが難しいといった矛盾を抱え
ている.そこで本研究は多クラス分類の認証方式としての可能性
は難しいと考え,２値分類の認証方式としての可能性を検討する.	
	
	
図１３ 調整後モデルの混合行列 
 
（３）２値分類 
	 ２値分類とは分類クラス数が２つのみ,つまりクラスに属して
いるか,属していないかを答える分類器である.本実験で扱うデ
ータは被験者１０人,データ数１１７件である.同様の２値分類
を各被験者で行い,その時の正解率と全被験者数で平均した結果
を以下に示す.(表３)さらにその時の被験者 A の２値分類モデル
の混合行列を図14に示す.どの被験者の分類結果も９割以上の分
類精度を発揮した.混合行列を見ると対角成分の値が高く非対角
成分の値が低い.このモデルはおよそ理想的な分類機能を持って
いるといえる.分類数を 2 値にすることでデータが分散せずにテ
ストが行えたこと,実験データを学習用・テスト用に分離する際,
１クラスあたりにさけるデータの割合が多く学習が十分に行え
たことが要因と考えられる.	
	
表３ 各被験者の２値分類結果と平均 
	
	
	
図１４ 被験者Aの２値分類モデルの混合行列 
 
6. まとめ 
本研究では,生体インピーダンス法を用いた生体認証としての可
能性について検討を行った.	人体に対して1MHz-1KHzの交流電
圧を加え,生体インピーダンスの周波数変化をみると被験者によ
って固有の個人性と見られる傾向があることがわかった.多クラ
ス分類のモデルを作成したところ,良好な分類性能は得られなか
った.これは生体インピーダンスの性質上短期的にデータを収集
することが困難であることが起因する.そこで２値分類モデルを
検討したところおよそ９割以上の分類性能を発揮した.このこと
から本研究で扱った生体インピーダンス法による生体認証方式
は２値分類の認証方式としての適性が高いといえる.本人確認系
セキュリティシステムとしての導入シーンを考えると人体内部
のデータであることによるその秘匿性や模造性の難しさは他の
認証技術と比べて優位に立っているといえる.ここでインピーダ
ンス法による生体認証は新たな生体認証としての導入可能性を
示唆するものであったということを述べ,本研究の結びとさせて
いただきたい.	
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