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Abstract
Image understanding relies heavily on accurate multi-
label classification. In recent years, deep learning
(DL) algorithms have become very successful tools for
multi-label classification of image objects, and various
implementations of DL algorithms have been released
for public use in the form of application programming
interfaces (APIs). In this study, we evaluate and
compare 10 of the most prominent publicly available
APIs in a best-of-breed challenge. The evaluation is
performed on the Visual Genome labeling benchmark
dataset using 12 well-recognized similarity metrics. In
addition, for the first time in this kind of comparison,
we use a semantic similarity metric to evaluate the
semantic similarity performance of these APIs. In this
evaluation, Microsoft’s Computer Vision, TensorFlow,
Imagga, and IBM’s Visual Recognition performed
better than the other APIs. Furthermore, the new
semantic similarity metric provided deeper insights
for comparison.
Keywords— multi-label classification comparison,
deep learning, image understanding, semantic similarity
1 Introduction
Accurate semantic identification of objects, concepts, and
labels from images is one of the preliminary challenges in
the quest for image understanding. It is only natural that
machine learning, and natural language researchers have
been highly motivated to address these challenges. The
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race to achieve good label classification has been fierce and
became even more so as a result of public competitions
such as the ImageNet Large Scale Visual Recognition Chal-
lenge (ILSVRC) [1]. The obvious next step in this quest
lies in the expansion of the challenge from single to multi-
label classification. With this challenge in mind, different
learning approaches for multi-label classification have been
suggested. Tsoumakas and Katakis [2, 3] divided these
approaches into two main categories: 1) problem trans-
formation methods which consist of the learning methods
that transform the problem into one or more single-label
classification problem and then transform the results into
multi-label representation; and 2) algorithm adaptation
methods which consist of the learning methods which try
to solve the multi-label prediction problem as a whole,
directly from the data. In 2012, Madjarov et al. [4] intro-
duced a third category of methods, referred to as ensemble
methods; this category consists of methods that combine
classifiers to solve the multi-label classification problem.
In this approach, each of the base classifiers in the ensem-
ble can belong to either the problem transformation or
algorithm adaptation method category.
As the research field of multi-label classification ad-
vances, more effective approaches have been developed
[4, 5]. In recent years, deep learning methods, such as con-
volutional neural networks (CNNs) and recurrent neural
networks (RNNs), and their variations, have demonstrated
excellent performance in visual and multi-label classifica-
tion [6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16]. Some of the
more successful methods have been published as APIs for
public use. The more salient approaches were published
by research groups from Imagga [17], Watson IBM [18],
Clarifai [19], Microsoft [20], Wolfram Alpha [21], Google
[22], Caffe [23], DeepDetect [24], OverFeat [25], and Ten-
sorFlow [26]. With these recent publications, the need for
a best-of-breed performance comparison has arisen. While
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some comparisons between multi-label classification meth-
ods have been performed in the past [4, 5], none of them
have included the latest deep learning APIs. In this study,
we address this need and evaluate the performance of 10
state-of-the-art deep learning approaches. A benchmark
comparison is best accomplished by evaluating them with
a state-of-the-art dataset. For that purpose, we chose
the Visual Genome dataset [27], which includes rich meta-
data and semantic annotations for multi-domain everyday
images. We evaluate and compare these 10 approaches
with well-established multi-label evaluation metrics [3, 28].
These metrics evaluate the multi-label classification per-
formance based on whether the predicted labels exist in
the image label ground truth list, however they do not
take the semantic similarity between the predicted and
ground truth labels into consideration. Therefore, in order
to evaluate the semantic similarity between the predicted
and ground truth multi-label classification, we applied a
variation of the word mover’s distance (WMD) [29] met-
ric. To the best of our knowledge, this work provides the
most thorough evaluation of state-of-the-art deep learning
multi-label image classification APIs, and the only work
to include semantic evaluation metric.
The novel contributions of this work are: 1) a com-
parison of the predictive performance of 10 of the most
prominent publicly available APIs for multi-label image
classification, and 2) an evaluation of the APIs’ perfor-
mance using a semantic similarity metric in addition to
well-known metrics.
2 Multi-Label Image Classifica-
tion APIs
As visual analysis and, more specifically, multi-label
classification research advances, deep learning meth-
ods such as CNNs have shown superior performance
[8, 9, 10, 11, 13, 15, 16, 7, 30]. Some of the most promi-
nent approaches have evolved from theoretical algorithms
to online services provided by various companies such as
Imagga[17], Watson IBM (Visual Recognition API) [18],
Clarifai [19], Microsoft (Computer Vision API) [20], Wol-
fram Alpha (Image Identification API) [21], and Google
(Cloud Vision API) [22]. Except for Microsoft’s API, these
commercial services don’t reveal much about their pro-
prietary API’s algorithm structure and training scheme
other than mentioning that they are based on deep neural
networks and can classify multiple objects. Microsoft’s
Computer Vision (CV) is based on a deep residual learning
framework [31] with 86 category concepts and 2000 rec-
ognizable objects. There are also several top open-source
frameworks with the capability of multiple image classifi-
cation, such as Caffe [32, 23], DeepDetect [24], OverFeat
[33, 25], and TensorFlow [34, 26]. In contrast to the com-
mercial APIs, these open-source frameworks divulge more
information regarding their operation. The Caffe frame-
work is published by the Berkeley Vision and Learning
Center (BVLC), here we use their CaffeNet [32] reference
model which is an AlexNet [30] variation. The model
was trained with the ImageNet dataset as part of the
ILSVRC2012 competition. The DeepDetect framework is
based on a deep neural network pretrained on a subset of
ImageNet (ILSVRC2012), and in our study we evaluate
the model provided by the Caffe development team which
was trained with the GoogLeNet architecture. The Over-
Feat framework is based on a convolutional network [33]
for an image feature extraction and classification, it was
trained using Torch [35] on the ILSVRC2012 dataset. All
of the open-source frameworks aim to efficiently identify
the main classes of the image rather than predicting the
objects’ classes.
With the publication of these APIs and services, the
obvious question arises: which of these services is the best
for multi-label image classification? For this best-of-breed
challenge, we queried each service using the same dataset;
the queries were made via the online API as stated on
the service’s Web page or using a self-installed framework.
In order to provide a fair comparison, we queried all the
services using their vanilla versions of their pretrained algo-
rithms. Evaluating the multi-label prediction performance
of each API approach and comparing them to identify
the best of the breed requires standardized measures and
metrics. Various metrics have been proposed in the past
for such evaluation [3, 28]; these metrics can be divided
into bipartition and ranking metrics [3]. As none of the
evaluated APIs provide a ranking for all of the labels in
the ground truth dataset, we focus only on the biparti-
tion metrics. For the metrics’ definitions let us denote
Yi ∈ L = {0, 1}q as the multi-label binary encoding label
set of image i from n images dataset where L is the q
sized label set dictionary, and Zi as the multi-label binary
encoding label set of image i as predicted by the multi-
label classifier h; hence, Zi = h (xi) ∈ L, where xi ∈ X , is
defined as the feature vector of image i.
2.1 Bipartition Metrics
There are two types of bipartition evaluation metrics.
Example-based bipartition evaluation metrics refer to var-
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ious average differences of the predicted label set from
the ground truth label set for all of the examples in the
dataset, whereas label-based evaluation metrics first eval-
uate each label separately and then obtain the average of
all of the labels.
2.1.1 Example-Based
The Hamming Loss metric [36] calculates how many times,
on average, an incorrect prediction was made by h. For
that purpose, it utilizes the cardinality of symmetric dif-
ference (|Y i∆Zi|) between the actual and predicted label
sets. The Hamming Loss metric is defined as follows:
Hamming Loss =
1
n
n∑
i=1
|Y i∆Zi|
q
(1)
We expect that Hamming Loss=0 to reflect a perfect
alignment prediction, and Hamming Loss=1 to reflect a
different prediction than the ground truth.
The following Accuracy, Precision, Recall, and F1 metrics
are standard metrics adapted for multi-label classification
[4, 37]. Accuracy is defined as the Jaccard similarity
between the predicted label set Zi and the ground truth
label set Yi, which is then averaged over all n images.
Accuracy =
1
n
n∑
i=1
|Y i ∩ Zi|
|Yi ∪ Zi| (2)
Precision and Recall are defined as the average proportion
between the number of correctly predicted labels (|Y i∩Zi|)
and either the number of predicted labels Zi or the number
of ground truth labels Yi.
Precision =
1
n
n∑
i=1
|Y i ∩ Zi|
|Zi| (3)
Recall =
1
n
n∑
i=1
|Y i ∩ Zi|
|Yi| (4)
and F1 is the harmonic mean between Precision and Recall.
F1 =
1
n
n∑
i=1
2|Y i ∩ Zi|
|Yi|+ |Zi| (5)
2.1.2 Label-Based
Label-based metrics evaluate the performance of a clas-
sifier by first evaluating each label and then obtaining
an average of all of the labels. Such averaging can be
achieved by one of two conventional averaging operations,
namely macro and micro averaging [38]. For that purpose,
any binary evaluation metric can be applied, but usually
Precision, Recall, and their harmonic mean F1 are applied
in information retrieval tasks [3].
For each label λj : j = 1 . . . q, the summation of true
positives (tpj), true negatives (tnj), false positives (fpj),
and false negatives (fnj) are calculated according to the
classifier applied. Then, the binary performance evalu-
ation metric B can be calculated with either macro or
micro-averaging operations:
Macro B =
1
q
q∑
j=1
B(tpj , tnj , fpj , fnj) (6)
Micro B = B
(
q∑
j=1
tpj ,
q∑
j=1
tnj ,
q∑
j=1
fpj ,
q∑
j=1
fnj
)
(7)
Therefore, the definitions of Precision (P), Recall (R),
and F1 are easily derived as [4]:
Micro Precision (MiP ) =
∑q
j=1 tpj∑q
j=1 tpj +
∑q
j=1 fpj
(8)
Macro Precision (MaP ) =
1
q
q∑
j=1
tpj
tpj + fpj
(9)
Micro Recall (MiR) =
∑q
j=1 tpj∑q
j=1 tpj +
∑q
j=1 fnj
(10)
Macro Recall (MaR) =
1
q
q∑
j=1
tpj
tpj + fnj
(11)
Micro F1 =
2×MiR×MiP
MiR+MiP
(12)
Macro F1 =
1
q
q∑
j=1
2×Rj × Pj
Rj+P j
(13)
where Macro F1 is the harmonic mean of Precision and
Recall based on first averaging each label λj and then
averaging over all labels. On the other hand, Micro F1 is
the harmonic mean of Micro Precision and Micro Recall
as defined above. Except for the Hamming Loss metric,
all of the metrics receive a score on a scale of zero to one,
where a higher score implies better alignment between the
predicted label set and the ground truth set.
2.2 Semantic Similarity
Although the aforementioned metrics are well-known and
legitimate for evaluating the similarity between the ground
truth and predictions of multi-label classification, they
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share a significant drawback as they consistently overlook
the inherent semantic similarity between each individual
label. For example, let’s assume the ground truth multi-
label set is {”bicycle,” ”child,” ”helmet,” ”road,” ”tree”},
and the predicted set is {”bike,” ”boy,” ”trail,” ”tree,”
”grass,” ”flower”}. Evaluating the similarity between the
two label sets with the aforementioned metrics will con-
sider only the label “tree” as a true positive and overlook
the close semantic similarity between the labels {“child,”
“boy”}, {“bicycle,” “bike”} and {“road,” “trail”}. This ex-
ample demonstrates that these metrics might misrepresent
the similarity between the two multi-label sets, and an
additional kind of semantic similarity metric is required.
The word mover’s distance (WMD) [29] is a method
based on the earth mover’s distance [39, 40] and aimed
at evaluating the semantic distance between two docu-
ments. Therefore, let us denote Y ∗i = yi,j : j = 1, . . . , r
as the ground truth label set of image i, and Z∗i =
zi,s : s = 1, . . . , p as the label set of image i predicted
by the multi-label classifier h, Z∗i = h (xi). Note that
Y ∗i and Z
∗
i include the explicit label set (e.g., {”bike,”
”boy,” ”trail,” ”tree,” ”grass,” ”flower”}), where r and
p don’t have to be on the same size. Defining the two
label sets as two bag-of-words (BOW) allows us to apply
the WDM method to evaluate their semantic distance.
The WDM algorithm requires that the two BOW are rep-
resented as a normalized BOW (nBOW) vector d ∈ Rn,
where n = r ∪ p, and dl = tl/
∑n
k=1 tk : tl is the num-
ber of times that the word l of n appears in the BOW.
Let d be the nBOW representation of Y ∗i and d
′ of Z∗i .
The second requirement of the WDM is a semantic dis-
tance evaluation between every two labels, where c(l,k)
is referred to as the cost of “traveling” from word l to
word k. In the WDM method, the semantic distance
is obtained by using a word embedding implementation,
such as word2vec [41] or GloVe [42], which are unsuper-
vised learning methods that can represent a word by a
multidimensional vector. Originally [29], the WMD was
applied with word2vec, however we implemented GloVe
word embedding as it has become an increasingly popular
tool in various applications [43, 44, 45]. Let W ∈ Rdim×n
be the GloVe embedding matrix, where wk ∈ Rdim is
the dim-dimensional embedding representation of word k
from the vocabulary of n words. Hence, the “traveling
cost” from word l to word k is defined as their Euclidean
distance, c(l, k) = ||wl −wk||. Next, let us define a sparse
flow matrix T ∈ Rn×n, where tl,k ≥ 0 represents the ratio
of participation of word l from d to travel to word k from
d′. It is clear that a word can participate in traveling as
much as its nBOW tl ratio, therefore the
∑
k tl,k = dl and
∑
l tl,k = d
′
k participation ratio restrictions are applied.
Finally, the distance between the two BOW can be defined
as the minimum sum of the weighted traveling cost from
d to d′
wdm = min
n∑
l,k=1
tl,kc (l, k) (14)
subject to the participation ratio restrictions. For our
purposes, we average the WMDs for all of the n images
in the tested dataset for every API:
WMD =
1
n
n∑
i=1
wdmi (15)
3 Dataset
In order to achieve the goal of image understanding, high
performance multi-level classification methods must be
utilized. To ensure as close to real life evaluation as pos-
sible, an adequate dataset must be used. Such a dataset
should include images from multiple domains, as well as
semantic annotations of objects, concepts, or labels. Im-
age understanding will be enhanced if the dataset also
includes object orientation, relations between the objects,
and some textual descriptions of the image.
The Visual Genome project and dataset1 [27] is an at-
tempt to provide a comprehensive and benchmark dataset
for image understanding tasks. The dataset consists of
108,249 everyday multi-domain images where each is an-
notated with objects, relationships, descriptions, etc. For
the purposes of multi-label classification, each image is
associated with an average of 21 objects (out of 17,000
possibilities) with their bounding boxes, where each object
label is mapped to the WordNet [46] hierarchical relation
as a synset.
4 Results and Discussion
4.1 Experiment Setup
Some of the examined APIs apply limits regarding the
number of image requests for multi-label classification
during a period of time and in total. Given these limita-
tions we evaluated the APIs’ performance with the first
1,0002 images of the Visual Genome dataset, which, to our
1We used the 1.0 version of the dataset.
2Sorted in name ascending order. We selected the first 1,000
images that have ground base objects, as some of the dataset
images don’t have them
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understanding, are sufficient for an adequate performance
evaluation of the examined APIs. Within this subset there
are 3,728 possible objects with an average of 14 distinct
objects per image. Prior to the evaluation we perform a
preprocessing step on the labels from both the dataset
and the API results in which we lowercase, and strip out
whitespace and grammatical characters, such as colons, pe-
riods, underscoring, apostrophes, exclamation marks, etc.
In addition, to allow fair comparison, the label sets only
include unique labels, for example {”cat,” ”car,” ”car,”
”dog,” ”dog”} is evaluated as {”cat,” ”car,” ”dog”}. Since
the various API services predicted different numbers of
labels (see Table 1), the evaluation was performed based
on four label levels: all the predicted labels, and the top
five, three, and one label(s) according to their confidence
level for each image (see Figures 1-4).
4.2 Example-Based Metric Results
One of the first observations is that in general, the ex-
amined APIs have relatively low scores. This can be
explained by the fact that each of the APIs was trained
with different dataset, and we compared them with their
vanilla settings. These out of the box configurations and
settings are necessary if we wish to choose the best service
to evaluate an image without any prior knowledge of its
origin and features.
Another observation that attracted our attention is that
three APIs stand out with high scores: The Microsoft CV,
IBM, and Imagga APIs consistently hold first, second,
and third places. The Microsoft CV API almost always
outperforms all others in the Accuracy, Precision, Recall,
and F1 metrics with the all, top five, and top three pre-
dicted labels, except for the top label prediction where it
competes with the Imagga API for second place following
the top performer IBM API.
Having a high Precision score means that the predictions
made by the Microsoft CV API are correctly predicted
as relevant labels, with only a few false positives. The
Microsoft CV API also has high Recall scores, indicating
it correctly predicted relatively more of the ground truth
labels (with only a few false negatives). Considering that
the Microsoft CV predicted an average of 6.77 labels per
image and the IBM’s API predicted 3.16 labels per im-
age (see Table 1) when the dataset has an average of 14
distinct labels, suggests that while the Microsoft CV and
IBM’s might not predict all of the ground truth labels,
they correctly predicted the ones they did predict; this is
also reflected in the relatively high Accuracy score. To fur-
ther demonstrate their dominance, we note that Imagga’s
API Average Labels per Image Query Settings
Imagga 47.53 vanilla
IBM 3.16 vanilla, no threshold
Clarifai 20 vanilla with fixed number of labels
Microsoft CV 6.77 vanilla
Wolfram 5 vanilla with fixed number of labels
Google Vision 6.79 vanilla with max 10 labels per image
Caffe 5 vanilla with fixed number of labels
DeepDetect 5 vanilla with fixed number of labels
OverFeat 5 vanilla with fixed number of labels
TensorFlow 5 vanilla with fixed number of labels
Table 1: APIs’ query metadata and settings.
high Recall and Precision scores in the all predicted labels
section can be easily understood because of the large num-
ber of predicted labels (47.53 predicted labels per image),
however in a more challenging task, when considering only
a few (the top three or one predicted labels) it drops from
second to third place, while the Microsoft CV consistently
holds first and second places. Obviously, the dominance
of the Microsoft CV API can also be reflected in the top
scores for the F1 metric; this is because the F1 is the
harmonic mean of its high scores in the Precision and
Recall metrics. The Hamming Loss metric indicate very
little difference between the APIs; as |Y i∆Zi|  q the
number of true positive predicted labels is much lower
than the 3,728 labels in the domain.
The relatively poor results of the open-source frameworks
(Caffe, DeepDetect, OverFeat, and TensorFlow) for the all,
top five, and top three predicted labels can be explained
by the fact that they only provide the predicted ranking
for the top label or image classification and not designed
to perform multi-label classification. Nevertheless, this
doesn’t explain their relatively low score in the top la-
bel prediction comparison. We were also puzzled by the
consistently low scores of the Wolfram Alpha Image Iden-
tification API, as it was designed to predict multi-label
classification of images.
From the example-based metrics results, we can con-
clude that if one is looking for as many labels as possible,
including several which might not be relevant (false posi-
tives), the Imagga API should be considered, whereas if
only the top predicted label is needed, the IBM API is the
way to go. For an API with all around top performance,
the Microsoft CV API is the obvious tool for the job.
4.3 Label-Based Metric Results
For this type of metric, we evaluate the performance of the
various APIs from the label perspective (see Figures 1-4).
Like with the example-based metrics, the Microsoft CV,
IBM, and Imagga APIs stand out, but here, the Google
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Vision, and TensorFlow APIs also some show occasionally
good results. In the Macro family of metrics, we evalu-
ate the performance of predicting each label separately
and then average over all labels, whereas in the Micro
measures, we evaluate the performance of all the labels’
predictions together.
When considering the APIs’ performance with the Macro
metrics, we can see that the performance value is rela-
tively low; this is again due to the large number of labels.
Nevertheless, for the overall Macro metrics, the Imagga,
Microsoft CV, and Google Vision APIs take first, second,
and third place respectively. We can also see that the
Microsoft CV and Imagga APIs are neck to neck for the
first place with slight advantage to Microsoft’s API for
the Macro Precision metric in all four prediction levels;
as we have already seen, this indicates that most of their
predicted labels are true positive. The Macro Recall met-
ric, which measures how many of the ground truth labels
were predicted correctly, introduces TensorFlow API as
the new high performing player, where the Imagga and
Google Vision APIs take second and third place respec-
tively; for this metric the Microsoft CV API performs less
well, coming in sixth place. This indicates that the Mi-
crosoft CV API might not have the capacity to correctly
predict some specific labels. The harmonic average of
them both, the MacroF1, indicates that when considering
all of the prediction levels, Imagga leads overall, while the
Microsoft CV and IBM APIs come in second and third
place respectively.
In the Micro family of metrics, we observe that the Mi-
crosoft CV API leads, with the IBM and Imagga APIs
are tie for second place. The Micro Precision measures
the overall ratio of predicting the correct labels from the
total labels’ predictions. Here, the IBM API comes in first
place, and the Microsoft CV and Imagga API come in sec-
ond and third place. The Micro Recall measures the same
ratio as the Micro Precision but out of the total ground
truth labels, meaning how good the model predicts the
labels from the predicted labels. In this case, the Microsoft
CV takes the lead, with the Imagga and IBM APIs for
second and third place. When taking into consideration
their harmonic average MicroF1, the ranking stays the
same, with the Microsoft CV API at the top, and the IBM
and Imagga APIs tied for second place.
Considering the insights obtained from both the ex-
ample and label-based metrics, we can summarize that
the Microsoft CV API wins in points over the Imagga
and IBM APIs. In the end, the choice between them will
depend on whether there is a need for many labels, some
of which will be irrelevant, or fewer labels, of which most
are predicted correctly.
4.4 Semantic Similarity Metric Re-
sults
One of the main contributions of this work is in our use
of a semantic similarity metric to evaluate the similarity
for image multi-label classification. We utilize the WMD
metric, which applies Euclidean distances between GloVe
word embedding vectors as building blocks, to calculate
the semantic distance between two bag-of-words (BOW),
therefore a perfect semantic similarity is represented by
a value of zero, which mean that there is no semantic
distance between the BOWs. The semantic similarity met-
ric allows us to gain insights regarding the relevance of
the predicted labels to the ground truth labels without
restricting the predicted labels to the exact ground truth
labels. Of course exact label prediction is preferable, how-
ever with this metric, the predicted labels, which are only
close in terms of meaning to the ground truth labels, are
also considered, whereas discarded in classical metrics.
With the semantic similarity metric, the TensorFlow API
takes the overall lead, the Microsoft CV and DeepDe-
tect APIs are tied for second place, and the Imagga and
Wolfram APIs are tied for third place. This shows that
the TensorFlow API, which received low scores for the
example-based metrics and mediocre to high scores for the
label-based metrics, can be used to predict labels which
are semantically close to the ground truth labels. While
the Microsoft CV API show superior performance when
considering more than three labels, coming in first place
for the all and top five label levels, the TensorFlow API
leads when considering a low number of labels, coming
in first place for the top three predicted labels and one
predicted label levels. These results demonstrate the ca-
pabilities of the semantic metric: the TensorFlow API
was not considered a top performer with the conventional
metrics, however the semantic metric revealed deeper in-
sights and showed the TensorFlow API’s superiority in
predicting meaningful predictions.
Based on all of our findings we can conclude that the
overall top performer is the Microsoft CV API which can
predict many labels; in most cases these labels are the
same as the ground truth, and the ones that are not are
most likely semantically similar to the ground truth labels.
In cases in which many predicted labels are required, and
some of them can be irrelevant, the Imagga API is the
preferred API. On the other hand, if exact labels are not
required and labels that are similar in meaning are fine,
6
the TensorFlow API does the best job.
5 Conclusions
With the appearance of new deep learning technologies, sig-
nificant advances have been made in the field of multi-label
classification. As these technologies increase in popularity,
more and more implementations are developed and pub-
lished, some of which are made available to the public as
API services. In this study, we compared the performance
of some of the most prominent deep learning multi-label
classification APIs. These services were examined using a
subset of the Visual Genome benchmark dataset and eval-
uated with various well-known example and label-based
evaluation metrics. These metrics evaluate the prediction
performance of the APIs on whether a predicted label
exists in the ground truth label set. In addition, for the
first time, a semantic similarity metric was used for image
multi-label classification performance evaluation. This
type of semantic metric allowed us to obtain deeper in-
sights regarding the relevance of the predicted labels, even
if they do not exist in the ground truth label set.
When evaluating the APIs label predictions with the well-
known metrics, three were shown to outperform the others:
the Microsoft CV, IBM, and Imagga APIs. Evaluating
the performance for example-based metrics, the Microsoft
CV API beat the IBM and Imagga’s APIs, while for label-
based metrics, the Microsoft CV and Imagga API were
neck and neck, with a slight advantage shown by the
Microsoft CV API. When we evaluated the APIs’ perfor-
mance in predicting semantically similar labels, a new top
performer was revealed: the TensorFlow API showed su-
perior performance and was followed by the Microsoft CV
and DeepDetect APIs in predicting semantically similar la-
bels. Here we can observe the importance and added value
of the semantic similarity metric; this metric allowed us to
obtain deeper insights regarding the semantic relevance of
the predicted labels, insights which are unavailable with
the conventional metrics.
As the field of multi-label classification advances, we be-
lieve that comparisons such as ours can be beneficial for
the users of such services, as well as for researchers who
may be encouraged to develop improved algorithms for
multi-label classification that outperform the existing best-
of-the-breed. Furthermore, the proposed semantic similar-
ity metric provides an additional and insightful metric for
these algorithms to be evaluated upon.
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