A weighted rank estimating function is proposed to estimate the regression parameter vector in an accelerated failure time model with right censored data. In general, rank estimating functions are discontinuous in the regression parameter, creating difficulties in determining the asymptotic distribution of the estimator. A local distribution function is used to create a rank based estimating function that is continuous and monotone in the regression parameter vector. A weight is included in the estimating function to produce a bounded influence estimate. The asymptotic distribution of the regression estimator is developed and simulations are performed to examine its finite sample properties. A lung cancer data set is used to illustrate the methodology.
Introduction
The Cox proportional hazards model is the preeminent regression model when the response variable is survival time and is subject to possible right censoring (Cox 1972 ). The Cox model is specified through the conditional hazard function
where x is the covariate vector, γ 0 is the true Cox model log relative risk parameter, λ 0 (t) is the unknown baseline hazard function, and exp[γ T 0 x] represents the covariate specific relative risk. Due to right censoring, the observed data for this model are (y, δ, x) where y is the minimum of the failure time and the censoring time, and δ is the censoring indicator, with δ = 1 signifying the failure time is smaller.
Estimation and inference of the regression parameter is based on the score function, U n (γ) = i δ i x i − j x j I(y j ≥ y i ) exp[γ T x j ] j I(y j ≥ y i ) exp[γ T x j ] derived from the partial likelihood and the proportional hazards assumption. The score function has mean zero when evaluated at γ = γ 0 . It is monotone and continuous in γ, enabling stable numerical algorithms to be employed and simplifying the asymptotic derivations for the properties of the parameter estimateγ, computed as the zero solution to the score equation U n (γ) = 0.
In addition to its numerical stability, the partial likelihood estimateγ attains a semiparametric efficiency bound when the proportional hazards assumption is satisfied. When this assumption is violated, however, application of the Cox model can produce inconsistent estimates of the relative risk parameter and the asymptotic variance of the relative risk estimate. In this case, the proportional hazards model is likely to lead to an incorrect conclusion regarding the relationship between covariates and survival time. As a result, alternative approaches to modeling survival time are needed.
The most common alternative to the proportional hazards model is the accelerated failure time model
where the stochastic errors { i } are independent identically distributed with unknown distribution function F and the covariate vector x i is independent of i . Since F is unknown, an estimating equation is a natural approach for estimation and inference on β 0 . However, the log survival time in the regression residual β = log t − β T x is an indication that estimation and inference is sensitive to small failure times. Rank regression is one approach to regain robustness with respect to the outlying log survival times. Tsiatis (1990) developed an estimating equation based on a nonparametric family of linear rank tests, with the observed survival times in the logrank statistic replaced by the observed residuals r β = log y − β T x. The regression estimateβ is determined as the zero solution, or due to the discontinuity, the zero crossing of the estimating equation
, and when β = β 0 , this rank estimating function is asymptotically normal with mean zero. There are clear similarities between this rank estimating function and the proportional hazards score function. By replacement of the observed survival times with the observed residuals (r β ), Tsiatis is able to replace the likelihood assumption with less restrictive moment assumptions. Tsiatis (1990) and Ying (1993) extended this result to a general class of weighted rank estimating functions,
with weights w(r) chosen to increase the efficiency of the estimateβ. The weight function λ (r)/λ(r) produces an asymptotically efficient regression estimate. The selection of a weight function based on an efficiency criteria is problematic, since it requires knowledge of the underlying distribution function F , information that is assumed unknown at the outset. Setting w(r i ) = 1 is asymptotically efficient when the underlying error distribution is extreme value.
Instead of using the weight function to maximize efficiency, Fygenson and Ritov (1994) selected the weight w(r β i ) = n −1 j I(r β j ≥ r β i ) to produce a monotone rank estimating function. The monotonicity with respect to β insures a unique solution to the estimating function. Jin et al. (2003) used an approximation to the weighted rank estimating function (1) to create a monotone estimating function, with weight function equal to
where ψ is chosen by the user andβ is an external consistent estimate of β.
These modifications do not alter the discontinuity in the rank estimating function with respect to β. The problem with the discontinuous estimating function is manifested in the Taylor series expansion of Q n (β; w) in a n 1/2 neighborhood around
and computation of D n (β; w) requires differentiation of the discontinuous rank estimating function with respect to β. To enable differentiation, Tsiatis proposed using
in the Taylor expansion, employing kernel smoothing to estimate the residual density function, a byproduct of the expectation operator. The uncertainty of the accuracy of density estimation in the presence of right censored data has been raised by Hess et al. (1999) .
In this paper, a monotone and continuous weighted rank estimating equation is developed. The weights are chosen to produce a regression estimate that is robust against outliers in the covariate space, and since the ranks of the residuals bound the effect of outlying survival times, the resulting regression estimate has bounded influence. In Section 2, a smoothed rank estimating equation is created that is continuous and monotone in β. The asymptotic properties of the resultant regression estimate are developed. In Section 3, a weight function is introduced to add bounded influence to the properties of the regression estimate. An analysis of lung cancer data is undertaken in Section 4 to illustrate the proposed methodology. In Section 5, simulations are performed to examine the finite sample adequacy of the parameter estimate and coverage based on asymptotic confidence intervals. Section 6 contains concluding remarks.
A smooth rank based estimating equation
The rank estimating equation for censored data proposed by Fygenson and Ritov
The estimating function is a U-statistic with degree 2, is asymptotically normal, and when evaluated at β = β 0 , has expectation zero. In addition, this estimating function is monotone in β. The monotonicity insures that a unique β 0 exists to produce a zero solution to the population estimating equation. From a data analytic standpoint, the lack of monotonicity may produce multiple zero solutions to the estimating equation.
The Fygenson and Ritov (1994) Thus, a smooth approximation to the Fygenson and Ritov (1994) monotone rank estimating function is
It is demonstrated in the theorem below, that by choosing the bandwidth h to converge to zero at a sufficient rate, the local distribution function Φ may be substituted for the indicator function, without changing the asymptotic distribution of the estimating function. As a result, U-statistic theory is used to derive its asymptotic distribution and a Taylor series expansion is applied to derive the asymptotic distribution for the regression estimateβ, the zero solution to the estimating equation in
(2). The following conditions are required for the proof of the theorem; the proof is presented in the appendix.
(C1) The parameter vector β lies in a p dimensional bounded rectangle B, and for the covariate vector, E(xx T ) < M < ∞ .
(C2) n −1/2 S n (β) has a bounded first derivative n −1/2 A n (β) in a compact neighborhood of β 0 , with n −1/2 A n (β) nonzero in that neighborhood.
(C3) The local distribution function Φ(z) is continuous and its derivative φ(z) =
(C4) The bandwidth h is chosen such as n → ∞, nh → ∞ and nh 4 → 0.
Theorem 1: For the accelerated failure time model, under conditions C1-C4,
In practice, the bandwidth h can be set equal toσn −0.26 , where the estimateσ is the sample standard deviation of the uncensored residuals rβ. The exponent −0.26 provides the quickest rate of convergence while satisfying the bandwidth constraint nh 4 → 0. This use of smoothing is distinguished from density estimation needed to approximate the expectation operator applied to the second derivative matrix (Tsiatis 1990 ). Here, smoothing is used at an earlier level, to approximate the observable, but discontinuous, estimating function. At this level, there are no expectation operators and only the regression residuals (r β ) are required for smoothing, stemming concern for smoothing in a multidimensional space.
Computation of the estimateβ is straightforward and may be accomplished through the standard Newton-Raphson iteration. To incorporate the bandwidth h in the algorithm, an initial estimateβ I , based on the Fygenson and Ritov estimating function, can be used to compute the standard deviation of rβ. With h determined, Newton-Raphson is performed until convergence. The (l, m) element of the second derivative matrix is
A bounded influence smooth weighted rank estimating equation
A strong motivation for the rank estimating function is its robustness to outlying survival times. The rank estimating equation, however, remains vulnerable to leverage points in the covariate space. In this section, a weighted rank estimating function is proposed. In contrast to the efficiency weights cited earlier, the weight function is chosen to reduce the influence of outlying covariate values onβ and its asymptotic variance.
Denote the weighted estimating function vector by
The weight function is defined by
The weights are constant across covariate values within subject pair, and were constructed to assure that S n (β; w) remains a monotone field (Ritov 1987) .
Theorem 2: For the accelerated failure time model, under conditions C1-C4, the weighted rank estimating function vector S n (β; w) is a monotone field, differentiable in β, and has bounded influence. Letβ denote the regression estimate derived as the zero solution to the estimating function vector S n (β; w). Then n 1/2 (β −β 0 ) converges
This theorem provides the asymptotic inferential structure for the estimateβ.
The monotonicity provides a sufficient condition for a unique solution, which eliminates the concern of multiple solutions. The differentiability of the estimating function with respect to β, enables the conventional sandwich estimate of the asymptotic variance ofβ to be computed. The estimated variance covariance matrix is
, where A n (β; w) and V n (β; w) are computed from (3).
The bounded influence provides stability to the regression estimateβ in the presence of outlying survival times and covariate values.
Example -Veterans Administration lung cancer data
The Veterans Administration lung cancer data, found in Kalbfleisch and Prentice (1980) , is used to demonstrate the proposed methodology. The data were derived from affirmed using the test statistic developed in Grambsch and Therneau (1994) , which produced a p-value less than 0.01.
Since the proportional hazards specification was questionable, the weighted rank estimating function was applied to determine the relationship between KPS and survival. Based on the accelerated failure time model 
Simulations
Simulations were run to compare the small sample performance of the proposed weighted rank regression estimate to the Fygenson-Ritov estimate, and a censored data version of Kendall's rank regression estimate
A prominent feature of the Kendall estimate is it robustness against covariate outliers.
Both the Fygenson-Ritov and Kendall estimating equations are nondifferentiable in β and require an alternative method to estimate the asymptotic variance of the regression estimate. For the simulations, the procedure developed by Huang (2002) will be employed; it is briefly described. Now defineβ andβ through the equations n −1/2 S n (β) = 0
The asymptotic variance ofβ is estimated as (β −β) 2 .
The simulations were based on the accelerated failure time model In all simulations the covariate (x i ) and error ( ) distributions were generated independently. Three different simulation scenarios are presented. In the first set of simulations, the (x i , i ) were generated from a bivariate normal distribution with mean (0, 1) and standard deviation (1, σ). The second set of simulations were similarly structured except the error distribution was extreme value (log Weibull). These simulations were carried out to examine the properties of the regression estimator when the error distribution is asymmetric. In the third set of simulations, 95% of the (x i , i ) were generated from a bivariate normal distribution with mean (0, 1) and standard deviation (1, σ), and 5% of the (x i , i ) were generated from a bivariate normal distribution with mean (−5, 1) and standard deviation (1, 2σ). These five observations were generated to convey contaminated uncensored data with high leverage, and were used to examine the robustness of the rank based regression estimates. In all simulations, the strength of the relationship between the covariate x and the survival time t was dictated by σ, which ranged from 1 to 4.
The properties of the three rank based estimates: the weighted rank regression For the normal and log Weibull error simulations, the bias is acceptable for eacĥ β, but the weighted regression estimateβ w has the most pronounced bias. The asymptotic standard error estimate forβ w is consistently unbiased across simulations.
In contrast, the standard error estimate forβ F R andβ K , based on nondifferential estimating equations, is positively biased in the higher censoring simulations. The 95% empirical coverage is adequate for all three estimates.
The robustness of the three rank based approaches is examined using a contaminated normal covariate/error distribution. The bias of the weighted rank estimatê β w is least affected by contamination. The stability ofβ w stems from the covariate based bounded influence weight function. This weight function, however, produces a small increase in the sampling variability ofβ w relative toβ K . Similar to the uncontaminated simulations, the asymptotic standard error estimate forβ F R and β K is positively biased, and the asymptotic standard error estimate forβ w remains unbiased. Interestingly, the positive bias in the standard error estimate forβ K somewhat offset the bias ofβ K by providing a larger interval to cover the true β. The Kendall based coverage probability, however, remains below the nominal 95% rate.
The coverage probability usingβ F R is poor. The bias inβ F R is too strong to be counterbalanced by the positive bias in its standard error estimate. The coverage probability usingβ w is unaffected by the contaminated observations. In conclusion, the contaminated simulation results demonstrate the stability of the weighted rank estimateβ w in the presence of a small percentage of contaminated observations; the Kendall estimateβ K is moderately affected and the Fygenson-Ritov estimateβ F R is strongly influenced by the contaminated observations. The standard error estimate forβ w is superior to the standard error estimates forβ F R andβ K over all simulations.
As noted in the contaminated normal simulation results, the robustness ofβ w may be counterbalanced by an increase in variability. To explore the asymptotic efficiency of the three estimators, an additional set of simulations was generated. The simulation structure used for the small sample experiments was used again here except that the sample size was increased to 500, to approximate asymptotic calculations, and only 500 replications were generated for each simulation. To estimate the asymptotic efficiency of the three regression estimators, the asymptotic standard error of these regression estimates were compared to the asymptotic standard of the estimators derived from the asymptotically efficient weighted rank estimated function (1). For the normal and log Weibull error distributions, the asymptotically efficient weights are w(r) = λ(r) − r (Ritov 1990 ) and w(r) = 1 (Tsiatis 1990) , respectively. For the contaminated normal simulations, additional weights were used to downweight the outlying observations. The estimating function used as the benchmark for the contaminated normal efficiency simulations was For the normal simulations, the Fygenson-Ritov estimator is efficient, whereas the robust estimatorsβ w andβ K obtain relative efficiencies in the 85-100 percent range.
The efficiency of the Fygenson-Ritov estimate is attributable to its monotone decreasing weight function, a characteristic it shares with the estimate derived from the asymptotically optimal weighted estimating function for the normal error. In the log Weibull simulations, the relative efficiencies of the three estimators are comparable, and are generally in the range of 75-85 percent. The contaminated normal simulations produce a reduction in efficiency for the Fygenson-Ritov estimator relative toβ w and β K .
Discussion
For the (log) linear model, with uncensored data, M-estimation is a common choice for the creation of an unbiased estimating equation and subsequent inference on the regression parameters. With right censored data, however, the right support of the underlying survival time distribution may not observable, requiring truncation or weighting devices to the right tail of the survival distribution (Ritov 1990, Lai and Ying 1992) . As pioneered by Cox (1972) , and adapted to the accelerated failure time model by Tsiatis (1990) and subsequent researchers, the use of ranks provide an unconstrained approach to the construction of an unbiased estimating equation in the presence of right censored data.
One barrier to greater usage of rank based inference in the accelerated failure time model stems from the discontinuity of the estimating equation, and the resulting difficulty in computing the asymptotic variance of the regression estimator. Brown and Wang (2005) 
whereF n×n andĜ n×n are the conditional and marginal empirical cumulative distribution functions with jumps at each of the n 2 differences.
The right hand side can be expanded as
where F (r|x) = lim n→∞Fn×n (r|x) and the superscript β is omitted when selecting the supremum over the bounded space B. As a result, (A.1) is bounded by
For U 1 (h), a change of variable z = h −1 r and integration by parts gives
and hence
Using the results on oscillations of empirical processes (Shorack and Wellner, 1986; p.531) and assuming E(xx T ) < M < ∞ 
where h * lies between h and zero, and f (u|x) = ∂ 2 F (u|x)/∂u 2 .
Combining the above arguments,
Using the condition nh 4 → 0, it follows that S n (β) − S n (β) = o p (1) uniformly in β.
Theorem 1: Under conditions C1 -C4, n 1/2 (β − β 0 ) converges in distribution to
Proof: From Lemma 1 and the results in Fygenson and Ritov (1994) , S n (β) is asymptotically normal with mean zero. Taylor expanding S n (β) around β 0
where β # lies betweenβ and β 0 . Since n −1/2 A n (β # ) is bounded and non-zero (condition C2), it follows that n 1/2 (β − β 0 ) converges in distribution to N (0, A −1 V A −T ).
Definition: An estimating function vector is a monotone field if for all β, α ∈ R p (Ritov 1987 
Theorem 2: Under conditions C1-C4, the weighted rank estimating function vector S n (β; w) is a monotone field, differentiable in β, and has bounded influence. Letβ denote the regression estimate derived as the zero solution to the estimating function vector S n (β; w). Then n 1/2 (β−β 0 ) converges in distribution to N (0,
where A(w) = lim n→∞ E{n −1/2 ∂S n (β; w)/∂β}| β=β 0 and V (w) = lim n→∞ n −1 var{S n (β 0 ; w)}.
Proof: An argument similar to that found in Narjano and Hettmansperger (1994) is used to show that the influence function is bounded. Since the unsmoothed and smoothed estimating functions are asymptotically equivalent, consider the unsmoothed estimating functioñ
is the survival function of the censoring random variable conditional on the covariate x i . It follows that the population estimating function that defines β 0 is
for k = 1, 2 . . . , p. To compute the influence function for β 0 , define the contaminated cumulative distribution function by H v = (1 − v)H + vψ 0 , where ψ 0 (x, ) is the distribution function of a point mass at (x 0 , 0 ). The population estimating equation based on the contaminated distribution is written as
Differentiating both sides of (A.2) with respect to v, setting v = 0, and denoting the influence function (∂/∂v)β(H v )| v=0 byβ produces
The influence function evaluated at (x 0 , 0 ) iṡ
which is bounded for any (x 0 , 0 ).
To show that S n (β) is a monotone field, consider
and since w ijk = w ij > 0 ∂ ∂a α T S n (β + aα) ≥ 0 a ∈ R 1
The proof that n 1/2 (β − β 0 ) converges in distribution to N (0, A −1 V A −1 ) follows immediately from the proof in Theorem 1.
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