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The quantification of structural reliability is an important problem in civil engineering, affecting 
design decisions and decisions in maintenance, retrofit, and rehabilitation of structures. As 
structural monitoring data increases, there is the desire to use this data to better estimate and predict 
the performance of structures, both under extreme loadings such as earthquakes, and over longer 
time horizons. To facilitate this estimation and prediction, there is the need to create robust models 
to quantify and predict the reliability of structures. These models are generally stochastic because 
the physics of structural behavior is too complicated to account for every acting factor and many 
random external factors will affect the reliability. 
The first part of this thesis concentrates on estimating and predicting the near-term reliability of 
structures under earthquake loading. We propose a methodology based on dynamic Bayesian 
networks and Kalman filter estimators to utilize building-mounted accelerometer data in real time 
to estimate the maximum nonlinear response of a structure. We quantify the reliability in terms of 
the distribution of the maximum response under the earthquake. We analyze the associated 
uncertainties with the estimation at various steps and the ability of the proposed methodology to 
perform accurate estimation under increasingly uncertain conditions. 
We extend this methodology from real-time estimation to prediction to predict the maximum 
structural response of a structure for an impending earthquake. We use the data from 
accelerometers mounted on the structure and predict the amplitude parameters of the earthquake 
based on the first three seconds of the p-wave data of the impeding earthquake. Based on these 
parameters, we develop a time-sensitive, computationally efficient, and sufficiently accurate 
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methodology to predict the maximum response of the structure. The methodology quantifies the 
risk based on allowable maximum response and the distribution of predicted response. We verify 
the methodologies for the estimation and prediction of maximum response based on experimental 
data from laboratory tests and show close correspondence between the experimental and 
theoretical results. 
The second part of the study focuses on the quantification of long-term structural reliability. The 
modeling of lifetime reliability of a structure requires time-dependent modeling of structural 
resistance and structural loads. First, we focus on the modeling of structural resistance over time. 
We model the resistance at any time in terms of the degradation of initial resistance over time. We 
propose a stochastic degradation model as a weighted sum of a random number of different 
structural degradation modes acting at a time, where each degradation mode is represented by the 
closest stochastic estimation. We compare and verify the model based on data from a pedestrian 
bridge.  
We then evaluate the effect of environmental and climate parameters to estimate the change in the 
rate of degradation and occurrence frequency and intensity of loadings. The aim is to quantify the 
impact of climate change on structural reliability through its effects on the resistance and loading 
parameters. Climate change affects the rate of degradation and we account for it through time-
dependent degradation model parameters. The effect of climate change on the loading parameters 
is quantified based on regional and global projections. The results show the expected relative 
changes in structural reliability due to climate change.  
The final part is to use the reliability projections to optimize the repair of a structure over its 
lifetime. We use the estimated reliability and repair projections to quantify the structural resilience 
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over longer time horizons. The projected resilience is used to analyze the performance of both an 
individual structure and a network of structures after a shock event. The reliability-based approach 
for decision-making can be used to optimize the allocation of resources across the infrastructure 
network to increase disaster preparedness and the reliability of structures across a community.
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CHAPTER 1. INTRODUCTION 
We rely on quantification and estimation of structural reliability to forecast structural risk over the 
lifetime of a structure. With the increasing focus on structural resilience, it becomes even more 
important to be able to accurately quantify the reliability at any instance of time. Quantification of 
structural reliability supports the optimization of repairs and maintenance of a structure, decision-
making for the future, and assessment of structural behavior under risk conditions. Due to the 
numerous sources of uncertainty in factors affecting structural reliability, stochastic approaches 
for quantifying structural reliability are needed. We classify structural reliability as near-term and 
long-term reliability, and propose approaches to quantify structural reliability in both cases. Near-
term reliability assesses the state of a structure at a given time, including analyzing the structural 
performance under a given risk condition. It facilitates drawing inferences on the condition of a 
structure at a particular instance of time. In comparison, long-term reliability evaluates structural 
behavior over the lifetime of a structure. It reflects behavior and maintenance demands over longer 
time horizons to support policy and financial investment decisions. Structural health monitoring 
data from various sources can be used within the stochastic frameworks to provide a way to utilize 
the data in the quantification of structural reliability. 
There are various ways to quantify the reliability of a structure in both the near-term and long-
term. A number of metrics have been proposed depending on the structural system, hazard, data 
availability, and post-analysis decision-making process. The uncertainty in the structure, hazard 
exposure, structural response, degradation process, future conditions, and temporal open-
endedness make quantification of structural reliability a complex problem. We approach this 
problem by advancing reliability analysis for both near-term and long-term scenarios. In the near-
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term, we quantify the reliability of the structure under seismic loads in terms of the estimated and 
predicted maximum response of the structure under the load. In the long-term, we evaluate the 
structural resistance compared to the loading to project reliability over the structural lifetime. Our 
goal is to define reliability in such a way that it is applicable to any structure and is scalable over 
structural systems. 
As an introduction to the rest of this thesis, our work in near-term reliability is based on using 
accelerometer data to estimate nonlinear structural response. The estimation procedure is then 
extended to predict seismic risk for a structure under an impending earthquake based on limited 
initial information. Inferring the response of a structure is an important task in structural health 
monitoring, and it is beneficial to be able to do so based on information from simple, non-invasive 
sensor measurements, e.g., from accelerometers placed sparsely on the structure. With the growing 
inclusion of nonlinear behavior of a structure in design and analysis, the ability to assess nonlinear 
structural response is becoming increasingly valuable. A probabilistic approach is required due to 
uncertainties in both sensor measurements, e.g., with noisy data, and inputs, e.g., under stochastic 
loadings. We analyze the accelerometer data using an Unscented Kalman Filter (UKF) framework 
to estimate the structural response in the form of displacement-based responses and interstory drift, 
without any prior knowledge of the excitation, e.g., an earthquake ground motion. We compare 
the UKF based formulation with Extended Kalman Filter (EKF) framework and Monte Carlo 
simulations. We also study the robustness of the methodology under uncertainties in structural 
parameters. The methodology provides estimates of the maximum structural response using only 
the accelerometer data, where the distribution of the maximum response can then be used to draw 
inferences to quantify the reliability of the structure under the seismic excitation. 
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This methodology to estimate the nonlinear structural response is tested using experimental data 
from a two-story structure, where we place accelerometers on the structure under excitations from 
different historical earthquakes. We estimate the structural response using the accelerometer data 
and the proposed methodology and compare it with the actual structural response. This estimation 
methodology provides the foundation for the next part of the thesis, which focuses on predicting 
the maximum structural response under an impending earthquake to quantify structural seismic 
risk in terms of the maximum predicted response.  
The complexity in the nucleation and growth of an earthquake makes it difficult to accurately 
predict seismic events. We propose an early warning system that goes beyond ground motion 
prediction to consider the response of the structure itself. The objective is to create a methodology 
that provides an earthquake early warning based on the anticipated structural response, which is 
predicted from information from sparsely instrumented buildings rather than relying on extensive 
seismological data. The proposed localized and structure-specific approach uses collected data to 
run simulations and create a suite of synthetic accelerograms. These accelerograms are then used 
to estimate structural responses, with warnings based on predicted maximum responses. 
Specifically, the methodology first takes the data from an accelerometer placed on the structure 
and separates the ground motion and structural response in real time. The initial three seconds of 
p-wave data is used to estimate the characteristics of the earthquake, including moment magnitude, 
Arias intensity, and hypocentral distance from the structure. A number of ground motions are then 
simulated based on these parameters. From these, we find the structural response for each 
simulated ground motion and infer the maximum structural response due to the upcoming 
earthquake. The future structural response is predicted as the average of the responses to the set of 
predictive simulated ground motions. The proposed method does not require extensive knowledge 
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of the regional seismic history, local ground characteristics, or information from additional 
seismograph stations. 
The methodology is experimentally tested using ground motions from historical earthquakes. The 
prediction of the maximum structural response is based on p-wave data used independently from 
the experimental excitations of the structure. The predicted maximum response is compared to the 
experimentally observed response to test the accuracy of the method. We also test the efficacy of 
the method based on computational time and errors in prediction. The method provides a 
framework for a structure-specific earthquake early warning system, where the reliability of the 
structure under an impending earthquake is analyzed in real-time to issue warnings or to support 
use of active or semi-active control systems. 
The next half of the thesis focuses on quantification of the long-term structural reliability. First, 
we analyze the impact of climate change on structural reliability. Civil engineering infrastructure 
is required to withstand and resist any weather-based environmental activity. Further, civil 
engineering infrastructure is designed to function over many decades, where loadings may change 
over time. As we look over these longer time horizons, it becomes necessary to study the effects 
of climate change on long-term structural reliability. We study the impacts of climate change by 
quantifying the individual effects of changes in different environmental factors on the resistance 
and loading of a structure. The probabilistic assessment of individual variation in both the 
resistance and load functions at an instant of time allows for the approximation of structural 
reliability at that time. Performing similar calculations over longer time scales enables estimation 
of the time-dependent variation of reliability over a duration of time. As infrastructure components 
are expected to function over long service lifetimes, it becomes important to assess the change in 
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reliability over the duration of the design life, while simultaneously accounting for the changes in 
the surroundings and environmental conditions during the time period. 
Considering long-term structural reliability, modeling structural degradation becomes an 
important component of accurately quantifying changes in reliability over time. Most models to 
estimate structural reliability are based on evaluating a probability of failure. The probability of 
failure is generally defined as the probability of structural loading exceeding structural strength. 
Modeling structural strength can be difficult due to the complexity of the processes, mechanisms, 
and variables affecting structural aging and degradation. We propose a generalized model for the 
degradation of a structural component. The proposed model is a weighted sum of a random number 
of degradation modes, where individual degradation modes are estimated as stochastic functions 
based on their mechanical properties. We also include the terms for the effect of a degradation 
mode on the rate of another individual degradation mode. Some individual modes are modeled as 
Poisson arrival processes to reflect those modes that do not affect the structure throughout its 
lifetime but start acting at a particular time after initial construction. Each individual degradation 
mode is multiplied by a corresponding weight with simplifications resulting in a proposed 
degradation model comprising a random sum of a random number of degradation modes. The 
model parameters can account for the effect of climate change on the structural properties and be 
learned from structural health monitoring data to project the long-term structural resistance over 
time. 
Moving from reliability to resilience, we then use these proposed long-term structural reliability 
quantification methodologies to define the resilience of the structure as a function of reliability 
and repair. We propose a reliability-based approach to quantify the resilience of the structure, 
introduce repair strategies, and choose the most optimal strategy to maximize resilience and 
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minimize costs. We simulate structural degradation and live loads to generate individual 
component reliabilities. We represent the system as a series-parallel combination of individual 
components to obtain a value of system reliability. We use the estimated system reliability to 
quantify resilience and predict repair costs over the structural lifetime. We model structural 
degradation over time and simulate structural live loads to estimate reliability for each component 
in terms of probability of failure. We then use a system reliability approach to model overall 
reliability of the structural system based on the individual component reliabilities. We introduce 
repair criteria and repair cases and estimate structural resilience over time. The end result is a set 
of cost curves corresponding to different resilience levels of the structure over its lifetime. These 
curves can be used for decision-making showing the tradeoff between maintenance cost and 
performance level to achieve optimal repair and maintenance strategies. 
Lastly, we extend the approach for structural resilience from an individual structure level to an 
infrastructure network. The goal is to assess the resilience of the entire network to optimize 
resource allocation in the near-term in the aftermath of a shock event or in the long-term to 
optimize network maintenance and expected performance over longer time horizons. The 
methodology enables prediction of the behavior of network components under different shock 
events and the prioritization and allocation of resources across the network along with the 
estimation of cost. It quantifies the resilience of the entire network, while accounting for the effect 
of repair and maintenance of individual components on the rest of the system. The approach is 
illustrated using an example bridge network, where we study the performance of the network under 
shock loading events and assess the performance of the network including flow redistribution due 
to the downtime of individual network components.  
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Overall, this project proposes a set of stochastic methodologies for the quantification of near- and 
long-term structural reliability. Near-term reliability focuses on seismic loads using building-
mounted accelerometer data and proposes a structure-specific earthquake early warning system. 
In the long-term, we introduce a comprehensive methodology to project structural reliability and 
resilience, which includes the analysis of the effect of climate change on structural reliability, a 
stochastic degradation function that informs the modeling of structural resistance, quantification 
of system reliability, and quantification of resilience to optimize repair strategies using projected 




CHAPTER 2. MOTIVATION 
Aging infrastructure, availability of limited funds, and rapid growth have made it important to 
assess the near- and long-term behavior of structures. The inferences on structural health are 
essential in understanding the serviceability of different structural and infrastructure components. 
There is increasing research focusing on structural health monitoring to address this need. 
Structural sensors of various kinds have played a vital role in such studies, with growing usage of 
structural sensors to monitor real-world infrastructure. Different sensors measure different 
structural or response parameters. The post-processing of the sensor data offers an opportunity to 
quantify structural risk. In this study, our focus is on using sensor data from different sources to 
quantify structural reliability. We propose accurate, scalable, and universal methodologies for the 
post-processing of the data and quantification and assessment of structural reliability.  
The methodologies are broadly separated in two categories: 1) the analysis of near-term reliability 
in real time under seismic loads, and 2) the quantification of long-term reliability and resilience. 
The first half focuses on estimating structural reliability under stochastic loadings that a structure 
may experience over its lifetime, primarily earthquakes. We use the data from accelerometers 
mounted on a structure in real time for the analyses. The analyses in this part use only output data 
from the accelerometers without any knowledge of the input excitation. This data is used to 
estimate maximum structural displacement responses based only on the accelerometer 
measurements. When we have a structure instrumented with accelerometers to record the response 
under stochastic loads, the post-processing of the data becomes difficult as, unlike laboratory 
experiments, we generally do not have knowledge of the loading history. The sensors record the 
total response, which for example in the case of earthquakes, is the earthquake acceleration plus 
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the structural response acceleration. Structural reliability applications, however, require the 
relative structural acceleration. In addition, the structural parameters may be uncertain. Our 
methodology separates the relative structural response and loading history and is able to estimate 
displacement-based response measures such as interstory drift from accelerometer measurements, 
including under uncertainty in the structural parameters. The estimation of the structural response 
is used to quantify the reliability of the structure. It is a robust methodology that processes the 
sensor data in real-time to estimate maximum nonlinear structural response without any knowledge 
of the stochastic loading history. A discretization solution for the nonlinear dynamic equation of 
motion is also derived. From this study, the real-time knowledge of maximum nonlinear response 
can be used for various inferences on near-term structural reliability as a measure in understanding 
structural performance under stochastic loadings. 
Building on the methodology to estimate structural response using only the accelerometer 
observations, the next part of this thesis proposes a method to predict localized seismic risk for a 
structure under an earthquake. The stochastic formulation uses the initial three seconds of p-wave 
data of an earthquake to infer characteristics of the impending loading event and predict the 
maximum structural response under the full loading. Based on the prediction maximum, a real-
time structure-specific warning can be issued. The overall approach is that an accelerometer placed 
on the structure records the first three seconds of data, which is then separated into ground 
acceleration and relative structural acceleration. This data is then used to predict the parameters of 
the impending earthquake and through a simulation procedure, the maximum structural response 
is estimated in real-time. Based on the structure and the prediction of the response under the event, 
a risk-based warning can be issued for the structure. Compared to previous regional ground motion 
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predictions or earthquake early warning systems, the proposed approach provides a localized 
structure-specific response prediction based on sparse building-mounted accelerometer data. 
The next half of this thesis attempts to understand the long-term behavior of a structure and provide 
accurate and robust approaches to assess levels of serviceability at a given time. The amount and 
type of investment needed to achieve an expected target serviceability over the lifetime can then 
be optimized based on the performance estimates of the structure at any instant. Here, the 
serviceability of the structure over time is calculated in terms of the structural reliability. The aim 
of the proposed study is to create a general methodology to estimate long-term structural reliability 
and use it to optimize the maintenance and investment recommended to increase structural 
performance and resilience over the service life of the structure. For this case, we propose a general 
methodology to quantify long-term structural reliability, which incorporates sensor data at 
different stages to update the reliability estimates throughout the lifetime of the structure. The 
availability of data about the structure and loadings over its lifetime can be used to update 
parameters in the structural assessment and improve the accuracy of the methodology over time. 
However, few, if any, structures provide reliable data over full structural lifetimes. Additionally, 
the life of a structure spans over several decades. Therefore, a robust general stochastic formulation 
is required to estimate the reliability and quantify the resilience. In the proposed methodology, the 
sensor data is used to update the parameters of the stochastic model. Estimation of the system state 
from the sensor data at different levels of service is integrated with a time-dependent estimation 
of the structure to predict its long-term behavior and performance. 
Traditionally, the resistance of a structure has been estimated independent of the loadings it 
experiences over its lifetime. The prior loadings, however, will affect the structural strength and 
performance of the structure under future loads. This research estimates the long-term structural 
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behavior and reliability accounting for the dependency of structural resistance on loading. To 
achieve this, we propose a model for structural degradation, where the structural resistance over 
time is quantified as a function of structural degradation. The parameters of the degradation model 
are estimated using sensor data. The methodology can use data from simple sensors such as strain 
gauges or more complex networks of accelerometers mounted on a structure. The parameters of 
the model are estimated based on structural health monitoring observations from different sensors 
and updated throughout the lifetime of the structure.  
In addition, in assessing reliability over structural lifetimes, the effect of non-stationary 
environmental conditions is considered. This includes the effect of climate change on both loading 
and strength in the long term, and combining these effects in the assessment of structural reliability. 
Climate change affects various environmental parameters, including temperature, carbon dioxide, 
moisture, etc. The methodology updates the parameters for structural degradation based on 
periodic sensor observations. In the absence of sensor observations for the structure, the 
methodology uses regional environmental parameters to quantify the change in environmental 
loads on the structure.  The study also accounts for changing rates and intensities of hazard 
loadings due to climate change based on regional environmental observations. 
The culmination of the research is a comprehensive mythology for the estimation of reliability and 
resilience for an individual structure and then an infrastructure network. The long-term structural 
health monitoring observations are used for the quantification of structural degradation, while 
regional environmental observations help in the quantification of varying structural loads. In 
addition, the work on real-time structural reliability quantification provides a foundation for the 
assessment of the impact of shock loads on the long-term reliability of the structure. The 
methodology for using the sensor observations under seismic loads enables the quantification of 
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structural resistance in the aftermath of an actual or projected shock event during the lifetime of a 




CHAPTER 3. BACKGROUND 
This chapter offers the background studies that provide an essential foundation to the methods we 
propose in later chapters. More detailed background for each of the proposed approaches is 
provided in their respective sections. 
The first part of this thesis focuses on the estimation of near-term reliability and real-time structural 
response under dynamic loads. It uses the data from accelerometers mounted on the structure. 
Previously, Tien, Pozzi, and Der Kiureghian [1] proposed a probabilistic framework to infer 
structural response in the linear range based on accelerometer data. The methodology is based on 
a dynamic Bayesian network (DBN) framework that models the evolution of structural response 
under a dynamic excitation over time. The evolution of states within the DBN is estimated using 
Kalman filters. The study estimates linear structural response under an excitation, without prior 
knowledge of the excitation, based on the data measured from accelerometers placed on the 
structure. The accelerometers measure the total acceleration, which is a sum of the excitation and 
resulting structural acceleration. The methodology is shown to be robust to various uncertainties. 
However, the methodology changes considerably for a nonlinear structure. Hence, we focus on a 
nonlinear structure resulting in a generalized method for response estimation.  
First we provide an exact discretization solution for the nonlinear equation of motion. The 
proposed discretization solution draws on the method proposed by Sakamoto, Hori, and Ochi [2]. 
First, we rearrange the structural equation of motion as a first order differential equation in state-
space form. This equation is linearized for each entry of the state vector because it satisfies the 
partial differential equation condition from [2]. The differential equation is solved using Lagrange 
characteristic equations.  
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The study is uses an observation matrix of structural accelerations from a random earthquake input 
including terms for measurement error and ambient noise. Using Kalman estimation methods, the 
output of the DBN is inference on the mean displacements and velocities at each time step of the 
data recording and the time-evolving joint probability distribution of the displacement and velocity 
responses. The extended Kalman filter (EKF) and unscented Kalman filter (UKF) are used. EKF 
and UKF have been developed to estimate the system state for a dynamically evolving nonlinear 
system. These two methods can be used to perform computations over the DBN to obtain the 
marginal system state at every time step and project the trajectory of the evolving system. Kalman 
[3-4] details the descriptions of the EKF and UKF models. The EKF and UKF have been used in 
dynamical structural engineering applications in Mariani and Ghisi [5] and other references as 
indicated in the nonlinear estimation chapter of this thesis. 
The estimate for the stochastic distribution of the maximum response is used as the metric to 
quantify the reliability under the excitation. The probabilistic distribution of the maximum 
response is obtained as the probability of up-crossings of a non-stationary process as initially 
formulated by Rice 6] and subsequently derived for non-zero-mean processes in [1]. This employs 
an approximation of the crossings of the maximum structural response over a safe threshold as 
Poisson events. 
Next, we focus on creating an approach that will provide a structure-specific earthquake early 
warning based on the predicted maximum response of the structure under an impending 
earthquake. The development of earthquake early warning systems using real-time seismology 
dates back to Nakamura’s introduction to the concept of using frequency content of p-waves for 
inferences on the characteristics of an earthquake [6]. The frequency content in the initial few 
seconds of the p-wave can be analyzed either as the time period of a monochromatic wave (𝜏𝜏𝑐𝑐) or 
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as the maximum time period (𝜏𝜏𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚). Kanamori [7] extended Nakamura’s work to use in practical 
real-time seismology. Studies by Wu and Kanamori [8-11] show a strong correlation between 𝜏𝜏𝑐𝑐 
and moment magnitude 𝑀𝑀𝑤𝑤. They developed an early warning system based on the initial three 
seconds of the p-wave by observing 𝜏𝜏𝑐𝑐 and the maximum ground displacement 𝑃𝑃𝑑𝑑. Through the 
𝜏𝜏𝑐𝑐-𝑃𝑃𝑑𝑑 method, 𝑃𝑃𝑑𝑑 was found to have a good correlation with the peak ground velocity (PGV) of 
the approaching earthquake. Allen and Kanamori [12] and Olson and Allen [13] used 𝜏𝜏𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚 to 
develop a similar methodology. Through the 𝜏𝜏𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚-𝑃𝑃𝑑𝑑 method, their work shows a strong 
relationship between 𝜏𝜏𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚 and 𝑀𝑀𝑤𝑤. We use the first three seconds of the p-wave data from the 
accelerometer observations to estimate the characteristics of the earthquake as introduced in these 
studies. The p-wave ground acceleration is deduced from the accelerometer data by modifying the 
methodology introduced in the previous section. 
Next, we simulate synthetic ground motions using the predicted earthquake parameters. This is 
done by modulating a normalized white noise process in time as in Rezaeian and Der Kiureghian 
[14].  We choose a gamma modulating function and estimate the shape parameters based on the 
intensity, shape, and duration of the motion. Finally, we use the discretization methodology 
introduced in the previous section to predict maximum structural response corresponding to each 
realization of simulated synthetic ground motion and predict the expected value of the maximum 
response under the impending earthquake along with the distribution of the maximum response. 
We verify the methodology using experimental data from a shake table test using different 
excitations for both the estimation and prediction sections. A structure is mounted on a shake table 
and instrumented with accelerometers to measure the excitation acceleration and the total 
structural acceleration. LVDTs are also placed at the structure to measure the interstory 
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displacement. We compare the observed displacement with the estimated displacement based on 
our formulation using the data collected from accelerometers placed on the structure. The results 
are also compared with analytical displacements calculated using the discretized equation of 
motion under the input acceleration. 
The second part of this thesis focuses on providing a comprehensive stochastic formulation to 
quantify long-term structural reliability and the introduction of a resilience metric. We first analyze 
the effect of climate change on the reliability of structures. There are several extensive climate 
change models in the literature. The Intergovernmental Panel on Climate Change (IPCC) reports 
provide the most widely accepted projections of long-term climate patterns. This study uses the 
mean global climate projections from the IPCC fourth assessment report [15). These models 
estimate the change of a quantity projected over a certain number of years. In this study, we assume 
that the change occurs linearly within the time period of interest. This is in accordance with the 
fact that the global carbon dioxide level has historically increased approximately linearly. While 
temperature changes appear to be correlated logarithmically to the carbon dioxide level, the 
difference between a linear or logarithmic assumption is negligibly small for a change of a few 
degrees in temperature over several years.  
We are interested in quantifying changes in structural reliability over time. Previous studies on 
time-dependent structural reliability include Li, Wang, and Ellingwood [16] who studied structural 
reliability under non-stationary loads. They proposed a methodology to model the time-dependent 
resistance function, subtracting the dead loads to obtain the resultant available resistance, and 
finding the probability of non-stationary loads exceeding the resistance at any time instant. The 
time-dependent probability of failure of the structure can be estimated using the distribution of 
extremes of the expected live loads or environmental loads. While the effect of non-stationary 
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environmental loads and aging are analyzed in that study, here, we aim to specifically investigate 
the impact of climate change variables on long-term structural reliability by quantifying the effect 
on both the resistance and the loading variables. 
The modeling of time-dependent structural reliability in [16] under non-stationary loads provides 
a comparison of different stochastic models for structural degradation. The structural resistance is 
normalized relative to the initial structural strength and different models for long-term structural 
degradation are used and compared. We introduce a new stochastic degradation function as a 
random sum of multiple individual degradation modes, represented by their best estimators from 
the literature. The parameters of this model are estimated using structural health monitoring data 
from a pedestrian bridge as an example. 
Finally, the last part of this thesis focuses on the long-term projections of structural reliability for 
an individual structure then expanded to an infrastructure network. The aim is to introduce a 
reliability-based approach to quantify the resilience of the structure, introduce repair strategies, 
and choose the optimal strategy to maximize resilience and minimize costs. Reliabilities at the 
component level for a structure are based on structural resistance and loading as in [16]. Estes and 
Frangopol [17] proposed a system reliability approach to visualize a bridge as a series-parallel 
combination of individual components, based on the failure modes and load propagation. Limit-
state equations are developed for each failure mode and loads are modeled to calculate the 
reliability of the bridge system to assess costs for varying rehabilitation approaches. Such an 
approach is specific to a structure and requires an analyst to identify all the failure modes at the 
component level. Here, we use a hybrid approach to visualize the system as a series-parallel 
combination of its components. 
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Various studies have defined structural resilience in different terms and used different metrics or 
a combination of multiple metrics to quantify it. An annual resilience metric is proposed by 
Ouyang, Dueñas-Osorio, and Min [18], which measures actual annual reliability with respect to 
the target reliability. We look at expected annual resilience while also accounting for repair time 
in the reliability estimates to quantify resilience. The results provide a set of resilience-cost 
outcomes and tradeoffs for different levels of desired structural performance over time, and 
supports selection of an optimal repair and maintenance strategy based on a chosen performance 
level. The approach is then extended to an infrastructure network to optimize the allocation of 




CHAPTER 4. NEAR-TERM RELIABILITY: ASSESSMENT OF 
NONLINEAR STRUCTURAL RESPONSE BASED ON SENSOR 
MEASUREMENTS 
4.1 Theoretical study 
4.1.1 Introduction 
Inferring the response of a structure is an important task in structural reliability assessment and 
structural health monitoring, and it is beneficial to be able to do so based on information from 
simple, non-invasive sensor measurements, e.g., from accelerometers placed sparsely on the 
structure. With the growing inclusion of nonlinear behavior of a structure in design and analysis, 
the ability to assess nonlinear structural response is becoming increasingly valuable. A 
probabilistic approach is required due to uncertainties in both sensor measurements, e.g., with 
noisy data, and inputs, e.g., under stochastic loadings.  Such systems, which are also evolving with 
time, are effectively visualized as a dynamic Bayesian network (DBN) with states estimated using 
Kalman-based approaches. In this study, the focus is on real-time processing of the data from 
accelerometers mounted on the structure to infer the maximum structural response, including 
maximum interstory drift, when the structure is subjected to unknown stochastic excitations. 
Previously, Tien et al 2016 [1] proposed a probabilistic framework to infer structural response in 
the linear range based on accelerometer data. The methodology, however, changes considerably 
for nonlinear behavior. The dynamic data in such nonlinear systems can be processed using 
frameworks such as the extended Kalman filter (EKF) and unscented Kalman filter (UKF). EKF 
and UKF are able to use the data measured by accelerometers to estimate the structural response, 
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including displacement-based responses, without any prior knowledge of the excitation, e.g., an 
earthquake ground motion. This also requires a discretization solution for the continuous system. 
The study begins with an observation matrix of structural accelerations due to a random earthquake 
input, including terms for measurement error and ambient noise. Using Kalman estimation 
methods, the output of the DBN is inference on the mean displacements and velocities at each time 
step of the data recording and the time-evolving joint probability distribution of the displacement 
and velocity responses. This is used in estimating a stochastic distribution of the maximum 
response. The study demonstrates the ability of the methodology in the nonlinear case to estimate 
the displacement response from accelerometer measurements and obtain analytical probabilistic 
distributions of the maximum response exceeding desired response levels for high thresholds. This 
estimation is shown to be robust to various system uncertainties. 
The following section provides background on related work in this area. Next, the proposed 
framework is described. This includes descriptions of the structural and ground dynamical 
subsystems, and the derived discretization solution for the continuous system. The methodology 
for estimating the system state and the distribution of the maximum response is described. The 
proposed method is then applied to the case of a multi-story shear-type building model under 
seismic excitation to conduct a theoretical study on the efficacy of the method. Several inference 
results from this example case are presented, including: comparisons of the two formulations, EKF 
and UKF; stochastic distributions of interstory drifts; distributions of the maximum structural 
response; and the effects of parameter uncertainties and varying measurement characteristics on 
the estimation results. Finally, the results from an experimental study are presented as a 
verification of the proposed method. The proposed framework supports structural reliability 
assessment and decision making for structural health monitoring applications, including the design 
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of effective instrumentation strategies. It provides a basis for the use of accelerometer readings 
even under conditions of uncertainty to estimate nonlinear structural response. 
4.1.2 Background and Related Work 
The dynamic Bayesian network (DBN) is a probabilistic framework that models the evolution of 
a system over time. It is comprised of a sequence of Bayesian networks (BNs) connected by direct 
links to advance the system at each time step based on the prior information. The reader is referred 
to literature in [18-20] for an overview of DBNs. Bayesian models have previously been used in 
various civil and structural engineering applications. This includes work in structural health 
monitoring to probabilistically measure damage as in [21-22]; for structural model updating as in 
[23-25]; and for system-level reliability assessment as in [26-27]. In contrast to these previous 
studies, the goal of this study is to estimate the nonlinear structural response, including 
displacement-based interstory drifts, based solely on sensor measurements without knowledge of 
the excitation time history. 
To do this, the extended Kalman filter (EKF) and unscented Kalman filter (UKF) are used. EKF 
and UKF have been developed to estimate the system state for a dynamically evolving nonlinear 
system. These two methods can be used to perform computations over the DBN to obtain the 
marginal system state at every time step and project the trajectory of the evolving system. The 
reader is referred to texts introduced by Kalman in [3] for detailed descriptions of the Kalman, 
EKF, and UKF models. In the past, EKF and UKF have been used most widely in nonlinear 
analysis for system identification as in [28-31]; and to identify structural damage through structural 
parameter approximation as in [32-33]. The UKF has been used in dynamical structural 
22 
 
engineering applications in [5] and for real-time nonlinear structural system identification in [34-
36].  
In these studies, known excitations are used to identify or update the structural parameters. In this 
study, however, the excitation is unknown and structural system parameters are assumed to be 
estimated beforehand. Without knowledge of the ground motion time history, e.g., the 
accelerogram of the earthquake, the goal is to use only the sensor observations, e.g., from structure-
mounted accelerometers, to estimate the system state in real time. The effect of uncertainty or 
errors in the initial estimation of the structural parameters is investigated later in the study. 
In addition, the methodology presented in this paper requires discretization of the continuous 
dynamical equation of motion, which may not be readily integrable. An exact discretization 
solution is derived for the equation of motion satisfying a Lagrange PDE condition. Lagrange 
methods for discretization of nonlinear engineering problems have previously been used in control 
systems as in [37-38]; mathematical applications such as [39]; and systems with exact 
discretization solutions such as [2]. The solution described in this paper is specifically for structural 
response evolution. The exact solution is compared to a second discretization solution derived 
based on the Taylor expansion. This method of discretization of nonlinear systems has been used 
for approximate solutions in engineering applications.  
To describe the system nonlinearity, the Bouc-Wen model proposed in Bouc 1967 and Wen 1976 
[40-41] is used in this study. This model has been widely used in nonlinear structural analysis. In 
addition to real-time estimation of the structural response, this study is also interested in a 
probabilistic distribution of the maximum response. To obtain this, the probability of up-crossings 
of a non-stationary process as initially formulated by Rice 1944 [42] and subsequently derived for 
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non-zero-mean processes in [1] is used. This employs an approximation of the crossings of the 
maximum structural response over a safe threshold as Poisson events. Finally, while the 
methodology is applicable to any stochastic excitation, this study assesses the response of the 
structure to a seismic excitation in particular. To do this, accelerometer observations under a 
random earthquake are simulated. The simulation of ground motion is performed as in Rezaeian 
and Der Kiureghian 2010 [14]. The choice of parameters in the model of the ground excitation is 
described in the application section of this paper. 
The section on experimental verification presents results to verify the methodology using lab data. 
Previous verification studies using experimental test data focus on analyzing the dynamic 
characteristics of the structures, seismic performance, and developing performance-based seismic 
design procedures. For example, full-scale experimental tests have been used to monitor the 
dynamic response of tall buildings [43], assess the seismic performance of wooden structures 
under different ground motions [44], and verify the design specifications and understand the 
seismic behavior of mid-rise structures [45]. Such studies use a known earthquake input and 
analyze the seismic response of the structure. In contrast, this study assumes no knowledge of the 
excitation and uses the measurements from accelerometers mounted on the structure to estimate 
the structural response in real time. 
4.1.3 Methodology 
The proposed framework consists of two major sections: discretization solution and state 
estimation. The equation of motion is a second order differential equation while the recorded 





The dynamical system is modeled as a cascade of two dynamical subsystems. First, the ground 
dynamical subsystem takes white noise at the bedrock as input and produces an acceleration at the 
surface. Second, the structural subsystem takes the input ground surface acceleration and produces 
the output structural response. In this formulation, a capital bold letter (e.g., 𝐌𝐌) represents a matrix, 
a small bold letter (e.g., 𝐮𝐮𝐬𝐬) represents a vector and a small italic letter (e.g., 𝑎𝑎𝑔𝑔) represents a scalar 
quantity. 𝐮𝐮 represents displacement while 𝑎𝑎 represents acceleration, and subscripts s and 𝑔𝑔 indicate 
variables for the structure and ground, respectively. 
4.1.3.2 Structural Dynamical Subsystem 
In the structural subsystem, nonlinearity may be caused by nonlinear stiffness or damping. The 
earthquake-induced forces also cause nonlinearity due to P-δ and P-Δ effects. In this study, 
approximate amplification factor B2 is used for force nonlinearity, as specified per Appendix 8 of 
the AISC Steel Construction Manual and calculated using approximate second-order analysis. 
Nonlinear behavior of a steel structure is considered for this study. However, the methodology 
may be used for nonlinearity of any structural material.    
The equation of motion for the structure subjected to base motion is given by  
𝐌𝐌𝐮𝐮𝐮𝐬𝐬 + 𝐂𝐂𝐮𝐮𝐮𝐬𝐬 + 𝐅𝐅(𝐮𝐮𝐬𝐬) = −𝐵𝐵2𝐌𝐌𝟏𝟏𝑎𝑎𝑔𝑔 + 𝐟𝐟                           (1) 
where 𝐌𝐌, 𝐂𝐂 and 𝐅𝐅 represent the mass, damping and spring force matrices, respectively. 𝐟𝐟 represents 
ambient vibrations and additional uncertainty in the external force during the seismic event. 
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where 𝐵𝐵2 is defined from AISC specification Appendix 8 as 









                                   (4) 
𝐻𝐻 is the total horizontal force at the degree of freedom, 𝐿𝐿 the height of the story, 𝑃𝑃𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 the total 
vertical load supported by the story, and 𝛥𝛥ℎ the first order deflection due to 𝐻𝐻 and 𝐿𝐿.  
4.1.3.3 Ground Dynamical Subsystem 
The equation of motion for the ground surface with respect to the bedrock-modulated white noise 
𝑤𝑤 is given by  
𝑢𝑢𝐮𝑔𝑔 + 2𝜉𝜉𝑔𝑔𝜔𝜔𝑔𝑔𝑢𝑢𝐮𝑔𝑔 + 𝜔𝜔𝑔𝑔2𝑢𝑢𝑔𝑔 = − 𝑤𝑤                 (5) 
where the frequency and damping ratio of the ground filter are represented by 𝜔𝜔𝑔𝑔 and 𝜉𝜉𝑔𝑔, 
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The total acceleration at the surface of ground, 𝑎𝑎𝑔𝑔, is given as 




4.1.3.4 State Space Representation 
Combining the two subsystems in first-order form and defining 𝐳𝐳𝐓𝐓: = �𝐳𝐳𝐠𝐠𝐓𝐓 𝐳𝐳𝐬𝐬𝐓𝐓� yields the state 
































� 𝐟𝐟       (8) 
𝐳𝐳𝐮 = 𝐀𝐀𝐜𝐜(𝐳𝐳) + 𝐛𝐛𝐜𝐜𝑤𝑤 + 𝐁𝐁𝐜𝐜𝐟𝐟           (9) 
4.1.3.5 Discretization Solution: Exact 
Next, the continuous system must be discretized in the time domain. A direct integration of the 
differential form given in Equation (10) cannot be used as the nonlinearity is due to one element 




= ∫ 𝑑𝑑𝑑𝑑𝑒𝑒+∆𝑒𝑒𝑒𝑒        (10) 
Therefore, a discretization solution is derived. This exact solution is later verified using a Taylor 
expansion-based discretization. For the exact solution, the given system, 𝐳𝐳𝐮 = 𝐀𝐀𝐜𝐜(𝐳𝐳)𝐳𝐳 + 𝐛𝐛𝐜𝐜𝑤𝑤 +
𝐁𝐁𝐜𝐜𝐟𝐟, is transformed into a linear system, 
𝒅𝒅𝒅𝒅
𝒅𝒅𝑒𝑒
= 𝒅𝒅(𝑑𝑑), using a transformation to the differential form 
𝒅𝒅 = exp�𝐕𝐕(𝐳𝐳)�𝟏𝟏, where 𝐕𝐕(𝐳𝐳) is a 𝑛𝑛 × 𝑛𝑛 matrix as in [2]. 




+ ⋯+ 𝒇𝒇𝟒𝟒(𝒅𝒅, 𝑑𝑑)
𝝏𝝏𝝏𝝏(𝒅𝒅,𝑒𝑒)
𝝏𝝏𝒅𝒅𝟒𝟒
= 𝑰𝑰𝒏𝒏                          (11) 
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Here the four governing equations are 
𝑧𝑧𝐮1 = 𝐟𝐟𝟏𝟏(𝐳𝐳, 𝑑𝑑) = 𝑧𝑧2      (12) 
𝑧𝑧𝐮2 = 𝐟𝐟𝟐𝟐(𝐳𝐳, 𝑑𝑑) = −𝜔𝜔𝑔𝑔2𝑧𝑧1 − 2𝜉𝜉𝑔𝑔𝜔𝜔𝑔𝑔𝑧𝑧2 − 𝑤𝑤            (13) 
𝐳𝐳𝐮𝟑𝟑 = 𝐟𝐟𝟑𝟑(𝐳𝐳, t) = 𝐳𝐳𝟒𝟒      (14) 
           𝐳𝐳𝐮𝟒𝟒 = 𝐟𝐟𝟒𝟒(𝐳𝐳, t) = 𝟏𝟏𝐵𝐵2𝜔𝜔𝑔𝑔2𝑧𝑧1 + 𝟏𝟏2𝐵𝐵2𝜉𝜉𝑔𝑔𝜔𝜔𝑔𝑔𝑧𝑧2 −𝐌𝐌−𝟏𝟏𝐅𝐅(𝒅𝒅𝟑𝟑) −𝐌𝐌−𝟏𝟏𝐂𝐂𝒅𝒅𝟒𝟒 + 𝐌𝐌−𝟏𝟏𝐟𝐟  (15) 
Unless the damping is nonlinear, the partial differential equations above are linear with respect to 
their corresponding elements. The treatment for the case of nonlinear damping is described later 
in this section. 




= 𝐈𝐈j         j ∈ [1,4]                            (16) 
Solution of the characteristic equations results in the values of the elements of 𝐕𝐕. 
Given ∫ 𝒅𝒅𝒅𝒅𝒅𝒅(𝒕𝒕) = ∫𝑑𝑑𝑑𝑑 and the transformation for 𝒅𝒅, this yields [𝑙𝑙𝑛𝑛(𝒅𝒅)]𝑘𝑘
𝑘𝑘+1 = ∫𝑑𝑑𝑑𝑑 and 
[(𝐕𝐕(𝐳𝐳)𝟏𝟏)]𝑘𝑘𝑘𝑘+1 = 𝐈𝐈 ∫ 𝑑𝑑𝑑𝑑    (17) 
Using Equations (12-15) and Equation (16) together, the authors obtain for the elements of V  
[𝐕𝐕𝟏𝟏𝟏𝟏]𝑘𝑘𝑘𝑘+1𝑧𝑧2𝑘𝑘 = ∫ 𝑑𝑑𝑧𝑧1 =
𝑧𝑧1𝑘𝑘+1
𝑧𝑧1𝑘𝑘











                                                                   (20) 
[𝐕𝐕𝟒𝟒𝟒𝟒]𝑘𝑘𝑘𝑘+1 = 𝑖𝑖𝑛𝑛𝑖𝑖(−𝐌𝐌−𝟏𝟏𝐂𝐂) �𝑙𝑙𝑛𝑛�𝟏𝟏𝐵𝐵2𝜔𝜔𝑔𝑔
2𝑧𝑧1𝑘𝑘 + 𝟏𝟏2𝐵𝐵2𝜉𝜉𝑔𝑔𝜔𝜔𝑔𝑔𝑧𝑧2𝑘𝑘 − 𝐌𝐌−𝟏𝟏𝐅𝐅�𝒅𝒅𝟑𝟑𝒌𝒌� − 𝐌𝐌
−𝟏𝟏𝐂𝐂𝐳𝐳𝟒𝟒𝐤𝐤+𝟏𝟏 −
𝐌𝐌−𝟏𝟏𝐟𝐟𝐤𝐤� − 𝑙𝑙𝑛𝑛�𝟏𝟏𝐵𝐵2𝜔𝜔𝑔𝑔2𝑧𝑧1𝑘𝑘 + 𝟏𝟏2𝐵𝐵2𝜉𝜉𝑔𝑔𝜔𝜔𝑔𝑔𝑧𝑧2𝑘𝑘 − 𝐌𝐌−𝟏𝟏𝐅𝐅�𝒅𝒅𝟑𝟑𝒌𝒌� − 𝐌𝐌
−𝟏𝟏𝐂𝐂𝐳𝐳𝟒𝟒𝐤𝐤 − 𝐌𝐌
−𝟏𝟏𝐟𝐟𝐤𝐤��     (21) 
While nonlinear stiffness is treated here, if damping coefficient C is nonlinear, it can be integrated 
into Equation (15) according to the nonlinear function. For this study, using Equation (17) and 
(18-21) together, the following system evolution equations are obtained in discrete time with 𝛥𝛥𝑑𝑑 
indicating the discretization time step 





                                   (23) 
𝐳𝐳𝟑𝟑𝐤𝐤+𝟏𝟏 = 𝐳𝐳𝟑𝟑𝐤𝐤 + 𝐳𝐳𝟒𝟒𝐤𝐤∆𝑑𝑑             (24) 
𝐳𝐳𝟒𝟒𝐤𝐤+𝟏𝟏 = (−𝐌𝐌𝐂𝐂
−𝟏𝟏)[{(𝟏𝟏𝐵𝐵2𝜔𝜔𝑔𝑔
2𝑧𝑧1 + 𝟏𝟏2𝐵𝐵2𝜉𝜉𝑔𝑔𝜔𝜔𝑔𝑔𝑧𝑧2 − 𝐌𝐌−𝟏𝟏𝐅𝐅�𝒅𝒅𝟑𝟑𝒌𝒌� − 𝐌𝐌
−𝟏𝟏𝐂𝐂𝐳𝐳𝟒𝟒𝐤𝐤 −
𝐌𝐌−𝟏𝟏𝐟𝐟𝐤𝐤)𝐞𝐞𝐞𝐞𝐞𝐞(−𝐌𝐌−𝟏𝟏𝐂𝐂∆𝑑𝑑)} − (−𝟏𝟏𝐵𝐵2𝜔𝜔𝑔𝑔2𝑧𝑧1 − 𝟏𝟏2𝐵𝐵2𝜉𝜉𝑔𝑔𝜔𝜔𝑔𝑔𝑧𝑧2 + 𝐌𝐌−𝟏𝟏𝐅𝐅�𝒅𝒅𝟑𝟑𝒌𝒌� +  𝐌𝐌
−𝟏𝟏𝐟𝐟𝐤𝐤)]           (25) 
In matrix form, this can be written as 
𝐳𝐳𝒌𝒌+𝟏𝟏 =  𝐀𝐀𝟏𝟏𝐳𝐳𝒌𝒌 + 𝑭𝑭𝟏𝟏 + 𝐛𝐛𝑤𝑤𝑘𝑘 + 𝐁𝐁𝐟𝐟𝒌𝒌                    (26) 
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𝟎𝟎        𝟎𝟎        
𝟎𝟎 𝟎𝟎
𝐵𝐵2𝜔𝜔𝑔𝑔2(−𝐌𝐌𝐂𝐂−𝟏𝟏)(𝒆𝒆−𝐌𝐌








     
(27)                                                                                                                                     





�                     (28) 
 𝐛𝐛 = 𝐛𝐛𝒄𝒄(𝑒𝑒
−2𝜉𝜉𝑔𝑔𝜔𝜔𝑔𝑔∆𝒕𝒕−1)
−2𝜉𝜉𝑔𝑔𝜔𝜔𝑔𝑔
                                                       (29) 
𝐁𝐁 = (−𝐌𝐌𝐂𝐂−𝟏𝟏)�𝒆𝒆−𝐌𝐌−𝟏𝟏𝐂𝐂∆𝑒𝑒 − 𝐈𝐈�𝐁𝐁𝒄𝒄                                             (30) 
This process yields the exact discretization result for the nonlinear equations modeling the 
structural response. The accuracy of this solution is only dependent on the discretization step, i.e., 
the sampling period of the sensor. The method is exact for all other parameters. 
4.1.3.6 Discretization Solution: Taylor Expansion 
A discretization solution based on an infinite Taylor series expansion of the equation is now 
provided. This is used to verify the exact solution presented in the previous section. Consider a 
nonlinear dynamic system with state space given as 
𝐳𝐳𝐮 = 𝑓𝑓(𝐳𝐳) + 𝑝𝑝𝑔𝑔(𝐳𝐳)      (31) 
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where 𝐳𝐳 is the state variable, 𝑝𝑝 is the scalar input, and  𝑓𝑓 and 𝑔𝑔 are smooth functions of 𝐳𝐳. For such 
a case, the Taylor method for discretization can be used to obtain an approximate solution. The 
solution begins with a uniformly convergent Taylor series with coefficients given as functions of 
successive partial derivatives such that 







� 𝑑𝑑𝑘𝑘                                          (32) 
where 𝑇𝑇 = 𝑑𝑑𝑘𝑘+1 − 𝑑𝑑𝑘𝑘 is the sampling period and 𝐳𝐳(𝑘𝑘) is the state space vector at time 𝑑𝑑𝑘𝑘 = 𝑘𝑘𝑇𝑇. 
Equation (32) can be written as 




𝑙𝑙=1                                      (33) 
where 𝐴𝐴[1](𝐳𝐳,𝑤𝑤) = 𝑓𝑓(𝐳𝐳) + 𝑝𝑝𝑔𝑔(𝐳𝐳) and 𝐴𝐴[𝑙𝑙+1](𝐳𝐳,𝑤𝑤) = 𝜕𝜕𝐴𝐴
[𝑙𝑙](𝐳𝐳,𝑢𝑢)
𝜕𝜕𝐳𝐳
�𝑓𝑓(𝐳𝐳) + 𝑝𝑝𝑔𝑔(𝐳𝐳)�      ∀ 𝑙𝑙 ∈
𝛮𝛮 (𝑛𝑛𝑎𝑎𝑑𝑑𝑢𝑢𝑛𝑛𝑎𝑎𝑙𝑙)  
As an example, the second order approximation deduced from this result is given as 
𝐳𝐳𝑘𝑘+1 = 𝐳𝐳𝑘𝑘 + {𝑓𝑓(𝐳𝐳𝑘𝑘) + 𝑝𝑝𝑘𝑘𝑔𝑔(𝐳𝐳𝑘𝑘)}𝑇𝑇 + �
𝜕𝜕𝜕𝜕
𝜕𝜕𝐳𝐳







                                                                                     𝑝𝑝𝑘𝑘2 �
𝜕𝜕𝑔𝑔
𝜕𝜕𝐳𝐳
(𝐳𝐳)𝑔𝑔(𝐳𝐳𝑘𝑘)��                                                   (34) 
Depending on the type and behavior of the nonlinearity, more terms may be added to obtain a more 
accurate approximate solution. If the nonlinear function is not differentiable at a given step, 
however, then this method cannot be used. For example, if the nonlinearity is modeled as bilinear 
and not differentiable at a specific point, then this method will result in a non-reliable solution. For 
the nonlinearity used in this study the Taylor expansion solution is applicable. The outcomes from 




Now, we provide the methodology for estimating the system state as it evolves over time. With 
the formulation and variables as defined in the previous sections, the graphical dynamic Bayesian 
network (DBN) representation of the system evolution is shown in Figure (5-1). In sequential BN 
slices, the system state 𝐳𝐳 evolves with time based on the input random variables 𝑤𝑤 and 𝐟𝐟 and the 
system state at the previous time step. Observations 𝐲𝐲 (shaded nodes in the DBN) at each time 
slice are made with some measurement noise 𝐯𝐯 and conditioned on the system state. The system 
is visualized to be Bayesian because the state at a time step is estimated from the previous step and 
then conditioned using the sensor observation at the given step. Kalman filter frameworks are used 
to perform the updating. 
 






4.1.3.8 Observation Equation 
Observations used to estimate the maximum response are from structure-mounted accelerometers. 
The sensors measure the total acceleration of the structure 
𝑎𝑎𝑒𝑒 = 𝑢𝑢𝐮𝑒𝑒 + 𝟏𝟏𝑎𝑎𝑔𝑔         (35) 
Combining with the equation of motion (1), this can be written as 
𝐚𝐚𝐭𝐭 = −𝐌𝐌−𝟏𝟏𝐅𝐅(𝐮𝐮𝐬𝐬) −𝐌𝐌−𝟏𝟏𝐂𝐂𝐮𝐮𝐮 𝐬𝐬 + 𝐌𝐌−𝟏𝟏𝐟𝐟            (36) 
Let 𝐒𝐒 define the matrix that selects the degrees of freedom where accelerometers are placed. The 
observation equation is then given as 
𝐲𝐲𝐤𝐤 = 𝐃𝐃(𝐳𝐳𝐤𝐤) + 𝐯𝐯𝐤𝐤 + 𝐒𝐒𝐌𝐌−𝟏𝟏𝐟𝐟𝐤𝐤                  (37) 
where  𝐃𝐃 = −𝐒𝐒𝐌𝐌−𝟏𝟏[0 0 𝟎𝟎 𝐂𝐂] − 𝐒𝐒𝐌𝐌−𝟏𝟏𝐅𝐅(𝐮𝐮𝐬𝐬)           (38) 
and 𝑖𝑖𝑘𝑘 is the measurement error, which is taken to be normally distributed with zero mean and 
time-independent variance 𝜎𝜎𝑣𝑣2. The effect of the uncertainty in the sensor measurements on the 
accuracy of the estimation is investigated in the results section. The random noise 𝐟𝐟 is modeled as 
a normally distributed zero-mean process with statistically independent variances for each time 
step and degree of freedom such that the covariance matrix is given by 𝜎𝜎𝜕𝜕2𝐈𝐈. This random term 
accounts for ambient noise and additional environmental uncertainties. 
4.1.3.9 Extended Kalman Filter (EKF) 
Based on the sensor measurements 𝐲𝐲, the EKF can be used to estimate the evolution of the 
nonlinear system state 𝐳𝐳. Here, an overview of EKF is presented. The EKF propagates the state 
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space vector by linearizing all nonlinear mappings about the mean of the previous time step. It is 
then updated using approximate correctors based on the gradients or Jacobians of the mappings. 
The framework gives the mean vector and covariance matrix for the system state at every time 
step. 
Consider a system with evolution equation 
                                                                     𝐳𝐳𝑘𝑘+1 = 𝑓𝑓𝑘𝑘(𝐳𝐳𝑘𝑘) + 𝑤𝑤𝑘𝑘                                                      (39) 
and observation equation                       𝐲𝐲𝑘𝑘+1 = ℎ𝑘𝑘+1(𝐳𝐳𝑘𝑘+1) + 𝑖𝑖𝑘𝑘+1                      (40) 
where 𝑓𝑓𝑘𝑘(𝐳𝐳𝑘𝑘) represents the system evolution as in Equation (26) and ℎ𝑘𝑘+1(𝐳𝐳𝑘𝑘+1) the sensor 
observation as in Equation (37).  First, the state is predicted based on the expected value of the 
evolution equation about the mean at the previous time step. 
𝐳𝐳𝑘𝑘+1
𝑝𝑝 = 𝑓𝑓(𝐳𝐳𝑘𝑘𝐹𝐹)                                                    (41) 
 𝐕𝐕𝑘𝑘+1
𝑝𝑝 = 𝑄𝑄𝑘𝑘 + ∇𝑓𝑓𝑘𝑘|𝐳𝐳𝑘𝑘𝐹𝐹𝑉𝑉𝑘𝑘
𝐹𝐹∇𝑓𝑓𝑇𝑇𝑘𝑘|𝐳𝐳𝑘𝑘𝐹𝐹                      (42) 
𝐳𝐳 and 𝐕𝐕 represent, respectively, the mean and variance of a state variable. The superscript 𝑝𝑝 
represents values in the predictor phase while 𝐹𝐹 represents final estimated values. 𝑄𝑄𝑘𝑘 is the 
variance of input parameter 𝑤𝑤 at time slice 𝑑𝑑𝑘𝑘. 
Next, the estimated value from the predictor phase is corrected through conditioning on the 
observation matrix. Correction based on the error in the observed value of 𝐲𝐲 compared to the 




𝑝𝑝 ∇ℎ𝑘𝑘+1𝑇𝑇 + 𝑅𝑅𝑘𝑘+1�
−1
�𝐲𝐲𝑘𝑘+1 − ℎ𝑘𝑘+1�𝐳𝐳𝑘𝑘+1





𝑝𝑝 ∇ℎ𝑘𝑘+1𝑇𝑇 (𝑅𝑅𝑘𝑘+1 + ∇ℎ𝑘𝑘+1𝐕𝐕𝑘𝑘+1
𝑝𝑝 ∇ℎ𝑘𝑘+1𝑇𝑇 )−1∇ℎ𝑘𝑘+1𝐕𝐕𝑘𝑘+1
𝑝𝑝    (44) 
where 𝑅𝑅 is the variance with respect to 𝑖𝑖. 
4.1.3.10 Unscented Kalman Filter (UKF) 
The UKF can also be used to infer the state space vector from observations. Theoretically, it results 
in more accurate estimates than the EKF for nonlinear problems. The UKF distributes a set of 
stochastic sigma points for the state vector at each time step and propagates them through the 
actual nonlinear mapping. The order of accuracy for the mean and covariance obtained through 
this process depends on the number of sigma points. Sigma points are scattered about the mean of 
the previous time step and are 2𝑛𝑛 + 1 in number, where 𝑛𝑛 is the length of state space vector. The 
sigma points are weighted such that ∑ 𝑊𝑊 = 12𝑛𝑛𝑖𝑖=0 , where 𝑊𝑊 is the weight associated with the 𝑖𝑖𝑒𝑒ℎ 
sigma point. 
Values of the sigma points are chosen such that 
𝐳𝐳𝑘𝑘−10 = 𝐳𝐳𝑘𝑘−1𝐹𝐹        (45-a) 
𝐳𝐳𝑘𝑘−1
𝑗𝑗 = 𝐳𝐳𝑘𝑘−1𝐹𝐹 + ��(𝜓𝜓2𝑛𝑛)𝐕𝐕𝑘𝑘−1𝐹𝐹 � 𝑗𝑗         𝑗𝑗 ∈ [1,𝑛𝑛]    (45-b) 
𝐳𝐳𝑘𝑘−1
𝑗𝑗+𝑛𝑛 = 𝐳𝐳𝑘𝑘−1𝐹𝐹 − ��(𝜓𝜓2𝑛𝑛)𝐕𝐕𝑘𝑘−1𝐹𝐹 � 𝑗𝑗             𝑗𝑗 ∈ [1,𝑛𝑛]     (45-c) 
where the first sigma point is chosen at 𝐳𝐳𝑘𝑘−1𝐹𝐹 , the mean of the state vector at the previous time step, 











              
(46) 
The weight attached to the variance of each sigma point is  𝑊𝑊𝑖𝑖𝑐𝑐 = �
𝜓𝜓2−1 
𝜓𝜓2
+ 3 − 𝜓𝜓2 𝑖𝑖 = 0
1
2𝜓𝜓2𝑛𝑛
          𝑜𝑜𝑑𝑑ℎ𝑒𝑒𝑛𝑛𝑤𝑤𝑖𝑖𝑒𝑒𝑒𝑒
                 
(47) 
In the predictor phase, every sigma point is propagated through the discretization function and the 
mean and variance of the prediction is calculated using the weights defined in Equations (46) and 
(47). Estimates of the mean and variance in the predictor phase are given as 
  𝐳𝐳𝑘𝑘
𝑝𝑝,𝑖𝑖 = 𝑓𝑓�𝐳𝐳𝑘𝑘−1𝑖𝑖 �                       (48) 
  𝐳𝐳𝑘𝑘
𝑝𝑝 = ∑ 𝑊𝑊𝑖𝑖𝑚𝑚𝐳𝐳𝑘𝑘
𝑝𝑝,𝑖𝑖2𝑛𝑛
𝑖𝑖=0           (49) 
 𝐕𝐕𝑘𝑘




𝑝𝑝)𝑇𝑇 + 𝑄𝑄𝑘𝑘−1               (50) 
where 𝑄𝑄𝑘𝑘−1 is the variance of input parameter 𝑤𝑤 at time slice 𝑑𝑑𝑘𝑘−1. 
The predicted values of the mean and variance of the system state are again conditioned using the 






� 𝐲𝐲𝑘𝑘 − ℎ(𝑥𝑥𝑘𝑘
𝑝𝑝)�        (51) 






𝑝𝑝                              (52) 
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where 𝑅𝑅 is the variance with respect to 𝑖𝑖. Estimation accuracy using EKF compared to UKF is 
given in results section. 
4.1.3.11 Distribution of the Maximum Response 
The EKF and UKF produce time history estimates of the system state. For reliability problems, 
the maximum response is of particular interest. To obtain the distribution of the maximum 
response, the authors use the analytical solution for extreme values of the inferred structural 
response derived in Tien et al 2016. This is based on an assumption of exceedances of extreme 
values over safe thresholds as Poisson events, which holds for high thresholds and low-probability 
events. Thus, the probability of the response in an interval [0,𝑇𝑇] exceeding a given threshold value 
𝜁𝜁 can be approximated by 
𝑃𝑃(𝑍𝑍𝑚𝑚𝑚𝑚𝑚𝑚 > 𝜁𝜁) = 1 − 𝑃𝑃(𝑍𝑍𝑚𝑚𝑚𝑚𝑚𝑚 ≤ 𝜁𝜁) ≈ 1 − exp �−∫ 𝜈𝜈(𝜁𝜁+, 𝑑𝑑)𝑑𝑑𝑑𝑑
𝑇𝑇
0 �    (53) 
where 𝑍𝑍𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑚𝑚𝑎𝑎𝑥𝑥𝑒𝑒(𝑍𝑍(𝑑𝑑)) is the extreme value for the non-stationary process 𝑍𝑍(𝑑𝑑), which is a 
function of the system state 𝐳𝐳𝐬𝐬. 𝑇𝑇 is the duration of the response and 𝜈𝜈(𝜁𝜁+, 𝑑𝑑) the mean 𝜁𝜁-level up-
crossing rate.  
To obtain an expression for 𝜈𝜈(𝜁𝜁+, 𝑑𝑑), a new process 𝑋𝑋(𝑑𝑑) = 𝑧𝑧(𝑑𝑑) − 𝜇𝜇𝑧𝑧(𝑑𝑑) with zero mean and 
standard deviation 𝜎𝜎𝑋𝑋(𝑑𝑑) = 𝜎𝜎𝑍𝑍(𝑑𝑑) is defined with an updated threshold for the new process, 𝜂𝜂(𝑑𝑑) =
𝜁𝜁 − |𝜇𝜇𝑧𝑧(𝑑𝑑)|. In this case, the crossing rate becomes 















− 𝜂𝜂𝐮��       (54) 
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 is the time-dependent correlation coefficient, 𝑛𝑛 = 𝜂𝜂𝐮 − 𝜎𝜎𝑋𝑋𝐮 𝜌𝜌𝜌𝜌
𝜎𝜎𝑋𝑋
 and 𝛷𝛷(. ) 
denotes the normal cumulative distribution function (CDF). 
The values in Equation (54) are obtained from the EKF and UKF inference results. The outcome 
is the CDF of the exceedance probability of the maximum response at high thresholds. This enables 
probabilistic assessment of the risk of the structural response exceeding a given threshold over the 
duration of the excitation, including for small exceedance probabilities that would be infeasible to 
obtain using alternative sampling-based methods. 
4.1.4 Application 
The proposed method is applied to a shear-type building of 10 stories as 
shown in Figure (5-2) to demonstrate its use. This model is chosen to be 
consistent with Tien et al 2016 and facilitate comparison of the results with 
the linear case. For application to real-world problems, a condensed 
structural parameter matrix can be used based on predicted eigenvalues of 
degrees of freedom with uncertainties added to reflect modeling errors. 
The robustness of the methodology to uncertainty in assumed parameters 
is investigated later in the study. The stiffness for each story is assumed to follow the Bouc-Wen 
model, with the resistive force given as 𝐹𝐹(𝑑𝑑) = 𝛼𝛼𝐾𝐾𝑖𝑖𝑢𝑢𝑒𝑒(𝑑𝑑) + (1 − 𝛼𝛼)𝐷𝐷𝐾𝐾𝑖𝑖𝜑𝜑(𝑑𝑑). 𝛼𝛼 is the ratio of final 
to initial stiffness 𝐾𝐾𝑖𝑖 and 𝜑𝜑(𝑑𝑑) is a hysteretic parameter given by 𝜑𝜑𝐮 (𝑑𝑑) = 𝐴𝐴𝑢𝑢𝐮 𝑒𝑒(𝑑𝑑) −
𝛽𝛽|𝑢𝑢𝐮 𝑒𝑒(𝑑𝑑)||𝜑𝜑(𝑑𝑑)|𝑛𝑛−1𝜑𝜑(𝑑𝑑) − 𝛾𝛾𝑢𝑢𝐮 𝑒𝑒(𝑑𝑑)|𝜑𝜑(𝑑𝑑)|𝑛𝑛. 
 




For each story, the authors assume the mean values of mass 𝑚𝑚 and stiffness parameter 𝑘𝑘𝑖𝑖 to be 
unity and damping constant 𝑐𝑐 to be 0.1 such that the coefficient of damping is 5% in the linear 
case. 𝛼𝛼, 𝐷𝐷 1, 𝐴𝐴, 𝛽𝛽, 𝛾𝛾, and 𝑛𝑛 are chosen to be 0.5, 1, 1, 0.5, -1.5, and 2, respectively as in Wen 1980. 
Initial results in the following section assume one known realization of values for the story 
parameters. To reflect the uncertainty in the ability to know the values of structural parameters 
exactly, these parameters are later randomized, distributing them with increasing coefficients of 
variation to investigate the performance of the methodology under increasing degrees of 
uncertainty.  
The ambient noise and sensor measurement error are modeled as zero-mean Gaussian processes, 
with variances 0.5 m/s2 and 0.25 m/s2, respectively, and assuming independence between sensors. 
One sensor is assumed to be placed on each story. The effect of varying the number, placement, 
and accuracy of the sensors on the estimation error is presented at the end of the results section. 
As previously described, the study uses a Bouc-wen model for the force nonlinearity. However, 
the results for a cubic or bilinear stiffness model have been found to be qualitatively consistent 
with the results presented in this study. Finally, it is noted that probabilistic inference on 
accelerations, velocities, and displacements at all stories can be obtained using the proposed 
methodology. The results shown are for the interstory drift between stories 4 and 5, called 
interstory drift #5, throughout this paper for consistency and to demonstrate the ability of the 
method to estimate interstory drift based on measured accelerations. 
4.1.4.1 Modeling the Ground Excitation 
To model the stochastic ground excitation, an earthquake is simulated as proposed in [14]. 
Acceleration at the bedrock 𝑤𝑤 is modeled as a modulated, band-limited, normally distributed white 
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noise process with zero mean and time-varying variance. The time-dependent variance is treated 
as proportional to a gamma probability density function (PDF). A scaled gamma PDF is a 
reasonable representation of an earthquake as it is non-negative, starts at and tends to zero, and 
follows the shape of most earthquakes skewed with a longer right-side tail. The shape (𝑘𝑘) and scale 











2 + 𝐷𝐷5−952     (56) 
These parameters ensure that the mode of the PDF coincides with the time for the maximum 
intensity of the earthquake 𝑑𝑑𝑒𝑒𝑒𝑒𝑚𝑚𝑚𝑚𝑚𝑚 and the central 90% of the distribution corresponds with the total 
duration of the earthquake 𝐷𝐷5−95, which is defined as the time between 5% and 95% Arias intensity 
values. A representative simulation of bedrock motion 𝑤𝑤 is shown in Figure (5-3) with 𝑑𝑑𝑒𝑒𝑒𝑒𝑚𝑚𝑚𝑚𝑚𝑚 = 20 




Figure 4-3 Sample bedrock excitation w  vs. time, where w is normally distributed with time-dependent variance proportional to 
a gamma PDF 
The parameters for the input motion are generally subject to high degrees of uncertainty. In the 
first part of this study, these values are assumed to be known at the site of interest. Later, the 
robustness of the proposed method to uncertainty in these input motion parameters is investigated 
and demonstrated. From the bedrock excitation 𝑤𝑤, the surface acceleration is calculated using 
ground filter parameters of 𝜔𝜔𝑔𝑔
2𝜋𝜋
= 1.5 and 𝜉𝜉𝑔𝑔 = 0.4. The effect of uncertainty in ground parameter 
values is investigated as well. 
The randomized earthquake is used to generate an observation matrix for the sensors placed on the 
structure. These observations are used to estimate the structural response under the excitation. At 
the same time, the simulation finds the actual response of the structure under the given ground 
motion. The estimated response using only the information from the sensor measurements is 
compared with the actual response to examine the accuracy of the method. 
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The process of investigation is as follows. The authors simulate the bedrock excitation, surface 
acceleration at the ground, and resulting structural response; this is called the actual response of 
the system. The structural responses are then used to simulate sensor observations, including 
measurement error. It is based on these observations that the study estimates the structural response 
using the DBN formulation and associated EKF and UKF. With the formulation described, the 
objective is to estimate system state 𝐳𝐳, including displacement responses, based solely on the 
accelerometer measurements 𝐲𝐲. The estimated results are compared with actual responses to assess 
the performance of the proposed methodology. 
4.1.5 Results 
The following results are presented: verification of the derived discretization solutions by 
comparing results using exact versus Taylor approximation methods; comparison of the estimation 
accuracies using EKF versus UKF; probabilistic inferences on the maximum response of the 
structure; robustness of the methodology to uncertainties in the structural, ground, and input 
motion parameters; and the effect of the number, placement, and accuracy of sensors on the ability 
to estimate the structural response. 
4.1.5.1 Verification of Discretization Formulation 
To verify the derivation of the discretization solution for nonlinear systems, the results obtained 
by the exact solution are compared to the Taylor approximation up to the second derivative term. 
The simulated ground motion is used as the direct input to compare the resulting responses. Figure 
(5-4) shows the results for the two discretization solutions for the interstory drift between stories 
4 and 5. The figure shows a close correspondence between the exact and Taylor discretization 
solutions, including capturing of the peaks. Including more terms in the Taylor formulation will 
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decrease the error even further. However, it will increase the computational time and in some cases 
may not be feasible if the nonlinear function is non-differentiable. The approximate solution will 
also contain more error with increasing nonlinearity. The exact discretization formulation is 
therefore used in the remaining portions of this study. 
 
Figure 4-4 Interstory drift under input seismic motion for exact and Taylor expansion discretization solutions 
4.1.5.2 EKF vs. UKF 
Figure (5-5) shows the estimation results using UKF and EKF compared with the actual response 
from the simulation for the interstory drift between floors 4 and 5. To facilitate direct comparison 
between UKF and EKF, this analysis assumes data is available from accelerometers mounted at 
all 10 degrees of freedom. The results are shown more clearly in Figure (6), which focuses on the 
highest peak near 37 s to distinguish the plots. From Figure (5-6), using the UKF results in a 
smaller variance in the estimation compared to the EKF, with a narrower band in the UKF 𝜇𝜇 ± 2𝜎𝜎 
estimates. Additionally, the UKF mean estimate corresponds more closely with the actual 
response.  The total root mean square (RMS) error over the full time history with respect to the 
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actual simulation is 0.0073 (in units of displacement) for UKF compared to 0.0091 (in units of 
displacement) for EKF. Hence, UKF gives a more accurate estimation with lesser variance, and is 
the preferable framework for use in estimation for this application. Hereafter, estimation results 
presented are from the UKF. 
It is noted that small deviations in the UKF estimates compared to the actual response can be seen 
in Figure (5-5) at the beginning of the time history. This is due to the assumption in the estimation 
of the variance of the displacement at the initial time step as 1 unit. However, as evident from 
Figure (5-5) and for the peak in Figure (5-6), the estimation variance as the excitation continues is 
on the order of 10−4 (in units of displacement-squared). Thus, while the UKF analysis fluctuates 
in the beginning of the time history, it quickly converges to the actual response. As the variance 
of the displacement would not be known beforehand, the initial assumption is not changed.  
 




Figure 4-6 EKF and UKF estimates at the peak 
4.1.5.3 Distribution of the Maximum Response 
The ability to use the time history estimates as previously shown to perform probabilistic inference 
on the maximum response is now investigated. The results from the analytical formulation for 
probability of exceedance of the process above safe thresholds are compared with Monte Carlo 
(MC) simulations. 10,000 MC realizations are generated for the posterior process with randomly 
sampled priors. Figure (5-7) shows a close correspondence in the timing of the peak between the 
actual response, UKF estimation, and MC realizations. The magnitude of the peak is captured 
within 1.5% of the maximum response for the UKF estimate. Most of the MC realizations lie 




Figure 4-7 MC realizations of interstory drift #5 compared to actual and UKF response at the peak 
Figure (5-8) shows the obtained stochastic distribution of the maximum response. It gives the 
complementary CDF of the maximum interstory drift of each story, i.e., the probability of the 
maximum response exceeding a threshold value of displacement. For each story, the analytical 
solutions, e.g., “id 1” for interstory drift at the first floor, are compared with MC realizations, e.g., 
“MC id 1”. The distribution for MC is the empirical complementary CDF obtained by counting 
the number of simulations where the absolute maxima exceeds a threshold out of the total 10,000 
MC simulations. 
In Figure (5-8), there is close correspondence between the analytical and MC results across the 
degrees of freedom. This shows the ability of the formulation to obtain stochastic distributions of 
the maximum response based on the sensor measurement data. The analytical solution plots, 
however, display some fluctuations at lower thresholds as can be seen in the plots for “id 1”, “id 
2”, and “id 3” in Figure (5-8). This is in contrast to the expected monotonically decreasing 
complementary CDF. This is due to the assumption of Poisson crossings above the threshold of 
interest. At low thresholds, the assumption does not hold as, for example, clusters of crossings are 
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likely. Therefore, the analytical solution is suitable for use as a predictor at high thresholds and 
low probabilities of exceedance. These are the significant, high-impact events that are of interest, 
particularly when the structure is designed to withstand lower threshold displacements. The 
formulation presented enables risk analysis results for these extreme events, which may be 
infeasible to obtain using MC approaches. 
 
Figure 4-8 Analytical and MC distributions of maximum response with respect to various displacement thresholds 
4.1.5.4 Robustness of Methodology to Uncertainty in Structural and Ground Parameters 
The analyses up to this point have been based on the assumption that all system parameters are 
known. In general, these parameters are estimated and subject to varying degrees of uncertainty. 
Instead of the previously assumed single values for each parameter, in this section, they are 
randomized with increasing coefficients of variation. For structural parameters, damping is in 
general more difficult to estimate compared to mass and stiffness. Therefore, varying coefficients 
of variation (c.o.v.’s) of 0-20% from the nominal values for mass and stiffness and 0-40% for 
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damping are used. The values of these parameters are lognormally distributed at each level of c.o.v. 
Similarly, the ground parameters are also uncertain. The nominal values of ground parameters are 
set as assumed previously with  𝜔𝜔𝑔𝑔
2𝜋𝜋
= 1.5 and 𝜉𝜉𝑔𝑔 = 0.4. These parameters are now varied by 
distributing them lognormally with c.o.v.’s ranging from 0-20%.   
The combined effect of uncertainty in structural and ground parameters is analyzed. For 
consistency, the estimation result for the interstory drift between stories 4 and 5 is analyzed. Figure 
(5-9a) shows the RMS error of the estimated compared to the actual response with a point plotted 
for each value of c.o.v in increments of 1% (2% for damping). For Figure (5-9a), 20 samples are 
simulated for each c.o.v value and the mean and standard deviation of RMS error is calculated 
over all samples. 
From Figure (5-9a), the mean RMS error remains nearly constant over the range of c.o.v.’s, while 
the standard deviation increases with increasing c.o.v.’s. Noting the ordinate scale, the maximum 
𝜇𝜇 + 2𝜎𝜎 value of RMS error is less than 5.5% of the maximum response, at 20% c.o.v. for mass, 
stiffness, ground parameters, and 40% c.o.v. for damping. Thus, the inference is robust to 
uncertainty in the structural and ground parameters even in the nonlinear case. This is because the 
UKF is able to use the information from sensor measurements to overcome the effect of the 
parameter uncertainty. It adapts to the discrepancies in the parameters through the changing 
observation matrix at each time step. 
The variation of the estimate of the maximum structural response as a function of varying 
parameters is also of interest. Figure (5-9b) depicts the actual absolute maximum of the structural 
response with randomly distributed parameters compared to UKF estimates based on nominal 
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values of the parameters. C.o.v.’s are again increasing from 0-20% with c.o.v. of the damping 
coefficient being twice that of the other parameters.  
From Figure (5-9b), the UKF-estimated mean maximum structural response stays within 0.003 
units, or within less than 1%, of the actual maximum response even as c.o.v. increases from 0-20% 
for mass, stiffness, and ground parameters and 0-40% for damping. In addition, the variation of 
the estimate over 20 samples remains consistent with the variation of the actual response as c.o.v. 
increases. Results were similar in looking at structural and ground parameters separately. Thus, 
the estimate of the maximum is robust to uncertainty in the assumed parameters for the 
methodology. 
 
Figure 4-9 (a) RMS error and (b) maximum response as a function of increasing c.o.v.'s of structural and ground parameters 
4.1.5.5  Robustness of Methodology to Uncertainty in Input Motion Parameters  
The input motion parameters to describe an earthquake excitation are highly variable and generally 
unknown. The input motions are recorded and the parameters later investigated. However, this 
study uses a simulated ground motion and hence it is possible to analyze the robustness of the 
methodology to varying input motion parameters. It is noted that input motion uncertainty is 
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analyzed separately because while variations in structural and ground parameters reflect 
uncertainty in assumptions for the analysis, variations in input parameters reflect performance of 
the methodology under different earthquake events.  
In the stochastic ground motion model, two parameters are used to define the earthquake: time of 
maximum intensity 𝑑𝑑𝑒𝑒𝑒𝑒𝑚𝑚𝑚𝑚𝑚𝑚 and effective duration of the earthquake between 5% and 95% of the 
Arias intensity values 𝐷𝐷5−95. Here, these parameters are varied normally with c.o.v.’s ranging 
between 0-20% to reflect variability across earthquake motions. Figure (5-10a) shows the 
performance of the method for c.o.v.’s varying in increments of 1%, with the RMS error again 
calculated as the mean of 20 simulations at every value of c.o.v.  
From Figure (5-10a), the RMS error with varying input parameters remains nearly constant for all 
simulations, both in terms of the mean and standard deviation. This is because the evolution of the 
system per the UKF formulation in Equation (51) depends only on the structural and ground 
parameters, without input parameters. 
Figure (5-10b) shows the behavior of the maximum response with increasing variation in input 
motion parameters. In all cases, the estimated response, both in terms of mean and standard 
deviation, follows closely the actual maximum response. This demonstrates the estimation 




Figure 4-10 (a) RMS error and (b) estimated maximum response as a function of increasing c.o.v.’s of input motion parameters 
4.1.5.6 Varying Measurement Characteristics 
Finally, the effect of the number, placement positions, and measurement errors of the sensors is 
investigated. Figure (5-11) shows RMS error results for three different sensor configurations. First, 
when one sensor is placed at the bottom floor; second, when one sensor is placed at the top floor; 
and third, when four sensors are placed throughout the structure on floors 1, 4, 7, and 10. The 
sensor measurement error is also varied as 0.5, 1, and 2 m/s2. From Figure (5-11), as expected, the 
RMS error is the lowest when more sensors are used because more information is available on 
which to condition the estimation. The RMS error is the highest when only one sensor is placed at 
the bottom floor because this captures the smallest response, thereby providing the least amount 
of information. Consistent with previous results in Tien et al 2013 and Tien et al 2016, when only 
one sensor is placed on the structure, it is advantageous to mount it on the top floor compared to 
the bottom floor. 
Looking at sensor noise, as expected, the error in the estimates increases with increasing 
uncertainty in the sensor measurements. From Figure (5-11), a tradeoff between the number of 
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sensors and the measurement error is observed. For comparable estimation accuracy, more sensors 
should be used if the sensor measurement error is higher, but with better precision sensors, fewer 
sensors can be used. The difference between placing a sensor at the top compared to the bottom of 
the structure, however, is most significant. These results can be applied to structural health 
monitoring systems, in designing effective instrumentation configurations to best support the 
estimation of structural response. 
 
Figure 4-11 RMS errors for varying sensor configurations in terms of number, placement, and precision 
 
4.2 Experimental study 
4.2.1 Introduction 
The proposed approach in the previous section, which leverages the accelerometer monitoring data 
to estimate the structural response, is evaluated by comparing estimated responses with 
experimentally measured test data under different excitations. Data is collected from an 
instrumented two-story structure in the laboratory. Both random excitations and ground motions 
from historic earthquakes are used in the analysis. The objective is to evaluate the accuracy of 























using sparsely instrumented building accelerometer data to estimate and structural displacement 
responses. As multiple sources of uncertainty are present in the problem, performance of the 
methods under uncertainty in the structural parameters and ground motions is also assessed. The 
resulting experimental verification of the approaches, including under uncertainty, is an important 
first step to move from numerical simulation results towards implementation of monitoring 
systems on a real structure. The structure for experimental verification does not have any material 
nonlinearity. 
4.2.2 Experimental setup 
The experimental verification results presented in this study are for both the estimation and 
prediction of the structural response under dynamic loadings. The methodology to predict the 
structural response is presented in the next chapter. First, the accuracy of the real-time estimation 
of the response based on the building accelerometer data is assessed. Second, the ability to predict 
the structural response based on a limited amount of initially collected data is evaluated. The same 
experimental setup and instrumentation is used for verification of both the estimation and 
prediction approaches. The lab-scale experimental setup is shown in Figure (5-12). The two-story 
steel structure has spring steel columns and a steel plate at each story. The story heights for each 
story are 0.520m and 0.555m, respectively; the corresponding mass for each story is 15.4 kg and 
14 kg, respectively. The structure is instrumented with three accelerometers, a string pot, and two 
LVDTs. The accelerometers are mounted at the table and both of the stories. Accelerometer acc1 
measures the input table acceleration, the accelerometer mounted at the first story acc2 measures 
the first story acceleration, and the last accelerometer mounted on the second story acc3 measures 
the second story acceleration. A string pot is placed at the table to measure the table displacement 
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relative to a fixed reference under the excitation, while LVDT1 and LVDT2 measure the first and 
second interstory displacements, respectively. 
 
Figure 4-12 Experimental setup for the instrumented structure 
 
 
Figure 4-13 Experimental test setup in the laboratory 
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Figure (5-13) shows the experimental setup with the image of the structural specimen used. The 
structure is analyzed as a lumped mass system at the two degrees of freedom. The sampling 
frequency for the accelerometers is 100Hz. The displacement is measured in inches and the 
acceleration is measured in the units of 𝑔𝑔. The natural frequencies of the structure are 𝑓𝑓1 = 0.75𝐻𝐻𝑧𝑧 
and 𝑓𝑓2 = 1.75𝐻𝐻𝑧𝑧. The two damping ratios are 𝜁𝜁 1 = 3% and 𝜁𝜁 2 = 5%. The LVDT range is ± 0.5 
in.  
The discretization methodology can be reformulated in terms of natural frequency and damping 
ratio. The state space matrices and vectors become 
𝐀𝐀𝟏𝟏 = �
𝐈𝐈 𝐈𝐈∆𝑑𝑑
𝟎𝟎 𝒆𝒆−2𝛚𝛚𝛇𝛇∆𝑒𝑒�                                                         (1) 
𝐅𝐅𝟏𝟏 = �
𝟎𝟎
−𝛚𝛚𝟐𝟐(𝒆𝒆−2𝛚𝛚𝛇𝛇∆𝑒𝑒 − 𝐈𝐈)(−2𝛚𝛚𝛇𝛇)−1� 𝐳𝐳𝐤𝐤                                       (2) 
𝐛𝐛 = 𝐛𝐛𝐜𝐜(2𝛚𝛚𝛇𝛇)(𝒆𝒆−2𝛚𝛚𝛇𝛇∆𝑒𝑒 − 𝐈𝐈)                                                 (3) 
4.2.3 Evaluation 
Experimental verification of the estimation and prediction approaches is performed by comparing 
the analytical, estimated, and observed response histories for each dynamic excitation. Results 
presented are for the interstory displacement between the first and second stories. Any other 
response of interest, including accelerations, velocities, and displacements at any degree of 
freedom can be similarly compared. The analytical response is calculated based on the known 
input acceleration using the discretization equation. The estimated response is calculated based on 
the data collected from the accelerometer mounted on the second story of the structure without any 
knowledge of the input excitation. The observed response is the response as experimentally 
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measured by the LVDTs. All three responses are shown for the first ground motion. Because the 
analytical and estimated results are close, only the estimated and experimentally observed 
responses are compared for the other excitations.  
Accuracy of the methods are evaluated based on the root mean square error (RMSE) over the full 
time-history and based on the percentage error of the maximum response. RMSE is calculated as 
RMSE = ��∑ (𝑌𝑌𝑒𝑒𝑖𝑖 − 𝑌𝑌𝑒𝑒𝑖𝑖)
2𝑁𝑁
1
𝑁𝑁� �                                                     (4) 
where 𝑌𝑌𝑒𝑒𝑖𝑖 is the observed displacement at time step 𝑖𝑖 and 𝑌𝑌𝑒𝑒𝑖𝑖 is the estimated displacement at the 
same time step. 𝑁𝑁 is the total number of time steps. The RMSE is also scaled by the maximum 
response 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚, giving a percentage error with respect to the absolute value of the maximum 
interstory displacement response as error(%) = RMSE|𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚| ∙ 100, referred to in this manuscript as the 
scaled error. Finally, the percentage error in the estimation of the maximum response is calculated 
as error(%) = |𝐸𝐸𝑒𝑒𝑒𝑒𝑖𝑖𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑑𝑑 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑂𝑂𝑂𝑂𝑒𝑒𝑒𝑒𝑒𝑒𝑣𝑣𝑒𝑒𝑑𝑑 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚|
𝑂𝑂𝑂𝑂𝑒𝑒𝑒𝑒𝑒𝑒𝑣𝑣𝑒𝑒𝑑𝑑 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚
∙ 100. The RMSE provides a global measure of the 
accuracy of the estimation over the full time-history while the error in the maximum provides a 
localized measure of accuracy at the peak response of interest. 
4.2.4 Results 
A series of earthquake and random input excitations are run to assess the accuracy of the approach 
to estimate the structural displacement response based solely on the building accelerometer 
measurement data. The resulting estimated interstory displacement is compared to the 
experimentally observed LVDT measurements to evaluate performance across loadings of varying 
characteristics, including magnitudes and frequency content.  
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Figure (5-14) shows the comparison of the analytical, estimated, and observed interstory 
displacement between the first and second stories for an input excitation of the El Centro 
earthquake scaled to 10% of the actual ground excitation. The results show the three response 
histories to overlap closely. Figure (5-15) zooms in on the peaks of the responses to see their 
variations more clearly. From Figures (5-14) and (5-15), the estimated response is close to the 
actual observed response over the entire time history, including at the peaks. The analytical results 
confirm the discretization formulation and the comparison between the estimated and observed 
responses verifies the estimation approach. The RMSE over the full time-history between the 
estimated and observed responses is 0.0075in. The scaled error is 2.41% of the maximum response. 
It is noted that the scaled error in this case is amplified because the maximum response is small. 
The maximum response itself, which is generally of the greatest importance in reliability studies 
as a governing parameter of performance, is estimated accurately, with an error between the 
estimated and observed maximum responses of 4.79%. 
 




Figure 4-15 Comparison of responses for El Centro earthquake zoomed at the peaks 
Figure (5-16) shows the comparison of the estimated and observed interstory displacement for a 
realization of the Kobe earthquake scaled to 5% of the actual ground acceleration. The results are 
presented for different earthquakes as the character and parameters for different earthquakes are 
quite different. As the method can theoretically have uncertainty at every time step from multiple 
sources, it is important to analyze the performance of the method against different characters of 
earthquake excitations. For clarity, only the estimated and observed responses are compared for 
all the cases from here onwards. For the estimation shown in Figure (5-16), the RMSE is 0.0083in. 
Figure (5-17) shows the comparison of the estimated and observed responses at the peaks for the 
scaled Kobe earthquake excitation. The estimated response history is similar to the experimentally 
observed response, including a close estimate of the peak response. The scaled error is 1.78%, 
which is lower than the previous El Centro case because of the larger magnitude of the maximum 
response, and the error in the estimation of the maximum response is 6.89%. This error is higher 
for Kobe than other earthquakes because the ground motion history has a sudden impulse in the 




Figure 4-16 Comparison of estimated and observed response for Kobe earthquake 
 
Figure 4-17 Comparison of responses for Kobe earthquake zoomed at the peaks 
Figure (5-18) is the comparison of the estimated and observed response for a realization of the 
Miyagi earthquake scaled to 6% of the actual ground acceleration. For this record, the 
methodology provides accurate results across the full time history and for the maximum response 
in particular. The RMSE for this case is 0.0035in with a total error of 0.92%, and the error in the 
estimation of the maximum response is 2.45%. Figure (5-19) shows the comparison of the 
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responses when zoomed in at the peaks. The responses are consistently overlapping across the time 
history and at the peaks. 
 
Figure 4-18 Comparison of estimated and observed response for Miyagi earthquake 
 
Figure 4-19 Comparison of responses for Miyagi earthquake zoomed at the peaks 
60 
 
Figures (5-20) and (5-21) show a comparison of the estimated and observed response for a 
realization of Chi-Chi earthquake scaled at 10% of the actual ground acceleration, over the entire 
time-history and at the peaks, respectively. The RMSE for this case is 0.0083in and the total error 
is 2.48%. The error in the estimation of maximum response is 3.32%. Figure (5-21) shows the 
differences between estimated and observed responses at local peaks. The differences are small 
and consistent with the quantified error. 
 




Figure 4-21 Comparison of responses for Chi-Chi earthquake at 10% scaling, zoomed at the peaks 
In addition to the seismic response, we investigate the performance of the estimation methodology 
for a band-limited white noise excitation. The excitation is banded between 0.5 and 3 Hz to excite 
the first and second mode of the system. Figure (5-22) shows the comparison of the estimated and 
observed interstory displacement for the random input excitation over a time period of 150 
seconds. Compared to the earthquake loadings, the excitation results in more localized peaks and 
sustained periods of higher magnitude responses. The RMSE over the full time history is 0.0104in 
and the total error is 2.88%. The multiple local peaks are well matched by the estimated response. 
The error in the estimation of maximum response is 1.62%. Figure (5-23) shows the comparison 
of the responses when zoomed in at the peaks. The responses are similar with small errors. The 
total error in this case is slightly higher than for the other earthquake loading cases because the 




Figure 4-22 Comparison of estimated and observed response for a random input excitation 
 





4.2.4.1 Estimation under uncertainty 
In any structural response estimation, the values of the structural parameters used influence the 
outcomes of the estimation. In practice, these parameters are estimated, for example, based on 
original structural designs. To assess the impact of uncertainty in these estimated parameters on 
the performance of the methodology compared to experimental results, the parameter values used 
in the response estimation are systematically varied. Figure (5-24) shows the error in the response 
between the estimated and experimentally observed values as the uncertainty in the frequencies 
and damping ratios increase. The error is calculated based on the RMSE as a percentage of the 
maximum response for the nominal case. The randomized structural parameters are taken to be 
normally distributed with the nominal values of the parameters assumed to be the means and with 
varying coefficients of variation (c.o.v.’s). The c.o.v. of the frequencies vary from 0 to 20% and 
the damping ratios from 0 to 40% to reflect the typically larger uncertainty in estimating damping. 
The uncertainty analysis is performed for the Chi-Chi ground motion input with 100 simulations 
run for each c.o.v. In Figure (5-24), the mean and standard deviation of the error are shown. While 
the mean and standard deviation in the error of the estimate increase with increasing c.o.v., as 
expected, the error increases to at most 4.73% for c.o.v. up to 20% for frequency and 40% for 
damping, representing high uncertainties in the structural parameters. The results show the 




Figure 4-24 RMS Error in response estimate with increasing c.o.v. for structural parameters 
To assess the impact of uncertainty in the structural parameters on the uncertainty of the maximum 
response estimation, Figure (5-25) shows the distribution of the estimated maximum interstory 
displacement response for increasing values of the c.o.v. As the c.o.v. increases, the standard 
deviation of the estimate increases; however, the magnitude of the increase is small. The mean 
estimate of the maximum structural response remains consistent even for high uncertainties in the 
structural parameters, with a mean value close to the actual maximum response. The results show 
that the methodology is robust even for high uncertainties in the structural parameters to estimate 
the maximum response as the variance in the prediction is low and the expected value of prediction 




Figure 4-25 Maximum response estimate with increasing c.o.v. for structural parameters 
 
4.3 Conclusion 
The proposed methodology uses the Kalman-estimated system state to assess the nonlinear 
response of a structure under seismic load based on observations from accelerometers placed on 
the structure. The methodology includes an exact discretization solution derived for the nonlinear 
system and validated against a Taylor expansion-based discretization method. The estimation 
results show the UKF to provide the most accurate estimations of structural response, particularly 
at the peak. The methodology provides a probabilistic assessment of the distribution of the 
maximum response in particular, with the analytical results verified through comparison with MC 
simulations. Through analyses of the impact of variations in the system parameters on the results, 
the methodology is shown to be robust to inaccurate or uncertain assumptions for the structural 
and ground parameters, as well as across input motions. Additionally, inferences drawn support 
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decision making in structural health monitoring applications, including in the number, placement 
and accuracy of sensors required to assess structural response. The probabilistic formulation 
presented enables estimation of the stochastic distribution of the maximum nonlinear response, 
under conditions of uncertainty for the system, excitation, and measurement parameters.  
The results of this study are experimentally verified using building accelerometer data. The 
observed response histories measured from the experimental tests are compared with the estimated 
responses for a number of input excitations, including scaled El Centro, Kobe, Miyagi, and Chi-
Chi earthquake ground motions. The error in the estimation is quantified in terms of RMSE over 
the full time-history, with the estimation methodology achieving between 1% and 3% error relative 
to the maximum response using only the accelerometer measurement data without knowledge of 
the excitation. In terms of estimating the maximum response, of interest in many structural 
reliability calculations, the methodology is accurate within 3% to 7% of the experimentally 
observed maximum interstory displacement. The error is even lower for the random input 
excitation. The proposed estimation methodology works in real time and uses only the data from 
building-mounted accelerometers to provide an estimation for the structural response. Increasing 
uncertainty in the estimated values of the structural parameters, the method estimates the response 
with at most 4.73% error for coefficients of variation up to 20% for frequency and 40% for 
damping. The results show that the methodology can be used in real time to robustly estimate the 




CHAPTER 5. NEAR-TERM RELIABILITY: REAL TIME 
PREDICTION OF STRUCTURAL SEISMIC RISK AND A 
STRUCTURE-SPECIFIC EARTHQUAKE EARLY WARNING SYSTEM 
5.1 Theoretical study 
5.1.1 Introduction 
Earthquakes are among the most significant natural hazards we face, causing an average of $12 
billion in economic damages and nearly 13,000 deaths annually across the globe [number]. The 
risk from any natural hazard depends on the occurrence and extent of the hazard, vulnerability of 
the infrastructure, and consequential effects on the population. With aging infrastructure, growing 
populations in earthquake-prone areas, and an increasing number of earthquakes including due to 
human activities such as fracking and saltwater disposal, global seismic risk is increasing. 
Effective earthquake early warning systems would enable protective measures to be taken and 
vulnerable populations to seek safety before the full extent of a seismic event occurs.  
The complexity in the nucleation and growth of an earthquake, however, makes it difficult to 
accurately predict seismic events. Recently, several early warning systems have been developed, 
which use real-time seismology to issue an earthquake warning. These systems rely on the real-
time recording and processing of earthquake data. Such models predict the extent of a regional 
earthquake threat based on the content of the seismic wave within the initial few seconds of a 
recorded event. We propose an early warning system that goes beyond ground motion prediction 
to consider the response of the structure itself. The objective is to create a methodology that 
provides an earthquake early warning based on the anticipated structural response, which is 
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predicted from information from sparsely instrumented buildings rather than relying on extensive 
seismological data. The proposed localized and structure-specific approach uses collected data to 
run simulations and create a suite of synthetic accelerograms. These accelerograms are then used 
to estimate structural responses, with warnings based on predicted maximum responses. 
Specifically, the methodology first takes the data from an accelerometer placed on the structure 
and separates the ground motion and structural response in real time. The initial 3 seconds of p-
wave data is used to estimate the characteristics of the earthquake, including moment magnitude, 
Arias intensity, and hypocentral distance from the structure. A number of ground motions are then 
simulated based on these parameters. From these, we find the structural response for each 
simulated ground motion and infer the maximum structural response due to the upcoming 
earthquake. The future structural response is predicted as the average of the responses to the set of 
predictive simulated ground motions. The proposed method does not require extensive knowledge 
of the regional seismic history, local ground characteristics, or information from additional 
seismograph stations. It is a minimalist approach, which can, however, be made more accurate if 
conditioned on additional known seismological information at the site under consideration.  
The rest of the study is organized as follows: next section provides background on previous work 
on seismic risk and earthquake early warning systems, followed by a section that describes the 
proposed methodology, including separation of the ground motion and structural response, early 
prediction of earthquake parameters, and simulation of ground motions. The results of the 
methodology are presented later, with the distribution of predicted maximum responses and root 
mean square errors of the predictions presented for an example earthquake. Computational 
efficiency of the methodology is investigated, as well as robustness of the method to uncertainty 
in assumed system parameters. The methodology is applied to several earthquakes to investigate 
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the generalizability of the methodology across earthquake events. Finally, the method is 
investigated using experimental data based on the experimental setup from the previous chapter. 
5.1.2 Background 
Most of the previous work on structural seismic risk has focused on assessing risk to a building or 
region before or after an event has occurred. Pre-event analyses include recent work in response 
estimation and building portfolio reliability assessment to compute seismic loss probabilities [46-
47]. Other work includes quantifying uncertainty in seismic risk assessment [48] and risk 
assessment for particular structures, such as reinforced-concrete frames [49-50], seismically 
isolated structures [51], and bridges [52]. Post-event analyses focus on damage mapping [53] and 
assessment [54] after the earthquake has occurred. In contrast to these studies, the methodology 
proposed here is for real-time prediction of seismic risk given the occurring ground motion. This 
is related to previous work in earthquake early warning with a focus on structural response in 
particular. 
The development of earthquake early warning systems using real-time seismology dates back to 
Nakamura’s introduction to the concept of using frequency content of p-waves for inferences on 
the characteristics of an earthquake [6]. The frequency content in the initial few seconds of the p-
wave can be analyzed either as the time period of a monochromatic wave (𝜏𝜏𝑐𝑐) or as the maximum 
time period (𝜏𝜏𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚). Kanamori [7] extended Nakamura’s work to use in practical real-time 
seismology. Studies by Wu and Kanamori [8-11] show a strong correlation between 𝜏𝜏𝑐𝑐 and 
moment magnitude 𝑀𝑀𝑤𝑤. They developed an early warning system based on the initial 3 seconds 
of the p-wave by observing 𝜏𝜏𝑐𝑐 and the maximum ground displacement 𝑃𝑃𝑑𝑑. Through the 𝜏𝜏𝑐𝑐-𝑃𝑃𝑑𝑑 
method, 𝑃𝑃𝑑𝑑 was found to have a good correlation with the peak ground velocity (PGV) of the 
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approaching earthquake. Allen and Kanamori [12] and Olson and Allen [13] used 𝜏𝜏𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚 to develop 
a similar methodology. Through the 𝜏𝜏𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚-𝑃𝑃𝑑𝑑 method, their work shows a strong relationship 
between 𝜏𝜏𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚 and 𝑀𝑀𝑤𝑤. 
Wurman, Allen, and Lombard [55]; Allen [56]; and Allen et al. [57] proposed ElarmS, which uses 
a network-based approach. It extends the single station approach from previous studies to a 
network of stations, where the data from the entire network is processed simultaneously to issue a 
regional warning. Cua and Heaton [58] developed virtual seismologist (VS), using a Bayesian 
approach to predict the most probable magnitude and location of an earthquake given observations 
through conditioning on historical data. An extensive data history is required for the prior 
distributions and conditioning. Wu, Kanamori, Allen, and Hauksson, [59]; and Shieh, Wu, and 
Allen [60] found relationships between the initial ground motion parameters and earthquake 
characteristics, with these methods subsequently used for earthquake warning applications in Böse 
et al [61-62] and Cheng, Wu, Heaton, and Beck [63]. 
All of the described earthquake early warning systems predict the extent of an upcoming 
earthquake for a region. These methods do not account for the behavior of individual structures. 
Assessing the seismic risk for a particular building requires a combined analysis of the ground 
motion and structural behavior. Therefore, we move beyond regional earthquake warnings to 
create a structure-specific and localized earthquake early warning system. This study investigates 
our proposal that from the first 3 seconds of structural sensor data, we can obtain predictive 
characteristics of the earthquake. If we then simulate a number of ground motions, then the average 
structural response will conform to the actual response of the structure under the approaching 





The full methodology is shown in the flowchart given in Figure (6-1). The specific steps of the 
process are described in detail in the following sections. 
Figure 5-1 Flowchart of the methodology 
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5.1.3.2 Separation of ground motion and structural response 
In this study, we assume a minimally instrumented building using low-cost accelerometers. The 
first step of the process is to use the data from the accelerometers placed on the structure to obtain 
the ground motion signal. If the accelerometer is placed on the ground  at the structure, then it 
captures the ground motion directly, but if the same sensor is placed on any other part of the 
structure, then it records the sum of the ground motion and the structural response. Therefore, we 
need to separate these two elements from the accelerometer measurements [64]. To do this, the 
unscented Kalman filter (UKF) is used as in [65]. In addition, the sensor recordings contain 
ambient noise. As shown in [1], the error in the estimate due to ambient noise reduces significantly 
if the sensor is placed on the higher stories of a structure. Hence, if a structure is instrumented with 
a single accelerometer, as is assumed in this study, we recommend that the sensor be placed on the 
top story of the building for these applications. 
To separate the ground motion from the structural response, we begin with the equation of motion 
for a structure subjected to ground acceleration 
𝐌𝐌𝐮𝐮𝐮𝐬𝐬 + 𝐂𝐂𝐮𝐮𝐮𝐬𝐬 + 𝐅𝐅(𝐮𝐮𝐬𝐬) = −𝐌𝐌𝟏𝟏𝑎𝑎𝑔𝑔         (1) 
where 𝐌𝐌, 𝐂𝐂 and 𝐅𝐅 represent the mass, damping and spring force matrices, respectively. 𝐮𝐮𝐬𝐬 
represents displacement of the structure and 𝑎𝑎𝑔𝑔 acceleration of the ground. Defining 𝐳𝐳𝐓𝐓: =
�𝐮𝐮𝐬𝐬𝐓𝐓 𝐮𝐮𝐮𝐬𝐬𝐓𝐓� in first-order form, the equation of motion is  




−𝟏𝟏� 𝑎𝑎𝑔𝑔       (2) 
𝐳𝐳𝐮 = 𝐀𝐀𝐜𝐜(𝐳𝐳)𝐳𝐳 + 𝐛𝐛𝐜𝐜𝑎𝑎𝑔𝑔                               (3) 
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We discretize Equation (2) as in [65] to obtain the evolution of the system from time step 𝑘𝑘 to 𝑘𝑘 +
1 

















𝜉𝜉𝑔𝑔 and 𝜔𝜔𝑔𝑔 are the damping ratio and angular frequency of the ground, respectively, ∆𝑑𝑑 is the 
discretization time step and 𝐛𝐛𝒄𝒄 is as defined in Equation (3). Equation (4) shows the propagation 
of the system state in time. Using the UKF framework enables us to estimate the relative structural 
response 𝐮𝐮𝐬𝐬 and 𝐮𝐮𝐮𝐬𝐬 at every time step. The time step used throughout is the sampling time of the 
accelerometer. 




             (5) 
where subscript 𝑛𝑛 represents the nth level where the accelerometer is placed, and subscript 𝑘𝑘 




𝑎𝑎𝑔𝑔 = 𝑎𝑎𝑒𝑒𝑛𝑛 − 𝑎𝑎𝑒𝑒𝑛𝑛𝑘𝑘        (6) 
where 𝑎𝑎𝑒𝑒𝑛𝑛 is the total acceleration measured by the sensor placed at the nth story. From Equation 
(6), the ground acceleration and relative structural acceleration are separated from the measured 
observations of the accelerometers.  
As it is processed, the ground motion data is simultaneously passed through a 2-pole, 0.075 Hz 
Butterworth filter. The first 3 seconds of the filtered ground motion p-wave acceleration data is 
recorded for further analysis and inference. The data is also simultaneously integrated recursively 
to obtain the ground velocity and displacement response history. 
5.1.3.3 Inferences from first 3 seconds of p-wave data 
The processed data for the first 3 seconds of the earthquake contains significant information about 
the seismic event. The measure of the frequency content of the recorded data is closely related to 
the intensity of earthquake. The peak ground displacement combined with the frequency content 
provide a good estimate of the hypocentral distance of the earthquake from the place of interest. 
There are two parameters used to measure the frequency content of the earthquake: 𝜏𝜏𝑐𝑐 [13-16]  and 
𝜏𝜏𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚 [17-21]. 
𝜏𝜏𝑐𝑐 is a measure of the average period of ground motion or the period of the monochromatic wave. 




                    (7) 
where 𝜏𝜏0 is 3 seconds from the onset of p-wave arrival, 𝑢𝑢𝐮 (𝑑𝑑) is the ground motion velocity and 






= 4𝜋𝜋2 < 𝑓𝑓2 >        (8) 
where 𝑓𝑓 is the frequency, 𝑢𝑢�(𝑓𝑓) is the frequency spectrum of 𝑢𝑢(𝑑𝑑) and < 𝑓𝑓2 > is the average of 𝑓𝑓2 






                    (9) 
𝜏𝜏𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚, unlike 𝜏𝜏𝑐𝑐, is not the average time period with respect to the frequency content of the wave. 
Rather, it is the dominant time period of the wave in the time period under consideration. 𝜏𝜏𝑝𝑝 is 
determined recursively as a time series from the waveform. It contains the information about the 
frequency content of the seismic waveform up to the time at which it is calculated. Therefore, we 





                (10) 
where 𝑘𝑘 corresponds to the kth time step and 
𝑋𝑋𝑘𝑘 = 𝛼𝛼𝑋𝑋𝑘𝑘−1 + 𝑢𝑢𝐮 𝑘𝑘2                 (11) 






       (12) 
where 𝑢𝑢𝐮 𝑘𝑘 is the velocity at the kth time step and 𝛼𝛼 is a smoothing constant taken to be 0.99. The 
calculations for 𝜏𝜏𝑝𝑝 are started at 𝑑𝑑=0.05s rather than 𝑑𝑑=0.00s to avoid any error due to noise before 
the arrival of the p-wave in the recursive formulation. 
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The peak ground displacement (PGD) in the first 3 seconds is an important parameter as it 
correlates with the final peak ground velocity and hypocentral distance. Hence, we also record the 
PGD 𝑃𝑃𝑑𝑑 contained in the first 3 seconds of the p-wave calculated from the integration of the 
separated ground motion acceleration signal. 
5.1.3.4 Early prediction of earthquake parameters 
The measured frequency content of the first 3s of p-wave is correlated to the moment magnitude 
of the earthquake. Although no direct relationship has been established, several empirical studies 
relate moment magnitude to the parameters calculated above. We use the results of these studies 
together to estimate a nominal mean moment magnitude 𝑀𝑀𝑤𝑤 for the earthquake. The following 
empirical relations are used: 
𝑀𝑀𝑤𝑤 = (𝜏𝜏𝑐𝑐 + 7.76)/1.56                    [60] (13) 
𝑀𝑀𝑤𝑤 = (log10 𝜏𝜏𝑐𝑐 + 1.462)/0.296            [52]  (14) 
𝑀𝑀𝑤𝑤 = 4.218 ∗ log10 𝜏𝜏𝑐𝑐 + 6.1666                           [59] (15) 
𝑀𝑀𝑤𝑤 = 6.3 ∗ log10 𝜏𝜏𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚 + 7.1                                [56]       (16) 
𝑀𝑀𝑤𝑤 = 7 ∗ log10 𝜏𝜏𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚 + 5.9                                    [54]        (17) 
𝑀𝑀𝑤𝑤 = {(0.36 ∗ log10 𝑃𝑃𝑃𝑃𝐴𝐴 − 0.93 ∗ log10 𝑃𝑃𝑑𝑑) − 5.495}/(−0.615)            [55] (18) 




From the above relations, we calculate the mean and standard deviation of the estimated moment 
magnitude of the earthquake. Due to uncertainty in this estimation and differences among the 
empirical relations, we create an array of 100 realizations of the moment magnitude for this 
earthquake by drawing randomized normally distributed values about the mean with the calculated 
standard deviation. 
The next step is to predict the earthquake parameters: hypocentral distance 𝑅𝑅, significant duration 
𝑑𝑑5−95, and Arias intensity 𝐼𝐼𝑚𝑚. We predict the hypocentral distance 𝑅𝑅 (km) from the site of interest 
based on the frequency content of the seismic wave and the PGD during the recorded 3 seconds. 





                            [59]     (19) 
Note that 𝑀𝑀𝑤𝑤 is now an array of 100 realizations. Therefore, we obtain an array of 100 values for 
𝑅𝑅 corresponding to each realization of moment magnitude. 
The significant time duration 𝑑𝑑5−95, defined as the time occurring between 5% and 95% of Arias 
intensity, is related to the moment magnitude and hypocentral distance. There are three possible 
relations, given in Equations (20)-(22), which can be used to find 𝑑𝑑5−95 with respect to each 
moment magnitude realization 
𝑑𝑑5−95 = 0.02 exp(0.74𝑀𝑀𝑤𝑤) + 0.3𝑅𝑅                                      [66]     (20) 
𝑑𝑑5−95 = 11.2𝑀𝑀𝑤𝑤 − 53                                                [67]     (21) 
log10 𝑑𝑑5−95 = −1.3877 + 0.2451 ∗ 𝑀𝑀𝑤𝑤 + 0.6280 ∗ log10 √4.52 + 𝑅𝑅2         [68]     (22) 
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Equation (21) works well only for 𝑀𝑀𝑤𝑤 > 6 [32]. As an objective of this study is to create an 
automated system for earthquake early warning that is applicable across magnitudes of earthquake 
events, this relation is not used. We have found Equations (20) and (22) to produce similar results. 
However, Equation (22) is more computationally expensive. Therefore, Equation (20) is used in 
this study. It is noted that unlike 𝑀𝑀𝑤𝑤, the precise value of 𝑑𝑑5−95 does not significantly affect the 
outcome of the simulated ground motion. Therefore, while all 6 empirical relations are used to 
estimate 𝑀𝑀𝑤𝑤, and the mean and standard deviation of the result used for subsequent sampling, only 
one relation is used here. The result of this step is an array of 100 values for 𝑑𝑑5−95. 
Arias intensity depends on the acceleration content of the seismic waveform. In general, the Arias 
intensity of an earthquake is calculated as the sum of Arias intensities of the motion in both 
horizontal directions, i.e., 𝐼𝐼ℎ = 𝐼𝐼𝐸𝐸𝐸𝐸 + 𝐼𝐼𝑁𝑁𝑁𝑁. In this study, we estimate the total horizontal Arias 
intensity based on moment magnitude, hypocentral distance and soil class [34]. However, we need 
the Arias intensity specific to the dominant direction. We approximate the predominant Arias 
intensity to be a mean 60% of the total horizontal intensity [69]. Equation (23) gives the Arias 
intensity for each site class multiplied by a randomized factor 𝑘𝑘 sampled from a truncated normal 
distribution with mean 0.6 and varying between 0.5 and 0.7. 𝜖𝜖 is a random error normally 
distributed with zero mean and specified standard deviation. 
Soil class B   𝐼𝐼𝑚𝑚 =𝑘𝑘 ∗ exp (2.071𝑀𝑀𝑤𝑤 − 2.178 ln𝑅𝑅 − 8.492 + 𝜖𝜖(0,1.29))             (23-1) 
Soil class C   𝐼𝐼𝑚𝑚 =𝑘𝑘 ∗ exp (2.290𝑀𝑀𝑤𝑤 − 1.245 ln𝑅𝑅 − 13.539 + 𝜖𝜖(0,1.23))           (23-2) 
Soil class D   𝐼𝐼𝑚𝑚 =𝑘𝑘 ∗ exp (2.155𝑀𝑀𝑤𝑤 − 1.323 ln𝑅𝑅 − 11.920 + 𝜖𝜖(0,1.25))           (23-3) 
Soil class E   𝐼𝐼𝑚𝑚 =𝑘𝑘 ∗ exp (1.746𝑀𝑀𝑤𝑤 − 1.585 ln𝑅𝑅 − 7.409 + 𝜖𝜖(0,0.82))  (23-4) 
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Thus, we estimate the Arias intensity for the predominant direction for different site classes. 
However, if the site class is unknown, then conservatively site class D may be used. In this study, 
for a general structure situated on a site, we have assumed the site class to be D. If further 
information is available about the site of interest, the relation for that particular site class may be 
used. The result from this step is an array of 100 values of Arias intensity. 
5.1.3.5 Simulation of ground motions 
Next, we simulate synthetic ground motions using the predicted earthquake parameters. This is 
done by modulating a normalized white noise process in time as in [14]. We choose a gamma 
modulating function given as 
𝑞𝑞(𝑑𝑑,𝜶𝜶) = 𝛼𝛼1𝑑𝑑𝛼𝛼2−1exp (−𝛼𝛼3𝑑𝑑)                        (24) 
where 𝑞𝑞(𝑑𝑑,𝛼𝛼) is the time-modulating function, 𝑑𝑑 is time, and, 𝜶𝜶 = (𝛼𝛼1,𝛼𝛼2,𝛼𝛼3) are the parameters 
controlling the properties of the function. 𝛼𝛼1 controls the intensity of the process, 𝛼𝛼2 the shape and 
𝛼𝛼3 the duration of the motion. We use Arias intensity 𝐼𝐼𝑚𝑚, significant duration 𝑑𝑑5−95 and the time of 
occurrence of the maximum shaking 𝑑𝑑𝑚𝑚𝑖𝑖𝑑𝑑 defined as the time of 45% Arias intensity to calculate 
the parameters of the modulating function.  
We estimate the total time period of the seismic motion as 3 times the significant duration [34]. 
The maximum intensity of an earthquake typically occurs during the initial phase with a longer 
right-side tail. Therefore, we factor the total time by a randomized factor normally distributed 









             (25-1) 
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        (25-3) 
We estimate the impulse response function (IRF) of the filter as the pseudo acceleration response 
of a single degree of freedom linear oscillator as 




exp�−𝜁𝜁𝜕𝜕𝜔𝜔𝜕𝜕(𝜏𝜏)(𝑑𝑑 − 𝜏𝜏)� ∗ sin �𝜔𝜔𝜕𝜕(𝜏𝜏)�1−𝜁𝜁𝜕𝜕2(𝑑𝑑 − 𝜏𝜏)�    𝜏𝜏 ≤ 𝑑𝑑
0   𝑜𝑜𝑑𝑑ℎ𝑒𝑒𝑛𝑛𝑤𝑤𝑖𝑖𝑒𝑒𝑒𝑒
  (26) 
where 𝑑𝑑 is the time at the kth step under consideration, and both 𝑑𝑑 and 𝜏𝜏 range from 0 to the total 
time duration. 
We approximate the filter frequency 𝜔𝜔𝜕𝜕 and filter damping ratio 𝜁𝜁𝜕𝜕 using the count of zero-level 
up-crossings [32]. We count the cumulative number of zero-level up-crossings at each time step 
during the recorded 3 seconds of motion and find the best second-order curve-fit approximation 
for it. The slope of the curve gives 𝜔𝜔𝜕𝜕 as a function of time. We are assuming 𝜁𝜁𝜕𝜕 to be independent 
of time. It is estimated using the cumulative count of positive minima and negative maxima in the 
recorded motion compared to the count for a target accelerogram of the same duration for 𝜁𝜁𝜕𝜕 values 
between 0.1 and 0.9. We assume the directional components of the ground motion to be correlated 
to follow the same trend.  
The discretized model for the ground acceleration 𝑎𝑎𝑔𝑔 is given as 







                               (28) 
𝑘𝑘 is chosen such that 𝑑𝑑𝑘𝑘 = 𝑑𝑑 and 𝑤𝑤 represents zero-mean white noise. We note that this simulation 
process slightly overestimates the response over the period of the seismic event, and it should be 
passed through a high-pass filter. However, we use the original simulation result as the ground 
acceleration in this study to be conservative in the estimation. From this process, we obtain 100 
sets of time histories of the ground motion, corresponding to the 100 sets of estimated earthquake 
parameters. We are then able to predict the maximum structural response for each simulated 
ground motion using Equation (4). 
5.1.4 Results 
We apply the proposed methodology to a single degree of freedom lumped mass system to estimate 
the maximum displacement response of a cantilever 12’ W10X49 column under an example 
earthquake event. The coefficient of damping is assumed to be 5%. The ground motion used is the 
Chi-Chi earthquake because of the availability of consistent high-resolution data across stations 
for this event. Results for the application of the proposed methodology to other earthquakes are 
provided later in this section. In this section, we present results on the efficiency of the proposed 
method in terms of number of simulations and computational time, assess the estimation accuracy 
of the method, provide probabilistic inference on structural risk to the earthquake event, and 
investigate robustness of the prediction to variation in system parameters. 
5.1.4.1 Application of methodology to Chi-Chi earthquake 
We first identify the parameters 𝜔𝜔𝜕𝜕 and 𝜁𝜁𝜕𝜕 for the ground motion simulation. To estimate 𝜔𝜔𝜕𝜕, we 
count the cumulative number of zero-level up-crossings as described in Section 3 and curve fit this 
82 
 
as a second-order polynomial approximation. Its differential gives a first-order polynomial that 
represents 𝜔𝜔𝜕𝜕 varying in time.  
To estimate 𝜁𝜁𝜕𝜕, we compare the cumulative number of positive minima and negative maxima of 
the ground motion with that of simulated accelerograms using different values of 𝜁𝜁𝜕𝜕. As the 
estimation of 𝜁𝜁𝜕𝜕 is based on a cumulative count, a full time history is required to produce a reliable 
estimate of 𝜁𝜁𝜕𝜕 [32]. Damping ratio is a ground property and we treat it as a constant predicted from 
any known ground motion time history at the site. Figure (6-2) shows the cumulative count of 
positive minima and negative maxima for the Chi-Chi earthquake for 3 directions of ground 
motion and simulated accelerograms for varying values of 𝜁𝜁𝜕𝜕.  
 
Figure 5-2 Characteristics of motion for 3 directional components of ground motion and varying values of ζf 
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From Figure (6-2), the cumulative counts of positive minima and negative maxima are similar for 
the 3 components of ground motion, supporting our initial assumption of a correlation between the 
directional components. For each 𝜁𝜁𝜕𝜕, each accelerogram will produce a different cumulative count 
plot. The plots for different accelerograms with similar 𝜁𝜁𝜕𝜕, however, are similar. Therefore, one 
simulation for each 𝜁𝜁𝜕𝜕 is sufficient for comparison with the plot from the ground motion to find 
the best-fit 𝜁𝜁𝜕𝜕. From Figure (2), we choose 𝜁𝜁𝜕𝜕 = 0.25, which negates the error on either side, 
compared to 𝜁𝜁𝜕𝜕 = 0.2 and 𝜁𝜁𝜕𝜕 = 0.3, which underestimate and overestimate the ground motion 
plot, respectively. 𝜁𝜁𝜕𝜕 is assumed to be constant and characteristic of the site location, calculated 
beforehand from any previous recording of ground motion at the site. Robustness of the proposed 
methodology to errors in the estimation of 𝜁𝜁𝜕𝜕 is investigated later in this section. 
Figure (6-3) shows an example of the separated ground acceleration in the first 3 seconds based 
on the structural sensor measurements. This data is used to identify the earthquake parameters as 
described in Section 3. From these, we then simulate 100 realizations of the ground motion, one 




Figure 5-3 First 3 seconds of ground acceleration obtained from sensor measurements 
 
Figure 5-4 One realization of simulated ground motion 
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Under each ground motion simulation, we calculate the absolute maximum response of the 
structure using Equation (4). The predicted maximum response is then estimated as the mean of 
the results. This predicted maximum from the first 3 seconds of p-wave data is compared to the 
actual maximum response of the structure given the full ground motion record to assess the 
accuracy of the methodology. 
5.1.4.2 Estimation accuracy and number of simulations 
Figure (6-5) shows the variation in the accuracy of the methodology as a function of the number 
of ground motion simulations used for prediction. The rightmost plot for 100 simulations considers 
all 100 ground motions. The predicted maximum response (inches) is calculated as the mean of 
the 100 simulations. The leftmost plot considers the case of using only 1 simulation for prediction. 
In this case, the scatter of the possible predicted values for 100 cases of 1 simulation each is shown 
in the box plot, where the box represents the 25th to 75th percentile of predicted responses, the 
central line within the box indicates the median, and outliers are indicated as crosses. The results 




Figure 5-5 Distribution of mean maximum response with varying number of simulations 
In Figure (6-5), the estimated mean maximum response converges to the actual maximum response 
with an increasing number of simulations. The spread of the predicted maximum response also 
decreases. The estimated mean converges to a value slightly higher than the actual absolute 
maximum response due to the conservative approach taken in the ground motion simulation 
process as described in Section 3.  
Figure (6-6) shows the variation of root mean square (RMS) error and the total simulation time 




Figure 5-6 RMS error and simulation time vs. number of simulations 
In Figure (6-6), we see that increasing the number of simulations decreases the error in the 
prediction. However, the cost of computation increases, as measured by the simulation time. The 
RMS error using 100 simulations is 3.17% of the actual maximum response compared to an error 
of 55.33% for a single realization. The time taken for 100 simulations is 1.79s compared to 0.033s 
for a single simulation. Looking at the trends of the two plots, the RMS error decreases 
exponentially, while the simulation time increases linearly as the number of simulations used in 
the prediction increases. The RMS error decreases with more simulations, but eventually levels 
off, whereas the time taken continues to increase. Using 100 realizations offers a reasonable 
tradeoff between computational time and RMS error. In addition, 1.78s of processing time from 
an initial 3s of data is an acceptable time for an earthquake early warning system, particularly 
considering full ground motion durations of 100-150s. Hereafter, 100 simulations of the ground 
motion are used for the results presented in this study.  
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5.1.4.3 Probabilistic inference on structural risk 
Figure (6-7) shows that the distribution of the predicted maximum response follows closely the 
lognormal distribution. The mean and standard deviations of the fitted lognormal probability 
density function (PDF) are within 1% of the mean and standard deviations of the realizations. The 
fit is shown in the cumulative distribution function (CDF) given in Figure (6-8) as well, which 
plots the CDF of the realizations compared to the CDF for a fitted lognormal distribution. The 
highlighted boxed values are probabilities of not exceeding the actual (14.21 in) and estimated 
mean (14.81 in) maximum responses. Due to the conservative approach, there is a lower 
probability of exceedance for the estimated response. From Figure (6-7) and Figure (6-8), we see 
that a lognormal distribution can be used to estimate the probability of exceeding the safe threshold 
of a structure. Such probability of exceedance can be used to make inferences on the level of risk 




Figure 5-7 Distribution of simulated maximum responses and fitted lognormal PDF 
 
Figure 5-8 Cumulative probability of simulated maximum response and fitted lognormal CDF 
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5.1.4.4 Robustness to errors in estimation of ground parameters 
Earlier, we described estimating the value of ground damping parameter 𝜁𝜁𝜕𝜕 using the cumulative 
count of positive minima and negative maxima for the recorded ground motion compared to 
simulated accelerograms. We propose estimating 𝜁𝜁𝜕𝜕 beforehand from previous recordings of 
ground motion at the site and using that value as a constant site parameter. Hence, 𝜁𝜁𝜕𝜕 is only a 
function of the site and independent of other parameters. This assumption, however, introduces 
potential errors into the methodology. Here, we investigate the performance of the methodology 
given errors in the estimation of the parameter 𝜁𝜁𝜕𝜕. In Figure (6-9), we show the predicted maximum 
response compared to the actual response for varying values of 𝜁𝜁𝜕𝜕 from 0.10 to 0.40 in steps of 
0.05, as well as for parameter values randomized normally with mean 0.25 and standard deviations 
0.05 and 0.10. 100 realizations of ground motion are simulated to calculate the mean absolute 
maximum response for each case.  
 


























Figure (6-9) shows the variation of the predicted mean maximum response for different values of 
𝜁𝜁𝜕𝜕. We see that though the error increases with increasing error in estimation of 𝜁𝜁𝜕𝜕, the predicted 
response is within 10% of the actual response, on either side of the values of 𝜁𝜁𝜕𝜕 = 0.25. 
Additionally, the prediction shows a consistent trend over the range of 𝜁𝜁𝜕𝜕, and the two cases of 
randomized parameter values correspond well with the case of a deterministic 𝜁𝜁𝜕𝜕 = 0.25.  
5.1.4.5 Robustness to uncertainty in structural parameters 
The proposed methodology requires input structural parameters to calculate the structural response 
for each realization of ground motion. Structural parameters are typically estimated or modeled, 
for example, based on design drawings. There is uncertainty in this estimation, however. In the 
analyses thus far, we have used the assumed nominal values of the structural parameters. It is 
important to also assess the performance of the proposed methodology under the case of varying 
structural parameters subject to uncertainty. To do this, we lognormally vary the mass m, stiffness 
k, and damping c of the structure over a range of coefficients of variation (c.o.v.). Figure (6-10) 
shows the estimation results for c.o.v. of m and k ranging from 0% to 20% with a step size of 1% 
and c.o.v. of c varying from 0% to 40% in increments of 2%. With the 100 ground motions, we 
draw 20 and 100 realizations of m, k, and c for each value of c.o.v. The calculated mean of 20 and 




Figure 5-10 Variation of mean maximum response with varying m, k, and c 
Noting the ordinate scale, Figure (6-10) shows the prediction of the maximum response to be 
robust to uncertainty in the structural parameters. For 20 realizations of m, k, and c, the maximum 
error is less than 4.5% of the estimated maximum response using the nominal values. For 100 
realizations, the maximum error is less than 1.7%. The slight upward trend in the predicted mean 
maximum response as c.o.v. increases is due to the right skewness of the lognormal distribution. 
It is noted that a random variation of 20% c.o.v. for m and k and 40% for c is a significant variation 
from the nominal values. The accuracy of the prediction at such values shows the robustness of 





5.1.4.6 Cost of computation with increasing number of degrees of freedom 
We have used a single degree of freedom system to demonstrate the methodology. However, it is 
also important to analyze the cost effectiveness of the methodology for higher degrees of freedom 
systems. In Figure (6-11), we compare the computational time required to run the methodology 
for systems with 1, 10, 100, and 1000 degrees of freedom. We first generate 100 simulations of 
the ground motion and calculate the response of the system under each of the ground motion 
realizations. We then calculate the mean of the absolute maximum response at every degree of 
freedom, which is the predicted maximum response at that degree of freedom. 
 
Figure 5-11 Computational time vs number of degrees of freedom of the structure 
In Figure (11), we see that there is only a slight increase in the computational time as the number 
of degrees of freedom increases. Specifically, the computational time increases from 1.78 to 2.07 
seconds when increasing from a single to 1000 degrees of freedom system. This is due to the 
majority of the total time being utilized by the simulation of ground motions. Once we have the 
























number of degrees of freedom
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in parallel. Hence, the computational time is restricted not by the number of degrees of freedom of 
the system but the number of ground motion realizations. We note that we are using a sampling 
time of 0.004 seconds, corresponding to a sampling frequency of 250 Hz. This is equal to the 
sampling frequency of the accelerometer used to record the data for the Chi-Chi earthquake. If the 
sampling frequency is higher, then the computational time will be higher. A higher sampling 
frequency, however, provides more information, resulting in more accurate estimations. Hence, 
there is a tradeoff between accuracy and computational time for varying accelerometer sampling 
frequency. It is also noted that for practical structures, we can compress the actual system to use a 
model with fewer degrees of freedom if desired. 
5.1.4.7 Performance of methodology for several earthquakes 
Finally, we investigate the performance of the methodology for several earthquake events. These 
earthquakes are chosen to demonstrate the generalizability of the methodology across geographical 
locations and fault types. Table (6-1) provides the earthquake event, data sampling frequency, 
actual moment magnitude 𝑀𝑀𝑤𝑤, predicted 𝑀𝑀𝑤𝑤 using the relations described in Section 3, and ground 
damping ratio ζf. The last two columns show the actual maximum response of the structure under 
the full earthquake event and the predicted maximum response using the proposed methodology. 
From Table (6-1), we see that while there is some variation in the accuracy of the estimated 
response across the earthquake events, the methodology based on the 3 seconds of initial data from 
building-mounted accelerometers is able to perform the prediction across a range of magnitudes 



















Chi-Chi 250 7.6 7.3 0.25 14.2 14.76 
British 
Columbia 
200 5.6 5.7634 0.35 0.1073 0.37 
Manjil, Iran 100 7.4 6.4281 0.15 10.6254 13.53 
Alaska 100 7.9 7.6487 0.2 6.2564 7.96 
Chile 100 8.2 7.6519 0.2 1.9168 3.04 







5.2 Experimental study 
5.2.1 Introduction 
The experimental study uses the same setup for a two story instrumented structure, which is 
presented in the previous chapter. The methodology presented above is based on using the first 
few seconds of the p-wave data to estimate the earthquake parameters and predict the maximum 
structural response over the full excitation. As the accelerometers placed on the structure record 
absolute acceleration, we use the UKF-based formulation to separate the ground acceleration and 
the relative structural acceleration. The first three seconds of the p-wave acceleration is used to 
estimate the moment magnitude, hypocentral distance, and Arias intensity for the impending 
earthquake. Based on these parameters, we simulate a number of ground motions and predict the 
maximum structural response as an average of the maximum responses for all the simulated 
earthquake histories. Through numerical simulations, we have shown the predicted maximum 
structural response to be consistent with the observed maximum response. Performance is verified 
experimentally in this study with the observed maximum displacement responses for scaled 
earthquake histories applied to the lab-scale structure. The predicted responses are calculated 
independently based on the first three seconds of the p-wave data for the same earthquake. 
5.2.2 Results 
To evaluate the performance of the prediction methodology, three values for the maximum 
interstory displacement response are compared. The observed maximum response is the 
experimental result obtained from the LVDT measurements, the analytical maximum response is 
calculated based on information from the full time-history of the input acceleration, and the 
predicted maximum response is based on the first three seconds of the p-wave data. Table (6-2) 
97 
 
shows the comparison of the magnitudes of the three maximum responses for the Chi-Chi 
earthquake. The Chi-Chi earthquake is chosen as a demonstration due to its extensive 
instrumentation and study in the literature. As the LVDT cutoff is at 0.5in, the earthquake input 
history is scaled by 10%, 12%, and 15% for the experimental test structure. The p-wave is scaled 
with the same factor and used to predict the maximum structural response. To assess robustness to 
uncertainty in the response of a structure to a given earthquake, multiple experimental tests of a 
single earthquake are run.  
For the 10% and 12% scalings of the input motion, the experiment is run three times. Table (6-2) 
shows the percent errors between the analytical and observed, predicted and analytical, and 
predicted and observed maximum displacement responses for each run. For the 15% scaled 
motion, the measured response exceeds the LVDT saturation point and therefore the comparison 
of accuracy for the predicted maximum is with the analytical maximum. The superscript (*) in the 
observed results for the case of the 15% ground motion scaling indicates that the LVDT has 
saturated. From Table (6-2), the predicted maximum response is slightly higher compared to the 
analytical or the observed response in all cases. This is due to the prediction methodology being 
conservative by design with the assumption of site class D soils and from not passing the process 
through an additional high-pass filter for the ground motion simulation.  
The results in Table (6-2) show that the maximum response predicted based on the first three 
seconds of the p-wave data are consistent with the analytical and observed maximum responses. 
The predicted response is same for the three runs of the same scaling factor as it is predicted 
independently based only on the first three seconds of the p-wave data. The analytical and observed 
maximum responses are slightly different for every run of the same earthquake because of the 
uncertainty and noise in the actual and measured table input. Overall, the results show high 
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prediction accuracy, experimentally verifying the prediction methodology. The error between the 
three responses is quantified as a percentage error calculated as the absolute value of the difference 
between the two responses divided by observed or analytical response.  





























10% 0.3347 0.3330 0.3417 0.51 2.61 2.09 
10% 0.3336 0.3315 0.3417 0.63 3.08 2.43 
10% 0.3333 0.3311 0.3417 0.66 3.20 2.52 
12% 0.4078 0.4095 0.4124 0.42 0.71 1.13 
12% 0.4073 0.4090 0.4124 0.42 0.83 1.25 
12% 0.4124 0.4146 0.4124 0.53 0.53 0.01 




As shown in Table (6-2), the prediction errors are small. The results in Table (6-2) are based on 
utilizing three seconds of p-wave data and 100 simulations of the ground motion. In this 
methodology, for a useful real-time prediction of maximum response, such as for an early warning 
system, the time and computational cost are significant. Therefore, the effect of using varying 
amounts of data on the accuracy and computational time for the prediction is evaluated. Figure (6-
12) shows the error in prediction of the maximum response as a function of the number of 
simulations of the ground motion and the amount of initial data used in terms of seconds. The error 
is evaluated for conducting a number of simulations ranging from 1 to 100 and using between one 
and five seconds of initial p-wave data. The error is calculated as the percentage of the difference 
between predicted and observed maximum responses with respect to the observed maximum 
response. As shown in Figure (6-12), as expected, the accuracy of the prediction increases with 
increasing number of simulations and increasing amount of initial data used. However, with 
increasing number of simulations and more initial data, the total computational time also increases, 
as shown in Figure (6-13).  
The tradeoff is between accuracy and computational time, with computational time affected by 
both the number of ground motion simulations conducted and the amount of initial data used. 
Figure (6-12) shows that increasing the number of simulations has a greater effect on decreasing 
the error in comparison with increasing the amount of initial data used. At the same time, Figure 
(6-13) shows that increasing the number of simulations does not increase the computational time 
as much as increasing the amount of initial data used does. Therefore, increasing the number of 
simulations is preferred to increasing the amount of initial data in order to improve the accuracy 
of the prediction while limiting increases in computational time. For example, using the first three 




Figure 5-12 Comparison of error in prediction with respect to number of seconds of initial data used and number of ground 
motion simulations 
 






The proposed methodology provides an estimation of the maximum response of a structure under 
an earthquake threat. Based on the predicted maximum, a localized earthquake early warning can 
be issued. We use information from the first 3 seconds of data recorded by accelerometers placed 
on the structure, rather than seismograph data, to estimate various earthquake parameters for 
modeling the ground motion. We find 100 ground motion simulations to achieve a reasonable 
trade-off between estimation accuracy and computation time. The methodology for maximum 
response prediction is shown to be robust to uncertainties in the estimation of both ground and 
structural parameters, and applicable across earthquake-prone regions. 
We infer the risk to a structure based on the predicted maximum response. However, we can also 
look at the projected total response of the structure depending on the criteria defined for failure. 
To show the generalizability of the method, in this study we did not include specific seismic or 
site information in the calculations. In the case of regions where studies have defined the 
relationships between various earthquake parameters, for example, studies for the California area 
on the relationships between moment magnitude, significant duration, and hypocentral distance, 
that information can be included in the methodology for improved estimates through fewer 
simulations. Information on fault type and soil class can also be easily incorporated for improved 
site-specific results.  
The methodology for earthquake early warning enables computationally efficient inference on the 
specific structural risk under an earthquake threat rather than issuing a regional warning. The 
system can be augmented through incorporation of any known seismic information at the site under 
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consideration. However, we have shown that even with a minimalist approach, the information 
from accelerometers mounted on a structure can be used for real-time response prediction to issue 
a structure-specific earthquake early warning. 
The formulation in the previous chapter provides a foundation, which is used to draw inferences 
on an impending earthquake for the prediction part of the study. In predicting the maximum 
structural displacement response for an impending earthquake, the predicted maximum response 
based on only the first three seconds of the p-wave data is compared with the experimentally 
observed maximum response from the full ground motion for experimental verification. Across 
scalings and motions, the proposed prediction methodology performs within 3% error for the 
prediction of the maximum response. The methodology works in real time and is shown to be 
efficient in terms of computation time. In assessing the impact on the accuracy of the prediction 
of the amount of initial data used and the number of simulations conducted, using the first three 
seconds of data and 100 simulations provides a reasonable tradeoff between error and total time. 
The framework can be used for a structure-specific earthquake early warning system based on the 
predicted maximum response. It can be extended to use with active or passive structural control 
systems to alter structural stiffness or damping based on the predicted maximum responses for 
increased reliability under an impending earthquake. This study experimentally verifies the 
methodologies for both real-time estimation and prediction of structural response based on the 




CHAPTER 6. LONG-TERM RELIABILITY: IMPACTS OF CLIMATE 
CHANGE ON THE ASSESSMENT OF LONG-TERM RELIABILITY 
6.1 Introduction 
Global climate change is one of the most important concerns that we face in the coming years. The 
effects of climate change are multi-dimensional, ranging from natural ecosystems to the built 
environment, with social, health, safety, and economic impacts. Therefore, the study of the effects 
of global climate change is relevant in many science and engineering disciplines, including civil 
engineering. Civil engineering infrastructure is required to withstand and resist any weather-based 
environmental activity. Further, civil engineering infrastructure is designed to function over many 
decades.  There exists a direct connection between the changes in short-term weather patterns and 
long-term climate fluctuations with the state of infrastructure. Therefore, it becomes necessary to 
study the effects of climate change on long-term structural reliability.  
Climate change models provide projections of global and regional changes for different 
environmental parameters and natural hazards. In considering civil infrastructure reliability, 
environmental factors such as concentration of carbon dioxide and temperature may affect the rate 
of corrosion, while temperature also induces thermal loads, effectively reducing the available 
resistance of infrastructure components. In addition, the change in the frequency, intensity, and 
extent of natural hazards including hurricanes, tornados, snow, and precipitation affect the design 
load on the structure. While a relatively small short-term change may not be significant, the 
changes in long-term reliability need to be studied to address sustained incremental changes.  
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In this paper, the authors study the impacts of climate change by quantifying the individual effects 
of changes in different environmental factors on the resistance and loading of a structure. The 
probabilistic assessment of individual variation in both the resistance and load functions at an 
instant of time allows for the approximation of structural reliability at that time. Performing similar 
calculations over longer time scales enables estimation of the time-dependent variation of 
reliability over a duration of time. As infrastructure components are expected to function over long 
service lifetimes, it becomes important to assess the change in reliability over the duration of the 
design life, while simultaneously accounting for the changes in the surroundings and environment 
during the time period. It is noted that the results presented are valid in relative terms, compared 
to the case without considering such effects. 
This study uses climate change projections to investigate their impacts on civil infrastructure. The 
effects of a rise in temperature are threefold on the structure with a decrease in modulus of 
elasticity, induced thermal loads, and increased rate of corrosion. The increase in the level of 
carbon dioxide promotes carbonation and a decrease in the strength of concrete and masonry. The 
increase in environmental loads depends on the increase in both the extremes and frequencies of 
natural events. It is noted that such changes vary from region to region. This study uses global 
means to investigate the need to incorporate climate change in the assessment of structural 
reliability. 
6.2 Background 
There are several extensive climate change models in the literature. However, the 
Intergovernmental Panel on Climate Change (IPCC) reports [15] provide the most widely accepted 
projections of long-term climate patterns. This study uses the mean global climate projections from 
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the IPCC fourth assessment report (Meehl et al, 2007) [15]. These models estimate the change of 
a quantity projected over a certain number of years. In this study, the authors assume that the 
change occurs linearly within the time period of interest. This is in accordance with the fact that 
the global carbon dioxide level has historically increased approximately linearly. While 
temperature changes appear to be correlated logarithmically to the carbon dioxide level, the 
difference between a linear or logarithmic assumption is negligibly small for a change of a few 
degrees in temperature over several years.  
Studies on time-dependent structural reliability include Li, Wang, and Ellingwood, 2015 [16] who 
studied structural reliability under non-stationary loads. They proposed a methodology to model 
the time-dependent resistance function, subtracting the dead loads to obtain the resultant available 
resistance, and finding the probability of non-stationary loads exceeding the resistance at any time 
instant. Thus, time-dependent probability of failure of the structure can be estimated using the 
distribution of extremes of the expected live loads or environmental loads. While the effect of non-
stationary environmental loads and aging are analyzed in that study, here, the authors aim to 
specifically investigate the impact of climate change variables on long-term structural reliability. 
Peng, Shao, and Zhang, 2009 [70] studied the effect of increased carbon dioxide emissions on the 
carbonation of concrete structures and structural reliability over time. They used predictive 
carbonation depth models to estimate reliability by accounting for levels of carbon dioxide, 
corrosion mechanisms, material strength, structural dimensions, and the ambient structural 
environment.  The results show that the probability of corrosion initiation can be as high as 4.6 
times the non-impacted case. Stewart, Wang, and Nguyen, 2011 [71] also studied the impact of a 
rise in carbon dioxide levels on concrete infrastructure. They similarly used extended carbonation 
depth, corrosion initiation, and reliability models on carbonation to estimate the structural 
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reliability. An increase in damage due to carbonation of up to 400% by 2100 was found. Compared 
to the previous work in carbonation, this study performs a comprehensive investigation of the 
effects of climate change on reliability, including impacts on all degradation mechanisms and 
loadings on a structure. Climate change effects on a failure mechanism are correlated to strength, 
and a fractional change in strength is then assessed rather than using failure mechanism models. 
The aim is to investigate a need to include climate change in assessment of long-term structural 
reliability. In addition, the previously used models for carbonation require extensive knowledge of 
the structure and environment. The generalized methodology presented in this paper is not limited 
to a structure but can be used across infrastructure in a region.  
The following climate-dependent modes of degradation are considered in this study. The modulus 
of elasticity of any structural material decreases with an increase in temperature. The decrease 
tends to be linear at lower temperatures and exponential at higher temperatures. Therefore, for the 
temperature ranges considered within the scope of this study, the decrease in modulus of elasticity 
with increasing temperature is assumed to be linear. The increase in temperature also induces 
thermal loads. Depending on the end fixity conditions, a maximum thermal stress of 𝐸𝐸𝛼𝛼∆𝑇𝑇 is 
generated, where 𝐸𝐸 is the modulus of elasticity, 𝛼𝛼 the coefficient of thermal expansion, and ∆𝑇𝑇 the 
change in temperature. Temperature also affects the rate of corrosion of an element. Corrosion 
depends on several environmental factors including moisture content, temperature, and exposure 
to various chemical agents, with the rate of the chemical reaction increasing with an increase in 
temperature. The Arrhenius equation for reaction rates suggests that the rate of a chemical reaction 
increases exponentially with temperature. While long-term corrosion of civil engineering materials 
generally does not follow a strict exponential trend due to a simultaneous dependency on several 
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other factors, it is reasonable to assume an exponential variation for the temperature ranges 
considered in this study. 
Concrete is the most widely used construction material, followed by steel and masonry. The 
strength of reinforced concrete and masonry is significantly affected by carbonation. Carbonation 
reduces the material strength and leads to the corrosion of steel reinforcement. Chi, Huang, and 
Yang, 2002 [72] studied the effect of carbonation on the mechanical properties of concrete. They 
found the strength of concrete to be inversely proportional to the depth of carbonation. A study by 
Sagüés, Moreno, Morris, and Andrade, 1997 [73] shows that the depth of carbonation is directly 
proportional to the square root of the concentration of atmospheric carbon dioxide. Therefore, it is 
assumed that the long-term strength is negatively correlated to the square root of the atmospheric 
carbon dioxide concentration. The modes of degradation as applied to a demonstrative concrete 
structure, as well as example steel and wood structures, are considered in this study. 
6.3 Methodology 
6.3.1 Modeling of structural resistance and loads 
Following [16], the structural resistance is assumed to decrease with time such that 𝑅𝑅(𝑑𝑑) =
𝑅𝑅0𝑃𝑃(𝑑𝑑), where 𝑅𝑅(𝑑𝑑) is the structural resistance at time 𝑑𝑑, 𝑅𝑅0 is the initial resistance, and 𝑃𝑃(𝑑𝑑) is 
the degradation function. 𝑃𝑃(𝑑𝑑) is a stochastic function and it is generally modeled using simple 
polynomial functions as proposed in [74-76] and used [16], where  the reliability is assessed using 
simplistic polynomial models, i.e., linear, squared, and square-root functions of time 𝑑𝑑. However, 
based on the mechanical properties of the modes of degradation considered and to understand the 
effect of these different factors on the resistance function, the authors propose a model for the 
degradation function given as 
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𝑃𝑃(𝑑𝑑) = 1 − 𝑎𝑎𝑑𝑑 − 𝑏𝑏√𝑑𝑑 − exp �𝑐𝑐𝑒𝑒�       (1) 
The terms in this formulation account for the variations in resistance due to different degradation 
factors. Specifically, the square-root term accounts for carbonation, the exponential term accounts 
for accelerated corrosion due to temperature, while the linear term accounts for other mechanisms 
of degradation including fatigue. Carbonation primarily affects concrete and masonry. 
Carbonation and corrosion are not independent for these structures. Carbonation acidifies the 
aggregate reducing the strength of the composite, while simultaneously allowing increased 
penetration of moisture and oxygen to the reinforcement. In this study, however, carbonation is 
related to the acidification of the composite and temperature is attributed to the corrosion rate. The 
variation in carbon dioxide and temperature levels are correlated, but treated separately in the 
degradation function as each factor, acidification and corrosion, affects a structure differently. In 
the context of climate change, increased fatigue can be due to more severe freeze-thaw cycles or 
heat events. The linear term could be replaced by any other simplistic polynomial function based 
on the dominant degradation mode. For simplicity and assuming fatigue to be dominant compared 
to other strength-reducing factors, it is assumed to be linear in this study.  
The degradation function is applicable to other types of structures through proper choice of the 
parameters. A steel or wood structure, for example, will not be sensitive to carbonation. The 
dominant modes of degradation for a steel structure are corrosion and fatigue. Similarly, a wood 
structure is highly sensitive to moisture content and temperature. Almost all mechanical properties 
of wood decrease with increases in temperature or moisture content. Most studies on properties of 
wood linearly relate the logarithm of a mechanical property of wood to moisture content and 
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temperature as in Gerhards, 1982. Therefore, the same degradation function is applicable to steel 
and wood structures with the exclusion of the square-root term. 
The selection of parameters has a significant impact on results. In general, the parameters of the 
degradation function are estimated and can be updated through periodic inspections or 
observations of the structure. The parameters 𝑎𝑎, 𝑏𝑏, and 𝑐𝑐 are estimated by assuming that each term 
is driven solely by the attributed degrading mechanism, such that fatigue only affects 𝑎𝑎, 
carbonation 𝑏𝑏, and corrosion 𝑐𝑐. Therefore, an attributional quantification of the fraction of the total 
degradation caused by each degradation mechanism helps in estimating these parameters. Such 
fractional attribution of the degradation among several damaging mechanisms depends on the type 
of structure, its usage, and its location. For example, the degradation of a steel structure will be 
dominated by corrosion while concrete may be dominated by carbonation, and a coastal structure 
is more prone to corrosion while a bridge deck is prone to fatigue. The results for a demonstrative 
example presented in this study assume 10% of the degradation is due to carbonation, and 
corrosion and fatigue each contribute 45% of the degradation for a concrete structure. These values 
are selected as a concrete structure is most affected by corrosion and fatigue in the long run. 
Carbonation catalyzes corrosion and also acidifies the composite. As this study treats corrosion 
and acidification separately, the effect of corrosion and fatigue on the overall strength is given a 
higher weight compared to the carbonation-induced acidification. Results for example steel and 
wood structures are also given with varying parameter selection values for the degradation 
function. In addition, results of a sensitivity analysis are provided to investigate the effect of 
changes in parameters on the results presented. The attribution of fractions of degradation to 
specific mechanisms for different structures can be adjusted based on periodic observations and 
degradation quantification for any structure of interest. The periodic observations of a structure 
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and tests using NDE techniques can help estimate the extent of a specific degradation mode, e.g., 
extent of corrosion in reinforced concrete or amount of moisture in wood. These observations 
should be used to update the parameters selected for the degradation function to change the weights 
of the dominant modes of degradation for a structure over time.  
The environmental load events considered in this study are assumed to be Poisson processes with 
time-dependent mean occurrence rate 𝜆𝜆(𝑑𝑑) and mean load intensity 𝜇𝜇𝑒𝑒(𝑑𝑑), where the subscript 𝑒𝑒 
denotes structural loads. The changing mean rate and mean intensity parameters model the 
increasing frequency and severity of climate-dependent natural hazards including hurricanes, 
tornados, and rain and snow events.  
6.3.2 Reliability analysis 
The probability of failure 𝑃𝑃𝜕𝜕 of the structure at any instant of time is given as 
𝑃𝑃𝜕𝜕(𝑑𝑑) = 𝑃𝑃[𝑅𝑅(𝑑𝑑) < 𝑆𝑆(𝑑𝑑)] = ∫ 𝐹𝐹𝑅𝑅,𝑒𝑒(𝑒𝑒)𝑓𝑓𝑁𝑁,𝑒𝑒(𝑒𝑒)𝑑𝑑𝑒𝑒
∞
0      (2) 
where 𝑅𝑅(𝑑𝑑) is the resistance function, 𝑆𝑆(𝑑𝑑) denotes the load effect, and 𝐹𝐹 and 𝑓𝑓 represent the 
cumulative distribution function (CDF) and probability distribution function (PDF), respectively. 
𝑅𝑅 and 𝑆𝑆 are assumed to be statistically independent. 
The hazard function ℎ(𝑑𝑑), defined as the probability of failure of the structure in the time interval 





          (3) 
where 𝑑𝑑𝜕𝜕 is the time of failure. The numerator of equation (3) can be expressed as 
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𝑃𝑃�𝑑𝑑 < 𝑑𝑑𝜕𝜕 ≤ 𝑑𝑑 + 𝑑𝑑𝑑𝑑� = 𝜆𝜆(𝑑𝑑)𝑑𝑑𝑑𝑑 ∙ 𝑃𝑃[𝑅𝑅(𝑑𝑑 + 𝑑𝑑𝑑𝑑) < 𝑆𝑆(𝑑𝑑 + 𝑑𝑑𝑑𝑑)] ∙ 𝑃𝑃�𝑑𝑑 < 𝑑𝑑𝜕𝜕�     (4) 
Hence, the hazard function becomes 
ℎ(𝑑𝑑) = 𝜆𝜆(𝑑𝑑) ∙ 𝑃𝑃[𝑅𝑅(𝑑𝑑 + 𝑑𝑑𝑑𝑑) < 𝑆𝑆(𝑑𝑑 + 𝑑𝑑𝑑𝑑)]           (5) 
Ignoring the randomness in the estimation of the parameters 𝑎𝑎, 𝑏𝑏, and 𝑐𝑐 and assuming 𝑑𝑑𝑑𝑑 is 
infinitesimally small so that no uncertainty is induced in the estimation of 𝑃𝑃(𝑑𝑑 + 𝑑𝑑𝑑𝑑) given 𝑃𝑃(𝑑𝑑), 
𝑃𝑃(𝑑𝑑 + 𝑑𝑑𝑑𝑑) and hence 𝑅𝑅(𝑑𝑑 + 𝑑𝑑𝑑𝑑) are deterministic such that 
𝑃𝑃[𝑅𝑅(𝑑𝑑 + 𝑑𝑑𝑑𝑑) < 𝑆𝑆(𝑑𝑑 + 𝑑𝑑𝑑𝑑)] = 1 − 𝑃𝑃[𝑆𝑆(𝑑𝑑 + 𝑑𝑑𝑑𝑑) < 𝑅𝑅(𝑑𝑑 + 𝑑𝑑𝑑𝑑)] = 1 − 𝐹𝐹𝑁𝑁[𝑅𝑅(𝑑𝑑 + 𝑑𝑑𝑑𝑑)]  (6) 
The hazard function is then written as 
ℎ(𝑑𝑑) = 𝜆𝜆(𝑑𝑑) ∙ [1 − 𝐹𝐹𝑁𝑁{𝑅𝑅(𝑑𝑑)}]              (7) 
The hazard function is also related to the structural reliability 𝐿𝐿(𝑑𝑑) as proposed by Ellingwood and 
Mori, 1993 
ℎ(𝑑𝑑) = − 𝑑𝑑
𝑑𝑑𝑒𝑒
ln[𝐿𝐿(𝑑𝑑)]        (8) 
Therefore, the structural reliability and probability of failure are expressed as 
𝐿𝐿(𝑑𝑑) = 𝑒𝑒𝑥𝑥𝑝𝑝�−∫ 𝜆𝜆(𝑑𝑑) ∙ [1 − 𝐹𝐹𝑁𝑁{𝑅𝑅(𝑑𝑑)}]𝑑𝑑𝑑𝑑
𝜏𝜏
0 �               (9) 





6.3.3 Climate change projections 
The IPCC report, Meehl et al, 2007 presents a number of different models to project the change in 
the physical climate-related parameters of interest. The average global temperature increase is 
projected between 1.79°C and 3.13°C for 2000-2100 as estimated by different models. In this 
study, a temperature increase of 2.65°C in 100 years is used, a value proposed by one of the 
projection models and lying within the range of the projection. Similarly, different models project 
the increase in the concentration of carbon dioxide to be 2 to 2.5 times from 2000-2100. Hence, 
this study uses an estimated 100% increase in 100 years for the carbon dioxide levels. 
The change in the intensity of the extremes of natural events directly affects the environmental 
loads on the structure. For example, the maximum surface wind speed of hurricanes and cyclones 
are expected to increase by 6-14% by the end of the century, precipitation extremes are projected 
to increase by 4-5%, increased wave heights and a rise in sea levels is expected, and there is an 
increased possibility of more intense extratropical storms and snow events. Such changes in the 
extremes of these events increase the environmental loads on structures during significant load 
event occurrences. Increases in hazard extreme intensity of 5%, 10%, and 15% over 100 years are 
used in this study. 
6.4 Application and results 
To estimate the parameters of the degradation function, this study assumes that the resistance at 
the end of 40 years is 80% of the initial resistance. This assumption is in accordance with Li, 
Wang, and Ellingwood, 2015 [16] to facilitate comparison of our results with those of the previous 
study. While the value of reduction in structural strength would vary by type of structure and 
location, the aim of this study is to compare the probabilities of failure at a particular time instant 
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with and without including the effects of climate change. Thus, 𝑃𝑃(40) = 0.8 = 1 − 𝑎𝑎 ∙ 40 −
𝑏𝑏√40 − exp � 𝑐𝑐40�. For this application, the authors assume that 10% of the degradation of the 
structure is due to carbonation while corrosion and fatigue contribute to 45% of the degradation 
each. The three unknown parameters may therefore be calculated by equating the fraction of total 




, and ln (0.09) ∙ 40, 
respectively. 
The demonstrative percentages for attributional causes of degradation would vary depending on 
several factors, including the type of structure, location, exposure, and loading. To study the 
sensitivity of the degradation function to the choices of the values of the three parameters, a local 
sensitivity analysis is performed. A normalized sensitivity coefficient 𝜑𝜑𝑖𝑖 for a particular 






       (11) 
where 𝑋𝑋𝑖𝑖 = 𝑎𝑎, 𝑏𝑏, 𝑜𝑜𝑛𝑛 𝑐𝑐 are the parameters of degradation function. Under the current assumptions 
and 𝑑𝑑 = 40 years, the absolute values for 𝜑𝜑 are 𝜑𝜑𝑚𝑚 = 0.112, 𝜑𝜑𝑂𝑂 = 0.025, and 𝜑𝜑𝑐𝑐 = 0.271. These 
values represent the sensitivity of the model to different assumed parameters and quantify how the 
degradation function is expected to change with changes in estimates of the parameters. From the 
results, the function is most sensitive to the parameter 𝑐𝑐, followed by 𝑎𝑎 and then 𝑏𝑏. The parameters 
𝑏𝑏 and 𝑐𝑐 are the climate-dependent factors in the degradation function, with the model being more 
sensitive to 𝑐𝑐 compared to 𝑏𝑏.  
The design equation 0.9𝑅𝑅𝑛𝑛 = 1.4𝐷𝐷𝑛𝑛 + 1.7𝐿𝐿𝑛𝑛 specified in ACI 318 and as used in Li, Wang, and 
Ellingwood, 2015 is used to estimate nominal dead load, where the subscript 𝑛𝑛 denotes nominal 
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or code-specified values. While this code has since been superseded by newer codes, it was chosen 
to facilitate comparison with other studies that do not consider climate change factors. For 
simplicity and to be consistent with Li, Wang, and Ellingwood, 2015, it is assumed that 𝐷𝐷𝑛𝑛 = 𝐿𝐿𝑛𝑛 
and 𝑅𝑅𝑛𝑛 = 𝑅𝑅0. The dead load is assumed to be stationary and constant such that it can be directly 
subtracted from the resistance function to estimate the reliability of the remaining effective 
resistance against the environmental load. The reliability hence becomes  
𝐿𝐿(𝑑𝑑) = 𝑒𝑒𝑥𝑥𝑝𝑝�−∫ 𝜆𝜆(𝑑𝑑) ∙ [1 − 𝐹𝐹𝑁𝑁{𝑅𝑅0 ∙ 𝑃𝑃(𝑑𝑑) −𝐷𝐷𝑛𝑛}]𝑑𝑑𝑑𝑑
𝜏𝜏
0 �     (12) 
The environmental load is assumed to be Poisson distributed with mean rate of occurrence 1/year. 
This models an extreme environmental load such as a hurricane. The occurrence of such loads can 
be estimated as Poisson events though their effect on a structure is not necessarily Poisson. Here, 
the effect is also estimated to be Poisson, due to an estimate of a simultaneous reaction of a 
structure to the load and negligible residual effects compared to the service life of the structure. 
The case for two dependent or simultaneously occurring environmental load events can be 
similarly analyzed by using the joint rate of occurrence and joint mean intensity. 
Here, the mean of the extreme load is assumed to be 𝜇𝜇𝑁𝑁 = 0.6𝐿𝐿𝑛𝑛 (which will later be varied in this 
study to reflect increasing intensity of extreme hazard events with climate change), with coefficient 
of variation 0.3, and it is assumed to follow a Type 1 distribution as in Li, Wang, and Ellingwood, 
2015. This choice of the mean of the extreme load makes the design equation the critical design 
equation at the mean. Note that, in general, the critical design equation depends on load 
combinations and type of dominant hazards in the area. 
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With the selected parameters, first, the impact of climate change on the resistance is studied 
without varying the properties of environmental loads. The effect of changes in each parameter is 
studied separately and then aggregated to analyze the combined effect. The modulus of elasticity 
decreases with elevated temperatures and is directly proportional to the structural resistance. The 
change in resistance is normalized to the fractional change in the modulus of elasticity. This is 
accounted for in the reliability as 
𝐿𝐿(𝑑𝑑) = 𝑒𝑒𝑥𝑥𝑝𝑝 �−∫ 𝜆𝜆(𝑑𝑑). �1 − 𝐹𝐹𝑁𝑁 �𝑅𝑅0 �𝑃𝑃(𝑑𝑑) −
∆𝐸𝐸
𝐸𝐸
.∆𝑇𝑇(𝑑𝑑)� − 𝐷𝐷𝑛𝑛�� 𝑑𝑑𝑑𝑑
𝜏𝜏
0 �    (13) 
where ∆𝐸𝐸 is the change in modulus of elasticity per °C at lower temperatures, 𝐸𝐸 is the design 
modulus of elasticity, and ∆𝑇𝑇 is the change in temperature with time. ∆𝐸𝐸 is taken to be 17 MPa 
per °C, 𝐸𝐸 31 GPa (typical for concrete) from Naus, 2005, and ∆𝑇𝑇 2.65°C in 100 years, assuming 
temperature change to be linear in time. 
Elevated temperatures also increase thermal loads in the structure. Assuming end conditions such 
that temperature increases cause corresponding full thermal stresses, the degradation function 
decreases by an amount equal to 𝛼𝛼∆𝑇𝑇. Though this assumption may not be valid for the case of 
expansion and construction joints, given the value of the coefficient of expansion for structural 
materials and the projected change in temperature, the effects are small for the assumption to be 
valid. This is reflected in a corresponding change in structural reliability as 
𝐿𝐿(𝑑𝑑) = 𝑒𝑒𝑥𝑥𝑝𝑝 �−∫ 𝜆𝜆(𝑑𝑑). �1 − 𝐹𝐹𝑁𝑁 �𝑅𝑅0(𝑃𝑃(𝑑𝑑) − 𝛼𝛼∆𝑇𝑇(𝑑𝑑)) − 𝐷𝐷𝑛𝑛
∆𝐸𝐸
𝐸𝐸
.∆𝑇𝑇(𝑑𝑑)�� 𝑑𝑑𝑑𝑑𝜏𝜏0 �  (14) 
where 𝛼𝛼 is taken to be 10 × 10−6 (approximate median for concrete). 
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Reduction in strength due to carbonation is captured in coefficient 𝑏𝑏 in the degradation function. 
The IPCC report suggests an increase of 2 to 2.5 times in the carbon dioxide levels in 100 years 
and historically the levels of carbon dioxide have increased linearly. This study uses the lower 
projected estimate of a 100% linear increase in 100 years for carbon dioxide levels and the 
coefficient 𝑏𝑏 correspondingly increases by the same amount. Similarly, the accelerated corrosion 
due to an increase in temperature affects 𝑐𝑐. Assuming that the rate of corrosion increases by 2% 
per °C from Pijanowski and Mahmud, 1969 and Qi et al, 2014, 𝑐𝑐 changes by the same amount 
linearly with temperature, which is consistent with the exponential effect of temperature 
particularly at low temperatures with an increase of 2.65 °C in 100 years.  
With the impact of the choice of parameters on the results, a sensitivity analysis of the calculated 
reliability or probability of failure to the choice of parameters for the degradation function can be 
performed similar to Equation (11), changing 𝑃𝑃 to 𝐿𝐿 or 𝑃𝑃𝜕𝜕. The analysis at 𝑑𝑑 = 40 years results in 
the sensitivity indices of 𝜑𝜑𝑚𝑚 = 7.47 × 10−4, 𝜑𝜑𝑂𝑂 = 1.78 × 10−4, and 𝜑𝜑𝑐𝑐 = 1.63 × 10−3 for 𝑃𝑃𝜕𝜕.  
As these are sensitivity magnitudes, the results are the same for 𝐿𝐿. This shows the effect of changes 
in parameters on the failure probability results presented. The parameters 𝑏𝑏 and 𝑐𝑐 correspond to 
the climate-dependent parameters and the probability of failure 𝑃𝑃𝜕𝜕 is more sensitive to 𝑐𝑐 compared 
to 𝑏𝑏, which is consistent with the sensitivity analysis of the degradation function, 𝑃𝑃. 
Accounting for these climate-dependent factors affecting the resistance, Figure (7-1) shows the 
effect of individual factors on structural reliability over time. These are compared with the 
probability of failure calculated without incorporation of increased degradation due to climate 
change, indicated as “natural” on the plot. The combined effect of all environmental factors, 
indicated as “net effect” on the plot, is also shown. The climate projections in the IPCC report are 
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for 100 years from 2000-2100. Therefore, the structural reliability plots are plotted for 85 years, 
until the year 2100. 
 
Figure 6-1 Probability of failure vs time, with changes in resistance due to environmental factors 
From Figure (7-1), the effect of induced thermal loads is negligible compared to the probability of 
failure without the consideration of any climate effects. The difference in reliability is on the order 
of 0.6% between the two cases, resulting in overlapping lines on the plot. The effect of change in 
modulus of elasticity is slightly larger than for thermal loads, though also negligible in the 
considered time period. It shows that the scale of change in temperature does not cause significant 
changes in the modulus of elasticity or thermal loads of a concrete structure. Carbonation and 
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accelerated corrosion are found to have larger effects. The order of change depends on the fraction 
of degradation attributed to each factor. For the assumptions of this study, carbonation has the 
largest effect. As described previously, the fractional attribution to each degradation mechanism 
can be adjusted based on the type and location for any structure of interest. Looking at the net 
effect line in Figure (7-1), we see that the net probability of failure accounting for the climate 
change effects on resistance is nearly double that of the natural degradation line after 40 years, 
with a greater increase in probability of failure as time increases. The degradation of the structure 
is accelerated under climate projections through 2100, showing the importance of accounting for 
climate change in structural reliability assessment.  
As discussed in the methodology section, the degradation for steel and wood can be similarly 
modeled using the same degradation function but ignoring the carbonation term. Figure (7-2) 
shows the change in reliability for steel and wood due to environmental-induced changes in 
material properties. Figure (7-2a) is the probability of failure of an example steel structure.  It is 
generated by neglecting the carbonation term and attributing equal degradation weights of 50% 
each to fatigue and corrosion as both factors are dominant factors for the degradation of steel. 
Figure (7-2b) is similarly generated for wood. The dominant degradation mechanisms for wood 
are fatigue, biochemical attacks, and moisture-temperature effects. All of these factors have an 
effect on the mechanical properties of wood. Assigning equal weights to the four factors and 
attributing fatigue, biochemical attacks, and moisture to the linear term in the degradation function, 
25% of the degradation is attributed to temperature. Hence, the exponential term accounts for a 
quarter of total degradation and the square-root term is neglected. As per Gerhards, 1982 [77], at 
lower temperatures of 0-50°C, a change of 10°C in environmental temperature decreases the 
strength parameters by 2-3% and the effect on the natural logarithm of the mechanical property is 
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directly related to a linear change in temperature. Therefore, the plot is generated using a change 
of 2% and the exponential relationship with temperature. It is also noted that while moisture 
content and temperature affect the properties of wood simultaneously, the effect of moisture is not 
considered separately because projection of moisture content levels is difficult and specific to time 
and region. It is also noted that the exponential term for wood correlates the strength property, 
which is modulus of elasticity in the studied case, to temperature. Therefore, the temperature term 
is sufficient and the fractional modulus of elasticity term in Equations (12-13) is not considered 
separately to avoid double counting the environmental effects on resistance. 
 
Figure 6-2 Probability of failure of example (a) steel and (b) wood structures with change in resistance due to environmental 
factors 
From Figure (7-2a), despite equal weights for corrosion and fatigue in the degradation function, 
corrosion has the greatest effect on decreasing the reliability of the steel structure over time. Figure 
(7-2b) shows the increase in probability of failure for the wood structure due to variation in 
modulus of elasticity. The strength of a wood structure depends on the moisture content of the air. 
However, we are presenting a relative change in the reliability due to changes in environmental 
parameters over long time periods. It is difficult to quantify and project the changes in moisture 
120 
 
content over a long duration of time and therefore, its relative impact on reliability is not included. 
The effect of induced thermal loads is negligible in both cases. 
Next, the authors study the effect of changes in the extremes of environmental loads. As previously 
discussed, the frequency of natural hazards and the intensity of the extremes of these events is 
expected to increase. The effects of extreme loads may not be directly proportional to the increase 
in intensity. Therefore, different load effect scenarios are considered, which will depend on the 
region, loading event, and structure. The IPCC provides projections of increases in maximum wind 
speed, precipitation extremes, and snow events. The projections also estimate an increase in the 
number of severe events. However, no clear consensus exists on a quantification of the increase in 
number of occurrences. Therefore, in this study, the authors assume that the mean rate of 
occurrence remains the same, while the intensity of extremes changes. It is noted that any resulting 
increase in probability of failure will thus be a conservative estimate of decreasing reliability. 
Further increases in failure probability are expected if increases in the mean rates of natural hazard 
event occurrences are included. The projections of change in number and intensity of events vary 
by site and hazard. Region-specific studies for particular hazards, such as hurricanes for the Eastern 
U.S., can be used to provide estimates of the impact of climate change on reliability for a structure 
located at a specific site under a specific hazard. The increase in the severity of environmental 
events depends on the region being studied. Here, however, rather than restricting the analysis to 
a specific region, the effect on reliability due to a 5%, 10%, and 15% increase in the intensity of 
extremes in 100 years is studied. The coefficient of variation is assumed to remain constant while 
the mean changes with time such that it increases by the given percentage in 100 years. Figure (7-
3) shows the effect on reliability of changes in the intensity of extremes of significant 
environmental load events over time. For comparison, reliability without (indicated as “natural at 
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existing environmental load”) and with (indicated as “net at existing environmental load”) 
decreased resistance due to climate change factors are shown. 
 
Figure 6-3 Probability of failure vs time, with increase in the extremes of loads, corresponding to an increase of 5%, 10%, and 
15% increase in the mean in 100 years 
Figure (7-3) shows the impact of an increase in the mean intensities of environmental load events 
on the reliability of structures. The probability of failure is increased at each instant of time. The 
failure probability increases by as large as 3.5 times compared to the original curve.  
Finally, with increasing natural hazards, the authors study the variation in reliability in the presence 
of two different environmental load events. The first load events are modeled with the same 
characteristics as above. The second process models more frequent, lower intensity events, with 
an assumed rate of occurrence of 10/year, mean 𝜇𝜇𝑁𝑁2 = 0.4𝐿𝐿𝑛𝑛, coefficient of variation 0.4, and 
following a Type 1 distribution. The mean for the first load event increases linearly in time 
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corresponding to the specified increase in intensity in 100 years, while the increase in the mean 
intensity of the extreme of the second event is assumed to be exponential to vary the fraction of 
change corresponding to each event.  The probability of occurrence of the extremes of both loads 
simultaneously is assumed to be negligibly small with independence between the two load events, 
so that the two Poisson processes can be merged directly. Figure (7-4) shows the reliability over 
time under the action of two load events. 
 
Figure 6-4 Probability of failure vs time, where two different significant load events act on the structure 
In Figure (7-4), the lowest probability of failure curve provides the failure probability of the 
structure when the mean intensity of the extremes of the two environmental loads remains constant 
over time but the resistance of the structure changes with the varying environmental conditions. 
The remaining lines show the reliability for the corresponding percentage changes in the mean 
123 
 
intensities in 100 years. From Figure (7-4), the reliability decreases with the increase in load 
intensities. There is an increase in probability of failure at each time step, with the failure 
probability increasing by as large as 2.5 times compared to the case without accounting for 
increased environmental loads. 
6.5 Conclusion 
This study focuses on the need to incorporate climate change in the assessment of long-term 
structural reliability. Generally, the service life of civil infrastructure spans across decades and in 
many cases, structures are used past their design service lives. When looking over these longer 
time horizons, it becomes important to account for changes in environmental patterns to accurately 
assess the future reliability of a structure. The authors use global mean projections for estimated 
changes in environmental factors to investigate their impact on structural reliability. This study 
shows the significant effect of changing climate patterns on the long-term performance of civil 
infrastructure.  
Climate change affects both the resistance of a structure and the loadings on the structure. The 
resistance is most affected by carbonation and accelerated corrosion due to an increase in 
temperature. While a general structure with assumed structural parameters is used in the 
application of this study, given the attribution of different degradation mechanisms to different 
factors in the resistance function, the resistance of coastal structures would likely be affected even 
more compared to land structures. The authors also show the importance of accounting for changes 
in the extremes of live load events in reliability studies. The effect on reliability of increases in 
event intensity depending on the type of hazard and projected hazard levels is significant. With the 
combined effect of climate change on the resistance and loading, the probability of failure based 
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on global means increases by 2-4 times. The increase may be even higher depending on the type 
and location of a structure. It should also be noted that the projections and impacts are estimated 
at lower values. Therefore, the estimates of increases in failure probability are conservative. 
While global means are used in this study, we can use the extensive regional projection data 
available to assess the long-term reliability of a particular structure. It may be useful to account 
for extended hazard models based on expected service life and usage of the structure instead of 
code-specified hazard intensities. A general methodology is presented here. Location-specific 
assessment should account for the projected increase in the extremes of the relevant natural hazards 
in the area, including hurricane and non-hurricane winds, precipitation, snow, and wave-heights. 
Structures under more than one type of dominant hazard would have a multiplicative effect on the 
reliability and would be more prone to damage and failure. The results shown are therefore 
conservative estimates of the impact of climate change on structural reliability. Based on the type 
and usage of a structure, other modes of degradation can be included which may be affected by 




CHAPTER 7. LONG-TERM RELIABILITY: A STOCHASTIC MODEL 
FOR LONG-TERM STRUCTURAL DEGRADATION 
7.1 Introduction 
The quantification and estimation of structural reliability enables us to forecast risk over the 
lifetime of a structure. With a growing focus on increasing the resilience of structures to future 
loading events, it becomes even more important to be able to accurately quantify the structural 
reliability at any instance of time. Such information can be used to predict structural behavior 
under risk conditions, understand long-term behavior and levels of serviceability at a given time, 
and optimize repairs and rehabilitation to increase structural performance and resilience over the 
service life. Different stochastic models exist to estimate structural reliability. Most are based on 
calculating a probability of failure, defined as the probability of structural loading exceeding 
structural resistance. The structural resistance is modeled in terms of the degradation in structural 
strength over time with respect to the initial strength. Therefore, an accurate estimator of the 
degradation is essential for improved estimates of reliability. Such a model should reflect the long-
term structural behavior and be adaptive to new information at any time during the structural 
lifetime. The complexity of the problem increases because as structures age, they are subject to 
numerous factors degrading their strength. Due to the number of degradation modes, their effects, 
external variables, the long time duration of analysis, and many sources of uncertainties, estimating 
structural degradation, and correspondingly structural strength, can be difficult.  
In this paper, a new model for structural degradation is proposed. Compared to previous studies, 
it is based on the mechanical properties of individual degradation modes with an emphasis on 
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matching structural degradation mechanisms and physical correctness. The proposed model is a 
random sum of a random number of degradation modes, where individual modes are estimated as 
stochastic functions based on their mechanical properties. Some modes are modeled as Poisson 
arrival processes to account for those modes that start acting after a given time compared to those 
that begin at initial construction and affect the structure throughout its lifetime. Terms that capture 
the effect of a degradation mode on the rate of another are also included. In the process of deriving 
the final function, each individual degradation mode is multiplied by a corresponding weight to 
quantify its effect on the total degradation. The weights are chosen to be random to form the 
function as the random sum of degradation modes. The final form of the proposed model is a 
function of only two parameters, with the derivations shown in this paper. The parameters can be 
estimated from any available structural inspection data. The degradation model is continuous and 
can be directly used to calculate structural reliability at any point in time. It can also be updated in 
time with structural inspection data as it is available. The proposed degradation model does not 
provide information about the particular type or amount of damage of a structure at an instant of 
time. Rather, it gives a global estimate of the change in structural strength over time with the 
purpose of facilitating more accurate long-term reliability estimates. The results show the proposed 
model to be more accurate in estimating the average change in structural strength over a long 
duration of time than existing models used in reliability calculations. 
The rest of the paper is organized as follows. The following section provides background on 
structural degradation modeling and describes the proposed degradation function in the context of 
previous work. Next is the detailed methodology, which explains the derivation of the proposed 
function. Estimation of the model parameters is also described. The use of the proposed function 
is then illustrated with data from a monitored pedestrian bridge. The data is used to estimate the 
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model parameters and results from the proposed model are compared with those from other widely 
used degradation functions. Finally, the paper concludes with a discussion of the characteristics of 
the proposed function and its use for future applications.  
7.2 Background 
A number of studies assess structural reliability under different conditions [16], [74], [76], and 
[78]. In these studies, while structural degradation is modeled stochastically, simple functions are 
used to calculate structural reliability. At a basic level, single functions, such as exponential or 
polynomial functions [16] and [78], provide a way to estimate individual degradation modes. 
These functions, however, fail to capture total structural degradation, which is influenced by 
multiple and varying modes of degradation at any one time. The rates and impacts of individual 
degradation modes also vary in time. Therefore, previous studies use distributions to model 
degradation to represent a combination of several degradation modes. These estimators can be 
more general, for example, the gamma distribution [4] as a sum of individual exponential 
functions. However, such models do not account for changing rates of individual modes, the effect 
of modes on each other, and modes that do not affect a structure at all times. These purely 
stochastic models do not reflect the structural properties; therefore, they are not adaptable to the 
structural health monitoring data collected at various stages throughout the lifetime of the 
structure.  Continuous time Markov chains [79-80] have also been used to predict degradation. 
This approach captures the time evolution of structural degradation and is consistent with the 
degradation at a particular time being a function of the previous state of the structure. However, 
such a model requires estimation of transition probabilities and rates. These values are estimated 
based on detailed knowledge about structural parameters and states, which in many cases is not 
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available. These models can be updated based on the availability of different varieties of health 
monitoring data. 
We propose a new stochastic model for degradation, which is based on the aggregation of different 
degradation modes for a structure. The model is more closely based on the physical mechanisms 
of degradation than previous models by capturing individual modes and combining multiple 
effects. It is more adaptable to changes in rates and modes of degradation over time, and is a 
function of only two parameters. The model and its parameters can be updated with the availability 
of data over time. This model does not provide information about the mechanical degradation or 
localized damage to the structure at a specific instance of time. However, it attempts to accurately 
estimate the overall effect of material degradation on the average mechanical strength over time. 
The quantification of degradation is strictly for the purpose of reliability calculations in long-term. 
It provides an estimate for the relative strength of the structure under loading.  
The following studies inform the proposed degradation model. The modeling of time-dependent 
structural reliability under non-stationary loads in [16] provides a comparison of different 
stochastic models for structural degradation. The study formulates a time-dependent resistance 
function, subtracts the dead loads to obtain the resulting available resistance, and calculates the 
probability of non-stationary loads exceeding the resistance at any time instant. The structural 
resistance is normalized relative to the initial structural strength and polynomial, exponential, and 
gamma models for long-term structural degradation are used. These models often are good 
estimators for single degradation modes. However, they do not capture the entire structural 
degradation process, which includes the effects of multiple modes and interactions between modes. 
In addition, these models can be physically incorrect. For example, they do not satisfy constraints 
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of degradation, including having values representing no degradation at the initial time step and 
complete degradation at the final time step. 
The degradation model in [78] is proposed to account for the effects of multiple degradation 
modes. By separating out terms of different forms, the authors are able to investigate the impacts 
of changing environmental variables including those due to climate change on varying degradation 
modes. However, the model does not yet match expected properties of the degradation function as 
the proposed model in this paper seeks to do. 
The functions for degradation described thus far provide analytical assessments of degradation. 
Other studies have modeled degradation based on experimental data [81] or numerical methods 
combined with fracture analysis to model degradation at the material level [82]. These studies 
contribute to the understanding of the mechanics of structural degradation. However, the available 
data for a given structure is often limited. Therefore, our model is derived as a simple stochastic 
function, composed of two parameters, which is adaptable over time based on availability of data. 
In seeking to account for multiple degradation modes in the proposed model, the varying effects 
of each mode on a structural component are included. Every mode for material deterioration 
impacts the mechanical properties and overall relative strength of the structure. Here, relative 
strength indicates the current mechanical strength of the structure with respect to the initial 
strength.  A number of studies look to understand the differing rates and appropriate models for 
individual modes of degradation. A summary of these are given in Tables (8-1:8-3), which describe 
some of the dominant degradation modes for concrete, steel, and wood structures. The modes, their 
effects, the estimator functions used to quantify them over time, and representative corresponding 
references are provided. Degradation rates differ based on the effect of a particular mode on the 
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mechanical properties of the structural component. Integrating the estimated degradation rate 
results in an approximate estimator for that particular mode. For example, a constant rate of 
degradation for a particular mode when integrated results in a linear degradation estimator. In 
Tables (8-2:8-3), E indicates the modulus of elasticity. 
Table 7-1 Selected degradation modes for concrete, their effects, and estimator models 
Concrete degradation 
modes 
Effects Approximate estimator 
Tensile loading Cracks and fatigue Exponential [83] 
Compression loading Fatigue Linear [84] 
Corrosion 




Reduced compressive strength, 
increased corrosion rate 
Polynomial (square-root) [86] 




Cracking, expansion, reduced 
bond 
Linear [88] 
Alkali-aggregate reaction Cracking, spalling, or expansion Linear [89] 
Acid attacks Deterioration and debonding Exponential [90] 
Fire/heat 
Reduced strength only at 
elevated temperature 
Function of modulus of 
elasticity [91] 
Abrasion/erosion 















Corrosion Reduced strength and load bearing 
area 
Exponential [94] 
Fatigue Reduced E Polynomial [95] 
Heat and temperature Reduced E and increased thermal 
loads 
Pre-defined function of 
E [96] 
 





Natural decay Reduced strength and load bearing 
area 
Exponential [97] 
Fatigue Reduced E and strength Pre-defined function 
of E [98] 
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In Tables (8-1:8-3), the rates for most degradation modes are estimated to be exponential or 
constant. Therefore, most individual modes can be estimated as exponential or linear functions. In 
rare cases, modes are estimated to have a linearly increasing rate and therefore result in a 
polynomial function of degree two, for example, the effect of fatigue on steel. Carbonation reduces 
the strength of reinforced concrete and leads to the corrosion of steel reinforcement. Studies on the 
effect of carbonation on the mechanical properties of concrete found the depth of carbonation to 
be directly proportional to the square root of the concentration of atmospheric carbon dioxide [70]. 
The carbonation depth is directly proportional to the rate of corrosion and strength, while the 
concentration of carbon dioxide is approximately linearly increasing in time. Hence, a polynomial 
term of degree 0.5 is also added to account for the effect of carbonation with time. 
As any number of degradation modes can be acting on a structure at a given time, we develop the 
proposed model as the sum of all possible degradation modes. In its final form, the proposed model 
is a function of two different parameters, with the model adjusting for the weightage of the 
individual degradation modes depending on the estimated values of the parameters. For any given 
structure, based on its characteristics including material, age, and location, some modes will be 
dominant while others will not act. The parameters of our model estimated from structural health 
monitoring data account for the dominant modes of degradation, the individual rates, and the 




7.3.1 Derivation of proposed model 
The degradation for this study is defined as the decrease in the relative strength under loading. The 
long-term reliability can be estimated in terms of probability of failure defined as the probability 
of resistance being lower than the loading. Therefore, degradation in terms of relative strength 
provides an estimate of resistance for the reliability calculations. It is an estimated quantification 
of the net decrease in the global strength over a long duration of time.  We define 𝜃𝜃(𝑑𝑑) as the 
degradation function such that the resistance of a structural component decreases with time and 
𝑅𝑅(𝑑𝑑) = 𝑅𝑅0(1 − 𝜃𝜃(𝑑𝑑)), where 𝑅𝑅(𝑑𝑑) is the resistance at time 𝑑𝑑 and 𝑅𝑅0 is the initial resistance. Based 
on this, the degradation function must have the following properties: 
• 𝜃𝜃(0) = 0 
• 𝜃𝜃(∞) = 1 
• 𝜃𝜃(𝑑𝑑) is monotonically increasing over time except for external interventions such as repairs 
or retrofits  
The degradation function is formulated as a sum of various degradation modes, with weights 
indicating the respective contributions of each mode to overall degradation, as 
0 ≤ 𝜃𝜃(𝑑𝑑) = �𝑤𝑤𝑖𝑖𝐹𝐹𝑖𝑖(𝑑𝑑) ≤ 1
𝑁𝑁(𝑒𝑒)
𝑖𝑖=1




                                                                             (2) 
135 
 
where 𝑁𝑁(𝑑𝑑) is the number of degradation modes acting at time 𝑑𝑑, and 𝐹𝐹𝑖𝑖(𝑑𝑑) is the estimator model 
and 𝑤𝑤𝑖𝑖 the corresponding weight for the 𝑖𝑖𝑒𝑒ℎ degradation mode. Each individual degradation mode 
can be modeled as an estimator function. However, each mode may not act independently of all 
others. An individual degradation mode can be influenced by the impact of another mode. For 
example, in reinforced concrete structures, carbonation or abrasion can increase the rate of 
corrosion. Therefore, to account for these effects, we model the estimator for the 𝑖𝑖𝑒𝑒ℎ mode as 
𝐹𝐹𝑖𝑖(𝑑𝑑) = 𝑓𝑓𝑖𝑖(𝑑𝑑) + 𝑓𝑓𝑗𝑗𝑖𝑖(𝑑𝑑)                                                               (3) 
where 𝑓𝑓𝑖𝑖(𝑑𝑑) is the estimator function for the individual 𝑖𝑖𝑒𝑒ℎ mode and 𝑓𝑓𝑗𝑗𝑖𝑖(𝑑𝑑) is the effect of the 𝑗𝑗𝑒𝑒ℎ 
mode on the 𝑖𝑖𝑒𝑒ℎ mode. 𝑓𝑓𝑗𝑗𝑖𝑖(𝑑𝑑) is assumed to follow the same form as 𝑓𝑓𝑖𝑖(𝑑𝑑), but its arrival is the 
same as the arrival of the 𝑗𝑗𝑒𝑒ℎ mode. Thus, we model the influence of one mode on the rate of 
another while not changing the way in which the original mode affects a structural component. 
Most degradation modes can be modeled with either exponential or constant rates and therefore 
exponential or linear functions as shown in Tables 1-3. Assuming that the numbers of degradation 
modes following polynomial functions with degrees 0.5 or 2 are significantly lower compared to 
either linear or exponential modes, we estimate them with single terms modeling a small effect on 
the overall degradation. The degradation function then becomes 






+ 𝑤𝑤𝑒𝑒𝑎𝑎𝑒𝑒𝑑𝑑2 + 𝑤𝑤𝑒𝑒𝑎𝑎𝑒𝑒√𝑑𝑑                                      (4) 
where the subscript 𝑒𝑒 denotes exponential, 𝑙𝑙 linear, 𝑒𝑒 square, and 𝑛𝑛 square-root. 𝑎𝑎𝑒𝑒 and 𝑎𝑎𝑒𝑒 are the 
coefficients for the square and square-root terms respectively. For the linear term,  
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𝐹𝐹𝑙𝑙𝑖𝑖(𝑑𝑑) = 𝑎𝑎𝑖𝑖(𝑑𝑑 − 𝑑𝑑𝑖𝑖)+𝑎𝑎𝑗𝑗𝑖𝑖�𝑑𝑑 − 𝑑𝑑𝑗𝑗�                                                                      (5) 
where 𝑑𝑑𝑖𝑖 and 𝑑𝑑𝑗𝑗 are the arrival times for modes 𝑖𝑖 and 𝑗𝑗, respectively. 𝑎𝑎𝑖𝑖 is the linear coefficient for 
mode 𝑖𝑖 and 𝑎𝑎𝑗𝑗𝑖𝑖 is the linear coefficient for the effect of mode 𝑗𝑗 on mode 𝑖𝑖 . We consider modes that 
begin at time of initial construction and act through the lifetime of the structure, and others that 
begin at a later time. Therefore, we assume that some degradation modes start acting on the 
structure at time 𝑑𝑑 = 0, while the others have a time of arrival. Without loss of generality, we can 




= 𝑤𝑤𝑚𝑚𝑎𝑎𝑚𝑚𝑑𝑑 + 𝑤𝑤𝑂𝑂𝑎𝑎𝑂𝑂𝑑𝑑 + 𝑤𝑤𝑐𝑐𝑎𝑎𝑐𝑐𝑑𝑑 + ⋯
+ �
0       𝑑𝑑 < 𝑑𝑑1
𝑤𝑤𝑑𝑑𝑎𝑎𝑑𝑑(𝑑𝑑 − 𝑑𝑑1)     𝑑𝑑 > 𝑑𝑑1
+ �
0       𝑑𝑑 < 𝑑𝑑2
𝑤𝑤𝑒𝑒𝑎𝑎𝑒𝑒(𝑑𝑑 − 𝑑𝑑2)     𝑑𝑑 > 𝑑𝑑2
+ ⋯                                                                                       (6) 
where terms 𝑎𝑎, 𝑏𝑏, 𝑐𝑐, … denote modes acting starting at time 𝑑𝑑 = 0, and terms 𝑑𝑑, 𝑒𝑒, … denote modes 
starting at a later time. Assuming the arrival times of the later modes to be Poisson with a fixed 












+ 𝐴𝐴𝑑𝑑                                              (7) 
where 𝐴𝐴 is the coefficient for all the linear terms starting at 𝑑𝑑 = 0 and 𝑛𝑛 is the number of linear 
terms with a non-zero arrival time. Similarly, we expand the exponential terms. The number of 
unknown parameters decreases in all cases after expanding and adding similar terms. 𝜆𝜆𝑖𝑖 indicates 
the exponential rate of the 𝑖𝑖𝑒𝑒ℎ exponential mode. 
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+ 𝑤𝑤𝑚𝑚𝑒𝑒−𝜆𝜆𝑚𝑚𝑒𝑒 + 𝑤𝑤𝑂𝑂𝑒𝑒−𝜆𝜆𝑏𝑏𝑒𝑒 + 𝑤𝑤𝑐𝑐𝑒𝑒−𝜆𝜆𝑐𝑐𝑒𝑒 …
+ �
0       𝑑𝑑 < 𝑑𝑑1
𝑤𝑤𝑑𝑑𝑒𝑒−𝜆𝜆𝑑𝑑(𝑒𝑒−𝑒𝑒1)     𝑑𝑑 > 𝑑𝑑1
+ �
0       𝑑𝑑 < 𝑑𝑑2
𝑤𝑤𝑒𝑒𝑒𝑒−𝜆𝜆𝑒𝑒(𝑒𝑒−𝑒𝑒2)     𝑑𝑑 > 𝑑𝑑2
+ ⋯                                                                                        (9) 
𝑛𝑛 is the number of exponential terms with a non-zero arrival time and 𝑘𝑘 ∈ [1, 𝑛𝑛] such that every 




= 𝑐𝑐 + � 𝑤𝑤𝑖𝑖
𝑁𝑁𝑒𝑒(𝑒𝑒)−𝑛𝑛
𝑖𝑖=1






                       (10) 
where 𝑐𝑐 < 1. We solve this by considering each of the three terms on the right-hand side of 
Equation (10) as the probability density of a convolution of exponentially distributed random 
variables with different parameters as suggested in [99]. First, we multiply and divide each term 
by its respective 𝜆𝜆𝑖𝑖. The probability density of a convolution of exponential distributions with 
different parameters is given by  
𝑆𝑆𝑛𝑛(𝑑𝑑) = �
𝜆𝜆1 … 𝜆𝜆𝑛𝑛
∏ (𝜆𝜆𝑗𝑗 − 𝜆𝜆𝑖𝑖)𝑛𝑛𝑗𝑗=1
𝑗𝑗≠𝑖𝑖




Now, we assume that some of the degradation modes are more dominant than others in affecting 
the structure such that, in most cases, (𝜆𝜆𝑗𝑗 − 𝜆𝜆𝑖𝑖)~𝜆𝜆𝑗𝑗. This is indicating that we are approximating 
the rate of total degradation of the structure as being dictated by a smaller number of dominant 
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modes while a larger number of other modes have a relatively smaller effect. Therefore, the rate 
𝜆𝜆𝑗𝑗 for a subset of dominant exponential modes 𝑗𝑗 is much higher than that of other modes. With this 
assumption, we use the convolutions for each term to obtain the exponential terms, and then add 
the estimations for the linear, square, and square-root terms.  
We then use the Taylor expansion of each term to simplify and aggregate similar terms, expanding 
the four terms and merging those of the same order. The higher order terms for the square and 
square-root terms are ignored because of the assumption of their lower relative impact on the extent 
of degradation. This assumption is based on the estimators for the individual degradation modes 
presented in the previous section, where most of the modes are estimated as linear or exponential. 
Only one mode has an estimator with a polynomial square-root term. Similarly, only one mode is 
polynomial with a square term. Therefore, the relative impact of these modes on the overall 
degradation is lower compared to the exponential or linear terms. These two terms are assumed to 
not have an arrival time. It is assumed that they act throughout the lifetime of the structure. These 
terms correspond to carbonation and fatigue, which generally do not require an initiation time. 
Therefore, these terms do not have a Poisson arrival and are simply added as polynomials in the 
methodology. The weights multiply with the coefficients of expanded terms to give new 
coefficients for each term, similar to the computations for the linear terms. Therefore, we are left 
with polynomial terms with one coefficient each through the Taylor series.  Some terms of the 
Taylor expansion directly converge into an exponential function. Therefore, the Taylor expansion 
is separated into two groups: the first group that directly converges into an exponential function 
and the second with convergence estimated as in [101]. The final form for the degradation function 
is the following: 
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                                                              (12)  
This function has two unknown parameters 𝑛𝑛 and 𝜆𝜆. 𝑛𝑛 can be viewed as the number of degradation 
modes and 𝜆𝜆 the Poisson rate of arrival of later degradation modes. It is important to note that these 
parameters are estimators for the number of degradation modes and the rate and they do not 
represent the actual physical parameters at a specific time. Therefore, the parameter 𝑛𝑛 is not 
constrained to natural numbers. As an estimator, it is only constrained to have positive real values. 
These parameters are adaptable to new information and should be updated if data is available. This 
model fits the expected fundamental properties of degradation as discussed in terms of bounds and 
limits. The function is adaptable to change in structural properties over time based on the change 
in the two parameters. As there are only two parameters that need to be estimated, the function 
provides a way to estimate long-term structural degradation with limited data. 
7.3.2 Parameter estimation 
To estimate the parameters of the model, we need at least two different observations of structural 
monitoring data at different times. The model represents the relative change in the structural 
strength. Therefore, we need at least two observations for a parameter corresponding to structural 
strength. If a structural system is instrumented using, for example, accelerometers and LVDTs 
placed on the structure, then we can estimate the structural parameters as described in [102-103]. 
Such an instrumented system will measure input accelerations and displacement histories over 
time. By using an unscented Kalman filter approximation on the data, the mass, damping, and 
stiffness parameters corresponding to every degree of freedom of the structure can be estimated. 
Assuming that the geometric properties of the structure remain the same, we can estimate 
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degradation by using the fractional change in stiffness over time. In such a scenario, the stiffness 
matrix is used to estimate the parameters of the degradation function.  
In other cases, systems instrumented with, for example, strain gauges also provide enough 
information to estimate the degradation model parameters. The strain gauges will measure the 
strain at a particular instance of time. Assuming that the geometric properties are constant, the 
mechanical strains will be directly proportional to the modulus of elasticity of the system. 
Mechanical strains may be affected by other processes, e.g., creep in concrete. However, based on 
data availability, changes in modulus of strength provide an estimation for the changes in the 
relative strength of the structure over time.  In such cases, modulus of elasticity will be an estimate 
for the long-term reduction in strength. Assuming degradation to be the fractional decrease in the 















                                                                (15) 
where 𝜀𝜀𝑚𝑚 represents mechanical strains, 𝐸𝐸 modulus of elasticity, and 𝑘𝑘 a constant assuming the 
geometric properties of the structural component do not change during the time of data collection. 
It is also assumed that different data points are collected under similar loading scenarios. However, 
as the strains are a function of the loading applied on the structure, using data from multiple strain 




7.4 Application on data 
To illustrate use of the proposed degradation model, we apply it to data from the Streicker Bridge, 
a pedestrian bridge located on the Princeton University campus. The available data are 
measurements of strain, prestress losses, and temperature collected continuously over three years. 
The data is collected at the mid-span of the bridge. The strain and temperature data is collected 
every five to 15 minutes, while the prestress data is collected at varying times over the three-year 
period. Figure (8-1) shows the strain and temperature data collected over the first three years. The 
prestressing force over the three years is shown in Figure (8-2). 
 




Figure 7-2 Prestressing force over time 
To evaluate performance of the model, we divide the data into two sets. The first two years of data 
is used as a training set to estimate the parameters of the model. The data from the third year is 
used as the testing set. This separation of the data enables us to test the generalizability of the 
model and assess the accuracy of the model on previously unseen data. As the data is collected 
over small durations of time, this separation helps us with the assumption that the loading is on 
average constant. It also helps in reducing the effect of creep in the analysis when the duration 
between two adjacent observations is small because we have not quantified the effect of creep 
based on available data.  We compare the performance of our proposed model on the testing dataset 
with results from widely used exponential, gamma, and linear regression models.  
As the data is from a pedestrian bridge and it is collected over three years, we assume that the 
loading remains on average constant. We recognize that as the objective is to model long-term 
degradation, longer time periods of analysis may be desired. The model presented is general and 
143 
 
can be applied to any dataset. Here, we focus our analysis on the period when continuous 
monitoring data is available. The total strain measured for the bridge will be a sum of the thermal 
strain and the mechanical strain. We assume that the mechanical strain directly relates to the 
degradation. The total strain 𝜀𝜀 is given as 
𝜀𝜀 = 𝜀𝜀𝑒𝑒ℎ𝑒𝑒𝑒𝑒𝑚𝑚𝑚𝑚𝑙𝑙 + 𝜀𝜀𝑚𝑚𝑒𝑒𝑐𝑐ℎ𝑚𝑚𝑛𝑛𝑖𝑖𝑐𝑐𝑚𝑚𝑙𝑙 + 𝜀𝜀𝑝𝑝𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒                                                           (16) 
and the thermal strain can be calculated as 
𝜀𝜀𝑒𝑒ℎ𝑒𝑒𝑒𝑒𝑚𝑚𝑚𝑚𝑙𝑙 = 𝛼𝛼�𝑇𝑇 − 𝑇𝑇𝑒𝑒𝑒𝑒𝜕𝜕�                                                                  (17) 
where 𝛼𝛼 is coefficient of thermal expansion, 𝑇𝑇 is temperature at time under consideration, and 𝑇𝑇𝑒𝑒𝑒𝑒𝜕𝜕 
is the reference temperature. Hence, the total strain at time 𝑑𝑑 in this case is given as 






                                                                        (18) 
where ∆𝑃𝑃 is the prestress loss until time 𝑑𝑑. The strain at time 0 will be given as 
                                𝜀𝜀(0) = 𝛼𝛼∆𝑇𝑇 +
𝑘𝑘
𝐸𝐸(0)
                                                                           (19) 
Assuming the loading is on average constant and there is no change in the geometric properties of 
the structure, we use equation (14) to estimate 𝜃𝜃(𝑑𝑑). We then use adjacent pairwise values of 𝜃𝜃(𝑑𝑑) 







The strain and temperature data shown in Figure (8-1) includes the testing as well as training data. 
The measured strains are total strains. We are interested in estimating the overall change in the 
structural strength under loading. The thermal strains are localized and fluctuate depending on the 
temperature. The change in prestressing force also causes the change in strength but our focus is 
on the overall effect of the degradation in the material on the strength. Therefore, we use the 
temperature data along with prestress data to subtract the thermal strains and strains due to 
prestress loss to obtain the values of mechanical strains. The mechanical strains are used to 
estimate modulus of elasticity, which is a representative for the change in the relative strength of 
the structure. The value of the thermal coefficient is assumed to be 𝛼𝛼 = 10 × 10−6. The reference 
temperature is 𝑇𝑇𝑒𝑒𝑒𝑒𝜕𝜕 = 20℃, which is close to the average of the temperature measurements in the 
training set. We estimate the model parameters using the value of degradation at each time step. 
Each time step is taken to represent a single day. We then calculate the average of the values from 
the estimates at each time step to obtain the value for each parameter. The final estimated 
degradation model parameters are 𝑛𝑛 = 3.4 and 𝜆𝜆 = 0.07. We then use the testing data from the 
third year to calculate the value of degradation from the proposed model using Equations (14) and 
(18). 
To assess performance of the proposed degradation model, we compare the result with that from 
traditional exponential and gamma models, and also a basic linear regression model minimizing 
error between the predicted and observed datapoints. The parameter values are calculated for each 
of these comparison models based on the training set data from the first two years. For each model, 
the parameters are estimated pairwise for adjacent datapoints and the average over all points used 
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as the corresponding model parameter. After obtaining the values of the parameters, we apply them 
to the testing data to evaluate performance. In Figure (8-3), we plot the resulting estimates of the 
third-year degradation from the proposed model and the three comparison models based on the 
parameters estimated using the training data. We compare all four models with the measured 
degradation at each time step, shown as open circles in Figure (8-3). Every circle represents the 
average degradation for a single day. To evaluate the performance of the varying models across 
longer structural lifetimes, Figure (8-4) shows the results of the four models for their estimates of 
the long-term structural degradation over 100 years. The calculated degradation values use the 
parameters estimated from the training data of the first two years evaluated over 100 years.  
 




Figure 7-4 Total degradation curves over 100 years for varying models 
From Figure (8-3), the proposed degradation model outperforms the other models in terms of 
accuracy. The root mean square error (RMSE) for the proposed model is 5.17%, while it is 10.98% 
for linear regression, 9.16% for exponential, and 7.44% for gamma models. The RMSE is 
calculated as the root mean square of the difference between the measured value and the estimated 
value of the degradation at every time step in the testing dataset. The RMSE will increase for 
assessments over longer structural lifetimes, particularly for the unbounded linear model, as seen 
in Figure (8-4).  
Compared to the exponential and gamma models, the proposed model has several advantages. 
First, it is more consistent with the mechanics of degradation, accounting for the varying rates of 
degradation and effects across modes. Second, it satisfies the necessary boundary conditions for a 
degradation model. Finally, it is more adaptable to changes, both in the rate of degradation over 
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time as a structure ages or environmental parameters change, and in the structural parameters 
through any repairs or retrofits. For instance, if the dominant degradation mode changes and the 
form of the dominant term changes, then the gamma or exponential models will not be able to 
account for the new term and will be more prone to error. For the effects of varying structural 
parameters, the parameters of the proposed model will adjust accordingly based on structural 
monitoring readings. While the model parameters for exponential and gamma functions can 
similarly be updated, if the dominant degradation mode for the structure changes to a mode which 
cannot be captured using these two functions, then there will be errors in the estimation even after 
the updated parameters. In terms of computation, the proposed model is equally computationally 
efficient compared to other models. The computation time is negligible, taking 0.8s for the full 
calculation over 100 years on a personal computer. Any updates to the model parameters and long-
term degradation estimates based on collected structural inspection data will take a similar time.  
7.6 Conclusions 
In this study, we propose a new stochastic model for modeling structural degradation. The model 
is formulated as a random sum of a random number of degradation modes acting on a structure at 
a particular time. This model provides an estimate for a change in relative structural strength over 
time without informing about the local material deterioration at a specific instant of time. This 
model is important for accurate estimations of structural reliability over the lifetime of the 
structure. We estimate the models for individual modes based on their mechanical properties. The 
resulting proposed model requires estimation of only two parameters. We derive the model, 
analyze its properties, and discuss methods for estimating the parameters of the model. We apply 
the proposed model to collected structural monitoring data, estimating the model parameters based 
on training data and evaluating it against a test set. The model is shown to perform better than 
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current models that are widely used to estimate degradation in reliability calculations. In addition 
to this improved performance, the proposed model is based on the varied physical mechanisms of 
degradation, is flexible to account for degradation modes of varying rates and arrival times over 
the lifetime of the structure, and matches expected properties of degradation. The model can be 
readily incorporated into stochastic reliability calculations and to estimate future structural 
resilience against stationary or non-stationary loads. As structures age and the useful life of 
structures around the world increases, the proposed function provides a way to better estimate 




CHAPTER 8. LONG-TERM RELIABILITY: ESTIMATION OF 
RELIABILITY, QUANTIFICATION OF RESILIENCE, AND DYNAMIC 
RESOURCE ALLOCATION FOR REPAIR AND MAINTENANCE 
8.1 Introduction 
Civil engineering structures and infrastructure components are designed for tens to hundreds of 
years of expected service life. A structure needs repairs and maintenance over time for it to provide 
an expected level of service over long durations of time. Structural reliability based methods help 
us in projecting the structural behavior over time under regular loading and natural or man-made 
shock events. These methods can be used for the modeling the extent and cost of structural repair 
after a shock event. We extend a reliability approach to define and quantify structural resilience to 
introduce a method that continuously accounts for the repair and restoration throughout the lifetime 
of the structure. This approach accounts for the repair after a shock event based on a desired 
performance level, repair time of the component, and post-repair performance of the structure. We 
use the resilience levels to choose optimal repair strategy to maximize the overall resilience over 
the structural lifetime and minimize the repair costs. 
The first step of the method is to estimate structural reliability. We model structural degradation 
over time and simulate structural live loads to estimate reliability for each component in terms of 
probability of failure. We use a system-reliability approach to model overall reliability of the 
structural system based on the individual component reliabilities. We introduce repair criteria and 
repair cases, define resilience and estimate structural resilience over time. The shock loads are 
modeled as Poisson events. Therefore, we simulate 1000 scenarios at each time step and list the 
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components needing repair whenever applicable and estimate the running probability of repair for 
each component over time. We use these results for the cost analysis over time to find the optimal 
strategy. 
The applicability of the approach is demonstrated using an existing highway bridge in Colorado 
as presented in [1]. We estimate reliability of each component over a time-span of 100 years, model 
the bridge as a series-parallel system to use a system reliability approach to estimate its structural 
reliability. Based on the repair cases, the resilience is estimated, and an optimal strategy is chosen 
based on projected costs and resilience. We show our strategy to be consistent with [1] as a 
validation for the proposed approach.  
8.2 Background and related work 
The reliability methods have been increasingly gaining popularity in civil engineering to estimate 
project and infer structural behavior over its lifetime. Researchers either use a system reliability 
approach based on the possible structural failure modes or a representative stochastic model to 
quantify reliability. In [17], the researchers use a system reliability approach to visualize a bridge 
as a series-parallel combination of individual components, based on the failure modes and load 
propagation. Limit state equations are developed for each failure mode and loads are modeled to 
calculate the reliability of the bridge system for cost-assessment purposes. Such an approach is 
specific to a structure and it requires an analysis to identify all the failure modes at component 
level. On the contrary, another study [16] proposes a stochastic model to quantify structural 
reliability. Representative distribution functions are used to model loadings and deterioration of 
the structure to estimate reliability over the structural lifetime. Such a model is scalable and 
universally applicable to any structure with proper identification of model parameters. We use a 
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hybrid approach where we use a stochastic formulation to estimate reliability at the component 
level as proposed in [78] and then use a system based approach visualizing the system as a series-
parallel combination of its component and the total probability rule to calculate system reliability. 
We model structural degradation using the approach proposed in the previous chapter, where 
degradation is modeled as a probabilistic sum of a random number of degradation modes acting 
on a component at a particular time. The proposed degradation function also accounts for the 
change in environmental properties affecting the degradation over time. The loads are modeled as 
Poisson events. 
The modern societies and studies are increasingly focusing on more resilient infrastructure. The 
evaluation of risk, reliability, and restoration are all important aspects of resilience. We can model 
structural risk based on regional hazard maps or by simulating specific shock scenarios. A number 
of studies that focus on structural restoration in the aftermath of a single natural or manmade 
catastrophe. For example, the process of restoration under a seismic hazard is assessed and studied 
in [104]. However, the resilience of a structure is a combination of multiple aspects before, during, 
and after a shock event. There are varying definitions of resilience across different fields. The US 
Department of Homeland Security [105], Multidisciplinary Center for Earthquake Engineering 
Research (MCEER) [104], and Haimes [106] have defined resilience for civil engineering systems. 
. The US Department of Homeland Security says that resilience is “the capacity of an asset, system, 
or network to maintain its function during or to recover from a terrorist attack or other incident”. 
MCEER defined it as “the ability of the system to reduce the chances of shock, to absorb a shock 
if it occurs and to recover quickly after a shock (re-establish normal performance)”. One of the 
most commonly cited definition by Haimes is “the ability of the system to withstand a major 
disruption within acceptable degradation parameters and to recover within an acceptable time and 
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composite costs and risks”. These definitions highlight the significance of estimation of each of 
the risk, reliability, and restoration as a part of structural resilience. 
The quantification of structural resilience is a combination of multiple metrics. In [107], resilience 
is defined as the area under the reliability-performance curve for a specific period of time. 
Resilience is quantified as the probability that a water-delivery system maintains its robustness 
and rapidity standards under a seismic event in [108]. In [109], resilience is quantified in terms of 
system reliability along with an addition of repair costs. An annual resilience metric is proposed 
in [110], which is a measure of actual annual reliability to the target reliability. We extend this 
approach to quantify resilience to account for repair time in the reliability estimates to quantify an 
expected annual resilience. 
In the Methodology Section, we first describe the method to quantify component reliability which 
includes a degradation model, followed by quantification of system reliability. We then propose 
repair cases and resilience formulation. Finally, we use the resilience quantification to estimate 
repair costs and find the optimal repair strategy. In the Application Section, we apply the proposed 










The general flowchart for the method is as follows in Figure (9-1)
 
Figure 8-1 Flowchart for the methodology 
8.3.2 Component reliability 
Component reliability is calculated using the approach proposed in [16] and as used in [78]. The 
reliability of a structural component is described in terms of the probability of failure. The 
probability of failure is calculated as the probability of the structural resistance at any time step 
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𝑃𝑃𝜕𝜕(𝑑𝑑) = 𝑃𝑃[𝑅𝑅(𝑑𝑑) < 𝑆𝑆(𝑑𝑑)] = ∫ 𝐹𝐹𝑅𝑅,𝑒𝑒(𝑒𝑒)𝑓𝑓𝑁𝑁,𝑒𝑒(𝑒𝑒)𝑑𝑑𝑒𝑒
∞
0      (1) 
where 𝑅𝑅(𝑑𝑑) is the resistance as a function of time, 𝑆𝑆(𝑑𝑑) is the load function, and 𝐹𝐹 and 𝑓𝑓 denote 
respectively the CDF and PDF. The loading and the resistance are assumed to be statistically 
independent, as the structural resistance is modeled in terms of degradation. 
Now, we define hazard function ℎ(𝑑𝑑) as the probability of failure of the structure in the time 





          (2) 
where 𝑑𝑑𝜕𝜕 is the time of failure. Assuming the loads to be Poisson with an arrival rate of 𝜆𝜆(𝑑𝑑), the 
numerator of equation (2) can be expressed as 
𝑃𝑃�𝑑𝑑 < 𝑑𝑑𝜕𝜕 ≤ 𝑑𝑑 + 𝑑𝑑𝑑𝑑� = 𝜆𝜆(𝑑𝑑)𝑑𝑑𝑑𝑑 ∙ 𝑃𝑃[𝑅𝑅(𝑑𝑑 + 𝑑𝑑𝑑𝑑) < 𝑆𝑆(𝑑𝑑 + 𝑑𝑑𝑑𝑑)] ∙ 𝑃𝑃�𝑑𝑑 < 𝑑𝑑𝜕𝜕�     (3) 
Hence, the hazard function is given as 
ℎ(𝑑𝑑) = 𝜆𝜆(𝑑𝑑) ∙ 𝑃𝑃[𝑅𝑅(𝑑𝑑 + 𝑑𝑑𝑑𝑑) < 𝑆𝑆(𝑑𝑑 + 𝑑𝑑𝑑𝑑)]           (4) 
Assuming 𝑑𝑑𝑑𝑑 is infinitely small 
𝑃𝑃[𝑅𝑅(𝑑𝑑 + 𝑑𝑑𝑑𝑑) < 𝑆𝑆(𝑑𝑑 + 𝑑𝑑𝑑𝑑)] = 1 − 𝑃𝑃[𝑆𝑆(𝑑𝑑 + 𝑑𝑑𝑑𝑑) < 𝑅𝑅(𝑑𝑑 + 𝑑𝑑𝑑𝑑)] = 1 − 𝐹𝐹𝑁𝑁[𝑅𝑅(𝑑𝑑 + 𝑑𝑑𝑑𝑑)]  (5) 
Therefore, hazard function is 
ℎ(𝑑𝑑) = 𝜆𝜆(𝑑𝑑) ∙ [1 − 𝐹𝐹𝑁𝑁{𝑅𝑅(𝑑𝑑)}]              (6) 
The hazard function is also related to the structural reliability 𝐿𝐿(𝑑𝑑) as 
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ℎ(𝑑𝑑) = − 𝑑𝑑
𝑑𝑑𝑒𝑒
ln[𝐿𝐿(𝑑𝑑)]        (7) 
Therefore, the structural reliability and probability of failure are expressed as 
𝐿𝐿(𝑑𝑑) = 𝑒𝑒𝑥𝑥𝑝𝑝�−∫ 𝜆𝜆(𝑑𝑑) ∙ [1 − 𝐹𝐹𝑁𝑁{𝑅𝑅(𝑑𝑑)}]𝑑𝑑𝑑𝑑
𝜏𝜏
0 �               (8) 
𝑃𝑃𝜕𝜕(𝑑𝑑) = 1 − 𝐿𝐿(𝑑𝑑)      (9) 
8.3.3 Degradation function 
Structural degradation for the purpose of this study is assumed to be the structural deterioration 
due to natural and environmental causes over time, and due to the change in mechanical properties 
due to regular everyday loading. It is derived in the previous chapter. The degradation function is 
derived as a time dependent random weighted sum of various degradation modes acting on the 
structure, with weights indicating the respective contributions of each mode to overall degradation 
𝜃𝜃(𝑑𝑑), as 
0 ≤ 𝜃𝜃(𝑑𝑑) = �𝑤𝑤𝑖𝑖𝐹𝐹𝑖𝑖(𝑑𝑑) ≤ 1
𝑁𝑁(𝑒𝑒)
𝑖𝑖=1




                                                                             (11) 
where 𝑁𝑁(𝑑𝑑) is the number of degradation modes acting at time 𝑑𝑑, and 𝐹𝐹𝑖𝑖(𝑑𝑑) is the estimating 
stochastic function and 𝑤𝑤𝑖𝑖 the corresponding weight for the 𝑖𝑖𝑒𝑒ℎ degradation mode. Each individual 
degradation mode can be modeled as an estimator function. However, not all modes act 
independently as there are mechanical interdependencies between different modes. For example, 
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in reinforced concrete structures, carbonation or abrasion can increase the rate of corrosion. 
Therefore, to account for these effects, we model the estimator for the 𝑖𝑖𝑒𝑒ℎ mode as 
𝐹𝐹𝑖𝑖(𝑑𝑑) = 𝑓𝑓𝑖𝑖(𝑑𝑑) + 𝑓𝑓𝑗𝑗𝑖𝑖(𝑑𝑑)                                                               (12) 
where 𝑓𝑓𝑖𝑖(𝑑𝑑) is the estimator function for the individual 𝑖𝑖𝑒𝑒ℎ mode and 𝑓𝑓𝑗𝑗𝑖𝑖(𝑑𝑑) is the effect of the 𝑗𝑗𝑒𝑒ℎ 
mode on the 𝑖𝑖𝑒𝑒ℎ mode. 𝑓𝑓𝑗𝑗𝑖𝑖(𝑑𝑑) is assumed to follow the same form as 𝑓𝑓𝑖𝑖(𝑑𝑑), but its arrival is the 
same as the arrival of the 𝑗𝑗𝑒𝑒ℎ mode. Thus, we model the influence of one mode on the rate of 
another while not changing the way in which the original mode affects a structural component. 
The final form for the degradation function is the following 








                                                              (13)  
This function has two unknown parameters 𝑛𝑛 and 𝜆𝜆. 𝑛𝑛 can be viewed as the number of degradation 
modes and 𝜆𝜆 the Poisson rate of arrival of later degradation modes. This model fits the expected 
fundamental properties of degradation as discussed in terms of bounds and limits. The function is 
adaptable to change in structural properties over time based on the change in the two parameters. 
As there are only two parameters that need to be estimated, the function provides a way to estimate 
long-term structural degradation with limited data. 
8.3.4 Risk quantification 
The first step in reliability analysis is to estimate and quantify the risk on the structure. Risk is 
quantified in term of the live loading on the structure. The regular live load on a structure can be 
estimated based on the design live loads as per the design equations. Additionally, the intensity 
and frequency of live loads due to natural hazards can be estimated based on the hazard maps of 
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the region.  Our methodology also helps in the estimation of the effect of shock events on the 
structure through the quantification of reliability under the shock loading. The intensity of these 
live loads is used in the methodology as a fraction of the structural resistance, converted using 
critical design equations.  
System reliability 
The reliability of the system is also defined in term of the probability of failure of the system by 
Equation (9). To calculate the probability of failure of the system, we first visualize the system as 
a series-parallel system of its components. We use a hybrid approach instead of using failure 
modes. First, we select different subsystems of the structure which are essential for the structure 
to be functional. For a bridge system, every bridge column is a separate subsystem along with the 
superstructure as one separate subsystem. Similarly, for a building structure, every story is a 
separate subsystem and every load bearing column is also a subsystem. At the subsystem level, we 
create a series-parallel system based on load distribution. The system is visualized a system of all 
the subsystems in series with each other. The probability of failure of the system is calculated 
using the total probability rule as the probability of at least one subsystem in series failing.  
8.3.5 Repair cases 
We set a threshold of probability of failure to decide that a component requires repair. We 
differentiate between repair of the structural system and repair of an individual component. If the 
probability of failure of a component is higher than the set threshold then that component is 
replaced in the aftermath of a shock event. This act of replacing an individual component is defined 
as repair for the structural system. Therefore, repair is quantified in terms of replacement of a 
single component, which is a small part of the structural system. We assess the probability of 
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failure of the system and each component and set two different thresholds for the failure of the 
structural system and the failure of a component, respectively. The threshold for the probability of 
failure of system is used to define Class E, which is the complete failure of the system. Based on 
the thresholds, following strategy is used: 
• Class A- No failure, functional structure, no repair 
• Class B- Functional structure but failure of non-critical components, no repair 
• Class C- Functional structure but failure of multiple non-critical components, repair 
• Class D- Non-functional structure, failure of one or more critical components, replacement 
of failed components 
• Class E- Failure of all critical components, replacement of the entire structure 
The critical components are the subsystems in series. We assume that the structure is not functional 
if at least one of the critical components fail and a repair must be undertaken. We use this described 
repair strategy to decide repair. Under this analysis, we simulate 1000 different scenarios as the 
loading is assumed to be Poisson and the need for repair is assessed at every point in time and 
repair is undertaken as soon as it is necessary. If a component has a probability of failure higher 
than the threshold at any time, then the process for its replacement immediately starts. The 
probability of repair of a component at any time is the total number of scenarios when it is replaced 
up till the time in consideration out of the total 1000 scenarios given as 
𝑃𝑃𝑒𝑒𝑒𝑒𝑝𝑝𝑚𝑚𝑖𝑖𝑒𝑒(𝑑𝑑) =
𝑇𝑇𝑒𝑒𝑒𝑒𝑚𝑚𝑙𝑙 𝑛𝑛𝑢𝑢𝑚𝑚𝑂𝑂𝑒𝑒𝑒𝑒 𝑒𝑒𝜕𝜕 𝑒𝑒𝑒𝑒𝑝𝑝𝑚𝑚𝑖𝑖𝑒𝑒𝑒𝑒 𝑒𝑒𝑖𝑖𝑙𝑙𝑙𝑙 𝑒𝑒
1000
                                                (14) 
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The repair rime and cost of repair is decided at the component level. It is assumed that the reliability 
of component becomes 1, after a replacement. Therefore, the total reliability of the structure is 
expected to increase after a repair for the specific scenario. The repair time is a combination of 
response time and the replacement time.  Figure (9-2) shows a representative reliability curve of a 
component after a shock event. 
 
Figure 8-2 Reliability of a component under different repair scenarios 
From Figure (9-2), for a hypothetical threshold for probability of failure of 0.3, we replace the 
component for repair case C. In this case, a shock event occurs in the beginning and the probability 
of failure is higher than the repair threshold, therefore, we start the process of replacing the 
component at the time of the event. The component reliability is the same as its reliability in the 
immediate aftermath of the event during the response time of a few days. Then the reliability 
gradually increases to 1 during the replacement time. It is compared to the ‘natural’ reliability of 
the component which is based on a scenario with no shock event and natural degradation. After 
replacement, the reliability of component is higher than its natural state without any repairs. 
Similarly, another shock event of a lower intensity occurs later in the next case where the 
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probability of failure is lower than the threshold and the component falls under repair scenario B. 
In this case, the component does not require a replacement and can continue to function even 
though its overall reliability has reduced due to the event. 
8.3.6 Resilience 
Resilience is calculated as an annual running average of fraction of actual reliability with respect 
to a target reliability curve. The target reliability curve should be user defined based on expected 
performance levels over time. Ideally, we should have expected target reliability levels at certain 
time intervals over the lifetime of the structure and a curve-fit should result in the target reliability 
curve. For this study, we assume that the target reliability is the reliability curve of the structure 
without any shock loads. It is the reliability based on natural degradation. The actual reliability is 
based on shock events and repair cases. Resilience at a particular instant of time is based on the 






                                                                              (15) 
where, 𝐿𝐿𝑁𝑁(𝑑𝑑) is the reliability curve under simulated shock events while 𝐿𝐿(𝑑𝑑) is the natural 
reliability curve, and 𝑇𝑇 is 365 days. The time period to calculate an average is chosen to be 365 
days to standardize the resilience value as annual resilience, so that we can compare the annual 
resilience levels for different scenarios and quantify the difference at a set standard. As the 
reliability and repair will depend on the Poisson distributed loading, the resilience at a particular 
time is calculated as the mean of 1000 different resilience curves based on different loading 
scenarios over the yearly time period. Resilience can be improved by increasing reliability or 
decreasing repair time. 
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8.3.7 Dynamic resource allocation 
The resource allocation for this study is the choice of repair strategies and allocation of associated 
costs. The resilience curve is used for the optimization of the resource allocation for the structure. 
It helps to come up with a strategy to optimize the repair and maintenance of the structure over its 
time period. The system resilience curve at any time contains a table of repair probabilities for 
each component up to that time and the current reliability of each component and the system as a 
whole. The system resilience and repair probabilities for each components are based on the set 
threshold for probability of failure. The goal is to optimize under the constraints of maximizing 
system resilience and reducing costs. At every point in time, we get probability of repair and cost 
of repair for each component. The cost of repair is calculated as the expected cost of repair for the 
particular component, calculated as the cost of replacement of the component times the probability 
of repair of the component. We can compare the lifetime cost curves to lifetime system resilience 
curves for decision making. The cost curve for one specific resilience curve would provide 
multiple options for repair and maintenance of the structure over its lifetime. The number of 
components needing repair increase along with the increasing cost over time. This methodology 
helps in choosing a resilience level and deciding a repair strategy to optimize for cost over the 
structural lifetime. It is best shown in the application example in the next sections. This 
methodology results in sets of projected cost curves and resilience curves at different performance 
levels. A decision making process will involve choose for a tradeoff between cost and performance 
level. Once a specific set of resilience and sot-curve is chosen, then the most optimal repair strategy 





The proposed approach is applied to a highway bridge in the state of Colorado and the plan for the 




Figure 8-3 Representative plan for the Highway Bridge, elevation and cross-sectional views, from [1] 
Figure (9-3) shows the bridge system with two columns and a superstructure consisting of 9 
girders. This is a representative figure showing the components that are used in this study. For the 
bridge in consideration, the structural system is a series combination of the two piers and the 
superstructure. The superstructure subsystem consists of the deck in series with the girders in 
parallel. The component reliability analysis is based on the structural and loading properties from 
[2] and [3]. The design equation 0.9𝑅𝑅𝑛𝑛 = 1.4𝐷𝐷𝑛𝑛 + 1.7𝐿𝐿𝑛𝑛 specified in ACI 318 and used in [2] and 
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[3] is used to estimate nominal dead load, where the subscript 𝑛𝑛 represents the code specified 
values. While this code has since been superseded by newer codes, it was chosen to facilitate 
comparison with the cited studies. For simplicity and consistency, it is assumed that 𝐷𝐷𝑛𝑛 = 𝐿𝐿𝑛𝑛 and 
𝑅𝑅𝑛𝑛 = 𝑅𝑅0. 𝑅𝑅0 is the component resistance at time 0. The structural resistance 𝑅𝑅(𝑑𝑑) = 𝑅𝑅0 ∙ 𝜃𝜃(𝑑𝑑). The 
mean values for parameters for 𝜃𝜃(𝑑𝑑) are 𝑛𝑛 = 3.4 and 𝜆𝜆 = 0.07 as used in [4]. These parameters 
are distributed with a covariance of 0.1 for each component. There are three different loadings 
assumed to be applicable on the structure. The first live load with mean intensity 𝐿𝐿𝐿𝐿1 = 0.15𝐿𝐿𝑛𝑛 
has a Poisson arrival rate of 1/day, while the shock loads, 2nd live load has the mean intensity of 
𝐿𝐿𝐿𝐿2 = 0.40𝐿𝐿𝑛𝑛 and occurs once/year, and the third live load with mean intensity 𝐿𝐿𝐿𝐿3 = 0.80𝐿𝐿𝑛𝑛 
occurs once every four years. The covariance for first live load is 0.1 and 0.2 for the other two 
events. 
The response time for repairs is assumed to be normally distributed taking positive values with 
mean 10 and standard deviation of 5. The replacement time for each girder is similarly normally 
distributed with positive values with a mean of 1 and standard deviation of 0.2, the replacement 
time for deck has mean 3 and standard deviation 1, for columns the mean is 7 and standard 
deviation is 2. The cost of replacing components is based on costs from [1] and are extrapolated 
to component level costs. A 3% rate of inflation per year is added in cost calculations. 
8.5 Results 
Based on the parameters mentioned in the previous Section, we run 1000 different simulations that 
calculate the reliability and automatically use the repair cases wherever necessary. Figure (9-4) 
shows a distribution of reliability curves for a single component for a year. At every time step there 
are 1000 different simulations of loading and we obtain a reliability value corresponding to that 
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load. When the reliability is below the threshold of 0.5, there is a repair time for the component 
during which the reliability stays below the threshold and the process of undertaking a replacement 
is initiated. Once the repair process is complete, the component is replaced and its reliability goes 
to 1. For other simulations, where the reliability plummets but is still above the threshold, the 
reliability curve shows a sudden decrease at the shock loading event and then continues its 
decreasing trend. However, for most of the simulations, the loading is regular and they do not 
suffer a shock loading due to the Poisson arrival nature and low frequency of the events, and 
therefore, most of the reliability curves lie in a small band close to a value between 0.95-0.97. So, 
the reliability increases for some of the simulations after a repair but most of the simulations still 
have show a decreasing trend. Therefore, on average the trend is decreasing at any time step. 
 
Figure 8-4 1000 simulations of reliability for a single component over one year 
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Figure (9-5) shows the resilience curve for a single component over a duration of time. The 
resilience curve is an average of 1000 reliability curves as a fraction of natural reliability curve. 
At any instant of time, it tells the resilience of the component and the probability of it being in 
different repair scenarios. It calculates the total cost of repairs for the component until the time in 
consideration and the repair scenarios invoked. This plot is a representation of the information 
available and represented by the resilience curve through time. The system resilience curve 
contains all of this information for each component which will help in decision making along with 
the cost.  
 
Figure 8-5 Resilience curve for a single girder 
Figure (9-6) shows the 100 year curves for the resilience of the structure for different levels of 
reliability thresholds for the system. For this study, we use the same reliability thresholds for both 
the system and components to choose the repair scenarios. Each of these curves is an average of 
1000 different simulations of loading scenarios. Under each scenario, the methodology chooses 
the repair case at every instant of time based on the reliability threshold. If required, it replaces the 
component needing repair, increasing its reliability to 1, and increasing the overall reliability of 
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the system. However, the repair cases are relatively low at each time step, hence the overall average 
is still globally decreasing as most of the other scenarios at that time will have a lower resilience 
than previous time step due to natural deterioration. Initially, the difference in resilience is 
increasing with the decrease in reliability threshold because fewer and fewer repairs are 
undertaken. However, the curves for the reliability threshold of 0.2 and 0.1 are close because the 
reliability of system gradually decreases at a much higher rate because of the lack of repairs and it 
will require a number of simultaneous repairs in the end. These curves for the mean resilience 
based on reliability thresholds also document the total number of repairs per component across all 
the scenarios to calculate the probability of repair for each component at every time step.  
 
Figure 8-6 Resilience curves for different reliability thresholds 
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Corresponding to each resilience curve for every reliability threshold, the cost curves are presented 
in Figure (9-7). The costs are calculated based on the expected cost of total repairs until a certain 
point in time, which is the sum of expected cost of replacing different components. The expected 
cost of replacing a component at a time is calculated as a multiplication of the cost of replacing 
that component and the probability of repair of the component. 
 
Figure 8-7 Cost curves for different reliability thresholds 
Figure (9-6) and (9-7) together show a direct tradeoff between expected resilience of the structure 
and the associated costs over the lifetime. The first step in approximating the allocation of 
resources is to choose a strategy based on an expected performance level of the structure. Based 
on the choice of the performance level and the corresponding resilience curve, we get the 
associated cost curve. The 2nd step is to use the cost curve to choose the repair strategy over the 
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structural lifetime keeping in mind that the projected costs for the desired resilience level are 
exponentially increasing over the time. 
For this study, we choose a performance level corresponding to a reliability threshold of 0.5 for 
the structure and its individual components. Figures (9-8) and (9-9) show the distribution of 
resilience for the chosen performance level. The plots shows the distribution of resilience about 
the mean and 2 degrees of standards deviation calculated from the 1000 different resilience curves 
for the desired performance level. Figure (9-9) shows the fluctuations over time steps in details 
because of the stochastic modeling of the intensity and the arrival time of the shock loading. It 
provides an insight on the projected resilience distribution for simulated intensities of shock events 
and an estimate of the worst case deviation. 
 




Figure 8-9 Resilience distribution with mean and standard deviation for reliability threshold of 0.5, zoomed 
Figures (9-10) and (9-11) show a similar distribution of associated costs with respect to the chosen 
performance level. It helps us with the decision making providing a cost range at every time step. 
It also helps in quantifying the uncertainty in associated costs. The methodology can include more 




Figure 8-10 Cost distribution for the reliability threshold of 0.5 
 
Figure 8-11 Cost distribution for the reliability threshold of 0.5, zoomed 
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The final step of the process is to use the resilience and cost plots for a chosen performance level 
for the decision making in allocating resources at specific times. We choose the repair strategy 
based on the repair probabilities of the components calculated at each time step. Given the 
constraints in replacing individual components, we choose a strategy based on a limited number 
of options, which are, replacing only the deck, replacing the superstructure, and replacing the entire 
structure. We constrain for the maximum repair probabilities of components and lowest lifetime 
system cost. Following are the optimal outcomes for the given structure: 
• Replace the deck after 27 years, superstructure after 56 years, and the deck again after 87 
years 
• Replacement of the superstructure after 47 years and the entire bridge after 94 years 
• Replacement of the entire bridge after 79 years 
The options described above are the most optimal options for the desired performance level while 
minimizing the costs. These results are consistent with [1] in terms of action years. From a decision 
maker’s perspective, this method helps in choosing multiple options along with the distribution of 
costs over a structural lifetime for different performance levels. The method is also not specific to 
a particular structure. 
Now, we extend this approach to a network of 10 bridges as shown in Figure (9-12a) and Figure 
(9-12b). Figure (9-12a) shows the network on a 10X10 grid network, where each bridge is placed 
at the center of a random cell. Figure (19-2b) shows the resulting transportation network for an O-
D pair at the diagonal ends of the grid. These bridges are similar to the bridge discussed in previous 
section. The structural parameters for each bridge are normally distributed with a c.o.v. of 20% 




Figure 8-12 10 bridge network (a) on the grid, (b) as transportation network 
For a network, we are interested in quantifying the impact on the resilience of the network if a 
component is shut down. A component may be shut down due to repair or a localized shock load 
event. In both the cases, the first step is to redistribute the loads on the rest of the network and then 
we quantify the reliability and impact on the long-term resilience due to the additional redistributed 
loads. If a component 𝑖𝑖 is shut then the additional loading on component 𝑗𝑗 will be 𝑤𝑤𝑗𝑗𝑙𝑙𝑖𝑖, where 𝑙𝑙𝑖𝑖 is 
the load corresponding to component 𝑖𝑖 and 𝑤𝑤𝑗𝑗 is the fractional weight for component 𝑗𝑗 such that 
the load is distributed throughout the network. For an example case scenario, where component 
number 3 is shut down for usage, Figure (9-13) shows the weights for the redistribution of 
additional loads for each factors. These factors are estimated based on the distance of the grid and 
randomized travel costs, and using incremental analysis for 5% increments. Under such a scenario, 




Figure 8-13 Associated weights for the redistribution of load due to component number 3 
We generate the resilience and cost plots for each of these bridges by accounting for the additional 
load corresponding to the weight factors. Based on the repair cases presented in the methodology 
section, if a bridge is under repair case D or E, then it is shut down and it is distributed across the 
network for the duration of its repair. We then calculate the resilience of the rest of the bridges 
under the additional load for every simulation and obtain the resilience and cost plots. Figure (9-
14) shows a scenario, where bridge 3 is shut down due to repair, and while its resilience increases 
after the repair process, the resilience of the rest of the bridges in the network decrease due to 




Figure 8-14 Change in the resilience of the network over time due to the shut down of component number 3 for repair 
8.6 Conclusion 
We propose a method to quantify resilience and use it to optimize resource allocation over the 
lifetime of a structure. The method extends the reliability-based approach from a component level 
to a system level while accounting for repair time and costs. The approach is not specific to any 
structure and can be used on any structure. We use a degradation model and simulate loads to 
quantify component reliability. A system based visualization helps in quantifying the overall 
reliability of the structure. We propose repair cases based on reliability thresholds and use it to 
quantify resilience as a continuous metric as a function of reliability and repairs over time. We 
estimate the associated repair costs for each component and use the costs to introduce continuous 
cost curves over time. The resilience and cost curves are simultaneously used to choose a 
performance level and find optimal repair strategies and options over the lifetime of the structure. 
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We use the proposed method on a highway bridge from Colorado, used in a cited study. With the 
help of the example case, we demonstrate the applicability of the method and show that the results 
are consistent with an approach specific to that bridge. We then extend this approach to a network 




CHAPTER 9. FUTURE WORK 
The work on near-term reliability processes accelerometer data in real time to infer the structural 
state. We have proposed general methodologies to estimate and predict the structural response and 
tested the proposed methodologies using experimental data at the laboratory scale. Future work is 
to use these methodologies on real-world data in the field on full-scale structures. Therefore, the 
fabrication of a localized structure-specific earthquake early warning system is the next step. This 
system should contain accelerometer(s) connected to a processor, which performs the proposed 
inference in real time, with connection to active or passive structural control systems. The 
implementation of such a system on a real-world structure will bring unique challenges. It is 
important to develop a system that is robust to noise and uncertainty in the system and ensure that 
it can be effectively implemented. Theoretically, our method is general and scalable. However, the 
next goal is to fabricate a system and ensure its generalizability and scalability on real structures. 
The work on long-term reliability provides a general formulation to assess structural performance 
over longer periods of time. Future work extending the methods proposed in this research is to 
quantify the resilience of the system and predict its behavior under different levels of shock events 
at different times during the lifetime of the structure. This will enable predictions of system 
response for emergency resource allocation and preparedness under anticipated events. It will also 
help determine optimal structural repair strategies after an event to achieve pre-event service 
levels. The proposed resilience-cost plots can be used to evaluate tradeoffs to achieve target 
performance levels, with the objective to incorporate these results as early in the decision making 
process as possible. The aim is to incorporate these methods and their inference first, at the design 
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stage of a structure, and next, for maintenance decisions at each point in time, to improve the 
performance of the structure over its lifetime and increase its resilience to future events. 
Throughout the lifetime of the structure, the availability of data about the structure and loadings 
facilitates more accurate the structural assessments with the proposed methodologies. However, 
few, if any, structures provide reliable data over full structural lifetimes. Additionally, the life of a 
structure spans over several decades and hence a full analysis over time is often not feasible. 
Therefore, a robust general stochastic formulation that is able to utilize any collected data is 
required to estimate the reliability and quantify the resilience of structures. A final area for future 
research is to implement the proposed method on a real-world infrastructure network to assess the 
performance under varying scenarios and support decision making to increase the reliability and 
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