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REGULAR SOLUTIONS TO INITIAL-BOUNDARY VALUE
PROBLEMS IN A HALF-STRIP FOR TWO-DIMENSIONAL
ZAKHAROV–KUZNETSOV EQUATION
ANDREI V. FAMINSKII
Abstract. Initial-boundary value problems in a half-strip with different types
of boundary conditions for two-dimensional Zakharov–Kuznetsov equation are
considered. Results on global well-posedness in classes of regular solutions in
the cases of periodic and Neumann boundary conditions, as well as on internal
regularity of solutions for all types of boundary conditions are established. Also
in the case of Dirichlet boundary conditions one result on long-time decay of
regular solutions is obtained.
1. Introduction. Description of main results
The paper is devoted to an initial-boundary value problem for two-dimensional
Zakharov–Kuznetsov equation (ZK)
ut + bux + uxxx + uxyy + uux = 0 (1.1)
( b is a real constant), posed on half-strip Σ+ = R+ × (0, L) = {(x, y) : x > 0, 0 <
y < L} with initial and boundary conditions
u(0, x, y) = u0(x, y), (x, y) ∈ Σ+, (1.2)
u(t, 0, y) = µ(t, y), (t, y) ∈ BT = (0, T )× (0, L), (1.3)
and boundary conditions for (t, x) ∈ ΩT,+ = (0, T ) × R+ of one of the following
four types:
whether a) u(t, x, 0) = u(t, x, L) = 0,
or b) uy(t, x, 0) = uy(t, x, L) = 0,
or c) u(t, x, 0) = uy(t, x, L) = 0,
or d) u is an L-periodic function with respect to y.
(1.4)
The notation ”problem (1.1)–(1.4)” is used for each of these four cases. We consider
global solutions, so T is an arbitrary positive number. The main results of the
paper are related to well-posedness in classes of smooth solutions and to internal
regularity of solutions. Weak and less regular solutions to the considered problem
were previously studied in [10].
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ZK equation for the first time was derived in [24] in the three-dimensional case
for description of ion-acoustic waves in magnetized plasma. In the considered two-
dimensional case this equation is known now as a model of two-dimensional nonlin-
ear waves in dispersive media, propagating in one preassigned ( x ) direction with
deformations in the transverse ( y ) direction. A rigorous derivation of the ZK model
can be found, for example, in [12, 15]. It is one of the variants of multi-dimensional
generalizations of Korteweg–de Vries equation (KdV) ut + bux + uxxx + uux = 0 .
For ZK equation there is a lot of literature, devoted to the initial value and
initial-boundary value problems, where the variable y is considered on the whole
line (see, for example, bibliography in [10, 11] and recent papers [13, 23]). In
particular, global well-posedness in Sobolev spaces Hk of arbitrary large regularity
to the initial value problem and the initial-boundary value problem, posed on R2+ =
{(x, y) : x > 0} and (0, 1)× R , was established (see, for example, [6, 7]).
Initial-boundary value problems, where y varies in a bounded interval, are less
studied, however, from the physical point of view they seem at least the same
important ([19, 22, 3, 18, 16, 21, 5, 9, 10, 11]). For example, there are no results
on existence of global solutions in Sobolev spaces with any prescribed regularity.
In the present paper we obtain the corresponding results but only for the problems
with boundary conditions of the cases b) and d).
In comparison with such results, the gain of internal regularity of solutions does
not depend on the type of boundary conditions. Starting with solutions, constructed
in [10], we establish results on any prescribed internal regularity depending on the
properties of the initial function, in particular, on its decay rate as x→ +∞ . Note
that for KdV equation first similar results were obtained in [14]. Gain of internal
regularity of weak solutions to the initial value problem for ZK equation in the
two-dimensional case was studied in [8, 1], for the initial-boundary value problem
posed on R2+ — in [2]. In the three-dimensional case for the initial value problem
certain results on internal regularity of solutions were recently established in [20].
Notation, used in the present paper, in many respects repeats the one from [10].
In what follows (unless stated otherwise) i , j , k , l , m , n mean non-negative
integers, p ∈ [1,+∞] , s ∈ R . For any multi-index α = (α1, α2) let ∂α = ∂α1x ∂α2y ,
|Dkϕ| =
( ∑
|α|=k
(∂αϕ)2
)1/2
, |Dϕ| = |D1ϕ|.
Let Lp,+ = Lp(Σ+) , W
k
p,+ =W
k
p (Σ+) , H
s
+ = H
s(Σ+) .
Introduce special function spaces taking into account boundary conditions (1.4).
Let Σ = R× (0, L) , S˜(Σ) be a space of infinitely smooth on Σ functions ϕ(x, y) ,
such that (1 + |x|)n|∂αϕ(x, y)| ≤ c(n, α) for any n , multi-index α , (x, y) ∈ Σ
and ∂2my ϕ
∣∣
y=0
= ∂2my ϕ
∣∣
y=L
= 0 in the case a), ∂2m+1y ϕ
∣∣
y=0
= ∂2m+1y ϕ
∣∣
y=L
= 0
in the case b), ∂2my ϕ
∣∣
y=0
= ∂2m+1y ϕ
∣∣
y=L
= 0 in the case c), ∂my ϕ
∣∣
y=0
= ∂my ϕ
∣∣
y=L
in the case d) for any m .
Let H˜s be the closure of S˜(Σ) in the norm Hs(Σ) and H˜s+ be the restriction
of H˜s on Σ+ .
It is easy to see, that H˜0+ = L2,+ ; for j ≥ 1 in the case a) H˜j+ = {ϕ ∈
Hj+ : ∂
2m
y ϕ|y=0 = ∂2my ϕ|y=L = 0, 2m < j} , in the case b) H˜j+ = {ϕ ∈ Hj+ :
∂2m+1y ϕ|y=0 = ∂2m+1y ϕ|y=L = 0, 2m + 1 < j} , in the case d) H˜j+ = {ϕ ∈ Hj+ :
∂my ϕ|y=0 = ∂my ϕ|y=L, m < j} .
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We also use an anisotropic Sobolev space H˜
(0,k)
+ which is defined as the restric-
tion on Σ+ of a space H˜
(0,k) , where the last space is the closure of S˜(Σ) in the
norm
k∑
m=0
‖∂my ϕ‖L2(Σ) .
We say that ρ(x) is an admissible weight function, if ρ is an infinitely smooth
positive function on R+ , such that |ρ(j)(x)| ≤ c(j)ρ(x) for each natural j and all
x ≥ 0 . Note that such a function satisfies an inequality ρ(x) ≤ cec0x for certain
positive constants c0 , c and all x ≥ 0 . Any exponent e2αx as well as (1 + x)2α
are admissible weight functions.
For an admissible weight function ρ(x) let H˜
k,ρ(x)
+ be a space of functions
ϕ(x, y) , such that ϕρ1/2(x) ∈ H˜k+ (similar definitions for H˜(0,k),ρ(x)+ , Hk,ρ(x)+ ).
Let L
ρ(x)
2,+ = H˜
0,ρ(x)
+ = {ϕ(x, y) : ϕρ1/2(x) ∈ L2,+} .
Let Π+T = (0, T ) × Σ+ . Introduce the following spaces, in which we consider
solutions.
Definition 1.1. Let Xk,ρ(x)(Π+T ) for an admissible weight function ρ(x) , such
that ρ′(x) is also an admissible weight function, be a space of functions u(t, x, y) ,
such that
∂mt u ∈ C([0, T ]; H˜k−3m,ρ(x)+ ) ∩ L2(0, T ; H˜k−3m+1,ρ
′(x)
+ ). (1.5)
Let ψl(y) , l = 1, 2 . . . , be the orthonormal in L2(0, L) system of the eigenfunc-
tions for the operator (−ψ′′) on the segment [0, L] with corresponding boundary
conditions ψ(0) = ψ(L) = 0 in the case a), ψ′(0) = ψ′(L) = 0 in the case b),
ψ(0) = ψ′(L) = 0 in the case c), ψ(0) = ψ(L), ψ′(0) = ψ′(L) in the case d), λl be
the corresponding eigenvalues. Such systems are well-known and can be written in
trigonometric functions.
For description of properties of the boundary data µ introduce anisotropic func-
tional spaces. Let B = Rt × (0, L) . Define the functional space S˜(B) similarly to
S˜(Σ) , where the variable x is substituted by t . Let H˜s/3,s(B) be the closure of
S˜(B) in the norm Hs/3,s(B) .
More exactly, for any µ ∈ S˜(B) , θ ∈ R and l let
µ̂(θ, l) ≡
∫∫
B
e−iθtψl(y)µ(t, y) dtdy. (1.6)
Then the norm in H˜s/3,s(B) is defined as
(+∞∑
l=1
∥∥(|θ|2/3 + l2)s/2µ̂(θ, l)∥∥2
L2(Rθ)
)1/2
and the norm in H˜s/3,s(I × (0, L)) for any interval I ⊂ R as the restriction norm.
The use of these norm is justified by the following fact. Let v(t, x, y) be the
appropriate solution to the initial value problem
vt + vxxx + vxyy = 0, v
∣∣
t=0
= v0.
Then according to [7] uniformly with respect to x ∈ R∥∥D1/3t v∥∥2Hs/3,st,y (R2) + ∥∥∂xv∥∥2Hs/3,st,y (R2) + ∥∥∂yv∥∥2Hs/3,st,y (R2) ∼ ‖v0‖2Hs(R2) (1.7)
(here Dα denotes the Riesz potential of the order −α ).
In [10] the following result on global well-posedness was established.
Theorem 1.2. Let u0 ∈ H˜3,ρ(x)+ for an admissible weight function ρ(x) , such
that ρ′(x) is also an admissible weight function and ρ′(x) ≥ 1 ∀x ≥ 0 . Let
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µ ∈ H˜4/3,4(BT ) for certain T > 0 , µ(0, y) ≡ u0(0, y) . Then problem (1.1)–(1.4)
is well-posed in the space X3,ρ(x)(Π+T ) .
Now introduce the following auxiliary functions for compatibility conditions of
the higher orders on the boundary data.
Definition 1.3. Let Φ0(x, y) ≡ u0(x, y) and for m ≥ 1
Φm(x, y) ≡ −(∂3x + ∂x∂2y + b∂x)Φm−1(x, y)
−
m−1∑
l=0
(
m− 1
l
)
Φl(x, y)∂xΦm−l−1(x, y). (1.8)
The first main theorem of the present paper is the following result on global
well-posedness in the classes of regular solutions.
Theorem 1.4. Let the types b) or d) of boundary conditions (1.4) are considered.
Let u0 ∈ H˜k,ρ(x)+ , µ ∈ H˜(k+1)/3,k+1(BT ) for certain T > 0 , natural k ≥ 4 ,
such that k = 3i or k = 3i+ 1 , i ∈ N , and an admissible weight function ρ(x) ,
such that ρ′(x) is also an admissible weight function and ρ′(x) ≥ 1 ∀x ≥ 0 . Let
∂mt µ(0, y) ≡ Φm(0, y) for 0 ≤ m < k/3 . Then problem (1.1)–(1.4) is well-posed in
the space Xk,ρ(x)(Π+T ) .
Remark 1.5. Wemean that the problem is well-posed in Xk,ρ(x)(Π+T ) , if there exists
a unique solution u(t, x, y) in this space and the map (u0, µ) 7→ u is Lipschitz
continuous on any ball in the norm of the map H
k,ρ(x)
+ × H(k+1)/3,k+1(BT ) into
Xk,ρ(x)(Π+T ) .
Remark 1.6. According to (1.7) the assumptions on the boundary data µ are
natural. Both the exponential weight ρ(x) ≡ 12αe2αx , α > 0 , and the power
weight ρ(x) ≡ 12α (1 + x)2α , α ≥ 1/2 , satisfy the hypothesis of the theorem.
Introduce certain additional notation to formulate results on internal regularity.
For any x0 ≥ 0 let Σx0 = (x0,+∞)× (0, L) , Πx0T = (0, T )×Σx0 (then Σ+ = Σ0 ,
Π+T = Π
0
T ). For any y0 ∈ [0, L/2) let Σx0,y0 = (x0,+∞)× (y0, L− y0) , Πx0,y0T =
(0, T )× Σx0,y0 (then Σx0 = Σx0,0 , Πx0T = Πx0,0T ).
Let L
ρ(x)
2,x0
= {ϕ(x, y) : ϕρ1/2(x) ∈ L2,x0} , Lρ(x)2,x0,y0 = {ϕ(x, y) : ϕρ1/2(x) ∈
L2,x0,y0} (then Lρ(x)2,+ = Lρ(x)2,0 , Lρ(x)2,x0 = L
ρ(x)
2,x0,0
).
Let H˜
k,ρ(x)
x0 = {ϕ(x, y) : ϕρ1/2(x) ∈ H˜kx0} , where H˜kx0 is the restriction of H˜k
on Σx0 .
Finally, let Xk,ρ(x)(Πx0T ) for an admissible weight function ρ(x) , such that ρ
′(x)
is also an admissible weight function, be a space consisting of functions u(t, x, y) ,
such that
∂mt u ∈ C([0, T ]; H˜k−3m,ρ(x)x0 ) ∩ L2(0, T ; H˜k−3m+1,ρ
′(x)
x0 ).
Theorem 1.7. Let the hypothesis of Theorem 1.2 be satisfied. Let, in addition,
∂nxu0 ∈ H˜3,ρ(x)x0 for all x0 > 0 and certain natural n , ρ1/2(x) ≤ cρ′(x) ∀x ≥ 0
and certain constant c . Consider the unique solution u(t, x, y) to problem (1.1)–
(1.4) from the space X3,ρ(x)(Π+T ) , then ∂
n
xu ∈ X3,ρ(x)(Πx0T ) for all x0 > 0 .
Remark 1.8. Both the exponential weight ρ(x) ≡ 12αe2αx , α > 0 , and the power
weight ρ(x) ≡ 12α (1 + x)2α , α ≥ 1 , satisfy the hypothesis of the theorem.
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Theorem 1.9. Let the hypothesis of Theorem 1.7 be satisfied. Let ρj(x) , 0 ≤
j ≤ n , be a set of admissible weight functions, such that all ρ′j are also admissible
weight functions, ρ0(x) ≡ ρ(x) , ρj(x) ≤ c
(
ρ′j(x)ρ
′
j−1(x)
)1/2
for j ≥ 1 , all x ≥ 0
and a certain positive constant c . Let ∂m−jx ∂
j+3
y u0 ∈ Lρj(x)2,x0,y0 for all x0 > 0 ,
y0 ∈ (0, L/2) , 1 ≤ m ≤ n , 1 ≤ j ≤ m . Then for all x0 > 0 , y0 ∈ (0, L/2) and
1 ≤ j ≤ n
∂n−jx ∂
j+3
y u ∈ C
(
[0, T ];L
ρj(x)
2,x0,y0
)
,
∂n−jx ∂
j+4
y u ∈ L2
(
0, T ;L
ρ′j(x)
2,x0,y0
)
.
Remark 1.10. Any exponential weight ρ(x) ≡ 12αe2αx , α > 0 , verifies the hypoth-
esis of the theorem ( ρj(x) = ρ(x) ∀j ). The power weight ρ(x) ≡ 12α (1 + x)2α for
α > n verifies the hypothesis of the theorem ( ρj(x) =
1
2α (1 + x)
2(α−j) ).
Remark 1.11. Note that Theorems 1.7 and 1.9 are valid for all types of boundary
conditions (1.4).
Now we present one result of large-time decay of small solutions in the weighed
H3 -norm for the cases a) and c). Here we use only exponential weights. It is based
on some ideas from [18, 16], where similar results were obtained in the exponentially
weighted L2 and H
1 -norms (see also [10]). For the problem on a rectangle large-
time decay of small solutions in H2 -norm was established in [17].
Theorem 1.12. Let the types a) or c) of boundary conditions (1.4) are considered.
Let L0 = +∞ if b ≤ 0 , and if b > 0 there exists L0 > 0 , such that in both
cases for any L ∈ (0, L0) there exist α0 > 0 , ǫ0 > 0 and β > 0 , such that
if u0 ∈ H˜3,exp(2αx)+ for α ∈ (0, α0] , u0(0, y) ≡ 0 , ‖u0‖L2,+ ≤ ǫ0 , µ ≡ 0 ,
the corresponding unique solution u(t, x, y ) to problem (1.1)–(1.4) from the space
X3,exp(2αx)(Π+T ) ∀T > 0 satisfies an inequality
‖eαxu(t, ·, ·)‖2H3+ + ‖e
αxut(t, ·, ·)‖2L2,+ ≤ ce−αβt ∀t ≥ 0, (1.9)
where the constant c depends on b , α , β , ‖u0‖H3,exp(2αx)+ .
Further, let η(x) denotes a cut-off function, namely, η is an infinitely smooth
non-decreasing function on R such that η(x) = 0 when x ≤ 0 , η(x) = 1 when
x ≥ 1 , η(x) + η(1− x) ≡ 1 .
We drop limits of integration in integrals over the whole half-strip Σ+ .
In our study we use the following interpolating inequality from [10]. If ρ1(x) ,
ρ2(x) are two admissible weight functions, such that ρ1(x) ≤ c0ρ2(x) ∀x ≥ 0 for
some constant c0 > 0 , then there exists a constant c > 0 , such that for every
function ϕ(x, y) , satisfying |Dϕ|ρ1/21 (x) ∈ L2,+ , ϕρ1/22 (x) ∈ L2,+ ,∥∥ϕρ1/41 (x)ρ1/42 (x)∥∥L4,+ ≤ c∥∥|Dϕ|ρ1/21 (x)∥∥1/2L2,+∥∥ϕρ1/22 (x)∥∥1/2L2,+ + c∥∥ϕρ1/22 (x)∥∥L2,+ .
(1.10)
If ϕ
∣∣
y=0
= 0 or ϕ
∣∣
y=L
= 0 , then the constant c in (1.10) is uniform with respect
to L .
We also use the following obvious interpolating inequalities:∫ L
0
ϕ2
∣∣
x=0
dy ≤ c
(∫∫
ϕ2xρ
′ dxdy
)1/2(∫∫
ϕ2ρ dxdy
)1/2
+ c
∫∫
ϕ2ρ dxdy (1.11)
6 A.V. FAMINSKII
and
‖ϕρ1/2‖L∞,+ ≤ c‖ϕ‖H2,ρ(x)+ (1.12)
(the constants c depend on the properties of an admissible weight function ρ ).
For the decay results we need Steklov inequalities in the following form:∫ L
0
ψ2(y) dy ≤ σL
2
π2
∫ L
0
(
ψ′(y)
)2
dy, (1.13)
where σ = 1 if ψ ∈ H10 (0, L) , σ = 4 if ψ ∈ H1(0, L) , ψ
∣∣
y=0
= 0 .
We also use the following interpolating inequality (see, for example, [10]): for
any admissible weight function ρ(x) if ϕ ∈ H1,ρ(x)+ , ϕxxx = ϕ0 + ϕ1x , where
ϕ0, ϕ1 ∈ Lρ(x)2,+ , then ϕ ∈ H2,ρ(x)+ and
‖ϕxx‖Lρ(x)2,+ ≤ c(ρ)
(‖ϕ0‖Lρ(x)2,+ + ‖ϕ1‖Lρ(x)2,+ + ‖ϕ‖H1,ρ(x)+ ). (1.14)
It follows from [4] and properties of the admissible weight function ρ(x) , that
‖ϕxy‖Lρ(x)2,+ ≤ c(ρ)
(
‖ϕxx‖Lρ(x)2,+ + ‖ϕyy‖Lρ(x)2,+ + ‖ϕ‖Lρ(x)2,+
)
. (1.15)
The paper is organized as follows. Auxiliary linear problems are considered
in Section 2. Section 3 is devoted to the well-posedness results for the original
problems in regular classes. Results on internal regularity are proved in Section 4.
Decay of solutions is studied in Section 5.
2. Auxiliary linear problems
Consider an initial-boundary value in Π+T for a linear equation
ut + bux + uxxx + uxyy = f(t, x, y) (2.1)
with initial and boundary conditions (1.2)–(1.4). It was shown in [10], that weak
solutions to this problem are unique in the space L2(Π
+
T ) .
We introduce certain additional function space. Let Sexp(Σ+) denotes a space
of infinitely smooth functions ϕ(x, y) on Σ+ , such that e
nx|∂αϕ(x, y)| ≤ c(n, α)
for any n , multi-index α , (x, y) ∈ Σ+ .
We start with two simple technical assertions.
Lemma 2.1. Let v ∈ C∞([0, T ]; Sexp(Σ+)) and satisfy the following boundary
conditions: v
∣∣
x=0
= 0 and
either 1) v
∣∣
y=0
= 0 or vy
∣∣
y=0
= 0, v
∣∣
y=L
= 0 or vy
∣∣
y=L
= 0,
or 2) v
∣∣
y=0
= v
∣∣
y=L
, vy
∣∣
y=0
= vy
∣∣
y=L
.
(2.2)
Let
F ≡ vt + bvx + vxxx + vxyy. (2.3)
Then for any admissible weight function ρ(x)
d
dt
∫∫
v2ρ dxdy + ρ(0)
∫ L
0
v2x
∣∣
x=0
dy +
∫∫
(3v2x + v
2
y − bv2)ρ′ dxdy
−
∫∫
v2ρ′′′ dxdy = 2
∫∫
Fvρ dxdy, (2.4)
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d
dt
∫∫
(v2x + v
2
y)ρ dxdy +
∫ L
0
(v2xxρ+ 2vxxvxρ
′ − v2xρ′′ + bv2xρ)
∣∣
x=0
dy
+
∫∫
(3v2xx + 4v
2
xy + v
2
yy − bv2x − bv2y)ρ′ dxdy −
∫∫
(v2x + v
2
y)ρ
′′′ dxdy
= −2
∫∫
F (vxxρ+ vxρ
′ + vyyρ) dxdy. (2.5)
Proof. The proof is performed via multiplication of equality (2.3) correspondingly
by 2vρ and −2((vxρ)x + vyyρ) and consequent integration. 
Lemma 2.2. Let v ∈ C∞([0, T ]; Sexp(Σ+)) and satisfy boundary conditions (2.2).
Then for any admissible weight function ρ(x) , any x0 > 0 and ηx0(x) ≡ η
(
(2x−
x0)/x0
)
d
dt
∫∫
v2ρηx0 dxdy +
∫∫
(3v2x + v
2
y − bv2)(ρηx0)′ dxdy
−
∫∫
v2(ρηx0)
′′′ dxdy = 2
∫∫
Fvρηx0 dxdy, (2.6)
d
dt
∫∫
(v2x + v
2
y)ρηx0 dxdy +
∫∫
(3v2xx + 4v
2
xy + v
2
yy − bv2x − bv2y)(ρηx0)′ dxdy
−
∫∫
(v2x + v
2
y)(ρηx0)
′′′ dxdy = −2
∫∫
F (vxxρηx0 + vx(ρηx0)
′ + vyyρηx0) dxdy,
(2.7)
where the function F is given by formula (2.3).
Proof. The proof is performed via multiplication of equality (2.3) correspondingly
by 2vρηx0 and −2
(
(vxρηx0)x + vyyρηx0
)
and consequent integration. 
Now we introduce the function spaces to describe properties of the right side of
equation (2.1).
Definition 2.3. Let ρ(x) be an admissible weight function, such that ρ′(x) is
also admissible. For k = 3i , i ≥ 0 , define a space Y k,ρ(x)(Π+T ) , consisting of
functions f(t, x, y) , such that f ≡ f0 + f1x , where
∂itf0 ∈ L1(0, T ;Lρ(x)2,+ ), ∂itf1 ∈ L2(0, T ;Lρ
2(x)/ρ′(x)
2,+ ),
∂mt f ∈ L2(0, T ; H˜(0,k−3m−1),ρ
2(x)/ρ′(x)
+ ) for m ≤ i− 1 if i ≥ 1,
f ∈ Xk−3,ρ(x)(Π+T ) if i ≥ 1,
endowed with the natural norm. For k = 3i+1 , i ≥ 0 , define a space Y k,ρ(x)(Π+T ) ,
consisting of functions f(t, x, y) , such that
∂mt f ∈ L2(0, T ; H˜(0,k−3m−1),ρ
2(x)/ρ′(x)
+ ) for m ≤ i,
f ∈ Xk−3,ρ(x)(Π+T ) if i ≥ 1,
endowed with the natural norm.
Definition 2.4. Let Φ˜0(x, y) ≡ u0(x, y) and for m ≥ 1
Φ˜m(x, y) ≡ ∂m−1t f(0, x, y)− (∂3x + ∂x∂2y + b∂x)Φ˜m−1(x, y). (2.8)
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Lemma 2.5. Let ρ(x) be an admissible weight function such that ρ′(x) is also
admissible. Let either k = 3i or k = 3i + 1 , i ≥ 0 , u0 ∈ H˜k,ρ(x)+ , µ ≡ 0 ,
f ∈ Y k,ρ(x)(Π+T ) , Φ˜m(0, y) ≡ 0 for m < k/3 . Then there exists a unique solution
to problem (2.1), (1.2)–(1.4) u ∈ Xk,ρ(x)(Π+T ) and for any t0 ∈ (0, T ]
‖u‖Xk,ρ(x)(Π+t0 ) ≤ c(T )
(
‖u0‖Hk,ρ(x)+ + ‖f‖Y k,ρ(x)(Π+t0 )
)
. (2.9)
Proof. Without loss of generality assume that u0 ∈ S˜(Σ) ∩ Sexp(Σ+) , f ∈
C∞([0, 2T ]; S˜(Σ) ∩ Sexp(Σ+)) , Φ˜m(0, y) ≡ 0 for all m and consider solutions
u ∈ C∞([0, T ]; .S˜(Σ) ∩ Sexp(Σ+)) , constructed in [10].
Note that
Φ˜m = (−1)m(∂3x+ ∂x∂2y + b∂x)mu0+
m−1∑
l=0
(−1)m−l−1(∂3x+ ∂x∂2y + b∂x)m−l−1∂ltf
∣∣
t=0
(2.10)
and, thus, for m ≤ k/3
‖Φ˜m‖Hk−3m,ρ(x) ≤ c
(
‖u0‖Hk,ρ(x)+ +
m−1∑
l=0
‖∂ltf‖C([0,t0];Hk−3(l+1),ρ(x)+ )
)
. (2.11)
Moreover,
∂mt u
∣∣
t=0
= Φ˜m. (2.12)
In the case k = 3i apply for v ≡ ∂itu equality (2.4), then since F = ∂itf0+∂itf1x
and for an arbitrary ε > 0
2
∫∫
∂itf1xvρ dxdy = −2
∫∫
∂itf1(vρ)x dxdy
≤ ε
∫∫
(v2x + v
2)ρ′ dxdy + c(ε)
∫∫
(∂itf1)
2 ρ
2
ρ′
dxdy
with the use of (2.11) and (2.12) one can derive that
‖∂itu‖C([0,t0];Lρ(x)2,+ ) + ‖∂
i
tu‖L2(0,t0;H1,ρ′(x)+ ) ≤ c(T )
(
‖u0‖Hk,ρ(x)+ + ‖f‖Y k,ρ(x)(Π+t0 )
)
.
(2.13)
Next, for v ≡ ∂mt ∂k−3m−1y u , where m ≤ i − 1 in the case k = 3i and m ≤ i
in the case k = 3i+ 1 , apply equality (2.5), then since
− 2
∫∫
∂mt ∂
k−3m−1
y f(vxxρ+ vxρ
′ + vyyρ) dxdy
≤ ε
∫∫
(v2xx + v
2
yy + v
2
x)ρ
′ dxdy + c(ε)
∫∫
(∂mt ∂
k−3m−1
y f)
2 ρ
2
ρ′
dxdy
and by virtue of (1.11)∫ L
0
v2x
∣∣
x=0
dy ≤ ε
∫∫
v2xxρ
′ dxdy + c(ε)
∫∫
v2xρ dxdy
similarly to (2.13) the following estimate holds:
‖∂mt ∂k−3m−1y u‖C([0,t0];H1,ρ(x)+ ) + ‖∂
m
t ∂
k−3m−1
y u‖L2(0,t0;H2,ρ(x)+ )
≤ c(T )
(
‖u0‖Hk,ρ(x)+ + ‖f‖Y k,ρ(x)(Π+t0 )
)
. (2.14)
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In particular, the desired result is already proved for k = 0 and k = 1 (in fact,
it was obtained in [10]). In the next step we assume that for the smaller values of k
the result is established and derive with use of induction with respect to l = i−m
the following inequality: for j ≤ k − 3m
‖∂mt ∂jx∂k−3m−jy u‖C([0,t0];Lρ(x)2,+ ) + ‖∂
m
t ∂
j
x∂
k−3m−j
y u‖L2(0,t0;H1,ρ(x)+ )
≤ c(T )
(
‖u0‖Hk,ρ(x)+ + ‖f‖Y k,ρ(x)(Π+t0 )
)
. (2.15)
Note that for m = i and m < i , j ≤ 1 it succeeds from (2.13) and (2.14). If
m < i and j ≥ 3 then equality (2.1) yields that
∂mt ∂
j
x∂
k−3m−j
y u = ∂
m
t ∂
j−3
x ∂
k−3m−j
y (f − ut − bux − uxyy).
In particular, we obtain (2.15) for j = 3 . Application of (1.15) yields that (2.15)
succeeds for j = 2 . Finally, use induction with respect to j . 
The next lemma will be used in the last section.
Lemma 2.6. Let the hypothesis of Lemma 2.5 be satisfied for k = 3 . Then
there exist functions ν1, ν2 ∈ L2(0, T ) , such that for the corresponding solution to
problem (2.1), (1.2)–(1.4) and a.e. t ∈ (0, T )
d
dt
∫∫
u2tρ dxdy + ρ(0)
∫ L
0
ν21 dy +
∫∫
(3u2tx + u
2
ty − bu2t )ρ′ dxdy
−
∫∫
u2tρ
′′′ dxdy = 2
∫∫
ftutρ dxdy, (2.16)
d
dt
∫∫
(u2xy + u
2
yy)ρ dxdy +
∫ L
0
(u2xxyρ+ 2uxxyuxyρ
′ − u2xyρ′′ + bu2xyρ)
∣∣
x=0
dy
+
∫∫
(3u2xxy + 4u
2
xyy + u
2
yyy − bu2xy − bu2yy)ρ′ dxdy −
∫∫
(u2xy + u
2
yy)ρ
′′′ dxdy
= −2
∫∫
fy(uxxyρ+ uxyρ
′ + uyyyρ) dxdy. (2.17)
d
dt
∫∫
(u2xyy + u
2
yyy)ρ dxdy +
∫ L
0
(ν22ρ+ 2ν2uxyyρ
′ − u2xyyρ′′ + bu2xyyρ)
∣∣
x=0
dy
+
∫∫
(3u2xxyy+4u
2
xyyy+u
2
yyyy− bu2xyy− bu2yyy)ρ′ dxdy−
∫∫
(u2xyy+u
2
yyy)ρ
′′′ dxdy
= −2
∫∫
fyy(uxxyyρ+ uxyyρ
′ + uyyyyρ) dxdy. (2.18)
Proof. In the smooth case equality (2.16) coincide with (2.4) for v ≡ ut , ν1 ≡
utx
∣∣
x=0
, equality (2.17) — with (2.5) for v ≡ uxy , equality (2.18) — with (2.5)
for v ≡ uxyy , ν2 ≡ uxxyy
∣∣
x=0
and in the general case is obtained via closure. 
Lemma 2.7. Let the hypothesis of Lemma 2.5 be satisfied for k = 3 . Assume, in
addition, that for all x0 > 0 and certain natural n
∂nxu0 ∈ H˜3,ρ(x)x0 , ∂nx f ∈ L2(0, T ; H˜2,ρ
2(x)/ρ′(x)
x0 ).
Then ∂nxu ∈ X3,ρ(x)(Πx0T ) for all x0 > 0 .
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Proof. Consider first smooth solutions as in the proof of Lemma 2.5. Apply equality
(2.7) for v ≡ ∂n+2−jx ∂jyu , j ≤ 2 , then since supp η′x0 ⊂ [x0/2, x0] similarly to
(2.14) we derive the following inequality:
3∑
j=0
‖∂n+3−jx ∂jyu‖C([0,T ];Lρ(x)2,x0) +
4∑
j=0
‖∂n+4−jx ∂jyu‖L2(0,T ;Lρ′(x)2,x0 )
≤ c(x0)
( 3∑
j=0
‖∂n+3−jx ∂jyu0‖Lρ(x)
2,x0/2
+
2∑
j=0
‖∂n+2−jx ∂jyf‖L2(0,T ;Lρ2(x)/ρ′(x)2,x0/2 )
+
3∑
j=0
‖∂n+3−jx ∂jyu‖L2
(
(0,T )×(x0/2,x0)×(0,L)
)). (2.19)
Note that for n = 1 the last term in the right side of (2.19) is already estimated
since u ∈ L2(0, T ;H4,ρ
′(x)
+ ) . Then induction with respect to n and closure provide
the desired result. 
Lemma 2.8. Let the hypothesis of Lemma 2.7 be satisfied. Let ρj(x) , 0 ≤ j ≤ n ,
be the same set of functions as in the hypothesis of Theorem 1.9. Let for all x0 > 0 ,
y0 ∈ (0, L/2) , 1 ≤ m ≤ n , 1 ≤ j ≤ m
∂m−jx ∂
j+3
y u0 ∈ Lρj(x)2,x0,y0 , ∂m−jx ∂j+2y f ∈ L2(0, T ;L
ρ′j−1(x)
2,x0,y0
).
Then for all x0 > 0 , y0 ∈ (0, L/2) and 1 ≤ j ≤ n
∂n−jx ∂
j+3
y u ∈ C
(
[0, T ];L
ρj(x)
2,x0,y0
)
,
∂n−jx ∂
j+4
y u ∈ L2
(
0, T ;L
ρ′j(x)
2,x0,y0
)
.
Proof. Again first consider smooth solutions. Let ψy0(y) ≡ η
(
(2y−y0)/y0
)
η
(
(2L−
2y− y0)/y0
)
. Apply equality (2.6) for v ≡ ∂n−jx ∂j+3y uψy0 , ρ(x) ≡ ρj(x) , 1 ≤ j ≤
n , then
F ≡ ∂n−jx ∂j+3y fψy0 + 2∂n−j+1x ∂j+4y uψ′y0 + ∂n−j+1x ∂j+3y uψ′′y0 .
Note that
v2y ≥
1
2
(∂n−jx ∂
j+4
y uψy0)
2 − (∂n−jx ∂j+3y uψ′y0)2,
2
∫ L
0
Fv dy = −2
∫ L
0
∂n−jx ∂
j+2
y f(∂
n−j
x ∂
j+3
y uψ
2
y0)y dy
− 4
∫ L
0
∂n−j+1x ∂
j+3
y u∂
n−j
x ∂
j+4
y uψy0ψ
′
y0
−
∫ L
0
∂n−j+1x ∂
j+3
y u∂
n−j
x ∂
j+3
y u
(
4(ψ′y0)
2 + 2ψy0ψ
′′
y0
)
dy,
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where
− 4
∫∫
∂n−j+1x ∂
j+3
y u∂
n−j
x ∂
j+4
y uψy0ψ
′
y0ρjηx0 dxdy
≤ ε
∫∫
(∂n−jx ∂
j+4
y uψy0)
2ρ′jηx0 dxdy
+ c(ε)
∫∫
(∂n−j+1x ∂
j+3
y uψ
′
y0)
2
ρ2j
ρ′j
ηx0 dxdy.
As a result, since ρ2j/ρ
′
j ≤ cρ′j−1
‖∂n−jx ∂j+3y u‖C([0,T ];Lρj(x)2,x0,y0)
+ ‖∂n−jx ∂j+4y u‖
L2(0,T ;L
ρ′
j
(x)
2,x0,y0
)
≤ ‖∂n−jx ∂j+3y u0‖Lρj(x)
2,x0/2,y0/2
+ c(x0, y0)
(
‖∂n−jx ∂j+2y f‖
L2(0,T ;L
ρ′
j
(x)
2,x0/2,y0/2
)
+ ‖∂n−j+1x ∂j+3y u‖
L2(0,T ;L
ρ′
j−1
(x)
2,x0/2,y0/2
)
+ ‖∂n−jx ∂j+3y u‖
L2(0,T ;L
ρ′
j
(x)
2,x0/2,y0/2
)
)
. (2.20)
Note that for j = 0 the left part of this inequality is estimated in (2.19) (for
y0 = 0 ). Therefore, induction with respect to j provides an appropriate estimate
on ‖∂n−jx ∂j+3y u‖C([0,T ];Lρj(x)2,x0,y0) and ‖∂n−jx ∂j+4y u‖L2(0,T ;Lρ′j(x)2,x0,y0) . Finally, closure
finishes the proof. 
3. Well-posedness in regular classes
First of all, we establish one bilinear estimate.
Lemma 3.1. Let the type b) or d) of boundary conditions (1.4) is considered. Let
u, v ∈ Xk,ρ(x)(Π+T ) for certain T > 0 , natural k ≥ 4 , such that k = 3i or
k = 3i+1 , i ∈ N , and an admissible weight function ρ(x) , such that ρ′(x) is also
an admissible weight function and ρ′(x) ≥ 1 ∀x ≥ 0 . Then (uv)x ∈ Y k,ρ(x)(Π+T )
and for any t0 ∈ (0, T ]
‖(uv)x‖Y k,ρ(x)(Π+t0 )
≤ c(T )t1/20
(
‖u‖Xk−2,ρ(x)(Π+t0)‖v‖Xk,ρ(x)(Π+t0 ) + ‖u‖Xk,ρ(x)(Π+t0 )‖v‖Xk−2,ρ(x)(Π+t0 )
)
+ c
∑
3(m1+m2)≤k−2
‖∂m1t u
∣∣
t=0
‖
H
k−3m1−2,ρ(x)
+
‖∂m2t v
∣∣
t=0
‖
H
k−3m2−2,ρ(x)
+
. (3.1)
Proof. Note that since
∂jy(uv) =
j∑
l=0
(
j
l
)
∂lyu∂
j−l
y v,
in the case b) for odd values of j < k − 1 either ∂lyu
∣∣
y=0
= ∂lyu
∣∣
y=L
= 0 or
∂j−ly v
∣∣
y=0
= ∂j−ly v
∣∣
y=L
= 0 , therefore, ∂jy(uv)x
∣∣
y=0
= ∂jy(uv)x
∣∣
y=L
= 0 . In the
case d) it is obvious that ∂jy(uv)x
∣∣
y=0
= ∂jy(uv)x
∣∣
y=L
for j < k − 1 .
Let k = 3i . In order to estimate ∂it(uv) in L2(0, t0;L
ρ2(x)/ρ′(x)
2,+ ) , consider
∂m1t u∂
m2
t v , where m1+m2 = i , m1 ≤ m2 . Then since ρ′(x) ≥ 1 with the use of
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(1.12)
‖u∂itv‖L2(0,t0;Lρ2(x)/ρ′(x)2,+ ) ≤
(∫ t0
0
‖uρ1/2‖2L∞,+‖∂itv‖2Lρ(x)2,+ dt
)1/2
≤ ct1/20 ‖u‖C([0,t0];H2,ρ(x)+ )‖∂
i
tv‖C([0,t0];Lρ(x)2,+ ) ≤ ct
1/2
0 ‖u‖X2,ρ(x)(Π+t0 )‖v‖Xk,ρ(x)(Π+t0 ),
(3.2)
and if m1 ≥ 1 with the use of (1.10)
‖∂m1t u∂m2t v‖L2(0,t0;Lρ2(x)/ρ′(x)2,+ ) ≤
(∫ t0
0
‖∂m1t uρ1/2‖2L4,+‖∂m2t vρ1/2‖2L4,+ dt
)1/2
≤ ct1/20 ‖∂m1t u‖C([0,t0];H1,ρ(x)+ )‖∂
m2
t v‖C([0,t0];H1,ρ(x)+ )
≤ ct1/20 ‖u‖Xk−2,ρ(x)(Π+t0 )‖v‖Xk−2,ρ(x)(Π+t0 ), (3.3)
since 3m2 + 1 ≤ k − 2 .
Next, in order to estimate ∂mt ∂
k−3m−1
y (uv)x in L2(0, t0;L
ρ2(x)/ρ′(x)
2,+ ) , where
m ≤ i− 1 if k = 3i and m ≤ i if k = 3i+ 1 , consider ∂m1t ∂α1u∂m2t ∂α2v , where
3(m1 +m2) + |α1| + |α2| = k , 3m1 + |α1| ≤ 3m2 + |α2| . If m1 = |α1| = 0 then
similarly to (3.2)
‖u∂m2t ∂α2v‖L2(0,t0;Lρ2(x)/ρ′(x)2,+ ) ≤ ct
1/2
0 ‖u‖X2,ρ(x)(Π+t0 )‖v‖Xk,ρ(x)(Π+t0 ),
if 3m2 + |α2| ≤ k − 1 then either 3m1 + |α1| ≤ k − 3 or k = 4 , m1 = m2 = 0 ,
|α1| = |α2| = 2 . In the first case similarly to (3.3)
‖∂m1t ∂α1u∂m2t ∂α2v‖L2(0,t0;Lρ2(x)/ρ′(x)2,+ ) ≤ ct
1/2
0 ‖u‖Xk−2,ρ(x)(Π+t0 )‖v‖Xk,ρ(x)(Π+t0 ).
In the second case similarly to (3.2)
‖∂α1u∂α2v‖
L2(0,t0;L
ρ2(x)/ρ′(x)
2,+ )
≤
(∫ t0
0
‖∂α1u‖2
L
ρ(x)
2,+
‖∂α2vρ1/2‖2L∞,+ dt
)1/2
≤ ct1/20 ‖u‖C([0,t0];H2,ρ(x)+ )‖∂
α2v‖
C([0,t0];H
2,ρ(x)
+ )
≤ ct1/20 ‖u‖X2,ρ(x)(Π+t0 )‖v‖X4,ρ(x)(Π+t0 ).
In order to estimate ∂mt (uv)x in C([0, t0];H
k−3m−3,ρ(x)
+ ) for 3m + 3 ≤
k , evaluate first ∂m+1t (uv)x in L1(0, t0;H
k−3m−3,ρ(x)
+ ) . To this end consider
∂m1t ∂
α1u∂m2t ∂
α2v , where m1 + m2 = m + 1 , |α1| + |α2| ≤ k − 3m − 2 ,
3m1 + |α1| ≤ 3m2 + |α2| . If m1 = |α1| = 0 then again since ρ′(x) ≥ 1 with
the use of (1.12)
‖u∂m2t ∂α2v‖L1(0,t0;Lρ(x)2,+ ) ≤ ‖uρ
1/2‖L2(0,t0;L∞,+)‖∂m2t ∂α2v‖L2(0,t0;Lρ′(x)2,+ )
≤ ct1/20 ‖u‖C([0,t0];H2,ρ(x)+ )‖∂
m2
t v‖L2(0,t0;Hk−3m2+1,ρ′(x)+ )
≤ ct1/20 ‖u‖X2,ρ(x)(Π+t0 )‖v‖Xk,ρ(x)(Π+t0 ).
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If 3m2 + |α2| ≤ k then either 3m1 + |α1| ≤ k − 3 or k = 4 , m1 = 0 , m2 = 1 ,
|α1| = 2 , |α2| = 0 . In the first case similarly to (3.3)
‖∂m1t ∂α1u∂m2t ∂α2v‖L1(0,t0;Lρ(x)2,+ )
≤ ‖∂m1t ∂α1u(ρ′)1/2‖L2(0,t0;L∞,+)‖∂m2t ∂α2v‖L2(0,t0;Lρ(x)2,+ )
≤ ct1/20 ‖∂m1t u‖L2(0,t0;Hk−3m1−1,ρ′(x)+ )‖∂
m2
t v‖C([0,t0];Hk−3m2,ρ(x)+ )
≤ ct1/20 ‖u‖Xk−2,ρ(x)(Π+t0 )‖v‖Xk,ρ(x)(Π+t0 ).
In the second case
‖∂α1uvt‖|L1(0,t0;Lρ(x)2,+ ) ≤
(∫ t0
0
‖∂α1u‖
L
ρ(x)
2,+
‖vt(ρ′)1/2‖L∞,+ dt
)1/2
≤ ct1/20 ‖u‖C([0,t0];H2,ρ(x)+ )‖vt‖L2(0,t0;H2,ρ′(x)+ ) ≤ ct
1/2
0 ‖u‖X2,ρ(x)(Π+t0 )‖v‖X4,ρ(x)(Π+t0 ).
Now evaluate ∂mt (uv)x
∣∣
t=0
in H
k−3m−3,ρ(x)
+ . To this end consider
(∂m1t ∂
α1u∂m2t ∂
α2v)
∣∣
t=0
, where 3(m1 +m2) + |α1| + |α2| ≤ k − 2 , 3m1 + |α1| ≤
3m2 + |α2| . If m1 = |α1| = 0 then
‖(u∂m2t ∂α2v)
∣∣
t=0
‖
L
ρ(x)
2,+
≤ ‖u
∣∣
t=0
‖L∞,+‖∂m2t ∂α2v
∣∣
t=0
‖
L
ρ(x)
2,+
≤ ‖u
∣∣
t=0
‖
H
2,ρ(x)
+
c‖∂m2t v
∣∣
t=0
‖
H
k−3m2−2,ρ(x)
+
.
If 3m2 + |α2| ≤ k − 3 then
‖(∂m1t ∂α1u∂m2t ∂α2v)
∣∣
t=0
‖
L
ρ(x)
2,+
≤ c‖∂m1t ∂α1u
∣∣
t=0
ρ1/2‖L4,+‖∂m2t ∂α2v
∣∣
t=0
ρ1/2‖L4,+
≤ c‖∂m1t u
∣∣
t=0
‖
H
k−3m1−2,ρ(x)
+
‖∂m2t v
∣∣
t=0
‖
H
k−3m2−2,ρ(x)
+
.
Finally, appropriate estimates on ∂mt (uv)x in L2(0, t0;H
k−3m−2,ρ′(x)
+ ) for 3m+
3 ≤ k can be obtained quite similarly to (3.2), (3.3). 
Now we can prove the main result of this section.
Proof of Theorem 1.4. In order to set to zero boundary data at x = 0 we use
special functions J(t, x, y;µ) of ”boundary potential” type, constructed in [10]
(without lost of generality we assume that µ ∈ H˜(k+1)/3,k+1(B) ). We do not
intend to repeat here the definition of these functions but only describe their main
properties, proved in [10].
Any function J is infinitely smooth for x > 0 and satisfy equality (2.1) for
f ≡ 0 . For any T > 0 , x0 > 0 , n and j
sup
x≥x0
‖J(·, x, ·;µ‖H˜j,3j(BT ) ≤ c(T, x0, n, j, k)‖µ‖H˜(k+1)/3,k+1(B). (3.4)
Next, for m ≤ k/3
‖∂mt J‖Cb(Rt;H˜k−3m+ ) ≤ c(k)‖µ‖H˜(k+1)/3,k+1(B)
and if 3m+ |α| ≤ k + 1
‖∂mt ∂αJ‖Cb(Rx+;L2(B)) ≤ c(k)‖µ‖H˜(k+1)/3,k+1(B),
moreover, J(t, 0, y;µ) ≡ µ(t, y) .
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Let
ψ(t, x, y) ≡ J(t, x, y;µ)η(2 − x). (3.5)
The aforementioned properties of the function J provide that ψ ∈ Xk,ρ(x)(Π+T )
for any admissible function ρ , moreover, ψ
∣∣
x=0
= µ and
‖ψ‖Xk,ρ(x)(Π+T ) ≤ c(ρ, k)‖µ‖H˜(k+1)/3,k+1(B). (3.6)
Let
ψ˜ ≡ ψt + bψx + ψxxx + ψxyy. (3.7)
It is easy to see that
ψ˜ = −bJη′(2− x)− Jη′′′(2 − x) + 3Jxη′′(2− x)− 3Jxxη′(2− x)− Jyyη′(2 − x),
therefore, ψ˜ ∈ C∞(Π+T ) , ψ˜ = 0 if x ∈ [0, 1] ∪ [2,+∞) . In particular, ψ˜ ∈
Y k,ρ(x)(Π+T ) and
‖ψ˜‖Y k,ρ(x)(Π+T ) ≤ c(T )‖µ‖H˜(k+1)/3,k+1(B). (3.8)
Let
U(t, x, y) ≡ u(t, x, y)− ψ(t, x, y), (3.9)
U0 ≡ u0 − ψ
∣∣
t=0
, F ≡ −ψ˜ − ψψx. (3.10)
Instead of (1.1)–(1.4) consider in Π+T an initial-boundary value problem for an
equation
Ut + bUx + Uxxx + Uxyy + UUx + (ψU)x = F, (3.11)
with initial and boundary conditions
U
∣∣
t=0
= U0, U
∣∣
x=0
= 0 (3.12)
and the same boundary conditions on ΩT,+ as (1.4). Note that U0 ∈ H˜k,ρ(x)+ ,
F ∈ Y k,ρ(x)(Π+T ) . Define also for this problem special functions by analogy with
Φm : let Φ
∗
0 ≡ U0 and for m ≥ 1
Φ∗m ≡ ∂m−1t F
∣∣
t=0
− (∂3x + ∂x∂2y + b∂x)Φ∗m−1
−
m−1∑
l=0
(
m− 1
l
)[
Φ∗l ∂xΦ
∗
m−l−1 +
(
∂ltψ
∣∣
t=0
Φ∗m−l−1
)
x
]
.
It is easy to see, that Φ∗m = Φm − ∂mt ψ
∣∣
t=0
.
For t0 ∈ (0, T ] consider a set of functions
X˜k,ρ(x)(Π+t0) =
{
v ∈ Xk,ρ(x)(Π+t0) : ∂mt v
∣∣
t=0
= Φ∗m for m < k/3
}
.
Define on this set a map u = Λv , where u ∈ X˜k,ρ(x)(Π+t0) is a solution to linear
problem
ut + bux + uxxx + uxyy = f ≡ F − (ψv)x − vvx, (3.13)
with initial and boundary conditions u
∣∣
t=0
= U0 , u
∣∣
x=0
= 0 and (1.4). Note that
by virtue of Lemma 3.1 f ∈ Y k,ρ(x)(Π+t0) . It easy to see that the corresponding
functions Φ˜m , written for this problem in accordance with Definition 2.4 for m <
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k/3 , coincide with Φ∗m , therefore, Φ˜m
∣∣
x=0
= 0 . Then Lemma 2.5 provides that
the map Λ exists. Moreover, inequalities (2.9), (3.1), (3.6) and (3.8) yield that
‖Λv‖Xk,ρ(x)(Π+t0 ) ≤ c(T )
(
‖u0‖Hk,ρ(x)+ + ‖u0‖
2
H
k,ρ(x)
+
+ ‖µ‖H(k+1)/3,k+1(BT )
+ ‖µ‖2H(k+1)/3,k+1(BT ) + t
1/2
0 ‖µ‖H(k+1)/3,k+1(BT )‖v‖Xk,ρ(x)(Π+t0 )
+ t
1/2
0 ‖v‖Xk−2,ρ(x)(Π+t0 )‖v‖Xk,ρ(x)(Π+t0)
)
. (3.14)
Similarly,
‖Λv1 − Λv2‖Xk,ρ(x)(Π+t0 ) ≤ c(T )t
1/2
0
(
‖µ‖H(k+1)/3,k+1(BT )‖v1 − v2‖Xk,ρ(x)(Π+t0)
+
(‖v1‖Xk,ρ(x)(Π+t0) + ‖v2‖Xk,ρ(x)(Π+t0 ))‖v1 − v2‖Xk,ρ(x)(Π+t0)
)
. (3.15)
Therefore, existence of the unique fixed point U of the map Λ for certain t0 , de-
pending on ‖u0‖Hk,ρ(x)+ and ‖µ‖H(k+1)/3,k+1(BT ) , follows by the standard argument.
Then u ≡ U + ψ ∈ Xk,ρ(x)(Π+t0) is the unique solution to the original problem.
Note that Theorem 1.2 provides that U ∈ X3,ρ(x)(Π+T ) , then application of
inequality (3.14) to the function U and induction with respect to k imply that
u ∈ Xk,ρ(x)(Π+T ) .
Finally, we prove continuous dependence. Let M > 0 , let the functions u0j , µj ,
satisfy the hypothesis of Theorem 1.4 and ‖(u0j, µj)‖H˜k,ρ(x)+ ×H˜(k+1)/3,k+1(BT ) ≤ M
for j = 1 and 2 , then for the corresponding solutions ‖uj‖Xk,ρ(x)(Π+T ) ≤ c0(M) .
Define the functions ψj and Uj by the corresponding analogs of formulas (3.5)
and (3.9). Then similarly to (3.15) for t0 ∈ (0, T ]
‖U1 − U2‖Xk,ρ(x)(Π+t0 ) ≤ c(M)
(
‖u01 − u02‖H˜k,ρ(x)+ + ‖µ1 − µ2‖H˜(k+1)/3,k+1(BT )
+ t
1/2
0 ‖U1 − U2‖Xk,ρ(x)(Π+t0 )
)
,
whence the desired result immediately succeeds. 
Remark 3.2. The reason why the implemented scheme does not work for the types
of boundary conditions a) and c) is that in the linear case solutions are constructed
as limits of smooth ones where the condition fyy
∣∣
y=0
= 0 is necessary. Then this
condition is inherited in the spaces Y k,ρ(x) for k ≥ 4 . For ZK equation itself it
means that uy
∣∣
y=0
= 0 since here fyy = −(uuxyy + 2uyuxy + uxuyy) , but such
boundary condition is superfluous.
4. Internal regularity
Establish, first, one auxiliary lemma, which is similar to Lemma 3.1, but is valid
for all types of boundary conditions. In fact, in an implicit form it was established
in [10].
Lemma 4.1. Let u, v ∈ X3,ρ(x)(Π+T ) for certain T > 0 and an admissible weight
function ρ(x) , such that ρ′(x) is also an admissible weight function and ρ′(x) ≥
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1 ∀x ≥ 0 . Then (uv)x ∈ Y 3,ρ(x)(Π+T ) and for any t0 ∈ (0, T ]
‖(uv)x‖Y 3,ρ(x)(Π+t0 )
≤ c(T )t1/20
(
‖u‖X2,ρ(x)(Π+t0 )‖v‖X3,ρ(x)(Π+t0 ) + ‖u‖X3,ρ(x)(Π+t0 )‖v‖X2,ρ(x)(Π+t0 )
)
+ c‖u
∣∣
t=0
‖
H
2,ρ(x)
+
‖v
∣∣
t=0
‖
H
2,ρ(x)
+
. (4.1)
Proof. The type of boundary conditions here is irrelevant, since (uv)
∣∣
y=0
=
(uv)
∣∣
y=L
= 0 in the case a), (uv)y
∣∣
y=0
= (uv)y
∣∣
y=L
= 0 in the case b), (uv)
∣∣
y=0
=
(uv)y
∣∣
y=L
= 0 in the case c), (uv)
∣∣
y=0
= (uv)
∣∣
y=L
, (uv)y
∣∣
y=0
= (uv)y
∣∣
y=L
in the
case d) and it is sufficient for the following argument.
Estimate (3.2) remains the same, estimate (3.3) is omitted.
In order to estimate ∂2y(uv)x in L2(0, t0;L
ρ2(x)/ρ′(x)
2,+ ) , consider ∂
α1u∂α2v ,
where |α1|+ |α2| = 3 , |α1| ≤ |α2| . If |α1| = 0 then similarly to (3.2)
‖u∂α2v‖
L2(0,t0;L
ρ2(x)/ρ′(x)
2,+ )
≤ ct1/20 ‖u‖X2,ρ(x)(Π+t0 )‖v‖X3,ρ(x)(Π+t0 ),
if |α2| = 2 then |α1| = 1 and similarly to (3.3)
‖∂α1u∂α2v‖
L2(0,t0;L
ρ2(x)/ρ′(x)
2,+ )
≤ ct1/20 ‖u‖X2,ρ(x)(Π+t0 )‖v‖X3,ρ(x)(Π+t0 ).
In order to estimate (uv)x in C([0, t0];L
ρ(x)
2,+ ) , evaluate first ∂t(uv)x in
L1(0, t0;L
ρ(x)
2,+ ) . To this end, consider ∂
α1u∂α2vt , where |α1| + |α2| ≤ 1 . If
|α1| = 0 then since ρ′(x) ≥ 1 with the use of (1.12)
‖u∂α2vt‖L1(0,t0;Lρ(x)2,+ ) ≤ t
1/2
0 ‖uρ1/2‖C([0,t0];L∞,+)‖∂α2vt‖L2(0,t0;Lρ′(x)2,+ )
≤ ct1/20 ‖u‖C([0,t0];H2,ρ(x)+ )‖vt‖L2(0,t0;H1,ρ′(x)+ ) ≤ ct
1/2
0 ‖u‖X2,ρ(x)(Π+t0 )‖v‖X3,ρ(x)(Π+t0 ),
and if |α2| = 0 then
‖∂α1uvt‖L1(0,t0;Lρ(x)2,+ ) ≤ t
1/2
0 ‖∂α1uρ1/2‖C([0,t0];L4,+)‖vt(ρ′)1/2‖L2(0,t0;L4,+)
≤ ct1/20 ‖u‖C([0,t0];H2,ρ(x)+ )‖vt‖L2(0,t0;H1,ρ′(x)+ ) ≤ ct
1/2
0 ‖u‖X2,ρ(x)(Π+t0 )‖v‖X3,ρ(x)(Π+t0 ).
It is also obvious, that
‖(uv)x
∣∣
t=0
‖
L
ρ(x)
2,+
≤ c‖u
∣∣
t=0
‖
H
2,ρ(x)
+
‖v
∣∣
t=0
‖
H
2,ρ(x)
+
.
Finally, it is easy to see that
‖(uv)x‖L2(0,t0;H1,ρ′(x)+ ) ≤ ct0‖u‖X2,ρ(x)(Π+t0 )‖v‖X2,ρ(x)(Π+t0 ).

Proof of Theorem 1.7. We use induction with respect to n . For n = 0 the re-
sult, of course, is a simple corollary of Theorem 1.2. Let n ≥ 1 and ∂n−1x u ∈
X3,ρ(x)(Πx0T ) for any x0 > 0 .
Introduce the function U by formula (3.9), where u ∈ X3,ρ(x)(Π+T ) is the so-
lution to problem (1.1)–(1.4) from Theorem 1.2. Then U ∈ X3,ρ(x)(Π+T ) can be
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considered as a solution to a linear initial-boundary value problem in Π+T to an
equation
Ut + bUx + Uxxx + Uxyy = f ≡ uux − ψ˜ (4.2)
with initial and boundary conditions (3.10), (1.4) (the function ψ˜ is defined in
(3.7)). Property (3.4) of the boundary potential implies that ∂lxψ ∈ X3,ρ(x)(Πx0T )
for all x0 > 0 and natural l . Lemma 4.1 implies that uux ∈ Y 3,ρ(x)(Π+T ) . Taking
into account also (3.8), one can see that the hypothesis of Lemma 2.5 is verified for
the function U in the case k = 3 . It is obvious that ∂lxψ˜ ∈ C([0, T ]; H˜2,ρ
2(x)/ρ′(x)
x0 )
for any x0 > 0 and natural l .
Next, we show that
∂nx (uux) ∈ L2(0, T ; H˜2,ρ
2(x)/ρ′(x)
x0 ). (4.3)
To this end, consider ∂α1u∂α2u , where α1 = (i1, j1) , α2 = (i2, j2) , |α1|+ |α2| =
n+ 3 , |α1| ≤ |α2| , j1 + j2 ≤ 2 . If |α1| = 0 , then∫∫∫
Π
x0
T
(u∂α2u)2
ρ2
ρ′
dxdydt ≤ sup
Π+T
(
u
ρ
ρ′
)2 ∫∫∫
Π
x0
T
(∂α2u)2ρ′ dxdydt <∞,
since ρ/ρ′ ≤ cρ1/2 , u ∈ C([0, T ];H3,ρ(x)+ ) and, therefore, uρ1/2 ∈ Cb(Π
+
T ) , ∂
α2u ∈
L2(0, T ;L
ρ′(x)
2,x0
) by virtue of the inductive hypothesis.
If |α2| ≤ n+ 2 then for any t ∈ [0, T ] with the use of (1.10)(∫∫
Σx0
(∂α2u)4ρ2 dxdy
)1/2
≤
n−1∑
l=0
‖∂lxu‖2C([0,T ];H3,ρ(x)x0 ) <∞,
and, therefore, ∂α1u∂α2u ∈ L2(0, T ;Lρ
2(x)/ρ′(x)
2,x0
) .
Once (4.3) is established, it is suffice to apply Lemma 2.7. 
Proof of Theorem 1.9. We start with the following auxiliary assertion. Let for cer-
tain x0 > 0 , y0 ∈ (0, L/2) and an admissible weight function ρ(x) , such that ρ′
is also admissible,
v ∈ C([0, T ];Lρ(x)2,x0,y0), |Dv| ∈ L2(0, T ;
ρ′(x)
L2,x0,y0
). (4.4)
Then by virtue of (1.10) ∫∫∫
Π
x0,y0
T
v4ρ′ρ dxdydt <∞. (4.5)
Now as in the proof of Theorem 1.7 consider the function U as the solution
to the linear initial-boundary value problem for equation (4.1). Assume that for
certain 1 ≤ j ≤ n , any x0 > 0 , y0 ∈ (0, L/2) and any multi-index α = (l1, l2) ,
such that |α| ≤ n + 3 , l2 ≤ j + 2 , for v ≡ ∂αu and ρ ≡ ρj−1 property (4.4)
is verified. Then (4.5) implies that since ρ′j−1(x) ≥ cρj(x) > 0 and, therefore,
ρj−1(x) ≥ c > 0
∂m−jx ∂
j+2
y (uux) ∈ L2(0, T ;L
ρ′j−1(x)
2,x0,y0
)
if j ≤ m ≤ n . Then it follows from Lemma 2.8 that
∂n−jx ∂
j+3
y U ∈ C
(
[0, T ];L
ρj(x)
2,x0,y0
)
, ∂n−jx ∂
j+4
y U ∈ L2
(
0, T ;L
ρ′j(x)
2,x0,y0
)
.
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Therefore, for any multi-index α = (l1, l2) , such that |α| ≤ n+ 3 , l2 ≤ j + 3 ,
∂αu ∈ C([0, T ];Lρj(x)2,x0,y0), |D∂αu| ∈ L2(0, T ;
ρ′j(x)
L2,x0,y0
).
Since for j = 1 , v ≡ ∂αu property (4.4) follows from Theorem 1.7, induction with
respect to j provides the desired result. 
5. Large-time decay of small solutions
Proof of Theorem 1.9. Let α > 0 , ρ(x) ≡ 12αe2αx , u0 ∈ H˜
3,ρ(x)
+ , u0(0, y) ≡ 0 ,
µ ≡ 0 . Consider the solution to problem (1.1)–(1.4) (in the cases a) and c))
u ∈ X3,ρ(x)(Π+T ) ∀T .
Multiplication of equation (1.1) by 2u(t, x, y) and consequent integration obvi-
ously provides an inequality
‖u(t, ·, ·)‖L2,+ ≤ ‖u0‖L2,+ ∀t ≥ 0, (5.1)
which is, of course, the analog of the conservation law for Zakharov–Kuznetsov
equation. Multiplication of (1.1) by 2u(t, x, y)ρ(x) provides an equality
d
dt
∫∫
u2ρ dxdy +
∫ L
0
u2x
∣∣
x=0
dy + 2α
∫∫
(3u2x + u
2
y)ρ dxdy
− 2α(b+ 4α2)
∫∫
u2ρ dxdy =
2α
3
∫∫
u3ρ dxdy. (5.2)
With the use of (1.10) and (5.1) one can easily show that uniformly with respect
to L
2
3
∫∫
u3ρ dxdy ≤ 1
2
∫∫
|Du|2ρ dxdy + c(‖u0‖L2,+ + ‖u0‖2L2,+)
∫∫
u2ρ dxdy (5.3)
(for more details see [10]). Inequality (1.13) yields that for certain constant c0
1
2
∫∫
u2yρ dxdy ≥
c0
L2
∫∫
u2ρ dxdy. (5.4)
Combining (5.2)–(5.4) we find that uniformly with respect to α and L
d
dt
∫∫
u2ρ dxdy +
∫ L
0
u2x
∣∣
x=0
dy + α
∫∫
|Du|2ρ dxdy
+ α
( c0
L2
− 2b− 8α2 − c(‖u0‖L2,+ + ‖u0‖2L2,+)
) ∫∫
u2ρ dxdy ≤ 0. (5.5)
Choose L0 =
1
2
√
c0
b
if b > 0 , α0 =
√
c0
8L
, ǫ0 > 0 satisfying an inequality
ǫ0 + ǫ
2
0 ≤
c0
8cL2
, β =
c0
4L2
. Then it follows from (5.5) that for α ∈ (0, α0] and
‖u0‖L2,+ ≤ ǫ0
d
dt
∫∫
u2ρ dxdy + αβ
∫∫
u2ρ dxdy ≤ 0, (5.6)
which, in turn, yields that
‖eαxu(t, ·, ·)‖2L2,+ ≤ e−αβt‖eαxu0‖2L2,+ ∀t ≥ 0. (5.7)
Moreover, it was shown in [10] that under the same assumptions on α and ‖u0‖L2,+
eαβt‖u(t, ·, ·)‖2
H
1,exp(2αx)
+
+
∫ t
0
eαβτ
∫∫
|D2u|2ρ dxdydτ ≤ c ∀t ≥ 0, (5.8)
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where the constant c depends on b , α , β , ‖u0‖H1,exp(2αx)+ .
Next, note that Lemma 4.1 implies that for f ≡ −uux the hypothesis of
Lemma 2.7 is verified for all T > 0 . Apply equality (2.16), then for a.e. t > 0
d
dt
∫∫
u2tρ dxdy + ρ(0)
∫ L
0
ν21 dy +
∫∫
(3u2tx + u
2
ty − bu2t )ρ′ dxdy
−
∫∫
u2tρ
′′′ dxdy = 2
∫∫
uututxρ dxdy + 4α
∫∫
uu2tρ dxdy. (5.9)
Here inequality (1.10) implies that
∫∫
uututxρ dxdy ≤
(∫∫
u4 dxdy
)1/4(∫∫
u4tρ
2 dxdy
)1/4(∫∫
u2txρ dxdy
)1/2
≤ ε
∫∫
|Dut|2ρ dxdy + c(ε)
(‖u‖4H1+ + ‖u‖H1+)
∫∫
u2tρ dxdy,
where ε > 0 can be chosen arbitrarily small. The second term in the right side of
(5.9) is estimated in a similar way. As a result, equality (5.9) yields that similarly
to (5.5)
d
dt
∫∫
u2tρ dxdy + α
∫∫
|Dut|2ρ dxdy
+ α
( c0
L2
− 2b− 8α2 − c(α)(‖u‖4H1+ + ‖u‖H1+)
) ∫∫
u2tρ dxdy ≤ 0, (5.10)
where c0 is the same constant as in (5.4). According to (5.8) choose T0 > 0 such
that
c(α)
(‖u‖4H1+ + ‖u‖H1+) ≤ c08L2 ∀t ≥ T0.
Then similarly to (5.6) we derive that for t ≥ T0
d
dt
∫∫
u2tρ dxdy + αβ
∫∫
u2tρ dxdy ≤ 0,
and, therefore,
‖eαxut(t, ·, ·)‖2L2,+ ≤ ce−αβt ∀t ≥ 0, (5.11)
where the constant c depends on b , α , β , ‖u0‖H3,exp(2αx)+ .
Next, write down equality (2.17):
d
dt
∫∫
(u2xy + u
2
yy)ρ dxdy +
∫ L
0
(u2xxyρ+ 2uxxyuxyρ
′ − u2xyρ′′ + bu2xyρ)
∣∣
x=0
dy
+
∫∫
(3u2xxy + 4u
2
xyy + u
2
yyy − bu2xy − bu2yy)ρ′ dxdy −
∫∫
(u2xy + u
2
yy)ρ
′′′ dxdy
= 2
∫∫
(uux)y(uxxyρ+ uxyρ
′ + uyyyρ) dxdy. (5.12)
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We have:∫∫
uuxyuxxyρ dxdy
≤
(∫∫
u4 dxdy
)1/4(∫∫
u4xyρ
2 dxdy
)1/4(∫∫
u2xxyρ dxdy
)1/2
≤ ε
∫∫
|D2uy|2ρ dxdy + c(ε)
(‖u‖4H1+ + ‖u‖H1+)
∫∫
u2xyρ dxdy,
∫∫
uxuyuxxyρ dxdy ≤ sup
Σ+
|uyρ1/2|
(∫∫
u2x dxdy
)1/2(∫∫
u2xxyρ dxdy
)1/2
≤ c‖u‖H1+
∫∫
|D2uy|2ρ dxdy + c‖u‖2H1+
(∫∫
|D2uy|2ρ dxdy
)1/2
.
Other terms in the right side of (5.12) can be handled in a similar way. Moreover,∫ L
0
u2xy
∣∣
x=0
dy ≤ ε
∫∫
u2xxyρ dxdy + c(ε)
∫∫
u2xyρ dxdy.
As a result, it follows from (5.8) and (5.12) that for t ≥ 0
eαβt‖uy(t, ·, ·)‖2H1,exp(2αx)+ +
∫ t
0
eαβτ
∫∫
|D2uy|2ρ dxdy dτ ≤ c. (5.13)
Write down equality (1.1) in a form
uxxx = −ut − bux − uux − uxyy (5.14)
Then inequalities (1.14) and (5.13) imply that
eαβt‖uxx(t, ·, ·)‖2Lρ(x)2,+ +
∫ t
0
eαβτ‖uxxx‖2Lρ(x)2,+ dτ ≤ c.
Combination of this inequality with (5.13) yields that
eαβt‖u(t, ·, ·)‖2
H
2,exp(2αx)
+
+
∫ t
0
eαβτ
∫∫
|D3u|2ρ dxdy dτ ≤ c. (5.15)
Finally, write down equality (2.18):
d
dt
∫∫
(u2xyy + u
2
yyy)ρ dxdy +
∫ L
0
(ν22ρ+ 2ν2uxyyρ
′ − u2xyyρ′′ + bu2xyyρ)
∣∣
x=0
dy
+
∫∫
(3u2xxyy+4u
2
xyyy+u
2
yyyy− bu2xyy− bu2yyy)ρ′ dxdy−
∫∫
(u2xyy+u
2
yyy)ρ
′′′ dxdy
= 2
∫∫
(uux)yy(uxxyyρ+ uxyyρ
′ + uyyyyρ) dxdy. (5.16)
Here (uux)yy = uuxyy + 2uyuxy + uxuyy and∫∫
uuxyyuxxyyρ dxdy ≤ ‖u‖L∞,+‖uxyy‖Lρ(x)2,+ ‖uxxyy‖Lρ(x)2,+
≤ ε
∫∫
u2xxyyρ dxdy + c(ε)‖u‖2H2+‖u‖
2
H
3,ρ(x)
+
,
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uyuxyuxxyyρ dxdy
≤
(∫∫
u4y dxdy
)1/4(∫∫
u4xyρ
2 dxdy
)1/4(∫∫
u2xxyyρ dxdy
)1/2
≤ ε
∫∫
u2xxyyρ dxdy + c(ε)‖u‖2H2+‖u‖
2
H
3,ρ(x)
+
.
Moreover, ∫ L
0
u2xyy
∣∣
x=0
dy ≤ ε
∫∫
u2xxyyρ dxdy + c(ε)
∫∫
u2xyyρ dxdy.
As a result, it follows from (5.15) and (5.16) that for t ≥ 0
eαβt‖uyy(t, ·, ·)‖2H1,exp(2αx)+ +
∫ t
0
eαβτ
∫∫
|D2uyy|2ρ dxdy dτ ≤ c. (5.17)
Application of equality (5.14) yields that
‖uxxx(t, ·, ·)‖2Lρ(x)2,+ ≤ ce
−αβt.
Application of (1.15) finishes the proof. 
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