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Résumé. 
L'immense volume de documents numériques disponibles, est devenu une 
problématique pour l'organisation automatique de ces documents afin de faciliter 
l'interrogation et l'accès à l'information pertinente. 
La plupart de ces documents n'ont aucune structuration. Ou bien ils ont une 
structuration (physique et logique), mais difficile à l'identifier et l'exploiter, ce qui 
rend pénible la récupération des informations pertinentes à partir de ces documents.  
Dans notre thèse on s'intéresse à la modélisation structuro-sémantique de la 
représentation des documents et la mettre dans un format interprétable et exploitable 
efficacement par les algorithmes de recherche d'information. Afin de retourner les 
fragments de documents les plus pertinents. 
Dans notre travail, nous modélisons les collections de documents homogène 
avec un contenu textuel en langue naturelle, comme les publications scientifiques, les 
articles et les thèses en format PDF ou Word, et les documents web comme les pages 
de Wikipédia en format XML. 
Mot clés : Documents numériques, web sémantique, ontologies, similarité 




The huge volume of digital documents available, has become a problem for the 
process of interrogation and access to relevant information. 
Most of these documents have a structure (physical and logical), but it is 
difficult to be identified and used, making painful retrieving relevant parts of 
information.  
In our case we are interested in the structural-semantic modeling of documents  
representation and put them in a readable format to be effectively usable by 
information search algorithms.  
Our objective in this work is to return the fragment of the most relevant 
documents. We model the homogeneous collections of documents, such as scientific 
publications, articles and theses in PDF or Word format, and web documents such as 
Wikipedia pages in XML format. 
Key words: Digital documents, semantic Web, ontologies, semantic similarity, 




  :ﻣﻠﺨﺺ 
ﻣﻤﺎ ﺻﻌﺐ  اﻟﻮﺻﻮل ، اﻟﺒﺤﺚﻋﻤﻠﯿﺔ  أﺛﻨﺎء أﺻﺒﺢ اﻟﻜﻢ اﻟﮭﺎﺋﻞ ﻣﻦ اﻟﻮﺛﺎﺋﻖ اﻟﺮﻗﻤﯿﺔ اﻟﻤﺘﺎﺣﺔ، ﻣﺸﻜﻠﺔ
  .اﻟﻘﯿﻤﺔاﻟﻤﻌﻠﻮﻣﺎت  إﻟﻰ
، ﻣﻤﺎ ﯾﺠﻌﻞ ﮫواﺳﺘﻐﻼﻟ ه، وﻟﻜﻦ ﻣﻦ اﻟﺼﻌﺐ ﺗﺤﺪﯾﺪ(ﻲﻨﻄﻘوﻣﻣﺎدي )ﻣﻌﻈﻢ ھﺬه اﻟﻮﺛﺎﺋﻖ ﻟﺪﯾﮭﺎ ھﯿﻜﻞ 
  . اﻟﻤﮭﻤﺔ ﻋﻤﻼ ﺷﺎﻗﺎاﻟﻤﻌﻠﻮﻣﺎت ﻣﮭﻤﺔ اﻟﺒﺎﺣﺚ ﻋﻦ 
ﻗﺎﺑﻞ ﺳﮭﻞ و ﻠﻮﺛﺎﺋﻖ ووﺿﻌﮫ ﻓﻲ ﺷﻜﻞﻟاﻟﺪﻻﻟﻲ واﻟﺒﻨﯿﻮي  ذجﻮاﻟﻨﻤﺘﻤﺜﯿﻞ ﺑﻧﺤﻦ ﻣﮭﺘﻤﻮن  ھﺬاﻋﻤﻠﻨﺎ ﻓﻲ 
  .اﻟﺒﺤﺚ ﻋﻦ اﻟﻤﻌﻠﻮﻣﺎتﻟﺘﺴﮭﯿﻞ ﻋﻤﻠﯿﺔ  طﺮف اﻵﻟﺔ ﻠﻘﺮاءة ﺑﺸﻜﻞ ﻓﻌﺎل ﻣﻦ ﻟ
طﻠﺐ اﻟﻤﺴﺘﺨﺪم اﻟﺒﺤﺚ ﺑﻄﺮﯾﻘﺔ ذﻛﯿﺔ و ﻓﻌﺎﻟﺔ ﻋﻦ اﻟﻤﺴﺘﻨﺪات اﻟﺘﻲ ﺗﻨﻄﺒﻖ و  ھﺪﻓﻨﺎ ﻓﻲ ھﺬا اﻟﻌﻤﻞ ھﻮ
 ﻣﺠﻤﻮﻋﺎت ﻣﺘﺠﺎﻧﺴﺔ ﻣﻦ اﻟﻮﺛﺎﺋﻖﻧﺴﺘﻐﻞ ﻓﻲ ﺗﻨﻔﯿﺬ ﻋﻤﻠﻨﺎ  .ء اﻟﻮﺛﺎﺋﻖ اﻷﻛﺜﺮ أھﻤﯿﺔاﺟﺰأ وإرﺟﺎع
 droWأو  FDP ﺑﺘﻨﺴﯿﻖ ﺎت اﻟﺘﺨﺮجاﻟﻌﻠﻤﯿﺔ وأطﺮوﺣ واﻟﻤﻘﺎﻻت ، ﻣﺜﻞ اﻟﻤﻨﺸﻮراتاﻻﻟﻜﺘﺮوﻧﯿﺔ
 LMX.ﻋﻠﻰ ﺷﺒﻜﺔ اﻹﻧﺘﺮﻧﺖ ﻣﺜﻞ ﺻﻔﺤﺎت وﯾﻜﯿﺒﯿﺪﯾﺎ ﻓﻲ ﺷﻜﻞ  اﻟﻤﻮﺟﻮدة  ﺛﺎﺋﻖﻛﺬﻟﻚ اﻟﻮو
 
، اﻟﻮﺛﺎﺋﻖ ﺔ ﻓﮭﺮﺳ ،اﻟﻮﺛﺎﺋﻖ ﺑﻨﯿﺔوﺛﺎﺋﻖ اﻟﻜﺘﺮوﻧﯿﺔ، اﻟﻮﯾﺐ اﻟﺪﻻﻟﻲ،  ﺗﺸﺎﺑﮫ اﻟﺪﻻﻟﻲ،  :اﻟﻜﻠﻤﺎت اﻟﺮﺋﯿﺴﯿﺔ
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1. Contexte  
La quantité d'informations disponibles sous forme numérique est en augmentation 
exponentielle et draconienne grâce à l'avancement des technologies d'acquisition numérique 
de documents. Ainsi que le développement de la publication sur internet et les moteurs de 
recherche ont rendu l'accès à de grandes quantités de documents très facile. 
Cependant, cet immense volume de documents disponibles pour les personnes, est 
devenu une problématique pour l'organisation automatique de ces documents d'une manière 
efficace afin de faciliter l'interrogation et l'accès à l'information pertinente. Les systèmes 
documentaires retournent généralement un grand nombre de documents en réponse aux 
requêtes des utilisateurs, mais une grande partie de ces résultats n'est pas utile et ne 
correspond pas aux besoins des utilisateurs. 
Il devient de plus en plus difficile pour les utilisateurs de localiser les documents 
pertinents à l'égard de leur besoin formulé par des requêtes.  Ce qui a amené les chercheurs 
dans ce domaine a proposé plusieurs solutions sur l'organisation des documents afin 
d'améliorer la précision et l'efficacité de l'accès à l'information et de réduire le temps de 
recherche.  
Un document numérique peut être tout type de médias qui contient des données. Un 
document peut être un morceau de texte, une page Web, une image, une séquence vidéo, etc. 
Le type le plus souvent utilisé est le texte.  
Les documents textuels ont différents formats tels que HTML, PDF et Word. La plupart 
de ces documents ou bien ils n'ont aucune structuration (appelés documents non structurés), 
Ou bien ils ont une structuration (physique et logique), mais vu leur format, il est difficile de 
les identifier et les exploiter, ce qui rend pénible la récupération des éléments et des parties 
pertinentes à partir de ces documents.  
Dans notre thèse on s'intéresse aux collections de documents homogène avec un contenu 
textuel en langue naturelle, comme les publications scientifiques, les articles et les thèses en 
format PDF ou Word, et les documents web comme les pages de Wikipédia en format XML. 
Récemment, il y a eu une augmentation rapide du nombre de documents semi-structurés 
de type XML, et commencent à avoir une place importante dans le web. Ce type de format 
permet de modéliser la structure logique de documents en utilisant des balises.  
Les systèmes de traitement de documents comprennent généralement deux parties 
principales; la première partie consiste à modéliser d'une manière automatique la 
représentation de documents et la mettre dans un format lisible et interprétable par les 
machines. Cette partie est appelée indexation dans les systèmes de recherche de documents. 
L'indexation permet d'analyser syntaxiquement le contenu textuel des documents puis elle met 
les termes sous forme d'un vecteur.    




La deuxième partie représente l'algorithme qui permet d'exploiter efficacement la 
représentation du document. Parmi ces algorithmes : Les algorithmes de recherches, les 
algorithmes de classifications, les algorithmes de clustering (regroupement), les algorithmes 






Figure 1 : Etapes de traitement de documents. 
Pour évaluer nos contributions, Nous avons choisi, dans notre travail, le domaine de 
recherche d'information. 
2. Problématique 
Les systèmes de traitement de documents traditionnels examinent un document comme 
un texte brut. Cependant, la forme de document devient de plus en plus structurée, où la 
structure logique de documents a pris une place importante chez les auteurs. Les systèmes de 
rédaction de documents permettent aux auteurs de mentionner la structure logique et les 
parties importantes de documents tels que : Le titre, l'auteur, la date de création, la hiérarchie 
de sections (section, sous-section,…), Les titres de sections, paragraphes, résumé, ...etc.  
 Cette information structurelle peut faciliter la représentation et l'amélioration de 
l'efficacité des systèmes de traitement de documents (indexation, recherche...). Et si cette 
structure est ignoré une partie importante de l'information sur les documents, va être perdue.  
L'analyse structurelle de documents numériques devient de plus en plus utile, elle permet 
de récupérer les structures physiques et logiques de ces documents, ce qui améliore 
l'indexation et la récupération. 
  Le langage XML est devenu le standard le plus utilisé pour la représentation de la 
structure logique des documents.  Une partie de cette structure est appelée métadonnées 
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Figure 2 : Une partie de la structure Logique d'une thèse scientifique en format PDF. 
La reconnaissance de la structure logique d'un document textuel (en format PDF ou 
Word) est une tâche complexe. Dans notre thèse, nous allons étudier cette problématique en 
essayant de répondre à des questions comme :  Comment identifier la structure logique et 
physique d'un document?. Comment peut-on la récupérer?, et ensuite comment l'exploiter 
pour améliorer l'indexation et la recherche des documents?.   
Un autre point intéressant dans notre problématique est la modélisation et l'exploitation 
sémantique des parties les plus importantes de la structure logique. En prenant comme 
exemple les termes des titres qui sont très importants, nous allons proposer une méthode pour 
détecter d'autres termes dans le contenu et qui ont des relations sémantiques avec les titres. 
Ces nouveaux termes seront considérés des termes importants.  
3. Contributions 
Pour répondre aux questions précédemment posées, notre thèse apporte les propositions 
suivantes :  
 Proposition d'une architecture pour le système de recherche, en exploitant la 
structure logique et sémantique des documents numériques afin d'améliorer leur 
représentation (indexation), et enfin de retourner des documents pertinents 
comme résultats à une requête de l'utilisateur. Dans notre thèse nous avons utilisé 
 
 




WordNet comme une ressource sémantique pour modéliser le contenu des 
documents.    
 Proposition d'une approche pour détecter et identifier la structure logique des 
documents. A partir de cette structure nous allons récupérer les termes qui ont 
une grande importance et une signification éminente. Ces termes auront un 
impact sur la représentation des documents. 
 Projection des termes importants des documents sur une ressource sémantique 
(WordNet), pour trouver et extraire d'autre termes, sémantiquement proches, à 
partir du contenu textuel des documents.  
 Proposition d'une méthode efficace pour calculer la similarité sémantique entre 
les termes en exploitant le contexte de ces termes.  
 Retournement des parties les plus pertinentes d'un document par rapport à une 
requête, en exploitant la hiérarchie de la structure logique de documents pendant 
la phase de représentation (indexation). 
Nos contributions ont été évalué en utilisant deux collections de documents: La 
première collection est un ensemble de thèse scientifique en format PDF collecté à partir de la 
bibliothèque de thèse d'INSA 1 -- de Lyon. La deuxième collection est un ensemble de 
documents de la compagne d'évaluation INEX (INiative for the Evaluation of XML 
REtrieval) de l'année 2009.  Cette dernière collection contient les pages web de Wikipedia en 
format XML.    
4. Organisation de la thèse 
La thèse est organisé en deux parties. La première partie décrit et représente l'état de l'art 
sur les documents numériques, et leur modélisation sémantique et structurelle (chapitre I, 
chapitre II, et chapitre III). La deuxième partie est destinée à la représentation et l'évaluation 
de nos contributions (chapitre IV, et chapitre V).  
Le premier chapitre représente l'état de l'art des documents numériques, leur 
caractéristique, les déférents types de structure de documents, et le cycle de vie d'un 
document. Le chapitre II est un aperçu sur la sémantique de texte, l'ontologie, et le web 
sémantique. Dans ce chapitre nous présentons le processus de traitement automatique de la 
langue, et les méthodes de calcul de la similarité sémantique du contenu textuel. 
Le chapitre III présente un domaine de traitement et d'exploitation des documents 
numériques, qui est la recherche d'information. Dans ce chapitre nous essayerons d'expliquer 
comment on modélise le contenu des documents afin de faciliter leur présentation 
(indexation) et leur recherche. 
                                                 
1 Institut national des sciences appliquées 




 Dans le chapitre IV nous allons expliquer l'approche que nous avons utilisé pour la 
recherche sémantique des documents numériques. Nous allons détaillé toutes les étapes que 
nous avons suivie pour améliorer les résultats du système de recherche. 
Un autre chapitre (5) est consacré à l'exposition de nos expérimentations et résultats des 
évaluations appliquées sur notre système. Nous terminons la thèse par une conclusion et des 
perspectives. 














Le concept  «document numérique» est un concept très récent par rapport au document 
papier.  Il est apparu avec l'apparition des nouvelles technologies de l'informatique. Mais il 
reste toujours difficile à le définir et à le référer.  Nous pouvons reconnaître un e-mail et un 
rapport technique produit par un traitement de texte comme des documents numériques, mais 
au-delà de ces exemples simples le concept d'un "document" devient moins clair ; Est ce 
qu'un logiciel est un document ?  Est ce qu'un système d'exploitation est un document ?. Il est 
nécessaire de préciser les normes en vue d'atteindre la bonne notion du document numérique.  
Dans ce chapitre nous allons essayer de clarifier les caractéristiques et les déférentes 
définitions existantes du document numérique. 
1.2. La notion de document 
Il est difficile de donner une définition complète et précise de la notion du document. Ils 
existent de nombreux travaux autour des documents qui ont étudié et exploité leurs 
caractéristiques, mais peu d'entre ceux-ci ont tenté de donner les définitions générales du 
concept. Le mot document est d'origine latine « documentum » dérivé du verbe « docere », 
qui signifie enseigner. [ROI 99].  
La notion de document se réfère à plusieurs objets ; tout dépend le domaine et le 
contexte utilisé. Nous pouvons dire qu'il est un document tous les concepts suivants : 
information, donnée, fichier, texte, image, papier, article, livre, journal, feuille, page... etc. 
[ALA 04]. La définition du dictionnaire Larousse2 pour les mots; document, documentation et 
numériser est comme suit : 
Document :  
"Pièce écrite servante d'information, de preuve". "Objet quelconque servant de preuve, 
de témoignage". 
Documentation : 
Unité d'information correspondant à un contenu singulier. 
    
Numériser : 
 C'est le processus qui permet de convertir un objet matériel en une série de chiffres 
numériques (0 et 1) et de transformer les informations comme le texte, le son, les 
images et des symboles en symboles numériques pour automatiser le traitement des 
informations. 
                                                 
2 http://www.larousse.fr/ 




 C'est  convertir une information analogique à une forme numérique. 
Le dictionnaire terminologique de l’office québécois de la langue française [OFF 15] 
donne plusieurs définitions du terme document. Parmi ces définitions : [NOU 06]. 
1. Données consignées sur support papier, électronique ou autre, pouvant être utilisées 
pour consultation, étude ou preuve. 
2. Œuvre fixée à un support matériel au moyen du langage ou d'autres symboles. 
[BAC 98] considère que le document est un support matériel plus un contenu exprimé :  
« Un document est un objet matériel exprimant un contenu ». Cette définition nous montre 
que le contenu en lui-même ne suffit pas pour décrire le document. Par conséquent, la 
présence du même contenu sur différents types de supports physiques changera la définition 
du document. 
La numérisation n'est pas un but en soi, mais un moyen avec lequel des institutions 
veulent atteindre des objectifs spécifiques. Lorsque l'information est convertie en un format 
numérique, elle sera stockés dans un fichier sur l'ordinateur, et sera traité comme tout autre 
fichier (l'envoi d'un ordinateur à un autre, la copie, l'impression, l'affichage sur écran, …). 
Cependant, le terme numériser prend plusieurs significations selon le contexte dans 
lequel il est utilisé, par exemple la numérisation signifie: 
Dans l'informatique : Transformer les données dans un format numérique afin qu'ils 
puissent être traitées par ordinateur. 
Dans les systèmes d'information : Convertir une donnée imprimée qui peut être lus par 
des humains (c.-à-d analogique), comme les livres, les photos, les cartes, et d'autres formats 
traditionnels, vers un format lu par l'ordinateur, en utilisant des dispositifs de balayage 
(scanner), ou bien les appareils photo numériques. 
Dans le domaine de la communication : Se réfère à la conversion des signaux 
analogiques en signaux numériques.   
1.3. Document numérique 
La numérisation a permis l'annulation du support papier, ce qui a rendu la notion du 
document ambiguë [ALA 04], est-ce que c'est un fichier, le contenu d'un disque physique, ou 
un contenu affiché sur écran. 
La définition la plus simpliste voit qu'un document est dit numérique quand le support 
du contenu devient numérique. Dans le domaine numérique, des objets très hétérogènes, tels 
qu’un fichier texte ou une séquence vidéo sont tous les deux considérer comme un document.  
Avec la numérisation massive des données, de nouvelles caractéristiques sont apparues, 
comme le type du contenu qui regroupe différentes formes d’information (texte, son, vidéo, 




graphique,…), le type du support physique, le matériel d'apparition (ordinateur, portable...), la 
date, la structure logique [ROI 99]. La structuration logique, fait référence à une organisation 
d’un texte en éléments logiques tels que chapitre, section, sous-section, titre, sous titre, 
paragraphe... 
[ALA 04] définit un document traditionnel comme un (support + inscription) et définit 
un document numérique comme une (structure + données). Il définit la structure comme tout 
ce qui n'est pas données dans le document. Il résume la notion du document numérique dans 






Figure 1.1 : Document numérique [ALA 04]. 
[ALA 04] analyse le document suivant trois axes : le document comme contenant, le 
document comme contenu et le document comme médium. L'axe contenant étudie les 
caractéristiques physiques du document. L'axe contenu a comme objectif l'analyse des 
informations du contenu considéré comme connaissance en essayant d'exploiter le sens. Le 
rôle de l'axe medium est de prendre en charge le document comme un moyen de 
communication et étudier l'aspect juridique et social de cet axe.   
1.4. Représentation de documents 
Les documents doivent être convertis en une forme de représentation qui est lisible par la 
machine et adéquate pour les logiciels. L'efficacité des applications de traitement de 
document est liée à la qualité de sa représentation et les données sur lesquelles elle travaille. 
La représentation d'un document est aussi importante que le choix d'un bon algorithme 
d'apprentissage. 
1.4.1. Structures du document  
Partant de la définition de [ALA 04] où un document numérique est composé d'une 
structure et de contenu (Figure 1.1), nous essayons de décrire les déférentes structures 
existantes pour les documents. Un document textuel qui se trouve sur un support physique est 
dit structuré, si le contenu est inscrit sur le support physique sous forme de lignes de textes, où 
document numérique 
Structure Données 
Structure Mise en forme 
 
 




chaque partie de ce texte a un format (police, taille, couleur ;...). Nous pouvons dire que le 
document a au moins une structure physique.  
Ils existent plusieurs types de structures pour les documents, mais nous pouvons les 
regrouper en trois catégories principales qui sont :  La structure physique qui permet de 
regrouper les caractéristiques visuelles du contenu.  La structure logique décrit l'organisation 
du contenu sous forme d'éléments logiques où ces éléments sont liés par des relations. La 
structure sémantique qui permet d'expliciter le sens d'un contenu. 
1.4.1.1. Structure physique d’un document  
La structure physique d'un document correspond à l'organisation du contenu en fonction 
d'une hiérarchie des régions délimitées par des images, des graphiques et des blocs de texte 
qui peut encore être subdivisé en lignes de texte, des mots et des caractères. La structure 










Figure 1.2 : les blocs d'un texte. 
1.4.1.2.  Structure logique d’un document  
La structure logique d'un document explicite la signification de chaque composant de la 
structure physique. Elle reflète la façon dont l'information est organisée en termes d'objets 
logiques, à savoir, chapitres, sections, sous sections, titres, paragraphes, figures, en-têtes, etc. 
La structure logique spécifie la fonction et la signification des objets physiques formant le 
document et les relations entre eux.  




Les relations entre les objets logiques dans la structure logique sont généralement sous 
une forme hiérarchique. Par exemple, une thèse scientifique comprend un titre, auteurs, 
résumé, et une séquence de chapitres, chacun d'entre eux, a un titre et une séquence de 
sections, et ainsi de suite. 
La structure logique est généralement représenté sous la forme d'une structure 
arborescente afin de décrire les relations hiérarchiques existantes entre les différents objets 










Figure 1.3 : Structure Logique d'un article 
Pour modéliser la structure logique du document, plusieurs outils de structuration 
documentaires sont apparus, parmi ceux-ci il faut citer le langage XML (Extensible Markup 
Language défini par W3C3), qui est bien standardisé et bien formalisé.  
XML est un langage défini pour faciliter la manipulation et l'échange de documents, 
grâce à ce langage de nouvelles tendances sont développés tels que ; la recherche 
d'information par le contenu, le web sémantique, le web service... etc.  
XML est connu par l'utilisation des marques spéciales appelée balises qui rendent la 
structure du contenu bien explicite, et bien délimité. Ce langage qui sera détaillé dans le 
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Figure 1.4 : La structure logique d'un article (de la figure 1.3) représenté par XML 
1.4.1.3. Structure sémantique d’un document [ABA 05] 
La structure sémantique permet de décrire le sens du contenu du document, et définir les 
relation sémantique entre les termes du contenu, la structure sémantique et décrite par un 
ensemble de concepts au lieu de mots.  Pour extraire les concepts on doit utiliser les outils de 
traitement automatique de la langue (TAL). 
TAL permet la compréhension du contenu textuel du document par l'identification de la 
sémantique à partir des multiples sémantiques possibles qui peuvent être dérivées d'une 
expression du langage naturel. 
L'identification de la structure sémantique nécessite l'utilisation d'une ressource 
sémantique externe pour trouver le concept associé à chaque mot ou par une analyse 
statistique afin de regrouper les mots similaires à un concept unique, et de définir les relations 
sémantique entre les termes. En effet, l'objectif est de comprendre la signification d'un 
document et de détecter le même concept expliqué par des mots différents. 
Beaucoup de termes ont plusieurs sens; la ressource sémantique permet de choisir le 
meilleur sens dans le contexte.  
1.4.2. Les modèles de représentation des documents 
Généralement les documents texte dans leur forme originale ne peuvent pas être 
interprétés par les machines.  Pour cette raison, ils doivent être convertis en une forme de 
représentation qui est lisible par machine. L'efficacité du traitement et l'exploitation des 
documents sont liées à la qualité de la représentation. La représentation du document est aussi 
importante que le choix d'un bon algorithme de traitement. Ils existent différents modèles de 
représentation, nous présentons dans ce qui suit les modèles de base. 
<Article> 
        <En-tête> 
 <Titre>.....................</Titre> 
 <Auteur>.................</Auteur> 
 <Affiliation> .......................</ Affiliation> 
 <Corps> 
       <Section> 
  <Titre>...........................</Titre> 
  <Paragraphe>...........................</Paragraphe> 
  <Paragraphe>...........................</Paragraphe> 
      </Section> 
      <Section> 
  ........ 
  ....... 








1.4.2.1. Modèle vectoriel 
Le modèle vectoriel est une technique mathématique pour la représentation des 
documents. Il est Proposé par Salton en 1975 [SAL 75]. Dans ce modèle chaque document est 
représenté par un vecteur de termes de N dimension. N représente le nombre de termes dans la 
collection de documents.  
La similarité entre deux vecteurs de documents d1    ⃗  et d2    ⃗   (ou bien document et requête)  
est calculée en prenant le cosinus de l'angle entre eux. Plus l'angle entre les deux vecteurs est 
petit , plus le score de cosinus sera plus élevé, plus les document seront considérés comme 
semblable. 
Cos (θ) =
       ⃗  .         ⃗   
|  |        ⃗  |  |      ⃗   
 
(d1    ⃗  .  D2     ⃗ ) est le produit scalaire des deux vecteurs, tandis que |d1|        ⃗  |d2|      ⃗   sont leurs 
longueurs euclidiennes utilisées pour normaliser les vecteurs correspondant à leurs vecteurs. 
En utilisant cette représentation, une requête est traitée comme un document et la similitude 
Sim(d, q) entre un document d  et une requête q peut être calculée en prenant le cosinus de 
l'angle entre leurs vecteurs correspondants,  ⃗ et  ⃗. 
Documents et requêtes sont représentés comme des vecteurs  
Dj={w1,j, w2,j,............, w N, j },  q= { w1,q, w2,q,............, w N, q } 







Figure 1.5: Un modèle vectoriel pour deux documents  
Une valeur est associée avec chaque terme de document. Si le terme apparait dans le 
document sa valeur est différente de zéro. Cette valeur, connue comme un poids, peut-être 
simplement un nombre d'occurrences du terme dans le document, ou bien elle est calculée. 
Le modèle vectoriel, ne précise pas comment les poids des termes devraient être calculé. 
Une approche pour obtenir des poids des termes et basé sur les statistiques du terme, peut 
êtres utilisée. cette approché est appelée TF-IDF [SAL 75]. TF se réfère à la fréquence de 
 d1    ⃗  
d2    ⃗  




terme dans un document. La fréquence inverse de document (IDF) est utilisé pour contrer les 
insuffisances de TF. Elle diminue le poids des termes qui apparaissent très fréquemment dans 
la collection des documents et augmente le poids des termes qui se produisent rarement. 
En combinant TF et de la IDF, termes qui apparaissent fréquemment dans un document 
mais rarement dans la collection reçoit le poids le plus élevé 
1.4.2.2. Modèle probabiliste 
Est un modèle de représentation du contenu d'un document, il est proposée en 1976 par 
Robertson et Jones en 1976 [ROB 76]. L'approche du modèle probabiliste estime 
explicitement la probabilité qu'un document est pertinent à une classe.  Les documents 
retrouvés sont présentés au chercheur et classés en fonction de cette probabilité de pertinence.  
La représentation du document est basée sur un vecteur de caractéristique dans laquelle 
les poids des termes sont remplacés par leur probabilité d'être pertinentes à une classe obtenue 
à partir d'un ensemble de jeu de test. Une façon d'estimer la probabilité de pertinence est 
d'utiliser des jugements de pertinence précédents.  
Alors pour vérifier si un document dj  est associé à la classe C  sa probabilité est calculée 
par P(R |dȷ   ⃗ ) . Aussi la probabilité que le document n'est pas pertinent pour une classe sera 
représenté par P(R | dȷ   ⃗  ):  
Sim (dj , C) = P R       ⃗   / P(  | dj   ⃗  ) 
1.4.3. Représentation du contenu  
Le contenu texte d'un document est composée d'une séquence de caractères. Avant 
l'exploitation des documents, il est nécessaire de transformer le contenu à des entités 
significatives. En effet, l'objectif est de passer d'un espace de caractère à un espace de terme, 
puis d'éliminer le bruit (comme les mots vides) et de sélectionner les mots les plus 
représentatifs. Ces opérations sont basées sur des règles qui diffèrent selon la langue du 
document. 
Les mots sont de plusieurs types (nom, verbe, adjectif,...); comme ils se trouvent sous 
forme simple ou composés.  Nous devrions appliquer différents processus pour les extraire. 
La sélection des meilleurs termes implique également les processus de filtrage qui permettent 
d'estimer l'importance des termes pour supprimer ceux non pertinents. 
La Figure (1.6) montre les phases effectuées sur un document; pour extraire et 
sélectionner les composants les plus important dans le contenu. Ces phases seront expliquées 
dans les sections suivantes . 
 
 












Figure 1.6 : Prétraitement du contenu d'un document 
1.4.3.1. Types du contenu textuel  
Les termes d'un document texte peuvent être un mot simple, mots composé, une phrase 
ou un concept extrait par une ressource sémantique; comme il peut être aussi être un élément 
de structure.  
1.4.3.1.1. Unités lexicales 
Est un ensemble de caractère (lettres ou chiffres ou symboles) terminés par un 
séparateur. Le séparateur  est un caractère tel que l'espace ou de ponctuation. Une unité 
lexicale peut être un mot, un nombre, un symbole et une ponctuation. 
1.4.3.2. Mot 
C'est la plus courte et la plus simple unité textuelle significative dans un document texte. 
le texte est divisé en «lettres» et en «séparateurs», et un mot est une séquence de lettres 
entourées par des séparateurs [NAV 99].  
1.4.3.3. Lemme 
Les lemmes sont des formes canoniques d'un ensemble de mots avec le même sens qui 
sont utilisé comme une citation pour désigner ce groupe dans le dictionnaire. Par exemple, 
informatique ,informer ,informés ,informez ,informé et information, ce sont des différentes 
formes ayant le même lemme qui est informe. Le lemme dénote une étiquette qui se présente 
comme la forme infinitive de verbes ou la forme singulière des noms et des adjectifs [LAL 
05]. 
1.4.3.4. Racine 
Racine (ou Stem) est la forme de base du mot auquel les préfixes ou les suffixes sont 












mot qui est commun à toutes ses variantes. Par exemple les mots : étude, étudiant et étudier, 
sont construits à partir de la racine "étud". 
1.4.3.5. Mot composé 
Un mot composé est constitué de deux ou plusieurs mots attachés pour former un 
nouveau mot. Cette composition permet une nouvelle signification différente par la 
signification de chaque mot. Par exemple "base de donnée", "pommes de terre",... 
1.4.3.6. Phrase 
Dans l'analyse grammaticale, une phrase se réfère à un seul élément dans la structure 
d'une expression contenant typiquement plus qu'un mot. Les phrases peuvent être classés en 
plusieurs types comme «syntagme nominal» et «syntagme verbal» . Un syntagme nominal 
peut être un sujet ou objet dans la phrase comme  «chien noir » ou « petit enfant ». Un 
syntagme verbal joue le rôle d'un verbe unique et se compose d'un verbe principal et verbes 
auxiliaires, comme :"Ilyès  aime l'informatique". 
1.4.3.7. Concept 
Concept se concentre plus sur la sémantique du texte. Il est une unité abstraite de 
connaissances qui explique le sens des mots. Il existe deux types de sémantiques ; sémantique 
lexicale considère la sémantique des mots séparés, sémantique grammaticale tient compte de 
la relation entre les mots pour atteindre leur concept associé. La représentation conceptuelle 
de document ne peut pas être atteint facilement. Il faut utiliser les ressources sémantiques 
externes pour extraire le concept à partir du texte. 
1.5. Gestion électronique des documents  
La Gestion Electronique des Documents GED; est le processus de gestion du cycle de 
vie d’un document électronique, Le processus de GED contient 3 étapes principales: 





















Figure 1.7: Processus du GED4  
1.5.1. Acquisition des documents : 
L’acquisition c'est le processus qui permet la numérisation et la création de document. 
Les différentes phases de l’acquisition sont : La création, Le classement, et l’indexation. 
1.5.1.1. Création  
La création est issue de différents procédés : 
1.5.1.1.1. L’intégration de documents électroniques existants : 
Acquisition directe de l'information sous forme numérique: par le processus d'entrée en 
utilisant le clavier ou par l'utilisation les appareils photo pour les images numériques et des 
clips vidéo. 
La plupart des documents actuels sont conçus et crées à partir d’un ordinateur. Ces 
documents se présentent sous forme de fichiers avec des extensions différentes. 
Le résultat de l'acquisition numérique est un ensemble d'objets numérique de type texte 
(TXT, DOC, PDF, HTML, XML......), image (TIFF, GIF, JPEG, PNG), audio(WAV, 
MP3,WMA,....), ou vidéo (MPEG, MP4, FLV,......).  [BEL 00] :  
1.5.1.1.2. La numérisation de documents papiers existants : 
L'acquisition indirectement par l’intermédiaire de scanners, permettant la numérisation 
des documents en format analogique, ces dispositifs se généralisent et deviennent de 
véritables plate-forme d’acquisition. 
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1. Méthodes de numérisation 
Les techniques et les outils utilisés pour réaliser des projets de la numérisation de 
contenu représentent une importance majeure, elles permettent de traiter les sources 
d'information pour les archiver et les stocker, pour faciliter ensuite l'accès aux utilisateurs. On 
peut généralement identifier trois (03 ) méthodes de numérisation de contenu: numérisation 
sous la forme d'une image,  numérisation sous la forme d'un texte, et numérisation sous forme 
Vectorielle 
A. Numérisation en mode image 
Dans ce type de numérisation les images sont sous la forme de points et se composent 
d'une grille de points appelés Pixels, Le résultat de la numérisation est un ensemble d'images 
qui ont un codage spécifique du noir et blanc et niveaux de gris jusqu'à l'arrivée au reste des 
couleurs. [CAT 02]. 
Dans cette méthode, la numérisation de document textuels (Livres, page de texte, ...) est 
réalisée sous la forme d'une photo de chaque page du texte, elle nous donne une copie 
numérisée correspondant exactement au texte original. 
Cependant, cette méthode est imparfaite, elle n'autorise pas d'effectuer des recherches 
dans le texte ce qui nous conduit à faire une description bibliographique complète du contenu 
textuel du document, ainsi un processus de catalogage, est nécessaire pour faciliter l'accès aux 
documents. 
Ainsi parmi les inconvénients de cette méthode l'espace considérable de stockage des 
documents numérisé. Le résultat de la numérisation est un ensemble d'images bitmaps de 
grande taille qui nécessite des supports importants. 
Bien que la méthode de numérisation sous la forme d'une image a l'avantage d'être la 
manière la plus facile et simple qui peut être appliquée, et elle est la méthode de numérisation 
la moins chers. 
B. Numérisation en mode Vectoriel 
C'est une technique de représentation par des équations mathématiques, le principe 
essentiel dans le processus de reconstitutions Les données d'image par des équations 
géométriques qui permettent de les lire mathématiquement. 
L'image vectorielle est un ensemble d'éléments qui sont décrits en fonction de leurs 
formes géométriques. 
La conversion des documents en forme vectorielle n'est pas simple parce que les 
symboles, les dessins, et les éléments géométriques, doivent être reconnus et convertis vers un 
modèle approprié à l'image vectorielle. 
Chapitre 1    
 
 
Parmi les avantages de cette catégorie d'images est la possibilité d'agrandir infiniment 
sans perdre sa qualité.  
Les documents textuels en format PDF de l'entreprise Acrobat sont 






Figure 1.8 : différence entre image vectorielle et bitmap 
 Cependant, la transformation du document papier en un document numérique par cette 
technique est très coûteuse et il 
bon déroulement du processus de conversion. 
Cette technique ne donne pas de bons résultats avec des documents textuels, Il est très 
difficile de représenter les mots et les lettres comme des formes géométriques 
 
C. Numérisation en mode texte
Cette technique de numérisation permet de coder les documents textuels en gardant le 
contenu textuel en tant que tel. 
02]  : 
1. A partir d'un ordinateur ou un logiciel de saisie et de création de documents 
(traitement de textes) : dans ce cas le document est présenté directement sous forme 
numérique et ne nécessite donc pas un processus de  numérisation. Ce type de document 
garde alors sa forme de présentation en plus de son contenu.
Cette option se limite au
environnement traitement de texte. Mais pour reproduire les documents textuels déjà crée 
(textes manuscrits dans des polices anciennes) en utilisant cette option, ça nous nécessite 
beaucoup de temps et de main d'œuvre.  
2. Numérisation du document par l'application d'une reconnaissance optique de 
caractères (OCR) aux images obtenues. Cette technique nous permet de récup
textuel, mais pas la présentation qui sera perdue. Pour récupérer une partie de la structure 
logique du document on doit utiliser des technique
section et les paragraphes.  La numérisation en mode texte
   
image vectorielle                image bitmap 
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Ce mode de numérisation s’obtient par deux méthodes.[ALB 
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principaux : Le codage des caractères ; la structure physique du document ; la structure 
logique du document ; 
2. Reconnaissance optique de caractère 
Reconnaissance optique de caractères (OCR) est une conversion de document textuel 
scanné ou sous format imprimé [ARC 12] en un texte. Cette technologie permet aux machines 
de détecter et manipuler automatiquement le texte. OCR permet de convertir un document 
sous format image, en traduisant son contenu lettre par lettre et mot par mot en un fichier 
textuel, afin de faciliter la recherche et la navigation dans le texte.  
Les programmes de reconnaissance optique de caractères utilisent des dictionnaires 
intégrés pour détecter les termes et corriger les erreurs. 
1.5.1.2. Le classement des documents 
Cette opération consiste à classer les documents pour qu'ils soient accessible facilement 
par les utilisateurs. Le classement est réalisé en ajoutant des mots clé (appelés Métas donnés) 
aux documents pour faciliter l'accès, cette opération nécessite une intervention des experts 
afin de définir les mots clé les plus adéquats au contenu des documents.   
1.5.1.3. L’indexation des documents 
L’indexation consiste à recueillir, extraire, et stocker les termes ou les expressions du 
contenu textuel des documents pour faciliter la recherche d'information rapide et précise, on 
distingue à ce titre deux méthodes :  
La recherche par mot clés : elle utilise les mots clé (Métadonnées) ajoutés au document, 
pour faciliter la recherche. C’est la recherche la plus pertinente, mais elle nécessite 
l'intervention d'un expert du domaine pendant la phase de classement, afin de saisir les 
Métadonnées. 
La recherche plein texte: exploite le contenu textuel du document. elle extrait les mots et 
les expressions contenus dans le document et les stocke dans un indexe qui est  utilisé pendant 
la recherche   
1.5.2. Conservation des documents numériques  
Stocker les documents électroniques comprend souvent la gestion de ces mêmes 
documents; où ils sont stockés, pour combien de temps, la migration des documents d'un 
support de stockage à un autre et la suppression des documents. 




1.5.3. La diffusion du document  
Elle consiste à distribuer les documents dans un environnement fermé d'une entreprise 
(intranet), ou dans un environnement ouvert comme internet. Le document destiné à la 
diffusion doit être dans un format qui ne peut pas être facilement modifiée.  
1.6. Les métadonnées  
Le terme métadonnées est un terme large qui porte de nombreux sens, selon les 
domaines dans lesquels il est utilisé et selon les communautés professionnelles qui conçoivent 
et créent les documents électroniques. 
Certains utilisent ce terme pour se référer aux informations comprises par les machines, 
tandis que d'autres l'utilisent seulement comme données qui décrivent les ressources 
électroniques. 
Le terme métadonnée est composé de deux parties: Meta qui signifie «pour» ou «à 
propos de» et donnée. Dans le contexte de la terminologie Informatique, en le comparant au 
mot "métalangage" qui est un langage de tous les langages ou le langage qui décrie un autre, 
et donc Le terme métadonnées signifie données sur les données, ou des données qui décrivent 
d'autres données. [YOU 01]. 
Avec la diffusion de l'Internet, et la croissance du réseau mondial le terme «métadonnées» 
commence à être utilisé dans le contexte de la description des ressources numériques 
disponibles dans le web. Ainsi que les documents textuels qui sont compréhensibles par les 
êtres humains ont un besoin des métadonnées pour que les machines puissent les manipuler, 











Figure 1.9: Métadonnées d'un document PDF 
 




1.6.1. Définition de métadonnées 
Les métadonnées sont des informations structurées qui décrivent, expliquent, localisent 
une ressource d'information, ces ressources deviennent plus facile à utiliser, à récupérer, et à 
gérer. Le terme “ métadonnées ” est utilisé différemment selon les communautés. Certains 
l'utilisent pour se référer à des informations “ lisible et compréhensible par la machine ” 
[YOU 01]. Tandis que d'autres l'utilisent uniquement comme des informations qui décrivent 
les ressources électroniques. 
Dans l'environnement de la bibliothèque, les métadonnées sont utilisé dans un système 
formel de description des ressources, numérique ou non numérique. 
Dans ce qui suit quelque définition les plus connue du terme sont citées:  
Le W3C5 adopte une définition très restreinte pour les métadonnées : " Métadonnée c'est 
l'information compréhensible par la machine pour le web". 
Alors que nous constatons que Tim Barners Lee (le président de l'Union mondiale du 
W3C et l'inventeur du réseau World Wide Web ou WWW), définit métadonnée comme " 
Information lisible et compréhensible par la machine qui décrit des sources sur le Web ou 
d'autres sources".  
Tandis que l'Organisation internationale de normalisation ISO 6  le définit comme 
données contenues dans une entité ou liées à une entité quelconque, et décrit cette entité et 
aide à la récupérer. 
1.6.2. Importance des Métadonnées  
Le but principal des métadonnées est de faciliter l'exploration des informations 
pertinente, en plus de la découverte de nombreuses autres tâches qu'on décrit dans les points 
suivants [NIS 04] : 
1.6.2.1.  Découverte des ressources 
Les métadonnées permettent la découverte de ressources électroniques par le biais de :  
 Diagnostiquer et identifier les ressources. 
 Combiner ensemble les ressources similaires. 
 Distinguer les ressources qui ne ressemblent pas.  
 Donner des informations de localisation. 
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L'interopérabilité est la capacité de différents systèmes, avec différentes plates-formes 
matérielles et logicielles, d'échanger des données avec une perte minimale du contenu et de la 
fonctionnalité. En utilisant des schémas définis de métadonnées, les ressources électroniques à 
travers le réseau peuvent être recherchées de façon plus transparente. 
1.6.2.3. Organiser les ressources électroniques 
Regrouper les sites et les portails est de plus en plus utile dans l'organisation des liens 
vers des ressources. Ces listes peuvent être construite, avec les noms et les emplacements des 
ressources stockés dans le code HTML. Cependant, il est plus efficace de construire des pages 
à partir des métadonnées. 
1.6.2.4. Identification numérique 
C'est un numéro standard pour identifier de manière unique la ressource ou l'objet pour 
que les métadonnées se réfèrent. 
1.6.3. Dublin Core  
Beaucoup de formats de métadonnées sont élaborés dans une variété d'environnements 
et de disciplines utilisateur. Le plus connu est Dublin Core7. 
L'objectif initial de Dublin Core était la définition d'un ensemble d'éléments qui 
pourraient être utilisés par des auteurs afin de décrire leur propre page Web. Face à une 
multiplication des ressources électroniques et l'incapacité des experts de la bibliothèque de 
cataloguer tous ces ressources, l'objectif était de définir quelques éléments et quelques règles 
simples qui pourraient être appliquées par les non-catalogueurs. Dublin Core contient 15 
éléments : Titre, Créateur, sujet, description, Editeur, Contributeur, Date, Type, Format, 
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Figure 1.10: Exemple de Dublin Core 
1.7. Conclusion 
Dans ce chapitre, nous avons présenté les notions et les concepts préliminaire liée au 
document numérique. Nous avons décrit les principes fondamentaux des systèmes de 
numérisation des documents. Nous avons montré que les documents ont plusieurs modèles de 
représentation, ainsi que plusieurs structures qui les forment. 
Dans le chapitre suivant nous allons décrire la notion sémantique qui se trouve dans le 





Description=” un aperçu sur les métadonnées.” 
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2.1. Introduction  
Avec la quantité énorme de documents sous format numérique dans le web, il est 
devenu très difficile de trouver le document le plus pertinent qui répond à la requête de 
l'utilisateur. Ce qui a mené les experts à exploiter les techniques et des méthodes de la 
linguistique et le traitement automatique de la langue. 
Dans ce chapitre nous allons détaillé les notions et les concepts de la modélisation 
sémantique et linguistique des contenus textuels des documents. parmi ces notions; 
l'ontologie, la désambiguïsation et la similarité sémantique.        
2.2. Web sémantique 
Le web sémantique est un domaine qui s'intéresse à la sémantique du contenu des 
pages web en particulier et le contenu des documents en générale. 
Le Web sémantique est un système qui permet aux machines de «comprendre» le 
contenu des documents et de répondre aux demandes complexes de l'humain en exploitant 
le sens. Pour se faire, les documents doivent êtres sémantiquement structurés.  [BAK 05]. 
Selon le W3C8, "Le Web sémantique fournit un cadre commun qui permet aux 
données d'être partagées et réutilisées par les applications, et les entreprises». Le terme a 
été inventé par Tim Berners-Lee pour un web de données qui peut être traité par les 
machines [BER 01].  
2.1.1. Définition globale du web sémantique 
Le web sémantique est une extension du web actuel, et son contenu est 
compréhensible par des machines, c’est pourquoi l’utilisation du terme « sémantique », il 
traite le « sens » qui se trouve dans le contenu des pages.[PET 15]. 
Définition du W3C : « Le web sémantique est une vision : l’idée que les données sur 
le web soient définies et liées de manière à être utilisées par des machines non seulement 
pour le but d’affichage, mais pour l’automatisation, l’intégration et la réutilisation sur des 
plates-formes variées ».   
Pour parvenir à rendre le contenu du web compréhensible et exploitable par des 
machines, le W3C travaille pour élaborer des standards et des langages pour modéliser le 
contenu des documents, parmi ces standards nous citons les suivants :   
1. L’utilisation de XML afin de permettre la structuration des documents. 
2. L’utilisation de RDF pour permettre la signification de ces structures grâce aux « 
triplets ». À chaque tag XML correspondra un « triplet » RDF. 
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3. L’utilisation des ontologies, pour résoudre les problèmes de terminologie. Chaque 
ontologie comprendra un ensemble de règles d’inférences. 
4. L’utilisation d’agents logiciels capables de collecter les contenus de web, de les 
traiter, de se coordonner entre eux, et même d’échanger des « preuves » 
Tim Berners Lee résume le fonctionnement du web sémantique dans l'architecture 
suivante : 
 
Figure 2.1 : Les couches du Web sémantique selon le W3C 
2.1.2. Langages du Web Sémantique 
2.1.3.1. XML 
eXtensible Markup Language ou XML est une version simplifiée de SGML publié 
par W3C en 1996. Il conserve les avantages clés SGML tels que, la structure et la 
validation, mais il est conçu pour être simple et facile à apprendre et à utiliser que le 
langage SGML (LAL 09). XML permet aux utilisateurs de créer leurs propres étiquettes 
sans aucune limite. Cependant, dans HTML les balises sont limitées à une liste définie. 
XML est devenu le format standard le plus populaire. Il permet la représentation du 
contenu et la structure des documents de façon indépendante.  
Dans la Figure 2 Un XML simple document est affiché. Le document représente un 
article avec quelques éléments comme le titre, auteur, année, résumé et section. L'élément 
«section» lui-même contient deux éléments ; titre et paragraphe. 
En HTML, le rôle d'une balise est de définir dans un navigateur web comment une 
partie de texte doit être affiché. En XML, les balises définissent généralement la structure 
logique du contenu, alors que le format de l'affichage du texte est spécifié par les feuilles 
de style. XML en effet sépare la structure logique du contenu de document. 
 
 

















Figure 2.2 : Exemple d'un document XML 
Chaque élément XML est nommé par son étiquette, par exemple, l'élément <section>. 
Les éléments peuvent être imbriquées, mais ne doivent pas se chevaucher. Comme montré 
dans la Figure 2 la première ligne est la déclaration XML qui identifie la version XML et 
l'encodage utilisé. La deuxième ligne indique l'élément racine qui définit ce document qui 
est un "article". Les éléments suivants à l'intérieur de la racine sont ses enfants ;  aussi 
chaque enfant peut avoir autres éléments. 
Le Document Type Definition (DTD) associé à un document XML décrit la structure 
générique du document. Il contient toutes les balises qui peuvent être incluses dans les 
documents et aussi les relations entre ces balises. DTD peut être déclarée à l'intérieur du 
Document XML ou séparément stockées dans un fichier de données et être référencée dans 
la partie supérieure du document XML. La Figure 3 représente un DTD simple, associée au 
Document XML de la Figure 2. 
DTD comme on le voit dans l'exemple n'est pas écrit en syntaxe XML :  
"DOCTYPE": indique que l'élément racine dans le document est «article» 
 "ELEMENT article  (titre, auteur, ...)": indique que l'élément «article» contient 5 
éléments à l'intérieur; titre, auteur, année, résumé et de l'article 
<?xml version="1.0" encoding="utf-8"?> 
<article> 
<titre> web sémantique </titre> 
<auteur> Belkacem Abdelli </auteur> 
<année> 2015 </année> 




               <titre>   Définition globale du web sémantique  </titre>  
               <paragraphe> Définition du W3C : « Le web sémantique est une vision : l’idée que 
les données sur le web soient définies et liées de manière à ...... 




          <titre>   Historique  </titre>  
          <paragraphe> Le concept du Réseau sémantique a été formé dans les années 1960  
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Figure 2.3: Exemple d'un DTD  
Document structuré et XML 
Au contraire d'un document non structuré qui est un texte brut, sans aucune 
organisation, un document structuré est écrit dans un ordre logique pour permettre la 
représentation de son contenu d'une meilleure façon pour qu'il soit clair et bien compris 
avec des titres en gras, différentes tailles de polices, couleurs etc. [RAM 10]. En effet, un 
document structuré permet aux auteurs d'organiser leurs documents en sections, 
paragraphes et autres éléments dans un ordre souhaité. Dans le document structuré des 
balises sont utilisées pour donner une forme structurels à différentes parties du document. 
Représentation de la structure logique de document:  
 La structure décrit le rôle de chaque unité logique dans des documents (titre, 
chapitre, paragraphe...) Toutes ces unités sont organisées en un arbre hiérarchique pour 
représenter la relation entre eux. Le langage de balisage XML, est devenu l'un des moyens 
le plus pratique pour représenter des documents structurés dans l'internet. Transformer le 
document vers XML a causé un énorme volume de documents XML stockés sur le web. 
Par conséquent, l'augmentation du nombre de ce type de documents a considérablement 
augmenté l'intérêt de leur exploitation en fonction de leur structure en amant avec leur 




<!DOCTYPE Article [ 
<!ELEMENT article  (titre, auteur, année, résumé, section )> 
<!ELEMENT titre (#PCDATA)> 
<!ELEMENT auteur (#PCDATA)> 
<!ELEMENT année (#PCDATA)> 
<!ELEMENT résumé (#PCDATA)> 
<!ELEMENT section (titre, paragraphe)> 
<!ELEMENT titre (#PCDATA)> 
<!ELEMENT paragraphe (#PCDATA)> 
]) 
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Représentation de la structure physique :  
Pour décrire la structure logique d'un document le langage XSL 9  (eXtensible 
StyleSheet Language) est utilisé. Ce langage qui appartient à la famille des langages 
dérivés de XML, permet de définir les feuilles de styles des documents XML afin de 
générer d'autres documents à partir de XML (HTML, PDF, RTF...).  
XSL permet de deviser les données d'un document en une liste de blocs qui, à leur 
tour, contiennent chacun une liste de données texte, et pour chaque type de texte (titre, 
chapitre, paragraphe, numéros de pages) il est appliqué la mise en forme adéquate. Le 
langage XSL est subdivisé en deux variantes :  
1. Le langage de transformation des données XSLT (eXtensible Stylesheet 
Transformation) qui permet la transformation de documents XML en d'autres 
formats tels que HTML ou PDF.  
2. Le langage de formatage des données (XSL/FO) pour la mise en forme de données 
XML 
Le langage XML permet de séparer la structure logique de la structure physique. 
Cette séparation permet de rendre XML un document portable et réutilisable par plusieurs 
applications [RAM 10]. La structure logique est prise en compte par plusieurs domaine de 
recherche pour exploiter sa richesse sémantique et traiter efficacement le contenu de ces 
documents, alors que la structure physique sert juste pour décrire la présentation d’un 
document. 
2.1.3.2. RDF 
RDF (Resource Description Framework), est un standard de la famille du W3C, il est 
conçu pour décrire les ressources Web. RDF peut être utilisé pour décrire le titre, l'auteur, 
le contenu et les informations des pages Web. Décrire les ressources c'est un axe majeur 
dans l'activité du Web sémantique, il permet aux applications de stocker, échanger et 
utiliser des informations lisibles par machine répartie sur tout le Web, ce qui permet aux 
utilisateurs de récupérer et traiter l'information avec plus d'efficacité et de sécurité. 
Un document structuré en RDF est un ensemble de triplets : (Sujet, prédicat, objet) ; 
Le sujet représente la ressource à décrire, Le prédicat représente un type de propriété 
applicable à cette ressource, L'objet représente une donnée ou une autre ressource. 
L'exemple suivant illustre l'utilisation de certaines des propriétés Dublin Core dans un 
document RDF  
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Figure 2.4 : Exemple d'un document RDF (W3C) 
2.1.3.3. SPARQL  
SPARQL (Protocol and RDF Query Language) (prononcé "sparkle) est un langage 
de requête sémantique pour les documents en format RDF, capable d'extraire et manipuler 
des données stockées dans le format RDF. Il est devenu un Standard dans le groupe W3C 
depuis 2008, et il est reconnu comme l'une des technologies clés du web sémantique [HEB 
09] 
2.1.3.4. OWL 
Le langage d'ontologie Web (OWL) est un langage de représentation de 
connaissances pour la création des ontologies. Les ontologies sont une façon formelle pour 
décrire la structure des connaissances de différents domaines: les noms représentant les 
classes d'objets et les verbes représentant les relations entre les objets. [KNU 09]  
2.3. Ressources sémantiques (les ontologies)  
Une ressource sémantique est un vocabulaire contrôlé. C'est une liste de termes d'un 
domaine ou de plusieurs domaines qui ont été énumérés explicitement. Cette liste est 
contrôlée par un expert. Chaque terme du vocabulaire doit avoir (théoriquement) une 
définition non ambiguë et non redondante (dans la pratique n'est pas toujours vrai). Il 
existent différents types de ressources sémantiques tel que les taxonomies, les thesaurus, 
les ontologies, glossaires et dictionnaires. Les gens utilisent dans la plupart du temps le 







  <dc:description>W3Schools - Free tutorials</dc:description> 
  <dc:publisher>Refsnes Data as</dc:publisher> 
  <dc:date>2008-09-01</dc:date> 
  <dc:type>Web Development</dc:type> 
  <dc:format>text/html</dc:format> 
  <dc:language>en</dc:language> 
</rdf:Description> 
</rdf:RDF> 




C'est la technique utilisée pour faire un classement dans un système hiérarchique des 
organismes. Une taxonomie est une collection de termes organisés en une structure 
hiérarchique. Les termes dans une taxonomie sont reliés entre eux par des relations parent-
enfant. Il peut y avoir différents types de relations parent-enfant dans une taxonomie (par 
exemple, tout-partie, genre-espèces, Type-Instance), mais une bonne pratique limite les 










Figure 2.5 : Une partie de la taxonomie du IEEE 10(2014) 
2.3.2. Thesaurus 
Un thésaurus est un réseau de termes d'un vocabulaire contrôlé. Il utilise d'autres 
relations entre les termes, en plus de la relation parent-enfant. 
Dans le domaine de recherche d'information un thésaurus cherche à dicter les 
relations sémantiques entre les termes pendant la phase d'indexation.  Un thésaurus sert à 
minimiser l'ambiguïté sémantique en garantissant l'homogénéité et la cohérence dans le 
stockage et la récupération des termes du contenu. [ANS 05] 
Un thésaurus sert à guider à la fois la phase d'indexation et la phase de recherche en 





                                                 
10 www.ieee.org 
Computational and artificial intelligence  
....Artificial intelligence 
........Context awareness  
........Cooperative systems 
........Decision support systems 
 ........Intelligent systems 
 ............Intelligent robots 
 ........Knowledge based systems 
 ............Expert systems 
 ............Mobile agents 


















Figure 2.6 : Exemple du thesaurus AGROVOC11 
L'organisation internationale de normalisation ISO12, définit un thésaurus pour la 
recherche d'information, comme un vocabulaire "contrôlé et structuré dans lequel les 
concepts sont représentés par des termes, organisées afin que les relations entre les 
concepts sont rendues explicites ". 
Un thésaurus est composé d'au moins trois éléments : une liste de mots, une relation 
entre les mots, et un ensemble de règles sur la façon d'utiliser le thésaurus. 
Il existe des thesaurus spécialisés dans un domaine précis tels que MeSH (domaine 
biomédical), et des thesaurus généralistes comme WordNet. 
2.3.2.1. Composants d'un thesaurus 
Les composants principaux d'un thesaurus sont [ISO  13]  :  
1. Les Concepts  
2. Les Termes  
                                                 
11 http://aims.fao.org/ 
12 www.iso.org 
PREFERRED TERM    stone fruits 
DEFINITION  Fruits of the botanical family Rosaceae that contain a single hard seed,  
called a stone, pit, or pip. The term includes plums, cherries, 
greengages, peaches, apricots, almonds, and sloes. 
 
BROADER CONCPT •              fruits 
 








IN OTHER LANGUAGES                    ةاﻮﻨﻣ ﮫﻛاﻮﻓ  Arabic 
核果类 Chinese 
peckoviny Czech 
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3. Les Relations entre concepts et entre concepts et termes  















Figure 2.7 :Exemple d'un regroupement par facettes [ISO  13] 
2.3.2.2. WordNet  
Le WordNet [Mil 95] est une grande, base de données lexicale pour la langue 
anglaise lisible par les machines. En raison de sa conception et sa large couverture, cette 
ressource a trouvé une large acceptation dans le domaine de la linguistique [FEL 05]. 
Un réseau sémantique comme WordNet est une tentative pour générer un modèle 
dans lequel les concepts et les mots pourraient être organisées, avec leurs significations et 
les relations sémantiques entre ces concepts  [FEL 05]. 
L'élément le plus fondamental qui compose WordNet est le synset, dont le nom 
dérive de "set of synonyms" qui signifie ensemble de synonymes. Il se compose d'un 
groupe de mots synonymes, qui ont un sens commun dans le même contexte.  chaque 
synset a des relations sémantiques qui sont utilisées pour le relier à d'autres synsets, ce qui 
nous fournit un réseau dense qui favorise l'expression de la connaissance sémantique d'un 
certain mot dans un contexte donné. 
A titre d'exemple, le mot "dog" peut avoir 8 significations différentes (7 significations 
comme non et une signification comme verbe).  
……………………lait 




……………………(lait par source animale) 
………………………lait de bufflonne 
………………………lait de vache 
………………………lait de chèvre 
………………………lait de brebis 





















Figure 2.8 : un exemple de WordNet (version bureau). 
2.3.2.2.1. Les relations dans  WordNet  
WordNet tient compte du fait que la définition d'un mot peut être perçue selon 
d'autres termes avec les quels il est liée [Mil 95]. Ces relations sont la caractéristique la 
plus importante fournie par WordNet et qui la distingue des autres bases de données 
lexicales disponibles. Les relations sémantiques disponibles dans WordNet sont :  : Super-









Figure 2.9. Relations sémantiques dans WordNet [Baz 2005]. 
La version de WordNet (3.1) contient un total de 117,659 synsets, représentant des 
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La relation la plus fréquemment utilisée entre les synsets est la relation super-
subordonnés, aussi appelé hyperonymie (dénotant qu'un synset est un type plus générale 
d'un autre synset). 
Hyponymie ou la relation EST-UN (dénotant qu'un synset est un sous-type d'un autre 
synset). Il est utilisé pour relier synsets à synsets plus générales. Par exemple il est possible 
de dire que «un chien est un type de mammifère» et que «un mammifère est un type 
d'animal». Dans cet exemple, l'animal est hyperonyme de mammifère, qui à son tour est le 
hyperonyme de chien. A l'inverse, un chien est hyponyme de mammifère, qui est une 
hyponyme d'animal. 
Une autre relation très courante appelée partie-tout, aussi connu comme Holonymie 
(dénotant qu'un synset est une partie d'un autre synset) ou Méronymie (indiquant qu'une 
synset est composé d'autres synsets). Il décrit la relation de composition d'un synset à 
l'égard des autres synsets 
Par exemple le Clavier est un Holonymie (partie de) d'un Ordinateur et la clés est un 
Méronymie du clavier.  
2.3.2.2.2. Une ressource pour la désambiguïsation 
WordNet a été largement utilisé comme ressource pour les techniques du traitement 
automatique de la langue. La langue naturelle a plusieurs mots qui portent un ensemble de 
significations (sens). Lors de la rédaction d'un texte, le sens voulu pour chacun de ces mots 
peut être déterminée par le lecteur selon le contexte où ils sont utilisés. Au contraire des 
êtres humains, les machines doivent traiter l'information textuelle et l'analyser afin de 
déterminer le sens correspondant [LEA 13]. 
Désambiguïsation (qui sera détaillé dans la section 4) consiste à déterminer le 
meilleur sens approprié pour un mot donné dans un contexte, en utilisant des méthodes de 
calcul. La désambiguïsation est un sujet de recherche en linguistique informatique et 
traitement automatique du langage naturel [NAV 12]. Elle est considéré comme un axe 
dans l'Intelligence Artificielle (IA).   
2.3.3. Ontologie 
Le terme Ontologie a une longue histoire dans le domaine de la philosophie, c'est une 
notion qui s'intéresse à l'étude de l'existence de l'être humain ou à supposer son existance 
pour convaincre ou arriver à la vérité. 
Récemment, le terme a été utilisé pour décrire les objets qui peuvent exister dans un 
domaine particulier et indiquer les connaissances partagées par les personnes qui 
travaillent dans un domaine particulier. [AHC 05].  
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En informatique, cette notion est apparue dans les années 90, avec l’émergence de 
l’Ingénierie des Connaissances (IC), les ontologies sont apparues comme des réponses aux 
problématiques de représentation et de manipulation des connaissances au sein des 
systèmes informatiques. 
2.3.3.1. définition 
Plusieurs définitions ont été proposées, dont la plus couramment citée est celle de 
Gruber (En 1993) : « Une spécification explicite et formelle d'une conceptualisation faisant 
l'objet d'un consensus » [GRU 93].  
En 1997, Borst modifie légèrement la définition proposée par Gruber en énonçant : 
«  Une ontologie est définit comme étant une spécification formelle d’une 
conceptualisation partagée » [BRO 97]. 
Le terme conceptualisation signifie un modèle abstrait, qui est une représentation 
simplifiée d'un domaine. Le terme explicite signifie que l’ensemble des concepts utilisés 
sont définis d’une façon explicite. L’adjectif formel précise que l’ontologie construite doit 
être lisible par un ordinateur et, le terme commun montre qu’une ontologie fournit un 
vocabulaire conceptuel commun et une compréhension partagée par la communauté visée. 
[AHC 05]. 
Dans le contexte de l'informatique, une ontologie définit un ensemble de primitives 
de représentation qui permet de modéliser un domaine de connaissances. Les primitives de 
représentation sont généralement les classes (ou ensembles), les attributs (ou propriétés), et 
les relations (ou les relations entre les membres de la classe). 
Une ontologie est une forme de connaissance et un moyen d'expression pour les êtres 
humains pour qu'ils puissent communiquer avec les machines. 
Les ontologies permettent de décrire un ensemble d'axiomes et de règles qui 
permettent de générer de nouvelles connaissances. Cette caractéristique est absente dans 
les autres types de vocabulaires (taxonomies, thesaurus,...). 
2.3.3.2. PROTÉGÉ-2000: outils de construction d'ontologie 
Protégé13 est un logiciel gratuit, c'est un éditeur d'ontologie open source et un système 
d'acquisition de connaissances. Protégé fournit une interface graphique pour définir des 
ontologies. Il comprend également des mécanismes pour valider la cohérence des modèles 
sont cohérents et en déduire de nouvelles informations sur la base de l'analyse d'une 
ontologie. Cette application est écrite en Java. Protégé est développé à l'Université de 
Stanford. 
                                                 
13 www.protege.stanford.edu 




Figure 2.10: Interface graphique de Protégé 3.4.6 
2.3.3.3. Outils de manipulation d'ontologies: Jena 
Apache Jena14  est une plate-forme libre et open-source en langage Java pour la 
construction de web sémantique et les applications de données liées. La plate-forme est 
composé de différentes API qui interagissent ensemble pour traiter les données RDF. 
2.3.3.4. Exemple d'ontologies  
2.3.3.5.1. YAGO  
YAGO [SUC 07], est une ontologie de grande couverture et une précision très élevée 
(95 %). YAGO a été automatiquement extraite et combiné de Wikipédia et WordNet. elle 
comprend les entités et les relations, et contient actuellement plus de 2 millions d'entités 
(personnes, villes...), et 20 millions de faits sur les entités.   
Elle contient la relation hiérarchique Est-Un, ainsi que les relations sémantiques entre 
entités. Les faits pour YAGO ont été extraits du système de catégories et les info_boxes de 
Wikipedia et ont été combinés avec les relations de WordNet. YAGO est basé sur un 
modèle logique qui permet de représenter les relations n-aire, avec un modèle de requête 
puissant facilite l'accès aux données du YAGO. 
2.3.3.5.2. DEPEDIA 
DBpedia est le résultat d'un effort d'une communauté pour extraire des informations 
structurées à partir de Wikipedia et de rendre cette information disponible sur le Web. 
                                                 
14 https://jena.apache.org 
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Figure 2.11: représentation des lien
2.4. Traitement automatique de
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2.4.1. Le traitement statistique de la langue naturelle 
Le traitement statistique de la langue naturelle est la méthode classique pour 
modéliser et traiter le contenu textuel des documents. Le modèle de traitement de 
documents comprend deux étapes suivantes :  
a) Le Prétraitement : est utilisé fondamentalement dans la préparation des documents, 
en éliminant tous les éléments considérés comme inutiles. Cette étape se compose de 
quatre phases principales.  
 Elimination du document les éléments qui ne représente pas le contenu du 
texte, comme les balises dans un document XML.  
 La standardisation du texte, qui consiste à homogénéiser l'ensemble du texte 
en éliminant les majuscules, les mots vides, ainsi qu'en identifiant les 
paramètres spécifiques comme chiffres ou dates ; sigles ou acronymes.  
 La lemmatisation, qui tente de déterminer la base (lemme) de chaque mot 
dans un texte. La quatrième phase, consiste à identifier les N-Grams qui sont 
les mots composés, les noms propres, etc.. pour être en mesure de les traiter 
comme une unité conceptuelle unique (ex union européen)  
b) Paramétrage: c'est le stade de complexité minimale une fois que les termes 
pertinents ont été identifiés. Cela consiste à quantifier des caractéristiques du document. 
Une des méthodes les plus utilisées pour estimer l'importance d'un terme c'est le système 
de tf.idf  [MAR 07] 
2.4.2. Traitement linguistique de la langue naturelle 
Cette approche est basée sur l'application de différentes techniques et règles qui 
permettent d'extraire les connaissances linguistiques. Le traitement linguistique passe par 
différentes étapes : L'analyse morphologique qui est effectuée par les tagueurs qui 
attribuent chaque mot à une catégorie grammaticale (nom, verbe, adjectif...). La deuxième 
étape consiste à identifier les grandes unités grammaticales, expressions et phrases. La 
troisième étape a comme objectif l'obtention d'une représentation sémantique de la phrase à 
partir des éléments qui le composent. Un des outils les plus souvent utilisé dans le 
traitement sémantique est la base de données lexicographique WordNet. [MAR 07] 
2.4.3. Etiquetage morphosyntaxique 
L'étiquetage morphosyntaxique (part-of-speech tagging en anglais)  est le processus 
qui permet de marquer pour chaque mot dans un texte, les informations grammaticales 
correspondantes, en fonction à la fois de sa définition, et de son contexte. Les formes 
grammaticales les plus simples dans l'identification des mots sont les : noms, verbes, 
adjectifs, adverbes, etc. 
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Ils existent plusieurs outils pour l'étiquetage morphosyntaxique parmi ces outils 
TreeTagger pour la langue française, et Stanford Tagger pour l'anglais.  
 
2.4.4. désambiguïsation lexicale 
C'st un problème dans le domaine de traitement des langues naturelles et de 
l'ontologie. C'est la détermination du sens d'un mot dans une phrase lorsque ce mot peut 
avoir plusieurs sens possibles. La désambiguïsation intervient dans plusieurs domaine 
comme la traduction automatique où un mot anglais comme grid, peut être traduit en 
français (grille, réseau, gâchette) selon le contexte. [NAN 98]. 
La désambiguïsation repose sur deux étapes principales, la première étape permet 
d'extraire la liste de sens pour chaque mot. La deuxième étape consiste à définir le sens 
exact du mot en étudiant le discours et le contexte dans lequel ce mot apparaît, par 
l'exploitation d'une ressource sémantique externe. Pour déterminer le sens exact d'un mot 
dans un contexte, il existe des techniques qui permettent de déterminer la similarité 
sémantique entre les mots. Ces techniques seront détaillées dans la section suivante.   
2.5. Similarité sémantique  
La similarité sémantique entre les concepts est une méthode de mesure de la distance 
sémantique entre deux concepts en fonction d'une ontologie. La similarité sémantique est 
utilisé pour identifier les concepts ayant des «caractéristiques» communes. Les méthodes 
de similarité sémantique sont intensivement utilisés dans la plupart des applications des 
systèmes à base de connaissances, dans la recherche sémantique d'information (identifier la 
meilleure combinaison de sens entre les termes de la requête), et dans la désambiguïsation 
du sens.  
2.5.1. Types de mesure de similarité sémantique 
Les mesures de similarité peuvent être affectées par les caractéristiques communes 
des concepts comparés. Les différences entre les concepts entrainent la diminution ou 
l'augmentation de la distance sémantique entre ces concepts. 
 En outre, les mesures de similarité sont liées à la taxonomie, la similarité est affectée 
par la position des concepts dans la taxonomie et le nombre de liens hiérarchiques. On peut 
regrouper les méthodes de calculs de similarité en trois catégories : 
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2.5.1.1. Calcul de similarité par le nombre d’arcs 
C'est une technique de calcul basée sur les liens taxonomiques « est un ». Ils existent 
plusieurs études et méthode qui ont utilisé cette technique tels que :  
2.5.1.1.1. La mesure de Wu-Palmer [WU 94] 
Cette mesure de similarité observe la position de C1 et C2 dans la taxonomie par 
rapport à la position du concept commun C qui les subsume. Le concept parent a considéré 
est le concept commun le plus proche ancêtre commun (l'ancêtre commun lié avec le 
nombre minimum de liens est-A). 
SIM(C1, C2) = 2*N /N1+N2+ 2*N 
Où N1 et N2 sont la distance (nombre de liens est-A) qui sépare, respectivement, le 
concept C1 et C2 du concept commun spécifique et N est la distance qui sépare le plus 
proche parent commun de C1 et C2 à partir du nœud racine. 
2.5.1.1.2. La mesure de Leacock et Chorodow [LEA 94 ] 
La mesure proposé par [LEA 94 ] a la formule suivante :  
SIM(C1, C2) = -Log (min Len (C1, C2) / 2* D) 
Où min Len ( 1 ,  2 ) est la longueur du plus court chemin entre c1 et c2 et D est la 
profondeur maximale de l’ontologie 
Selon cette mesure, le plus court chemin entre deux concepts de l'ontologie restreinte 
aux liens taxonomiques est normalisée par l'introduction d'une division par le double de la 
profondeur maximale de la hiérarchie. 
2.5.1.2. Calcul de similarité par le contenu informatif 
2.5.1.2.1. La mesure de Resnik [RES 99] 
Cette mesure utilise le contenu de l'information des parents partagés. Le principe de 
cette mesure est traduit par: deux concepts sont plus similaires si ils présentent une 
information plus partagée, et les informations partagées par les deux concepts C1 et C2 
sont signalés par le contenu de l'information des concepts qui les englobe dans la 
taxonomie.  
2.5.1.2.2. La mesure de Lin [Lin, 93] 
La similarité entre deux concepts est mesurée par le rapport du contenu d’information 
partagées par les deux concepts C1 et C2, sur le montant du contenu d’information 
nécessaire pour décrire chacun des deux concepts. 
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2.6. Conclusion  
Nous avons présenté dans ce chapitre les concepts fondamentaux du web sémantique 
et de la modélisation sémantique des documents. Nous avons donné un aperçu général sur 
toutes les notions liées à la sémantique et au texte, comme les ontologies, le traitement 
automatique de la langue et la similarité sémantique entre les termes d'un texte.  
Ces concepts sont indispensables pour le traitement sémantique et automatique des 
documents numériques, notamment dans le domaine de recherche d'information, ou 
l'exploitation de la sémantique permet d'améliorer les résultats de la recherche.  
Dans le chapitre suivant nous allons détaillé les technique utilisé pour intégrer la 






























Modélisation des documents numérique: 
Indexation et recherche 
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3.1. Introduction  
Ce chapitre présente un état de l'art sur la recherche d'information, où nous allons 
introduire tous les concepts et notions utilisé dans ce domaine. Les systèmes de recherche 
d'information (RIS) permettent de modéliser le contenu des documents d'une manière 
automatique et efficace  afin de retourner la réponse pertinente à la requête et aux besoins 
des utilisateurs. trois concepts essentiels autour des quels tournent ces systèmes sont: 
Documents, requêtes, et pertinences. 
Le domaine de recherche d'information a pris un grand essor avec l'apparition et le 
développement de l'internet, où une quantité exponentielle de documents de tout genre 
(une partie de texte, page web, une image, une vidéo) est stocké chaque jour.  
Les documents textuels peuvent êtres sans structuration (un texte plat) ou avec une 
structure tels que les documents XML. ce qui a aidé les systèmes de recherche à améliorer 
leurs résultats en prenant en compte cette structure. 
Un axe récent dans le domaine de recherche d'information qui est la recherche 
sémantique a pris une place importante ces dernières années.      
3.2. Définition de la recherche d'information  
[CHR 09] a définit la recherche d'information (RI) comme suit : c'est l'opération de 
trouver un matériels  (habituellement un document) de nature non structuré (habituellement 
un texte) qui satisfait un besoin d'information à partir d'une grande collection 
(généralement stockée sur les ordinateurs). 
L'objectif des systèmes de recherche d'information est de retourner des informations 
(sous forme de document ou une partie de document) selon le besoin de l'utilisateurs. Ce 
besoin est formulé sous forme d'une requête.  
Le domaine de (RI) traite les concepts suivants : la représentation, le stockage et 
l'accès aux documents [BAE 99]. La recherche d'information est devenu ces dernières 
années le moyen le plus utilisé pour l'accès à l'information, principalement en raison de 
l'augmentation considérable de documents dans le web.  
3.3. Recherche d'information classique  
Les systèmes de recherche d'information sont composés de trois fonctions 
principales: l'indexation et la représentation des documents, la représentation de la requête 
utilisateurs, et l'appariement requête-document. Le processus de recherche d'information 
sera détaillé dans la section suivante.  
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Figure 3.1: Processus de recherche d'information 
3.3.1.1.  Indexation et représentation 
La représentation d'un document ou d'une requête permit d'analyser et de traiter le 
document (requête) afin d'extraire les mots clés (simple ou composé ) qui représente bien 
le contenu du document. Pour extraire ces termes un processus de prétraitement est 
nécessaire. Ce processus contient les étapes suivantes: analyse lexicale, l'élimination des 
mots vides, et la lemmatisation. 
 Chaque terme extrait aura un poids qui définit son importance  dans le document, et 
son importance dans la collection de document. Ce poids est calculé avec l'une des 
technique de pondération.  
3.3.1.1.1. Analyse lexicale 
L'analyse lexicale (tokenization en anglais)  est le processus qui permet de couper un 
texte en un ensemble de mots, de phrases, ou de symboles. chaque mot ou phrase est un 
ensemble de caractère qui ont un sens.  
3.3.1.1.2. L'élimination des mots vides 
C'est la suppression des mots qui sont trop fréquents dans les documents de la 
collection et, par conséquent, n'affectent pas le sens du contenu. Ces mots sont ceux qui se 
répètent pratiquement dans tous les documents de la collection, ils ne sont pas considérés 
comme des termes à indexer. Des articles, prépositions et conjonctions sont des candidats 
naturels pour une liste de mots vides. [BAE 99]. 
Il existe deux techniques pour éliminer les mots vides: soit L'utilisation d'une liste de 
mots vides, ou bien l'élimination des mots qui dépassent un certain nombre d'occurrences 















Elle se réfère à la transformation d'un mot (terme) à sa base ou sa racine. L' utilisateur 
spécifie Souvent, un mot dans une requête, mais un document pertinent ne sera pas 
retourné si une variante de ce mot existe dans le document. Les préfixes et les suffixes sont 
des exemples des variations syntaxiques qui empêchent un mappage parfait entre les 
termes de la requête et ceux du document correspondant. [BAE 99]. 
Les algorithmes de lemmatisation permettent de réduire les termes similaires à leur  
forme de racine commune. Par exemple Les termes suivant : «informé», «informer», 
«informe» seront représentés par le lemme «informe». [BAE 99]. L'algorithme le plus 
simple et le plus largement utilisée est l'algorithme de lemmatisation de Porter [POR 80]. 
3.3.1.1.4. Pondération des termes 
La pondération permet d'associer à chaque termes un poids qui représente son 
importance dans la collection de documents. il existe deux type de pondération: locale et 
globale. La pondération locale permet de connaitre l'importance d'un terme dans un seul 
document, tandis que la pondération globale permet de connaitre l'importance du terme 
dans toute la collection. la pondération globale permet de réduire l'importance d'un terme 
non expressif et qui apparait fréquemment  dans la collection  
  La plupart des techniques de pondération sont basées sur les facteurs TF et IDF:  
TF (Term Frequency) : cette mesure permet de calculer l'importance locale du terme 
dans un document. la méthode la plus simple de calcule est celle qui permet de déterminer  
le nombre d'occurrence du termes dans le document.   
 IDF (Inverse of Document Frequency) : C'est la pondération globale des termes. Elle 
permet le calcule de l'importance d'un terme dans toute la collection. Elle permet de réduire 
l'importance des termes qui se trouvent souvent dans un document, mais qui ne 
représentent  pas  le sens globale du document. ces termes  apparaissent  fréquemment dans 
toute la collection  
Exemple:  
Voilà un tableau qui représente comment est calculé le TF*IDF des trois termes dans 
chaque document de la collection (10 documents dans la collection).   
TF est le nombre d'occurrences d'un terme dans un document   
IDF est calculé par la formule : (Log (N/n)) où N représente le nombre totale de 
documents dans la collection( dans l'exemple suivant 10 documents), et n est le nombre de 
documents qui contient le terme.  
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IDF permit de réduire l'importance  d'un terme qui apparait fréquemment dans tous 
les documents.  On remarque que le terme "Beaucoup", malgré son TF élevé dans le 
document 3, mais son TF*IDF sera réduit par rapport au TF*IDF du terme "XML" dans le 
document 8.   Les documents qui contient fréquemment les termes "XML" et "recherche" 
seront mieux classé que les documents qui contient seulement le terme  "Beaucoup" 
N°  
Document Beaucoup xml recherche 
tf*idf  
Beaucoup tf*idf xml 
tf*idf  
 recherche SOMME 
classement 
1 20 1 1 0,91515 0,2218487 0,301029996 1,438029 10 
2 5 4 15 0,228787 0,887395 4,515449935 5,631632 2 
3 26 12 2 1,189695 2,662185 0,602059991 4,45394 5 
4 5 10 10 0,228787 2,2184875 3,010299957 5,457575 3 
5 32 0 0 1,46424 0 0 1,46424 9 
6 35 0 0 1,601512 0 0 1,601512 8 
7 80 0 0 3,660599 0 0 3,660599 6 
8 15 22 0 0,686362 4,2151262 0 4,901489 4 
9 20 20 2 0,91515 4,436975 0,602059991 5,954185 1 
10 0 9 0 0 1,9966387 0 1,996639 7 
 idf 
 (Log (N/n)) 0,045757 0,2 0,30103 
 
Si un terme apparait dans toute la collection  son  IDF  sera 0 alors ce terme sera 
éliminer (il devient mot vide )  
3.3.1.2.  Appariement document-requête 
3.3.1.2.1. Le modèle booléen 
Le modèle booléen est le modèle classique le plus ancien pour la recherche 
d'information. Ce modèle est basé sur l'utilisation de la logique booléenne traditionnelle et 
la théorie des ensembles pour identifier les documents qui correspondent à une requête. 
Les documents et les requêtes sont représentés sous formes des expression logique, ou les 
connecteurs logique sont utilisés ( ET, OU, NON). [SAL 83] 
Ce modèle permet de faire un appariement exacte entre la requête et les documents en 
déterminant si les termes de la requête existent ou non   
 









Figure 3.2 : appartenance des terme d'une  requête dans un document [SAL 83] 
Ce modèle est simple et très facile à réaliser, mais son  inconvénient majeur c'est qu'il 
ne retourne pas des documents pertinents qui correspondent partiellement à la requête , 
comme il ne permet pas de classer les documents selon leur degré de pertinence.   
3.3.1.2.2. Le modèle vectoriel 
Le modèle vectoriel [SAL 75] est l'un des plus utilisé dans la recherche d'information. 
Dans ce modèle, les documents et les requêtes sont considérés comme des vecteurs dans un 
espace de terme.  
 Pour calculer la similarité entre le vecteur requête et le vecteur document, on utilise  
la fonction de distance euclidienne (similarité cosinus). Après le calcule de la distance 
entre chaque document et la requête, un document sera classé au premier rang s'il est plus 









Figure 3.3. Le modèle vectoriel 
Pour calculer la distance entre le vecteur du Document D2 et le vecteur de la requête 




  ou D2 .R est le produit scalaire entre les deux vecteurs (D2 et R)  
et ||D2||  est la norme du vecteur D2 
 
terme 1 de 
la requête 
terme 2 de 
la requête 
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Chaque document est représenté par un vecteur: Dj  (w1j, w2j, ........, wNj ) ou wij 
représente le poids d'un terme i dans le document j, et N représente le nombre totale de 
termes dans le corpus. La requête R est représenté par le vecteur : q(w1R, w2R, ........, wNR )  
Pour calculer le poids de chaque terme dans le document (wij) la méthode la plus 
utilisé est le TF*IDF [SAL 75] : 




ou TF représente le nombre d'occurrence d'un terme i dans le document j et  log 
 
 
   
représente l'IDF où D est le nombre totale de document dans le corpus et d est le nombre 
de document qui contient le terme i  
Alors pour calculer la similarité entre la requête R et un document D2 on doit utiliser 
la formule suivante :  
similarité (D, R)= 
   . 
 |  | . | | 
 =  
∑    ,   
 
     .   , 
  ∑    ,   
  





3.3.1.2.3. Le modèle probabiliste 
Le modèle probabiliste de recherche est basée sur le principe de la probabilité. il 
consiste à classer les résultats selon la probabilité de pertinence d'un document par rapport 
à une requête [HAL 07]. Les travaux les plus connus et les plus exploités dans ce modèle 
son ceux de [ROB 77] qui se basent sur la notion de "principe de classement probabiliste"  
qui indique que les documents sont classés selon leur probabilité de pertinence. Cette 
probabilité est estimé sur la base de la distribution des termes pertinents et non pertinents 
dans le documents:  
[ROB 77] propose deux  classes de documents  Dj: pertinents (classe R)  ou non 
pertinents (classe R̅) par rapport à une requête Q : 
- P(R/D) est la probabilité que D est pertinent pour Q 
- P(R̅/D) est probabilité que D n'est pas pertinent  pour Q. 





Robertson [ROB 94]  a proposé la fameuse formule BM25  : 
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ou : N représente  le nombre totale de documents et ni le nombre de document qui 
contient le terme i. |D| la taille du document  et avgdl est la taille moyenne des documents 
de la collection. k et b sont des paramètres où k ∈ [1.2, 2]  et b=0.75 
3.3.1.3. Reformulation de requêtes 
Le problème de l'imprécision de la requête formulée par les déférents utilisateurs, 
pose un grand problème aux moteurs de recherche d'information. les utilisateurs souvent 
non expérimentés, qui n'arrivent pas à exprimer leur besoin, utilisent des termes qui ne 
correspondent pas aux documents pertinents. [BAZ 05] 
Pour pallier à ce problème, des techniques sont utilisées pour l'expansion automatique 
de la requête en ajoutant des termes supplémentaire à la requête initiale afin d'améliorer le 
nombre de documents pertinentes dans le résultat final  de la recherche. 
Il existe plusieurs méthodes pour l'expansion de requête. parmi celles-ci il faut citer  
la méthode qui exploite le profil utilisateur afin de proposer d'autre termes proches aux 
termes initiaux de la requête. Une autre méthode utilise les requêtes déjà posées par 
d'autres utilisateurs et les proposé comme des requêtes proche de la requête initial (comme 
recherche associé de Google16 ). Une troisième méthode utilise la technique feedback 
(retour en français); ou l'utilisateur après un premier résultat de recherche, peut choisir, 
parmi les documents  trouvés,  les documents les plus pertinents. Le système analyse ces 
documents, il essaye d'extraire des termes et les injecte dans la requête initial. 
3.3.2. Evaluation   
Il existe plusieurs modèles de recherche d'information qui utilisent de différentes 
techniques et méthodes. il est difficile de connaitre quelle est la meilleure technique pour 
une telle collection de documents. Pour ce faire, un axe de recherche indépendant, est créé 
et qui s'intéresse à l'évaluation des systèmes de recherche d'information et comparer entre 
les résultats de chaque modèle. [CHR 09]  [HAL 07]   
L'évaluation est effectuée en utilisant une collection de documents, un ensemble de 
requêtes décrivant les besoins d'information d'un utilisateur et un ensemble de jugements 
de pertinence, indiquant, pour chaque requêtes, quels sont les documents (annotées 
manuellement) pertinents.   [RON 08]        
Alors pour mesurer la performance d'un modèle de recherche on a besoin de [CHR 
09]   : 
1. Une collection de documents 
2. une série de requêtes qui expriment le besoin d'un utilisateur  
                                                 
16 www.google.com 
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3. Un ensemble de jugements pour chaque requête. qui détermine si un 
document dans la collection est ou non pertinent à la requête    
3.3.2.1. Campagnes  d'évaluation   
La performance des systèmes de recherche d'information est mesurée par des 
collections de teste. Ces collections déterminent comment les systèmes répondent aux 
requêtes d'utilisateurs et permettent aussi d'évaluer et de juger ces réponses. 
Les collections sont composés de trois parties: les documents, les requêtes  et les 
jugements de pertinence qui prédétermine la pertinence des documents dans la collection 
par rapport à une requête. [RON 08] 
Quelques collections les plus utilisées pour évaluer les système de recherche sont ci-
dessous présentées [CHR 09]: 
3.3.2.1.1. TREC  
Text Retrieval Conference (TREC17) est une compagne annuelle d'évaluation des 
travaux dans le domaine de recherche d'information. Lancé par l'Institute National  de 
Standards et de la technologie (NIST18) depuis 1992. 
 Dans ce cadre, il ya eu de nombreuses taches. chaque tache représente une collection 
de documents  issues de déférentes sources: journaux (comme Wall Street Journal, 
Associate Press Newswire,...), web (comme Wt2G et Wt10g.....). chaque tache a ses 
propres documents et ses propres requêtes (topics)  
3.3.2.1.2. GOV2 
GOV2 représente une tache dans la compagne de TREC,  NIST a créé cette collection 
à partir de documents provenant des site gouvernemental (.gov). Elle est parmi les grande 
collection de documents utilisé pour l'évaluation des systèmes de recherche. Elle contient 
plus de 25 millions de page web (.gov), de  426 Go de taille.  
L'objectif de la création et de l'utilisation de telle collection était de fournir une 
analyse approfondie d'un domaine unique, où les documents de la collection sont bien liés 
entre eux. ces liens peuvent être exploitée. [CHR 09] [YOH 09] 
                                                 
17 trec.nist.gov 
18 www.nist.org 




L'Initiative CLEF 19  (Conférence et les laboratoires de l'Evaluation Forum, 
anciennement connu sous le Cross-Language Evaluation Forum) est un organisme d'auto-
organisée, dont la mission principale est de promouvoir la recherche, l'innovation, et le 
développement de systèmes d'accès à l'information multilingue (les langue européenne)   
3.3.2.1.4. REUTERS 
Reuters est la plus grande agence de nouvelles au monde. en 2000, elle a publié un 
corpus d'articles de nouvelles connues comme "Reuters Corpus Volume 1" (RCV1) pour 
utiliser librement dans la recherche d'information et les systèmes d'apprentissage. 
Actuellement ce corpus est la collection la plus largement utilisée pour la classification de 
textes.  
Les article sont formatés à l'aide d'un schéma XML conforme qui est basé sur une 
première version de NewsML, un standard ouvert conçu dans Reuters. RCV1 est classé 
manuellement en trois catégories générales: le sujet, la région et l'industrie.  
3.3.2.1.5. INEX  
INEX (INitiative for the Evaluation of XML Retrieval) fondée en 2002 est une compagne 
d'évaluation des système de recherche de documents XML. elle offre aux chercheurs dans 
ce domaine la possibilité pour évaluer leurs méthodes et comparer leurs résultats. INEX est 
une collection de documents XML issue de pages Wikipédia en anglais.  
Wikipédia est une  encyclopédie multilingue collaborative et gratuite. En 2009, elle 
contient plus de 50 millions d'articles. La compagne propose aussi des requête (topics), et 
des jugements de pertinence. 
Les documents (articles) XML d'INEX se compose  de deux partie (en-tête et corps)  
et chaque partie contient plusieurs balises (tags). La partie corps contient le texte du 
document (contenu). Le texte est composé de sections et sous section (dans la balise 






                                                 
19 http://www.clef-initiative.eu/ 

















Figure 3.4 : le document "computer science" de Wikipédia en XML (INEX 2009) 











Figure 3.5: exemple de requête INEX 2009 
 
 
<?xml version="1.0" encoding="UTF-8"?> 
…………………….. 




<p>Computer Science is the scientific and practical approach to computation and 
its applications. It is the systematic study of the feasibility, structure, expression, 
…………<p> 
<sec> 
<st> History </st> 
<p>the earliest foundations of what would become computer science predate the 
invention of the modern digital computer. Machines for calculating fixed 




<st>Areas of computer science </st> 
</bdy> 
<topic id="2009001" ct_no="186"> 
 <title>Nobel prize</title> 
 <castitle>//article[about(., Nobel prize)]</castitle> 
 <phrasetitle>"Nobel prize"</phrasetitle> 
 <description>information about Nobel prize</description> 
 <narrative> 
I need to prepare a presentation about the Nobel prize. Therefore, I 
want to collect information about it as much as possible. Information, 
the history of the Nobel prize or the stories of the award-winners for 
example, is in demand.   
</narrative> 
</topic> 
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Jugement de pertinence 
la compagne  INEX propose plusieurs requêtes (115 en INEX 2009). Et pour chaque 
requête un jugement de pertinence qui contient les documents pertinents. la compagne 
d'INEX est caractérisé par le fait qu'elle ne détermine pas seulement si un document est 









     Figure 3.6 : partie de jugement de pertinence (Qrel) de INEX 2009 
La figure 3.6 montre une partie de jugement de pertinence de la requête 1(2009001) 
dans la collection INEX de l'année 2009. on trouve dans chaque ligne le numéro de la 
requête (ici 2009001), le numéro du document pertinent (comme 1916241) et les partie 
pertinentes de ce document ( le numéro du premier caractère jusqu'au dernier caractère )     
3.3.2.2.  Mesure d'évaluation   
Il existent plusieurs facteurs pour mesurer la performance d'un système de recherche 
d'information tels que : le temps de réponse du système, le nombre de documents pertinent 
retournés, la méthode de présentation des résultats,....[BAZ 05]. 
Mais les deux mesures les plus importante pour l'évaluation d'un système de 
recherche est la précision et le rappel. Ces deux mesures sont largement utilisé et 
permettent de bien connaitre les performance du système de recherche. 
La précision permet de déterminer le  nombre de documents pertinents retourner par 
le système de recherche comme résultats par rapport aux nombres totales de documents 
retournés. La précision parfaite est égale à 1, qui veux dire que tous les documents 
retournés par le système sont pertinents. 
Le rappel est le nombre de documents pertinents retourner par le système par rapport 
aux nombre totale de documents pertinents. Le rappel parfait est 1, et qui veut dire que tous 
les documents pertinents sont retournés par le système. 
 
2009001 Q0 1916241 0 10777  
2009001 Q0 1806870 0 10510  
2009001 Q0 13651185 0 7317  
2009001 Q0 7252287 0 6904  
2009001 Q0 19442420 0 15853  
2009001 Q0 474958 0 5256  
2009001 Q0 16164 0 4416  









Figure 3.7 : Le rappel et la précision [BOU 03] 
Rappel =
                                       é 
                                     
 
Précision= 
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Figure 3.8: Courbe Précision/Rappel[BAZ 05] 
Pour dessiner cette courbe on doit connaitre la valeur de la précision dans chaque 
point de rappel. les points de rappel sont le rapport entre les documents pertinent retourner 
et le nombre totale de documents pertinents. Le point 1.0 de rappel signifie que tous les 
document pertinent sont retournés.    
Exemple  
soit une requête "université de Biskra",  ou le nombre totale de ses documents pertinents 







Collection de documents                        Documents pertinent retournés 
Documents 
pertinents 










                                                                                                                 
La précision idéale  
Rappel 





Pertinent / Non 
pertinent 
Précision Rappel 
D1 P 1 0.33 
D2 NP 0.5 0.33 
D3 NP 0.33 0.33 
D4 P 0.5 0.66 
D5 P 0.6 1 
D6 NP 0.5 1 
Tableau : Exemple de rappel et précision 
Le système sera idéale s'il ne retourne que les documents pertinents (D1, D4, D5) et il 
s'arrête. Ici le système a retourné comme premier document le documents D1 qui est 
pertinent, alors dans ce point la précision est 1 est le rappel est 0.33 (1 documents pertinent 
retourné sur trois existants ). La précision commence a dégrader quand le système retourne 
des documents non pertinent. 
Avec ces point de rappel et précision du tableau on peut pas dessiner une courbe qui 
aura l'allure de la figure 3.8. Pour ce faire on doit utiliser les technique d'interpolation 
linéaire . 
Les systèmes d'évaluation issue des compagnes tels que TREC et INEX utilise des 
points de rappel (x=0.01, 0.05, 0.10, ........, 1) et calcule la précision dans ces points. ils 
utilisent aussi MAP (Median Average Precision) qui est la précision moyenne pour toutes 
les requêtes de la collection [HLA 07]   
3.4. Recherche d’Information dans les documents semi-structurés 
La recherche d'informations dans les documents semi-structurés (RIS) avait pris une 
place importante avec le développement du web, et notamment, après l'apparition et le 
développement des documents XML. 
Le langage XML permet de modéliser n'importe quelle type d'information, grâce a 
son système de balise. ces balises permettent de décrire et structurer le contenu des 
documents. 
La recherche d'information structuré a comme objectif de retourner, pour une requête, 
les parties et les unités les plus pertinentes d'un documents, et non pas tout le document.  
Pour ce faire le système prend en compte la structure logique du document modélisé par 
les balises. Les parties retournées comme résultats sont appelées unité d'information[HAL 
07]. elle est caractérisée par deux notions:  
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"On dit qu'une unité d'information est exhaustive à une requête si elle contient toutes 
les informations requises par la requête et qu'elle est spécifique si tout son contenu 
concerne la requête".[CHI 96] 
3.4.1. Modèle vectoriel pour les documents semi-structuré 
Les modèles de la représentation classique de documents ont été étendues afin de 
s'adapter avec l'information structurelle. ils prennent en compte, maintenant, la structure et 
le contenu.  
Le modèle vectoriel, qui prend en compte la structure, a été introduit en 2002 par 
[YAN 02]. où un vecteur d'un document D dans un espace de caractéristique à N 
dimensions a été présenté comme suit: 
D= (w1,w2, .......,wN) 
où wi dénote le poids des terme ti  calculé comme suit:  
wi= ∑ (  (
 
       ,  )∗    (   ) 
 
 où tf représente le nombre d'occurrence du terme t dans l'élément e du document  
3.4.2. Pondération des termes dans les documents semi-structuré 
Une extension de la formule TF-IDF, connu sous le nom TF-IEF [WOL 00] a été 
introduite pour inclure la notion de structure dans la fonction pondération.  
Dans ce calcul, chaque nœud contenant le texte est traité séparément.  TF est la 
fréquence d'un terme dans l'élément structurel correspondant du document et l'IEF est le 
fréquence inverse de l'élément : 




où:   
      ,    représente le nombre d'occurrence d'un terme dans un nœud. 
| | est le nombre totale des nœuds dans la collection  
|   | est le nombre de nœuds dans la collection où le terme ti est apparu. 
A partir de cette formule, plusieurs formules ont été proposé pour pondérer les termes 
dans les documents semi-structurés  
3.5. Recherche sémantique d’information  
Le problème majeur dans les systèmes de recherche classiques est que l'utilisation des 
mots clés simples comme requêtes conduit  au problème de silence, où des documents 
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pertinents ne seront pas présentés comme résultats de la requête. les documents peuvent 
décrire le même contenu et le même sens en utilisant des termes déférents. 
Les chercheurs ont pensé à utiliser la notion du concepts, au lieu  d'un simple termes. 
un concept regroupe autour de lui plusieurs mots clés. Pour cela, les ressource sémantiques 
ont devenu un composant principale dans les moteur de recherche sémantique.  
La ressource sémantique, intervient pratiquement, dans toutes les étapes de la 
recherche d'information:  dans l'indexation des documents, dans l'analyse de la requête et 











Figure 3.9: Ressource sémantique dans les systèmes de recherche d'information 
3.5.1. Indexation sémantique 
Dans la recherche classique, l'unité textuelle dans l'indexation est représenté par un 
mot clés. Cela pose deux problèmes : l'ambigüité et la disparité des mots [BOU 11]. 
L'ambigüité sémantique dû au fait qu'un terme peut avoir plusieurs sens selon le contexte 
ou il se trouve. Alors que la disparité des mots est dû au fait que les termes qui sont 
syntaxiquement différents ils ont le même sens. ces deux problème mènent à l'effet du 
silence où des documents pertinents ne sont pas retourné comme résultats pour une 
requête. 
L'objectif de l'indexation sémantique est de désambigüiser le sens des termes. la tache 
consiste à  représenter les documents et les requêtes par leurs sens. dans ce type 
d'indexation l'unité textuelle sera le concepts et non pas un simple terme. 
Pour extraire le sens exact du terme, on doit utiliser les techniques de similarité 
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3.5.2. Traitement sémantique de la requête 
Le traitement sémantique de la requête d'un utilisateur peut résoudre deux problèmes, 
le premier est les erreurs dans l'orthographe de la requête par l'utilisation d'un dictionnaire 
et le deuxième est l'expansion automatique de la requête. 
Pour l'expansion de la requête. il existe plusieurs méthode regroupé en deux 
techniques locale et globale. les méthodes locale consiste à utiliser la notion de feedback, 
qui permet d'injecter de nouveaux terme dans la requête à partir des premiers documents 
retournés comme résultats. 
La méthode globale permet de reformuler la requête en ajoutant d'autre termes proche 
sémantiquement aux termes initiaux de la requête ( comme par exemple les synonymes ). 
ces termes sont calculés et extraits à partir d'une ressource sémantique[CHR 09]   
3.5.3. Appariement sémantique   
L'appariement sémantique consiste à calculer la similarité sémantique entre les 
concepts de la requête et ceux des documents. Il permet de détecter les relations 
sémantiques entre les concepts , comme la relation de généralisation ou de spécialisation 
entre concepts. ces techniques permettent l'amélioration des résultats de recherche en 
retournant tous les documents qui ont une relation sémantique avec les concepts de la 
requête  [BOU 11]. 
3.6. Outils pour la recherche d'information  
3.6.1. Lucene   
Lucene est une bibliothèque Java qui permet aux applications d'indexer et de 
rechercher un texte dans les documents. Lucene n'est pas une application, c.-à-d.  elle ne 
peut pas fonctionner toute seule. Mais c'est un ensemble de classes et de méthodes qui sont 
utilisé dans des applications java.[MIC 10] 
Lucene est développé par Doug Cutting, c'est un projet open source, disponible pour 
le téléchargement libre. Lucene a rejoint la famille de Jakarta de la Fondation Apache20 
depuis 2001. La bibliothèque de Lucene peut être intégré dans plusieurs environnements de 
programmation et dans différent langage  tels que : C/C++, C#, Ruby, Perl, Python, 
PHP,… 
Plusieurs projets ont utilisés Lucene comme un outils puissant de recherche 
d'information. parmi ces projets : LinkedIn, ifinder, blogdigger, ....21 
                                                 
20 www.apache.org 
21 https://wiki.apache.org/lucene-java/PoweredBy 
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Lucene offre deux services principaux: indexation de texte et recherche de texte. 
3.6.1.1. Les classes de Lucene  
Lucene est constitué d'un ensemble de classes qui sont utilisés pour construire une 
application de recherche. Les principales classes sont: 
 IndexWriter est utilisé pour créer et maintenir des index 
 IndexSearcher est utilisée pour rechercher dans un index 
 La classe Analyzer est une classe abstraite qui est utilisé pour prendre un 
document et le transformer en termes qui peuvent être indexés. 
 La classe Document représente un document dans Lucene. Les documents 
sont l'unité de l'indexation et de la recherche. Un document est un ensemble 
de champs (Field) 
 La classe Field est un champ qui représente une section d'un document.  
chaque champ a un nom et contient un texte comme données  
 La classe QueryParser est utilisée pour construire un parseur qui peut 
analyser la requête pour chercher ensuite  dans un index 
3.6.1.2.  Indexation dans Lucene  
Le cœur de tous les moteurs de recherche est le concept de l'indexation; Indexation 
peut être définie comme le traitement des données d'une manière très efficace en vue de 
faciliter une recherche rapide 
L'indexation est le cœur de Lucene, elle se fait par des analyseurs. Les textes 
inutilisables tels que les mots vides, les suffixes de mots ou préfixes sont rejetées par 
l'analyseur. A la fin de cette étape, un index est créée. .[MIC 10] 
3.6.1.2.1. Structure de l'index dans Lucene  
L'index de Lucene est stocké dans un répertoire dans le système de fichiers sur un 
disque dur. Les éléments de base d'un index Lucene sont des segments, des documents, des 
champs, et les termes. un index Lucene est constitué d'un ou plusieurs segments. Chaque 
segment contient un ou plusieurs documents. Chaque document a un ou plusieurs champs, 
et chaque champ contient un ou plusieurs termes. Chaque terme est une paire de chaînes 

















Figure 3.10 : les fichiers d'un index dans répertoire 
Un index de Lucene est un index inversé. un index inversé est un ensemble de termes 
qui pointent vers les documents correspondant. pour créer l'index inversé, Lucene analyse 
le contenu des documents et extrait les termes importants et les stocke comme un couple 
constitué d'un nom de champs  et une valeur. Les champs sont utilisés pour calculer les 
poids et le classement des résultats de recherche. .[MIC 10] 
La figure suivante représente un index de Lucene qui se compose de plusieurs 













figure 3.11: Exemple d'un index dans Lucene 
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3.6.1.3. Recherche dans Lucene  
La recherche consiste a retourner les documents pertinents pour une requête d'un 
utilisateur. La requête est un ensemble de termes.  Lucene analyse la requête et recherche 
dans l'index les document qui lui correspondent. Pour se faire Lucene applique une 
fonction de calcule de similarité suivante22 :   
  score(q,f)=  coord(q,f)  ·  queryNorm(q)  · ∑( tf(t in f)   idf(t)2  ·  norm(t,f) ) 
où: 
tf (t en f) est la fréquence du terme t dans le champs f du document; 
tf (t inf) = √ fréq 
idf (t) représente l'inverse de la fréquence de terme t dans l'ensemble du document; 
idf (t) = log (numDocs / (docFreq 1)) + 1 
où numDocs représente le nombre total de documents dans le corpus, et docFreq, le 
nombre de documents qui contiennent le terme t. 
 
coord (q, f) est un facteur de score basé sur le nombre de termes de la requête contenue 
dans un champ spécifié; Un champ contenant plusieurs termes de la requête aura un score 
plus élevé 
coord (q, f) = tq / TQ 
tq: Numéros termes de l'application qui sont dans le domaine 
TQ: nombre total de termes de la requête 
queryNorm (q) est un facteur de normalisation utilisé pour faire des demandes similaires; 
queryNorm (q) = 1 / √ (Σidf (t ²)) 
norme (t, f) est utilisée pour normaliser la taille des champs (pour faire des domaines 
comparables) un champs plus courtes auront un score plus élevé 
norme (t, f) = 1 / √ (nombre de termes dans le domaine) 
                                                 
22 https://lucene.apache.org 
t 
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3.6.2. Terrier ir  
Terrier23 (Terabyte Retriever), est un projet qui a été lancé à l'Université de Glasgow 
en 2000, dans le but de fournir une plate-forme flexible pour le développement rapide 
d'applications à grande échelle de Recherche d'information 
C'est un projet open source, qui a été mis à la disposition du grand public depuis 
Novembre 2004. La version open source de Terrier est écrit en Java, permettant au système 
de fonctionner sur des systèmes d'exploitation différentes, et sur plusieurs plates-








Figure 3.12: Interface de l'application bureautique de Terrier  
3.7. Conclusion  
Nous avons présenté dans ce chapitre un domaine qui modélise et traite les 
documents numériques, qui est la recherche d'information. Le cœur de ce domaine est 
l'indexation des documents, qui permet d'analyser le contenu des document et le présenter 
d'une manière efficace affin de faciliter la recherche. 
Dans ce chapitre nous avons décrit tous les concepts liés à ce domaine, comme nous 
avons présenté toutes les techniques et méthodes utilisé afin d'améliorer la pertinence des 
résultats  de la recherche.          
Dans le chapitre suivant nous allons détaillé notre contribution qui permet de 
modéliser sémantiquement la structure des documents numérique. ce qui permet de faire 
progresser la performance de la recherche de documents.  






Contribution : Une approche structuro-
sémantique pour la recherche de documents 
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4.1. Introduction  
Les systèmes de recherche et d'accès aux documents consistent à identifier les 
documents les plus pertinents par rapport à une requête donnée [SAL 83]. Il y a 
souvent de très longs documents qui traitent de nombreux sujets, qui sont répartis 
dans les sections logiques de ces documents, où chaque section a un titre et des 
paragraphes décrivant le contenu. Les titres de section ont une importance majeure 
pour modéliser la structure logique des documents, ainsi ils décrivent la sémantique 
contenu dans les paragraphes. Ils sont très utiles dans la recherche d'information. 
Dans ce chapitre, nous allons présenter nos contributions et l'architecture 
générale de notre approche qui consiste à extraire la structure logique des documents 
pour modéliser la hiérarchie de ces documents, et ensuite modéliser et exploiter 
sémantiquement cette structure afin d'améliorer les résultats de la recherche 
documentaire.      
4.2. Motivation  
Lorsque l'auteur a choisi de mettre des mots dans les titres et d'appliquer sur ces 
termes un format de police spéciale, comme une taille différente, les lecteurs 
comprendront que ces termes sont particulièrement importants dans le texte. Ici, 
l'auteur a annoté les termes qui représentent bien le sujet du document. 
Les documents numériques en différents formats tels que PDF, Doc, HTML, 
PS,... sont très nombreux dans les bases de documents. En effet, ces formats sont 
devenus un moyen privilégié de publication, dans le monde universitaire et dans 
l'industrie, notamment le format PDF qui est facile à échanger, à visualiser et à 
imprimer [LIA 11]. De plus, il est exploitable dans pratiquement tous les systèmes 
[ROS 11].   
Cependant, la plupart des formats des documents sont protégés, la structure 
logique (section, paragraphe, chapitre, titre de sections…) du contenu des documents 
n'est accessible le plus souvent que par les lecteurs humains, et elle n’est pas 
exploitable par les applications, ce qui rend l’extraction des parties pertinentes du 
document très difficile [ROS 11].   
Lorsqu’un auteur crée une hiérarchie de titre ; où des titres d’un niveau n 
généralisent les titres d’un niveau n+1, ceci revient à réaliser une segmentation du 
document par l’auteur. Cette segmentation peut être très utile dans le processus 
d’analyse et de traitement de ces documents et dans le domaine de recherche 
d’informations. 
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Par exemple un document qui a des titres de sections contenant les mots « 
recherche et sémantique » sera plus pertinent qu’un document qui contient ces mots 
dans les paragraphes inclus. Dans le premier cas, on comprend que toute une section 
parle de « recherche et sémantique », mais dans le deuxième, on devine qu’il s’agit 
seulement d’une partie de cette section.   
Notre objectif est d’exploiter les titres des objets logiques (chapitres, sections, 
paragraphes) pour modéliser leur signification et leur importance dans le processus de 
recherche de documents. Et puis structurer ces documents et retourner à l’utilisateur 
uniquement les parties les plus pertinentes des documents.  
4.3. Travaux existants 
Dans ce qui suit nous allons présenter brièvement les travaux qui ont étudié 
l’importance des titres et la faisabilité de leur extraction. Approches pour la 
structuration des documents   
Il existe des travaux comme [ROS 11] [HER 09] [LIA 09] qui ont essayé 
d’extraire la structure logique des documents en format PDF, pour l’utiliser dans la 
classification et la structuration.   Les travaux de [HER 09] et [LIA 09] présentent des 
méthodes pour exploiter la table des matières dans la structuration et la classification. 
Ils ont proposé une approche pour détecter automatiquement la table des matières, 
puis extraire les titres avec leur niveau respectif dans la hiérarchie des objets logiques, 
et finalement, structurer les documents. 
D’autres travaux comme [JOE 13] et [EDV 09] proposent des techniques pour 
localiser et extraire des métadonnées à partir des documents PDF. 
[JEA 05] propose un "Framework" pour transformer les documents dans un 
format initial tel que PDF, PS, HTML..., en un format XML. Il présente une méthode 
pour l'analyse et l'extraction des éléments structurels du document. Cette méthode 
utilise si cela est possible la table des matières pour la structuration des documents. 
Une autre étape, appelée annotation sémantique, se réfère plutôt à la signification des 
éléments qu’a leur apparence sur une page, comme les noms des personnes, pays…. 
Pour la recherche focalisée ou ciblée, [MAT 10] a étudié l’impact des balises qui 
représentent la structure logique des documents codés en format XML dans la 
recherche ciblée des informations, afin de retourner la partie (élément) la plus 
pertinente du document XML. Il ajoute à chaque balise (balise titre, résumé, 
section…) un poids afin de bien déterminer les termes pertinents. [MAT 10] calcule 
aussi le poids de toutes les balises et pas seulement les balises qui contiennent les 
titres et les sous-titres.   
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4.3.1. Travaux étudiants l’importance des titres 
 Parmi les travaux qui ont étudié l’importance des titres de section et de sous 
section  dans les documents on trouve : [JAC 06] et [HOD 04]. 
Les auteurs ont montré que les titres ont une importance sur deux plans : 
premièrement, en tant qu’objets d’organisation logique du texte qui sert à segmenter, 
hiérarchiser, et structurer le contenu d’un document ; deuxièmement, ils présentent le 
contenu sémantique des documents, pas d’une manière explicite, mais comme 
contenu structuré, qui permet aux lecteurs de construire un « modèle mental » pour 
comprendre la signification du texte au fur et à mesure qu’il lit le document. Ces 
travaux montrent donc l’utilité des titres dans la classification et l’extraction 
automatique des segments pertinents   
4.3.2. Approches basées sur l’exploitation des titres d’un document  
Dans la recherche d’informations, peu de travaux ont exploité les titres qui se 
trouvent dans les documents, la plupart n’exploitent que le titre principal des 
documents et ignorent les titres des objets logiques composants. 
Par contre dans le web, ils existent plusieurs travaux qui exploitent les titres et 
lien hypertexte (anchor text), qui se trouvent dans les pages Html, pour améliorer la 
recherche d’informations. A titre d’exemple, citons le travail de [XUE 07] dont 
l’objectif est d’extraire les titres qui se trouvent dans le corps des pages web et de les 
utiliser dans l’indexation de ces pages, en proposant une nouvelle méthode de 
pondération, inspirée de la méthode Okapi BM25 [STE 09]. Il a montré que 
l’utilisation de ces titres améliore la recherche d’informations. 
Le travaille de [HEN 08], propose une méthode pour la recherche dans des livres 
scannés, en exploitant leur structure. Il a créé un index à plusieurs champs pour 
chaque objet du livre (table des matières, index …). En utilisant le modèle de 
recherche BM25F [HER 09], il a montré que les résultats de récupération de livre 
s’améliorent avec cette méthode. 
Le travail de [WAL 08], qui consiste à indexer les déférentes parties des livres 
scannés, et à réaliser une étude comparative, a montré que l’indexation des titres de 
livres est plus efficace que l’indexation du contenu. Il a ainsi montré que les titres ont 
plus de valeur que les autres parties de livres. 
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4.3.3.  Approche qui exploite une ressource sémantique   
Il existe plusieurs travaux qui ont utilisé une ressource sémantique dans le 
processus de recherche d'informations. Ces travaux se diffèrent par la manière 
d'exploitation de la ressource sémantique, et dans quelle étape intervient cette 
ressource, soit dans la représentation et l'indexation des documents, ou bien elle 
intervient dans l'étape et l'algorithme de recherche, ou dans la modélisation et 
l'expansion de la requête. Chaque travail se caractérise aussi par le type de la 
ressource qu'il utilise : Une ontologie, une taxonomie, un thesaurus, ....etc. 
Parmi ces travaux [RAM 10], on peut citer les travaux de [BAZ 05], qui a 
proposé des méthodes de représentation des concepts des documents comme un 
réseau sémantique. Il utilise WordNet comme ressource sémantique afin de calculer la 
similarité sémantique entre les termes et détecter les meilleurs concepts pour les 
termes des documents. Les travaux de Khan [KHA 04], utilise une ontologie de 
domaine du sport pour indexer les documents. L'ontologie permet de désambiguïser 
les termes et représenter les documents sous forme d'un vecteur, par les concepts 
adéquats. Le travail de Radhouani [RAD 08], utilise la logique de description pour 
représenter le document et la requête. La ressource sémantique utilisée dans son 
travail est UMLS, une ontologie de domaine médical. Le travail de Maissonace [MAI 
09] utilise aussi UMLS comme ressource sémantique, et il utilise aussi l'analyse 
morpho syntaxique pour détecter les noms et les adjectifs dans les documents pour les 
représenter ensuite comme vecteur de concepts.                  
4.4. Contexte et problématique 
Les systèmes de recherche d'informations documentaires ajoutent pour chaque 
document des informations signalétiques, comme le titre, l’auteur, la date, le résumé, 
des mot-cléss clés …etc. Ces informations sont appelées les métadonnées. 
L’exploitation de ces métadonnées permet d’améliorer le résultat en minimisant le 
bruit (document non pertinent sélectionné) et le silence (document pertinent non 
sélectionné).  
Cependant, ces métadonnées doivent être ajoutées manuellement dans le 
système documentaire afin qu'elle puissent êtres exploités. Dans les documents 
textuels en format "plat" comme les thèses en format PDF (figure 1), leurs 
métadonnées seront considérées comme de simples termes, et seront indexé comme le 
contenu textuel et non pas comme des termes importants. 
Notre objectif est de proposer une approche qui permet de traiter un ensemble de 
documents homogène d'une manière automatique, afin de détecter les métadonnées et 
les parties importante pour les exploiter ensuite dans le processus de recherche 
Chapitre 4                   Contribution                                 
70 
 
d'information  .  Les bases de documents qui utilisent uniquement des métadonnées, 
ont deux inconvénients majeurs. Le premier est qu’ils ne font la recherche que sur les 
métadonnées. Le deuxième,  est qu’ils retournent le document entier, et non les parties 
qui répondent bien à la requête, ce qui oblige l’utilisateur à lire tout le document. 

















Figure 4.1: Métadonnées dans la page de garde d'une thèse scientifique. 
Par exemple si une personne cherche des documents qui traitent de « WordNet 
», si ce mot-là n’apparaît pas explicitement dans le titre principal ou dans les 
métadonnées d’un document, il ne sera pas retenu comme un document pertinent, 
même si une partie en traite.  
L’exploitation du titre principal d’un document dans le processus de recherche 
documentaire peut améliorer les résultats retrouvés, mais reste insuffisante parce que 
le titre principal ne donne qu’une vision globale sur le thème général abordé par le 
document, et pas tous les sous-thèmes abordés dans les différentes parties du 
document. 
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Dans les documents numériques, assez long, comme les thèses, la structuration 
logique, les décompose en objets logiques (chapitres, sections, sous sections, titres de 
sections, paragraphes, etc.) où les titres de ces objets logiques décrient le thème ou le 
domaine abordé dans l'objet correspondant.  
Quand l’auteur d’un document numérique, choisit de mettre des termes dans des 
titres de sections, et d’appliquer sur ces termes un format de police spéciale, comme 
par exemple, une taille différente, les lecteurs comprennent que ces termes ont une 
importance particulière dans le texte (Figure 2). Par exemple, l’auteur indique 
l’importance d’un terme par un type de police particulier ce qui revient à annoter avec 
ce terme les parties qui représentent bien le thème du document.   
Dans l'exemple de la figure 2, le titre du document est "computer science", 
caractérisé par une taille de police très grande par rapport aux restes des titres et de 
texte. Ce document contient plusieurs section et sous section, où chacune a un titre 
avec une taille de police précise et une numérotation qui définit le niveau de la 
section. Cette structure permet de comprendre la hiérarchie du document et 
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Par exemple, la figure 2 ci-dessus, représente un document Wikipédia en format 
HTML (page web). La section 3 du document qui a comme titre, "Areas of computer 
science", cette section a une numérotation (ici 3), et elle content aussi des sous-
sections sections, et une taille de police plus grande par rapport aux sous-titres el les 
paragraphes du texte.  
Cette structuration réalisée par l'auteur du document permet aux lecteurs 
humains de connaître les termes et les parties importantes. Mais les machines voient 
et traitent le document comme un seul bloc de texte. 
Notre objectif est de proposer une approche qui permet aux machines de 
comprendre la structuration des documents et l'exploiter dans l'indexation et la 
recherche des documents en donnant aux termes importants un poids élevé par rapport 
aux autres termes. 
 Un autre point important et intéressant dans l'analyse de ce type de documents 
est que les termes de titres  que nous considérons importants et ont une signification 
majeure, et qui donnent une vision sur le fond et le contenu de leurs paragraphes, ci 
termes là , peuvent avoir des relations sémantique avec d'autres termes, qui se 
trouvent dans les paragraphes. se qui rend ces termes importants aussi. les synonymes 
et les hyperonymes sont un exemple de ces relations. 
Dans l'exemple ci-dessus (figure 2), on trouve dans le texte des termes comme : 
processus, algorithmes, intelligence Artificiel,.... etc. Ces termes ont des relations 
sémantiques avec "computer science". ces relation peuvent êtres identifiés et extraire 
si on projette ce document sur une ressource sémantique comme WordNet. 
Un autre exemple, les termes des métadonnées d'un document (figure 1), ces 
termes aussi sont importants et permettent d'améliorer la recherche et l'accès à ces 
documents.  
Prenant l'exemple du terme " directeur de thèse", ce terme peut êtres écrit dans 
d'autres thèses comme encadreur, Co-encadreur, ou codirecteur. Tous ces termes 
signifie le même concept. Cependant, si quelqu'un qui pose une requête : "Thèse 
encadrée par Sylvie Calabretto", le moteur de recherche ne va pas retourner ce 
document dans les premiers résultats, parce qu'il ne fait pas de liaison sémantique 
entre le terme encadreur et directeur de thèse.            
Un autre objectif de notre thèse est de proposer une méthode qui exploite une 
ressource sémantique pour trouver tous les termes importants dans les documents et 
qui ont des relations sémantiques avec les termes des titres et les métadonnées du 
document. 





























4.5. Approche proposée   
Partant du fait que les documents dits "plats" ont implicitement une structure, 
nous voulons exploiter cette structure pour améliorer la recherche et l'accès a ces 
documents. Ces documents contiennent des sections et des sous-sections avec 
différents titres et sous-titres correspondants. La pluparts des systèmes traditionnels 
de recherche n'utilisent pas cette structuration dans leur processus.  
L'exploitation de la structure des document devient très importante dans la 
recherche sémantique  d'information, parce que ces documents ont un contenu 

























Figure 4.3 : Modélisation d'un document sous forme d'un arbre. 
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Dans notre système proposé, nous allons exploiter les informations structurelles, 
notamment les hiérarchies de section. Afin de, déterminer premièrement les sections 
les plus importantes pour une requête utilisateur.  
Deuxièmement, certaines informations structurelles telles que les titres et les 
sous-titres englobant les termes les plus important dans le document et pouvant être 
exploités sémantiquement pour détecter d'autres termes importants dans les 
documents, ou bien ajouter d'autres termes à ces documents à partir d'une ressource 
sémantique.   
Notre approche se résume par les points suivants : 
1. Identifier et détecter les Métadonnées dans les documents homogènes 
comme les thèses et les articles scientifiques en formats plat (PDF, DOC, ....) 
2. Identifier les sections et les sous-sections des documents, ainsi que leurs 
titres et sous-titres correspondants. 
3. Restructurer la hiérarchie des sections en modélisant les documents sous 
format XML pour détecter ensuite les parties importantes des documents.  
4. Extraire les termes les plus importants dans le documents à partir  de la 
structure logique et physique des documents. Puis exploiter ces termes pour 
améliorer la pertinences des documents dans les résultats de recherche  
5. Détecter d'autres termes importants dans le contenu textuel de documents en 
projetant les termes extraits de la structure sur une ressource sémantique 
(WordNet). 
6. Elargir les termes importants dans les documents par la suggestion d'autres 
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4.6.1. Identification et Extraction de la structure 
L'objectif de la transformation structurelle est l'identification de la hiérarchie du 
document. Les thèses en format PDF, en général, ont une structure qui peut être 
considérée comme une hiérarchie, où chaque document peut avoir des sections, 
chaque section peut avoir un titre et des paragraphes et des sous-sections ainsi de 
suite. 
4.6.1.1. Extraction des titres [ABD 14b] 
Nous nous limitons aux thèses qui ont une table des matières. Celle-ci se trouve 
généralement dans les premières pages. Elle est caractérisée par un début (un nom tel 
que « table des matières »), et une ligne qui détermine la fin. Entre ce début et cette 
fin, il y a une succession de ligne ou chaque ligne (parfois deux) représente le titre 











Indexation  Base d’index 
{Champs terme importants, 
Champs contenus} 




1.Analyse  linguistique 
2. identification des concepts  
3.sélectionner les concepts 
importants  
4.Elargir les termes importants 
Analyse 
Expansion  Ressource 
Sémantique  
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Chaque ligne de titre est composée de trois champs (ou triplet) , titre, numéro de 
page >  [JAY 12], ou : division représente la position hiérarchique de l’objet 
correspondant dans la structure logique, titre : représente le titre l’objet logique 
(chapitre, section …). Par exemple  <chapitre 1, Introduction générale, 10> ou bien 
<2.2.1 Recherche d’information ……….15> 
Pour extraire les titres à partir de ces documents PDF, dans un premier temps, on 
extrait la totalité du texte.  En utilisant la plate-forme itextepdf24. 
Ensuite, on doit détecter l’emplacement de la table des matières, en identifiant le 
début dans le document. 
Le début de la table des matières est la ligne qui contient la phrase « Table des 
matières » ou toutes ses variations telles que « Sommaire » ou bien d’autres mots 
utilisés pour annoncer une table de matière.  
Nous extrayons les lignes suivantes, jusqu'à la ligne qui contient le titre qui 
représente la « Conclusion Générale », avec toutes ses variations (conclusion 
générale, conclusion et perspectives, …etc.) parfois, la conclusion générale a comme 
titre  «conclusion », ce qui confond avec les « conclusions » des chapitres, alors si 
c’est le cas on s’arrête à la ligne « références bibliographiques ». 
Entrées de la table Fin de la table 
Table des matières CONCLUSION GENERALE 
TABLE DES MATIÈRES CONCLUSIONS ET PERSPECTIVES 
Sommaire REFERENCES BIBLIOGRAPHIQUES 
Avant propos BIBLIOGRAPHIE 
Introduction générale PERSPECTIVES 
Chapitre 1 ……. 
Tableau 4.1 : différent type du début et fin de la table des matières [ABD 14b] 
L’algorithme proposé pour l’extraction est donné ci-dessous : 
Algorithme : 
   Entrées : Fichier PDF 
   Sorties : F (fichier de titres) 
1. Détecter le début de la table des matières  
                                                 
24 http://itextepdf.com/ 
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2. Si début trouvé 
3. Répéter 
4. Extraire ligne  
5. Si du texte existe dans ligne 
6. extraire titre à partir de ligne 
7. sauvegarder titre dans F 
8. Jusqu’à ligne qui contient la fin de la table 
9. Retourner F 
4.6.1.2. Difficulté dans l’extraction de texte 
Pour extraire un texte à partir d’un document PDF, on doit toujours le transformer 
en un format texte, il existe plusieurs outils qui font cette opération (comme itextpdf, 
pdfbox…), et là on perd des informations sur le format et le style de texte, et des fois 
il y aura des changements mêmes sur les lignes et les mots comme par exemple le titre 
suivant : 
  2.3.4. Les différentes approches de l’indexation multilingue 
........................................... 42 
Devient :    2.3.4. Les différentes approches de l’ 
indexation 
multilingue ........................................... 42 
Ce type d’erreurs génère des problèmes dans l’extraction de titres et de mots  
D’autres types d’erreurs sont représentées dans le tableau ci-dessous  [ABD 14b]: 
Tableau 4.2 : Erreurs de conversion d’un document PDF au format texte  
4.6.1.3. Représentation hiérarchique du document   
Après l'extraction des titres, on passe à l'extraction de texte qui se trouve dans 
les sections et les sous-sections sections du document. Les titres et les sous-titres titres 
permettent de définir et détecter les blocks de texte qui leur correspondent. Le résultat 
final de l'opération sera un arbre qui représente la hiérarchie des sections, ou les titres 
et les sous-titres titres seront les nœuds intermédiaires et le texte de chaque section 
Avant conversion Après conversion 
sémantique  se  mantique 
définis   dé?nies 
Mécanismes et Implications,  MécanismesetImplications 
Introduction  I n t r o d u c t i o n 
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sera une feuille.  L'arbre du document sera stocké comme un fichier bien structuré 
sous format XML  
4.6.2. Analyse linguistique  
C'est une  étape principale de prétraitement des documents avant la phase de 
l'indexation. Cette étape est composé de plusieurs opérations telles que :  Analyse 
lexicale, l’élimination des mots vides, lemmatisation, racinisation (stemming) ...etc. 
4.6.2.1. Analyse lexicale 
Cette étape permet de découper le document en unités lexicales. Chaque unité 
lexicale est une séquence de caractères entourée par des séparateurs d’unités. Ces 
unités peuvent êtres des mots simples ou des mots composés.  Cette opération se 
compose de 3 étapes : 
1) Détecter les lettre majuscule et les ponctuations... etc. 
2) Transformer les lettres majuscules en minuscules et éliminer les ponctuations. 
3) Découper le document en unités lexicales. 
4.6.2.2. L’élimination des mots vides 
Les mots vides (« stop words » en anglais) sont des mots qui permettent de lier 
entre les mots d’une phrase pour la structurer. Parmi ces mots : les articles, les 
conjonctions de coordination, les verbes auxiliaires, etc. Ces mots ne portent pas de 









Figure 4.5: Analyse lexicale et suppression des mots vides 
La recherche d'information (RI) est le domaine qui étudie la 
manière de retrouver des informations dans un corpus.  
la recherche d'information (ri) est le domaine qui étudie la 
manière de retrouver des informations dans un corpus.  
recherche d'information (ri) est domaine étudie manière 
retrouver  informations  corpus.  
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4.6.2.3.  Lemmatisation 
La lemmatisation consiste à remplacer un mot par son lemme. les mots  
informatique ,informer ,informés ,informez ,informé et information seront remplacés 
par leurs lemmes : informe 
4.6.2.4. Racine d'un mot  
La racinisation (« stemming » en anglais) consiste à rechercher la forme 
restante tronquée d’un mot après la suppression de son suffixe et son préfixe. Les 
mots : étude, étudiant et étudier, sont construits à partir de la racine étud.  Le résultat 
de le racinisation peut être une forme qui ne corresponde pas à un mot réel dans la 
langue. Elle permet d’augmenter le rappel, mais peut diminuer la précision. 
4.6.2.5.  Etiquetage morpho-syntaxique [ABD 15] 
Dans cette étape, nous utilisons l'outil d'étiquetage morpho-syntaxique du 
discours (POS Tagger) [TOU 00] qui permet d'identifier chaque terme comme : nom, 
verbe, adjectif, etc.  Par exemple, la phrase suivante (en anglais) : "Model fitting data 
analysis" sera étiquetée comme suit:  Model/NNP fitting/JJ data/NNS analysis/NN, où 
NN est nom, NNP est un nom propre, NNS est nom pluriel, JJ est adjectif.  
Après le marquage, nous filtrons les mots. WordNet contient quatre types: verbe, 
adverbe, adjectif, nom, mais nous sommes seulement intéressés par les noms. Les 
relations sémantiques entre les autres types ne sont pas très bien conçues [MAL 11]. 
4.6.3. Identification des concepts 
Dans cette étape, nous détectons le meilleur concept pour chaque terme.  Chaque 
terme peut avoir plusieurs sens, nous allons essayer de déterminer le meilleur sens 
(concept) dans le contexte (phrase ou paragraphe) ou se trouve ce terme. Pour cela, 













Sens  choisi  
Ontologie 
(WordNet) 
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4.6.3.1. Recherche de concepts 
Dans cette étape, nous cherchons si un terme possède une entrée dans l'ontologie 
de WordNet ; le terme qui a un ou plusieurs sens (1 ou plusieurs synsets) sera 
conservé, les autres seront éliminés. 
Par exemple, pour la phrase " BBC Radio 4 Poirot radio drama", nous 
constatons que les termes BBC et Poirot n'ont pas un synset dans WordNet. 
 Les deux autres noms ont plusieurs synset (sens). "Radio" a trois sens (figure 7) 
et "drama" a quatre sens. Ici nous sélectionnons ces termes, afin de les transmettre à la 
prochaine étape pour lever l'ambiguïté et choisir le meilleur sens du terme, par le 









Figure 4.7 : Les sens de "Radio" dans WordNet  
4.6.3.2. Désambiguïsation des termes 
Après sélection des termes, nous devons maintenant choisir le sens approprié pour 
chaque terme. Il est fort probable que chaque terme a des significations multiples 
(synsets) dans WordNet. Ce qui nous amène à calculer la similarité entre les termes 
afin de choisir le meilleur sens, dans le contexte. Le contexte est défini comme une 
unité de texte dans un document, il peut être une phrase, un paragraphe, section, etc. 
[BAZ 05]. 
Nous définissons un texte comme un ensemble de termes :  
T = {t1, t2 ... tn},  







Chapitre 4                   Contribution                                 
81 
 
Nous voulons définir pour chaque terme tiT, le meilleur sens SjC dans le 
contexte, par le calcul de similarité entre tous les termes de Titre. Ici, nous avons 
problème combinatoire [RAM 10], où nous devions trouver la meilleure combinaison 
des concepts parmi les combinaisons possibles d'un concept. La désambiguïsation est 
un problème combinatoire.  
Le nombre de combinaisons possibles est  ∏ |  (ti)|    
Exemple  
Nous prenons la phrase suivante (en anglais), qui est un titre d'un document 
[RAM 10] :  
An Information Retrieval Driven by Ontology: from Query to Document 
Expansion 
Nous avons six noms qui ont des synsets dans WordNet (Driven n'a pas une 
entrée dans WordNet comme nom). T = {Information, Retrieval, ontology, Query, 
Document, Expansion }. 
Chaque terme de T a plusieurs sens (concept) dans WordNet : {Information (5 
sens), Retrieval (sens), ontology (2 sens), Query (1 sens), le document (sens) et 
Expansion (4senses)}. 
Pour choisir le meilleur sens pour chaque terme, nous avons à choisir une 
combinaison parmi les 480 combinaisons possibles (480 = 5 * 3 * 2 * 1 * 4 * 4). 
Exemple de combinaison: 
CB1={Information #08347159, Retrieval#13376715, Ontology#06081744, 
Query#07094985, Document#06384226, Expansion#00361798}. 
CB2={Information #08347159, Retrieval#05690643, Ontology#06081744, 
Query#07094985, Document#03184230, Expansion#07074115}. 
Le tableau suivant représente les différents synset pour chaque terme dans 
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Tableau 4.3: Les différents concepts pour les terme de l'exemple 
Pour chaque combinaison CBK, nous calculons la moyenne des similarités entre 
tous les synsets, avec la formule suivante [RAM 10] 
 
 
Où sim (ci, cj) est la similarité sémantique entre le concept ci et cj de 
combinaison CBK calculé sur la base de l'un des mesures de similarité basée WordNet 
comme (Leacock et Chodorow [LEA 98] ou Resnik [RES 99]....) 
                                                 
25  Glossaire : est la définition du concept (synset) dans WordNet  




Glossaire25 de chaque synset 
Information 5 
{06546125} a message received and understood 
{08347159} a collection of facts from which …  
{05743526} knowledge acquired through study or … 
{05031765} a numerical measure of the ……  
{07138400} formal accusation of a crime 
Retrieval 3 
{13376715} 
the operation of accessing information 
from the computer's memory 
{05690643} 
the cognitive operation of accessing 
information in memory 
{00044242} 
the act of regaining or saving something 
lost 
ontology 1 {06081744} the metaphysical study of the nature... 
Query 1 {07094985} an instance of questioning 
Document 4 
{06384226} writing that provides information 
{03184230} 
anything serving as a representation of a 
person's thinking by means of ……  
{13230588} a written account of ownership  
{06424377} 
(computer science) a computer file that 
contains text 
Expansion 3 
{00361798} the act of increasing (something) in…. 
{07074115} 
a discussion that provides additional 
information 
{00367403} adding information or detail 
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Nous devons également sélectionner la combinaison qui a une forte similarité: 
max=ArgMax(S ( CBk )) 
En raison de la complexité du problème de la désambiguïsation, si le nombre de 
mots des titres est très grand, nous ne pouvons pas calculer les similarités de tous les 
termes dans le même temps. Nous devons limiter le nombre de mots que nous voulons 
calculer leurs similitudes, en utilisant une fenêtre de contexte (Crestan 2003), [RAM 
10] 
L'utilisation des fenêtres réduit le problème de la complexité des calculs de la 
désambiguïsation où les termes ont une haute ambiguïté et le nombre des termes est 
très grand. 
Comme dans le travail de [RAM 10], nous prenons une taille de fenêtre de 3 
termes, puis nous identifions leurs meilleurs concepts dans WordNet. Si nous prenons 
l'exemple précédent de la figure 4, nous avons une phrase avec 6 termes T = {t1, t2, 
t3, T4, T5, T6}, le processus de désambiguïsation est comme suit : 
1. Pour la fenêtre : {t1, t2, t3}, nous calculons la similarité sémantique, et nous 
identifions à partir de WordNet le meilleur concept (C1, C2, C3) pour {t1, t2, 
t3}. Après que nous choisissons (C1 et C2). Le meilleur concept (c3) de t3 
sera sélectionné dans l'étape suivante.2. sélectionner le meilleur concept de { 
t3 } à partir de la fenêtre: {c2, T3, T4} 
2. Sélectionner le meilleur concept de {t4} à partir de la fenêtre : {C3, T4, T5} 
3. Sélectionner le meilleur concept de {T5, T6} de la fenêtre: {c4, T5, T6} 
Nous appliquons ces étapes sur l'exemple précédent, nous aurons :  
1. Pour (Information, Retrieval, Ontology), nous identifions :{Information# 
08347159, Retrieval#13376715}. 
2. Pour (Retrieval#05761380, Ontology, Query) nous identifions: { 
Ontology#06081744}   
3. From (Ontology#06081744, Query, Document} nous identifions: { 
Query#07094985} 
4. Pour (Query#07094985, Document, Expansion) nous aurons :{ 
Query#07193596, Document#06424377, Expansion# 00367403} 
4.6.4. Sélectionner et élargir les concepts importants [ABD 15] 
Dans cette étape, nous allons sélectionner les concepts importants qui se 
trouvent dans les parties importantes de la structure du document, comme par 
exemple les concepts des titres. 
Après la sélection des ces concepts, nous allons chercher d'autre concepts 
important qui ne se trouvent pas dans les parties importantes de la structure du 
Chapitre 4                   Contribution                                 
84 
 
document, mais ils ont une relation sémantique avec les concepts importants déjà 
sélectionner  .Pour cela nous prendrons la liste des concepts importants   et nous 
allons la projeter sur la ressource sémantique WordNet pour extraire tous les concepts 
qui ont une relations avec ces concepts comme les synonymes, les hyperonymes, les 











Figure 4.8. Relations Sémantique dans WordNet. (Baziz 2005) 
Après la sélection de tous les concepts à partir de WordNet, nous allons 
rechercher ces concepts dans le contenu textuel du document. Si le concept existe, il 
sera considéré comme important et il sera ajouté à une liste des concepts importants.    
Par exemple le concept "Document #06424377" de l'exemple précédent a 
comme {text_file} et comme Hyperonymes :{computer_file} et comme Hyponymes 
:{ web_page, webpage } 
Alors on a comme liste de terme à ajouter aux termes importants :{ text_file, 
computer_file, web_page, webpage} 
Nous allons rechercher dans le document ces termes. Chaque terme trouvé sera 
ajouté à la liste des termes importants. Si le terme n'est pas trouvé dans le document, 
il sera ajouté à une deuxième liste, qui sera annexé aux documents afin d'élargir le 
nombre de termes importants.  Ces termes auront un poids d'importance moins élevé 






























Figure 4.9 : processus de détection des termes important. 
 
Algorithme : 
Algorithme qui permet de trouver les termes importants 
Algorithme trouver (Liste_de_concepts LC, Ontologie WN, Document D) 
{   
     Pd:= Parser_le_document (D) ; 
    // Sélectionner un concept important à partir de la liste LC 
    ∀  ci   LC {  
                             TC := extraire_terme(ci , WN) 
                              // extraire les synonymes, hyperonymes,... de Ci 
            } 
   ∀ tci   TC {   Si Rechercher (tci   , Pd) Alors  






Liste de concepts 
importants  
(Document #06424377) 
Extraire les synonymes,  
hyperonymes ..... 
Liste de termes 
candidats  




Liste de termes 
moins importants 
Sinon 
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                           Sinon  
                                  Ajouter (tci , LCM); 




LC : Représente la liste des concepts les plus importants dans le document 
extrait à partir de la structure du document D. ces termes un poids très élevé  
D : le document que nous analysons afin d'extraire d'autres termes importants 
WN : est l'ontologie WordNet. 
Pd: c'est le document D parsé, c.-à-d. une forme du document rendable par la 
machine  
LCM : représente la liste des concepts moins importants. Ce sont les termes qui 
ont une relation avec les termes qui se trouvent dans LC Mais ne se 
trouvent pas dans le document D. Ces termes auront un poids moins élevé 
pendant la phase de pondération des termes.  
 
4.6.5. Indexation  
Le processus d'indexation consiste à définir une représentation pour chaque 
document, pour qu'il soit facile à exploiter par les machines pendant le processus de 
recherche. Le résultat de l'indexation est un ensemble de termes à pondérer par des 
poids. Le poids de chaque terme détermine l'importance du terme localement dans le 
document et globalement dans la collection des documents.     
Dans notre système le document sera segmenté en plusieurs champs (Field en 
anglais), ou chaque champ représente les concepts d'une partie significatif du 
document (Le titre du document, les titres de sections, les paragraphes...)Chaque 
champs aura un nom, et un contenu, et chaque champs a un poids d'importance, qui 
sera attribué aux concepts qui se trouvent dans ce champs. 
L'index de notre système est constitué d'un champs pour l'identificateur de 
chaque document de la collection, un champs pour les concepts importants dans le 
document, un champs pour les concepts ajoutés et qui ont une relation sémantique 
avec les concepts importants, et un champs qui contient les concepts non important du 
document.  
 











Figure 4.10 : La représentation d'un document indexé 
4.6.5.1. Pondération des concepts  
Nous considérons, dans notre travail, que les concepts des documents ont une 
importance différente dépendante de leurs emplacement structurel. Un concept qui se 
trouve dans le titre principale du document est très important par rapport aux reste des 
concepts, et les concepts qui se trouvent dans les titres et les sous-titres des sections et 
sous sections sont important par rapport aux concepts qui se trouvent dans les 
paragraphes.   
Pour calculer le poids des concepts, nous utilisons une extension de la méthode 
TF-IDF en prenant en compte l'emplacement du concepts dans le document. La 
pondération du concept ne repose pas seulement sur la pondération locale et globale 
du terme, qui détermine la distribution du terme dans le document et dans la 
collection. Mais nous ajoutons aussi un facteur d'importance du concepts dans la 
structure du document.  
 Par conséquent, le poids d'un terme sera calculée comme suit [ABD 15] : 
Wi,d=TFi,d * IDFi,d * P 
Où : 
TFi,d  Représente la fréquence d'occurrence du concept Ci dans le document d 
IDFi,d (en anglais : Inverse Document Frequency) représente l'importance 
globale du concept dans la collection    
P:  Représente le poids d'importance du concepts.   
Document 
(Document ID ) 
(concepts très importants ) 
(concepts  Ajoutés ) 
(concepts des Paragraphes) 
Field(Nom/ Valeur) 
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4.6.5.2. Vecteur de concepts  
Dans notre travail, nous avons utilisé le modèle vectoriel pour représenter les 
concepts des documents, par un vecteur de poids. 
 Après la construction du vocabulaire de la collection et le calcule du poids de 
tous les concepts d'un document, le vecteur sera construit pour chaque document. Il 
est présenté comme suit : 
  di = (w1,i , w2,i , w3,i, ........., wn,i) 
où wk,i est le poids du concepts k dans le document di  
4.6.6. Appariement requête-documents  
Dans notre travail, nous avons utilisé la notion de champs pour fragmenter le 
document pendant l'indexation.  
Notre index inversé est composé de trois champs pour les concepts du document  
[ABD 14a] [ABD 15]: 
 Un champs pour  «concepts importants » qui sont les concepts importants du 
document. 
 un champs pour « concepts ajoutés» contient les concepts qui ont une relation 
sémantique avec les concepts importants ajouté à partir d'une ressource 
sémantique [ABD 14a] [ABD 15]. 
 Un champs pour «paragraphe» qui contient le reste des concept du document. 
  Dans ce travail nous avons utilisé la méthode de calcule de score d'un terme 
utilisé par le moteur de recherche Lucene de la fondation Apache26.  
Pour rechercher un concept d'une requête dans un document, nous utilisons un 
modèle simple basé sur la méthode de pertinence TF-IDF.  
Nous calculons le score pour tous les champs d'un document, puis nous 
calculons le score final par la somme des scores de les champs, comme suit: 
score(q,D)=  score(q,f importants)+  score(q,f ajoutés)+   score(q,f paragraphe) 
score(q,f)=  coord(q,f)  · queryNorm(q)  · ∑( tf(t in f)   idf(t)2  · norm(t,f). Boost(f)) 
ou:  
tf (t in f ) est la fréquence du terme t dans le de champ f du document; 
tf (t inf) = √ freq 
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idf (t) représente l'inverse de la fréquence de terme t dans la collection des 
documents; 
idf (t) = log ( numDocs / ( docFreq +1) ) + 1 
où numDocs représente le nombre total de documents dans le corpus, et 
docFreq, le nombre de documents qui contiennent le terme t. 
coord (q, f) est un facteur de score basé sur le nombre de termes de la requête 
contenue dans un champ spécifié; Un champ contenant plusieurs termes de la requête 
aura un score plus élevé 
coord (q, f) = tq / TQ 
tq : nombre de termes qui sont dans le champ. 
TQ : Nombre Totale  des termes de la requête  
 
queryNorm ( q ) est un facteur de normalisation de requête  
queryNorm(q) = 1 / √ (Σidf (t) ²) 
 
Norme (t, f) est utilisée pour normaliser la taille des champs (pour faire des 
champs comparables) un champ plus court aura un score plus élevé.norm ( t, f ) = 1 / 
√ ( nombre de termes dans le champ) 
 
Boost(f) est le facteur d'importance donné pour chaque champ f.  
 
4.6.7. Représentation de la requête  
Après que l'utilisateur a saisi sa requête, elle est analysée par notre système, par 
le même processus d'analyse des documents. Une phase d'analyse linguistique qui 
permit de purifier la requête et supprimer les mots intitules, suivi par une étape 
d'extraction des termes simples et composé.   
Notre système permit aussi l'expansion des termes de la requête en suggérant 
d'autres termes proches aux termes initial de la requête.  
Il existe plusieurs travaux d'expansion de requête initial, mais on peut les 
grouper en trois familles de travaux, les travaux qui utilisent la notion du feedback qui 
interagit avec l'utilisateur, la deuxième technique utilise une ontologie pour extraire 
de nouveaux termes. Et une troisième technique qui repose sur l'exploitation de 
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l'historique des moteurs de recherche en utilisant les termes déjà posés par d'autres 
utilisateurs. 
Dans notre travail on utilise deux méthodes, la première qui exploite une 
ontologie [BAZ 05], et une deuxième qui exploite les termes importants qui se 
trouvent dans les titres et les sous-titres titres des documents. 
4.6.7.1. Suggestion des termes à partir d'une ontologie               
Après l'extraction des termes simples et composés de la requête, ceux-ci sont 
projetés sur une ontologie afin de les désambigüiser et choisir les meilleurs concepts 
pour chaque terme. Cette étape de désambiguïsation est déjà expliqué précédemment. 
Après avoir choisi les meilleurs concepts, on extrait pour chacun d'eux, à partir 
d'une ontologie, tous les concepts qu'ils lui sont proches comme les synonymes, les 
hyperonymes, les hyponymes, les Meronymes et les Holonymes. Ces concepts seront 
ajoutés aux concept initiales de la requête 
Exemple   
La requête : "data base query" est composé de deux concepts :  data base et query. 
Après la désambiguïsation, les concepts extraits pour chaque concept sont .pour 
"query" : question, inquiry, enquiry, interrogation, questioning, inquiring 
Pour "data base":  information, info, list, listing  
Alors la nouvelle requête sera comme suit : data base, information, info, list, listing  
query question, inquiry, enquiry, interrogation, questioning, inquiring 
4.6.7.2. Suggestion des termes à partir des titres de documents  
La deuxième technique qu'on a développée dans notre système, est l'exploitation 
les concepts importants qui se trouvent dans les titres de documents.  
Nous allons créer une base de concepts extrait, et quand un nouveau utilisateur 
pose ça requête, on compare cette requête avec les titres et on lui propose les concepts 
d'un titre le plus proche.     
4.7. Conclusion  
Dans ce chapitre, nous avons proposé deux contributions principales, la première 
consiste à exploiter les titres et les sous-titres titres des documents afin de structurer 
ces derniers pour améliorer leur recherche en ne retournant qu'une partie et non pas 
tout le document. 
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La deuxième contribution, c'est la modélisation sémantique des titres et les sous-
titres titres de document en donnant une importance plus élevée à leurs concepts 
pendant la phase d'indexation pour avoir des résultats pertinents.     
Dans le chapitre suivant nous allons appliquer nos propositions, puis étudier les 
résultats expérimentaux. 






Expérimentation et évaluation 




5.1. Introduction  
Dans ce chapitre, nous présentons une mise en œuvre de nos contributions citées  
précédemment, afin de juger nos propositions et d'évaluer l'efficacité de notre système de 
recherche. Nous étudions les deux propositions principales de notre travail à savoir : 
 L'extraction des titres et les sous-titres titres qui se trouvent dans des documents 
non  structurés, puis la transformation de documents en format structurel. 
 La modélisation sémantique de la structure des documents afin d'améliorer la 
pertinence des résultats de recherche.  
Dans notre travail, nous avons utilisé deux corpus de documents pour implémenter notre 
système. Un corpus de thèses en format PDF, pour montrer l'importance de la structuration 
des documents dans la recherche. Et un deuxième corpus de la collection de documents en 
format XML ; INEX 2009, qui nous permet d'évaluer nos résultats en utilisant des requêtes 
proposées par cette compagne.  
5.2. Environnement Technologique 
5.2.1. Langage java  
Nous avons mis en place un prototype en utilisant le langage java afin de démontrer la 
faisabilité de nos contributions. JAVA développé dans les laboratoires de SUN 
Microsystems27, présente plusieurs avantages. La plate-forme JVM (Java Virtual Machine) 
peut effectuer le même code dans plusieurs environnements. Il est fourni gratuitement par Sun 
Microsystems. En termes de l'environnement de développement, nous avons utilisé Eclipse28. 
Java est choisi parce qu'il existe plusieurs API qui sont utiles dans notre travail. Ces API29 
seront décrites dans ce qui suit.     
5.2.2. iText 
iText30 est une API qui permet de créer, adapter, inspecter et entretenir les documents 
dans le format Portable Document Format (PDF). iText est utilisé par les développeurs Java, 
.NET31, et Android32 afin d'améliorer leurs applications qui traitent le document en format 
PDF. 
                                                 
27 https://www.oracle.com/sun/ 
28 https://eclipse.org/ 










Apache Lucene33 est une bibliothèque de logiciels de recherche d'information. Elle est 
une API libre et open-source, publiée sous la licence Apache Software. Lucene est devenue 
très populaire grâce à sa simplicité, l'API est utilisé par plusieurs application dans le web ou 
dans les logiciels bureautiques. 
5.2.4. Luke  
L'API Luke34 de la fondation apache, permet d'accéder aux indexes crées par Lucene. 












Figure 5.1 : Interface de l'API Luke 
5.2.5. POS Tagger 
 Pour  analyser syntaxiquement  le contenu textuel des documents, nous avons utilisé 
l’API Stanford POS Tagger35. Cette API permet de lire un texte et extraire des catégories 
grammaticales des mots comme les verbes, les noms, les adjectifs, les adverbes... etc.   
5.2.6. WordNet 
Nous avons utilisé l’API JWI36 (Java Wordnet Interface) qui permet d’accéder à la base 
de données de la ressource sémantique WordNet.  
                                                 
33 https://lucene.apache.org/core/ 
















Figure 5.2 : version bureautique de WordNet. 
5.2.7. WS4J   
WS4J 37 -- (WordNet similarité pour Java) fournit une API Java pour le calcul de 
similarité sémantique entres les termes. Celle-ci propose plusieurs métriques de calcule de 
similarité avec la version 3 de WordNet.   
5.2.8. XML SAX  
Afin d’analyser les documents XML, et extraire le contenu textuel, nous avons utilisé le 
parseur SAX de Xerces38.  
5.2.9. INEX_Eval  
L’API INEX_Eval39  permet d'évaluer les résultats de recherche de documents XML. 
Cette API est fourni par la compagne INEX avec une collection de documents XML et un 
ensemble de requêtes. INEX_eval permet d'évaluer les résultats retournés pour chaque 
requête, en les comparant avec le fichier de jugement de pertinence fourni par la compagne. 
5.3. Modélisation structurelle des documents PDF  
Pour la validation de notre approche, nous avons réalisé un prototype de recherche de 
documents, qui permet en première étape, l’extraction des titres à partir des documents qui 
sont des thèses en PDF, puis l’indexation et la recherche dans ces documents, en exploitant les 
titres extraits.  
Dans notre système, le résultat est un ensemble classé de parties pertinentes des 
documents, et qui comporte pour chaque partie : le titre général du document, le ou les titres 









des objets logiques du document correspondant à la requête avec numéro de la page où il se 
trouve, et les objets logiques (sections, paragraphes,) contenus.  
Par exemple : si on a comme requête : « recherche d’informations » on aura comme 









Figure 5.3 : une partie de résultat retourné 
Notre prototype utilise la plate-forme open source Lucene d’Apache, pour profiter de sa 
puissance dans l’indexation et la recherche dans les documents textuels.  
Nous avons comparé nos résultats avec les résultats du système de recherche thèses 







 Figure 5.4 : Interface du moteur de recherche de DOCINSA 
Pour la recherche d'une thèse dans ce site, on peut utiliser soit la recherche par année, 
par Auteur, ou bien une recherche avancée pour affiner les critères de recherche. La recherche 
avancée nous permet de choisir le type de document (thèses, ressources pédagogiques, ou 
publications scientifiques), de définir aussi les critères documentaires tels que, la recherche 
dans le titre, dans le résumé, l'auteur, la langue, l'année... etc. Ainsi de retrouver les 
documents avec accès libre ou restreint. 
 
 















Figure 5.5 : Fenêtre de Recherche avancée de DOCINSA 
Après le lancement d'une recherche, des documents seront retournés, on voit dans les 
résultats, l'auteur de la thèse, le titre, l'année de soutenance, le type d'accès  libre ou non), et 
des liens vers: le résumé de la thèse en français, la notice de la thèse qui est fenêtre de 
description des métadonnées de la thèse (titre, résumé en anglais et en français, domaine, 
auteur, date),...., lien vers droit d'utilisation, et un lien vers le texte intégrale qui permet de 












Figure 5.6: Une Notice d'une thèse dans DOCINSA. 
 
 





Pour une comparaison objective entre notre système et le système de DOCINSA, nous 
allons utiliser le même corpus, qui est l’ensemble de thèses déposé dans la base du système 
DOCINSA dans la période entre l’année 2009 et l’année 2013. [ABD 14b]. 
Pour récupérer ces thèses que nous utiliserons dans notre expérimentation, nous avons 
lancé une recherche de thèses dans le système (en précisant la période  (2009 - 2013), et en 
précisant aussi comme critères : les thèses en langue française, et les thèses qui sont en accès 
libre. Nous avons récupéré avec cette recherche 313 thèses en format PDF. dans tous les 
domaines couverts par ce système (dans le tableau qui suit, le nombre de thèses el leur 
domaine) :  
Domaine de thèses  Nombres de thèses Domaine de thèses  Nombres de thèses 
Biosciences 21 Chimie 2 
Electronique 42 Génie Industriel 7 
Energétique 13 Physique 2 
Environnement 22 Urbanisme 6 
Signal Images et 
Télécommunications 
33 Informatique 34 
Automatique 7 Matériaux 51 
Génie civil 17 Mécanique 56 
 Totale des thèses 313 
Tableau 5.1 : thèse extraite de DOCINSA. [ABD 14b] 
5.3.2. Evaluation de l’extraction 
Après la récupération des thèses, nous avons lancé, la fonction d’extraction de titres à 
partir de la table des matières, après avoir converti ces thèses vers le format texte en utilisant 










Nombre total de thèses. 313 
Nombre de thèses bien converties en format 
texte. 
295 
Pourcentage d’erreurs de conversion. 5,75% 
Nombre de table de matière bien extrait 287 
Pourcentage d’erreurs 8,30% 
Tableau 5.2 : Résultat d’évaluation de l’extraction des titres [ABD 14b]. 
Le nombre de thèses dont nous n’avons pas pu extraire la table des matières est 26. Ces 
échecs sont dus à des erreurs dans la phase de conversion. 
Comme le montre le tableau 2, 18 thèses n’ont pas pu être converties en totalité : la 
conversion s’est arrêtée après quelques pages (voir, n’a pas commencé), les 8 autres échecs 
sont causés par des erreurs de conversion du texte telle que la perte d’espaces séparateurs dans 
le texte extrait, comme nous l’avons déjà évoqué dans la section 4.1, où le titre « table des 
















Figure 5.7 : Exemple d'erreurs de l'extraction de texte à partir d'un PDF 
 




Finalement nous prenons en considération dans la phase d’indexation : 313 titres 
principaux de documents, 295 contenus textuels, et 287 hiérarchies de titres d’objet logique 
(titres de la table des matières).   
5.3.3. Transfert des Documents PDF en format XML  
Pour mieux indexer le fragment textuel de chaque document PDF, il faut transformer ces 













































Figure 5.9: Une partie d'un document XML générée à partir d'une thèse PDF 
 
5.3.4. Evaluation de la recherche 
5.3.4.1. Indexation  
Dans l'étape précédente nous avons extrait le texte à partir du document PDF puis 
modélisé sa structure logique sous forme d'un document XML. l'étape suivante consiste à 
indexer l'ensemble du document. à la phase d'indexation le document sera représenté sous 
forme de trois champs (Field en anglais). Le premier champ pour les termes du titre principale 




















Figure 5.10 : la phase de l'indexation. 
5.3.4.2. Recherche 
Afin de comparer les performances de notre système à celles du système de DOCINSA 
nous avons utilisé les deux requêtes suivantes comme exemple de teste :   
« WordNet »  et « recristalisation  alliage» [ABD 14b]. 
Pour la première requête « wordnet », le système DOCINSA ne retourne aucun 
document qui contient ce mot, tandis que notre système retourne 5 documents, dont 2 
contiennent une section qui parle de wordnet et dont le titre contient ce mot. Les 3 autres 
documents citent le mot sans qu’il se trouve dans le titre. Ceci montre que notre système 







Figure 5.11 : Résultats du moteur DOCINSA pour la requête : WordNet 
De plus, notre système retourne les fragments avec les titres d’objets logiques (chapitre, 
























Figure 5.12 : résultats de notre système pour la requête « wordnet ». 
En ce qui concerne la deuxième requête « recristalisation  alliage» , dans les deux 
systèmes on lance une requête avec l’opérateur logique OU « recristalisation OU alliage»    
c.-à-d. on demande aux deux systèmes de trouver des documents qui contiennent au minimum 
un mot parmi les mots de la requête. Notre système retourne 45 documents trouvés sur 313 
existants alors que le système DOCINSA retourne 12 documents, et le classement de 10 
premiers documents n’est pas le même : le chiffre entre parenthèse à la fin des titres rappelle 


























Figure 5.13 : Classement des 10 premiers résultats de DOCINSA 
Le tableau suivant montre le classement des 10 premiers documents dans notre système : 
le chiffre entre parenthèse à la fin des titres rappelle le classement de Doc’INSA  
1 Etude des épitaxies sélectives des alliages SiGe(C) pour électrode 
de base des transistors bipolaires performants (4) 
2 Simulation de réparation par soudage et billage ultrasonore 
d'un alliage à base Nickel ( 3) 
3 Influences mécaniques et métallurgiques de procédés haute 
température sur un alliage d'aluminium 6061-T6 (2) 
4 Etude des mécanismes de fissuration en fatigue et/ou 
fretting d'alliages Al-Cu-Li. (1) 
5 Caractérisation du couplage mécano-électrochimique en pointe de 
fissure lors de la fissuration assistée par corrosion (pas trouvé par 
DOC’INSA, pourtant pertinent) 
6 Caractérisation des films passifs pour la définition de nouveaux 
matériaux  application aux plaques bipolaires métalliques (10) 
7 Caractérisation de matériaux composite polyacide lactique-
bioverre pour application dans la réparation osseuse (pas trouvé par 
 








Tableau 5.3 : Classement des 10 premiers résultats de notre système [ABD 14b]. 
Nous remarquons que le classement fourni par le système de Doc’INSA diffère du 
classement fourni par notre système :   Après vérification par un expert humain, le sixième 
document trouvé par le système de doc’INSA n’est pas pertinent par rapport à la requête. En 
effet, son contenu ne contient aucun mot de la requête, sauf le résumé qui contient le mot « 
alliage », mais utilisé une seule fois dans un autre contexte. On peut considérer ce deuxième 
document comme un bruit.  
Notre système diminue le bruit dans les premiers résultats par rapport au système de 
DOCINSA. Dans son classement notre système prend en considération non seulement le titre 
principal mais aussi les titres des sections et le texte intégral du document.  En ce qui 
concerne les documents trouvés par notre système (tableau 6), ils sont tous pertinents, bien 
qu’ils ne contiennent pas dans leur titre principal un mot de la requête. 
On notera aussi, que le système de Doc’INSA retourne la totalité du document, alors que 
notre système retourne avec le titre principal, uniquement les titres et les contenus des objets 
logiques (section ou paragraphe), qui répondent à la requête. 
5.4. Evaluation de l'effet de la structure logique sur la recherche  
Dans la deuxième partie de notre travail, nous proposons un système de recherche 
d’information qui prend en compte la signification de la structure logique. Pour évaluer nos 
résultats, nous étions obligé de s'orienter vers une compagne d'évaluation, Parce que notre 
corpus de thèses en format PDF, ne nous permet pas de confirmer l'amélioration de résultats. 
Malgré les tests et les comparaisons avec le système de DOCINSA qui montrent les 
performances de notre système.  
Nous utilisons la compagne d'évaluation INEX (INitiative for the Evaluation off XML 
Retrieval), qui a été créer en 2002 et qui propose une collection de documents extrait page 
web en anglais de Wikipedia en format XML. INEX offre la possibilité aux chercheurs 
d'évaluer leurs méthodes et de comparer leurs résultats. 
DOC’INSA, pourtant pertinent) 
8 Elaboration de pseudosubstrats accordables en paramètre de maille 
à base de silicium mésoporeux pour l'hétéroépitaxie  (pas trouvé 
par DOC’INSA, pourtant pertinent) 
9 Systèmes hétérogènes lyophobes  Influence de la température et de 
la vitesse sur les cycles d intrusion extrusion forcées (8) 
10 Analyse du mouvement d'accessibilité au poste de conduite d'une 
automobile en vue de la simulation (pas trouvé par DOC’INSA, 
pourtant pertinent) 





Notre prototype est évalué sur la collection de documents du track ad-hoc de la 





















Figure 5.14 : Un document XML de INEX (titre : Hercule Poirot) 
Les documents contiennent des balises qui modélisent la structure logique, comme la 
balise <title> pour indiquer le titre principal du document, la balise  pour indiquer les 
sections,  pour sous section de niveau 1 (il existe 4 niveaux), la balise  pour indiquer un titre 
de section, et la balise  pour les paragraphes. Il contient d'autres balises qui représentent le 
format de texte, ou bien des liens vers d'autres pages Wikipédia. 
 




5.4.1.1. Modélisation des documents XML 
Il existe Dans les documents XML, du corpus INEX, deux types de balises qui 





















Figure 5.15 : Modélisation d’un document XML sous la forme d’un arbre  
Le premier type est constitué de balises nœuds, qui contiennent d'autres balises,  tandis 
que le deuxième type  est constitué de balises qui contiennent le texte. Dans notre travail nous 
avons essayé de modéliser cette structuration afin d'extraire le contenu textuel, mais en 
gardant leurs chemins dans la structure.      
La figure suivante montre une modélisation du document XML sous la forme d’un arbre 
de nœuds (La structure logique de document), où les relations structurelles entre les balises du 




Sec 3 Sec 1 Sec 2 
St P SS1 SS1 
St P SS2 P St SS2 
St SS3 SS3 
St p SS4 SS4 St 
St P St P 
Sec : Section.                     SS4 : Sous section4           St : Section titre      P : Paragraphe 
SS1: Sous section 1           SS2: Sous section 2           SS3: Sous section 3 
      Noeud                  Texte 




Le résultat de l'extraction de la structure logique de document XML est un ensemble de 
chemins où se trouvent les éléments textuelle du document. Ces chemins sont exploités 
pendant la phase d'indexation et la phase de recherche, pour trouver et retourner les éléments 
les plus pertinents du document par rapport aux besoins de l'utilisateur (Requête), au lieu de 





Figure 5.16 : Les chemins des nœuds textuels d'un document XML.  
5.4.1.2. Création d'un Identificateur  
Comme nous l'avons vu dans la figure(12) il existe une relation structurelle entre les 
sections. Pour sauvegarder ces relations nous avons proposé l'utilisation d'un identificateur 
spécifique, composé de 7 parties comme suit: 
 L'identificateur de document : C'est une valeur extraite de balise <id> du document. 
 Le classement de document dans la base documentaire. 
 Le numéro de section (Sec) : Le document XML peut en contenir plusieurs sections, 
dont chacune d'elles est indiquée  par un numéro. 
 Le numéro de la sous-section section (SS) et son niveau (x). Il existe 4 niveaux de 





Figure 5.17 : Structure d'un Identificateur 
5.4.2. Requêtes  
Pour évaluer notre prototype nous avons utilisée des requêtes (topics) proposées par 
INEX, La compagne a fourni avec la collection de 2009, 115 requêtes  (115 topics). Et un 
jugement de pertinence pour chaque requête. Chaque requête a un identificateur <id> qui 
détermine son numéro dans l'ensemble des topics, une balise <title> où se trouve le contenu 
textuel de la requête, une balise < castitle> qui décrit la structure de la requête, et des balises : 
Article/Title                                  Article/Body/Sec2/SS1/P 
Article/Body/Sec2/St                    Article/Body/S ec2/SS1/SS2/St 
Article/Body/Sec2/P                     Article/Body/Sec2/SS1/SS2/SS3/St 
Article/Body/Sec2/SS1/St            Article/Body/Sec2/SS1/SS2/SS3/SS4/St 
Article/Body/Sec2/SS1/P             Article/Body/Sec2/SS1/SS2/SS3/SS4/P 
Article/Body/Sec2/SS1/St            ............ 
 
ID de Doc Classement de Doc Sec SS 1 SS 2 SS 3 SS 4 
5700 2 1 1 1 2 9 















Figure 5.18 :  Exemple de requête extrait de INEX 2009 
 
Nobel prize applications bayesian networks 
bioinformatics 
best movie olive oil health benefit 
yoga exercise vitiligo pigment disorder cause treatment 
mean average precision reciprocal rank 
references precision recall proceedings 
journal 
native american indian wars against colonial 
americans 
chemists physicists scientists alchemists 
periodic table elements 
content based image retrieval 
opera singer italian spanish -soprano Voice over IP 
financial and social man made catastrophes 
adversity misfortune  
-"natural disaster" 
cycle road skill race 
election +victory australian labor party state 
council -federal 
rent buy home 
Tableau 5.4 : Partie de reqeute  de INEX 2009 
5.4.3. Evaluation de la recherche 
La compagne INEX fournie un ensemble de jeu de requêtes (topics) et pour chaque 
requête, des jugements de pertinences, qui seront utilisés pour évaluer nos résultats. 
<topic id="2009001" ct_no="186"> 
  <title>Nobel prize</title> 
  <castitle>//article[about(., Nobel prize)]</castitle> 
  <phrasetitle>"Nobel prize"</phrasetitle> 
  <description>information about Nobel prize</description> 
  <narrative>I need to prepare a presentation about the Nobel prize. 
Therefore, ....... 
...........  </narrative> 
</topic> 




  L’objectif  d’utilisation de cette collection, est celui de permettre l’utilisation de son 
outil d’évaluation : inex_eval ; qui permet de calculer la précision iP[x] dans des points de 
rappel x, où x = {0.00 ; 0,01 ; 0,02………… ; 100}    
Nous avons utilisée la tache Ad hoc d’INEX qui est considérée comme une simulation 
de l’utilisation d’une bibliothèque [HAR 10], quant aux métriques utilisées dans cette tâche 
elles sont :  
1. La précision interpolée selon quatre niveaux de rappel : [ ] 
          (  ∈ [ .   ,  .   ,  .   ,  ,  ]). 
2. La moyenne des précisions moyennes (AiP) interpolées selon 101 niveaux de rappel : 
MAiP. Elle est calculée comme suit : 
a. Pour une requête r la moyenne des précisions interpolées     qui mesure la 
performance globale,  est calculée selon les 101 niveaux de rappel ([0.00, 0.01, 
0.02………,1,00]] :     
AiP( r )=  
 
   
  ∑    [ ]   .   , .  ….., .    
Ou : iP[x] est la précision dans le point de rappel x 
b. La performance globale MAiP pour n requêtes est calculée comme suit :  
                                  MAiP= 
La campagne INEX utilise la précision interpolée 1 % de rappel (iP [0.01]] comme 
mesure officielle. Nos résultats, sont évalués avec l’outil d’évaluation inex_eval, sur la tache 
focused40. Les résultats (cf § 5.3) montrent une amélioration dans MAiP et aussi dans la 
précision, pour les premiers points de rappel (ip[0.01]), quand on exploite les titres avec le 
contenu dans la recherche d’information.  
L’évaluation dans INEX privilèges la précision au détriment du rappel, dont le 
classement est basé sur la mesure iP [0,01] : la précision dans le point 0,01 [MAT 12]   
Organisation iP[0.00] iP[0.01] iP[0.05] iP[0.10] MAiP 
Université de Waterloo  0.7657  0.6873 0.5700 0.4879 0.2071 
Institut Max-Planck d’Informatique 0.6804  0.6795 0.5807 0.5265 0.2967 
LIG Grenoble 0.7114  0.6665 0.5210 0.4216 0.1441 
Université de Lyon3 0.6664  0.6664 0.6139 0.5540 0.3065 
Université de Saint Etienne 0.6918  0.6640 0.5800 0.4986 0.2342 
 
Tableau 5.5 : Résultats officiels de la tâche Ad hoc d’INEX 2008 [HAR 10] 
                                                 
40 La sous tache « focused » est une tache ou le système RI doit trouver le meilleur élément ou passage 




 ∑    ( )   , ,……   





Dans notre expérimentation, nous essayons de montrer l’effet d’exploitation des titres de 
section dans la recherche d’information, ainsi donc nous avons créé un index qui contient trois 
champs (contenu, titre de section, et titre principal), puis nous avons lancé une recherche sur 
ces trois champs. Après nous avons comparé les résultats obtenus. 
Nous avons utilisé le model TF-IDF de Lucene. Ce model utilise un facteur de 
normalisation des champs, un champ est plus court aura un score plus élevé. Et comme il 
existe une grande différence de taille entre les champs (tableau 1), nous avons essayé de 
diminuer l’écart entre ces champs en modifiant ce facteur pour chaque champ : 
Après plusieurs essais, nous avons trouvé une valeur pour le facteur qui permet de 
donner de bonne résultats, la valeur du facteur est de : 5 pour le champ titre (5 est le résultat 
de la division de la taille du champ contenu sur la taille du champ titre principal : 37,6% / 
7,64%), et 10 (37,6%  /2,87%)  pour le champ titre de section  
Alors la formule de calcul de facteur de normalisation de champs se présente comme suit 
: le champ contenu, pas de changement :  
norm(t,f)=1 / √ (nbr terme dans  champ) 
Pour le champ Titre principal :   norm(t,f)=1 / (5* √ (nbr terme dans  champ)) 
Pour le champ Titres de section :   norm(t,f)=1 / (10* √ (nbr terme dans  champ)) 
5.4.3.1.1. Extraction des titres 
Dans le tableau suivant sont montré le nombre de termes dans chaque champ, ainsi que 
leur taille par rapport à la taille totale de l’index, sachant qu’il y a d’autres champs qui 
représentent le nom des fichiers et le chemin d’accès [ABD 14b].  
Le champ  Nombre de termes Pourcentage dans l’index 
Contenu 3 889 525  37,6% 
Titre principal    790 045 7,64% 
Titres de section     297 340 2,87% 
Tableau 5.6 : la taille de chaque champ dans l’index 
Il est à remarquer que le corpus contient moins de termes de titres de section par rapport 
aux termes de titre principal. 
Cela s'explique, par le fait que tous les documents du corpus ont un titre principal, mais 
beaucoup d’entre eux n’ont pas de titres de sections. 




5.4.3.1.2. Effet de Titres de sections sur la recherche   
Dans notre expérience, nous essayons de montrer l'effet des titres de sections dans la 
récupération de l'information, donc nous avons créé un indice qui contient trois champs 
(contenu, les titres de section et titre principal), et puis nous avons lancé la recherche sur ces 
trois domaines. 
Le tableau suivant montre les résultats obtenu, en lançant la recherche sur un seul ou sur 
plusieurs champs :  
 
Recherche dans le 
champ :   
iP[0.00] iP[0.01] iP[0.05] iP[0.10] MAiP 
Contenu seul 0.5267 0.5146 0.4575 0.4108 0.1678 
Titre principal  0.5642 0.5274 0.3842 0.2949 0.09925 
titres de section 0.3423 0.2979 0.2198 0.1787 0.06264 
Contenu et  titre 
principal 0.6266 0.5971 0.5195 0.4275 0.1577 
Contenu et  titres de 
section  0.5524 0.5425 0.4726 0.4291 0.1753 
Contenu et titre 
principal et titres 
des sections  
0.6090 0.5777 0.5157 0.4538 0.1772 
Tableau 5.7 : Résultat de la recherche d’information dans les champs d’index. 
Le tableau ci-dessus, montre les résultats, dans un, ou plusieurs champs d’index.  
Comme on a déjà parlé que les métriques officielles d’INEX sont : (iP[0.01]) qui représente la 
précision, et (MAiP) qui représente la performance globale [ABD 14a]. 
En comparant les différents résultats avec ceux de la recherche dans le champ contenu 
seul, on peut constater ce qui suit : 
 La recherche dans le titre principal seulement (le champ Titre principal), montre une 
amélioration, de (2,48 %) dans la précision (iP [0.01]], par rapport à la recherche dans 
le contenu. Mais une dégradation majeure dans le (MAiP), de (-41 %). 
 Mais la recherche dans les deux champs ensemble ; titre principal avec le contenu, 
améliore mieux la précision (+16,03%), mais n'améliore pas le MAiP, (-6,01%). 
 La recherche dans les titres de sections seulement (le champ titres de sections) dégrade 
la précision (-42,11), et le MAiP (-62,67%).   




 Mais la recherche, dans les titres de sections et dans le contenu ensemble, montre une 
amélioration dans la précision (+5,42), qui reste moins bonne que la précision de (titre 
principal + contenu : +16,103), et nous constatons aussi uns meilleure amélioration 
dans le MAiP (+4,46 %) 
 La recherche dans les trois champs donne une amélioration dans la précision 
(+12,26%) et un bon MAiP de (+5,60%) qui est légèrement moins bien que celui de 
(titres de section + contenu)     
Le tableau suivant résume la comparaison de différents résultats avec les résultats de 
recherche dans le champ (contenu seul) : 
Recherche dans le 





Contenu seul 0.5146 - 0.1678 - 
Titre principal  0.5274 +2,48%  0.09925 -41% 
titres de section 0.2979 -42,11 0.06264 -62,67% 
Contenu et  titre 
principal 0.5971 
+16.03% 0.1577 -6,01% 
Contenu et  titres de 
section  0.5425 
+5,42% 0.1753 +4,46% 
Contenu et titre 
principal et titres 
des sections  
0.5777 +12,26% 0.1772 +5,60% 
Tableau 5.8 : comparaison des résultats des champs avec le champ contenu 
Bilan : 
 La recherche en exploitant, le titre principal seul, ou les titres des sections 
n’améliore pas la recherche, il faut les exploiter en liaison avec le contenu des 
documents  
 On peut conclure que le titre principal donne une meilleure précision dans les 
premiers résultats. Tandis les titres de section améliorent la performance globale 
du système de recherche. 
Pour bien comprendre notre méthode, nous présentons les courbes de précision aux 
différents points de rappel, que nous avons obtenus comme résultats de nos expériences. 
La figure 1 ; montre que la recherche de document en exploitant leur titre principal 
donne une meilleure précision dans les premiers résultats retournés, mais elle devient 
légèrement moins bien quand à la recherche dans le contenu seul, à partir du point de rappel 
(0.20).  





Figure 5.19 : la précision aux différents points de rappel, pour la recherche dans  le 
contenu seul, et dans contenu +titre principal 
 
 
Figure 5.20 : la précision aux différents points de rappel, pour la recherche dans  le 
















































































































































Figure 5.21 : La précision aux différents points de rappel, pour la recherche dans le 
contenu seul, et dans contenu +titre principal+ titres de sections. 
Discussion. 
Le nombre de titres de section dans le corpus est trop faible (2,87 % de l’index), et il est 
plus petit que le nombre de titres principaux (7,64 %). On peut expliquer ça par le fait que 
tous les documents dans le corpus ont un titre principal, mais elles n’ont pas des titres de 
sections, pour plusieurs d'entre eux. [ABD 14a] 
Malgré ce taux faible, l’exploitation des titres de section dans la recherche 
d’information, montre une amélioration dans la précision et la performance globale de notre 
système (MAiP). 
5.5. Evaluation de la modélisation sémantique des documents 
Dans cette section, nous montrons l'effet de la modélisation sémantique de la structure 
logique des documents. Pour cela nous avons projeté dans une première étape les termes des 
titres et les sous-titres des sections sur une ressource sémantique ; WordNet, afin de trouver le 
meilleur concept qui représente le terme dans son contexte.  
Puis dans une deuxième étape, nous avons extrait de nouveaux concepts à partir de 
WordNet qui ont des relations sémantiques avec les concepts des titres, pour enrichir et 
augmenter le nombre de termes importants dans l'index. 
 Comme nous avons montré dans le tableau de la section (44.1) (tableau 7), le nombre 
des termes des titres principales et les titre de sections est très réduit par rapport aux termes du 
contenu des documents. Ce taux faible avait un effet sur la précision des résultats, comme 




















































































Pour combler ce problème nous avons ajouter d'autre concepts proches sémantiquement   
aux concepts titre. Nous avons ajouté à l'index deux nouveaux champs; le premier est pour les 
titres principaux étendus, et le second est pour les titres de section étendue. Le tableau suivant 
montre la comparaison des résultats de récupération obtenus à partir de chaque champ. 
Tableau 5.9: résultats de la recherche après l'extension des titres. 
Les résultats montrent une amélioration de la précision (iP [0,01]) et la précision 
moyenne (MAP) lors de l'ajout des termes sémantiquement proches des titres initiaux. 
Discussion  
Le nombre de titres de sections dans le corpus est trop faible (2,87 % de l'index), il est 
plus petit que le nombre de titres principaux (7,64 % de l'index). Nous pouvons expliquer cela 
par le fait que tous les documents dans le corpus ont un titre principal, mais beaucoup d'entre 
eux n'ont pas les titres des articles. Malgré ce faible taux, l'utilisation des titres de section dans 
la recherche d'information, montre une amélioration dans les résultats de précision. 
Nous voyons aussi que l'expansion de titres, améliore la précision l'iP (0,01) et la 
précision moyenne, malgré le faible nombre de synonymes ajoutés à ces titres, ce qui nous 
encourage à obtenir de bons résultats si l'on utilise un autre type de documents qui ont un 
nombre de titres et de sous-titres plus élevé comme dans les thèses scientifiques ou rapport 





Recherche dans le champ :   iP[0.00] iP[0.01] iP[0.05] iP[0.10] MAiP 
Contenu seul 0.5267 0.5146 0.4575 0.4108 0.1678 
Contenu & titre  principale 0.6266 0.5971 0.5195 0.4275 0.1577 
Contenu &  titre  principale 
enrichi 
0.6280 0.5900 0.5251 0.4424 0.1736 
Contenu & titres de sections  0.5524 0.5425 0.4726 0.4291 0.1753 
Contenu &  titres de sections  
enrichi 
0.5502 0.5408 0.4683 0.4283 0.1752 
Contenu &  titre  principale &   
titres de sections 
0.6090 0.5777 0.5157 0.4538 0.1772 





















Figure 5.22 : une partie du résultat d'évaluation. 
5.6. Conclusion  
Nous avons réalisé un prototype qui permet d’extraire les titres des documents, puis de 
l’utiliser dans les phases d’indexation et de la recherche d’informations. 
En comparant les résultats obtenus, quand on exploite les titres avec ceux réalisé sans 
obtient l'exploitation de titres, on constate que les résultats obtenus avec l’exploitation de 
titres sont meilleurs.  
 
<eval run-id="2009Run1" file="content_Title_TitleWithAll_0.07.txt"> 
num_ret  2009001 3000 
num_rel  2009001 22 
num_rel_ret 2009001 22 
ret_size 2009001 6921535 
rel_size 2009001 260694 
rel_ret_size 2009001 223933 
iP[0,00] 2009001 0.9869088603007792 
iP[0,01] 2009001 0.9869088603007792 
iP[0,05] 2009001 0.9869088603007792 
iP[0,10] 2009001 0.9366696191319752 
AiP  2009001 0.6741321925038539 
num_ret  2009002 3000 
num_rel  2009002 73 
num_rel_ret 2009002 61 
ret_size 2009002 7005697 
rel_size 2009002 308522 
rel_ret_size 2009002 205788 
iP[0,00] 2009002 0.3355130968472583 
iP[0,01] 2009002 0.3355130968472583 
iP[0,05] 2009002 0.3355130968472583 
iP[0,10] 2009002 0.05419853278885192 
AiP  2009002 0.05731176765770663 
num_ret  2009003 3000 
num_rel  2009003 72 
num_rel_ret 2009003 71 
ret_size 2009003 8987164 
rel_size 2009003 297306 
rel_ret_size 2009003 239360 













Avec les publications en ligne, le Web actuel est devenu une très grande source de 
documents numériques, souvent stockés sous les formats HTML, PDF ou DOC. Parmi les 
caractéristiques de ces documents, notons plus particulièrement leur structure logique, qui 
représente les composants des documents comme les chapitres, les sections, les paragraphes, 
le titre du document, les titres des chapitres, des sections, …etc. 
La structuration logique des documents est porteurs de sens, elle indique une bonne 
représentation du contenu. Pour cette raison nous avons fait attention particulière à cette 
représentation au cours du processus d'indexation et de recherche. 
Notre objectif est de permettre un accès pertinent aux documents numériques, et cela par 
l'extraction des parties les plus importantes de la structure des documents, particulièrement les 
titres et les sous-titres. Puis de présenter ces parties sous un format compréhensible par les 
machines et facile à le modéliser. 
Des expérimentations sur deux types de corpus ont été mené, pour montrer la faisabilité 
de nous contributions. Le premier corpus est un ensemble de thèse scientifique en format 
PDF. Nous avons modélisé ces documents pour extraire sa structure et la représenter en 
format XML. Puis nous avons proposé une méthode d'indexation qui a pris en compte cette 
structuration, pour retourner ensuite des parties pertinentes des documents pendant la phase de 
recherche.     
Un deuxième corpus de grande taille, qui est INEX 2009, est utilisé pour permettre une 
évaluation efficace de nos contributions. Le système d'évaluation d'INEX a montré une 
amélioration dans la précision et la performance globale MAiP quand on exploite les titres et 
la structure logique des documents. Ces résultats sont meilleur par rapport aux résultats 
obtenus en exploitant uniquement le contenu des documents. 
L'utilisation d'une ressource sémantique WordNet, pour désambiguïser le sens des 
termes, et calculer la similarité sémantique entre les concepts, a permis aussi d'améliorer les 
performances de notre système. 
   La première perspective à tirer de notre travail, c'est de concevoir et de créer une 
ontologie de domaine dédiée aux thèses scientifiques, pour permettre l'extraction d'autres 
métadonnées, à partir de la page de garde, comme par exemple le nom de l'auteur, de 
l'encadreur, des jurys.  
Une deuxième perspective c'est de proposer une méthode pour extraire les références et 
les citations des thèses, et de créer des liens et des relations avec les documents cités. 
Une troisième perspective est de perfectionner nos algorithmes d'indexation et de 
recherche sémantique, en utilisant la notion de concepts au lieu de termes. 




Nous pensons aussi à exploiter nos contributions sur des corpus de documents arabes et 
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