Abstract: Extending a method of D. Wolke [7] , we establish a general result on the large sieve with sparse sets S of moduli which are in a sense well-distributed in arithmetic progressions. We then apply our result to the case when S consists of sqares. In this case we obtain an estimate which improves a recent result by L. Zhao [8] .
Introduction
Throughout this paper, we reserve the symbols c, c i (i = 1, 2, ...) for absolute constants. Further, we suppose that (a n ) is a sequence of complex numbers and that Q, N ≥ 1. We set (1) S(α) := n≤N a n e(nα).
Bombieri's [1] classical large sieve inequality asserts that It is natural to ask whether (2) can be improved if the moduli q run over a sparse set S of natural numbers ≤ Q. In the sequel, let S be the cardinality of S. [3] considered the case when S consists of primes. Essentially, he proved that For the case when S consists of all primes p ≤ Q D. Wolke [7] found the estimate The classical form (2) of the large sieve implies only the bound
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which is weaker than (6) if
. Using the later Lemma 1, which gives a general large sieve bound, one can also show that (see [8] )
which is weaker than (6) if Q 1 ≪ N 1/2−ε . So (6) is sharper than both (7) and (8) 
The aim of the present paper is to establish a general large sieve bound for the case when S is a sparse set which is in a certain sense well-distributed in arithmetic progressions. To do so, we shall use an extension of the method developed in [7] . Our main result, the later Theorem 2, will imply Wolke's estimate (5) and a sharpened version of Zhao's estimate (6) . For the sake of its generality, the later Theorem 2 might have a number of other applications.
Statement of the results
In the sequel, for t ∈ AE let S t := {q ∈ AE : tq ∈ S} and S t := |S t |. We first give a general estimate for the sum in question in terms of the number of elements of S t in short segments of arithmetic progressions.
To simplify the estimate (9), we now set some natural conditions to the terms A t (u, k, l) with (k, l) = 1. We motivate these conditions by heuristic ideas.
Suppose that t ≤ √ N and 0 < u ≤ Q/t. If the set S t is nearly evenly distributed on the interval (M/t, (M + Q)/t], we would expect that
with C ≥ 1 not too large. If we, more generally, assume the set S t to be nearly evenly distributed in the residue classes mod k, we get
For many sets S t naturally appearing in arithmetic, the term on the right side of (10) will roughly give the correct order of magnitude, but in addition we have to take into consideration possible fluctuations on varying l. Therefore we multiply the right side of (10) by a non-negative constant δ t (k, l) depending on the residue class l mod k. Thus, our first condition to
should be roughly of the same size as A t (u, 1, 0), we may further assume that
which is our second condition.
Finally, we suppose that
, where we think of X as a quantity which is small compared with Q and N.
In the sections 3 and 4 we will examplify our heuristics by the cases when S consists of primes as well as of squares.
We shall later bound the right side of (9) by using the conditions (11), (12), (13). This shall lead us to the following
Using S t ≤ S for all t ∈ AE and t|r 1 ≪ r ε , we deduce from Theorem 2
Corollary: Let the conditions and assumptions of Theorem 2 be kept. Fix any ε > 0. Then,
This bound should be compared with Elliot's estimate (3) and conjecture (4) for the case when S consists of primes.
Employing Theorem 2 with S the set of squares lying in the interval (Q, 2Q], we shall later derive the following improvement of Zhao's bound (6) from Theorem 2.
The bound (15) is sharper than the three bounds (6), (7) and (8) if
3 Theorem 2 implies Wolke's bound (5) In this section we shall see that Theorem 2 contains Wolke's bound (5) as a special case. As in [7] , we assume that Q ≥ 10, N = Q 1+δ , 0 < δ < 1. Further, we choose M := 0 and S to be the set of all primes ≤ Q.
First we consider the case when t = 1. Then, by the Brun-Titchmarsh inequality (see [5] ), we have
For u ≥ kQ/ √ N the inequality (16), our assumption N = Q 1+δ and the prime number theorem yield
Thus, the condition (11) is satisfied if we set C := c 3 /(1 − δ) and δ 1 (k, l) := k/ϕ(k). Obviously, the condition (12) is also satisfied, and the condition (13) holds with X = c 4 log log Q (see [2] ). Now, we assume that t ≥ 2. Then, S t ≤ 1. Thus, the conditions (11), (12), (13) hold trivially with δ t (k, l) = 1 and C, X chosen as above.
Therefore, we can apply Theorem 2 to this situation. Taking into account S ≤ c 5 Q/ log Q by the prime number theorem, we obtain the bound (5) from (14). 2
Proof of Theorem 3
Next, we shall derive Theorem 3 from Theorem 2.
If Q 4 1 ≤ N, then (15) follows from (7) . In the following, we assume that Q First, we rewrite the sum in question in the form (17)
where S is the set of squares ≤ Q For the remaining sum we have
As previously, we define S t (Q) := {q ∈ AE : tq ∈ S(Q)} and S t (Q) := |S t (Q)|. We now determine the set S t (Q). Let t = p
be the prime number factorization of t. For i = 1, ..., n let
Then q = q 2 1 ∈ S is divisible by t iff q 1 is divisible by f t . Thus,
where
As previously, we suppose that k ∈ AE, l ∈ and (k, l) = 1, and define
Let δ t (k, l) be the number of solutions x mod k to the congruence
Then it is easily seen that the condition (11) with S t = S t (Q) holds true for all positive u ≤ Q/t and some absolute constant C ≥ 1. Clearly, (12) is also valid. The remaining task is to bound δ t (k, l). If (g t , k) > 1, then δ t (k, l) = 0 since k and l are supposed to be coprime. Therefore, we can assume that (g t , k) = 1. Let g mod k be the multiplicative inverse of g t mod k, i.e. gg t ≡ 1 mod k. Put l * = gl. Then (20) is equivalent to
Taking into account that (k, l * ) = 1, and using some elementary facts on the number of solutions of polynomial congruences modulo prime powers (see [6] , for example), we see that (21) has at most 2 solutions if k is a power of an odd prime and at most 4 solutions if k is a power of 2. From this it follows that for all k ∈ AE we have
where ω(k) is the number of distinct prime divisors of k. [2] ). Therefore, (13) holds with
Now we can apply Theorem 2. Combining (14), (19) and (22), and taking into account that Q ≥ √ N , we obtain
Next, we bound the function
Clearly, this function is multiplicative. If r is a prime power p v , then
Hence, for all r ∈ AE we have
Therefore, from (23), we obtain
Considering the cases QN ε ≤ N, N < QN ε ≤ N 1+ε and N 1+ε < QN ε separately, we see that the right-hand side of (24) is always bounded by ≤ c 9 (log log 10NQ)
Thus, we have
Combining this with (18), we obtain (15). 2
Counting Farey fractions in short intervals
Our later proof of Theorem 1 relies on the following variant of the large sieve, which follows immediately from Theorem 2.11 in [4] .
Lemma 1: Let (α r ) r∈AE be a sequence of real numbers and (a n ) n∈AE be a sequence of complex numbers. Define the trigonometrical polynomial S(α) as in (1) . Suppose that 0 < ∆ ≤ 1/2 and R ∈ AE. Put
where ||x|| denotes the distance of a real x to its closest integer. Then
In our situation, the sequence α 1 , ..., α R equals the sequence of Farey fractions a/q with q ∈ S, 1 ≤ a ≤ q and (a, q) = 1. For α ∈ Ê put
Then we have
The next lemma provides an estimate for P (α).
Then,
Proof: We adapt Wolke's method used to prove Lemma 1 in [7] . Let
Then, by Dirichlet's approximation theorem, α can be written in the form
For r ≤ τ we have
We first note that we can restrict ourselves to the case when
Furthermore, by (29), we have ∆ ≤ 1/(rτ ). Therefore this case can be reduced to the case |z| = ∆. Moreover, as P (α) = P (−α), we can choose z positive. So we can assume (30). Write
Then, obviously,
we have q(α − ∆) ≤ a ≤ q(α + ∆) or, by (28) and (30),
Thus, (36) implies ar − bq = m, m ∈ W i . If m = 0, then q = r since (a, q) = 1 = (b, r). Hence, For t ∈ AE write
Then from (38) it follows that (39)
By (31), (33) and (34), we get y i+1 −y i ≤ ∆Q/z. Thus, from (39), we obtain We are now in a position to prove our Theorems 1 and 2.
Proof of Theorem 1: Taking ∆ := 1/N, the result of Theorem 1 follows from Lemma 1, (25) and Lemma 2. ≤ c 13 log log 10r, we obtain the result of Theorem 2. 2
