Systemen, automaten en grammatica's by Stassen, H.G. & Levelt, W.J.M.
PDF hosted at the Radboud Repository of the Radboud University
Nijmegen
 
 
 
 
The following full text is a publisher's version.
 
 
For additional information about this publication click this link.
http://hdl.handle.net/2066/15433
 
 
 
Please be advised that this information was generated on 2018-07-07 and may be subject to
change.
4. Systemen, automaten Dr. ir. H.G. Stassen 
en grammatica’s* Prof. dr. W.J.M. Levelt
1. Systemen
1.1. Inleiding
Met de bestudering van steeds ingewikkelder vraag­
stukken,  o f  deze nu afkomstig zijn uit de fysica o f  
techniek;  de fysiologie, de biologie o f  de geneeskun­
de; de economie o f  de management ;  de psychologie 
o f  de sociologie, is er een groeiende tendens onts taan  
naar specialisatie in elk van de vakgebieden. Dit leidt 
enerzijds tot  een zeer diepgaande kennis in het o n ­
derhavige vakgebied, anderzijds brengt het met  zich 
mee een steeds moeilijker wordende communica t ie  
tussen de aldus gevormde specialisten. De noodzaak 
van deze communica t ie  is echter  met de veelal sterk 
multidisciplinair gerichte vraagstukken van steeds 
groter  wordend belang. Een algemeen sys teem theo­
retische aanpak beoogt  deze multidisciplinaire bena­
dering mogelijk te maken,  immers, bij elk weten­
schappelijk onderzoek  kan men steeds een drietal 
belangrijke fasen herkennen.
— Het bestuderen en formuleren van het probleem 
in de werkeli jkheid;  dit  leidt tot  het opstellen van 
een model.
— Het ui twerken van het model;  het  nagaan hoe het 
model zich gedraagt;  en het onderzoeken  voor welke 
invloeden e n /o f  factoren het model  gevoelig is, zodat  
het model  een voorspellende waarde verkrijgt.
— Het interpreteren en vertalen van de modelresul-  
taten naar de werkelijkheid.
De systeemtheorie  kan voor zeer veel vakgebieden 
worden beschouwd als een universeel gereedschap
— een hulpwetenschap — die het mogelijk maakt  
op systematische w'ijze problemen te formuleren,  en 
te helpen oplossen. Alvorens in te gaan op wat men 
mag verwachten als bijdrage van de systeemtheorie  
in de psychonomie ,  is het noodzakeli jk  eerst een 
aanvaardbare definitie van een systeem te geven. Dit 
is geenszins eenvoudig daar bij alle in de l i tera tuur  
gegeven definities wel aan een specifieke discipline
wordt  gedacht.  Heel algemeen kan gesteld worden 
dat een systeem een deel van de werkelijkheid is, 
afgezonderd van zijn omgeving, en daarmee al dan 
niet relaties onderhoudende .  De omgeving kan daar­
bij het systeem beïnvloeden en vice versa het systeem 
de omgeving. De keuze van de systeemgrenzen zijn 
daarbij volledig arbitrair,  zij worden bepaald door  het 
door  de onderzoeker  gestelde doel. De systeemtheorie  
kan nu de volgende bijdragen, van belang bij de m o ­
delvorming, opleveren.
— Methoden om systemen van zeer u i teenlopende  
aard op overeenkomstige wijze doo r  middel van m o ­
dellen te beschrijven, en dus het herkennen  van ana­
logieën.
— Methoden voor de analyse en identificatie van 
systemen en voor de bestudering van de wisselwer­
king tussen systeem en omgeving.
— Classificatie van systemen,  van de wisselwerking 
tussen systeem en omgeving, alsmede de definiëring 
van de daarbij behorende  eigenschappen.
Opgemerkt  dient  te worden  dat de systeemtheorie  
van groot  nut is bij het  opstellen van modellen.  Uit 
deze modellen,  gebaseerd op ingangs-uitgangsbetrek- 
kingen kan veel inzicht verwacht  worden ten aanzien 
van de s t ruc tuur  en het  dynamisch gedrag van het te 
onderzoeken  systeem.
1.2. Algemene systeembeschrijving
Een nadere precisering van het  begrip systeem kan 
als volgt worden gegeven. Een systeem is een ten aan­
zien van zijn omgeving afgezonderd gedacht geheel , 
waarbinnen een zekere ordening heerst, en dat even­
tueel een zekere wisselwerking m et  zijn omgeving 
onderhoudt.
De wisselwerking tussen een systeem en zijn omge-
* De sam enva t t ing  over de sys teemleer  is geschreven d o o r
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ving kom t tot  uiting in de zogenaamde ingangsgroot- 
heden en ui tgangsgrootheden;  de omgeving be ïn ­
vloedt het systeem door  ingangsgrootheden, terwijl 
het systeem op zijn beurt  de omgeving beïnvloedt  
door  uitgangsgrootheden. Worden de grootheden  als 
functie van de tijd bestudeerd,  dan worden deze 
meestal als signalen aangeduid.  De ingangssignalen 
worden onderverdeeld in stoorsignalen, de niet be ïn ­
vloedbare, en stuursignalen, de wel beïnvloedbare 
signalen. De meest gebruikelijke nom enc la tuu r  op 
het gebied van de systeemtheorie  kent aan de s tuur­
signalen. aan de stoorsignalen en aan de uitgangssig­
nalen respectievelijk de notat ies uit), v{t)  en y ( t )  
toe.
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Figiair 1. Een voorbeeld van een systeem met stuursig?iaal 
u(t), stoorsignaal v(t), uitgangssignaal y( t )  en beginconditie 
y ( t0). De in de figuur gebruikte notatie is in de systeemtheo 
rie de meest gangbare.
Een systeem kan nu worden voorgesteld (figuur 1) 
als een blok met ingangssignalen u(t)  en v(i) en met 
uitgangssignaal y( t ) :  tussen uitgangssignaal y ( t )  ener­
zijds en ingangssignalen u(t)  en v(/) anderzijds be­
staat een vast verband,  hetwelk de basis vormt voor 
de classificatie van systemen. De b eg in co n d i t i ey { t 0 ) 
(de condit ie  waarin het systeem zich bevindt voor­
dat het  ingangssignaal is aangeboden)  w ord t  aan het 
uitgangssignaal y ( t )  tenslot te  toegevoegd.
Een in dit kader  van dit  boek belangrijke groep 
systemen is de groep van causale systemen;  hier­
onder  word t  verstaan de groep van systemen,  waar­
van het uitgangssignaal het  gevolg is van een aange­
boden ingangssignaal. Het uitgangssignaal word t  dan 
de responsie van het systeem genoemd.
1.3. Signaalbeschrijving
Zonder  verlies aan algemeenheid kan het beschrijven 
van systemen worden teruggebracht  tot  het  beschrij­
ven van signalen en het bepalen van hun onderlinge 
relaties. Immers  het  ingangssignaal aangeboden aan
het systeem wordt  hierdoor  omgezet  in een ui t­
gangssignaal; het systeem voert een operatie  op het
signaal uit. Het is derhalve noodzakeli jk eerst op 
de beschrijving van de verschillende signaaltypen in 
te gaan.
1.3.1. Indeling van signalen
De wijze waarop signalen kunnen worden beschreven 
zal van geval to t  geval sterk verschillen, deze is sterk 
afhankelijk van de eigenschappen van het  signaal 
waarin men geïnteresseerd is. Een indeling naar hun 
specifieke eigenschappen kan als volgt gegeven wor­
den.
— Deterministisch versus niet-deterministisch o f  sto­
chastisch'. Een deterministisch signaal x ( t )  is een 
functie waarvan de groot te  voor elke waarde van t 
eenduidig is vastgelcgd. Een niet-deterministisch o f  
stochastisch signaal x ( f )  is een signaal waarvoor een 
dergelijke eenduidige relatie niet bestaat;  van dit sig­
naal type kunnen  slechts statistische eigenschappen 
worden gegeven, zoals de verdelingsdichtheidsfunc- 
ties o f  de daaruit  afgeleide m om en ten  (de notat ie  
x(t)  du idt  op een stochastisch signaal, het  signaal 
x( t )  is deterministisch) (figuur 2 ).
Figuur 2. Een voorbeeld van een deterministisch en een 
stochastisch signaal.
— Continu versus bemonsterd : In het  geval van een 
continu signaal is het  signaal voor alle waarden van t 
gedefinieerd; voor dat van een bemonsterd signaal 
is het  alleen voor  zekere t i jdstippen gedefinieerd 
(figuur 3).
— Analoog  versus gekwantiseercl en binair: Een sig­
naal wordt  analoog genoemd als de ampl i tude  van 
het signaal op een zeker interval in principe een o n ­
eindig aantal  waarden kan aannemen.  Een signaal 
wordt  gekwantiseerd  genoemd als de ampl i tude  op 
een zeker interval slechts een eindig aantal waarden
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kan aannemen.  In het  bijzondere geval dat  het sig- 
naai twee waarden kan aannemen word t  het  signaal 
binair genoemd (figuur 3).
Figuur 5. Enkele voorbeelden van veel gebruikte determinis­
tische signalen.
sinusvormig sprongvormig
t0 — I
eenparig stijgend
‘o — t
impuls vormig
continu bemonsterd
van zal blijken bij de behandeling van de belangrijk­
ste groep systemen, namelijk de lineaire systemen. 
Voor  deze klasse van systemen geldt dat  de respon­
sie op de som van een aantal ingangssignalen gelijk 
is aan de som van de responsies van het  systeem op 
elk van deze ingangssignalen afzonderli jk.  Dit houd t  
dus in dat  indien de responsies van een systeem op 
de deelsignalen bekend zijn de responsie van elk 
willekeurig determinist isch signaal doo r  sommatie  te
Figuur 3. Indeling van signalen; in dit voorbeeld zijn de 
signalen om een gemiddelde nul getekend.
-  Periodiek en niet-periodiek: Een signaal x( t )  is 
periodiek  met  een eindige periode T indien geldt dat 
x( t )= x ( t+ T )  voor alle t (figuur 4). Een niet-periodiek 
signaal voldoet  hier niet aan; het  signaal kan worden 
opgevat als een periodiek signaal met  een oneindig 
grote periode T.
* ( t )
t I----1
t I
J----\rI
I----1I ■ 
1-------
niet - periodiek signaal 
periodiek signaal
I_______
I I I ii__ ) t
Figuur 4. Voorbeeld van een periodiek en een niet-periodiek 
signaal.
1.3.2. Signaalontbinding in deelsignalen: de fourier- 
reeks
In het  kader  van deze paragraaf  is een onderscheid 
in determinist isch en stochastisch het belangrijkst.  
De beschrijving van determinist ische signalen kan 
immers eenvoudig als functie van de tijd geschieden; 
veel w ord t  gebruik gemaakt  van sinusvormige, sprong- 
vormige, éénparig stijgende o f  impulsvormige signa­
len (figuur 5). Nu kan elk determinis t isch signaal 
worden  benaderd  door  de som van een eindig o f  o n ­
eindig aantal deelsignalen (figuur 6 a). Het nut  hier-
signool x ( t ) 
i
benadering x ( t )
x ( t )
vers ch ils ignaa l = x ( t ) - x ( t )
—  *  --------------------------------------------------
definieer c r ite r ium  J ( c  c .........c )
U N
minimaliseer naar c. : 7 7 - J ( c  ,c .......c )
k d c k 0 1 N
model van x( t )  
X ( t ) = j  C u (t )
k=o k K
•*  U  -
minimaliseer
cr ite r ium
sfcJ(V S .V
bepool c0.c i ........cN
bepool co,ci , . .  .cn
Figuur 6. Het ontbinden in deelsignalen.
verkrijgen is. Het on tb inden  van een signaal in deel­
signalen kan ook  gezien worden  als het  opstellen 
van een model  van het signaal, waarvan na bepaling 
van de s t ruc tuur  van de deelsignalen een aantal  o n ­
bekende parameters  m oe t  worden  bepaald  (figuur 
6b). De procedure  voor  de signaalontbinding ver­
loopt  als volgt. Veronders te l  dat  het  signaal x( t )  kan 
worden benaderd  doo r  de som x ( t )  van een aantal 
vooraf  gekozen deelsignalen u( t )? elk voorzien van 
een coëfficiënt ck waarvan de g roo t te  onbekend  is:
N
x( t )  =  2  ck uk {t).
k=0
[1]
Veronderstel  verder dat  geëist w ord t  dat  de benade­
ring op het tijdsinterval ,/2 ] volgens onders taande  
criteriumfunctie J  word t  bereikt:
J=J x ( t ) -  x{ t )  IPw(t)  dt. [2 ]
De benadering x( t )  van x( t )  word t  optimaal  genoemd 
indien het  cr i terium J  voor x ( t )  een minimum  be-
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reikt. De in het  cr i ter ium voorkom ende  functie w(t)  
wordt  een weegfunctie  genoemd: de vorm van deze 
functie bepaalt  welk deel van het verschilsignaal 
x ( t ) —x(t )  op het beschouwde interval [ t x, t 2 ] wordt  
meegewogen. De in het cri terium voorkom ende  ex­
ponent  bepaalt  de bijdrage van het verschilsignaal op 
de cri ter iumwaarde.  In verband met  de eenvoud van 
de mathemat ische  afleidingen wordt  in de prakti jk 
bijna altijd p = 2 gekozen, dat  wil zeggen dat  met een 
kwadratisch criterium word t  gewerkt.  De optimale 
benadering x(t)  van .\'(r) word t  nu verkregen door  de 
partiële afgeleiden van J naar elk van de parameters  
ck gelijk aan nul te stellen, er volgt dan:
t
[*(/)  -  i:
/=0
CiUf (/)] uk ( t )w(t)d t  =  0 ;
k=0,\,. . . ,N. [3]
Uit de normaalvergelijkingen [3] kunnen  in principe 
de coëfficiënten ck worden opgelost.  Veel reken­
werk kan voorkom en  worden doo r  een verstandige 
keuze voor  uk (t)  en w(r) te doen,  en wel een zo­
danige dat  geldt:
t
t
ƒ  uk ( t)Uf ( t )w { t )d t  =  0 voor k =£ / ; 
1 =  d k voor k =  l >
[4]
waarin d k een constante  is. Uit de normaalvergelij 
kingen volgt dan direct  dat  geldt:
1
t
?k =
di. t
ƒ  x( t )  uk (t) w( t )  dt. [5]
Funct ies  uk {t) waarvoor vergelijking [4] geldt,  met 
vv(f)=l ,  worden  orthogonaal op het interval [ t \ , t2 \ 
genoemd.
Er zijn vele functies die aan deze eisen kunnen  
voldoen, doch  de meest  toegepaste on tb ind ing  in 
deelsignalen is ongetwijfeld de ontwikkel ing in de 
zogenaamde fourierreeks. Deze reeks is gebaseerd 
op t r igonometr ische functies: de sinus en cosinus. 
Stel nu dat een gegeven signaal x( t )  op het eindige 
tijdsinterval U o . io+ T ’] w ord t  benaderd  d o o r  x(t),  
dan geldt voor de fourierreeks:
oo
.v(/) =  2  [ak coskcot-\~bk smkcjJt ]
k -  o
[6]
waarin cj =  2it/T. Uitwerking van de geschetste
procedure  levert voor  p = 2 , vv(r )= 1 
= ak c o s k u t + b k s'mkcot:
en ck uk (ty=
a o = 1
T
tn +T
x( t )  dt,
t
J 1 ƒ  x(r)  coskiot d t  voor k= 1,2 , 
T
/ „ t r
ak =
t0 + T
bk =  — ƒ  x( t )  sinkcot d t  voor k = \ ,2 , ... 
T tn
[7]
Met de aldus bepaalde coëfficiënten ak en b k kan de 
fourierreeksontwikkeling [6 ] worden uitgewerkt.  
Zonder  in te gaan op de bewijsvoering kunnen  o n ­
derstaande eigenschappen van de fourierreeks wor­
den afgeleid.
— De coëfficiënten ak en bk zijn alleen afhankelijk 
van k.
— In de keuze van het interval Uo.fo +  71 is het  be- 
gintijdstip to niet van belang.
— Uitbreiding van de benadering x N (t),  gebaseerd 
op de sommatie  van N  termen,  to t  x N+ , (t) leidt to t  
een lagere cr i ter iumwaarde,  dus JN + l < J N.
— De benadering x N (t) zal voor N~+°° een exacte 
weergave van de te beschrijven functie x( t )  geven, 
dus geldt lim JN=  0 en lim x N (ty=x(t).
N N °°
De volgens formule [6 ] gegeven four ierreeksontwik­
keling wordt  in de l i teratuur vaak anders weergege­
ven. Zo kan men, ui tgaande van de formules van 
Euler,
coscot  =  i ( e /u)/ + e ~ ,u>t)\ s incj t =  -— (eJUJt —e~^ u)t),
21 [8]
de complexe vorm van de fourierreeksontwikkeling  
afleiden. Dit leidt tot:
00
x( t )  =  2  r , e
k  =  -
met üo=2 tt/T, [9]
OO
r,. = ]
T !
t o + T
x( t )  e~jkojt dt, k=0 , ± 1,±2 , . . . , [10]
waarin de coëfficiënten rk als volgt zijn gedefinieerd.
'0  =  a0 , 
r k  =  i  (a k  - i b k ) ,  
k  =  ï  («A- +jt>k  ) .
k — 1(V 1  ^ j  • • • 5 
* = 1,2 ,...
[11]
Eveneens w ord t  vaak de nota t ie  volgens [12] en [13] 
gebruikt:
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o o
x(t)  =  A o +  2  A k cos(k(jOt-(pk ),
k = 1
[ 1 2 ]
00 =  0 ,
A k =  y /a k 2 + b k 2' , <pk = arctg bk /ak
[13]
De termen van de fourierreeksontwikkeling [13] 
dienen opgevat te worden als sinusvormige deelsig- 
nalen met  radiaalfrequentie  koj, ampl i tude  A k en 
faseverschuiving <pk . Vaak worden de g roo theden  A k 
en (pk als functie van de radiaalfrequentie  ku> uitge­
zet, tezamen vormen zij het spectrum  van het signaal 
x(t) .  Voor  periodieke signalen, en dus eindige perio- 
deti jden T, zal dit  spectrum alleen voor  radiaal- 
frequenties  k(jj=k2n/T  bestaan: een dergelijk spec­
t rum  heet  een lijnenspectrum. Afbeelding van de 
am pl i tudem aa t  rk , en dus van I rk I en arg rk , resul­
teert  in een lijnenamplitudespectrum en een lijnen- 
fasespectrum.
Tenslot te  dient nog één belangrijke eigenschap, het 
theorema van Parceval voor de fourierreeksontwik­
keling, genoemd te worden.  Dit theorema is direct af 
te leiden uit de betrekkingen [6 ] tot  en met  [13]. 
Het luidt:
T
tn + T
t
.v2 ( t)dt  = a l +  2  \  (ak +  b \ )
k- 1
waarin de grootheid X(v)  de fouriergetransformeerde 
van x( t )  wordt  genoemd. Evenals bij de complexe 
fourierreeks, kan ook  hier een afbeelding van \X(v)\  
en arg X(v)  als functie  van de frequentie  v worden 
gegeven. Dit spectrum is nu een amplitudedichtheids-  
spectrum , immers:
-  bij de overgang van T^°° komen de lijnen, op af­
stand 27r/7\  van het l i jnenspectrum van ck oneindig 
dicht bij elkaar te liggen:
-  de dimensie van X{v)  zal niet langer die van ampli­
tude zijn zoals bij ck , doch  zal nu die van ampli tude-  
dichtheid zijn, een ampli tude per frequentie:  
X (v )= ck T=Ck/v.
De hier gedefinieerde four ier t ransformatie  kan ook 
nu weer gezien worden als het  on tb inden  in sinus­
vormige deelsignalen van het niet-periodieke signaal
Zeer veel oplossingsmethodieken in de signaal- en 
systeemtheorie  maken gebruik van deze t ransforma­
ties. De oorspronkelijke functie  o f  origineelfunctie 
wordt  daarbij via een éénduidige relatie omgezet  in 
een beeldfunctie  o f  getransformeerde : m en  spreekt 
van het  t ransformeren van het ene domein  naar het 
andere.  Zo word t  het domein  van x( t )  het  tijdsdo­
mein genoemd en dat van X(v)  het frequentiedo­
mein. Van elke beeldfunctie  kan nu ook  weer het 
origineel bepaald worden,  men noem t  dit de terug­
transformatie. Er geldt:
oo
rk
2 _= A l +  ï  \ A \ .
OO k= i
[14]
Dit theorema geeft aan dat het gemiddelde van het 
kwadraat  van x( t )  over het beschouwde interval ge­
lijk is aan de som van de kwadra ten  van de fourier- 
coëfficiënten,  in feite moet  dit theorema dus als een 
vermogensbalans worden beschouwd.
1.3.3. De fourier- en laplacetransformatie 
Uitgaande van de complexe four ie r reeksontwikke­
ling [9] en [10] kan nu het tijdsinterval [/‘o ^ o + ^ l  
worden uitgebreid tot  een oneindig groot  interval 
[—00,00] d o o r  voor  t 0=—\ T  te kiezen, en vervolgens 
T-*°° te laten gaan. Eenvoudig valt a f  te leiden dat:
* ( / ) =  /  X (v )e '2’nJtd v ,
---  OO
[15]
CO
X(v)  = x ( t)  e~'2l,v' d t , [16]
fouriertransformatie:
+ OO
F { x ( t ) } =  X(v) = d t , [16]
OO
fourier terugtransformatie :
+ OO
F - l { X ( v ) }  =  x ( t ) =  ƒ  X (v )e i2,n"dv [15]
00
Het belang van een dergelijke t ransformatie  kom t  
uit onders taande  pun ten  naar voren.
— Transformatie ,  o f  on tb ind ing  in deelsignalen, geeft 
vaak een beter  inzicht in de eigenschappen van de 
origineelfunctie.
— Bepaalde gecompliceerde bewerkingen,  zoals het 
oplossen van integraalvergelijkingen kunnen  na trans­
formatie zeer eenvoudig in het nieuw verkregen d o ­
mein worden berekend;  ondanks  het feit dat  nu
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Figuur 7. Toepassing van de fouriertransformatie ter vereen­
voudiging van bepaalde mathematische bewerkingen.
echter  een transformatie  en de terugtransformatie  
als extra  moet  worden uitgevoerd kan het  vaak lo­
nend zijn (figuur 7) om toch van deze t ransforma­
ties gebruik te maken.
Van groot  belang zal zijn om na te gaan voor welke 
functies een fouriergetransformeerde bestaat ,  im­
mers de integralen [15] en [16] zullen m o e ten  con­
vergeren. Zonder  in te gaan op het bewijs kan gesteld 
worden dat  een voldoende,  doch  geen noodzakeli jke 
voorwaarde hiervoor is dat  de functie x( t )  absoluut  
integreerbaar is, dus:
. +  co
A‘ ( / ) | d t  <  oo [17]
De klasse toelaatbare functies is als gevolg van deze 
eis dus beperk t  tot  de normale functies. Een groot 
aantal  belangrijke functies,  zoals x { t ) = e at met a > 0 , 
zal nu op grond van [17] geen fouriergetransformeer­
de bezi t ten.  Dit kan worden vermeden doo r  niet de 
functie x ( t )  zelf, doch de functie e~ Xix ( t ) ,  met  X 
een reële constante ,  te t ransformeren.  Voor  het  ge­
val dat  x( t )  niet  convergeert  voor  t-*°° maar wel 
sterk convergeert  voor ~, kan nu d o o r  een ver­
standige keuze van de factor  e~xt de integraal voor 
/-*» to t  convergentie worden  gedwongen,  en wel zo 
dat  deze voor t-*— ~ nog juist  convergent  blijft. 
Door  het  invoeren van de complexe  grootheid  s, de 
complexe frequentie  genoemd,  s=X+/27ti*=X+/co 
volgt dan direct  uit  [16] en [15]:
L u { x ( t ) } = X n (s) =  ƒ  x ( t ) e - Me - i 2™'dt =
OO
= ƒ  x ( t ) e ~ sld t  , [18]
CJO
oo
L n { ^ n * » }  = x ( t )  =  ex'
oo
x n (s)e
x+j'
1
X n (s)estds. [19]
Deze nieuw gedefinieerde transformatie  word t  de 
dubbelzijdige laplacetransformatie genoemd. De hier­
bij ge ïn t roduceerde  convergentieafdwingende factor
e~ xt is echter  alleen effectief  op één van de beide 
intervallen t > 0 o f  / < 0 , terwijl op het  andere interval 
juist  een divergerende werking van deze factor  u i t ­
gaat, met  andere woorden  alleen functies die der­
mate sterk convergeren voor f->—00 dat zelfs na toe­
voeging van de factor  e~ x t , met  X>0, de convergen­
tie niet teniet  w ord t  gedaan, zullen de dubbelzijdige 
laplacetransformatie  bezit ten.  Er zijn maar  weinig 
functies die hieraan voldoen,  echter  een zeer belang­
rijke klasse die wel hieraan voldoet  is die van de en- 
kelzijdige functies, dus die functies die nul zijn voor 
K 0 .  Bij deze functies zal nu de invloed van e~xt gun­
stig zijn voor  / > 0 , terwijl de integraal toch  gelijk is 
aan nul voor t < 0. Aldus on ts taa t  de enkelzijdige 
laplace-transformatie.
OO
L { x ( i ) } =  X ( s ) =  J x ( t ) e - s,d t ,
0 A+h
[20]
{ * ( * ) }  =  * ( / )  =
1 ƒ  X(s)es,ds: [21]
Een voldoende voorwaarde voor de klasse functies 
waarvan de enkelzijdige laplacetransformatie  bestaat  
is da t  deze functies normaal en exponentieel van de 
orde q voor  t > t m m oe ten  zijn, zodat  dus geldt 
I x ( t > t m ) |  ^  Meqt, waarin M  en tm willekeurige ein­
dige cons tan ten  zijn.
Analoog aan de beschouwing van de fourierreeks en 
four ier t ransformatie  kan ook  hier weer de laplace­
transformatie  worden  gezien als een ontwikkel ing  in 
deelsignalen, zij het  dat  deze nu niet sinusvormig 
zijn, doch  dat het  hier opslingerende sinussen be­
treft;  deze opslingering w ord t  veroorzaakt  doo r  de 
factor  ex t .
T ot  nog toe is alleen de signaalbeschrijving van con­
tinue signalen aan de orde geweest,  de toepassing 
van digitale rekenmachines  legt echter  een steeds 
groter  w ordend  accent  op de bem ons te rde  signalen. 
De behandel ing van bem ons te rde  signalen in de sys­
teemtheor ie  is principieel niet anders dan die van de 
con t inue ;  de au tom aten theo r ie  sluit hier direct  bij 
aan. Daar de bem ons te rde  signalen alleen op  zekere 
t i jdst ippen zijn gedefinieerd,  kan de laplacetransfor­
matie  zonder  meer  niet op een dergelijke getallen­
reeks worden  toegepast.  Een gemodificeerde versie 
van de laplacetransformatie ,  welke bekend  staat  als 
de Z-transformatie,  is speciaal gericht op  de behan-
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Tabel 1. Transformatie-eigenschappen.
eigenschap fourier trans formatie enkelzijdige
laplacetransformatie
transformatie
terugtransformatie
OO
F{x(/)}=Z(y) = ƒ x i ty -V ™ 'd t
—  OO
OO
f - ‘ {X (i ')}=x(i)=  ƒ X(v)ei2nv,dv
OO
OO
L {x(t)}=X<s)=f x(t)e-s,dt
i \+ /~
A -‘ {X (s)}= .v(/)= r1 . ƒ X(s)estds
2n> X-/-
lineariteitseigenschap F {c,x  1 (t)+c2 x 2 ( t)} =c, X 1 0>)+c2 X 2 (v) L{ c ,x , ( t ) + c 2x 2(t)} = c , ,Y |(i)+c2X 2(s)
verschuivings-
eigenschappen
F {x ( t -a ) }= e ~i '1 "avX(y) 
F-' {X(v+a)}=e-’2na,x(t)
L { x ( t -a )  U{t-a)} =e~saX(s) 
L~l {X(s+a)}=e~atx(t)
schaaleigenschappen F{x(at)}= L x & )
\a \ a
L{x(at)}= -  AT-), met o>0
a a
F~' {X(av)}= -  -v(^)
\a 1 a
%
L _1 { ATtfs)} =—* (—), met fl>0 1 J a a
transformatie van 
afgeleiden
F{x(t)}=j2nvX(v) 
F{X(" >(/■)} =U2tw)"X(v)
L {x(t)} =s X (s ) -x (0)
L{x(n)(t)}=snX (s)-s /1- 1x ( 0 ) -  .. - x (n- l)(0)
transformatie van een 
integraal
t
F{ J  x(t)(Jt}= X(v)+ X(0)8(u)
- »  j 2 ttv 2
r  1L{ j  x(T)£/r} =  i * ( s )
i> S
vermenigvuldiging 
met tn ™ > <  i  r  &
L { t»x(t)} = ( - 1 ) "
ds
deling door t
OO
F { X (0 } =/2n  ƒ X($)d%
* V
L { XU) } = f x ( a ) d a
rjn
transformatie van een 
periodieke functie met 
periode T: x{t)=x(t+T)
Tao 1 ^
F{*(r)}  = 2  [ -  f  X(t)e-I2nkt/Tdt]5(v k  )
A'=-« T  o T
T
f
L{x( t )}=  °
1 1 1 -e - sT
convolutie-
eigenschappen
OO
F {  f x l (T)x2(t-T)dT} =  X 1 ( v ) X 2 ( v )
—  OC
OO
- OO
t
L {  f  x x{ t )x2{ t - T ) d r ]  = X x{!i)X2(s)
0
Z . { * i ( 0 * 2 ( 0 } =  r - r  f  X x(o)X2(s-o)do\
27T] .
C—)°°
Re(s)>max(Xi ,X2 ,Xi +X2 ); Xi <c<Re(s)—X2
asymptotische
eigenschappen
lim X ( v )  =  0
>*QO 
lim X ( s )  =  0
i-x*>
lim sX(s)=lim  j c (/)
S-±*” /'l'O
lim s X ( s )  =  lim x(t)
s - > o
1 0 6
deling van dergelijke bem ons te rde  signalen.
Binnen het kader  van dit Handboek  lijkt het  onge­
wenst te veel aandacht  aan de eigenschappen en be­
rekeningsmethoden van de transformaties  te wijden. 
Er zal hier slechts volstaan worden met  een over­
zicht van de belangrijkste eigenschappen van de 
fourier- en enkelzijdige laplacetransformatie;  deze 
zijn weergegeven in tabel 1. In het  bi jzonder  moet  
de t ransformatie  van de later te bespreken convo- 
lutieintegraal worden  genoemd:
t
L{  ƒ  Xi  (T ) x 2 ( t - T ) d T  } =  X x (s)X2(s),
0
• [221
L { x i (0 * 2 (0 } =
c+/°°
= . /  X l (o )X 2 ( s - o )  do  .
Z7T/ c-7~
/
De betrekkingen [22] illustreren goed het  belang van 
de t ransformat ie technieken .  Een zeker niet minder  
belangrijke eigenschap is die van de transformatie 
van de afgeleide van een functie,  voor de laplace­
t ransformatie  geldt:
I { * (# , ) (0 } =
= s" X ( s ) - s n - l x ( 0 ) - . . . - x ^ n' l) (0). [23]
De vergelijking [23] levert de basis voor het  oplossen 
van differentiaalvergelijkingen, en dus voor het  be­
schrijven van systemen.  Het  oplossen van deze dif­
ferentiaalvergelijkingen met  behulp  van de laplace­
transformatie  leidt to t  het  verkrijgen van de totale 
oplossing , dus de vrije o f  homogene oplossing en de 
gedwongen oplossing ( integratie-interval [O,«]), te r ­
wijl m et  behulp  van de four ie r t ransformat ie  alleen de 
gedwongen oplossing w ord t  verkregen (integratie- 
interval [—■«,«>]). In het  algemeen kan dan ook  ge­
steld worden  dat  de laplacetransformatie  bij u i ts tek 
geschikt is voor het  oplossen van differentiaalverge­
lijkingen, en wel voor  de gewone lineaire differen­
tiaalvergelijkingen met  cons tan te  en met  t i jdsafhan­
kelijke coëff ic iënten alsmede voor de lineaire par­
tiële differentiaalvergelijkingen, terwijl de fourier­
t ransformatie  juist  voor l ie t  on tb inden  in deelsignalen 
van het  groots te  belang is. Met behulp  van de in tabel 
1 gegeven eigenschappen en de in bijna elk h an d ­
boek over t ransformat ies  te vinden tabellen van de 
belangrijkste origineelfuncties met  de b i jbehorende
Tabel 2. Origineelfuncties met bijbehorende beeld functies.
origineel-
functie
fourierge trans­
forme erde x(^)
enkelzijdige 
laplacegetransfor- 
meerde \{s)
à(t-to) e-j7nvt0 e~sto
5 ( 0 1 1
**
{ { —  e - / 2™'«+ 5 0 0 }]TJV
U (t-10 ) e~st° /s
m I  {_ L + 5  („)}
JTTV
1 Is
i 5(v)
** *
ï  /« ’0 )  1 ,
(2 m>f
tU(t) 1 Is2
t ƒ6 '(y)
t a U(t) /" 6(flV ) +  r(a+1J),
( j l iwf  
a geheel >  0
r(a+\)ls°+l
t a j n S(a\u)
a geheel >  0
e~brU(t) \l(j2TTV+b) 1 l(s+b)
t e~b'U(t) 1 I(j2nv+b)2 1 l(.s+bf
fe-b'UU) r(a+l)l(j2-nv+bf+' r (a+\) l (s+bf+l
e n  1 &(v-v0)
sin at i / { 0(y+ f _)_6
2ïï 2tt
a/(s2 +a2 )
cos at 2 {5(iH- )+ó(y )}
27T 27T
i / ( i 2 + a 2 )
sign t 1
jiw
* Ö(t) = im pulsfunc tie ;  ** U(t) = eenhe idssprongfunc tie ;  
*** tU(t) = eenparig stijgend signaal.
beeldfunct ies  is vrijwel elke t ransformatie  eenvoudig 
uit te voeren.  In tabel 2 w orden  tens lo t te  van een 
aantal  f requent  voorkom ende  functies in de sys teem­
theorie  de origineelfuncties met  b i jbehorende  bee ld­
functies gegeven.
1.3.4. Beschrijving van stochastische signalen 
In paragraaf  1.3.1. is reeds gewezen op he t  feit dat  
voor  s tochast ische signalen geen eenduidige relatie
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met de tijd bestaat ,  de beschrijving van dit type sig­
nalen vindt plaats in termen van waarschijnlijkheden, 
en wel met  behulp van verdelingsdichtheidsfuncties. 
Hierbij wordt  gebruik gemaakt  van begrippen uit de 
waarschijnlijkheidsrekening, waarin de verdelings- 
dichtheidsfunctie  / j ( j c )  van de random variabele x(^) 
(de random variabele x ( f )  is de verzameling getallen 
behorend bij de u i tkomsten  f  gebaseerd op de gehele 
u i tkom stenru im te  S) als volgt gedefinieerd is:
ƒ - ( * ) =  lim P r { x < x ( t ; )< x + A x } /A x .  [24]
*  A.Y-+ 0 -
De grootheid f - ( x ) A x  geeft dus de kans weer dat  de 
random variabele x ( f )  tussen de waarden x  en x + A x  
in ligt. Indien nu de random variabele x ( f )  tevens 
een functie van de tijd is, zodat  de functie x ( / ; f )  een 
functie van de tijd t en de u i tkomst  f  is, dan o n t ­
staat een verzameling van ti jdsfuncties,  welke een 
stochastisch proces  wordt  genoemd. De realisering 
x(t;£o) behorend bij de u i tkom st  is dus een tijds- 
functie;  het  stochastisch proces op een zeker  ti jd­
stip to moet  beschouwd worden als een random 
variabele x( t0,^). De waarschijnli jkheidsrekening heeft  
betrekking op random  variabelen, en kan dus betrok-  
ken worden op een stochastisch proces op een zeker 
tijdstip t\ in dit geval zal de verdelingsdichtheidsfunc- 
tie dan een functie van de tijd t zijn; er volgt:
f z ( x , t ) =  hm Pr {x < x ( t ;$ )< x + A x }/A x  [25]
A.X-+0 —
Vrijwel altijd worden stationaire stochastische pro­
cessen beschouwd.  Hiervoor geldt dat  de verdelings- 
d ichtheidsfunct ie  onafhankeli jk  van de tijd t is, zo ­
dat dan geldt:
f - ( x , t )  = f - ( x , t + A t )  = f - ( x )  . v o o ra l le  At.  [26]
Uit deze verdel ingsdichtheidsfunctie kunnen  volgens 
de waarschijnli jkheidsrekening een aantal belangrijke 
statistische g roo theden  worden bepaald,  zoals de 
gemiddelde waarde o f  mathematische verwachti?ig
ÜO
77- = £ { x ( r ; f ) } =  ƒ  X f - ( x ) d x  [27]
___  CO
en de gemiddelde kwadratische afwijking o f  variantie 
° ï 2 -
o - 2 = E  {[x(f;?)-T? -]2 } =
=  ƒ  [ x - T ) - ] 2 f - ( x ) d x .  [28]
De vergelijkingen [27] en [28] geven alleen statische 
informatie over het  stochastisch proces; dynamische  
informatie zoals de frequentie- inhoud o f  de afhan­
kelijkheid als functie van de tijd kan worden verkre­
gen uit de gezamenlijke verdelingsdichtheidsfunctie
f x x (-x i , x 2,r):
f ï j ( X i , x 2,T) = P r { x l <x( t ;S )<?c l + A x 1;
a x 7 — *0
x 2<  * ( i + r ; f )  ^ x 2 + A x 2 } / A x 1A x 2 . [29]
Evenals in de waarschijnli jkheidsrekening tussen twee 
random variabelen een correlatiecoëffic iënt kan wor­
den gedefinieerd,  kan uitgaande van het s tochastisch 
proces ten tijde t en dat  ten tijde t + r  een drietal 
begrippen worden  gedefinieerd die iets vertellen over 
de afhankeli jkheid van het proces op verschillende 
tijden.
Deze begrippen zijn de gemiddelde produktfunctie
^ x3?(t ) ? M * + r ;  £ )}  =
-  co co
=  ƒ  ƒ  x 1x 2f - - ( , x u x 2 ,T)dx1d x 2 , [30]
_  oo _  oo ^
de covariantiefunctie C - - ( r ) :
Cx x ^  =  E {[x(f>D-Vx]  } =
ƒ 00 ~  oo
J [ * 1 - 177] lx 2 - V j ] / ' x x <Xl ’X 2 ; T ) d x , d x 2
—-  0 0  __  oo
[31 ]
en tenslot te  de correlatiefunctie
=  c ^ l ° /  • [32]
Het  karakteriseren van een s tochast isch proces door  
bovenstaande statistische eigenschappen geeft een be­
schrijving in het  ensemble o f  u i tk o m s ten d o m e in ;  de 
statistische g roo theden  [27] to t  en met  [32] o n t ­
staan doo r  u i tmiddel ing over de u i tkom s ten  f . In de 
systeemtheorie  heeft  men echter  te maken  met  tijds­
functies o f  signalen. Het is daarom noodzakel i jk  om 
een relatie te leggen tussen de statistische g roo theden  
in het  ensembledomein  en een beschrijving in het  
t i jdsdomein.  Dit geschiedt via de schattingstheorie. 
Daartoe worden nu eerst voor  het  s ta t ionaire  s to­
chastische proces x:(/;?) de volgende schatters  in het 
t i jdsdomein gedefinieerd:
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7?-(f) =  lim 1
2T - T
I  x(t\
1
i ) d t  , [33]
lim —
T-~> 2 T  - T
lim —
7-— 2T
C - - ( r ; n  = lim —
r -  2 T
[ x ( t t ) - f l z ( $ ) } 2 dt, [34]
x ( i ; f ) x ( i+ r ; f ) r f / , [ 3 5 ]
[ x ( / ; f ) ~  77-(f)]
[36]
te t ransformatie  onmogelijk,  anderzijds zou het 
t ransformeren van slechts één enkele realisering 
x ( t ’,£i) van het stochastische proces A*(7;f) op het in­
terval [0 ,7]  slechts karakterist iek zijn voor die en­
kele realisering van het proces, en dus zeker niet 
voor het  proces als geheel. Een grootheid die wel een 
statistische eigenschap van het stochastische proces 
x(t;£) weergeeft,  is het  zogenaamde vermogensdicht- 
heidsspectrum S - - O),  welke als de fouriergetrans- 
tormeerde van de gemiddelde p roduk t func t ie  R - - ( t) 
is gedefinieerd:
+GO
f i - - ( r )  e->2nVTdT , [40]
[37]
De schatters  [33] to t  en met  [37] kunnen  nu in ver­
band gebracht worden met  de g roo theden  [27] tot  
en met  [32],  zodat  daarmee een relatie w ord t  gelegd 
tussen een ui tmiddeling in het  t i jdsdomein en in het  
ensembledomein  (ergodicitei t) .
Zo w ord t  een stat ionair  stochastisch proces met  een 
gemiddelde waarde 77- :
X
E{ft-(X) } = 77- [38]
en met  een variantie van de schat ter  17-  volgens
139]
£ { [ * M f )  -  % ] 2 } =  0 [39]
ergodisch m et  betrekking to t  de gemiddelde waarde 
genoemd.  Wanneer de schat ter  [33] voldoet  aan [38] 
spreekt  men van een zuivere schatter ; voldoet  hij 
tevens aan [39] dan heet  deze asymptotisch raak. 
Een dergelijke redenering geldt ook  voor de schatters  
[34] to t  en met  [37]; aange toond  kan worden  dat 
deze schatters  alle asympto t isch  raak zijn. Indien 
alle statistische eigenschappen aan deze eisen voldoen 
spreekt  men van ergodisch in de meest  algemene zin. 
De ergodische eigenschap van een stochast isch pro­
ces vormt de basis van het  beschrijven van tijdsfunc- 
ties; immers deze legt een verband tussen het be­
schrijven van een t i jdsfunctie  in het  tijdsdomein  en 
het  berekenen  van de eigenschappen van een s ta t io­
nair s tochast isch proces in het  ensembledomein.
Het o n tb in d en  van stochastische signalen in deelsig- 
nalen is zonder  meer  niet zinvol; enerzijds is door  
het niet aanwezig zijn van een direct  verband van het 
s tochastische proces x ( t ; f )  als functie van t een direc-
R — (t)
X X  v  7 =  F ~ l  } =
+00
[41]
De benaming van de grootheid  S - - ( v )  kan op de vol- 
gende wijze verklaard worden.  Voor  een ergodisch 
stochastisch proces x ( / ; J )  kan de gemiddelde pro­
duk t func t ie  volgens [42] worden  geno- 
teerd:
R - - ( t) =  E { Ê - - ( t)} =XX
¿■{lim -—
r-~  2 T - f
x ( t \ ï ) x ( t + T \ $ ) d T } . [42]
Uitgaande van de definitie van de fouriergetrans- 
formeerde volgt dan na enig rekenwerk uit [40]:
F { R - - ( t) } =  E { lim i -
r — 2 T [43]
waarin de fouriergetransformeerde van een
realisering van het s tochast isch proces voor­
stelt:
X ( u : n  =
OO
•xU;?) e i27rvt d t -
uo
lim f  x(t'y£) e j2nvtdt.
T— - T
[44]
Met andere  woorden ,  X  (y;f) is he t  ampl i tuded ich t-  
he idsspectrum van de realisering x ( / ; f )  en \X {v £ ) \2
109
is de vermogensdichtheid als functie van de f requen­
tie v\ de grootheid S - - ( v )  is nu het ensemblege-
•X »X
middelde over de realiseringen f  van de gemiddelde
vermogensdichtheid lim }— \ X ( v $ ) \ 2 . Hiermede is
2 T
duidelijk geworden dat de grootheid iS’- - ( i ' )  een sta- 
tistisch'e grootheid in het  f requent iedomein  van het 
stochastisch proces *(/ ;£)  is geworden;  deze g roo t­
heid geeft als het  ware aan hoe het  gemiddelde ver­
mogen van het stochastische proces x ( i ; f )  over de 
verschillende frequenties is verdeeld.
Ook voor de spectrale dichtheid is het van belang 
om een schat ter  te definiëren. Het lijkt logisch deze 
schat ter  te definiëren op basis van de gemiddelde 
p roduk tfunc t ie :
r T
S - - ( i t f )  =  lim J  k - - (T - ,S )e - i2™  dT=
T—+*o — T
1 rT
=  lim TT 1 J d t \ 2 . [45]
Aan te tonen  valt dat  deze schatter  zuiver is, dus
echter  deze is niet asympto-  
tisch raak; de variantie in de schat ter  (aangenomen 
dat .v(/;f) een normaal verdeeld stochastisch proces 
is):
¿■{[■Sjïi»;» -  £ { 5 - - ( ^ ; f ) } ] 2 } =  S 2- - ( v )  [46]
en verschilt dus van nul.
Daarom word t  in de prakti jk  altijd de zuivere en 
asymptot isch  rake schat ter  gebruikt :
•X «X
v+Ai»
ƒ S - - ( a £ ) d a
ó , V- Av
“  ----------------------------------- , met  A i^ O .
2Ay [47]
Het asymptot isch  raak zijn word t  nu verkregen door  
een ui tmiddel ing van het vermogen van oneindig 
veel sinusvormige deelsignalen over een eindig fre- 
quentiegebied 2Az .^
Een voorbeeld van de beschrijving van enkele signa­
len in het t i jdsdomein en het f requen t iedom ein  is ge­
geven in figuur 8.
1.4. Systeembeschrijving
Nu de m e thod ieken  om signalen te beschrijven be­
handeld zijn, kan nader  worden  ingegaan op de sys-
Figiuir 8. Voorbeelden van deterministische, periodieke en 
niet-periodieke, en stochastische signalen in tijds- en frequen­
tiedomein.
teemtheor ie  zelf. Het is daar toe zinvol eerst een clas­
sificatie van systemen op te stellen, en dus de 
systemen in te delen naar hun specifieke eigenschap­
pen.
1.4.1. Indeling van systemen
In tabel 3 is een indeling van systemen gegeven; hier 
sluiten de eigenschappen in de rijen elkaar uit, in de 
ko lom m en daarentegen kunnen zij elkaar overlappen: 
Statisch versus dvnamisch:  Een statisch svsteem  
is een systeem, waarvan het uitgangssignaal y ( t )  op 
het tijdstip te alleen afhangt  van de g roo t te  van het 
ingangssignaal uit)  op het  m o m e n t  te en van het t i jd­
stip tc zelf. Bij een dynamisch systeem  is het ui t ­
gangssignaal op het tijdstip t behalve van de groot te  
van het ingangssignaal u(t)  op dit t i jdstip ook  nog af­
hankeli jk van het verloop van het ingangssignaal over 
de voorafgaande tijd.
Statisch: y ( t e ) =  f { u i t c )Je } [48]
Dynamisch:  y ( t e ) =  f { y ( t : t 0,te ), t;y(t0 )} [49]
waarin de notat ie  u ( t : t0 ,te ) b e teken t  het  signaal u{t)  
op het interval t 0 to t  tc , en waarin y ( i 0 ) de begin- 
condit ie  word t  genoemd. Statische sys temen wor­
den d o o r  algebraïsche vergelijkingen beschreven,  d y ­
namische doo r  differentiaal- o f  differentievergeli jkin­
gen.
— Geconcentreerd  versus verdeeld: Bij een verdeeld 
systeem zullen de variabelen behalve van de tijd ook  
van de ruimteli jke coörd ina ten  afhangen. De ingangs-
penodiek
(deterministisch)
niet periodiek 
(deterministisch)
logaritmische
schaalstochastisch lineaire schaal
tijdsdomein frequentiedomein
1 1 0
Tabel 3. Indeling van systemen f [ c rur(t:t0,te ) , t A t o ) \ - f [ c n U u ( t : t0 ,te ),t;y(t0)] =
systeemindeling elkaar uitsluitende eigenschappen
statisch dynamisch
geconcentreerd verdeeld
elkaar constan t tijdsafhankelijk
overlappende deterministisch stochastisch
eigenschappen lineair niet-lineair
con tinu discreet
scalair multivariabel
uitgangsrelaties zullen derhalve door  partiële diffe­
rentiaal- o f  differentievergelijkingen worden beschre­
ven. Bij een geconcentreerd systeem  zijn de variabe­
len alleen functies van de tijd, zij worden door  ge­
wone differentiaal- of  differentievergelijkingen be­
schreven.
-  Constant  versus tijdsafhankelijk: Een systeem 
wordt  beschreven door  ingangs-uitgangsrelaties, waar­
van de structuur  en de systeemparameters  bepalend 
zijn voor het systeemgedrag. Zijn nu deze systeem­
parameters  t i jdsonafhankeli jk dan spreekt men van 
constante sys tem en , zijn deze parameters  t i jdsafhan­
kelijk dan spreekt men van tijdsafhankelijke syste­
men. V oor  een t i jdsafhankeli jk systeem is de sys- 
teemresponsie  y ( t e ) derhalve:
y(tc ) = J\uU:t0.te )J;yit0 )]', [50]
voor een cons tan t  systeem geldt:
y( te) = f[u(t:t0.te );y(t0 )]. [51 ]
Opgemerkt  m o e t  worden dat,  alhoewel minder  voor­
komend ,  een dergelijk onderscheid ook  gemaakt  kan 
worden ten aanzien van de s t ruc tuu r  van een sys­
teem.
-  Deterministisch versus stochastisch: Een determi­
nistisch systeem  is een systeem waarvan de s t ruc tuu r  
en de sys teemparameters  expliciet als functie  van de 
tijd / gedefinieerd zijn; van een stochastisch sys­
teem daarentegen kunnen  s t ruc tuu r  en sys teem pa­
rameters alleen in termen van kansen worden  be­
paald.
-  Lineair versus niet-lineair: Stel dat  de responsie 
van een systeem met begincondit ie  V/U0 ) en ingangs­
signaal Uj(t: t0 J e ) gelijk is aan V/(/e ), en da t  de res­
ponsie op begincondit ie  y j / ( t 0 ) en ingangs uIf( t : t0 ,te) 
gelijk aan Vf/(te ) is, dan wordt  een systeem lineair 
genoemd indien geldt dat:
-  Het systeem lineair is in het ingangssignaal:
= f [ c IuI{ t : tQJ e ) - c Ifui f ( t : t0, te ),/;0], [52]
met andere woorden ,  het verschil tussen de systeem- 
responsie op verschillende ingangssignalenCjU^t.tQ )te ) 
en cIiuII{ t : t0,te ) maar  bij dezelfde beginvoorwaarde 
y { t 0 ) moet  gelijk zijn aan de systeemresponsie op 
het ingangssignaal Cjiiji t : t0 Je ) - c IIuII( t : t0 ,te ) bij de 
beginvoorwaarde nul.
— Het systeem lineair is in de beginvoorwaarde: 
f [u( t :  t0 ,te ) , t ;c ,y , ( t0 ) ] - f [ u U : t 0 ,te ),t;ciry n ( t0 )] =
— / [ O ,t;c¡y¡ i to )—c!¡y j¡ { t0 )] , [53]
met andere woorden,  het  verschil tussen de systeem- 
responsies op hetzelfde ingangssignaal u(t: t 0 ,te ) maar 
bij verschillende beginvoorwaarden cly I{ tQ), respec­
tievelijk CjfVuitQ) m oe t  gelijk zijn aan de sys teem­
responsie op het ingangssignaal nul bij de beginvoor­
waarde cfy f ( t0 ) - c JIy / I ( t0 ).
Aan bovengenoemde l ineariteitseigenschappen van 
een lineair systeem dient  te worden voldaan voor 
alle y ( t 0 ), u ( t : t0 Je ), t 0 , te en c. Een systeem dat 
niet aan de l ineariteitseigenschappen voldoet ,  wordt  
per definit ie een niet-lineair systeem  genoemd.
— Continu versus discreet: Continue systemen  zijn 
systemen waarvan de in- en uitgangssignalen con t inu  
zijn; zijn deze echter  bemonsterd  en dus op een aan­
tal discrete t i jdstippen bekend,  dan spreekt  men van 
discrete systemen.  Cont inue  systemen worden  be­
schreven doo r  differentiaalvergelijkingen, discrete 
door  differentievergelijkingen.
— Scalair versus multivariabel: Een scalair systeem is 
een systeem met  één ingangssignaal en één uitgangs­
signaal; een systeem met  meerdere  ingangs- e n /o f  
meerdere uitgangssignalen w ord t  een multivariabel  
systeem  genoemd (figuur 9). Teneinde  een over­
zichtelijke behandel ing van multivariabele systemen 
mogelijk te maken worden vaak vectoriële g ro o th e ­
den ingevoerd. De beschrijving van een multivariabel 
systeem met  r ingangssignalen en m uitgangssignalen,
Figuur 9. Schematische voorstelling van een scalair en multi­
variabel svsteem.#
1 1 1
= fm [ui ( t : t0 ,te ),...,ur( t : t0 ,te ) , t ;y l ( t0 )...ym ( / 0 )L
[54]
kan dan kortweg als volgt worden genoteerd:
y O e ) =  f [ “ (t:to,te )> t y V o ) ]  ■ I5 5 ]
Deze schrijfwijze is sterk verbonden m et  de later te 
behandelen toestandsbeschrijving.
Een speciale klasse van dynamische systemen wordt  
nog gevormd doo r  de constante  discrete systemen. 
Deze systemen worden gewoonlijk automaten  ge­
noemd. Zij zijn verwant met grammatica's en worden 
apart  behandeld in 2.
Van de vele hierboven genoemde indelingen is die in 
lineaire en niet-lineaire wel de meest  belangrijke. 
V o o r d e  lineaire systemen is een gesloten analytische 
beschrijving te geven; voor de niet-lineaire in het  al­
gemeen niet. dit zal van geval tot  geval verschillen. 
Het is daarom wenselijk eerst nader in te gaan op de 
klasse van de lineaire systemen.
1.4.2. Lineaire systemen
De lineariteitseigenschappen [52] en [53] vormen het 
zogenaamde superpositiebeginsel: de in terpre ta t ie  
hiervan is u i termate  belangrijk. Het superposi t iebe­
ginsel zegt immers dat de responsie van een lineaire 
combinat ie  van deelsignalen gelijk is aan dezelfde 
lineaire combinat ie  van de responsies van de deelsig- 
nalen (figuur 7); dit geldt zowel ten aanzien van het 
ingangssignaal, als ten aanzien van de begincondities.  
Het superpositiebeginsel toon t  aan dat elk lineair 
systeem gekenm erk t  kan worden doo r  slechts één 
functie:  de impulsfunctie  5 ( t—t 0 ) welke resulteert  in 
de impulsresponsie h ( t , t0 ).
1.4.2.1. Beschrijving door  middel van de  
impulsresponsie
De systeemresponsie  kan in principe worden  bepaald 
doo r  aan een systeem een impuls aan te bieden;  in 
de prakt i jk  zal dit  niet zonder  meer  mogelijk zijn 
daar een impuls oneindig smal en oneindig hoog is. 
Theore t isch  leidt het  echter  tot  een goede beschrij- 
vingswijze in het  t i jdsdomein (figuur 10). Uit de de­
finitie van causale systemen volgt dat  de impulsres­
ponsie h(t;to )=0  voor t < t 0 ; is het systeem tevens
-)'iUe ) =
. impuls- 
functie
1
ö(t . to) h <t -t0)
Figuur 10. De impulsresponsie.
constan t  dan zal gelden dat h(t;t0 ) = h ( t —t0 ).
Een belangrijke eigenschap van de impulsfunctie
luidt:
OO
u(t)  =  ƒ  u(T)h(t-T)ch , [56]
---  oo
of  met andere woorden  het ingangssignaal u(t)  kan 
worden gedacht  te zijn samengesteld uit een som­
matie van impulsfuncties  met oppervlakte  u ( T ) d r .  
Voor een lineair cons tan t  systeem m oet  dan op 
grond van het superpositiebeginsel gelden dat:
y ( t )  =  ƒ  u ( T ) h ( t - T ) d T .  [57]
—  cw
Beperkt men zich tot  causale systemen dan wordt  
dit:
t
y ( t )  =  ƒ  u{r)h{t—T)dr  =  ƒ  u ( t—T)h(r)dT =
= u(t)*h(t).  [58]
Een vergelijking zoals vergelijking [58] w ord t  een 
convolutie-integraal genoemd.  Volgens vergelijking 
[22] gaat deze integraalvergelijking na t ransformatie  
over in een p ro d u k t  van U(s) en H{s). Met behulp 
van de vergelijkingen [57] en [58] is nu voor elk 
willekeurig determinis t isch ingangssignaal een sys­
teembeschrijving op basis van de impulsresponsie te 
bepalen; immers uit meting van y ( t )  en u(t)  is door  
het oplossen van de integraalvergelijking de impuls­
responsie te bepalen.
Voor  het geval dat de ingangssignalen stochastisch 
zijn kunnen  bovenstaande betrekkingen  niet zonder  
meer  gebruikt  worden;  immers de functie  ï ï ( t ;f) is 
niet als functie  van de tijd bekend.  Echter  ui tgaande 
van vergelijking [57] geldt voor een lineair cons tan t  
systeem met  ingangssignaal 77(^;f) dat:
7 ( f , i )  = ƒ  Ti(t—6 $ )  l i ( 0 ) d d .  [ 5 9 ]
—  UD
Door vermenigvuldiging van beide leden van verge­
lijking [59] met  ï ï ( t—T;$) en d o o r  vervolgens de ver-
impuls -
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wachtingswaarde hiervan op te stellen, volgt in over­
eenstemming met de definitie van de gemiddelde 
p roduk tfunc t ie  [30] dat:
% ( r )  =  ƒ  R T- ( T - d M d ) d O  =
[601
waarin de functie de gemiddelde kruispro-
duktfunctie  word t  genoemd:
=  ƒ
OD OO
CD on
u y f - - (u ,y ;T)du d y . [61]
De functie R - - { r )  geeft derhalve het  verband weer 
tussen de stochastische signalen ü(t;$) en ."vU+r.f) 
als functie van het tijdsverschil r.
Op dezelfde wijze valt af  te leiden dat  R - -  =
R - - ( t ) * / i ( t ), zodat  tenslot te  volgt:
Pyy(T) =  Rjjü(T)*h(-T)*h(T)  . [62]
Ruü(r)
n \TI
u yy
n\- r )
u(t)
Figuur 11. Systeembeschrijving met behulp van de impuls- 
responsie voor deterministische en stochastische signalen.
1.4.2.2. Beschrijving door middel van de differenti­
aalvergelijking
Het bepalen van de systeemresponsie  y ( t )  kan even­
eens geschieden doo r  het  oplossen van de differen­
tiaalvergelijking die het verband tussen ingangssignaal 
en uitgangssignaal weergeeft.  Lineaire sys temen wor­
den d o o r  een differentiaalvergelijking van de volgen­
de algemene vorm weergegeven:
d ny ( t )  , a.. —— -  +  a d n~1y ( t )n
dt"
n-1
dt' l-l
+  .
dt
+  a0y ( t )  =  f ( t )  = , d mu(t)  , ,bm --------  T  ... T
dt m
4- bi du(t)
d t
+  b 0u(t)  . [63]
Bij t i jdsafhankeli jke systemen zijn de coëfficiënten 
ai (Z=0,1,..77) en bj (y=0,l  functies van de tijd;
bij cons tan te  systemen zijn deze constant .  V oor  fy­
sische systemen zal in het  algemeen m < n  zijn; n
wordt  de orde  van het systeem genoemd. De oplos­
sing van de differentiaalvergelijking levert de totale 
responsie; voor f { t ) = 0 wordt  de vrije responsie ver­
kregen en voor het  geval dat de begincondities nul 
zijn volgt de gedwongen responsie. De meest  univer­
sele m ethode  om de differentiaalvergelijking op te 
lossen maakt  gebruik van de laplacetransformatie.  
De berekening verloopt kort  samengevat als volgt:
-  Stel de functie f ( t )=  0, en bepaal de laplacege- 
t ransformeerde van vergelijking [63]; hieruit  volgt 
de laplacegetransformeerde Y(s), die na terugtrans­
formatie de gevraagde vrije responsie van het sys­
teem levert.
— Voor  f(t)¥= 0, doch  met  begincondities gelijk aan 
nul volgt na laplacetransformatie  van vergelijking 
[63] dat:
[ansn -\-an_ l sn 1 s + a 0 ] Y(s) =
=
m
+ b m - \ s
m- 1 [64]
Uit [64] is nu de responsie y ( t )  doo r  terugtransfor­
matie van Y(s) te berekenen.
— De totale responsie is doo r  optelling van de vrije 
en de gedwongen responsie te verkrijgen.
Veelal word t  de responsie ook op andere wijze ge­
splitst, namelijk in het  inschakelverschijnsel en in de 
stationaire oplossing. Onder  het  inschakelverschijn- 
sel wordt  verstaan het deel van de totale responsie 
dat  naar nul gaat voor met  de stationaire oplos­
sing word t  bedoeld dat  deel dat  niet naar nul gaat 
voor /-►<».
Tenslo t te  word t  ingegaan op het verband tussen de 
systeembeschrijving met  behulp van de impulsres- 
ponsie en die welke volgt uit het  oplossen van de 
differentiaalvergelijking. Uit de vergelijking [58] volgt 
voor een causaal lineair cons tant  systeem met  ingangs­
signaal u(t)  dat
OO
y ( t )  =  ƒ  u{t-T)h{r) dr, [65]
o
zodat  na laplacetransformatie  geldt,  gebru ikmakend  
van vergelijking [22]:
Y(s) = H(s) U(s), [66]
waarin H(s) de laplacegetransformeerde van h(t)  is. 
De functie His)  word t  de overbrengingsverhouding 
genoemd. Uit vergelijking [64] volgt nu met be­
trekking tot  de gedwongen responsie, dat  indien de 
vergelijkingen [64] en [66] identiek zijn:
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H(s) =
Y{s)
U(s)
bm sm + b m_l sm 1 +. . .+ÖJ s + b 0
ansn+an_l sn 1 + . . .+«!  s+ a 0
[67]
waarin de po lynoom  ansn + a /1_1 s
de karakteristieke polynoom  wordt  genoemd.  Aan­
getoond kan worden dat de vergelijking [67] inder­
daad juist is, zodat  voor de overbrengingsverhouding 
dus geldt:
QO
H(s) =  L {/?(/) } =  f  h(t)  e~s' d t .
0
[68]
De gevolgde gedachtengang kan ook gebaseerd wor­
den op de fourier transformatie ,  zij het dat  dan de be- 
gincondities buiten beschouwing worden gelaten. 
Meestal wordt  de fourier transformatie  gebruikt  voor 
ingangssignalen die reeds ver in het verleden begon­
nen zijn (/“►—«>). Er volgt dan:
Y(v) =  H(v) U{v), [69]
met:
H(v) =  F{h( t ) } = h(t)e~'2l"'t d t [70]
oo
1.4.2.3. Beschrijving door middel van de overbren­
gingsverhouding
Met de formules [66] en [69] is in feite de beschrij­
ving van een lineair cons tan t  causaal systeem met 
determinist ische ingangssignalen gegeven (figuur 12); 
deze beschrijving is in het f requent iedomein .  De be­
schrijving van stochastische signalen is naar analogie
U (v) uu S jj-(v ) sirM
Figuur 12. Beschrijvingswijze van lineaire causale constante 
systemen met behulp van overbrengingsverhoudingen.
van vergelijking [22] direct doo r  four ier t ransforma­
tie van de vergelijkingen [60] en [62] af  te leiden; er 
volgt:
S - - ( v )  — ¡¡(v) S— {v) ,u v v ' uuy ' ’ [71]
s  y y (p) =  ‘S’- - ( i ' )  H ( - v )  =  S - - ( v ) H { v ) H ( - v )  =
= \H(v)\2 S--(v) .[12]
Men dient zich hierbij te realiseren dat de vergelij­
king [71] zowel fase- als ampl i tude- informat ie  van 
H(v) geeft, terwijl uit de vergelijking [72] slechts 
ampli tude- informatie  verkregen wordt .
De overbrengingsverhouding H{v) kan ook worden 
opgevat als de frequentieresponsie,  verkregen door  
de responsie op een sinusvormig ingangssignaal 
u{t)=acos2itvt . Afgeleid kan worden dat uit het 
quo t iën t  van de ampli tudes  van het ingangssignaal 
en het  door  het lineaire constante  systeem gegene­
reerde sinusvormige uitgangssignaal de | H(v)\ wordt  
verkregen, terwijl het faseverschil tussen ingangs- en 
uitgangssignaal gelijk is aan het arg H(v).
1.4.2.4. Stabiliteit
De stabiliteit van een systeem wordt  bepaald door  
de responsie op de ingangssignalen. Uitgaande van de 
impulsresponsie kan deze als volgt gedefinieerd wor­
den: Een systeem is stabiel als zijn impulsresponsie 
naar nul gaat voor t-+~. Uitgaande van
!,(/) =  L - ' { H ( s ) }  =
b ... s + b , „ _ .  sm~l + . . . + 6 , s + s 0
= L-' {----------------— ----------------------- } , [73]
,/i-lan sn +an_ j sn +. . .  -\~a l s+a 0
volgt dat de wortels van de karakteristieke verge­
lijking
an s” +an_1 sn + . .  ,+a j —
=  an(s—s i ) i s - s 2 ) ... ( s - s n') =  0 [74]
een negatief reëel deel  moeten  bezit ten:  R e ( S j ) = \ <  0 
voor /=  1,2, ..., //.
1.4.2.5. Samengestelde systemen  
Reeds in de inleiding is naar voren gekomen dat de 
keuze van de systeemgrens arbitrair  is. Vaak vormen 
een aantal subsystemen tezamen een nieuw systeem. 
Met behulp  van een blokdiagram is veelal een over­
zichtelijke s t ruc tuu r  van dergelijke samengestelde 
systemen  te verkrijgen. Een aantal  verschillende 
s t ruc turen  is hierbij te onderkennen .
-  Cascadeschakeling van subsystemen:  bij de cas­
cade- o f  serieschakeling vormt het uitgangssignaal 
van het eerste subsysteem het ingangssignaal van het 
tweede (figuur 13). Eenvoudig valt af  te leiden dat  
voor het samengestelde systeem //(/) geldt:
h(t) =  hi ( t )*h2 ( 0  , 
H(s)  =  H { ( s ) H 2 (s).
[75]
[76]
-  Parallelschakeling van subsystemen:  bij de parallel­
schakeling van subsystemen wordt  een ingangssig-
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u ( t )
U,  (s)
h , ( t ) y1(t)=v<2(t) h 2(t) y2lt) u^t) M t ) . ^ ( 0 * ^ ( 0
H ,(s ) Y1 (s)=U2 (s) H 2 (s ) y 2 (s ) U /s )
y2(t )
v2(0
Figuur 13. Cascadeschakeling van subsystemen.
naai aan beide systemen tegelijk toegevoerd,  waarna 
de responsies bij elkaar worden opgeteld (figuur 14). 
Ook hier valt eenvoudig af  te leiden dat:
h ( t ) =  ih ( t ) + h 2( t ) ,  
H ( s ) =  H | (s )+H2 (s ) .
[77]
[78]
Figuur 14. Parallelschakeling van subsystemen.
-  Teruggekoppelde systemen:  bij de teruggekoppel-  
de systemen wordt  het  uitgangssignaal y x ( t)  van het 
systeem IIi(s)  in de zogenaamde rechtdoorgaande 
baan teruggevoerd via de terugkoppelbaan naar de 
ingang (figuur 15). Zonder  veel rekenwerk kan nu 
worden afgeleid dat:
H{s) =
H i(s )
\ + H A s )H2 (s )
[79]
h(t) =  L ' x {
H ,(s )
! + ƒ ƒ ,  ( .s )H 2 ( s )
} [80]
Figuur 15. Een tegengekoppeld systeem.
zij het een zeer belangrijke, bezit uit, zonder  daarmee 
ook maar één enkele eigenschap vast te leggen. Het 
gedrag van niet-lineaire systemen wordt  beschreven 
door  niet-lineaire algebraïsche, differentiaal- o f  dif­
ferentievergelijkingen. Zelden kunnen  deze analytisch 
worden opgelost; een algemeen geldende oplossings- 
methodiek  is dan ook niet te verwachten.  In de 
systeemtheorie  is men echter  vaak het meest  ge­
ïnteresseerd in het  gedrag van een systeem in één 
bepaald werkpunt , zodat  door  linearisatie rond een 
werkpunt  een beschrijving gevonden kan worden: 
er volgt een lineaire beschrijving van het  niet-lineaire 
systeem in een zeker gebied rond het  werkpunt .  
Hiermee is de weg geopend om de in de voorgaande 
paragrafen ontwikkelde theorie van de lineaire syste­
men zinvol toe te passen.
Bij een nadere bestudering van het gedrag van niet- 
lineaire systemen valt een aantal punten  direct  op:
-  Allereerst blijkt dat  het gedrag van het systeem 
in sterke mate afhangt van het ingangssignaal.
-  Verder  blijkt dat  het  systeem de eigenschap heeft 
hogere harmonischen te genereren, soms blijkt dat  
de toegevoerde grondharmonische  zelfs niet meer in 
het uitgangssignaal voorkomt .
1.4.3.1. Linearisatie van constante statische systemen  
Linearisatie van een niet-lineair systeem leidt tot  een 
lineaire beschrijving rond een w erkpun t  van dit niet- 
lineaire systeem. Stel dat  gegeven is het constante  
statische systeem
y ( t )  =  g { u { t ) } ; [81]
waarin de functie een niet-lineaire, cont inue
en differentieerbare functie voorstelt ,  dan geldt 
rond het  w erkpun t  g \ n u f volgens de taylorreeks:
y ( t )  =  g { v u} +
dg
[,U(t)-T]u ] + !
du Vu
d 2g
du2
[82]
zodat  na verwaarlozing van de hogere m ach ten  geldt:
1.4.3. Niet-lineaire systemen
Zoals reeds bij het onderscheid tussen lineaire en 
niet-lineaire systemen is vermeld,  is een niet-lineair 
systeem  een systeem dat  niet lineair is, dus  dat  niet 
aan het superpositiebeginsel  voldoet.  Deze definitie 
is zeer armzalig; immers deze definit ie sluit de m o ­
gelijkheid dat  een systeem een bepaalde eigenschap,
y ( t )  =  g{r}u ) + dg_
du
[ u ( / ) - 7 ? „ ] [83]
Vu
Met andere woorden  tussen de kleine variaties rond
het w erkpun t  g {qu } bestaat  de relatie:
k(riu ) = dg_
du Vu
[84]
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Opgemerkt  moet  worden dat de verst er kingsfac tor 
k(rju ) een functie is van het w erkpun t  g(rju ) van de 
niet-lineariteit ,  of, be trokken  op het  ingangssignaal, 
van de gemiddelde waarde r]u van u(t). Deze lineari- 
satietechniek is echter  alleen zinvol als de variaties 
in het  ingangssignaal u(t)  rondom zijn gemiddelde 
77m niet te groot zijn, zoals in tegengekoppelde o f  ge­
sloten systemen. Wordt echter  een niet-tegengekop- 
peld o f  open systeem beschouwd dan zullen de va­
riaties rond r\u vaak te groot  zijn om een dergelijke 
vereenvoudiging te mogen doorvoeren.  In dat  geval 
kan het zinvol zijn van de m ethode  van de statistische 
linearisatie o f  de methode van Booton  gebruik te 
maken.  Deze m ethode  berust  op de volgende ge- 
dachtengang.  Veronderstel  dat  het  ingangssignaal 
z7(/Vf) een gemiddelde waarde 77- = 0  bezit,  en dat  het 
niet-lineaire systeem vervangen kan worden  door  
een equivalente versterkingsfactor  ke(0,o- ), en dus 
d o o re e n  lineair constant  systeem, dan zal d o o r  mini­
malisatie van het verschil tussen het uitgangssignaal 
7U;?)=g{w(i;?)} van het niet-lineaire statische sys­
teem en het uitgangssignaal y*(t;$)=keïï(t;$) van het 
vervangende lineaire systeem volgens een kwadra­
tisch cri terium de best mogelijke equivalente ver­
sterkingsfactor  worden verkregen (figuur 16). Er valt 
aan te tonen  dat doo r  berekening van:
y ( t . ç )
l in ea ir y ( t ;ç )
s y s t e e m
Figuur 16. Statistische linearisatie van een constant statiscli 
niet-lineair systeem.
3
dk
E { [g {u ( t ;^ ) -k e i ï ï r . f ) ]2 } =  0 [85]
de volgende eenvoudige betrekking voor ke(0,ou ) 
geldt:
OO
ƒ  i< g(u)f-(u)du
.00
OO
ƒ  ii2 f - (u )d u
GO
1
° ü -
ƒ  u g(u) f -  (u) du. [86]
CO
Een aantal  opmerkingen  moet  hier gemaakt  worden.  
— Uit de vergelijking [86] blijkt dat  de verkregen 
versterkingsfactor  ke (0,o~)  een functie  is van de va-
riantie o—; in feite moet  zelfs de verdelingsdichtheids-
functie fjj(u)  bekend zijn bij de berekening van
A.' ( 0 ,a - ) .  De hier vermelde m ethode  kan, zij het dat   ^ //
de resultaten aanmerkeli jk ingewikkelder worden,  
ook toegepast worden voor ingangssignalen ïï(t;$) 
waarvan
— Gezien het feit dat  het lineaire vervangende sys­
teem een versterkingsfactor  is, kan deze methode  
alleen voor niet-lineaire cons tan te  statische systemen 
zinvol worden toegepast.
— De hier gevolgde methodiek  ter verkrijging van de 
optimale versterkingsfactor  ver toont  grote overeen­
komst  met  die welke gevolgd is bij het  on tb inden  
van signalen in deelsignalen; men vergelijke daartoe 
de figuren 6 en 16.
1.4.3.2. Beschrijvende functiemethode  
Voor  de beschrijving van niet-lineaire cons tan te  d y ­
namische systemen wordt  gebruik gemaakt  van de 
beschrijvende functiemethode.  Deze berust  op het 
feit dat  het  te beschrijven niet-lineaire systeem wordt  
beschreven doo r  een lineair dynamisch systeem, ge­
karakteriseerd d o o r  een versterkingsfactor | G{v) \ en 
een fase-draaiing arg G(y). Wanneer aan een niet- 
lineair systeem een ingangssignaal u(t)=Acos2iri>t 
wordt  aangeboden kan het uitgangssignaal met  be­
hulp van de fourierreeks [6] worden gesplitst in si­
nusvormige deelsignalen. Uit een vergelijking van het 
ingangssignaal met  de grondharmonische ,  de eerste 
term van de fourierreeks van het uitgangssignaal, 
kan nu een overbrengingsverhouding worden  gedefi­
nieerd, de beschrijvende functie.  Ook deze m e th o ­
diek geeft een beschrijving rond een bepaald werk­
pun t ,  en m oe t  gezien worden als een linearisatieme- 
thode.  Van belang is om op te merken  dat  er geen 
lineair verband tussen de hogere harmonischen ,  de 
verdere termen van de fourierreeksontwikkel ing,  van 
het  uitgangssignaal y ( t )  en het ingangssignaal u(t) 
bestaat .  De hierboven geschetste m e th o d e  is ook  toe ­
pasbaar voor  s tochast ische signalen; het  te beschrij­
ven systeem word t  gedacht  te worden beschreven 
doo r  een lineair systeem waar aan de uitgang een sig­
naal n(t;$), de restruis, word t  toegevoegd (f iguur 17). 
De restruis is dus het  verschil tussen de uitgangssig-
ü ( t ; £ ) n ie t -  lineoir y ( t ; ç )  u ( t ; ç ) G (v)s ys teem
n ( t . ç )
Figuur 1 7. De beschrijvende functie: een lineaire beschrij­
ving va/1 een niet-lineair constant dynamisch systeem.
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nalen J ( / ; ? )  en van respectievelijk het  niet-
lineaire systeem en het vervangende lineaire systeem. 
De optimale dynamische versterkingsfactor wordt  ver­
kregen d o o r  de variantie van de restruis te minimali­
seren naar de parameters  van de overbrengingsver- 
houding G(v). Aangetoond kan worden dat  minima­
lisatie van de variantie be teken t  dat  er tussen de 
restruis 77(//f) en het ingangssignaal geen line­
aire relatie bestaat ,  en dus dat  R - - ( t) = 0 voor alle r. 
Er kan worden afgeleid dat:
=  [87]
S - - ( v )  =  | G W  I2 5 - - W + 5 - - M .  [88]
Met behulp van vergelijking [87] is de beschrijvende 
functie G(v) te bepalen; hieruit  kan doo r  subst i tut ie  
van \G(v)\  in vergelijking [88] het  spec trum S - - ( v )  
van de restruis worden bepaald.
De d o o r  de formules  [87] en [88] gegeven m ethode  
kan alleen toegepast  worden indien het niet-lineaire 
systeem in een niet-teruggekoppeld systeem is opge­
nomen.  Bestaat er echter  wel een terugkoppelbaan 
(figuur 18) dan kan deze m ethod iek  niet zonder
Figuur 18. De beschrijvende functiemethode toegepast in een 
gesloten systeem.
meer worden toegepast ;  immers het  signaal 7i( / ï f )  
is doo r  de terugkoppeling altijd voor een deel lineair 
afhankeli jk van ë(/Vf), en dus zal R — ( r ) ^ 0  zijn voor 
alle r .  Eenvoudig valt af  te leiden dat  nu H{v) als 
volgt kan worden berekend:
-  Indirecte m e th o d e :
S- u y ^  =  G, o M ^ - u- (v ) ,
met Gf0 , ( v )  =  H W  . [89]
1 +G(v)H(v)
-  Directe m e th o d e :
G{v) =  ST- { v ) I S - ^ v )  . [90]
De eerste m e th o de  kan alleen worden  toegepast  in­
dien het lineaire systeem H(v) bekend is; in het  al­
gemeen leidt de directe m e thode  sneller to t  resulta­
ten.
De beschrijvende funct iemethode  is van groot be­
lang bij de mathematische  beschrijving van het regel- 
gedrag van de mens in stuur- en regeltaken.
1.4.4. Toestandsbeschrijving
Bij de indeling van systemen in scalaire en multiva- 
riabele systemen is reeds gewezen op de toes tandsbe­
schrijving van multivariabele systemen. Deze be- 
schrijvingswijze heeft  de laatste decennia een zeer 
grote opgang gemaakt ,  enerzijds om dat  het  concep­
tueel eenvoudig was zeer gecompliceerde systemen 
overzichtelijk te schrijven, anderzijds om da t  deze 
beschrijvingswijze zich zeer goed leent voor verwer­
king met  digitale rekenmachines.  De gedachtengang 
is terug te voeren tot  het feit dat  elk dynamisch  sys­
teem kan worden beschreven door  een stelsel eerste 
orde differentiaalvergelijkingen.
Wanneer voor een gegeven systeem het ingangssig­
naal u(t)  bekend is over het  interval [—<*>,t] dan kan 
het uitgangssignaal y{ t )  berekend worden;  is u(t) 
echter  bekend over het  interval [/o,/1] dan is voor de 
berekening van y ( t )  (met  ui tzondering van de con­
stante statische systemen) ook de beginvoorwaarde 
o f  toestand y { t 0 ) nodig. De toestand van een systeem 
kan nu als volgt worden gedefinieerd:
De toestand van een systeem op een zeker tijdstip t 0 
is een verzameling getallen die tezamen m et  het in­
gangssignaal op het interval [ i0>^ ] het uitgangssignaal 
op het tijdstip t eenduidig vastlegt.
Uit deze definitie volgt een belangrijke relatie: de 
uitgangsvergelijking van het  systeem:
y ( t ) = f _ [ x { t 0 ),u(t-.t0, t ) } \  t > t 0 ; [91]
hierin stelt de grootheid  y { t )  de uitgangsvector voor,  
u( t : t0 ,t) de ingangsvector over het  interval [to,t]  en 
x ( t 0 ) de toestandsvector .  De toes tandsvector  is hier­
in gedefinieerd op het tijdstip t0 ; vanzelfsprekend had 
deze bijvoorbeeld ook  ten tijde t { gedefinieerd k u n ­
nen worden.  Aangetoond  kan nu worden dat voor 
t x > t 0 de toestand ) volledig bepaald w o rd t  door  
x ( t 0 ) en u( t : t0)t i ). Dit leidt to t  de toestandsverge­
lijking [92]:
x( t )  = g { x ( t 0 ) M t : t 0, t ) }  ; t > t 0 . [92]
De vergelijkingen [91] en [92] beschrijven m et  u i t ­
zondering van de verdeelde systemen alle eerder  ge­
noemde klassen systemen.
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Binnen het kader van dit Handboek  is het  onm oge­
lijk een algemene behandeling van de toes tandsbe­
schrijving te geven; zij zal daartoe beperk t  worden 
tot  de differentiële systemen, dat zijn die systemen 
waarvoor de vergelijkingen [91] en [92] geschreven 
kunnen  worden in de vorm van:
x( t )  =  g_{x(t),i/(r),f} , 
y ( t )  =  f { x ( t ) ,u ( t )  ,/■}.
[93]
[94]
De systeemvergelijkingen [93] en [94] bezi t ten  een 
zeer eenvoudige s t ruc tuur  wanneer  deze worden o p ­
gesteld voor lineaire systemen, er volgt
x( t )  =  A ( t )x ( t )  +  B(t)u(t)
y (  t ) =  C(t)x(t) +  D(t)u(t)
[95]
[96]
waarin A (t )  de systeemmatrix,  B(t)  de ingangsmatrix, 
C(t)  de uitgangsmatrix en D(t)  de doorverbindings- 
matrix voorstellen. V oor  het geval dat  een lineair
iti
Figuur 19. Toestandsbeschrijving van een lineair constant sys­
teem.
constan t  systeem wordt  bekeken kunnen  de verge­
lijkingen [95] en [96] nog verder worden vereenvou­
digd, namelijk tot:
x( t )  =  Ax{ t )  4- Bu(t)  , [97]
y ( t )  =  C x( t ) +  Du(t)  . [98]
De betekenis  van de matrices A ,B,C,en  D kan het 
best aan de hand van figuur 19 worden nagegaan.
-  De matr ix  A bevindt zich in de tegenkoppelbaan,  
en voert dus een operatie  uit op de teruggekoppelde 
toestandsgrootheid  x( t )  naar de integratoren.  De sys­
teemmatr ix  A bepaalt  in feite het  dynamische  ge­
drag van het systeem.
-  De matr ix  B bepaalt  in welke mate en op welke 
wijze het  ingangssignaal u(t)  kan inwerken op het 
teruggekoppeld systeem; de matr ix  geeft in samen­
hang met  de sys teemmatr ix  A aan o f  het  systeem 
regelbaar is o f  niet. O nder  een volledig regelbaar sy­
steem w ord t  hierbij verstaan een situatie waarbij het
systeem vanuit  een willekeurige begintoestand x ( t 0 ) 
naar een o f  andere willekeurige e indtoestand x ( / e ) 
kan worden gestuurd door  het  aanbieden van een 
zeker ingangssignaal u[ t : t0J e ), waarbij het interval 
[t0, te ] eindig is met  te> t 0 .
— Als tegenhanger van het begrip regelbaarheid kent 
men het begrip observeerbaarheid,  bepaald door  de 
s t ruc tuur  van de matr ix  C in relatie to t  die van de 
systeemmatr ix  A. Een systeem wordt  volledig obser­
veerbaar genoemd indien uit de toestand x ( t 0 ) en 
het uitgangssignaal y ( t : t 0 ,te ) op het eindige interval 
[t0 , te ] de toestand x ( te ) éénduidig is vast te leggen
tto <'«?).
— Tenslot te  geeft de doorverbindingsmatr ix  D aan 
in welke mate en op welke wijze het ingangssignaal 
u{t) direct op het uitgangssignaal y ( t )  ingrijpt, zon ­
der daarbij de tegengekoppelde integratoren te pas­
seren.
De begrippen regelbaarheid en observeerbaarheid 
zullen nader  worden gebruikt  in de paragraaf  over 
au tom aten  en gram m at ica’s.
Zonder  in te gaan op de bewijsvoering kan nu wor­
den afgeleid dat de oplossingen van de differentiaal­
vergelijkingen [97] en [98] met  beginvoorwaarde 
A'( /o ) luiden:
x( t ) =  e A{t / o ) x ( / 0 )H- ƒ  eA(<t t) B u(t) d r
t
[99]
y { t )  =  C e A(t /o) x ( t 0 ) +
+  C  ƒ  eAU~T) Bu(T)dT  + D id t)  [100] 
t0
waarin eA{t) de overgangsmatrix word t  genoemd.  De 
formules [99] en [100] geven de responsie y ( t )  van 
het systeem op een ingangssignaal u(t)  in het  tijds­
domein.
Evenals bij de scalaire systemen kan ook  hier weer 
een beschrijving in het f requent iedomein  worden 
gegeven. Door  laplacetransformatie  van de vergelij­
king [97] volgt:
5^ ( 5) -  x { t 0 ) =  AX(s)  +  BU(s) , [1 0 1 ]
en dus:
X(s) =  (sf—A ) ~ l x ( t 0 )+(sI—A ) ~ ]BU(s) . [102]
De matr ix  ( s I - A )  l B word t  de overdrachtsmatrix  
van U(s) naar X(s)  genoemd.  Transformat ie  van de
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vergelijking [98] en substi tutie  hiervan in vergelijking 
[ 102] levert:
Y(s) =  C(sl—A y l x ( t 0 )+ [C{sI -A  y 1 B+D]U(s).
[103]
De matrix C(sl—A ) " 1 B-\~D wordt  de overdrachtsma- 
trix van U(s) naar Y(s) genoemd;  deze kan vergeleken 
worden met  de overbrengingsverhouding H(s)  die bij 
de scalaire lineaire constante  systemen reeds naar 
voren gekomen is in paragraaf 1.4.2.3.
Bij de modernere  beschrijvingen van het  regelgedrag 
van de mens bij stuur- en regeltaken w ord t  veelvul­
dig van deze toestandsbeschrijving gebruik gemaakt.
1.5. Modellen en parameterschatten
De systeemtheorie  heeft  onder  andere tot  doel om 
realistische systemen te modelleren,  dat  wil zeggen 
doo r  een mathematisch  model  de wetmat igheden  
vast te leggen, en wel zo, dat  op grond hiervan het 
gedrag van het werkelijke systeem kan worden voor­
speld onder  zeer u i teenlopende omstandigheden.  In 
het voorgaande is er vrijwel steeds van uitgegaan dat 
van het te onderzoeken  systeem weinig o f  geen 
a priori informatie  aanwezig is. In dergelijke gevallen 
kan doo r  de bepaling van impulsresponsies, overbren- 
gingsverhoudingen en gemiddelde p roduk tfunc t ie s  
vaak zeer doel t reffend een systeembeschrijving gevon­
den worden.  Veelal is he t  ech ter  op grond van reeds 
verkregen kennis van het  te onderzoeken  systeem 
mogelijk om van het  model  de structuur  reeds van te 
voren op te stellen, terwijl de waarden van de para­
meters  in het  model  met  de reeds bekende s t ruc tuur  
dan later bepaald dienen te worden.
De keuze van de s t ruc tuu r  van het model  is van groot 
belang; deze keuze word t  onder  andere beïnvloed 
door  de volgende factoren:
— Het doel waarvoor het  model  w ord t  opgesteld.
— De inzichten van de onderzoeker  o f  on twerper .
— De informatie  die reeds bekend is over het te on ­
derzoeken systeem.
— De vereiste nauwkeurigheid  van het  model .
— De observeerbaarheid van het te onderzoeken  
systeem.
De bepaling van de nog onbekende  parameters  ge­
schiedt in wezen altijd volgens hetzelfde pa t roon ,  
zij het dat  de ui twerking totaal  verschillend kan zijn 
(figuur 20). Van het te onderzoeken  systeem w ord t  
een model  opgesteld;  de s t ruc tuu r  w ord t  gekozen
en de parameters  moeten  bepaald worden.  Het 
door  het  ingangssignaal w(i;f) gegenereerde uitgangs­
signaal y ’*(f;?,a/ ) word t  vergeleken met  het  uitgangs­
signaal y ( t ; i )  van het systeem. Volgens één o f  ander  
criterium wordt  nu getracht om door  variatie van de 
parameters  a,- het  verschil tussen en y*(t;£;at)
zo klein mogelijk te maken (w(t)  is hierin weer de 
weegfactor,  terwijl voor de exponen t  p  meestal twee 
gekozen wordt) :
°°
----- E  ƒ  w(.t) \~y(t$)-y*(t;$;ai) \ P d t  = 0.
3 a , [104]
Het minimaliseren van deze kostenfunct ie  kan ana­
lytisch o f  via één o f  andere iteratieve procedure  ge­
beuren.  In het  algemeen zal door  oplossing van ver­
gelijking [104] een stelsel vergelijkingen onts taan  dat 
niet-lineair in de parameters  is; slechts in bijzondere 
gevallen kan met  w ( f ) = l  en p = 2 een stelsel verge­
lijkingen dat  wel lineair in de parameters  is, verkre-
Figuiir 20. Parameterschatting van de modelparameters in 
een niet-tegengekoppeld systeem.
gen worden.  Opgemerkt  m oe t  worden dat  de in fi­
guur 20 aangegeven m e thode  in niet-teruggekop- 
pelde systemen voldoet ;  varianten hierop maken 
parameterschat t ing  in een gesloten keten mogelijk. 
Tenslo t te  is het  van groot belang om na te gaan 
binnen welk geldigheidsgebied het verkregen model  
mag worden toegepast ,  o f  met  andere w oorden  wel­
ke veronderstellingen als ui tgangspunt  bij he t  opstel­
len van het  model  gekozen zijn.
2. A u to m a ten  en gram m at ica’s
A u to m a ten  zijn dynamische systemen die discreet 
en cons tant  zijn. Zij zijn dynamisch o m d a t  hun ge­
drag niet alleen van de laatste waarde van het  in­
gangssignaal afhangt ,  maar  tevens van de reeks van 
eerdere signaalwaarden. Zij zijn discreet om da t  ze 
opereren op een discrete tijdas: t = 0, 1, 2, ..., en con­
stant  om da t  zowel s t ruc tuur  als sy teemsparameters
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onafhankeli jk  zijn van t. Tevens geldt voor  au to m a­
ten dat signalen gekwantiseerd zijn: zij kunnen  waar­
den aannemen uit een eindige verzameling.
We bespreken nu eerst een aantal au tom aten  van toe ­
nemende  complexitei t  (2.1). De keuze word t  bepaald 
door  de relatie met  grammat ica’s, welke in 2.2. be­
handeld wordt .  V oor  al deze au tom aten  geldt dat  het 
observeerbare systemen zijn (zie paragraaf  1.4.4.), 
waarbij het  er niet toe doet  o f  de beschrijving ui t­
gaat van de toestand o f  van het uitgangssignaal. In 
feite zal de beschrijving van de toestand uitgaan, zo­
dat  in het  volgende het begrip ‘uitgangssignaal’ niet 
meer gebruikt  zal worden.
2.1. Enige automaten
2.1.1. Eindige automaten
Een eindige au tom aa t  is een systeem dat  gekenmerk t  
wordt  doo r  de volgende vijf grootheden.  Er is een 
eindige (niet-lege) verzameling X  van toestanden 
waarin de au tom aa t  kan verkeren. Er is een speciale 
toestand x 0 , de begintoestand , en een verzameling 
F  van een o f  meer  zg. eindtoestanden.  Verder  is er 
een eindige (niet-lege) verzameling V van waarden 
die het ingangssignaal kan aannemen,  ook  wel het  
vocabulaire van de au tom aa t  genoemd. Tenslo t te  is 
5 de zogeheten toestandsfunctie.  Deze geeft aan wel­
ke nieuwe toestand de au tom aa t  bereikt ,  wanneer  
het  ingangssignaal een bepaalde waarde aanneemt,  
terwijl de au tom aa t  in een zekere toestand verkeert:  
5(x ;-, Vj ) =  x k be teken t  dat  de au tom aa t  in toestand 
Xj bij invoer van vocabulaire-element Vj overgaat in 
toestand x k .
Figuur 21a laat in de vorm van een overgangsdia- 
gram (ook  wel: s ignaals troomdiagram) de werking 
van een eindige au tom aa t  met  twee toes tanden  x 0 
e n x j  zien, waarbij V binair  is (0 o f  1), terwijl de toe ­
s tandsfunct ie  bestaat  uit 5 (x 0 , l )  =  X j , 5 ( x 0 ,0) =  x 0 
en ¿Ka*! ,0) =  x 0 .
Om nu de werking van deze en andere a u to m a te n  
toe te l ichten gaan we uit van het  begrip ‘regelbaar­
he id ’, dat  werd ge ïn t roduceerd  in paragraaf  1.4.4.
Figuur 21. Overgangsdiagram voor deterministische (aj en 
non-deterministische (b) eindige automaat.
Een systeem heet te  daar  ‘volledig regelbaar’ wanneer  
er steeds een ingangssignaal bestaat  waarmee het 
vanuit  een zekere begintoestand x ( t 0 ) naar een wil­
lekeurige e indtoestand x ( t e ) kan worden gestuurd. 
In de au tom aten theo r ie  gaat het  niet om volledige 
regelbaarheid (d.w.z. vanuit elke willekeurige begin­
toestand)  maar  slechts om regelbaarheid vanuit  één 
als zodanig gedefinieerde begintoestand x 0 . Deze 
toestand heet regelbaar wanneer  er een rij van in- 
voerelementen s (een signaal) bestaat  die de a u to ­
maat kan overvoeren in een e indtoes tand  (el7). Men 
zegt dan dat de au tom aa t  de rij s accepteert.  Dit kan 
als volgt worden geschreven: 5 (x0,s) =  Ay, waar s e V * 
(de verzameling van rijen van vocabulaire-elementen) 
en x/eF.  In figuur 21a bijvoorbeeld,  zien we dat men 
van a 0  naar x x kan gaan door  invoering van 1, maar  
ook van 01, 001,  101, etc. De taal geaccepteerd door  
a u t o m a a t s  is de verzameling van geaccepteerde rij­
en: T(A) =  {s| 5 (x0 ,s)eF}, oftewel de rijen waarmee 
de begintoestand regelbaar is. V oor  de eindige a u to ­
maat  in figuur 21a kan dat  met  elke rij bestaande 
uit willekeurig veel 0-elementen,  gevolgd doo r  wil­
lekeurig veel sequenties  10, gevolgd d o o r  1. Kort  
genoteerd:  T =  {0*(10)*1}.  Twee a u t o m a t e n ^  en 
A 2 he ten  equivalent wanneer  T(A ! )=T(A  2 ). De ta­
len die doo r  eindige a u to m a te n  kunnen  worden  ge­
accepteerd noem t  men reguliere talen.
Naast determinist ische eindige au to m a ten  zoals in 
figuur 21a, zijn er ook  non-determinist ische.  De toe­
s tandsfunct ie  van deze au to m a te n  geeft voor elk 
paar van toes tand en vocabulaire-element een verza- 
meling van mogelijke overgangen: b{xh Vj) =  {xfl ,...yXk}. 
Een voorbeeld is gegeven in figuur 21b.  Daar geldt 
5 (x0 , l )  =  { a*o>xi} • Accepteren  van de invoerrij be­
tekent  nu dat  men bij elke overgang steeds een zo­
danige toestand kan kiezen dat  er vanuit  x 0 tenslot te  
een e ind toes tand  kan worden  bereikt .  Er is bewezen 
dat er voor elke non-determinis t ische eindige a u to ­
maat  een equivalente determinis t ische eindige a u to ­
maat  bestaat  (het  omgekeerde  geldt vanzelfspre­
kend),  zodat  ook  de non-determinis t ische eindige 
au to m a ten  de klasse van reguliere talen v o o r tb re n ­
gen.
Een probabilistische eindige automaat  is een genera­
lisatie van de non-determinis t ische,  waarbij voor elke 
overgang een waarschijnlijkheid is gedefinieerd.  Het 
is dan een stochastisch systeem, zoals gedefinieerd 
in paragraaf  1.4.1. Markov-bronnen vormen  hiervan 
een subklasse.
De invoerrijen over het  vocabulaire die niet  worden
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geaccepteerd door  de au tom aa t  vormen het  ‘comple­
m e n t ’ CT , van de taal T. Het  com plem en t  van een 
reguliere taal is eveneens regulier, d.w.z. er bestaat 
voor elke eindige au tom aa t  A een andere eindige 
au tom aa t  A ' zó, dat  CT(A )=T(A').
2.1.2. Stap elaut omat  en
Een s tape lau tomaat  ( PDA voor ‘push down a u to m a ­
te n ’) is een systeem dat,  in tegenstelling to t  de ein­
dige au tom aa t  een oneindige toestandsverzameling X  
heeft.  Om die te beschrijven o n tb in d t  men X  in twee 
gedeelten: een eindige verzameling T= {t0J { }
van ‘to es tand en ’ in meer  str ikte zin, plus een geheu­
gen van oneindige omvang. Het geheugen kan wille­
keurig lange rijen ( x , ^ , ^ , . . )  bevat ten  van zg. ge- 
heugensymbolen  die genomen zijn uit een eindig 
‘geheugenvocabulaire’ F = { 7 0>7i >---7,2} • De werking 
van dit geheugen stelle men zich als volgt voor: de 
au tom aa t  stapelt  de geheugenelementen  op elkaar. 
In de aanvang is er slechts 7 0 . Nieuwe e lementen  
worden daar successievelijk bovenop gelegd. Ook kan 
steeds het  bovenste  e lement  (het  ‘to p e le m e n t ’) wor­
den verwijderd. Er mogen echter  geen geheugenele­
menten  worden tussengeschoven o f  tussenuit  ge t rok­
ken.
De begintoestand a*0 van de a u to m aa t  is in o n tb o n ­
den vorm het paar ( t 0 ,y0 ), waarbij t 0 nu a l s ‘begin­
toe s tan d ’ (in str ikte zin) w ord t  aangeduid.  FeT  is 
weer de verzameling van e ind toes tanden .  De a u to ­
maat  is een systeem { V ,T , r , t 0, y 0,F,d),  waarin 5 de 
verzameling is van overgangsregels. De overgangsre- 
gels geven aan wat er in een gegeven toes tand  bij een 
gegeven tope lem ent  en een gegeven invoersymbool  
gebeurt ,  d.w.z. wat de volgende toes tand zal zijn en 
wat er in het  geheugen w ord t  veranderd.  Men schrijft 
7*)=(f/»X)> hetgeen b e teken t  dat  bij invoer van 
Vj met  y k als geheugen tope lem ent  de toes tand  van 
t t in t[ verandert ,  en y k vervangen w ord t  doo r  de 
rij (o f  beter:  stapel) van geheugenelementen  x  (even­
tueel de nul-rij ,  d.w.z. eenvoudige verwijdering van 
y k ). Een rij s van invoere lementen  w ord t  geaccep­
teerd d o o r  de a u to m aa t  wanneer  vanuit  ( /V 7 o )  een 
e ind toes tand  tj-eF w ord t  bereikt .  De taal T(PDA)  
geaccepteerd d o o r  de PDA is de verzameling van ge­
accepteerde  rijen: T(PDA) =  { s 18( t0 ,s ,y0 ) =  (/y,x)> 
/ y e F , x e r * } . De talen, die geaccepteerd k u n n e n  wor­
den d o o r  PDA's  noem t  men deterministische talen. 
Het com plem en t  van een determinis t ische taal is
eveneens determinist isch.  Reguliere talen vormen een 
strikte deelverzameling van determinis t ische talen.
Analoog aan de non-determinist ische eindige au to ­
maat is er de non-deterministische s tape lau tomaat  
(NPDA ). Bij elke toestand,  geheugen-topelement  en 
invoerelement kan de au tom aat  nu uit een verzame­
ling overgangen kiezen. Dit type au tom aa t  kan meer 
dan de determinist ische variant. De e rdoor  geaccep­
teerde talen heten contextvrije talen. Determinis­
tische talen vormen hiervan een strikte deelverza­
meling. De vraag o f  het  com plem ent  van een 
contextvri je  taal ook  contextvrij  is, is bewezen een 
onoplosbaar  probleem te zijn. Wel is het  com plem ent  
steeds contextgevoelig (zie volgende paragraaf).
2.1.3. Lineairbegrensde automaten  
De lineairbegrensde au tom aa t  (L B A ) kan men zich 
het best voorstellen als een bandje waarlangs een 
mechanisme beweegt dat  kan lezen en schrijven en 
dat in verschillende toes tanden kan verkeren (zie 
figuur 22). Het bandje wordt  gebruikt  om de invoer 
op te schrijven, en tevens als geheugenruimte.  Afge- 
sproken w ord t  dat  de ‘w erk ru im te ’ op het  bandje 
precies dezelfde omvang heeft  als de invoer. De be­
schikbare geheugenruimte  is dus altijd gelijk aan het 
aantal e lementen  waaruit  het  ingangssignaal bestaat  
(en dus in beginsel onbeperk t) .
iÈ\ \ \ \ ■ ■■ " n m a
Figiair 22. Een lineair begrensde automaat.
De LBA die gekarakteriseerd w ord t  doo r  de g roo t ­
heden F, T, r ,  t 0 , F ,  5, en # ,  begint in toes tand  t 0 
links op het  bandje te lezen, d.w.z. bij het  eerste in­
voersymbool .  Naar aanleiding van wat  hij daar  leest 
verandert  hij van toes tand en kan hij dit  eerste ele­
m en t  vervangen doo r  een ander.  Dat kan zijn een 
e lement  van V, o f  een extra  geheugenelement  (uit  
het  eindige geheugenvocabulaire  D -  Tevens neemt  
hij een nieuwe positie k in, die kan zijn: één plaatsje 
naar rechts  ( * = + 1 ) ,  één plaatje naar links ( k = — 1), 
o f  blijven staan (A:=0). Elk paar  van toes tand  en 
ban d sy m bo o l  veroorzaakt  dus drie veranderingen: 
een toestandswijziging, een wijziging van b an d sy m ­
bool ,  en een wijziging van plaats. De overgangsregels 
5 geven nu aan hoe voor  elk paar  van toes tand  en ge­
lezen b an dsym b oo l  de drie veranderingen zullen zijn. 
We zeggen nu da t  de LBA een invoer ‘accep tee r t ’ 
wanneer  hij he t  rech ter  grenssymbool  #  bere ik t ,  en
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dan in een e indtoes tand (eF) geraakt.  LBA's  zijn al­
tijd non-deterministisch: er wordt  voor elke com bi­
natie van toestand en bandsymbool  een verzameling 
van overgangen gespecificeerd.
De talen die doo r  L B A \  geaccepteerd worden heten 
context-gevoelige talen. Het is nog niet bekend o f  
hun  com plem enten  ook  contextgevoelig zijn. C on­
textvrije talen vormen een strikte deelverzameling 
van contextgevoelige.
2.1.4. Turingmachines
Een Turingmachine  TM verschilt slechts in één o p ­
zicht van een L B A : de band voor lezen en schrijven 
is naar links en naar  rechts  oneindig lang. De over­
gangsregels zijn ech te r  net zo als bij de L B A : voor 
elk paar van bandsym bool  en toestand omschrijven 
zij wat het  nieuwe bandsym bool  ter plaatse wordt ,  
welke nieuwe toestand bereikt  word t ,  en welk band- 
e lement  vervolgens zal worden  gelezen ( k = —\,  0, o f  
+  1). Behalve niet-determinist ische TM's bestaan er 
ook  determinist ische.  In feite is elke n ie t-determinis­
tische TM equivalent met  een determinist ische.  
Gezien zijn uiterst  simpele construct ie  is he t  verras­
send dat  m en  op een TM alle bewerkingen kan u i t ­
voeren die met  een m oderne  digitale c o m p u te r  k u n ­
nen worden  uitgevoerd.  Het omgekeerde  geldt niet 
eens, tenzij men ervan uitgaat dat  de com pute r leve­
rancier zo nodig o nbepe rk t  veel extra  geheugenru im ­
te kan leveren. Een Tur ingmachine  kan, naar het 
schijnt,  elke expliciete sym boolopera t ie  ui tvoeren.  
In feite kan dat  zelfs op een TM met  slechts twee 
toes tanden  t 0 en t x . Men definieert  tegenwoordig  
dan ook  het  begrip ( ‘effect ieve’ o f  ‘m echan ische ’) 
‘p rocedure '  als ‘u i tvoerbaar  op een TM\  De ru im te  
o n tb reek t  om dit verder toe te l ichten,  zie ech te r  
Minsky (1967) .
Men zegt dat  TM een invoerrij s accep teer t  w anneer  
deze de TM van de begin toestand t 0 overvoert  in een 
e ind toes tand  tj-eF. De talen die d o o r  TM's worden  
geaccepteerd  he ten  opsombare talen, zo gehe ten  o m ­
dat zij de eigenschap hebben  dat  de rijen o f  de z in­
nen van z o ’n taal kunnen  worden  ‘o p g e s o m d ’: d.w.z. 
er bestaat  een p rocedure  waarmee achtereenvolgens  
z innen van de taal T (en geen andere  rijen) worden 
opgenoem d ,  en wel zó dat  voor  elke zin in de taal T 
geldt dat  die na een eindig aantal  bewerkingen  w ord t  
vermeld.  (Het  o p so m m e n  zal voor  een taal van o n ­
eindige omvang n ie t tem in  oneindig lang d u r e n ! ) Stel 
er  is een TM , m e t  taal T(TM ), en een willekeurige 
rij 5 (eV*).  Wanneer  seT(TM)  dan kan di t  feit, dank
zij de opsombaarheid  van T, middels een eindig aan­
tal bewerkingen worden vastgesteld. Men zegt ook 
wel dat  s kan worden ‘h e rk e n d ’. Alle eerder  behan­
delde talen zijn ook  opsombaar ,  maar  er zijn o p so m ­
bare talen die niet contextgevoelig (resp. contextvrij ,  
regulier) zijn. Het com plem en t  CT(TM)  van een 
T{TM)  is niet noodzakeli jk  opsombaar .  Dat be teken t  
dat  wanneer  seCT(TM)  er geen garantie is dat  s als 
zodanig kan worden herkend door  een Tur ingma­
chine. Anders gezegd: het  is niet zo dat  er voor  alle 
opsombare  talen T een procedure  bestaat  om voor 
een willekeurige rij s vast te stellen o f  s wel o f  niet 
to t  T  behoor t .  Die talen waarvoor wél z o ’n proce­
dure bestaat  n o em t  men 'beslisbaar’. Het zijn op so m ­
bare talen waarvan ook het com plem en t  opsom baar  
is.
2.2. Grammatica's en automaten
2.2.1. Grammatica's en Turingmachines 
Behalve met een Tur ingmachine  kan men een o p so m ­
bare taal met  een grammat ica  beschrijven. Een gram­
matica G w ord t  gekenm erk t  d o o r  de g roo theden  
V, H , P, en Z. V is een eindig terminaal vocabulaire  
(met  terminale e lem enten  a , b,  ...): H  is een eindig 
hulpvocabulaire (met  hu lpsym bolen  op variabelen 
A, By . . .) waarin een speciaal zg. beginsymbool Z. 
P , tens lo t te ,  is een eindige verzameling produktiere-  
gels. V en H  hebben  geen e lem en ten  gemeen:  
KfW=0,  terwijl hun vereniging VUH—F  wel het  
(ongespecif iceerde)  vocabulaire van de grammat ica  
w ord t  genoemd.  De produkt ieregels  in P zijn geor­
dende  paren van rijen (a,j3), meestal  geschreven als 
Oi-+P, waarbij de eerste rij (a )  bestaat  uit één o f  meer  
e lem enten  van F  en de tweede (/3) uit 0 o f  meer  ele­
m en ten  van r ,  Anders  gezegd: ae l 'y (de rijen van 
positieve lengte over F)  en (3eF* (de rijen over I \  
inclusief de nulrij X). Er geldt  dus  P C F \ F * .  De regel 
a-+/3 b e teken t  dat  de rij a  in elke c o n te x t  mag w o r ­
den vervangen d o o r  de rij (3. Z o ’n vervanging word t  
aangeduid m e t  =>. Op grond van de regel mag 
men bijvoorbeeld de rij yaö  vervangen d o o r  7/35; 
dit w ord t  dan geschreven als Meer in het
algemeen schrijft  men (\p is een afleiding van 0) 
w anneer  er een serie van nul o f  meer  vervangingen is 
die 0 overvoert  in \p (nul vervangingen als 0 = \p).
Een zin voor tgebrach t  d o o r  de g ram m at ica  G is elke 
rij van terminale  e lem en ten  die m et  de p ro d u k t i e r e ­
gels van G uit  Z  kan w orden  afgeleid. Dus de rij o is 
een zin voor tgebrach t  d o o r  G indien er een afleiding 
Z=xj bestaat  en ocV*
De taal L (G ), voortgebracht  doo r  G is de verzameling 
van voortgebrachte  zinnen, oftewel L(G)=  {a \Z=xj }. 
Voorbeeld:  Stel G =(V,H ,  P,Z) met  V=  { a(pen),  
Makken) ,  c ( r o q u e t t e n ) } , H = {N (aamwoord) ,  /p red i ­
kaat),  W e r k w o o r d ) ,  Z ( in ) } , en met  produktieregels  
P = { Z ^ N P ,  P^WN, P—*W, N^a,  N^c, W ^ b ) , dan 
kunnen  we uit Z  de volgende afleiding maken:  
Z=>NP, NP=hiP , aP=>aWN, aWN=>abN, abN=>abc, o f  
kor tweg Z^>abc. O m da t  zowel a , b als c terminale 
e lementen  zijn is de rij abc , o f  uitgeschreven apen 
bakken croquetten  een zin in L(G).  De lezer kan zelf 
afleiden, dat  de andere zinnen in L(G)  de volgende 
zijn: apen bakken , croquetten bakken en croquetten  
bakken apen.
Er kan worden bewezen dat  men met  de aldus gede­
finieerde g ram m at ica ’s precies de klasse van opsom- 
bare talen kan voortbrengen.  V oor  elke opsombare  
taal TiTM)  is er een grammatica  G waarvoor  geldt 
L(G)=T(TM ), terwijl elke taal L(G)  opsom baar  is. 
Anders gezegd: voor  elke Tur ingmachine  is er een 
equivalente grammatica  en andersom.
Chom sky  heeft  voorgesteld een aantal  meer  en meer 
restrictieve klassen g ram m at ica ’s te onderscheiden.  
We volgen nu zijn indeling.
2.2.2. Contextgevoelige grammatica ’s en lineair- 
begrensde automaten
De eerste beperking h o u d t  in dat  produktieregels  
niet verkor tend  mogen zijn. Wanneer  de lengte van 
een rij o: w ord t  aangeduid met  lal (dus bijv. \abc 1=3), 
dan stelt de restrictie dat  voor alle produktieregels  
a->(3 in P m oe t  gelden: l a l ^ l | 3 | . D e  g ram m at ica ’s die 
hieraan voldoen he ten  t y p e - 1 o f  contextgevoelige  
gram m at ica ’s. Elke taal die m et  een contextgevoel ige 
grammatica  kan worden  voor tgebrach t  heet een ‘co n ­
textgevoelige’ o f  ‘t y p e - l ’-taal.
Eerder  zagen we da t  l ineairbegrensde a u to m a te n  pre­
cies de contextgevoel ige  talen accepteren .  Er is dan 
ook bewezen dat  contextgevoel ige g ra m m a t ic a ’s 
equivalent zijn m et  L B A \ . Dat  is in zoverre in tu ï t i e f  
in te zien dat  t i jdens de afleiding van een zin d o o r  
een contextgevoel ige  g ram m at ica  nooi t  een rij kan 
on ts taan  die langer is dan de zin (want  dan  zouden  
er vervolgens r i jverkor tende  regels m o e te n  w orden  
gebruikt) .  Evenzo kan de LBA,  zoals we zagen, bij 
het accep te ren  van een zin nooi t  een rij van band- 
symbolen  p roduce ren  die langer is dan de zin: het  is 
essentieel dezelfde beperk ing  die op beide sys tem en  
rust.
2.2.3. Contextvrije grammatica's en stapel- 
automaten
De tweede beperking is weer iets restrictiever. Be­
halve I a  I <; I j31 geldt nu ook nog dat  oteH; a  is dus een 
enkelvoudig hulpsymbool.  Aldus on ts taa t  de type-2  
of  contextvrije  grammatica.  De regels ervan zien er 
uit als A^P;  waarbij A een hu lpsym bool  is en j3 een 
rij in r +. Elke taal die met  een contextvrije g ramma­
tica kan worden  voor tgebracht  heet een contextvri je  
taal.
Een afleiding d.m.v. een contextvrije  grammatica  
kan gemakkeli jk z ichtbaar  worden gemaakt  m et  een 
boom- of  zinsdiagram. Figuur 23 geeft de p ro d u k t ie ­
regels van een contextvrije grammatica  G en een af­
leiding van de zin abcd. Ernaast staat  het  b i jbehoren­
de boomdiagram.  Er is ook een andere afleiding van 
dezelfde zin, waarbij overigens hetzelfde b o o m d ia ­
gram hoor t ,  nl. Z-*AB~+AZd^Abcd~*abcd.  Elk ele­
m en t  w ord t  in de twee afleidingen op dezelfde m a­
nier herschreven (d.w.z. met  dezelfde regel); alleen 
gebeurt  dat  wat  eerder  o f  later. De in figuur 23 ge-
produc t ie re se ls  
Z —A B A — o 
Z —CD B - Z d  
Z -*► be C — aZ 
D-d
boomdiagram
Z
A 0
0 Z / d 
b Xc
L ink era f l e i  ding: Z o A B = > o B = > a Z d o a b c d
Figuur 23. Afleiding van abcd met bijbehorend boomdia­
gram.
geven afleiding heet  ‘l inkerafleiding’ van abcd , o m ­
dat bij elke stap het  meest  linkse hu lpsym boo l  her­
schreven word t .  Bij elk boom diag ram  b e h o o r t  pre­
cies één l inkerafleiding (indien de grammatica  die 
toelaat)  en andersom.
Er is voor  de zin abcd  nóg een l inkerafleiding moge­
lijk m et  de regels in figuur 23. Hierbij h o o r t  dan ook  
een ander  boom diagram .  Afleiding en boom diag ram  
zijn gegeven figuur 24.
Wanneer  een contextvri je  g rammat ica  twee o f  meer  
verschillende l inkerafleidingen (z insd iagrammen)  
geeft voor  een zin heet  de g ram m at ica  ambigu.  Dat  
is dus het  geval voor  de onderhavige grammatica  G.
Linkerofle id ing :
Z ^»CD^ aZD s»obcD =*obcd
boomdiagram
Z
c x 0
a '  Z d 
b Vc
Figuur 24. Alternatieve afleiding van abcd met boom  
diagram.
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Wanneer een contextvrije grammatica niet ambigu is 
brengt hij een determinist ische taal voort.  Z o ’n niet 
ambigue contextvrije grammatica wordt  ook wel 
‘¿^(AO-gxammatica’ genoemd. Een taal heet ambigu 
wanneer  al zijn grammatica’s ambigu zijn.
Er is bewezen dat contextvrije g rammat ica’s equiva­
lent zijn met  niet-deterministische Stapelautomaten.  
Voor  elke T(NPDA)  is er een contextvrije g ramma­
tica CFG waarvoor geldt L(CFG)  = T(NPDA),  en an­
dersom. Een soortgelijke equivalentie bestaat  e r v o o r  
deterministische PDA's  en I/?(A:)-grammatica’s.
Er zijn ook allerlei andere middelen ontwikkeld  voor 
de beschrijving van contextvrije talen. Voorbeelden 
daarvan zijn categorische grammat ica’s en afhanke- 
l i jkheidsgrammatica’s, welke hier overigens niet be­
handeld zullen worden.
2.2 .4. Reguliere grammatica 's en eindige 
automaten
De derde en laatste restrictie betref t  de ß in de con­
textvrije regel A~>ß. Er wordt  afgesproken dat  ß een 
van twee vormen mag hebben:
ßeV,  d.w.z. ß is een enkelvoudig terminaal element,  
o f
ß = aß  m et  ae V e n BeH, d.w.z. een terminaal  e lement 
gevolgd door  een hulpsymbool .
De zo verkregen grammat ica’s heten type-3  o f  re­
guliere g rammat ica’s (ook wel finite state gram­
mars). De regels ervan hebben dus de vorm A~+a o f  
A~+aB. Er is bewezen dat een reguliere grammatica 
een reguliere taal voortbrengt .  Reguliere g ram m a­
tica’s zijn equivalent met  eindige au tom aten :  zij de­
finiëren dezelfde klasse van talen. Elke eindige taal 
(d.w.z. met  een eindig aantal  zinnen) kan met een 
reguliere grammatica  worden voortgebracht  en is dus 
regulier.
2.3. Chomsky ’s hiërarchie van talen
In figuur 25 zijn de strikte inclusierelaties weerge­
geven tussen de d o o r  Chomsky voorgestelde talen. 
In deze paragraaf  w ord t  kor t  ingegaan op talen in de
IV
Figuur 25. Chomsky ’s hiërarchie van talen.
gebieden aangeduid met  I, II, III en IV, d.w.z. die 
wél contextvrij  maar  niet regulier zijn (I), wél con­
textgevoelig maar  niet contextvrij  (II), etc.
Ad I. Wat kenm erk t  een taal die niet regulier is, 
d.w.z. die niet met een reguliere grammatica kan 
worden voortgebracht?  In tegenstelling tot  reguliere 
talen zijn deze talen ze l f  inbeddend.  Dit vereist eni­
ge toelichting. Men noem t  een grammatica zelfin- 
beddend wanneer  er een variabele B is in H  waarvoor 
geldt B^xxB7 , waar a=£\ en Dat betekent :  de
regels van de grammatica  zijn zó dat er een hu lpsym ­
bool B is waaruit  een rij kan worden afgeleid waarin 
B weer voorkom t ,  maar niet aan linker o f  rechter  
uiteinde. Men noem t  een taal zelf inbeddend w an­
neer elke grammatica  waarmee die taal kan worden 
voortgebracht  zelf inbeddend is. Een voorbeeld van 
een zelf inbeddende taal is j w w *  \w eV +, V = ^a,b^  , 
d.w.z. de taal bestaande uit symmetr ische zinnen 
waarvan de eerste helft  bestaat  uit een willekeurige 
rij terminale e lementen en de tweede helft uit  
de reflectie (R ) daarvan, zo bijvoorbeeld de rijen 
aa, abba, baab, abbbba, abaaba, etc. Men noem t  
dit wel een ‘spiegelbeeldtaal’. Een ander  voor­
beeld is de taal { an bn Iw ^ l  } , bestaande uit zinnen 
met n a 's gevolgd doo r  n b's. C h o m sk y ’s bewijs dat  
natuurli jke talen niet regulier zijn, en dus niet met  
een eindige au tom aa t  (laat staan een Markov bron)  
kunnen  worden beschreven, was gebaseerd op het 
aantonen van de zelfinbeddingseigenschap voor  na­
tuurlijke talen.
Ad II. Contextgevoelige,  niet-contextvrije talen 
worden niet door  z o ’n un iforme eigenschap geken­
merkt.  Voor  allerlei talen is ech ter  aangetoond  dat 
ze in deze categorie vallen. Een voorbeeld is 
{ an bn cn 1/7^ 1} , rijen van a s gevolgd doo r  evenveel 
b \  gevolgd doo r  evenveel c ’s. Een ander  voorbeeld is 
de taal met  rijherhaling: {wvv} , waar w dezelfde 
betekenis  heeft  als in het  eerdere voorbeeld:  elke zin 
bestaat  dus uit een rij, gevolgd doo r  de herhaling 
daarvan. Deze twee varianten zijn wel gebruikt  om 
aan te tonen dat natuurl i jke talen niet contextvrij  
zijn (zie Brandt Corstius, 1974; Levelt, 1974).
Ad III. In deze categorie vallen met name de niet- 
beslisbare type-0 talen. Dat  zijn die opsom bare  talen 
waarvan het com plem en t  niet opsom baar  is. Er zijn 
echter  ook beslisbare type -0 talen die toch niet co n ­
textgevoelig zijn. Transformationele  g ram m at ica ’s 
(zie hoo fds tuk  15) zijn type-0 g ram m at ica ’s: zij 
kunnen  r i jverkortende regels bevatten.  Er is bewezen 
dat C h o m s k y ’s t ransformationele  g ram m at ica ’s pre-
opsombore of t y p e - 0  talen 
>ntextgevoelige of t y p e - 1 talen 
c o n t e x t v r ije of type-2  talen " 
/ ' r e g u l i e r e  o f ^ X  
type-3 talen )  t
tolen 
textgevoeh
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cies de klasse van opsombare talen voortbrengen. 
Andere transformationele  grammatica’s zijn restric­
tiever. Josh i ’s ad junct iegrammatica’s, bijvoorbeeld, 
brengen beslisbare talen voort  (zie Levelt, 1973).
Ad IV. Niet alle verzamelingen van rijen over een 
vocabulaire (talen) kunnen  met  een grammatica be­
schreven worden (zie voor een voorbeeld Brandt 
Corstius, 1974). Beweren dat een natuurlijke taal 
niet in die categorie valt, maar  type-0 is, dan wel 
met een Chomskyaanse  transformationele  gramma­
tica voor tgebracht  kan worden,  be teken t  slechts dat 
men de taal beschrijfbaar acht met  een grammatica.
2 .6. Psychologische toepassingen en schematisch 
overzicht
2.4. Probabilistische grammatica’s
Men kan het begrip grammatica generaliseren doo r  
aan de produktieregels  ervan waarschijnli jkheden toe 
te kennen.  Zo onts taan zgn. probabilistische gram­
matica’s. Met name voor reguliere en contextvrije 
grammatica’s is dit verder uitgewerkt .  Met een p ro ­
babilistische grammatica  wordt  een waarschijnlijk- 
heidsverdeling gedefinieerd over de zinnen van een 
taal. Men kan condities aangeven waaronder  geldt 
dat die taal ‘genormaliseerd’ is, d.w.z. een totale 
waarschijnlijkheid heeft  van 1. Probabilistische 
grammatica’s vormen een machtig hulpmiddel  bij de 
analyse van een corpus, d.w.z. een verzameling ge­
observeerde rijen (zinnen, gedragssequenties,  etc.). 
Het afleiden van een grammatica  uit een corpus,  re­
spectievelijk het  schatten van de probabilistische 
parameters voor  een gegeven grammatica  vormt het 
onderwerp  van de grammatische inferentietheorie .
2.5. Grammaticaliteit en regelbaarheid
Men noem t  de rij s , gegeven de type-/ grammatica  G, 
‘grammaticaa l’, wanneer  seL(G)  en ‘ongrammat icaa l ’ 
wanneer  seCL(G).  Men kan, dank  zij de eerder  ver­
melde equivalentierelaties met  au tom a ten ,  ook  zeg­
gen dat  de rij s grammaticaal  is wanneer  hij door  de 
bi jbehorende a u to m aa t  word t  geaccepteerd.  Dqt be­
tekent  dat precies die rijen grammaticaal  zijn waar­
mee de au to m aa t  vanuit  de begintoestand kan wor­
den geregeld. Het taalkundige begrip grammatical i­
teit is derhalve nauw verwant met  het  systeembegrip 
regelbaarheid. Op dezelfde manier  is het  sys teem­
begrip ‘observeerbaarheid’ nauw verwant met  gram­
matische infereerbaarheid (zie Levelt, 1975).
Behalve in de taalpsychologie (zie hoo fds tuk  15) 
vindt men de theorie van au tom aten  en gramma­
tica’s toegepast in de (ethologische) analyse van ge­
dragssequenties (zie bijv. Bodnar & van Baren-Kets, 
1974), in pa t roonherkenningsonderzoek  (zie het  
tijdschrift Pa t tem  Recognit ion,  Vol. 3,4 (1971)  en 
Vol. 4,1 (1972)) ,  in de analyse van leertheorieën 
(Suppes, 1969) bij denkonderzoek  (Suppes,  1973), 
en bij geheugenonderzoek (Anderson & Bower,
1973).
In tabel 4 staan de belangrijkste grammatica’s, au to ­
maten,  talen, en hun com plem enten  vermeld. Voor  
de kolom ‘taal’ geldt dat  er naar boven sprake is van 
strikte inclusie: elke eindige taal is regulier, elke 
reguliere taal is deterministisch,  etc., terwijl het  o m ­
gekeerde niet geldt.
Tabel 4. Schenia van grammatica’s, talen en automaten.
grammatica equivalente
automaat
taal
complement 
van taal
type-0 Turing- o p so m b aa r taal
machine o f  type-0
beslisbaar beslisbaar type-0
o f  type-0
type-1 o f lineair-begrens- type-1 o f ? , m aar  zeker
c o n t e x t ­ de a u to m a a t con tex t - type-0
gevoelig gev.
type-2 o f nie t-determinis- type-2  o f contextvr i j -
con tex t - t ische stapel- con tex t - heid  onbe-
vrij (resp. a u to m a a t vrij slisbaar, zeker
categorisch, c o n te x tg e ­
a fhanke l i jk ­ voelig
heids)
LR(k) determinis t i sche de te rm in is ­ de te rm in is ­
s t a p e la u to m a a t tisch o f tisch
niet-ambigu
type-3 o f eindige a u t o ­ regulier o f regulier
regulier m aa t finite s ta te
(f ini te  s ta te )
eindige taal regulier
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Voor de kolom ‘grammatica’ geldt deze str ikte in- 
clusie eveneens, met ui tzondering van regulier en 
LR(k)\  er zijn ‘ambigue’ reguliere g rammatica’s, die 
dus niet LR(k)  zijn; zij brengen echter  geen ambigue 
talen voort.
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4.4. Symbolenl i j s t
: k e four iercoëff ic icnt .  
an : coëff ic iën ten  d if fe ren t iaa l ­
vergelijking.
.4^- : am pl i tude .
A(t )  : sy s teem m atr ix .
hfc : k e four ie rcoëff ic iën t .
Bit)  : ingangsmatrix .
CT : c o m p le m e n t  van taal T.
C(t) : u i tgangsmatr ix .
C(sl-A)~ ' B+D : o v e rd ra ch tsm a t r ix  van JJ(s)
naar  Y(s).
C vP(t ) : covar ian t ic func t ic .
C v v ( r )  : s cha t te r  van de covar ian t ic ­
func t ic  C v y ( r ) .
D(t)  : doorvcrb ir id ingsmatr ix .
e : g rondgeta l  na tuu r l i jke  loga­
ri tme.
eA( t )  : overgangsmatr ix .
¿'{.} : m a th e m a t i s c h e  verwachting.
f x ( x )  : vc rde l ingsd ich the idsfunc t ie .
Jxx(x i > * 2  ; t ) : gezamenli jke  verdelings-
d ich the id s func t ic .
F  : fou r ie r t rans fo rm a t ie .
F ~ 1 : inverse four ie r t ransfo rm at ie .
•{¿V(/■ )} : niet-l ineair  sys teem.
G(v) : overbreng ingsverhoud ing
van liet lineaire m ode l  van 
het  nict-lineaire systeem
g{u( t ) \ .
G : g ram m atica .
h( t , t0) : impulsresponsie  van lineair
t i jdsafhankeli jk  systeem. 
h(t) : im puls respons ie  van lineair
co n s ta n t  systeem.
H(s) : overbrengingsverhouding .
H : eindig hulpvocabula irc .
/  : eenhe idsm atr ix .
•
J : index voor het  imaginaire 
deel.
J : c r i te r ium func t ie .
k(Tijf) : versterk ingsfactor.
kp( 0,o¿j) : vers te rk ingsfac tor  volgens 
Booton .
K x y ( T ) : corre la t ie funct ie .
L : enkelzijdige laplacetransfor-  
matie.
L " : inverse enkelzijdige laplace- 
t ransfo rm at ie .
L\\ : dubbelzi jd ige laplacetrans- 
formatic .
/-n“ ' : inverse dubbelz i jd ige  lapla- 
ce t rans fo rm at ic .
I, BA : l incair-begrensde a u to m aa t .
n(t) : restruis.
NPDA : non-de te rm in is t i sche  stapel- 
a u to m a a t .
Pr : kans.
PDA : s tap e lau to m aa t .
P : eindige verzameling p roduk-  
ticregels.
R x ?  ( t ) : g em id d c ld e p ro d u k t fu n c t ie .
s : laplace o p e r a to r  o f  c o m ­
plexe f requen t ie .
(si-A ) " : o v e rd rac h tsm a t r ix  van U(s) 
naar  .v(s).
S x x (y) : ve rm ogensd ieh the idsspec-  
trum.
t : tijd.
tU(t) : eenparig  sti jgend signaal.
T : periodet i jd .
T(A) : taal geaccep tee rd  d o o r  
a u to m a a t  A.
TM : Tur ing-m achine .
u(t) : s tuur-  o f  ingangssignaal.
uk(t) : o r thogonaals ignaal .
u(t) : ingangsvector.
Uit) : ecnhe idssprongfunc t ie .
m : s toorsignalen.
V : vocabulaire  van de au to  
maat.
w(t) : c r i te r ium w eegfunc t ie .
x(t ) : de te rm in is t isch  signaal.
x(t) : s tochast isch  signaal
x(t; ï ) : s tochast isch  proces.
x( ï ) : r a n d o m  variabele.
£ ( / ) : toes tandsvec tor .
: beg in toes tand .
X(v) : fou r ie rge t ransfo rm cerde  
van x(t).
Xfji i ) : dubbelzi jd ige laplacege- 
t rans fo rm eerdc  van x(t).
: (enkelzi jdige) laplacegc- 
t ran s fo rm ee rd e  van x(t).
yU) : uitgangssignaal.
yu o) : begincondit ic .
z : beg insym bool .
ai : m ode lpa ram ete rs .
r : geheugcn-vocabulaire .
6 ( 0 : im puls func t ie .
6 : toes tandsfunc t ic .
f : ensem ble  d om ein .
VÜ : gem idde lde  w aarde  van 
ü
\ : convergentieabscis .
V : f requentie .
° ü : variantie van ü(t;£).
T : t i jdcons tan te  o f  ti jds­
verschil.
^ k : fase van de k e c o m p o n e n t .
U1 : rad iaa lf requen t ie .
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