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We investigate unambiguous discrimination between given quantum states with a sequential measurement,
which is restricted to local measurements and one-way classical communication. If the given states are binary or
those each of whose individual systems is two-dimensional, then it is in some cases known whether a sequential
measurement achieves a globally optimal unambiguous measurement. In contrast, for more than two states
each of whose individual systems is more than two-dimensional, the problem becomes extremely complicated.
This paper focuses on symmetric ternary pure states each of whose individual systems is three-dimensional,
which include phase shift keyed (PSK) optical coherent states and a lifted version of “double trine” states. We
provide a necessary and sufficient condition for an optimal sequential measurement to be globally optimal for
the bipartite case. A sufficient condition of global optimality for multipartite states is also presented. One can
easily judge whether these conditions hold for given states. Some examples are given, which demonstrate that,
despite the restriction to local measurements and one-way classical communication, a sequential measurement
can be globally optimal in quite a few cases.
I. INTRODUCTION
Discrimination between quantum states as accurately as
possible is a fundamental issue in quantum information the-
ory. It is a well-known property of quantum theory that per-
fect discrimination among nonorthogonal quantum states is
impossible. Then, given a finite set of nonorthogonal quantum
states, we need to find an optimal measurement with respect to
a reasonable criterion. Unambiguous discrimination is one of
the most common strategies to distinguish between quantum
states [1–3]. An unambiguous measurement achieves error-
free (i.e., unambiguous) discrimination at the expense of al-
lowing for a certain rate of inconclusive results. Finding an
unambiguous measurement that maximizes the average suc-
cess probability for various quantum states has been widely
investigated (e.g., [4–12]).
When given quantum states are shared between two or more
systems, measurement strategies can be classified into two
types: global and local. A local measurement is performed by
a series of individual measurements on the subsystems com-
bined with classical communication. In particular, sequential
measurements, in which the classical communication is one-
way only, have been widely investigated under several opti-
mality criteria (e.g., [13–22]). Although the performance of
an optimal sequential measurement is often strictly less than
that of an optimal global measurement even if given states are
not entangled, a sequential measurement has the advantage
of being relatively easy to implement with current technol-
ogy. As an example of a realizable sequential measurement
for optical coherent states, a receiver based on a combination
of a photon detector and a feedback circuit, which we call a
Dolinar-like receiver, has been proposed [23] and experimen-
tally demonstrated [24]. Also, unambiguous discrimination
using Dolinar-like receivers has been studied [25–27].
Several studies on optimal unambiguous sequential mea-
surements have also been carried out [28–31]. For binary pure
states with any prior probabilities, it has been shown that an
optimal unambiguous sequential measurement can achieve the
performance of an optimal global measurement [28, 29]. For
short, we say that a sequential measurement can be globally
optimal. As for more than two states, in the case in which
each of the individual systems is two-dimensional, whether
a sequential measurement can be globally optimal has been
clarified for several cases [30, 31]. However, in the case in
which individual systems are more than two-dimensional, the
problem becomes extremely complicated. Due to the restric-
tion of local measurements and one-way classical communi-
cation, it would not be surprising if a sequential measurement
cannot be globally optimal except for some special cases. It
is worth mentioning that, according to Ref. [32], in the case
of a minimum-error measurement, which maximizes the av-
erage success probability but sometimes returns an incorrect
answer, an optimal sequential measurement does not seem to
be globally optimal for any ternary phase shift keyed (PSK)
optical coherent states.
In this paper, we focus on symmetric ternary pure states
each of whose individual systems is three-dimensional. These
states include PSK optical coherent states and a lifted version
of “double trine” states [33]. We provide a necessary and suf-
ficient condition that a sequential measurement can be glob-
ally optimal for the bipartite case, using which one can easily
judge whether global optimality is achieved by a sequential
measurement for given states. We use the convex optimiza-
tion approach reported in Ref. [34] to derive the condition.
We also give a sufficient condition of global optimality for the
multipartite case. Some examples of symmetric ternary pure
states are presented, which show that a sequential measure-
ment can be globally optimal in quite a few cases. One of the
examples shows that the problem of whether a sequential mea-
surement for bipartite ternary PSK optical coherent states can
be globally optimal is completely solved analytically, while
its minimum-error measurement version has been solved only
numerically [32]. Moreover, we show that a Dolinar-like re-
ceiver for any ternary PSK optical coherent states cannot be
globally optimal unambiguous measurement.
The paper is organized as follows. In Sec. II, we formu-
2late the problem of finding an optimal unambiguous measure-
ment and its sequential-measurement version as convex pro-
gramming problems. In Sec. III, we present our main theo-
rem. Using this theorem, we derive a necessary and sufficient
condition for an optimal sequential measurement for bipartite
symmetric ternary pure states to be globally optimal. A suffi-
cient condition of global optimality for multipartite symmet-
ric ternary pure states is also derived. In Sec. IV, we prove the
main theorem. Finally, we provide some examples to demon-
strate the usefulness of our results in Sec. V.
II. OPTIMAL UNAMBIGUOUS SEQUENTIAL
MEASUREMENTS
In this section, we first provide an optimization problem
of finding optimal unambiguous measurements. Then, we
discuss a sequential-measurement version of the optimization
problem. We also provide a necessary and sufficient condition
for an optimal sequential measurement to be globally optimal.
Note that this condition is quite general but requires extra ef-
fort to decide whether global optimality is achieved by a se-
quential measurement for given quantum states. In Sec. III,
we will use this condition to derive a formula that is directly
applicable to symmetric ternary pure states.
A. Problem of finding optimal unambiguous measurements
We here consider unambiguous measurements without re-
striction to sequential measurements. Consider a quantum
system prepared in one of R quantum states represented by
density operators {ρ˜r}r∈IR on a complex Hilbert space H ,
where IR ≔ {0, 1, · · · ,R − 1}. The density operator ρ˜r sat-
isfies ρ˜r ≥ 0 and Tr ρ˜r = 1, where Aˆ ≥ 0 denotes that Aˆ is
positive semidefinite (similarly, Aˆ ≥ Bˆ denotes Aˆ− Bˆ ≥ 0). To
unambiguously discriminate the R states, we can consider a
measurement represented by a positive-operator-valued mea-
sure (POVM), Πˆ ≔ {Πˆr}Rr=0, consisting of R + 1 detection op-
erators, on H , where Πˆr satisfies Πˆr ≥ 0 and ∑Rr=0 Πˆr = 1ˆ (1ˆ
is the identity operator onH). The detection operator Πˆr with
r < R corresponds to the identification of the state ρ˜r, while
ΠˆR corresponds to the inconclusive answer. Any unambigu-
ous measurement Πˆ satisfies Tr(ρ˜rΠˆk) = 0 for any k ∈ IR\{r},
where \ denotes set difference. Given possible states {ρ˜r} and
their prior probabilities {ξr}, we want to find an unambigu-
ous measurement maximizing the average success probabil-
ity, which we call an optimal unambiguous measurement or
just an optimal measurement for short. Reference [6] shows
that the problem of finding an optimal measurement can be
formulated as a semidefinite programming problem, which is
a special case of a convex programming problem. For ana-
lytical convenience, instead of the formulation of Ref. [6], we
consider the following semidefinite programming problem:
PG : maximize P(Πˆ) ≔ lim
λ→∞
R−1∑
r=0
Tr[(ρˆr − λνˆr)Πˆr]
subject to Πˆ : POVM,
(1)
where ρˆr ≔ ξr ρ˜r and νˆr ≔
∑
k∈IR\{r} ρˆk. Since P(Πˆ) = −∞
holds if there exists r ∈ IR such that Tr(νˆrΠˆr) , 0 (i.e., Πˆ
is not an unambiguous measurement), any optimal solution
to Problem PG is guaranteed to be an unambiguous measure-
ment. The optimal value, which is the average success prob-
ability of an optimal measurement, is larger than zero if and
only if at least one of the operators ρˆr has a nonzero overlap
with the kernels of νˆr [35].
The dual problem to Problem PG can be written as
1
DPG : minimize Tr ZˆG
subject to ZˆG ≥ lim
λ→∞
ρˆr − λνˆr (∀r ∈ IR), (2)
where ZˆG is a positive semidefinite operator on H . The opti-
mal values of Problems PG and DPG are the same.
B. Problem of finding optimal unambiguous sequential
measurements
Now, let us assume that H is a bipartite Hilbert space,
H = HA ⊗HB, and let us restrict our attention to a sequential
measurement from Alice to Bob. In a sequential measure-
ment, Alice performs a measurement on HA and communi-
cates her result to Bob. Then, he performs a measurement on
HB, which can depend on Alice’s outcomes, and obtains the
final measurement result. This sequential measurement can
be considered from a different point of view [32]. Let ω be an
index associated with Bob’s measurement Bˆ(ω) ≔ {Bˆ(ω)r }Rr=0,
and Ω be the entire set of indices ω. Alice performs a mea-
surement, Aˆ ≔ {Aˆ(ω)}ω∈Ω, with continuous outcomes, and
sends the result ω ∈ Ω to Bob. Then, he performs the cor-
responding measurement Bˆ(ω), which is uniquely determined
by the result ω. This sequential measurement is denoted as
Πˆ(Aˆ) ≔ {Πˆ(Aˆ)r }Rr=0 with
Πˆ(Aˆ)r ≔
∫
Ω
Aˆ(dω) ⊗ Bˆ(ω)r , (3)
which is uniquely determined by Alice’s POVM Aˆ.
The problem of finding an unambiguous sequential mea-
surement maximizing the average success probability, which
we call an optimal unambiguous sequential measurement or
just an optimal sequential measurement, can be formulated as
the following optimization problem:
P : maximize P[Πˆ(Aˆ)]
subject to Aˆ ∈ MA (4)
with Alice’s POVM Aˆ, where MA is the entire set of Alice’s
continuous measurements {Aˆ(ω)}ω∈Ω. Compared to Prob-
lem PG, this problem restricts Πˆ to the form Πˆ = Πˆ
(Aˆ). We can
1 One can obtain this problem from Eq. (12) in Ref. [36] with M = R + 1,
J = 0, cˆm = ρˆm − λνˆm (m < R), cˆR = 0, and λ→ ∞.
3easily see that this problem is a convex programming problem
and obtain the following dual problem [34]:
DP : minimize Tr Xˆ
subject to Γˆ(ω; Xˆ) ≥ 0 (∀ω ∈ Ω) (5)
with a Hermitian operator Xˆ, where
Γˆ(ω; Xˆ) ≔ Xˆ − lim
λ→∞
R−1∑
r=0
TrB
[
(ρˆr − λνˆr)Bˆ(ω)r
]
. (6)
TrB is the partial trace overHB. The optimal values of Prob-
lems P and DP are also the same.
C. Condition for sequential measurement to be globally
optimal
Let Zˆ⋆
G
be an optimal solution to Problem PG and Xˆ
⋆
G
≔
TrB Zˆ
⋆
G
. Also, let Γˆ⋆(ω) ≔ Γˆ(ω; Xˆ⋆
G
). We now want to know
whether a sequential measurement can be globally optimal,
i.e., whether an optimal solution to Problem P is also optimal
to Problem PG. To this end, we utilize the following remark:
Remark 1 A sequential measurement Πˆ(Aˆ) (Aˆ ∈ MA) is an
optimal unambiguous measurement if and only if it satisfies
Γˆ⋆(ω)Aˆ(ω) = 0, ∀ω ∈ Ω. (7)
Proof Assume that Xˆ⋆
G
is a feasible solution to Problem DP,
i.e., Γˆ⋆(ω) ≥ 0 holds for any ω ∈ Ω. It is known that Πˆ(Aˆ)
and Xˆ are respectively optimal solutions to Problems P and
DP if and only if Γˆ(ω; Xˆ) ≥ 0 and Γˆ(ω; Xˆ)Aˆ(ω) = 0 hold
for any ω ∈ Ω (see Theorem 2 of Ref. [34] 2). Thus, Πˆ(Aˆ)
and Xˆ⋆
G
are respectively optimal solutions to Problems P and
DP if and only if Eq. (7) holds. If Eq. (7) holds, then, since
P[Πˆ(Aˆ)] = Tr Xˆ⋆
G
= Tr Zˆ⋆
G
is equal to the optimal value of
Problem PG, Πˆ
(Aˆ) is globally optimal. Therefore, to prove this
remark, it suffices to show that Xˆ⋆
G
is a feasible solution to
Problem DP.
Multiplying [Bˆ
(ω)
r ]
1/2 on both sides of the constraint of
Problem DPG and taking the partial trace overHB gives
TrB
[
Zˆ⋆G Bˆ
(ω)
r
]
≥ lim
λ→∞
TrB
[
(ρˆr − λνˆr)Bˆ(ω)r
]
. (8)
Therefore, we have
R−1∑
r=0
TrB
[
Zˆ⋆G Bˆ
(ω)
r
]
≥ lim
λ→∞
R−1∑
r=0
TrB
[
(ρˆr − λνˆr)Bˆ(ω)r
]
. (9)
Also, from Xˆ⋆
G
= TrB Zˆ
⋆
G
, we have
Xˆ⋆G =
R∑
r=0
TrB
[
Zˆ⋆G Bˆ
(ω)
r
]
≥
R−1∑
r=0
TrB
[
Zˆ⋆G Bˆ
(ω)
r
]
. (10)
From these equations and Eq. (6), Γˆ⋆(ω) ≥ 0 holds for any
ω ∈ Ω, and thus Xˆ⋆
G
is a feasible solution to Problem DP. 
2 We here consider the case of M = R + 1, J = 0, cˆm = ρˆm − λνˆm (m < R),
cˆR = 0, and λ→ ∞.
We will further investigate Alice’s POVM Aˆ satisfying
Eq. (7). Let
Kω ≔ Ker
R−1∑
r=0
TrB
[
νˆr Bˆ
(ω)
r
]
. (11)
Let us consider |γ〉 ∈ supp Aˆ(ω). Suppose that Eq. (7)
holds; then, from Eqs. (6) and (11), |γ〉 ∈ Kω and
Pˆω
[
Xˆ⋆
G
−∑R−1r=0 TrB[ρˆr Bˆ(ω)r ]] |γ〉 = 0 hold, where Pˆω is the pro-
jection operator onto Kω. Conversely, if these two equations
hold for any |γ〉 ∈ supp Aˆ(ω), then Eq. (7) holds. Therefore,
Eq. (7) is equivalent to the following equations:
supp Aˆ(ω) ⊆ Kω,
Pˆω
Xˆ⋆G −
R−1∑
r=0
TrB
[
ρˆr Bˆ
(ω)
r
] Aˆ(ω) = 0. (12)
Let us consider the case in which each state ρˆr is separable,
i.e., it is in the form of
ρˆr = ξraˆr ⊗ bˆr, (13)
where aˆr and bˆr are respectively density operators onHA and
HB. Then, Eq. (6) reduces to
Γˆ(ω; Xˆ) = Xˆ −
R−1∑
r=0
p(ω)r ξraˆr + lim
λ→∞
λ
R−1∑
r=0
e(ω)r ξraˆr, (14)
where p
(ω)
r ≔ Tr[bˆr Bˆ
(ω)
r ] is the probability of Bob correctly
identifying the state bˆr and e
(ω)
r ≔
∑
k∈IR\{r} Tr[bˆr Bˆ
(ω)
k
] is the
probability of Bob misidentifying the state bˆr. Also, it follows
fromKω = Ker ∑R−1r=0 e(ω)r ξr aˆr that the first line of Eq. (12) can
be expressed as
Tr[aˆrAˆ(ω)] = 0, ∀r < T (ω), (15)
where T (ω) is the entire set of indices r ∈ IR such that Bob’s
measurement never gives incorrect results, i.e.,
T (ω) ≔
{
r ∈ IR : e(ω)r = 0
}
. (16)
Equation (15) implies that, for any r ∈ IR and ω ∈ Ω such
that the state bˆr will be incorrectly identified by Bob’s mea-
surement Bˆ(ω) (i.e., e
(ω)
r , 0), Alice’s outcome must not be ω
for the state aˆr (i.e., Tr[aˆrAˆ(ω)] = 0). Thus, Eq. (15) ensures
that the measurement Πˆ(Aˆ) never gives erroneous results.
III. SEQUENTIALMEASUREMENTS FOR SYMMETRIC
TERNARY PURE STATES
Remark 1 is useful in determining whether a sequential
measurement can be globally optimal. Concretely, it is possi-
ble to decide whether a sequential measurement can be glob-
ally optimal by examining whether there exists Aˆ ∈ MA sat-
isfying Eq. (7). However, in general, it is quite difficult to
examine this for all continuous values ω ∈ Ω. In this section,
we consider sequential measurements for bipartite symmet-
ric ternary pure states and derive a formula that can directly
4determine whether a sequential measurement can be globally
optimal. Extending our results to the multipartite case enables
us to obtain a sufficient condition that a sequential measure-
ment can be globally optimal.
A. Main results
Let us consider bipartite ternary separable pure states,
{|Ψr〉 ≔ |ar〉 ⊗ |br〉}2r=0, which are the special case of Eq. (13)
with aˆr = |ar〉 〈ar | and bˆr = |br〉 〈br |. Assume that {|ar〉} and
{|br〉} respectively span three-dimensional Hilbert spaces, HA
andHB. Also, assume that {|Ψr〉} is symmetric in the follow-
ing sense: the prior probabilities are equal (i.e., ξr = 1/3) and
there exist unitary operators VˆA onHA and VˆB onHB satisfy-
ing
|ar⊕1〉 = VˆA |ar〉 , |br⊕1〉 = VˆB |br〉 , (17)
where ⊕ denotes addition modulo 3. These states are charac-
terized by the inner products KA ≔ 〈a0|a1〉 and KB ≔ 〈b0|b1〉,
which are generally complex values. For any r ∈ I3, we have
〈ar |ar⊕1〉 = KA, 〈br|br⊕1〉 = KB. (18)
|ar〉 and/or |br〉 can be PSK optical coherent states, pulse posi-
tion modulated (PPM) optical coherent states, and lifted trine
states [33]. If {|ar〉} or {|br〉} is mutually orthogonal (i.e.,
KA = 0 or KB = 0), then an optimal sequential measurement
perfectly discriminates {|Ψr〉}, and thus is globally optimal.
So, assume that {|ar〉} and {|br〉} are not mutually orthogonal.
We shall present a theorem that can be used to determine
whether a sequential measurement can be globally optimal for
given bipartite symmetric ternary pure states. Let us consider
the following set with seven elements
Ω⋆ ≔ {ω1, j, ω2, j, ω3 : j ∈ I3}, (19)
where
(1) Bˆ(ω1, j) is the measurement that always returns j, i.e.,
Bˆ
(ω1, j)
r = δr, j1ˆB, where δr, j is the Kronecker delta and 1ˆB is
the identity operator onHB.
(2) Bˆ(ω2, j) is an optimal unambiguous measurement for binary
states {|b j⊕1〉 , |b j⊕2〉} with equal prior probabilities of 1/2.
(3) Bˆ(ω3) is an optimal unambiguous measurement for ternary
states {|br〉}2r=0 with equal prior probabilities of 1/3.
For simpler notation, we write ωk for ωk,0 for each k ∈ {1, 2}.
When a sequential measurement can be globally optimal,
there can exist a large (or even infinite) number of optimal
sequential measurements. However, as we shall show in the
following theorem, if a sequential measurement can be glob-
ally optimal, then there always exists an optimal sequential
measurement in which Alice never returns an index ω with
ω < Ω⋆ (proof in Sec. IV):
Theorem 2 Suppose that, for bipartite symmetric ternary
pure states {|Ψr〉 ≔ |ar〉 ⊗ |br〉}2r=0, a sequential measurement
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FIG. 1. Schematic diagram of an optimal sequential measurement
Πˆ(Aˆ
⋆).
can be globally optimal. Then, there exists an optimal sequen-
tial measurement Πˆ(Aˆ
⋆) with Aˆ⋆ ∈ MA such that
Aˆ⋆(ω) = 0, ∀ω < Ω⋆. (20)
The measurement Πˆ(Aˆ
⋆) is schematically illustrated in Fig. 1.
Due to the definition of ω1, j, ω2, j, ω3 ∈ Ω⋆, T (ω), defined by
Eq. (16), satisfies T (ω1, j) = { j}, T (ω2, j) = { j ⊕ 1, j ⊕ 2}, and
T (ω3) = {0, 1, 2}. From Eq. (15), Tr[aˆrAˆ⋆(ω1, j)] = 0 must
hold for any distinct r, j ∈ I3. Thus, if Alice returns the in-
dex ω1, j, then the given state must be |Ψ j〉. (In this case, the
given state is uniquely determined before Bob performs the
measurement.) Also, from Eq. (15), Tr[aˆ jAˆ
⋆(ω2, j)] = 0 holds
for any j ∈ I3, which indicates that if Alice returns the index
ω2, j, then the state |Ψ j〉 is unambiguously filtered out. In this
case, Alice’s measurement result does not indicate which of
the two states |Ψ j⊕1〉 and |Ψ j⊕2〉 is given. If Alice returns the
index ω3, then Alice’s result provides no information about
the given state.
Using Theorem 2, we can derive a simple formula for de-
termining whether a sequential measurement can be globally
optimal. Before we state this formula, we shall give some
preliminaries. Let τ ≔ exp(i2π/3), where i ≔
√−1. Also, let
|φn〉 and |φ′n〉, respectively, denote the normalized eigenvectors
corresponding to the eigenvalues τn (n ∈ I3) of VˆA and VˆB.
Moreover, let
xn ≔ | 〈φn|a0〉 |, yn ≔ | 〈φ′n|b0〉 |. (21)
Note that xn, yn > 0 holds for any n ∈ I3. By selecting appro-
priate global phases of |ar〉 and |br〉 and permuting |Ψ1〉 and
|Ψ2〉 if necessary, we may assume
x0 > x2, x1 ≥ x2, y0 ≥ y1 ≥ y2, y0 , y2. (22)
Also, by selecting global phases of |φn〉 and |φ′n〉 such that
〈φn|a0〉 and 〈φ′n|b0〉 are positive real numbers, |ar〉 and |br〉 are
written as
|ar〉 =
2∑
n=0
xnτ
rn |φn〉 , |br〉 =
2∑
n=0
ynτ
rn |φ′n〉 . (23)
xn and yn are uniquely determined by KA and KB. Let K
′
A
≔
〈a0|a1〉 and K′B ≔ 〈b0|b1〉, where |ar〉 and |br〉 are expressed by
Eq. (22) and (23); then, we have
xn =
√
1 + τ2nK′
A
+ τn(K′
A
)∗
3
, yn =
√
1 + τ2nK′
B
+ τn(K′
B
)∗
3
,
(24)
5where ∗ designates complex conjugate. Let η ≔ (1 − |KB|)/3.
Note that 3η = 1 − |KB| equals the average success probabil-
ity of the optimal unambiguous measurement Bˆ(ω2) for binary
states {|b1〉 , |b2〉} with equal prior probabilities of 1/2.
We get the following corollary (proof in Appendix A):
Corollary 3 For bipartite symmetric ternary pure states
{|Ψr〉 ≔ |ar〉 ⊗ |br〉}2r=0 expressed by Eqs. (22) and (23), the
following two statements are equivalent.
(1) A sequential measurement can be globally optimal.
(2) Either y1 = y2 or
x2z0 − x1z1 ≥ 0,
2∑
k=0
x2k(z
−2
1⊖k − z−23⊖k) ≥ 0 (25)
holds, where zk ≔ y
2
k
−η and⊖ denotes subtractionmodulo
3.
Using this corollary, we can easily judge whether a sequential
measurement can be globally optimal for bipartite symmetric
ternary pure states.
B. Extension to multipartite states
We can extend the above results to multipartite states. As
a simple example, we consider tripartite symmetric ternary
pure states {|Ψr〉 = |ar〉⊗ |br〉⊗ |cr〉}2r=0, which have equal prior
probabilities. There exist unitary operators VˆA, VˆB, and VˆC
on HA, HB, and HC satisfying Eq. (17) and |cr⊕1〉 = VˆC |cr〉.
Here, let us consider the composite system of HB and HC,
HBC ≔ HB ⊗HC, and interpret these states as bipartite states
{|Ψr〉 = |ar〉 ⊗ |Br〉}2r=0, where |Br〉 ≔ |br〉 ⊗ |cr〉 ∈ HBC. It is
obvious that if a sequential measurement can be globally opti-
mal for the tripartite states, then it is also true for the bipartite
states. Assume that it is true for the bipartite states; then, from
Theorem 2, there exists a sequential measurement Πˆ(Aˆ
⋆) satis-
fying Eq. (20), which is globally optimal. Also, it follows that
Πˆ(Aˆ
⋆) can be realized by a sequential measurement on the tri-
partite systemHA ⊗ HB ⊗ HC if and only if, for any ω ∈ Ω⋆,
the measurement Bˆ(ω) onHBC can be realized by a sequential
measurement on HB ⊗ HC. Bˆ(ω1, j) = {Bˆ(ω1, j)r = δr, j}r can ob-
viously be realized by a sequential measurement. Also, it is
known that a globally optimal measurement for any bipartite
binary pure states can be realized by a sequential measurement
[28, 29], and thus Bˆ(ω2, j) can also be realized by a sequential
one. Therefore, Πˆ(Aˆ
⋆) can be realized by a sequential mea-
surement on the tripartite system if and only if Bˆ(ω3) can be
realized by a sequential measurement. Since Bˆ(ω3) is glob-
ally optimal for the bipartite symmetric ternary pure states
{|br〉 ⊗ |cr〉}2r=0, Bˆ(ω3) can be realized by a sequential measure-
ment if and only if a sequential measurement for {|br〉 ⊗ |cr〉}r
can be globally optimal. We can summarize the above dis-
cussion as follows: if a sequential measurement can be glob-
ally optimal for each of the two sets of states {|ar〉 ⊗ |Br〉}r and
{|br〉⊗|cr〉}r, then the same is true for the tripartite states {|Ψr〉}.
Repeating the above arguments, we can extend it to more
than three-partite system, as stated in the following corollary:
Corollary 4 Let us consider N-partite ternary pure states
{|Ψr〉 ≔ |ψ(0)r 〉⊗ |ψ(1)r 〉⊗ · · ·⊗ |ψ(N−1)r 〉}2r=0 with equal prior prob-
abilities, where N ≥ 3. Suppose that {|Ψr〉} are symmetric,
i.e., for any n ∈ IN , there exists a unitary operator Vˆ (n) satis-
fying |ψ(n)
r⊕1〉 = Vˆ (n) |ψ(n)r 〉. Let |b(n)r 〉 ≔ |ψ(n+1)r 〉 ⊗ · · · ⊗ |ψ(N−1)r 〉
(n ∈ IN−1). If for any n ∈ IN−1, a sequential measurement
can be globally optimal for bipartite states {|ψ(n)r 〉 ⊗ |b(n)r 〉}2r=0
with equal prior probabilities, then the same is true for {|Ψr〉}.
By using Corollary 3, one can easily judge whether a sequen-
tial measurement for the bipartite states {|ψ(n)r 〉 ⊗ |b(n)r 〉}2r=0 can
be globally optimal. Note that the above sufficient condition
may not be necessary. For example, let us again consider the
tripartite states {|ar〉 ⊗ |br〉 ⊗ |cr〉}r. For an optimal sequen-
tial measurement for these states to be globally optimal, it is
sufficient that there exists a globally optimal sequential mea-
surement Πˆ(Aˆ) for the bipartite states {|ar〉 ⊗ |Br〉}r such that
the measurement Bˆ(ω) can be realized by a sequential mea-
surement on the bipartite system HB ⊗ HC for any ω with
Aˆ(ω) , 0, where A can be different from Aˆ⋆.
IV. PROOF OF THEOREM 2
We now prove Theorem 2 using Remark 1. We provide an
overview of our proof in this section, leaving some technical
details to the appendix. As a starting point, we first obtain Xˆ⋆
G
in Sec. IVA. Next, in Sec. IVB, we consider the case y1 =
y2. After that, we consider the case y1 , y2. A sufficient
condition for this theorem to hold and its reformulation are
given in Secs. IVC and IVD, respectively. In Sec. IVE, we
prove that this sufficient condition holds.
A. Derivation of Xˆ⋆
G
Let us consider |ar〉 and |br〉 in the form of Eqs. (22) and
(23). A simple calculation gives
|Ψr〉 ≔ |ar〉 ⊗ |br〉 =
2∑
n=0
x˜nτ
rn |φ˜n〉 , (26)
where
|φ˜n〉 ≔ 1
x˜n
2∑
k=0
xkyn⊖k |φk〉 ⊗ |φ′n⊖k〉 ,
x˜n ≔
√√
2∑
k=0
x2
k
y2
n⊖k. (27)
Obviously, {|φ˜n〉}2n=0 is an orthonormal basis and x˜n is positive
real. We have
x˜21 − x˜22 = x0y1 + x1y0 + x2y2 − x0y2 − x1y1 − x2y0
= (x0 − x2)(y1 − y2) + (x1 − x2)(y0 − y1)
≥ 0, (28)
6where the inequality follows from Eq. (22). Thus, x˜1 ≥ x˜2
holds. Note that whether x˜0 ≥ x˜2 or not depends on given
states. Let
[υ0, υ1, υ2] ≔
{
[2, 1, 0] , x˜0 ≥ x˜2,
[0, 2, 1] , otherwise;
(29)
then, x˜υ1 ≥ x˜υ0 and x˜υ2 ≥ x˜υ0 hold. We can easily see that an
optimal solution to ProblemDPG is given by (see AppendixB)
Zˆ⋆G = 3x˜
2
υ0
|φ˜υ0〉 〈φ˜υ0 | . (30)
From Eq. (30), we have
Xˆ⋆G = TrB Zˆ
⋆
G = 3
2∑
n=0
x2ny
2
υn
|φn〉 〈φn| . (31)
B. Case of y1 = y2
We here show that, in the case of y1 = y2 (i.e., KB is positive
real), there exists a globally optimal sequential measurement
Πˆ(Aˆ
⋆) satisfying Eq. (20). Let
Aˆ⋆(ω) ≔

Aˆr, ω = ω1,r (r ∈ I3),
Aˆ3, ω = ω3,
0, otherwise,
(32)
where {Aˆr}3r=0 is an optimal unambiguous measurement for
{|ar〉} with equal prior probabilities. Obviously, Aˆ⋆ is in MA
and satisfies Eq. (20). It follows that the sequential measure-
ment Πˆ(Aˆ
⋆) can be interpreted as follows: Alice and Bob re-
spectively perform optimal measurements for {|ar〉} and {|br〉}
with equal prior probabilities and get the results, rA and rB.
Πˆ(Aˆ
⋆) returns rA if rA ∈ I3, rB if rB ∈ I3, and r = 3 otherwise.
Note that rA = rB holds whenever rA and rB are in I3.
The average success probabilities of optimal measurements
for {|ar〉} and {|br〉} with equal prior probabilities are respec-
tively PA ≔ 3x
2
2
and PB ≔ 3y
2
2
(see Theorem 4 of Ref. [37]);
thus, the average success probability of Πˆ(Aˆ
⋆) is
1 − (1 − PA)(1 − PB) = 3(x22 + y22 − 3x22y22). (33)
On the other hand, that of an optimal measurement for {|Ψr〉}
with equal prior probabilities is given by
3x˜2υ0 = 3x˜
2
2 = 3
[
(1 − x22)y22 + x22(1 − 2y22)
]
= 3(x22 + y
2
2 − 3x22y22), (34)
where the first equality follows from the fact that x˜0 ≥ x˜2 (i.e.,
υ0 = 2) holds when y1 = y2, and the second equality follows
from the definition of x˜n. Thus, Πˆ
(Aˆ⋆) is globally optimal.
We should note that the same discussion is applicable to the
case of x1 = x2 (i.e., KA is positive real); in this case, there
also exists a globally optimal sequential measurement Πˆ(Aˆ
⋆)
satisfying Eq. (20).
C. Sufficient condition for Theorem 2
Since we have already proved the theorem in the case of
y1 = y2, in what follows, we only consider the case y1 , y2.
(We do not have to assume x1 , x2; the following proof is
also valid for x1 = x2.) After some algebra using Eq. (31)
3,
we get rank Γˆ⋆(ω) = 2 for any ω ∈ Ω⋆ and Γˆ⋆(ω) |π⋆ω〉 = 0,
where |π⋆ω〉 ∈ HA (ω ∈ Ω⋆) is the normal vector defined as
|π⋆ω〉 ≔

C1Vˆ
j
A
2∑
n=0
x−1n |φn〉 , ω = ω1, j,
C2Vˆ
j
A
2∑
n=0
x−1n z
−1
υn
|φn〉 , ω = ω2, j,
|φυ2〉 , ω = ω3
(35)
and C1 and C2 are normalization constants. Thus, it follows
that Aˆ⋆ satisfies Eq. (20) and Eq. (7) with Aˆ = Aˆ⋆ if only if
Aˆ⋆ is expressed as
Aˆ⋆(ω) =
{
κ⋆ω |π⋆ω〉 〈π⋆ω| , ω ∈ Ω⋆,
0, otherwise,
(36)
where, for each ω ∈ Ω⋆, κ⋆ω is a nonnegative real number.
Therefore, from Remark 1, to prove that Πˆ(Aˆ
⋆) is an opti-
mal measurement, it suffices to show that there exists Alice’s
POVM Aˆ⋆ (i.e., Aˆ⋆ ∈ MA) in the form of Eq. (36).
Let Aˆ be an optimal solution to Problem P. Due to the
symmetry of the states, we assume without loss of generality
that Aˆ is symmetric in the following sense: for any ω ∈ Ω,
Aˆ(ω′) = VˆAAˆ(ω)Vˆ
†
A
and Aˆ(ω′′) = Vˆ†
A
Aˆ(ω)VˆA hold, where
ω′, ω′′ ∈ Ω are the indices such that Bˆ(ω′)r = VˆBBˆ(ω)r⊖1Vˆ†B and
Bˆ
(ω′′)
r = Vˆ
†
B
Bˆ
(ω)
r⊕1VˆB for any r ∈ I3 (see Theorem 4 of Ref. [34]
in detail).
Let
Sˆ (Tˆ ) ≔
1
3
2∑
k=0
VˆkATˆ
(
VˆkA
)†
, (37)
where Tˆ is a positive semidefinite operator on HA. Sˆ (Tˆ )
is also a positive semidefinite operator on HA satisfying
Tr[Sˆ (Tˆ )] = Tr Tˆ and commuting with VˆA. For notational
simplicity, we denote Sˆ [Aˆ(ω)] by Sˆ (ω). Due to the symmetry
of Aˆ, Sˆ (ω) = Sˆ (ω′) = Sˆ (ω′′) holds. Let
Eˆ⋆k ≔ Sˆ
(
|π⋆ωk〉 〈π⋆ωk |
)
, k ∈ {1, 2, 3}; (38)
then, Eqs. (35) and (37) give
2∑
j=0
|π⋆ωk, j〉 〈π⋆ωk, j | = 3Eˆ⋆k , k ∈ {1, 2},
|π⋆ω3〉 〈π⋆ω3 | = Eˆ⋆3 . (39)
3 We also use the fact that p
(ω1, j)
j
= 1, p
(ω2, j )
j⊕1 = p
(ω2, j)
j⊕2 = 3η, and p
(ω3)
r = 3y
2
2
.
7Here, assume that Sˆ (ω) can be expressed as
Sˆ (ω) =
3∑
k=1
wω,kEˆ
⋆
k , ∀ω ∈ Ω+,
wω,k ≥ 0, ∀ω ∈ Ω+, k ∈ {1, 2, 3}, (40)
where
Ω+ ≔ {ω ∈ Ω : Aˆ(ω) , 0} (41)
and wω,k is a weight. Let us choose
κ⋆ω =

w⋆
k
3
, ω = ωk, j (k ∈ {1, 2}),
w⋆
3
, ω = ω3,
w⋆k ≔
∫
Ω+
wω,kdω; (42)
then, from Eq. (36), we have∫
Ω
Aˆ⋆(dω) =
3∑
k=1
w⋆k Eˆ
⋆
k =
∫
Ω+
3∑
k=1
wω,kEˆ
⋆
k dω
=
∫
Ω+
Sˆ (dω) =
∫
Ω
Aˆ(dω) = 1ˆA, (43)
where 1ˆA is the identity operator on HA. The first equation
follows from Eq. (39). Equation (43) yields Aˆ⋆ ∈ MA. There-
fore, to prove Theorem 2, it suffices to prove Eq. (40).
D. Reformulation of Eq. (40)
For convenience of analysis, we shall reformulate the suffi-
cient condition given by Eq. (40). For any positive semidefi-
nite operator Tˆ , 0, sn(Tˆ ) is defined as follows:
sn(Tˆ ) ≔
〈
φn
∣∣∣∣∣∣ Sˆ (Tˆ )Tr[Sˆ (Tˆ )]
∣∣∣∣∣∣ φn
〉
. (44)
From
∑2
n=0 〈φn|Sˆ (Tˆ )|φn〉 = Tr[Sˆ (Tˆ )],
∑2
n=0 sn(Tˆ ) = 1 holds.
Let us consider the following point
s(Tˆ ) ≔ [sυ1(Tˆ ), sυ0(Tˆ )], (45)
which is in a two-dimensional space (we call it the S -plane).
Since sn(Tˆ ) ≥ 0 holds from Eq. (44), each s(Tˆ ) is in the first
quadrant of the S -plane. We can easily verify that the point
s(Tˆ ) has a one-to-one correspondence with Sˆ (Tˆ )/Tr[Sˆ (Tˆ )].
Let
e⋆k ≔ s
(
|π⋆ωk〉 〈π⋆ωk |
)
, k ∈ {1, 2, 3}, (46)
which is the point in the S -plane that corresponds to Eˆ⋆
k
de-
fined by Eq. (38). e⋆
3
= [0, 0] holds from Eq. (35). Also,
let T ⋆ be the triangle formed by e⋆
1
, e⋆
2
, and e⋆
3
. Note that T ⋆
may degenerate to a straight line segment in special cases. For
simplicity, we denote sn(ω) ≔ sn[Aˆ(ω)] and s(ω) ≔ s[Aˆ(ω)]
(ω ∈ Ω+). From the first line of Eq. (40), we have
s(ω) =
1
Tr[Sˆ (ω)]
3∑
k=1
wω,ke
⋆
k . (47)
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FIG. 2. S -plane representation in the case of KA = KB =
0.2 exp(iπ/10). e⋆
1
(purple), D2 (green), and D3 (blue) respectively
show the entire sets of points s(ω) with |T (ω)| = 1, 2, and 3. The
dashed line represents the triangle T ⋆.
Thus, it follows that Eq. (40) is equivalent to the following:
s(ω) ∈ T ⋆, ∀ω ∈ Ω+. (48)
Figure 2 shows the S -plane representation in the case of
KA = KB = 0.2 exp(iπ/10). The entire sets of points s(ω)
(ω ∈ Ω+) with |T (ω)| = 2 and 3, denoted by D2 and D3, are
depicted by the green and blue regions in this figure, respec-
tively. Also, s(ω) = e⋆
1
holds when ω satisfies |T (ω)| = 1.
Indeed, in this case, since T (ω) = { j} holds for certain j ∈ I3,
we can easily see that Aˆ(ω) ∝ |π⋆ω1, j〉 〈π⋆ω1, j | must hold from
Eq. (15), which gives s(ω) = e⋆
1
. The triangle T ⋆ is also
shown in the dashed line in Fig. 2. One can see that e⋆
1
, D2,
and D3 are all included in T ⋆. Note that we can show, un-
der the assumption that Theorem 2 holds, that a sequential
measurement can be globally optimal if and only if s(1ˆA)(=
[1/3, 1/3]) ∈ T ⋆ holds (see Appendix C). In the case shown
in Fig. 2, s(1ˆA) is in T ⋆, and thus a sequential measurement
can be globally optimal.
E. Proof of Eq. (48)
We shall prove that Eq. (48), which is a sufficient condition
of Theorem 2, holds. Γˆ⋆ can be rewritten as the following
form:
Γˆ⋆(ω) = Xˆ⋆G −
2∑
r=0
µ(ω)r |ar〉 〈ar | . (49)
From Eq. (14), µ
(ω)
r = −∞ holds if e(ω)r , 0; otherwise, µ(ω)r =
p
(ω)
r /3 holds. It is very hard to show in a naive way that each
s(ω) with ω ∈ Ω+ is included in T ⋆. However, we can rather
easily show that Eq. (48) holds by considering the following
8two cases: (1) the case in which at least two of {µ(ω)r }r are the
same and (2) the other case in which {µ(ω)r }r are all different.
Case (1): at least two of {µ(ω)r }r are the same
Due to the symmetry of the states, we assume µ
(ω)
1
= µ
(ω)
2
≕
q without loss of generality; then, Γˆ⋆(ω) can be expressed as
Γˆ⋆(ω) = Xˆ⋆G − qΨˆ − p |a0〉 〈a0| , (50)
where Ψˆ ≔
∑2
k=0 |ak〉 〈ak| and p is a real number. If |T (ω)| = 3,
then q = p
(ω)
1
/3 = p
(ω)
2
/3 holds to satisfy Eq. (50). Also, in
this case, we can easily see that p
(ω)
1
= p
(ω)
2
≤ p(ω2)
1
= p
(ω2)
2
=
3η holds, which gives 0 ≤ q ≤ η. Moreover, q = −∞ holds if
|T (ω)| = 1, and q = η holds if |T (ω)| = 2. Thus, q ≤ η always
holds.
For each q ≤ η, let |γq〉 be a normal vector satisfying
|γq〉 ∈ Ker Γˆ(1)(q),
Γˆ(1)(q) ≔ Xˆ⋆G − qΨˆ − pq |a0〉 〈a0| , (51)
where pq is a real number determined such that rank Γˆ
(1)(q) <
3. |γq〉 can be written, up to a global phase, as (see Ap-
pendix D 2):
|γq〉 =

C′q
2∑
n=0
1
xn(y2υn − q)
|φn〉 , q , y22,
|φυ2〉 , otherwise,
(52)
where C′q is a normalization constant. Let C be the set defined
as
C ≔ {s(|γq〉 〈γq|) : q ≤ η}. (53)
In Fig. 2, C is shown in the blue dotted line. Since Γˆ⋆(ω)
is in the form of Eq. (50) satisfying rank Γˆ⋆(ω) < 3, Γˆ⋆(ω)
is equivalent to Γˆ(1)(µ
(ω)
1
). Thus, Aˆ(ω) ∝ |γ
µ
(ω)
1
〉 〈γ
µ
(ω)
1
| holds,
which yields s(ω) ∈ C. Therefore, to prove s(ω) ∈ T ⋆, it
suffices to show C ⊆ T ⋆. We can prove this using Eq. (52)
(see Appendix D3).
Case (2): {µ(ω)r }r are all different
In this case, we can show that each s(ω) is on a straight
line segment whose endpoints are in C (see Appendix D5).
Since C ⊆ T ⋆ holds, such a line segment is in the triangle
T ⋆. Therefore, s(ω) ∈ T ⋆ holds.
The two cases (1) and (2) exhaust all possibilities; thus,
from the above arguments, Eq. (48) holds, and thus we com-
plete the proof. 
V. EXAMPLES
In this section, we present some examples of symmetric
ternary pure states in which a sequential measurement can be
globally optimal. In Secs. VA and VB, we consider the bi-
partite case. In Sec. VC, we consider the multipartite case.
A. Case of KA = KB
We first give some examples of bipartite states {|Ψr〉 ≔
|ar〉 ⊗ |br〉}r with KA = KB ≕ K. Note that when {|ar〉} and
{|br〉} are in the form of Eqs. (22) and (23), xn = yn holds for
each n ∈ I3, and thus x0 ≥ x1 holds from y0 ≥ y1.
The region of the complex plane where a sequential mea-
surement for the states {|Ψr〉} with KA = KB = K can be glob-
ally optimal is shown in red in Fig. 3. This region is easily
obtained from Corollary 3. The horizontal and vertical direc-
tions are the real and imaginary axes, respectively. The region
of all possible K is represented as the dotted equilateral trian-
gle. This figure implies that, at least in the case of KA = KB,
a sequential measurement can be globally optimal in quite a
few cases.
As a concrete example, let us consider the symmetric
ternary pure states in which {|ar〉} and {|br〉} are the lifted trine
states, {|Lr〉}2r=0, which are expressed by [33]
|Lr〉 =
√
1 − g
(
cos
2πr
3
|u0〉 + sin 2πr
3
|u1〉
)
+
√
g |u2〉 ,
(54)
where {|un〉}2n=0 is an orthonormal basis. The real parameter g
is in the range 0 < g < 1. Equation (54) gives K = (3g− 1)/2,
and thus K is real in the range −1/2 < K < 1. It follows
that the states {|Ψr〉 = |Lr〉 ⊗ |Lr〉}r are also regarded as lifted
trine states. The region of possible values of K is shown in
dashed green line in Fig. 3. From this figure, a sequential
measurement for {|Ψr〉} can be globally optimal if and only if
K ≥ 0 (i.e., g ≥ 1/3).
Another example is the states in which {|ar〉} and {|br〉} are
the ternary PSK optical coherent states {|αr〉}2r=0, where |αr〉 is
a normalized eigenvector of the photon annihilation operator
with the eigenvalue αr ≔
√
S τr, and S = |αr |2 is the average
photon number of |αr〉. In this case, the states {|Ψr〉 = |αr〉 ⊗
|αr〉}r are also regarded as the ternary PSK optical coherent
states with the average photon number 2S . We have
K = 〈α0|α1〉 = e− 32 S ei
√
3
2
S (55)
for some global phase. The solid blue line in Fig. 3 shows
the region of possible values of K. It follows from Eq. (55)
that argK =
√
3
2
S is proportional to S . From Fig. 3, a nec-
essary and sufficient condition that a sequential measurement
for {|Ψr〉} can be globally optimal is 2πk/3 ≤ argK + π/6 ≤
2πk/3 + π/3, i.e.,
(4k − 1)π
3
√
3
≤ S ≤ (4k + 1)π
3
√
3
, k ∈ {0, 1, 2, · · · }. (56)
The average success probability of an optimal sequential mea-
surement for {|Ψr〉 = |αr〉 ⊗ |αr〉}r is plotted in solid blue line
in Fig. 4. Also, that of an optimal measurement is shown
in dashed black line. These probabilities can be numerically
computed using a modified version of the method given in
Ref. [32]. The region of S satisfying Eq. (56), in which a
sequential measurement can be globally optimal, is shown
in red. It is worth mentioning that, as shown in Fig. 2 of
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FIG. 3. The region of the complex plane where a sequential mea-
surement for symmetric ternary pure states with KA = KB ≕ K can
be globally optimal.
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FIG. 4. The average success probabilities of an optimal sequential
measurement and an optimal measurement for the ternary PSK op-
tical coherent states {|αr〉 ⊗ |αr〉}r, where {|αr〉} are the ternary PSK
optical coherent states with an average photon number S .
Ref. [32], in the strategy for minimum-error discrimination,
an optimal sequential measurement for the ternary PSK opti-
cal coherent states is unlikely to be globally optimal, at least
when S is small. In the strategy for unambiguous discrimina-
tion, a sequential measurement can be globally optimal if (and
only if) S satisfies Eq. (56).
B. Case of KA , KB
Two concrete examples of symmetric ternary pure states
with KA , KB will be given. The first is a set of states
{|Ψr〉 ≔ |ar〉 ⊗ |δr〉}r , where {|δr〉}2r=0 are ternary PPM optical
5E
5
F
FIG. 5. The region where a sequential measurement for the ternary
PSK optical coherent states {|ar〉 ⊗ |br〉}r can be globally optimal,
where {|ar〉} and {|br〉} are the ternary PSK optical coherent states
with average photon numbers S A and S B, respectively.
coherent states expressed by
|δ0〉 ≔ |α〉 ⊗ |β〉 ⊗ |β〉 ,
|δ1〉 ≔ |β〉 ⊗ |α〉 ⊗ |β〉 ,
|δ2〉 ≔ |β〉 ⊗ |β〉 ⊗ |α〉 . (57)
|α〉 and |β〉 are distinct optical coherent states. {|ar〉} are
not necessarily ternary PPM optical coherent states. From
Eq. (57), KB = 〈δr|δr⊕1〉 = | 〈α|β〉 |2 〈β|β〉 holds, and thus KB
is nonnegative real. Therefore, as described in Sec. IVB, a
sequential measurement can be globally optimal. The same
argument can be applied to states {|Ψr〉 ≔ |δr〉 ⊗ |br〉}r.
The second example is the states {|Ψr〉 ≔ |ar〉⊗|br〉}r, where
{|ar〉} and {|br〉} are the ternary PSK optical coherent states
with average photon numbers SA and S B, respectively. The
states {|Ψr〉} are also regarded as the ternary PSK optical co-
herent states with the average photon number SA + S B. The
region of (SA, S B) in which a sequential measurement can be
globally optimal is shown in red in Fig. 5. We can see that a se-
quential measurement can be globally optimal in some cases.
If SA (or S B) is equal to 4πk/(3
√
3) ≈ 2.42k (k = 1, 2, · · · ),
then, since KA (or KB) is nonnegative real, a sequential mea-
surement can be globally optimal.
Let us consider whether the ternary PSK optical coherent
states {|αr〉} with an average photon number S can be un-
ambiguously discriminated by a Dolinar-like receiver, which
consists of continuous photon counting and infinitely fast
feedback (e.g., [38]). The performance of this receiver never
exceeds that of an optimal sequential measurement for N-
partite PSK optical coherent states {|α′r〉⊗N } with N → ∞,
where {|α′r〉 ≔ |αr/
√
N〉}r is also the PSK optical coherent
states with the average photon number S/N. Note that n iden-
tical copies of |α′r〉 are regarded as |αr〉 whose average pho-
ton number is S (i.e., |αr〉 = |α′r〉⊗N). We here want to know
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whether a Dolinar-like receiver can be globally optimal. We
consider the bipartite ternary states {|αr〉 = |ar〉 ⊗ |br〉}r , where
|ar〉 = |
√
tαr〉 (= |α′r〉⊗tN) and |br〉 = |
√
1 − tαr〉 (= |α′r〉⊗(1−t)N )
with 0 < t < 1 are optical coherent states with average photon
numbers tS and (1 − t)S , respectively. The average success
probability of an optimal sequential measurement for the bi-
partite states with any t is an upper bound on that of an opti-
mal sequential measurement for N-partite states {|α′r〉⊗N } with
N → ∞, and thus is an upper bound on that of a Dolinar-
like receiver. We here show that there exists t such that an
optimal sequential measurement for the corresponding bipar-
tite states {|ar〉 ⊗ |br〉}r is not globally optimal, which means
that a Dolinar-like receiver cannot be globally optimal. In the
case in which 〈α0|α1〉 is nonnegative real (i.e., S = 4πk/
√
3
with k = 1, 2, · · · ), we choose t = 1/2; then, from Eq. (55),
KA = KB and arg KA = π holds, and thus a sequential mea-
surement cannot be globally optimal, as already shown in
Fig. 3. In the other case, we choose t → 0; formulating {|ar〉}
and {|br〉} in the form of Eqs. (22) and (23), we have that for
each k ∈ {1, 2}
x2k =
1
3
+
2
3
e−
3tS
2 cos
(−1)k 2π
3
+
√
3tS
2
 . (58)
Taking the limit of t → 0, we obtain x2/x1 → 0. From Corol-
lary 3, it is necessary to satisfy x2z0− x1z1 ≥ 0 for a sequential
measurement to be able to be globally optimal. When t → 0,
from x2/x1 → 0, z1 → 0 must hold. However, z1 converges to
a positive number. (z1 → 0 holds only if 〈b0|b1〉 converges to
a nonnegative real number, i.e., y1 − y2 → 0; however, 〈b0|b1〉
converges to 〈α0|α1〉, which is not a nonnegative real number.)
Therefore, a Dolinar-like receiver cannot be globally optimal
for any ternary PSK optical coherent states.
C. Case of multipartite states
As an example of multipartite states, let us address the prob-
lem of multiple-copy state discrimination [13, 16, 39–41]. We
again consider N-partite ternary PSK optical coherent states
{|α′r〉⊗N } (|α′r〉 ≔ |αr/
√
N〉). As described in Sec. VB, in the
limit of N → ∞, a sequential measurement cannot be globally
optimal. In this section, we consider N to be finite.
By using Corollaries 3 and 4, we can judge whether a se-
quential measurement can be globally optimal. The region of
the average photon number S of |αr〉 for which the sufficient
condition holds is shown in red in Fig. 6. We here consider
the range S ≤ 1.3. We can see in this figure that a sequential
measurement can be globally optimal even for large N (such
as N = 20) if S is sufficiently small (such as S ≤ 0.1).
VI. CONCLUSION
An unambiguous sequential measurement for bipartite
symmetric ternary pure states has been investigated. We have
shown that a certain type of sequential measurement can al-
ways be globally optimal whenever there exists a globally
0
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FIG. 6. Sufficient condition for a sequential measurement for the N-
partite ternary PSK optical coherent states {|α′r〉⊗N} to be able to be
globally optimal. S is the average photon number of |α′r〉⊗N .
optimal sequential measurement. From this result, we have
derived a formula that can easily determine whether an opti-
mal sequential measurement is globally optimal. Moreover,
our results have been extended to multipartite states and have
given a sufficient condition that a sequential measurement can
be globally optimal.
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Appendix A: Proof of Corollary 3
Since, as already described in Sec. IVB, a sequential mea-
surement can be globally optimal when y1 = y2, we only have
to consider the case y1 , y2.
(1) ⇒ (2): From the discussion in Sec. IVC, there exists
an optimal solution, Aˆ⋆, to Problem P that is expressed by
Eq. (36) with κ⋆ωk (k ∈ {1, 2, 3}) independent of j ∈ I3. Since
Aˆ⋆ is a POVM, we have
2∑
j=0
[Aˆ⋆(ω1, j) + Aˆ
⋆(ω2, j)] + Aˆ
⋆(ω3) = 1ˆA. (A1)
Substituting Eqs. (35) and (36) into Eq. (A1) gives
x−2υ0 x
−2
υ0
z−2
0
0
x−2υ1 x
−2
υ1
z−2
1
0
x−2υ2 x
−2
υ2
z−2
2
1


3κ⋆ω1 |C1|2
3κ⋆ω2 |C2|2
κ⋆ω3
 =

1
1
1
 , (A2)
where we use υυk = k (k ∈ I3), which follows from Eq. (29).
After some algebra, we can see that Eq. (25) must hold if and
only if there exists κ⋆ωk ≥ 0 satisfying Eq. (A2).
(2) ⇒ (1): Let κ⋆ωk be the solution to Eq. (A2); then, Aˆ⋆
defined by Eq. (36) is a POVM. Since, as already described
in Sec. IVC, Γˆ⋆(ω) |π⋆ω〉 = 0 holds for any ω ∈ Ω⋆, Eq. (7)
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with Aˆ = Aˆ⋆ obviously holds. Therefore, from Remark 1, the
sequential measurement Π(Aˆ
⋆) is globally optimal. 
Note that one can obtain an analytical expression of Aˆ⋆ by
substituting the solution κ⋆ωk to Eq. (A2) into Eq. (35).
Appendix B: Deriving of Eq. (30)
From Theorem 4 of Ref. [37], since the states {|Ψr〉}2r=0 with
equal prior probabilities are geometrically uniform states, the
equal-probability measurement Πˆ⋆ ≔ {Πˆ⋆r }3r=0, given by
Πˆ⋆r = |π⋆r 〉 〈π⋆r | , r ∈ I3,
|π⋆r 〉 ≔
x˜υ0√
3
2∑
n=0
x˜−1n |φ˜n〉 , (B1)
is an optimal unambiguous measurement for {|Ψr〉}. Also, its
average success probability is P(Πˆ⋆) = 3x˜2υ0 . Therefore, Zˆ
⋆
G
of Eq. (30), which is a feasible solution to Problem DPG, sat-
isfies Tr Zˆ⋆
G
= P(Πˆ⋆), and thus is an optimal solution to Prob-
lem DPG. Note that Zˆ
⋆
G
of Eq. (30) is always an optimal so-
lution to Problem DPG, while there could be other optimal
solutions.
Appendix C: Supplement of the S -plane
Under the assumption that Theorem 2 holds, we shall show
that s(1ˆA) ∈ T ⋆ is a necessary and sufficient condition that a
sequential measurement can be globally optimal.
First, we show the necessity. Assume that a sequential mea-
surement can be globally optimal. From Theorem 2, there
exists Aˆ⋆ ∈ MA satisfying Eq. (20) such that Πˆ(Aˆ⋆) is glob-
ally optimal. As described in Sec. IVC, Aˆ⋆ is expressed by
Eq. (36). Thus, let κ′
3
≔ κ⋆ω3 and κ
′
k
≔ 3κ⋆ωk for k ∈ {1, 2}; then,
since Aˆ⋆ is a POVM, we have
3∑
k=1
κ′kEˆ
⋆
k =
∫
Ω
Aˆ⋆(dω) = 1ˆA. (C1)
Premultiplying and postmultiplying this equation by 〈φn| and
|φn〉, respectively, gives
3∑
k=1
κ′
k
3
e⋆k = s(1ˆA). (C2)
This indicates that s(1ˆA) is the weighted sum of e
⋆
k
with the
weights κ′
k
/3 ≥ 0, and thus s(1ˆA) ∈ T ⋆ holds.
Next, we show the sufficiency. The above argument can
be applied in the reverse direction. Assume s(1ˆA) ∈ T ⋆;
then, there exists κ′
k
≥ 0 satisfying Eq. (C2). Consider
Aˆ⋆ expressed by Eq. (36) with κ⋆ω3 = κ
′
3
and κ⋆ωk = κ
′
k
/3
(k = {1, 2}). It follows that Aˆ⋆ is a POVM satisfying Eq. (20)
and Γˆ⋆(ω)Aˆ⋆(ω) = 0. Thus, from Remark 1, Πˆ(Aˆ
⋆) is globally
optimal, and thus a sequential measurement can be globally
optimal. 
Appendix D: Supplement of Theorem 2
1. Proof of y2
2
< η < y2
1
Let
χ ≔ y20y
2
1 + y
2
1y
2
2 + y
2
2y
2
0; (D1)
then, we have
(1 − 3y2k)2 − (1 − 3χ)
= 3(3y4k − 2y2k + χ)
= 3[y4k − 2y2k(y2k⊕1 + y2k⊕2) + y2k(y2k⊕1 + y2k⊕2) + y2k⊕1y2k⊕2]
= 3(y2k − y2k⊕1)(y2k − y2k⊕2), (D2)
where the third line follows from
∑2
n=0 y
2
n = 1. Substituting
k = 1 into Eq. (D2) yields (1 − 3y2
1
)2 ≤ 1 − 3χ. The equality
holds when y0 = y1. In this case, from y
2
2
= 1 − 2y2
0
, we have
1 − 3y2
1
= y2
2
− y2
0
< 0 ≤ √1 − 3χ. Thus, 1 − 3y2
1
<
√
1 − 3χ
always holds. Substituting the definition of yn in Eq. (24) into
Eq. (D1) gives |KB|2 = |K′B|2 = 1 − 3χ. Therefore, from the
definition of η, we have
η =
1
3
(
1 −
√
1 − 3χ
)
< y21. (D3)
In the same way, substituting k = 2 into Eq. (D2) yields 1 −
3y2
2
>
√
1 − 3χ, which gives η > y2
2
. 
2. Derivation of |γq〉
From Eqs. (23) and (31), we have
Xˆ⋆G − qΨˆ = 3
2∑
n=0
x2n(y
2
υn
− q) |φn〉 〈φn| . (D4)
Also, since y2
2
< η < y2
1
≤ y2
0
holds (see Appendix D 1),
Xˆ⋆
G
− qΨˆ (q ≤ η) is singular if and only if q = y2
2
holds.
One can easily see |γq〉 = |φυ2〉 when q = y22. Note that, in this
case, one can define pq ≔ 0.
In what follows, assume q , y2
2
. From Eq. (51), we have
(Xˆ⋆G − qΨˆ) |γq〉 = pq |a0〉 〈a0|γq〉 ∝ |a0〉 . (D5)
Thus, from Eqs. (23) and (D4), we have
|γq〉 ∝ (Xˆ⋆G − qΨˆ)−1 |a0〉 ∝
2∑
n=0
1
xn(y2υn − q)
|φn〉 . (D6)
Therefore, |γq〉 is expressed by Eq. (52). One can verify
rank Γˆ(1)(q) < 3 by letting pq ≔ 〈a0|(Xˆ⋆G − qΨ)−1|a0〉
−1
if
q < η and pq ≔ −∞ if q = η. Note that since |γq〉 is unique up
to a global phase, rank Γˆ(1)(q) = 2 holds.
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3. Proof of C ⊆ T ⋆
Since s(|γq〉 〈γq|) = e⋆3 ∈ T ⋆ holds when q = y22, we have
only to consider the case of q , y2
2
. Let
un(q) ≔ (y
2
n − q)−1. (D7)
Note that q , y2n holds for any n ∈ I3 since y22 < η < y21
holds (see Appendix D 1). From Eqs. (37), (44), and (52) and
υυn = n, we have
sυn(|γq〉 〈γq|) ∝ x−2υn u2n(q), (D8)
and thus
s(|γq〉 〈γq|) ∝ [x−2υ1 u21(q), x−2υ0 u20(q)]. (D9)
First, let us consider the case in which the three points e⋆
1
,
e⋆
2
, and e⋆
3
lie on a straight line. From Eq. (35), this case oc-
curs only when y0 = y1. Since s(|γq〉 〈γq|) ∝ [x−2υ1 , x−2υ0 ] holds
from Eq. (D9), every point in C is on the line joining the ori-
gin e⋆
3
to the point e⋆
1
. From u2
0
(q) = u2
1
(q) ≤ u2
2
(q) (see Ap-
pendix D 4), we have
sυ0(|γq〉 〈γq|) =
x−2υ0 u
2
0
(q)
2∑
k=0
x−2υk u
2
k(q)
≤ x
−2
υ0
u2
0
(q)
u20(q)
2∑
k=0
x−2υk
= sυ0(ω1).
(D10)
Thus, s(|γq〉 〈γq|) is an interior point between e⋆1 and e⋆3 .
Therefore, C ⊆ T ⋆ holds.
Next, let us consider the other case in which e⋆
1
, e⋆
2
, and
e⋆
3
do not lie on a straight line. Let l jk denote the straight
line joining e⋆
j
and e⋆
k
. It suffices to prove the following two
statements: (a) C is in the region between the two lines l13 and
l23, and (b) C is in the region between the two lines l12 and l13.
First, we prove the statement (a). The gradient of the line
joining the origin to the point s(|γq〉 〈γq|) is
ζ(q) ≔
sυ0(|γq〉 〈γq|)
sυ1(|γq〉 〈γq|)
=
x2υ1(y
2
1
− q)2
x2υ0(y
2
0
− q)2 , (D11)
where the last equality follows from Eq. (D8). Since η < y2
1
≤
y2
0
holds (see Appendix D1), one can easily verify that ζ(q)
monotonically decreases in the range q ≤ η, which gives
ζ(−∞) ≥ ζ(q) ≥ ζ(η), ∀q ≤ η. (D12)
Also, from e⋆
1
= s(|γ−∞〉 〈γ−∞|) and e⋆2 = s(|γη〉 〈γη|), the gra-
dients of the lines l13 and l23 are, respectively, ζ(−∞) and ζ(η).
Therefore, from Eq. (D12), the statement (a) holds.
Next, we prove the statement (b). Let c(q) denote the sυ1-
coordinate of the intersection of the sυ1-axis and the line join-
ing the two points e⋆
1
and s(|γq〉 〈γq|) in C. It follows that the
statement (b) holds if and only if c(q) satisfies
0 ≤ c(q) ≤ c(η), ∀q ≤ η. (D13)
Since s(|γq〉 〈γq|) is on the line joining e⋆1 and [c(q), 0], we
have that for some real number w
sυ1(|γq〉 〈γq|) = wsυ1(ω1) + (1 − w)c(q),
sυ0(|γq〉 〈γq|) = wsυ0(ω1). (D14)
Also, since
∑2
n=0 sn(Tˆ ) = 1 holds for any nonzero positive
semidefinite operator Tˆ , we have
sυ2(|γq〉 〈γq|) = wsυ2(ω1) + (1 − w)[1 − c(q)]. (D15)
After some algebra with Eqs. (D14), (D15), and (D8), we ob-
tain
c˜(q) ≔
x2υ1c(q)
x2υ2[1 − c(q)]
=
u2
1
(q) − u2
0
(q)
u2
2
(q) − u2
0
(q)
. (D16)
It follows from the definition of c˜(q) that c˜(q) monotonically
increases with c(q). Thus, the statement (b), i.e. Eq. (D13), is
equivalent to
0 ≤ c˜(q) ≤ c˜(η), ∀q ≤ η. (D17)
Since u2
0
(q) ≤ u2
1
(q) ≤ u2
2
(q) holds (see Appendix D 4), c˜(q) ≥
0 obviously holds. Therefore, we need only show c˜(q) ≤ c˜(η).
Differentiating c˜(q) of Eq. (D16) with respect to q gives
dc˜(q)
dq
=
2[u2
1
(q) − u2
0
(q)]
u2
2
(q) − u2
0
(q)
[ f [u1(q)] − f [u2(q)]],
f (x) ≔
x2 + u0(q)x + u
2
0
(q)
x + u0(q)
, (D18)
which implies that dc˜(q)/dq ≥ 0 is equivalent to f [u1(q)] ≥
f [u2(q)]. In the case of q < y
2
2
, from 0 ≤ u1(q) ≤ u2(q),
f [u1(q)] ≤ f [u2(q)] (i.e., dc˜(q)/dq ≤ 0) holds, which follows
from the fact that f (x) monotonically increases in the range
x ≥ 0. In the other case of q > y2
2
, from u2(q) ≤ −u1(q) ≤
−u0(q) (see Appendix D 4), f [u2(q)] < 0 ≤ f [u1(q)] (i.e.,
dc˜(q)/dq ≥ 0) holds, which follows from the fact that f (x) < 0
holds if and only if x < −u0(q). Therefore, c˜(q) (q ≤ η) attains
its maximum at q = −∞ and/or q = η, and thus, for the rest, it
suffices to show c˜(−∞) ≤ c˜(η).
From Eq. (D16), we have
c˜(q) =
(y2
2
− q)2[(y2
0
− q)2 − (y2
1
− q)2]
(y2
1
− q)2[(y2
0
− q)2 − (y2
2
− q)2]
=
(y2
0
− y2
1
)(y2
2
− q)2(y2
0
+ y2
1
− 2q)
(y2
0
− y2
2
)(y2
1
− q)2(y2
0
+ y2
2
− 2q) , (D19)
which gives
c˜(−∞) = y
2
0
− y2
1
y2
0
− y2
2
. (D20)
Also, we have
(y21 − η)2(y20 + y22 − 2η) − (y22 − η)2(y20 + y21 − 2η)
= (y21 − y22)(y20y21 + y21y22 + y22y20 − 2η + 3η2)
= (y21 − y22)(3η2 − 2η + χ)
= 0, (D21)
where the second to fourth lines, respectively, follow from∑2
k=0 y
2
k
= 1, Eq. (D1), and Eq. (D3). Thus, substituting q = η
into Eq. (D19) gives c˜(η) = (y2
0
− y2
1
)/(y2
0
− y2
2
). Therefore,
c˜(−∞) = c˜(η) holds. 
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4. Proof of u2
0
(q) ≤ u2
1
(q) ≤ u2
2
(q) (∀q ≤ η, q , y2
2
)
Since u1(q) ≥ u0(q) > 0 holds, it suffices to prove u22(q) ≥
u2
1
(q). In the case of q < y2
2
, from u2(q) > u1(q) > 0, this is
obvious. Let us consider the case of q > y2
2
. Since u2(q) < 0
holds, it suffices to show u2(q) + u1(q) ≤ 0. Let u˜k ≔ uk(η);
then, we have
u˜2 + u˜1 ≤ u˜2 + u˜1 + u˜0
= u˜2u˜1u˜0[(u˜0u˜1)
−1 + (u˜1u˜2)−1 + (u˜2u˜0)−1]
= u˜2u˜1u˜0(3η
2 − 2η + χ)
= 0, (D22)
where the third and fourth lines, respectively, follow from the
definition of χ in Eq. (D1) and Eq. (D3). Since u2(q) ≤ u˜2 and
u1(q) ≤ u˜1 hold, u2(q) + u1(q) ≤ u˜2 + u˜1 ≤ 0 holds. 
5. Case (2)
Let us consider, without loss of generality, ω ∈ Ω+ such
that µ
(ω)
2
< µ
(ω)
0
and µ
(ω)
2
< µ
(ω)
1
. In order to show that s(ω)
is on a straight line segment whose endpoints are in C, we
shall show the two statements: (a) s(ω) is on a certain straight
line segment, and (b) the line segment is part of a straight line
segment whose endpoints are in C.
Since we now consider the case (2), |T (ω)| must be 2 or 3.
Let
Xˆ ≔
{
Xˆ⋆
G
− µ(ω)
2
Ψ, |T (ω)| = 3,
Xˆ⋆
G
+∞ |a2〉 〈a2| , |T (ω)| = 2. (D23)
One can easily see that Xˆ is a positive definite operator. Let
|̟(q)〉 be a normal vector satisfying
|̟(q)〉 ∈ Ker Γˆ(2)(q),
〈a0|̟(q)〉 ≥ 0,
Γˆ(2)(q) ≔ Xˆ − q |a1〉 〈a1| − p′q |a0〉 〈a0| , (D24)
where p′q is the function of q such that rank Γˆ
(2)(q) < 3. (We
can define such p′q as p
′
q ≔ 〈a0|(Xˆ − q |a1〉 〈a1|)−1|a0〉
−1
. Since
Xˆ − q |a1〉 〈a1| is positive definite, such p′q always exists.) p′q
monotonically decreases with q. Γˆ⋆(ω) = Γˆ(2)[µ
(ω)
1
− µ(ω)
2
]
holds if |T (ω)| = 3; otherwise, Γˆ⋆(ω) = Γˆ(2)[µ(ω)
1
] holds.
First, we show the statement (a). Let Γˆ
(2)
0
≔ Γˆ(2)(0), Γˆ
(2)
1
≔
Γˆ(2)(p′
0
), |̟0〉 ≔ |̟(0)〉, and |̟1〉 ≔ |̟(p′0)〉. Note that p′q = 0
holds when q = p′
0
(i.e., p′
p′
0
= 0). We shall express |̟(q)〉 in
terms of |̟0〉 and |̟1〉. For each k ∈ {0, 1}, from Γˆ(2)k |̟k〉 = 0,
we have
|ak〉 = Xˆ |̟k〉
p′
0
〈ak |̟k〉 . (D25)
Note that since Xˆ is positive definite, we have Xˆ |̟k〉 , 0,
which yields p′
0
〈ak|̟k〉 , 0.
Substituting Eq. (D24) into Γˆ(2)(q) |̟(q)〉 = 0 and using
Eq. (D25) yields
|̟(q)〉 = Xˆ−1(p′qr0 |a0〉 + qr1 |a1〉)
=
1
p′
0
(
p′qr0
〈a0|̟0〉 |̟0〉 +
qr1
〈a1|̟1〉 |̟1〉
)
, (D26)
where rk ≔ 〈ak|̟(q)〉. Premultiplying this equation by 〈a0|
and some algebra gives
qr1
〈a1|̟1〉 =
(p′
0
− p′q)r0
〈a0|̟1〉 . (D27)
Substituting this equation into Eq. (D26) gives
|̟(q)〉 = r0
p′
0
(
p′q
〈a0|̟0〉 |̟0〉 +
p′
0
− p′q
〈a0|̟1〉 |̟1〉
)
. (D28)
Since r0 ≥ 0 and 〈a0|̟k〉 ≥ 0 hold from Eq. (D24), it follows
from Eq. (D28) that |̟(q)〉 is expressed as
|̟(q)〉 = c0 |̟0〉 + c1 |̟1〉 (D29)
with certain nonnegative real numbers c0 and c1. Let q2 be
the real number satisfying p′q2 = q2. One can easily verify
that, when q = q2, Eq. (D29) with c0 = c1 ≕ c holds. Let
|̟2〉 ≔ |̟(q2)〉.
Due to the symmetry of the states, Sˆ (|̟0〉 〈̟0|) =
Sˆ (|̟1〉 〈̟1|) ≕ Sˆ̟0 holds. Thus, from Eq. (D29), we have
Sˆ (|̟(q)〉 〈̟(q)|) = (c20 + c21)Sˆ̟0 + c0c1Sˆ ′, (D30)
where
Sˆ ′ ≔
1
3
2∑
j=0
Vˆ
j
A
(|̟0〉 〈̟1| + |̟1〉 〈̟0|)
(
Vˆ
j
A
)†
. (D31)
Substituting q = q2 into Eq. (D30) and letting Sˆ̟2 ≔
Sˆ (|̟2〉 〈̟2|) yields
Sˆ̟2 = 2c
2Sˆ̟0 + c
2Sˆ ′. (D32)
Substituting this into Eq. (D30) gives
Sˆ (|̟(q)〉 〈̟(q)|) = c′0Sˆ̟0 + c′2Sˆ̟2 , (D33)
where c′
0
≔ (c0 − c1)2 and c′2 = c0c1/c2. Note that taking the
trace of this gives c′
0
+ c′
2
= 1 and that c′
0
, c′
2
≥ 0 holds. Also,
Eq. (D33) gives
s(|̟(q)〉 〈̟(q)|) = c′0s̟0 + c′2s̟2 , (D34)
where s̟k ≔ s(|̟k〉 〈̟k |) for each k ∈ {0, 2}. Therefore,
s(|̟(q)〉 〈̟(q)|) is on the straight line segment, denoted by
L, whose endpoints are s̟0 and s̟2 .
Next, we show the statement (b). In the case of q = q2,
since Eq. (D24) with q = p′q = q2 holds, this is the case (1),
i.e., at least two of {µ(ω)r }r in Eq. (49) are the same; thus, s̟2
is in C. Also, if ω satisfies |T (ω)| = 3, then q = 0 is also
the case (1), and thus s̟0 is in C. Therefore, in the case of
|T (ω)| = 3,L is the line segment whose endpoints, s̟0 and s̟2 ,
are in C. In what follows, assume |T (ω)| = 2. We shall show
that L is part of the straight line segment whose endpoints are
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e⋆
1
= s(ω1) ∈ C and s̟2 ∈ C. Taking the limit as q → −∞ in
Eq. (D24) gives s(|̟(−∞)〉 〈̟(−∞)|) = e⋆
1
. Thus, repeating
the above argument with q → −∞ indicates that |̟(−∞)〉 is
expressed as Eq. (D29) with c0 > 0 and c1 < 0, and that
Eq. (D33) holds with c′
2
< 0. Thus, s̟0 is an interior point
between e⋆
1
and s̟2 . Therefore, L is part of the line segment
whose endpoints are e⋆
1
and s̟2 . 
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