Abstract. In this paper, it is shown that any surface automorphism of positive mappingclass entropy possesses a virtual homological eigenvalue which lies outside the unit circle of the complex plane.
Introduction
Let S be a connected compact orientable surface. By an automorphism of S, we mean an orientation-preserving homeomorphism f : S → S. For any automorphism f of S, the homological spectral radius is defined to be the spectral radius of the induced linear automorphism of f on the first homology of S with complex coefficients, namely, the greatest modulus for all the complex eigenvalues of f * : H 1 (S; C) → H 1 (S; C). Given any connected finite coverS of S, we say that an automorphismf :S →S lifts f if the following diagram of maps commutes:Sf
In particular, Corollary 1.4 answers affirmatively [Sun15, Question 1.8] , (see also [AFW, Question 7.5.3] ). For closed hyperbolic 3-manifolds, the existence of virtual homological torsion is a theorem due to H. Sun [Sun15] (compare [LS] ). Even for that case, Corollary 1.4 is new in a serious way since the asserted finite cover is regular. As suggested by Corollary 1.3, techniques of the present paper shed some light on the homological torsion growth conjecture. For closed hyperbolic 3-manifolds, or perhaps for only arithmetic ones, the conjecture asserts that the analytic torsion is achieved by the asymptotic growth of the logarithmic homological torsion size for some exhausting tower of regular finite covers, (see [BV, Conjecture 1.13] and [Lüc, Question 13.73] ). However, we are not able to produce an exhausting tower of regular finite covers with positve growth rate. This is not only because we lose track of estimates for covering degrees in the inductive procedure involved.
The essential case for proving Conjecture 1.1 occurs when the surface is closed and when the automorphism is pseudo-Anosov. Restricted to that situation, the framework of our argument is inspired by recent works of A. Hadari [Had13, Had15] , (see Remark 3.4). Since some preliminary facts and terminology are required, we postpone an introduction of the strategy to Section 3, after the statement of a fundamental criterion (Theorem 3.2). We emphasize that our treatment relies essentially on hyperbolization for closed pseudo-Anosov mapping tori and its deep consequences. This point is elaborated by the following highlights on ingredients and innovations of our treatment.
First of all, we study pseudo-Anosov automorphisms of closed surfaces through their mapping tori. There already exist many interesting works which study virtual properties of fibered 3-manifolds through surface automorphisms, or vice versa, such as [CSW, CLR, Kob14, Mas] , but our treatment features the use of the fixed point index theory. In this context, primitive periodic trajectories of the suspension flow play the most important role in connecting the topological and the dynamical aspects: The multivariable Alexander polynomial of a pseudo-Anosov mapping torus can be expressed explicitly by the multivariable Lefschetz zeta function (Theorem 2.1); the homology direction hull determined by the flow trajectories can be produced from the first real homology of the mapping torus, as a compact convex polytope dual to the distinguished fibered face of the Thurston-norm ball, (Definition 3.1 and Remark 4.12). These connections have been studied thoroughly by a series of classical works, including the pseudo-Anosov theory due to J. Nielsen and W. P. Thurston [Nie, Thu88] , and the study of pseudo-Anosov suspension flows mainly due to D. Fried [Frd82, Frd83] , and the theory of combinatorial torsions developed by K. Reidemeister, J. Milnor, V. Turaev, et al [Rei, Mil, Tur01] . We recover Fried's polytope description of the homology direction hull via an alternate approach of Markov partitions (Theorem 4.11 and Remark 4.12), so as to prepare for more general situations. This part provides roughly a substitution for Hadari's method of homological shadows [Had13] , and our approach may be conceptually more suitable when the considered automorphism is not Torelli, or when the considered surface is closed.
Secondly, we develop a theory of what we call clusters. Fix a Markov partition of the given closed surface for the given pseudo-Anosov automorphism. To any irreducible subgraph of the transition graph, we associate a π 1 -injectively immersed compact submanifold of the mapping torus, and call it the cluster for that subgraph. In fact, the cluster is uniquely defined up to homotopy; its fundamental group is roughly the π 1 -image of the defining subgraph in the mapping-torus group, (see Definition 5.1). In many ways clusters behave like a mapping torus from a dynamical point of view. For example, we obtain cluster homology direction hulls, which are again compact convex polytopes. We also introduce an accompanied gadget for calculation, closely related to the multivariable Lefschetz zeta function in the mapping-torus case. It is called the cluster reciprocal characteristic polynomial. As lifts of automorphisms can be interpreted as finite covers of mapping tori, we study connected finite covers (or elevations) of clusters. Basically it turns out that covering mapping tori and covering clusters behave naturally as one would expect.
Thirdly, we build our core inductive arguments using clusters. This is possible morally because irreducible subgraphs of the transition graph form a finite partial-order set under inclusion, and hence, there are only finitely many clusters, related by the induced cluster subordination maps. More importantly, 3-manifold topology allows us to tell apart minimal and non-minimal clusters through their Betti numbers, and to handle the different cases accordingly. Therefore, the system of clusters is installed as a piece of device that enables induction. By comparison, the complexity for the main induction of [Had15] (called the nilpotent-enfeoffing level) is introduced using the lower central series of the considered finitely generated free group, and it works under certain nilpotent-finite-order hypothesis on the considered fully irreducible automorphism.
Finally, we employ powerful geometric group-theoretic tools, based on the observation that the clusters of our interest give rise to infinite-index quasiconvex subgroups of the mappingtorus group, (see Lemma 8.3). Note that the fundamental group of a closed pseudo-Anosov mapping torus is word hyperbolic and virtually compact special (see [AFW] ). Since we have to produce regular finite covers under strong requirements, separability of quasiconvex subgroups is not sufficient for our construction. Instead, we invoke virtually special quotient techniques due to Wise [Wis] and AGM, GM] (in Lemma 8.4), and virtual retraction techniques due to Haglund-Wise [HW] (in Lemma 8.8). With
Mapping tori of pseudo-Anosov automorphisms
In this preliminary section, we review pseudo-Anosov automorphisms of closed orientable surfaces from the perspective of their mapping tori. Our general references include FathiLaudenbach-Poénaru [FLP] for Thurston's work on surfaces, and Jiang [Jia83] for Nielsen's fixed point theory, and Turaev [Tur01] for combinatorial torsions. In the literature, it is most commonly assumed that the surface is connected, so we restrict ourselves to connected surfaces for this section. However, disconnected surfaces arise naturally when we consider finite covers of mapping tori, so we introduce an extension of our terminology for subsequent discussion, by Convention 2.3 at the end of this section.
Let f be a pseudo-Anosov automorphism of a connected closed orientable surface S. In other words, S is required to have genus at least 2, and f : S → S is an orientation-preserving homeomorphism, and moreover, there exist a constant λ > 1 and a pair of measured foliations (F s , µ s ) and (F u , µ u ) of S with the property
The constant λ is usually called the stretching factor of f . The measured foliations (F s , µ s ) and (F u , µ u ) are called the stable and unstable measured foliations of f accordingly. The underlying invariant foliations are transverse to each other except at finitely many common singular points. At each singular point, both of the invariant foliations have a k-prong singularity, for some and the same positive integer k ≥ 3.
The (dynamical) mapping torus M f of f can be constructed as the quotient of the product S ×R by the equivalence relation (x, r+1) ∼ (f (x), r). There exists a distinguished (forward) suspension flow
which is parametrized by t ∈ R. It is naturally induced by the parametrized forward flow on S × R of constant unit velocity in the R direction, namely, (x, r) → (x, r + t). The product fibration of S × R over R, (x, r) → r, induces a distinguished fibration of M f over the circle R/Z and a distinguished inclusion of S as a fiber of M f , via the composed map S → S × {0} → S × R → M f . The fibration map of M f represents a distinguished primitive cohomology class φ f ∈ H 1 (M f ; Z).
The cohomology class φ f induces a distinguished Z-grading of the commutative group algebra ZH 1 (M f ; Z) free , where H 1 (M f ; Z) free stands for the quotient of H 1 (M f ; Z) by the submodule of torsion elements H 1 (M f ; Z) tors . Major algebraic topological information about M f can be distilled using the homological action of f . We can read off the homology and cohomolgy of the mapping torus M f from the following split short exact sequences of integral modules:
The multivariable Alexander polynomial ∆ # M f itself reflects a deeper level of the dynamics of f . It is intimately related with the periodic points and their indices. For any positive integer m ∈ N, denote by Per m (f ) the set of the m-periodic points of f , namely, the points of S which are fixed by the m-th iteration f m of f . We associate to any m-periodic point p ∈ Per m (f ) a closed path γ m (f ; p) of M f based at p, which is formed by running along the suspension flow for m time units, namely, γ m (f ; p)(t) = θ t (p) for all t ∈ [0, m] . Therefore the free abelianization class (2.4) [γ m (f ; p)] ∈ H 1 (M f ; Z) free satisfies φ f ([γ m (f ; p)]) = m with respect to the grading by φ f . Besides, we associate to any m-periodic point p ∈ Per m (f ) an integer (2.5) ind m (f ; p) ∈ Z which is assigned to be the fixed point index of p for f m . Since f is pseudo-Anosov, ind m (f ; p) can be expressed explicitly in terms of either of the invariant foliations: For any p ∈ Per m (f ) of a k-prong singularity, k ≥ 3, we have ind m (f ; p) = 1 − k if f m preserves every prong of the foliation, or otherwise ind m (f ; p) = 1. For any p ∈ Per m (f ) which is regular, we have ind m (f ; p) = −1 if f m preserves any orientation of the leaf through p, or otherwise ind m (f ; p) = 1. To put together, the m-periodic index ind m (f ; p) equals 1 minus the number of the prongs at p which are invariant under f m , the regular case treated as an artificial 2-prong singularity. (See Remark 2.2.) Note that both (2.4) and (2.5) are invariant for m-periodic points of the same f -iteration orbit.
We introduce the multivariable Lefschetz zeta function of f by the expression
where exp(a) stands for the formal series
. We consider ζ # f as, a priori, a formal series living in the positive half completion of the commutative group algebra QH 1 (M f ; Z) free with respect to the φ f -grading. 
For either case, the right-hand side is a finite sum of terms in H 1 (M f ; Z) free with integral coefficients. Hence the dotted equality symbol stands for an equality in ZH 1 (M f ; Z) free up to a unit. In the case b 1 (M f ) = 1, the notation t stands for the generator of H 1 (M f ; Z) free with φ f (t) = 1.
Proof. The formulas can be derived from well-known connections between twisted Lefschetz zeta functions, twisted Reidemeister torsions, and twisted Alexander polynomials, so we only outline the procedure.
Our multivariable Lefschetz zeta function ζ # f can be recognized as a special case of the twisted Lefschetz zeta function ζ H (f ) according to Fried [Frd83] . To this end, choose an aux-
henceforth. The preimage ofS of S in M # f / t is a connected regular covering space of S furnished with the deck transformation group K = Ker(φ f ) free ∼ = Cofix(H 1 (f ; Z)) free . Moreover, the lifted suspension flow on M # f / t gives rise to a K-equivariant automorphism f :S →S, which descends to f : S → S via the covering projection. Then it is direct to check that our ζ # f agrees with Fried's definition ofζ H (t) [Frd83, Section 2, Definition] , with our notationsS, S, K,f, f corresponding toX, X, H,f , f there, (see also Remark 2.2).
Choose an auxiliary cellular decomposition of S and a homotopy of f into a cellular map f ′ . There is an induced K-equivariant cellular mapf ′ :S →S which is K-equivariantly homotopic tof and which descends to f ′ . The integral cellular chain complex (C • (S), ∂ • ) is a finitely generated free ZK-module on each dimension. Denote the K-equivariant chain mapsF
′ , which can be thought of as square matrices over ZK. The following formula is established by [Frd83, Section 2, Theorem 2] in accordance with our notations:
The determinants on right-hand side all lie in (ZK) [t] with constant term 1, and so is the case for ζ # f . The equality can therefore be understood as in the rational formal series completion (QK) [[t] ].
The right-hand side of (2.7) can be recognized as the multivariable Reidemeister torsion
We mention a quick definition for the reader's reference. Recall that for any dimension i ∈ Z, the i-th multivariable Alexander polynomial of a connected finite CW complex X is defined to be the order of the ZH 1 (X; Z) free -module H i (X # ; Z), denoted by any representative ∆ # X,i ∈ ZH 1 (X; Z) free . The notation X # stands for the maximal free abelian cover of X as before. (It is customary to use i = 1 as the default dimension, so ∆
we adopt the definition that the multivariable Reidemeister torsion of X is the following alternating product:
It lives in the field of fractions Frac(ZH 1 (X; Z) free ) up to a unit of ZH 1 (X; Z) free . By convention, we assign τ # (X) to be 0 if the hypothesis does not hold. Note that for any particular i ∈ Z, we have ∆ # X,i = 0 if and only if H i (X # ; Z) ⊗ ZH 1 (X;Z)free Frac(ZH 1 (X; Z) free ) = 0, see [Tur01, Remark 4.5 (2) ]. The multivariable Reidemeister torsion is actually naturally invariant under homotopy equivalence of finite CW complexes [Tur01, Theorem 11.3 and Corollary 11.4] . Note that this invariant is called the Alexander function in [Tur01, Section 11.2] .
As there is a homotopy equivalence between M f and M f ′ , which is up to homotopy naturally induced by the homotopy between f and f ′ , we work with M f ′ to compute the multivariable Reidemeister torsion of M f . To this end, use the cellular structure of M f ′ induced by the product cellular structure of S × D 1 , so the integral cellular chain complex (
is a finitely generated free (ZK)[t 
, so the matrices take the following block form:
It follows from [Tur01, Theorem 2.2] and the homotopy invariance that the multivariable Reidemeister torsion can be computed by
It is known that for closed 3-manifolds the multivariable Reidemeister torsion is completely determined by the multivariable Alexander polynomial, [Tur01, Theorem 14.12] . In particular, we have the following result
We obtain the asserted formula by joining up (2.7), (2.8), and (2.9).
Remark 2.2. For continuous self-maps of compact PL spaces in general, the fixed point index is a (nonzero) integer associated to any (essential) fixed point class, (see [Jia83] for an expository introduction). For the standard form of a pseudo-Anosov automorphism, which we have been considering, every essential fixed point class corresponds to a unique fixed point, (see [JG, Corollary 2.3] and [Jia83, Chapter I, Definition 4 .1]). The fixed point index formula for (2.5) as we have explained can be found in [JG, Lemma 2.1] , (see the two types (p, 0) + and (p, k) + , p ∤ k for the interior fixed point case there).
We mention another formula for the multivariable Lefschetz zeta function in terms of the primitive periodic trajectories. To any (unparametrized and basepoint-free) primitive periodic trajectory γ of the suspension flow, we associate two positive integers, (2.10) pn(γ), po(γ) ∈ N where pn(γ) is assigned to be the number of prongs at any periodic point p ∈ γ ∩ S, (using either of the invariant foliations and counted as 2 for any regular periodic point,) and po(γ) to be the number of prongs at p of one and the same f -iteration orbit. The following formula can be derived by some obvious manipulation of the expression (2.6):
where (1 − a) −1 stands for the formal series ∞ k=0 a k and where the infinite product is taken over all the primitive periodic trajectories γ. Convention 2.3. Let f be a pseudo-Anosov automorphism of a connected closed orientable surface S. Denote by M f the mapping torus of f and by φ f ∈ H 1 (M f ; Z) the distinguished cohomology class, and by θ t : M f → M f the suspension flow with the distinguished parametrization.
(1) Suppose thatM is any connected finite covering space of the mapping torus M f .
Denote byθ t :M →M the lifted parametrized suspension flow. LetS be the preimage of the distinguished fiber S inM , andf :S →S be the restriction ofθ 1 toS. By declaringM as a covering mapping torus over M f , we agree to identifyM with the mapping torus Mf by the canonical homeomorphism so thatθ t matches with the distinguished parametrized suspension flow of Mf . (2) Note that for a covering mapping torusM as above, the distinguished fiberS is an orientable closed surface, possibly disconnected with finitely many components, and the lifted automorphismf is an orientation-preserving homeomorphism ofS which permutes the components cyclically and transitively. We agree to extend our usual terminology about pseudo-Anosov automorphisms to this setting. The measured foliations are understood via pull-back, with the stretching factor unchanged. The distinguished cohomology classφ in H 1 (M ; Z) ∈S is understood as the pull-back of φ f . Note thatφ is not necessarily primitive, but has divisibility b 0 (S).
By referring to Convention 2.3, frequently we extend the terminology of this section to the covering setting. Most facts of this section can be suitably generalized, (for example, see Lemma 3.7). To avoid confusion, however, we do not assume any unstated generalizations throughout this paper.
Detection for nontrivial Mahler measure
In this section, we provide a criterion for a regularly covering pseudo-Anosov mapping torus to have a multivariable Alexander polynomial with nontrivial Mahler measure (Theorem 3.2). We state it after introducing some terminology (Definition 3.1), which is repeatedly used in subsequent sections. The proof of the criterion forms the body of this section, but before that part, we explain how the criterion motivates our strategy for Conjecture 1.1. Definition 3.1. Let f be a pseudo-Anosov automorphism of a connected orientable closed surface S. Denote by M f the mapping torus of f and by φ f the distinguished cohomology class of M f .
(1) Denote by P(H 1 (M f ; R)) the projectivization of H 1 (M f ; R), whose points are considered to be the real 1-dimensional linear subspaces of H 1 (M f ; R). Denote by A(M f , φ f ) the complement of the hyperplane P(Ker(φ f )), which is a maximal linear affine subspace of 
is defined to be the affine linear convex hull of all the periodic homology directions. (2) We say that a subset E of D(M f , φ f ) is semi-extreme if E equals the set of the maximum points for some convex function on
where the summation is taken over all u ∈ H 1 (M f ; Z) free with φ f (u) > 0 and Ru ∈ E, and where coef(ζ The homology direction hull is actually a compact affine convex polytope with finitely many vertices, and it agrees with Fried's definition, (see Theorem 4.11 and Remark 4.12). Assuming the description for the moment, one may check that any union of mutually disjoint closed faces is semi-extreme. Closed faces are convex semi-extreme subsets, and vertices are extreme in the usual sense of convex geometry. For any covering mapping torus, every deck transformation must preserve the distinguished cohomology class, so it acts on the homology direction hull by an affine linear isomorphism. Theorem 3.2 suggests the following strategy for proving Conjecture 1.1. After some known reductions, it suffices to prove the essential case for any pseudo-Anosov automorphism f of a closed orientable surface S. Then we look for a regular finite coverM of the mapping torus M f which satisfies the hypothesis of Theorem 3.2. Our plan consists of two steps: First we find some regular finite cover M ′ of M f so that the homology direction hull D(M ′ , φ ′ ) possesses at least −χ(S) + 1 distinct orbits of vertices, which are not necessarily dominant. Then we find some further regular finite coverM so that the preimage of the vertex orbits are invariant semi-extreme subsets of D(M ,φ) which are dominant. Note that the covering projection induces an affine linear projection D(M,φ) → D(M ′ , φ ′ ) so the preimage of any vertex orbit is a union of disjoint closed faces which is invariant under deck transformations. To carry out the plan, we must establish the polytope description of the homology direction hull, and moreover, we must understand the topological, dynamical, or geometric contents of closed faces. In particular, effective calculation for the multivariable Lefschetz zeta function needs to be developed and behavior under finite coverings needs to be investigated. These materials are prepared by Sections 4, 5, 6, and 7. Following the two-step plan (with a little technical modification), we produce the desiredM by Theorem 8.1 in Section 8.
Remark 3.4. In [Had15] , Hadari outlines a proof to show that every pseudo-Anosov automorphism of a compact orientable surface with boundary has virtually infinite order, and that the same holds for fully irreducible automorphisms of finitely generated free groups. Hadari's approach inspires Theorem 3.2 (compare [Had15, Corollary 2.6]) and our strategy for Conjecture 1.1. In particular, we point out that our dominance condition for semi-extreme subsets of the homology direction hull is essentially similar to Hadari's notion of enfeoffed vertices [Had15, Definition 2.19] , (compare Lemma 3.8).
Note that the automorphisms considered by Hadari are homologically trivial, possibly after passing to a finite iteration. So the first step of our two-step plan is a trivial fact there, (see [Had15, Proposition 2.9] ). However, for general pseudo-Anosov automorphisms the first step requires significantly more work, (compare Proposition 8.2). The second step in our setting also requires a different proof, since lower central series is no longer suitable for the induction argument, (compare Proposition 8.6).
The rest of this section is devoted to the proof of Theorem 3.2. Most part of the proof is purely algebraic about multivariable Laurent polynomials, using standard techniques. We refer the reader to Everest-Ward [EW] for the algebraic generalities. The only essential input from topology appears in Lemma 3.10, where indices are counted according to conjugacy classes of periodic points. 
n ] other than zero, the (multiplicative) Mahler measure of q is defined by the expression
The integral is known to converge absolutely so the value of M(q) is real and positive. By convention we set M(0) = 0. It is also known to that M(q) ≥ 1 if q is nonzero and over Z.
where b i = 0, the Mahler measure can be computed explicitly by the Jensen formula:
Therefore, for any polynomial
n ], regarded as a complex Laurent polynomial in n + 1 variables, the logarithmic Mahler measure log M(q) can be readily interpreted as the average over a family of specialized complex polynomials in t, parametrized by (z 1 , · · · , z n ) in T n , the product of the n standard coordinate unit circles of C n . See [EW, Chapters 1 and 3] .
Given a finitely generated free abelian group, it makes sense to speak of the Mahler measure for multivariable Laurent polynomials over the complex group algebra. This is obvious by treating a basis of the free abelian group as extra independent variables. The resulting value of the Mahler measure is invariant under change of bases and multiplication by monomials with unit coefficients. In particular, it is valid to speak of the Mahler measure for multivariable Alexander polynomials, such as our ∆ 
where 
with Mahler measure M(p) = 1 is a product of monomials and cyclotomic polynomials evaluated on monomials. If
n ] with the constant term 1, and with M(q) = 1, we conclude that q(t) must factorize in Λ[t] as a product
where each q j ∈ Λ[t] takes the form 1 − µxt l for some monomial x = x l 1 1 · · · x ln n , some power l ∈ N, and some root of unity µ ∈ C.
By the definition of L m , we have the formula
for all m ∈ N. Moreover, for each factor q j (t) = 1 − µxt l and for all m ∈ N, we evaluate explicitly that
, for each factor q j and for all m ∈ N. Therefore, for all m ∈ N, we have
as asserted. 
Proof. Suppose q(t)
, where c j ∈ Λ, and c d = 0. We assume q(t) = 1 so the degree d is nonzero. We obtain a recurrence relation in Λ: As A is an integral domain finitely generated algebraically over Z, there exists a maximal ideal m of A so that A/m is a field of some positive characteristic p, and moreover, we may require
In fact, for the special case when A is contained by
n ], one may construct the maximal ideal m of A as follows: First take a suitable Z-fractional evaluation
Then by composition we obtain a quotient A → Z/pZ and the maximal ideal m is given by the kernel. The general case is not necessary for proving our main theorem but it is a well-known fact in commutative algebra, (see [Rat, Chapter 7, Theorem 7.6 .6]). Note that A/m is finite because it is a finitely generated field over Z/pZ.
By the recurrence relation (3.4) and by the required invertibility of c d mod m in A/m, the residual sequence (L m (q) mod m) m∈N must be eventually periodic, since every d consecutive terms determine all their succeeding terms and since there are at most |A/m| d possible patterns for them. Every d consecutive terms also determine all their preceding terms by (3.4), so the residual sequence must be periodic starting from the term L 0 (q) mod m. Take m q ∈ N be any positive period of the residual sequence. Then for all m ∈ N divisible by m q , we have
By the required invertibility of d mod m in A/m, we conclude that L m (q) = 0 holds in A, and hence in Λ, for all positive integral multiples m of m q .
3.2. Dominant semi-extreme subsets. Let M f be the mapping torus of a pseudo-Anosov automorphism of a connected closed orientable surface S of genus at least 2. LetM be a connected regular finite cover of M f with the deck transformation group denoted by Γ. DeclaredM as a covering mapping torus Mf over M f according to Convention 2.3. Denote byS the distinguished fiber of Mf , and by φf ∈ H 1 (Mf ; Z) the distinguished cohomology class of Mf , which has divisibility b 0 (S).
Choose a homology class t ∈ H 1 (Mf ; Z) free with φf (t) = b 0 (S), and choose a basis for the Z-submodule of H 1 (Mf ; Z) free annihilated by φf . We identify henceforth the complex group algebra CH 1 (Mf ; Z) free with a Laurent polynomial ring Λ[t, t . In fact, Perm(f ) is nonemepty only ifm equals mb for some m ∈ N, and in that case,
Then the asserted properties follow from Theorem 2.1 and (2.3), applied tof 0 .
By comparing the expression (2.6) forf and the formal series expansion (3.3) for log ζ # f , we obtain the following explicit relations for all m ∈ N:
Herem stands for m · b 0 (S), and Perm(f ; E) stands for the set of them-periodic points of f with the property that [γm(f ; p)] lie in the linear cone over E.
Proof. We claim that there exists a convex and dominant semi-extreme subset K of D(Mf , φf ) which is contained by E. To see this, take a witnessing convex function for the semi-extreme subset E, namely, a convex function h : D(Mf , φf ) → R that is maximized exactly on E, (Definition 3.1). As E is dominant, there exists some witnessing direction l 0 ∈ E, namely, a projective point Ru ∈ P(H 1 (Mf ; R)) given by some u ∈ H 1 (Mf ; Z) free with the properties coef(ζ
It is clear that the maximum-point set for k is a subset K of E which contains l 0 . Moreover, K is semi-extreme and convex, as witnessed by the linear function k. So K is as claimed.
The witnessing linear function k for K induces a real-valued new grading for
with respect to the k-grading, and it is a polynomial in Λ[t] other than the constant [E] is also a polynomial in Λ[t] with constant term 1. We point out the following relation:
Here o m (E) ∈ Λ stands for some Laurent polynomial of the form x a x x, where a x = 0 holds only if xt m lies in the linear cone over
; E)) m∈N , and it disappears when E is convex and semi-extreme.
holds for all positive integral multiples m of m E . Here · 1 stands for the standard ℓ 1 -norm on Λ, and |Γ| stands for the cardinality of the deck transformation group Γ.
Proof. As E is semi-extreme and dominant, we obtain some m E ∈ N as asserted by Lemma 3.8. In particular, for everym ∈ N divisible by m E · b 0 (S), there exists some periodic homology direction lm ∈ E such that the inequality p∈Perm(f ;{lm}) indm(f; p) = 0 holds. Here Perm(f; {l m }) stands for the set ofm-periodic points forf with [γm(f; p)] ∈ lm, (see (3.6), (2.4), and (2.5)). LetS 0 be a component ofS. Since every periodic trajectory intersects the components ofS in cyclical order, we have the relation
Denote by Γ 0 the subgroup of Γ that preservesS 0 , which is normal of index b 0 (S). We observe the following estimate:
This follows from the fact that p∈Perm(f ;{lm})∩S 0 indm(f ; p) is a nonzero integer divisible by |Stab Γ 0 ({lm})|, because indm(f; −) is constant over any Stab Γ ({lm})-orbit ofm-periodic points in Perm(f ; {lm}). As E is Γ-invariant, for all positive integral multiples m of m E , the
wherem stands for m · b 0 (S). Here Orb Γ ({lm}) stands for the Γ-orbit of lm in E, which coincides with the Γ 0 -orbit. This establishes the asserted estimate.
3.3. Proof of Theorem 3.2. We continue to adopt the assumptions at the beginning of Subsection 3.2. Suppose that there exist sufficiently many mutually disjoint Γ-invariant dominant semi-extreme subsets
We require s > −χ(S) according to the assumption of Theorem 3.2. In particular, b 1 (Mf ) > 1 is implied in this situation.
For each E i , let m i ∈ N be the positive integer as asserted by Lemma 3.10. Then for any m ∈ N divisible by the least common multiple of m 1 , m 2 , · · · , m s , we estimate
This yields the strict comparison
for infinitely many m ∈ N, by Lemma 3.7. Therefore, we obtain the asserted Mahler measure estimate for the multivariable Alexander polynomial ∆ # Mf of the covering mapping torus Mf :
by Lemmas 3.5 and 3.7. This completes the proof of Theorem 3.2.
Mapping tori from a perspective of Markov partitions
In this section, we study mapping tori for pseudo-Anosov automorphisms of closed orientable surfaces using an auxiliary Markov partition. In particular, we recover Fried's description of the homology direction hull as a compact convex polytope (Theorem 4.11 and Remark 4.12). The approach of this section is extended for clusters and to the covering setting in subsequent sections.
Throughout this section, we assume that S is a connected closed surface and that f : S → S is a pseudo-Anosov automorphism, (see Section 2). 4.1. Markov patitions for pseudo-Anosov automorphisms. We recall some terminology according to [FLP, Exposé 10] . With respect to the pair of invariant foliations (F s , F u ) of the pseudo-Anosov f , a (good) birectangle refers to an embedded compact rectangular region whose product structure is inherited from the invariant foliations. In other words, a birectangle is the image R ⊂ S of an inclusion [0, 1] × [0, 1] → S such that for any x ∈ [0, 1] the vertical segment {x} × [0, 1] is contained by a finite union of leaves or singular points of F s , and that for any y ∈ [0, 1] the horizontal segment [0, 1] × {y} is compatible with F u in the same fashion. In this paper, we keep the above arrangement convention so that birectangles are vertically stretching and horizontally shrinking under the pseudo-Anosov automorphism f . Note that any vertical or horizontal segment must be contained by a unique leaf unless it is a side of the birectangle. Moreover, any side of the birectangle contains at most one singular point of the invariant foliations. This is because for invariant foliations of pseudo-Anosov automorphisms, there are no leaves connecting pairs of singular points [FLP, Exposé 9, Lemma 9.17] .
A Markov partition of S with respect to f is a finite partition of S into birectangles with respect to f , and moreover, any constituent birectangle is the vertical juxtaposition of finitely many horizontal blocks, each being mapped by f onto a vertical block of a distinct constituent birectangle. In equivalent terms, as of [FLP, Exposé 10] , a Markov partition is declared by a finite collection of birectangles
with all the following properties required:
•
Here the notation F s (p, R i ) stands for the intersection of R i with the leaf of F s passing through the point p, and other similar notations are understood likewise. It is known that every pseudo-Anosov automorphism admits a Markov partition [FLP, Exposé 10, Proposition 10 .17].
4.2. Objects derived from a Markov partition. Fix a Markov partition R of any given connected closed orientable surface S with respect to a given pseudo-Anosov automorphism f . There are derived combinatorial objects of various levels: The flow-box complex X f,R is a polyhedral complex obtained from the surface by attaching abstract flow boxes, which remembers all the information of the triple (S, f, R); the transition graph T f,R is the directed graph presentation for the transition matrix of the induced symbolic dynamical system as usual, which completely forgets the topology of S; the space of projective currents P f,R is an affine compact convex polytope whose rational points are all the projectivized abelianized directed multi-cycles of the transition graph. In the following, we construct these objects concretely and describe them by their featuring properties.
The flow-box complex.
Definition 4.1. Suppose that R is a Markov partition of a closed orientable surface S with respect to a pseudo-Anosov automorphism f . The flow-box complex X f,R associated to (f, R) is defined to be the compact polyhedral complex constructed by the following procedure:
• Take an abstract disjoint union of the birectangles R 1 ⊔ · · · ⊔ R k of R, and for every ordered pair (
with the subset R ij of R i and R ij × {1} with the subset f (R ij ) of R j , in the obvious canonical fashion. The resulting compact polyhedral complex is recorded as the declared X f,R .
The distinguished subsets of the flow-box complex X f,R parametrized by R i and R ij ×[0, 1] are called the abstract birectangles and the abstract flow boxes, respectively. By an abstract flow segment we mean a forward directed segment in X f,R of the form {p}×[0, 1] as contained by some abstract flow box R ij × [0, 1]. An abstract trajectory therefore refers to an immersed oriented 1-submanifold of X f,R obtained by concatenating directly consecutive abstract flow segments, possibly infinite or with repetition. An abstract periodic trajectory is moreover an immersed oriented loop, unparametrized and without a basepoint.
Note that there are five mutually exclusive intrinsic types for points of an abstract birectangle: interior (I), side horizontal (SH), side vertical (SV), corner own-left (KL), and corner own-right (KR). Using a parametrization [0, 1] × [0, 1] of the abstract birectangle, these types are given the subsets (0, 1) × (0, 1), {0, 1} × (0, 1), (0, 1) × {0, 1}, {(0, 0), (1, 1)}, and {(0, 1), (1, 0)}, respectively. The type of an abstract flow segment is given by its endpoint types, the possibilities being SV to any, I to I, KL to KL, KR to KR, or any to SH, and hence twelve in all. Therefore, any abstract periodic trajectory must visit the abstract birectangles of the flow-box complex in only one type of points, which gives rise to the totally five types of abstract periodic trajectories. We call the interior type to be ordinary, and the rest four types exceptional.
There is a canonical quotient map
which we call the zipping map. The zipping map includes every abstract birectangle R i of X f,R into the distinguished fiber S of M f , and projects every abstract flow box Proof. The connectedness of X f,R is a consequence of the ergodicity of pseudo-Anosov automorphism. In fact, for any pair of birectangles R i , R j ∈ R there exists some n ∈ Z such that f n (int(R i )) ∩ int(R j ) is nonempty. This is because the open subset m∈Z f m (int(R i )) ⊂ S is invariant under f and hence must be dense in S, see [FLP, Exposé 9, Proposition 9.18 ]. In particular, any pair of abstract birectangles can be connected by an abstract trajectory path, namely, a path in X f,R obtained by concatenating directly consecutive abstract flow segments. So X f,R is connected.
For any point of an abstract birectangle, if the point occurs as the initial point for two distinct abstract flow segments, the only possible types of the abstract flow segments are SV to SH/KL/KR, or I to SH. So any primitive abstract periodic trajectory has no chance to bifurcate in the forward direction. Similarly, it would not bifurcate in the backward direction either. Therefore, primitive abstract periodic trajectories must be embedded and disjoint from any other abstract trajectories. Moreover, the stretching property of f and f −1 forbids any side of an abstract birectangle to contain more than one point of primitive abstract periodic trajectories. So there are at most finitely many exceptional primitive abstract periodic trajectories. 
For example, the last row of the table means that the preimage of γ in X f,R consists of 2 × pn(γ)/po(γ) primitive abstract periodic trajectories, half of type KL and half KR, and that each of them covers γ of degree po(γ). From the remark column, we also learn that any singular primitive periodic trajectory γ of M f falls in the case of the last row. For our application, it is more important to remember qualitatively that there are only finitely many exceptional primitive abstract periodic trajectories in the flow-box complex (Lemma 4.2). The details of the classification table is only necessary for some explicit calculation of the multivariable Lefschetz zeta function, (see Example 6.4).
Proof. To see the π 1 -surjectivity of the zipping map (4.2), we claim that any loop α : S 1 → M f can be modified by homotopy to avoid the exceptional locus, that is, the image of all ∂R i and ∂R ij × (0, 1) under the zipping map. The π 1 -surjectivity follows immediately from the claim because the complement of the exceptional locus lifts homeomorphically into X f,R . To prove the claim, clearly we can first homotope α in M f so that it is composed of leaf segments of the invariant foliations in the distinguished fiber S ⊂ M f and trajectory segments of the suspension flow (in either directions). We may also require the trajectory segments to avoid the image of any ∂R ij × (0, 1) and the leaf segments to avoid the image of any ∂R i , Therefore, it suffices to argue that for any open interval b ⊂ ∂R i ∩ ∂R j , and any short leaf-segment subpath a of α contained by int(R i ) ∪ int(R j ) ∪ b and transverse to b at a single point of intersection p, it is possible to push a off the exceptional locus, by homotopy in M f relative to its endpoints. To this end, we observe that for some n ∈ Z and some R h ∈ R, the intersection f n (b) ∩ int(R h ) is nonempty. This is because for any sufficiently large m ∈ N, one of the leaf segments f m (b) and f −m (b) must be stretched so much that its length exceeds the total length of all ∂R i , measured in the (defining) transverse measures of the invariant foliations. Given any such n and R h , we push a sub-segment of a along b into the region (a × b) ∩ f −n (int(R h )). In other words, for some compact sub-segment b ′ ⊂ b with one endpoint p and the other endpoint contained by b ∩ f −n (int(R h )), we replace a small sub-segment a ′ ⊂ a that contains p by the other three sides of the thin birectangle a ′ × b ′ of S. We push a further sub-segment a ′′ of the new a ′ along the trajectory segment for time n, into the region int(R h ). Therefore, the new path δ is homotopic to the original a relative to the endpoints, and it avoids the exceptional locus. By performing the above modification for every bad point p of α as above, we obtain a new loop homotopic to α avoiding the exceptional locus. This prove the claim and therefore the π 1 -surjectivity of the zipping map.
It is clear that every abstract periodic trajectory of X f,R becomes a periodic trajectory of M f by composing with the zipping map. For any primitive periodic trajectory γ of M f , the preimage of γ is a finite cellular 1-complex form by abstract flow segments. It is a union of primitive abstract periodic trajectories, so every connected component must be a primitive abstract periodic trajectory by Lemma 4.2. If γ avoids the exceptional locus, there is a unique ordinary abstract periodic trajectory which projects γ homeomorphically, giving rise to the first row of the classification table. Otherwise the primitive abstract periodic trajectories are all exceptional by Lemma 4.2. By considering the possible patterns of birectangles near a periodic point p ∈ γ ∩ S, we see that po(γ) is the least degree for a finite cyclic cover of γ to lift to X f,R , and moreover, that for that cover of γ the lift exists based at any lift of p. In other words, the exceptional primitive abstract periodic trajectories all cover γ of the same degree po(γ). The rest of asserted classification follows from an easy case-by-case investigation.
The transition graph.
Definition 4.4. Let X f,R be the flow-box complex associated to a pseudo-Anosov automorphism f of a closed orientable surface and a Markov partition R. The transition graph T f,R associated to (f, R) is defined to be the finite cellular 1-complex constructed from X f,R by projecting every abstract birectangle R i to a distinct 0-cell v i and every abstract flow box R ij × [0, 1] to a distinct 1-cell e ij parametrized by [0, 1] , via the projection to the second factor.
The 0-cells and the canonically oriented 1-cells of the transition graph T f,R are called the vertices are the directed edges, respectively. By a dynamical cycle of T f,R we mean an immersed oriented loop, unparametrized and without a base point, obtained by concatenating finitely many cyclically directly consecutive directed edges. It is a simple dynamical cycle if the loop is embedded without self-intersection. By a subgraph of T f,R we mean a cellular subcomplex with inherited edge directions. It is said to be recurrent if every directed edge occurs in some dynamical cycle, or irreducible if every pair of vertices occurs in some dynamical cycle.
There is by definition a canonical quotient map
which we call the collapse map. For any subgraph W of T f,R , we denote by X f,R (W ) the preimage of W in X f,R . As it is the union of the abstract birectangles and the abstract flow-boxes which collapse to the vertices and the directed edges W , we call X f,R (W ) the flow-box subcomplex over W .
Lemma 4.5. The transition graph T f,R is irreducible.
Proof. This is immediately implied by the ergodicity of pseudo-Anosov automorphisms, [FLP, Exposé 9 Definition 4.8. Let T f,R be the transition graph associated to a pseudo-Anosov automorphism f of a closed orientable surface and a Markov partition R. A projective current on T f,R is defined to be a probability measure on the finite discrete set of the directed edges of T f,R for which, at any vertex of T f,R , the total measure of the incoming edges equals that of the outgoing edges. It is treated as a point in the abstract simplex ∆(T f,R ) spanning over the set of directed edges of T f,R , and denoted by a formal convex combination µ = e µ e e where the summation is taken over all the directed edges of T f,R and where the coefficients µ e ∈ R satisfy e µ e = 1 and µ e ≥ 0. The space of projective currents P f,R is defined to be the affine linear convex set of all the projective currents on T f,R .
The support subgraph of a projective current µ ∈ T f,R refers to the unique recurrent subgraph of T f,R whose set of directed edges is the support of the probability measure µ. A projective current is said to be irreducible if its support subgraph is irreducible, and elementary if the support subgraph is a simple dynamical cycle of T f,R .
There is a canonical affine linear map
which we call the homology direction map, (see Definition 3.1). For any projective current µ ∈ P f,R , identify µ naturally as a real cellular 1-cycle of T f,R in the usual chain complex context. Then hd f,R (µ) in A(M f , φ f ) is defined to be the image of the projective point R · [µ] ∈ P(H 1 (T f,R ; R)) under the composed projective linear map P(H 1 (T f,R ; R)) → P(H 1 (X f,R ; R)) → P(H 1 (M f ; R)) induced by a homotopy inverse of the collapse map (4.3) and the zipping map (4.2).
Lemma 4.9. Proof. Observe that P f,R is the affine linear subset of the abstract simplex ∆(T f,R ) constrained by the balance conditions at the digraph vertices, (Definition 4.8). To be precise, at each vertex of T f,R we have an equation between the total measure of incoming edges and that of the outgoing edges, and together they form a linear system of equations over Z. There are only finitely many mutually distinct simple solutions ν C , each supported on a simple dynamical cycle C of T f,R as a counting measure of edges. Moreover, any nontrivial nonnegative Z-solution ν is equal to a positive Z-linear combination of some simple solutions m 1 ν C 1 + · · · + m n ν Cn . Note that the elementary projective currents are precisely the normalized rational measures µ C , namely, the simple solutions ν C divided by their own total measures. Then the Q-points of P f,R form a Q-affine convex polytope with vertices the elementary projective currents of T f,R . The space of projective currents P f,R is the point-set closure of its Q-points, so it is a compact convex polytope with the same set of vertices.
To verify the asserted correspondence, we observe that for any point µ of an open face F ⊂ P f,R , it is possible to write µ as a convex combination of the vertices of F such that every vertex of F contributes some positive weight. Indeed, one may first see this for an open dense subset of F and then write an arbitrary µ ∈ F as a convex combination of some points from that subset. It follows that for any projective current µ ∈ F , the support subgraph T f,R (µ) is the union of the simple dynamical cycles which support the vertices of F . In particular, T f,R (µ) depends only on the vertices of the open face F that contains µ. Therefore, we obtain a face-to-subgraph map by assigning to any open face F a unique recurrent subgraph T f,R (F ) which is the union of the simple dynamical cycles supporting the vertices of F . Define a map in the reversed direction by assigning to any recurrent subgraph W of T f,R the minimal open face F (W ) whose closure contains all the vertices that correspond to the simple dynamical cycles of W . We claim that F (W ) contains no other vertices. In fact, if there were some other vertex, which corresponds to a simple dynamical cycle C ′ not contained by W , the convex hull of those vertices supported within W would not meet the interior of F (W ). This is because the support subgraph T f,R (F (W )) must already contain C ′ ∪ W as we have seen. Then the vertices that correspond to the simple dynamical cycles of W would have been contained by a proper open face of F (W ), contrary to the assumed minimality of F (W ). Therefore, as claimed, the map W → F (W ) is indeed the inverse of the map F → T f,R (F ). We see that F (W ) consists of all the projective currents µ fully supported on W , so F (W ) is the same as the declared open face F W . Intersection and inclusion of face closures clearly correspond to those operations of subgraphs. This establishes the asserted lattice isomorphism. Proof. We observe that every periodic homology direction in D(M f , φ f ) can be realized as hd f,R (µ C ) for some dynamical cycle C of T f,R , where µ C stands for the normalization of the edge-count measure for C as in the proof of Lemma 4.9. This follows from Definition 3.1 and Lemmas 4.3 and 4.6. Then the convexity of P f,R implies that hd f,R (P f,R ) contains D(M f , φ f ). The vertices of P f,R being given by all the elementary projective currents (Lemma 4.9) implies the converse that
4.3. Combinatorial description of the homology direction hull. As an application of our discussion so far, we obtain a basic description of the homology direction hull: Proof. By Lemmas 4.9 and 4.10, we see that D(M f , φ f ) is a compact convex polytope wiht finitely many vertices. It is easy to observe that the simple dynamical cycles of the transition graph T f,R provide a generating set of H 1 (T f,R ; R). The induced projective linear map P(H 1 (T f,R ; R)) → P(H 1 (X f,R ; R)) → P(H 1 (M f ; R)) as appeared in the definition of the homology direction map (4.4) is surjective because of Lemmas 4.3 and 4.6. Therefore,
As T f,R is irreducible (Lemma 4.5), the dynamical cycles of T f,R give rise to all the rational points in the interior of P f,R , by taking the normalization of their edge-count measures. Therefore, the periodic homology directions include all the rational points in the interior of Remark 4.13. One may also introduce the abstract homology direction hull D(X f,R , φ f,R ) similar as the definition D(M f , φ f ). It lives in the affine subset A(X f,R , φ f,R ) of the projective space P(H 1 (X f,R ; R)), complementary to the projective hyperplane P(Ker(φ f,R )), where φ f,R stands for q * f,R (φ f ) ∈ H 1 (X f,R ; Z). The homology direction map (4.4) is the zipping of the abstract homology direction map, in the apparent sense as indicated by the compo-
We point out that under the abstract homology direction map, P f,R is projected isomorphically onto D(X f,R , φ f,R ), and that the latter has codimension 0 in A(X f,R , φ f,R ). In particular, the dimension of P f,R equals b 1 (T f,R ) − 1.
The mere fact as stated by Theorem 4.11 is well known. For example, it follows already from Fried's characterization of homology directions using flow cross-sections [Frd82] , and Thurston's combinatorial description of the fibered cones for 3-manifolds [Thu86] , (see [FLP, Exposé 14] for an exposition in that approach). However, with an auxiliary Markov partition and the derived objects, we are able to do a lot more. For example, using the transition graph T f,R , one can decide algorithmically (and practically) the subset of all the periodic homology directions D per (M f , φ f ). This is because D per (M f , φ f ) can be identified as all the rational points in hd f,R (P irr f,R ), namely, the image of all the irreducible projective currents under the homology direction map. Note that by Lemma 4.9, the region P open faces F V corresponding to all the irreducible subgraphs V of T f,R . By contrast, it is even arguable whether we should expect an effective intrinsic characterization for D per (M f , φ f ).
Clusters via the approach of Markov patitions
In this section, we introduce clusters for a given pseudo-Anosov automorphism of a closed orientable surface with respect to a chosen Markov partition (Definition 5.1). For any individual cluster, we obtain derived objects and the cluster homology direction hull, which are analogous to the mapping torus case. However, there are two major reasons which make clusters more useful: First, the clusters form a finite partial-order system with respect to the cluster subordination maps (Definition 5.1). Secondly, dimension of cluster homology direction hulls reflects the elementary-versus-nonelementary dichotomy in 3-manifold topology, (see Theorem 5.5).
It is possible to work with the covering setting directly. However, for this section, we keep the same setting as with Section 4 to avoid distraction.
Clusters and their homology direction hulls.
Definition 5.1. Let f be a pseudo-Anosov automorphism of a connected closed orientable surface S, and R be a Markov partition of S with respect to f .
(1) For any irreducible subgraph V of the transition graph T f,R , the cluster subordinate to the mapping torus M f and associated to V is defined to be a connected EilenbergMacLane space Q V together with a π 1 -surjective map q V and a π 1 -injective map i V which make the following diagram commutative up to homotopy:
Note that the triple (Q V , q V , i V ) is unique up to homotopy equivalence and homotopy. The irreducible subgraph V is called the cluster transition graph, and q V the cluster zipping map, and i V the subordination map to the mapping torus. For brevity we often denote a cluster only by Q V , assuming other data implicitly prescribed. (See Definitions 4.1 and 4.4.) (2) For any pair of irreducible subgraphs U, V of the transition graph T f,R , the cluster Q U is said to be subordinate to the cluster Q V if U is contained by V . In this case, the cluster subordination map is defined to be a π 1 -injective map
Note that j U,V is unique up to homotopy.
The distinguished cohomology class for Q V is denoted as
and it is defined by φ V = i * V φ f using the distinguished cohomology class φ f of the mapping torus M f .
Lemma 5.2. For any irreducible subgraph V of the transition graph T f,R , the cluster Q V associated to V exists and a model of Q V can be taken as an orientable connected compact 3-manifold which is aspherical and atoroidal. The distinguished cohomology class φ V is nontrivial.
For an orientable connected compact 3-manifold, being aspherical is equivalent to the property that every embedded sphere bounds an embedded 3-ball, and meanwhile, that the universal cover is not a 3-sphere. Being atoroidal requires moreover that any embedded incompressible torus should be parallel to a boundary component. We refer the reader to Hempel [Hem] for terminology and standard facts in 3-manifold topology.
Proof. Choose an auxiliary basepoint x ∈ X f,R (V ) and denote by p ∈ M f its image under zipping. Denote by G V the image of the induced homomorphism π 1 (X f,R (V ), x) → π 1 (M f , p) for the restricted zipping map. Denote by (M V ,p) the covering space of M f together with a lifted pointp of p so that π 1 (M V ,p) is isomorphic to the subgroup G V of π 1 (M f , p) via the induced homomorphism of the fundamental group.
Note that X f,R (V ) ≃ V has a finitely generated free fundamental group, so G V is finitely generated. In general, for any connected 3-manifold with a finitely generated fundamental group, there exists an embedded compact submanifold with the property that the inclusion map is a homotopy equivalence. This is a theorem due to P. Scott [Sco] , and a compact submanifold with such property is usually called a Scott core for the considered 3-manifold. We take any Scott core Q V forM V as a model of the cluster associated to V . Since M f is the mapping torus of a pseudo-Anosov automorphism, it is well known that any covering space of M f is orientable, aspherical, and atoroidal, (see [AFW, Chapter 1] ). These properties are all preserved under homotopy equivalence between 3-manifolds, so the connected compact model Q V possesses the same properties as asserted.
The distinguished cohomology class φ V is nontrivial because V contains at least one dynamical cycle z. Indeed, the corresponding abstract periodic trajectoryγ z of X f,R (V ) gives rise to a nontrivial value φ V (q V * [γ z ]) > 0, (see Notation 4.7). Definition 5.3. Let f be a pseudo-Anosov automorphism of a connected closed orientable surface S, and R be a Markov partition of S with respect to f .
(1) For any cluster Q V associated to a irreducible subgraph V of a transition graph T f,R , denote by A(Q V , φ V ) the maximal affine linear subspace of the projectivization P(H 1 (Q V ; R)) complementary to the hyperplane P(Ker(φ V )), where φ V stands for the distinguished cohomology class (5.1). The cluster homology direction hull
is defined to be the affine linear convex hull of all the projective points R · q V * [Ĉ] ∈ A(Q V , φ V ) for all abstract periodic trajectoriesĈ of X f,R (V ). (2) For any cluster Q U subordinate to Q V , we define the subordination map for the cluster homology direction hulls
to be the affine linear map which is naturally induced by the cluster subordination map j U,V : Q U → Q V .
Derived objects for clusters.
For any cluster Q V , we call the subcomplex X f,R (V ) over V the cluster flow-box complex for Q V . The space of cluster projective currents for Q V refers to the affine linearly convex set of all the projective currents on V , which can be treated as a closed face of the compact convex polytope P f,R via the obvious inclusion (Lemma 4.9), so we denote it as P f,R (V ) ⊂ P f,R . For any cluster Q U subordinate to Q V , there are naturally determined inclusions between the cluster transition graphs V ⊂ W , and between the cluster flow-box complexes X f,R (U) ⊂ X f,R (V ), and between the spaces of cluster projective currents P f,R (U) ⊂ P f,R (V ). The second inclusion completes a commutative diagram of maps up to homotopy together with the maps q U , q V , and j U,V . The last inclusion agrees with the inclusion between closed faces of P f,R (Lemma 4.9).
The cluster homology direction map is the affine linear map
defined in the similar way as the homology direction map (4.4). To be precise, any µ ∈ P f,R (V ) is a projective current fully supported on V , and hd V (µ) is the image of the projective point R · [µ] ∈ P(H 1 (V ; R)) under the composed projective linear map P(H 1 (V ; R)) → P(H 1 (X f,R (V ); R)) → P(H 1 (Q V ; R)) induced by a homotopy inverse of the restricted collapse map and the map q V .
Lemma 5.4. The cluster homology direction map (4.4) projects the space of cluster projective currents P f,R (V ) onto the cluster homology direction hull D(Q V , φ V ).
Proof. The argument is similar to Lemma 4.10 but even more straightforward. The simplification comes from Definition 5.3, in which we have required D(Q V , φ V ) to be spanned only by those cluster periodic homology directions encoded by V . Therefore, analogue results as Lemmas 4.3 and 4.6 are no longer needed. Note that P f,R (V ) is a closed face of the compact convex polytope P f,R , so it is spanned by the elementary projective currents on V , (Lemma 4.9). Then by inheriting the previous argument we conclude that D(Q V , φ V ) equals the image hd V (P f,R (V )). Proof. The cluster homology direction hull D(Q V , φ V ) is a compact convex polytope with finitely many vertices because it is the image of the cluster homology direction map, namely, hd V (P f,R (V )), and because the space of cluster projective currents P f,R (V ) is a closed face of the compact convex polytope P f,R , (Lemmas 5.4 and 4.9). Note that the dynamical cycles of V generate H 1 (V ; R), so the abstract periodic trajectories of X f,R generate H 1 (X f,R ; R), (Lemma 4.6). Because the cluster defining map
Combinatorial description of cluster homology direction hulls. Theorem 5.5. Let f be a pseudo-Anosov automorphism of a connected closed orientable surface S, and R be a Markov partition of S with respect to f . Then for any irreducible subgraph V of the transition graph T f,R , the cluster homology direction hull D(Q V , φ V ) is a compact convex polytope with finitely many vertices and of codimension
Suppose for the rest of the proof that D(Q V , φ V ) is not a single vertex. This is equivalent to saying b 1 (Q V ) > 1 as we have the relation
For any irreducible subgraph U contained by V , it suffices to argue that b 1 (Q U ) = 1 implies that U is a simple dynamical cycle.
To this end, observe that under the assumption b 1 (Q U ) = 1, the homomorphism on homology j U,V * :
induced by the cluster subordination map j U,V must have nontrivial cokernel, (see Definition 5.1). Therefore, with respect to any compatibly chosen auxiliary base points, the image of the induced homomorphism π 1 (j U,V ) :
We choose models for Q U and Q V which are aspherical and atoroidal orientable compact 3-manifolds (Lemma 5.2). As a cluster Q U is also homotopy equivalent to an infinite cover of Q V , namely, one that corresponds to the image of π 1 (j U,V ), (see Definition 5.1). It follows that b 3 (Q U ) must vanish and therefore Q U has nonempty boundary. The boundary ∂Q U contains no sphere components, for otherwise Q U would be a 3-ball since Q U is aspherical, contrary to the nontriviality of φ U (Lemma 5.2). Using the well-known inequality in 3-manifold topology:
(which is an exercise of the Poincaré-Lefschetz duality,) we see that b 1 (Q U ) = 1 occurs only if ∂Q U is connected and is homeomorphic to a torus. As M f is closed, atoroidal and aspherical, we infer that Q U must be a solid torus by 3-manifold topology. This means that the restriction of the zipping map (4.2), X f,R (U) → M f , has infinite cyclic π 1 -image.
To finish the proof, we invoke the fact that every primitive periodic trajectory of M f represents a distinct conjugacy class of maximal infinite cyclic subgroups in π 1 (M f ). This is implied, for example, by the fact that distinct fixed points of f m represent distinct fixed point classes, for any given m ∈ N, (see Remark 2.2). According the mapping torus approach [Jia05, Definition 4.3] , any pair of fixed points p, q of f represent the same fixed point class if and only if the loops γ 1 (f ; p) and γ 1 (f ; q) are freely homotopic to each other in M f . The above fact about primitive periodic trajectories follows immediately from this characterization, by considering f m for all m ∈ N. As π 1 (X f,R (U)) projects onto an infinite cyclic subgroup of π 1 (M f ) under zipping, we see that U has to be a simple dynamical cycle by the cycletrajectory correspondences provided Lemmas 4.3 and 4.6, so the proof is complete.
We close this section with the following useful notion. Definition 5.6. Let f be a pseudo-Anosov automorphism of a connected closed orientable surface and R be a Markov partition for f .
(1) For any cluster Q V subordinate to the mapping torus M f and any closed face E of the cluster homology direction hull D(Q V , φ V ), the support subgraph for E, denoted as
is defined to be the recurrent subgraph of the cluster transition graph V which corresponds to the closed face hd
V (E) of the space of cluster projective currents P f,R (V ). is necessarily a union of mutually disjoint simple dynamical cycles due to the finiteness of exceptional abstract periodic trajectories (Lemma 4.2). Trivial examples of purely ordinary and purely exceptional closed faces occur for clusters associated to simple dynamical cycles, as the codimension-0 closed face of cluster homology direction hull. Closed faces may also occur to be neither purely exceptional nor purely ordinary, such as the homology direction hull D(M f , φ f ) itself, as the codimension-0 closed face for the cluster M f associated to T f,R .
Reciprocal characteristic polynomials for clusters
In this section, we continue the discussion of Section 5, and introduce a calculation gadget for clusters called the reciprocal characteristic polynomial. At the end of this section, we exhibit three motivating examples for our main goal, (compare Subsection 8.2).
Let f be a pseudo-Anosov automorphism of a connected closed orientable surface and R be a Markov partition for f . To any primitive dynamical cycle z of the transition graph T f,R , we associate an integer
by the following rule: Adopting Notation 4.7, we assign sgn(z) to be 1 if the abstract periodic trajectoryγ z is exceptional. Otherwise, asγ z : S 1 → X f,R is embedded in the ordinary part, the tangent bundle of X f,R is well defined overγ z (S 1 ), and it splits as the direct sum of three line subbundles, parallel to the ordinary abstract flow direction, the horizontal direction, and the vertical direction, respectively. The first one is always canonically oriented, whereas the latter two are either both orientable, or both nonorientable. We assign sgn(z) to be 1 for the orientable case, or −1 for the nonorientable case.
Definition 6.1. Let f be a pseudo-Anosov automorphism of a connected closed orientable surface and R be a Markov partition for f . For any cluster Q V subordinate to M f and for any subgraph W of the cluster transition graph V , we introduce the reciprocal characteristic polynomial of W with respect to Q V by the following expression in the positive half completion of CH 1 (Q V ; Z) free with respect to the φ V -grading:
where the (possibly infinite) product is taken over all the primitive dynamical cycles z of W and where Notation 4.7 is adopted forγ z . The cluster reciprocal characteristic polynomial for Q V is defined using the cluster transition graph V , denoted particularly as
The following description of κ Proof. We make the following auxiliary choices. Choose an orientation for the distinguished fiber S, which is preserved under f . For each birectangle R i of the Markov partition
s and |dy i | = µ u and dx i ∧ dy i agrees with the chosen orientation of S. Note that f * dx j = ±λdx i and f * dy j = ±λ −1 dy i hold in any nonempty intersection R i ∩f −1 (R j ), and that the signs are either both positive or both negative. Therefore, the auxiliary data determine a function on the set of directed edges of the transition graph sgn : Edge(T f,R ) → {±1} by the following rule: For any nonempty intersection R i ∩ f −1 (R j ), the corresponding directed edge e ij is assigned with a value ±1 according to the sign in the above equations.
Given any subgraph W of the cluster transition graph V , denote by C 1 (W ) the free abelian group of the cellular 1-chains of W , which is finitely generated over the basis Edge(W ). Define a square matrix Φ(W ) of size |R| with entries valued in the commutative group algebra CC 1 (W ) by the following rule: The (i, j)-entry of Φ(W ) equals sgn(e ij ) · e ij if there is a directed edge e ij ∈ Edge(W ), or 0 otherwise.
By requiring every e ∈ Edge(W ) to be homogeneous of degree 1, and by endowing the commutative group algebra CC 1 (W ) with the induced grading, the following identity holds in the positive-half graded completion of CC 1 (W ):
where 1 stands for the identity matrix of size |R| over CC 1 (W ). In fact, one way to see (6.2) is as follows: Treat the square matrix 1 − Φ(W ) as over an extended graded ring
, where the new indeterminant t has degree 1. The extended graded ring is also a Laurent polynomial ring Λ[t, t −1 ], over the subring Λ that consists of all the degree-0 homogeneous elements. In any splitting field K for the characteristic polynomial of the matrix Φ(W )t −1 over Λ, the usual splitting arugment can be applied, so (6.2) follows from the identity 1
For any dynamical cycle z of W of combinatorial length m ∈ N, formed by cyclically directly-consecutive directed edges e 1 , · · · , e m of W , it is clear that sgn(z) as (6.1) equals sgn(e 1 ) × · · · × sgn(e m ). Then the trace of Φ(W ) m equals the sum of all the terms sgn(z) · z, where z runs over all the length-m dynamical cycles of W , and where z is also regarded canonically as a cellular 1-cycle of W . By some obvious manipulation of the expression, we obtain the following identity in the graded positive half completion of CC 1 (W ):
In particular, the right-hand side of (6.3) lies in the subalgebra CZ 1 (W ) of CC 1 (W ), where Z 1 (W ) is the abelian subgroup of C 1 (W ) that consists of all the cellular 1-cycles of W .
As W is a cellular 1-complex homotopy equivalent to X f,R (W ) (Lemma 4.6), there are canonical isomorphisms of abelian groups
under which z is identified with [γ z ] by Notation 4.7. Via the cluster zipping map q V , we see that κ # f,R (W ; Q V ) lies in CH 1 (Q V ; Z) free . Then the asserted form follows the defining expression.
For any cluster Q V subordinate to M f and for any subgraph W of the cluster transition graph V , enumerate by U 1 , · · · , U r all the maximal irreducible subgraphs of W , (also known as the strong components of W ). Then we obtain the product formula:
. For any other cluster Q U subordinate to Q V , suppose that a subgraph W of V is contained by the cluster transition graph U. Then we obtain the induction formula:
free , is the group-algebra homomorphism induced by cluster subordination. Both (6.5) and (6.6) are immediate consequences of Definition 6.1.
For any cluster Q V subordinate to M f , and any subgraph W of the cluster transition graph V , write κ
free , to be the sum 1 + u over E a u · u where the summation is taken over all u ∈ H 1 (Q V ; Z) free in the φ V -positive linear cone over E. Then we obtain the face formula:
Example 6.3. For any cluster Q C associated to a simple dynamical cycle C of the transition graph T f,R , the cluster reciprocal characteristic polynomial κ
where u is the generating element of the infinite cyclic group H 1 (Q V ; Z) free determined by φ V (u) = |Edge(C)|, and where sgn(C) = ±1 is determined by the fundamental cycle of C. In particular, κ # f,R (Q C ) is not the constant polynomial 1. Example 6.4. For the cluster M f associated to the transition graph T f,R itself, the cluster reciprocal characteristic polynomial κ # f,R (M f ) equals the multivariable Lefschetz zeta function ζ # f up to finitely many cyclotomic polynomial factors determined by the exceptional periodic trajectories. To be precise, by (2.11), Lemma 4.3, and Definition 6.1, we obtain the formula κ
where p γ are polynomials as indicated by the table below, (see (2.10) and Lemma 4.3 for the notations). The product is taken over all the primitive periodic trajectories γ of M f , which is essentially finite as we ignore the trivial factors 1. In particular, for any ordinary closed face E of D(M f , φ f ), we have an equality between the E-parts
by (6.7), (see Definitions 3.1 and 5.6).
pre-zipping type contents of γ the polynomial p γ (a) description of γ I 1 ordinary SH or SV 1 − a purely side exceptional KR + KL + SH or KR + KL + SV
(1 − a)
Example 6.5. Consider a subordination sequence of clusters
associated to an inclusion sequence of cluster transition graphs V d ⊂ · · · ⊂ V 1 ⊂ V 0 , which are irreducible subgraphs of the transition graph T f,R . Suppose the following conditions are all satisfied:
is an embedding.
• The subgraph V d is a simple dynamical cycle. Therefore, we have a sequence of affine linear embeddings of compact affine convex polytopes 
free by the formulas (6.5), (6.6), and (6.7). Repeating likewise, we obtain κ In this section, we extend our theory of clusters to the covering setting. Since all the former arguments work almost directly for covering mapping tori with respect to the lifted Markov partition of the distinguished fiber, we provide a summary about how the associated objects change under passage to a finite cover of the mapping torus. For supplementary details of the verification, see Remark 7.1.
Let f be a pseudo-Anosov map of a connected closed orientable surface S. Denote by M f the mapping torus of f and φ f the distinguished cohomology class of M f . For any finite cover
Given any Markov partition R of S with respect to f , there is an induced Markov partition R ′ of S ′ with respect to f ′ , namely, whose birectangles are precisely all the lifts of the birectangles from R. We obtain derived objects in the same way as before. These include the flow-box complex X f ′ ,R ′ , the transition graph T f ′ ,R ′ , and the polytope of projective currents P f ′ ,R ′ , (Definitions 4.1, 4.4, and 4.8). The zipping map, and the collapse map, and the homology direction map are associated in the same way as before, (see (4.2), (4.3), and (4.4)). The derived objects and the associated maps can be described by the same statements as Lemmas 4.2, 4.3, 4.5, 4.6, 4.9, and 4.10. In particular, Theorem 4.11 holds true for the covering mapping torus M f ′ , so the homology direction hull D(M f ′ , φ f ′ ) for the covering mapping torus (Definition 3.1) is a compact convex polytope with finitely many vertices and of codimension 0 in A(M f ′ , φ f ′ ). Moreover, any deck transformation of M f ′ over M f preserves φ f ′ , and it induces isomorphic transformations on the derived objects, with respect to their own declared structures. The associated maps are equivariant with respect to the induced transformations.
For any further finite cover M ′′ of M ′ , declare M ′′ as a covering mapping torus M f ′′ over M f . There is a commutative diagram of continuous maps
where the vertical maps are induced as covering projections. There is a commutative diagram of affine linear maps
where the vertical maps are induced and surjective. In particular, the induced affine linear map
a (surjective) projection for compact convex polytopes. The preimage of any closed face of Clusters subordinate to a covering mapping torus M f ′ with respect to the induced Markov partition R ′ are defined in the same way as Definition 5.1. Furthermore, Lemmas 5.2, 5.4, and Theorem 5.5 hold true for the cluster setting with only change of notations. For clusters subordinate to a covering mapping torus, we have the same theory about reciprocal characteristic polynomials as with Section 6, simply by dropping the connectedness assumption there.
When a covering mapping torus M f ′′ covers M f ′ as above, some clusters subordinate to M f ′′ covers clusters subordinate to M f ′ in a natural way. To be precise, for any irreducible subgraph V ′ of the transition graph T f ′ ,R ′ and any connected component
and a covering projection Q V ′′ → Q V ′ can be chosen to make the following diagram of maps commutative up to homotopy:
(We may call any irreducible subgraph V ′′ as above an elevation of V ′ , and the cluster Q V ′′ an elevation of Q V ′ , agreeing with customary glossary for covering spaces.) Cluster covering projections Q V ′′ → Q V ′ behave pretty much like covering projections between covering mapping tori M f ′′ → M f ′ . For example, it induces an affine linear projection of compact convex polytopes
which directly generalizes (7.3).
Remark 7.1. A careful inspection of the arguments of Sections 4, 5, 6 shows that connectedness of S is only essentially used in the proof of Lemma 4.2. In fact, it is rather the ergodicity of f on S than the connectedness of S that implies the connected of the flow-box complex. Therefore, Lemma 4.2 holds for the covering setting as well, because the lifted pseudo-Anosov automorphism on the possibly disconnected distinguished fiber is evidently ergodic by Convention 2.3.
Diversity of dominant virtual faces
In this section, we construct regular finite covers for closed pseudo-Anosov mapping tori so that they satisfy the hypothesis of Theorem 3.2, (Theorem 8.1). This is done in two steps by Propositions 8.2 and 8.6, following the plan as explained after Theorem 3.2. The proof for Theorem 8.1 is summarized in Subsection 8.3. Convention 2.3. (See Definition 3.1, Theorem 4.11, and Section 7.) Convention 2.3. (See Definitions 3.1, 5.6, Theorem 4.11, and Section 7.) We prove Proposition 8.2 in the rest of this subsection. In the argument, frequently we consider group-theoretic properties for the π 1 -image of a cluster under the subordination map. Both the fundamental group and the induced homomorphism depend on a chosen basepoint of the cluster, but different choices do not matter if the considered subgroup property is invariant under conjugation. So we simply omit mentioning the chosen basepoint whenever conjugacy invariance is clear from the context. [FLP, Exposé 14, Theorem 14.11] , (see also Remark 4.12). In particular, it is implied that ψ must not be a fibered class. In other words, it is impossible to represent ψ by a fiber-bundle projection
It is clear that Π V ′ is finitely generated, (see Lemma 5.2). We also observe that
is generated by all the abstract periodic trajectories of X f ′ ,R ′ (V ′ ). It follows from Definitions 5.1 and 5.6 that the image of
is contained by the proper linear subspace L E . Therefore, Π V ′ is contained by the kernel of the composed surjective homomorphism of groups:
In particular, Π V ′ has infinite index in π 1 (M ′ , p). For the rest of the proof, we need to recall some hyperbolic geometric facts (restricted to the closed orientable case), which are technically deep consequences of hyperbolization. Every aspherical and atoroidal connected orientable closed 3-manifold admits a complete Riemannian metric of constant sectional curvature −1, which is unique up to isotopy by Mostow Rigidity. In particular, the fundamental group of any such 3-manifold is word-hyperbolic in the sense of M. Gromov [Grv] . It is also nonelementary, meaning that there are no infinite cyclic subgroups of finite index. After choosing an orthonormal frame of reference at a basepoint, the fundamental group can be uniquely represented via the holonomy representation as a cocompact Kleinian group, (by which we mean a cocompact discrete subgroup of PSL(2, C), acting on a fixed model of hyperbolic 3-space by orientation-preserving isometries). By hyperbolic geometry, any finitely generated subgroup of a cocompact Kleinian group is either geometrically finite or geometrically infinite, (distinguished according to the covolume of its convex hull). Every geometrically finite subgroup is a quasiconvex subgroup of the nonelementary word-hyperbolic fundamental group, in terms of geometric group theory. By contrast, a finitely generated and geometrically infinite subgroup is never quasiconvex. In fact, it always contains some (closed orientable) surface subgroup of index at most 2, and moreover, the surface subgroup is normal in some finite-index subgroup of the fundamental group and with infinite cyclic quotient. (See Thurston [Thu79] and Marden [Mar] for general references.)
The covering mapping torus M ′ is aspherical and atoroidal because of the Nielsen-Thurston classification of surface automorphisms. Hence π 1 (M ′ , p) is word-hyperbolic and nonelementary. If the finitely generated subgroup Π V ′ were geometrically infinite, there would be a finite-index subgroup
is infinite cyclic. In this case, it is easy to see that the kernel of (8.1) intersects Π ′′ exactly in the subgroup Π V ′ ∩ Π ′′ , and therefore, the kernel is finitely generated. However, finite generation of the kernel occurs if and only if ψ is a fibered class, by a wellknown fibering criterion in 3-manifold topology due to J. Stallings [Sta] , (see also [FLP, Exposé 14, Theorem 14.2] ). Because ψ is non-fibered by our construction, the subgroup Π V ′ must be geometrically finite, or equivalently, quasiconvex in the nonelementary wordhyperbolic group π 1 (M ′ , p). Therefore, we have verified all the asserted properties about the 
Proof. The key fact for this proof is that π 1 (M ′ ) is nonelementary word-hyperbolic and virtually compact special [Ago13, Section 9] . We recall that a finitely generated group is said to be virtually compact special if some finite-index subgroup of the group is isomorphic to the fundamental group of a compact special cube complex [Wis, Chapter 4 
, by change of the basepoint along the path α V ′ , we identify the image of π 1 (i V ′ ) as a subgroup of Π, denoted as Π V ′ . Possibly after adjusting the choices for α V ′ , and hence replacing the subgroups Π V ′ by some conjugates in Π, we assume without loss of generality that the subgroup Π V ′ of Π generated by all the subgroups {Π V ′ : V ′ ∈ V ′ } is isomorphic to a free product of those subgroups. This is possible because Π V ′ are Kleinian groups of the second kind and Π the first kind, (and the construction is an easy exercise of Klein's Combination Theorem [Mat, Chapter VII, Theorem A.13] ). In particular, Π V ′ is geometrically finite of infinite covolume, in the cocompact Kleinian group Π. Therefore, Π V ′ is quasiconvex of infinite index in the virtually compact special nonelementary word-hyperbolic group Π.
In general, we prove the following statement: For any virtually compact special and nonelementary word-hyperbolic group G and for any infinite-index quasiconvex subgroup H of G, there exists a virtually compact special, nonelementary, and word-hyperbolic quotient group G * of G, and moreover, H has finite image in G * . This is done by induction on the height of H, following the same argument as with [Ago13, Theorem A.1] . Recall the height of H in G is defined to be the smallest integer k ≥ 0 such that for any mutually distinct H-cosets If the height of H equals 0, H is already finite, so the statement is trivially true, for G * = G. If the height of H is at least 1, we take a malnormal core for H and the induced peripheral structure for G, (see [Ago13, Definition A.5] ). For our consideration, let us only mention that the induced peripheral structure is given as a finite set of subgroups {P 1 , · · · , P m } of G, which is almost malnormal in the sense that for any P i , P j and g ∈ G, the intersection P g i ∩ P j is a finite subgroup of G unless P i equals P j and contains g. By the Malnormal Special Quotient Theorem [Wis, Theorem 12.3 ] (see also [AGM, Corollary 2.8] ), sufficiently long peripherally finite fillings are word-hyperbolic and virtually compact special. More precisely, this means that there are finite-index normal subgroupsṖ i of P i , for i = 1, · · · , m, with the following property: For any finite-index normal subgroups N i of P i contained byṖ i , the quotient group
is word-hyperbolic and virtually compact special. We can require in addition thatḠ is nonelementary. In fact, this follows from [GM, Theorems 7.2 and 11.12] if G is torsion-free. For the general case, we take a finite-index torsion-free characteristic subgroupĠ of G, using residual finiteness of the virtually compact special group G [Wis, Theorem 4.4] . We require the above asserteḋ P i to be contained byĠ. The quotient image ofĠ inḠ is a peripherally finite filling oḟ G, with respect to the induced peripheral structure [AGM, Notation 2.9] . For sufficiently long fillings, the torsion-free case implies that the image ofĠ inḠ is nonelementary, soḠ is nonelementary as well. Furthermore, we can require that the quotient imageH of H in G is quasiconvex of height strictly less than the height of H [Ago13, Theorem A.16] . In particular,H has infinite index inḠ, asḠ is infinite. Passing to the pair (Ḡ,H) from (G, H) decreases the height strictly with the other hypotheses unaffected. Then the statement to be proved holds true by induction.
Apply the above statement to G = Π and H = Π V ′ . This yields a nonelementary wordhyperbolic quotient G * of Π which is virtually compact special. In particular, G ) not to be a single vertex. This is possible because of the deep fact that every pseudo-Anosov mapping torus admits connected finite covers with arbitrarily large first Betti number [Ago13, Theorem 9 .2], (see also [AFW] ). Then M ′ 1 satisfies the asserted property. By induction, suppose that M ′ n has been constructed as asserted for some n ∈ N. To proceed to the next level, we apply Lemma 8.4 to M ′ n and obtain an infinite and virtually abelian quotient 
is constructed, the abelianized homomorphism 
is trivial, where the first homomorphism is induced by the subordination map i V ′′ : Q V ′′ → M ′′ n . Therefore, the subspace of H 1 (M ′′ n ; R) spanned by the image of all H 1 (Q V ′′ ; R) as above has codimension at least the rank of G ′′ . On the level of homology direction hulls, it follows that the convex hull of the preimage of
′′ ) of codimension at least the rank of G ′′ n (Theorem 4.11 and Section 7). As G ′ n is infinite and virtually abelian, the finite-index free abelian subgroup G ′′ n has positive rank. It follows that there must be some vertex v 
) already has at least n distinct Γ To prove Proposition 8.2, we observe that there are only finitely many, say K, primitive exceptional abstract periodic trajectories in the flow-box complex X f,R , (Lemma 4.2). For any regular finite coverM of M f with the deck transformation group denoted by Γ, the primitive exceptional abstract periodic trajectories of Xf ,R are precisely the preimage of those of X f,R , with respect to the induced covering projection Xf ,R → X f,R . So there are at most K distinct Γ-orbits of primitive exceptional abstract periodic trajectories in Xf ,R . Given any positive integer N ∈ N, takeM to be a regular finite cover M ′ N +K as provided by Lemma 8.5. We see that the homology direction hull D(M ,φ) has at least (N + K) Γ-orbits of vertices, and that at most K of them could be represented by exceptional abstract periodic trajectories. In other words, there remains to be N or more Γ-orbits of ordinary vertices (Definition 5.6), as asserted.
This completes the proof of Proposition 8.2. 
and moreover, the following conditions are all satisified:
• The cluster homology direction hull D(Q This completes the proof of Theorem 8.1.
Proof of the virtual homological spectral radius conjecture
In this section, we prove Theorem 1.2, which confirms Conjecture 1.1. The essential case for pseudo-Anosov automorphisms of closed surfaces is summarized as the following Lemma 9.1, based on all the techniques that we have developed so far. The bounded pseudo-Anosov case and the mixed case are derived by Lemmas 9.2 and 9.3. Lemma 9.1. For any pseudo-Anosov automorphism f of a connected closed orientable surface S, some virtual homological spectral radius for f is strictly greater than 1.
Proof. Denote by M f the mapping torus for f with the distinguished cohomology class φ f . Take N to be the positive integer −χ(S) + 1. We apply Theorem 8.1 to obtain a connected regular finite coverM of M f with the deck transformation group denoted by Γ. Declarẽ M as a covering mapping torus according to Convention 2.3. Then the homology direction hull D(M,φ) has at least N mutually disjoint Γ-invariant dominant semi-extreme subsets, each given by a Γ-orbit of dominant closed faces as their union. So the Mahler measure of multivariable Alexander polynomial ofM is strictly greater than 1 by Theorem 3.2. By [Sun17, Theorem 1.2], we conclude that for some connected finite cover S ′ of S and some lift f ′ : S ′ → S ′ of f , the homological spectral radius for f ′ is strictly greater than 1, as asserted.
For a connected compact orientable surface S with boundary, the interior of S is a connected punctured orientable surface of finite type. In this setting, a pseudo-Anosov automorphism f of S is described similarly as with the closed case: It preserves projectively a pair of measured foliations (F u , µ u ) and (F s , µ s ) on the punctured surface int(S); the only difference is that 1-prong singularities are allowed at the punctures for the invariant foliations. (See [FLP, Exposé 11, Sections 11.3] .) Lemma 9.2. For any pseudo-Anosov automorphism f of a connected compact orientable surface S with boundary, some virtual homological spectral radius for f is strictly greater than 1.
Proof. For any characteristic finite coverS of S, f admits a lift toS as a pseudo-Anosov automorphismf , and the invariant foliationsF s andF u forf are obtained via pull-back. We require that every boundary component ofS covers a boundary component of S of degree at least 2. Then the pull-back invariant foliations have no 1-prong singularities. In this case, we obtain a closed orientable surfaceS fill by collapsing every boundary component ofS to a point, sof descends to be a pseudo-Anosov automorphismf fill ofS fill . For any lift f ′ fill off fill to some finite cover S ′ fill ofS fill , we have an induced lift f ′ off to the induced finite cover S ′ ofS. For any lift f ′ fill off fill as above, it is easy to see that f ′ and f ′ fill have the same homological spectral radius, (by considering the homology long exact sequence induced by filling the punctures for S ′ ). Since some f ′ fill has homological spectral radius strictly greater than 1 (Lemma 9.2), the same property holds for f ′ , which lifts f , as asserted.
For any automorphism f of a connected compact orientable surface S in general, the Nielsen-Thurston classification implies that there exist a possibly empty collection of mutually disjoint essential simple closed curves C 1 , · · · , C n of S whose union is preserved by f . The complement of the curves in the interior of S is a union of possibly disconnected finite-type punctured subsurfaces S 1 , · · · , S m of S, and f preserves each S i permuting the components cyclically and transitively. Moreover, the restriction of f to S i is isotopic to an automorphism of S i which is either periodic or pseudo-Anosov. (See [FLP, Exposé 11, Theorem 11.7] .)
In fact, a minimal collection of curves as above is unique up to isotopy, so the curves in this case are called the reduction curves for f . The mapping tori for the restrictions of f to the reduction curves C 1 , · · · , C n give rise to a collection of essentially embedded tori in the mapping torus M f , and the complement components of those tori are precisely the mapping tori for the restrictions of f to the invariant subsurfaces S 1 , · · · , S m . This induced toral decomposition for M f agrees with the Jaco-Shalen-Johanson (JSJ) decomposition in 3-manifold topology. The invariant subsurfaces of the pseudo-Anosov type give rise to the atoroidal pieces, and those of the periodic type give rise to the Seifert fibered pieces. (See [AFW, Chapter 1, Section 1.10].)
For any automorphism f of a connected compact orientable surface S, we call f an mixed automorphism if there is at least one reduction curve and at least one invariant subsurface of the pseudo-Anosov type.
Lemma 9.3. For any mixed automorphism f of a connected compact orientable surface S, some virtual homological spectral radius for f is strictly greater than 1.
Proof. Let S 0 be an invariant subsurface of the pseudo-Anosov type, as provided by the Nielsen-Thurston decomposition of S for f . Denote by f 0 the restriction of f to S 0 . Note that any lift of f has homological spectral radius strictly greater than 1 if and only if the same holds for some finite iteration of that lift. Possibly after replacing f with a finite iteration, we may assume without loss of generality that S 0 is connected. Denote by f 0 : S 0 → S 0 the pseudo-Anosov automorphism of S 0 obtained by restriction of f . By Lemma 9.2, there is a connected finite cover S LetS be a preimage component inM of the distinguished fiber S of M f . Possibly after replacing f with a finite iteration, there exists some liftf of f toS such thatM is homeomorphic to the mapping torus Mf . The preimageS 0 of S 0 inS is an invariant subsurface for f , which is indeedS ∩J. It follows from the construction that the restriction off toS 0 has a homological eigenvalue of modulus strictly greater than 1. Moreover, that eigenvalue also occurs as a homological eigenvalue off onS, (by considering the homology Mayer-Vietoris sequence induced by the Nielsen-Thurston decomposition). This shows that some virtual homological spectral radius for f is strictly greater than 1.
For any automorphism f of a connected compact orientable surface S, the mapping-class entropy of f is positive if and only if f is pseudo-Anosov or mixed. In this case, f must have a virtual homological spectral radius strictly greater than 1, by Lemmas 9.1, 9.2, and 9.3. Othewise, some finite iteration of f is isotopic to some Dehn twists along the reduction curves on S, so obviously any virtual homological spectral radius must be 1.
This completes the proof of Theorem 1.2.
