Abstract
Introduction
Facial expression recognition is the process of using the computer to extract feature from facial expression information, and classify them. From the facial expression information, computers can conclude the people's state of mind, so as to realize human-computer intelligent interaction [1] . In recent years, facial expression recognition technology has a variety of applications in many fields such as intelligence robot research, safety tests, computer games, educational experiments and terrorists' identification [2] . It becomes one of the hot research topics in pattern recognition.
In the process of facial expression recognition, the capability of expression feature extraction has direct effect to the final recognition rate and identifying performance, it is the core element. At present, there are some common methods to extract expression feature, such as principal component analysis (PCA) [3, 4] , Gabor wavelet [5, 6] , geometrical feature extraction, local binary patterns (LBP) [7, 8] , singular value decomposition (SVD) [9, 10] and so on. These methods obtained the certain result in practice, existed some shortage at the same time. PCA bases on K-L transformation, reserves the original data's difference to the largest extent. PCA is used for feature extraction and dimensionality reduction. But this algorithm's shortage is that the dispersion of sample classes increased the dispersion within sample class increased all along with it [11] . The method of gabor wavelet can preserve the expressional details well, and it is not sensitive to the variation in light intensity, but the dimension is higher after sample. Geometrical feature extraction reduces the input feature information, compresses
Research on the Feature Extraction Ensemble Learning Algorithm

Ensemble Learning
Ensemble learning is a new kind of machine learning pattern, it uses multiple learning devices to solve the same problem [12, 13] . Originally, scholars found the performance of integrating a set of neural network was higher than a single neural network. So, the earliest ensemble learning method called Bayesian Averaging appeared. After that, ensemble learning has attracted many people's attention. It can learn groups of algorithms in some way, then it significant increases the generalization ability of machine learning algorithm [14, 15] , and enhances the accuracy and stability of the predict results. Its advantage makes it become the head of machine learning research rapidly and the focus in international machine learning research. It has broad application in some fields such as information filtration and biometric features recognition [16] .
Ensemble learning can be divided into homomorphic ensemble learning and heteromorphy ensemble learning on the basis of the essence of learners. Homomorphic ensemble learning uses the same class learners. Heteromorphy ensemble learning integrates different kinds of learners. There are some common and different things in kinds of algorithms of expression feature extraction. This paper chooses suitable feature extraction method as the single learner that based on the heteromorphy ensemble learning. And then fuses the each learner's result to strengthen the advantage of extracting common features and weaken the bad effects of shortcomings.
Ensemble Learning Algorithm of Feature Extraction
In the process of feature extraction of facial expression recognition, it demands to carry with effective expression feature information as much as possible, reinforce the information content of feature. On the other hand, try to reduce the redundant information, speed up the information processing. Through studying the facial feature, we found, texture feature contains a lot of expression information about gray level, outline change and so on, it is very suitable as the main expression feature to be extracted. In the field of texture feature extraction, we compared every feature extraction algorithm. From different directions, two-d gabor wavelet is able to detect the edge feature whose gray level is dramatic changing, and catch lots of texture feature information. This meets the requirement that extracts large scale of feature information. But because after two-d gabor wavelet extracts feature, the dimension is too high to improve the processing speed. Block-LBP is not only get texture information rapidly from the grayscale images, but also represent the relationships between the features. It increases the feature information content, and also realizes the fast extraction, reduces the dimensions to some extent at the same time. 2D-2DPCA can retain the most of facial information and strengthen the effective feature extraction. It satisfies the feature extraction's demand about effective characteristics, meanwhile 2D-2DPCA reduces the feature dimension from the row and column two directions, cuts down the redundant information in feature extraction and increases the processing speed.
By the requirements of feature extraction and analysis of the above, this paper extracts texture features via the heteromorphy ensemble learning base on the three different kinds of feature extraction methods. In the side of feature extraction, two-d gabor wavelet achieves the purpose of large quantity of information, Block-LBP reaches fast and enhance information, 2D-2DPCA realizes that takes out effective characteristics from numbers of characteristics. In the side of dimensionality reduction and processing speed, Block-LBP and 2D-2DPCA can complementary handle the high-dimensional problem after two-d gabor wavelet extracted feature. This relationship of progressive and complementary conforms to the superposition method of heteromorphy ensemble learning, what distributes basic learners on several levels, and then finishes the learning tasks by multilayer learners [17] . The meaning is the result of previous learner enters the next learner, and then the performance of the system is better than a single learner.
In conclusion, this article selects three methods like two-d gabor wavelet, Block-LBP and 2D-2DPCA to integrate in series superposition. On the one hand, the integrated algorithm gradual increases the extraction of expression texture features, on the other hand, after feature extraction, it can complementary reduce dimension to handle the high-dimensional problem. So, it can improve the recognition rate and the generalization ability in the end. This paper centers on extracting texture features, adopts the superposition method of heteromorphy ensemble learning to construct the model of feature extraction ensemble learning algorithm for facial expression recognition. The model is shown in Figure 1 . 
Step2 In order to improve the computing speed, we uses 2-D Fast Fourier Transformation to make gabor transformation into the mode of Fourier.
Suppose there is an image after the pretreatment, and   according it, we can obtain the information about the image that after gabor filters processed, and the information is as follows.
Real part:
Imaginary part: 
The result is
uv J x y , it means the characteristic image after the gabor filters processed.
(2) Gabor wavelet transformation brings the problem of high-dimension after extracts texture features. LBP not only can rapid measure and extract texture features in local adjacent area from the grayscale images, and keep enough expression image information, but also can decrease dimension, at some level. So after the two-d gabor wavelet transformation, the Block-LBP is used to extract texture features again, and decrease dimension.
Input: Characteristic image after the gabor filters processed is   
Step2 The LBP histogram t i H , of each region is stringed together in a specified order to form a integral and long string of histogram. The formula (6) is the calculation formula. (3) Although in the concept of Block-LBP, the more blocks of the image, the performance is better, the dimension of feature vector is increasing with the increasing of the number of blocks. Therefore, the effect of reducing dimension is weakened. So, this paper introduces 2D-2DPCA that can directly base on the image matrix, and reduce the feature dimension from the row and column two directions. On the one hand, 2D-2DPCA decreases the number of features, makes the expressions of the features more compact, and reduces the computation complexity. On the other hand, it extracts the effective feature once more that is beneficial to classification and identification.
Input: The image matrix 
 
10) Finally, the P not only is the characteristic matrix after 2D-2DPCA processed, but also is the characteristic matrix after the three feature extraction algorithms processed.
This paper makes the three feature extraction algorithms integrate in series superposition learning. In the side of feature extraction, it realizes the progressive strengthen extraction of the texture features in the expression images, highlights the eigenvalues, increases the amount of feature information and the validity of feature extraction. In terms of feature dimension, on the basis of guaranteeing the recognition rate, it cuts down the feature dimension as much as possible successively in order to increase processing speed.
Experiment and Results Analysis
Introduction of the Database
This paper did the experiments based on the Japanese female facial expression database (JAFFE). The database contains 213 expression images that are come from 10 Japanese women. And every woman shows 7 kinds of expression. They are anger, disgust, fear, happy, sad, surprise and neutral. Every woman poses the same type of expression would have 2 or 3 images. This paper uses MATLAB as the simulation platform, and selects the 7 kinds of expression (anger, disgust, fear, happy, sad, surprise and neutral) in JAFFE to do the experiment. For every woman, from every kind of expression images, 1 to 2 images was chose to be the training samples, and the other images as the test samples.
Feature Extraction Ensemble Learning for Facial Expression Recognition
According to the process of facial expression recognition, the procedural details of the experiment based on the JAFFE are as follows.
(1) The acquisition of image: Untreated facial expression images in JAFFE database are shown in Figure 2 .
Anger Disgust Fear Happy Neutral Sad Surprise
Figure 2. Untreated Facial Expression Images in JAFFE Database
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Copyright ⓒ 2015 SERSC (2) Image preprocessing: Through the analysis of the image's grayscale distribution, the linear gray transformation was adopted to adjust the image's grayscale that could be well separated with the facial image and the background. Then, clipped the image and did some other processes to achieve the purpose of standing out the face. Finally, the gray level of the image was equalized in order to eliminate the influence of light. The images after preprocessing are shown in Figure 3 . Figure 5 . According to the order like top to bottom and left to right, the Block-LBP characteristics' histogram shows the LBP eigenvalue of each pixel in every region. In figure 5 , the X axis means the pixels in the image and they were arrayed by the order like top to bottom and left to right, the Y axis means the LBP eigenvalue of the corresponding pixel. ③ 2D-2DPCA By 2D-2DPCA, the original high-dimensional feature would drop to the stated low dimensional feature, and then used in the classification and recognition.
(4) Classification and recognition: This paper uses the nearest neighbor classifier to classify and identify, the distance metric is Euclid distance. Calculated the Euclid distance between the test sample's feature and training sample's feature. Then from the training sample, got the label of the nearest point, and the label would be the label of the test sample.
The Analysis of Experiment Results
With the above analysis and experiment, the comparative results are shown in table 1. From Table 1 , the experiment used the 7 kinds of expressions in the JAFFE database. The recognition rates for the expressions of anger, disgust, fear, neutral and surprise are all 100% by the algorithm of the feature extraction ensemble learning that is put forward in this paper. The recognition rates for the expressions of happy and sad reach 91.67% and 90.91% respectively. They are all higher than the recognition rates of the other three single methods. The average recognition rate of the ensemble learning algorithm is 97.51% that is clearly higher than the same rates of the other three single feature learners. So the ensemble learning algorithm achieves better recognition effect, verifies the effectiveness and the generalization ability of the method. But the algorithm of the feature extraction ensemble learning costs more time than the single method.
Conclusion
This paper analyzes the feature extraction methods of facial expression recognition. Then bases on the serial learning idea of superposition method of heteromorphy ensemble learning, we make two-d gabor wavelet, Block-LBP and 2D-2DPCA integrate in series superposition to increase the extraction of expression texture features gradually and reduce dimension. The nearest neighbor classifier is adopted to realize classification and identification. Experimental results on JAFFE expression database show that this ensemble learning algorithm has higher recognition rate and better generalization ability, and verifies the effectiveness. But this ensemble learning algorithm brings some problem, such as：
(1) The new algorithm gets better classification results in these experiments, but they have a little long of the execution time of the system, how to improve the efficiency of processing speed under the condition of ensure the identification, even improve the identification efficiency;
(2) The new algorithm is proposed in this paper is used in the static expression database, the future work is to use it into the reality, and satisfy the demand of people's lives.
Method Label
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