Protein existing as an ensemble of structures, called intrinsically disordered, has been shown to be res ponsible for a wide variety of biological functions and to be common in nature. Here we focus on improving sequence-based predictions of long (> 30 amino acid residues) regions lacking specific 3-D structure by means of four new neural -network-based Predictors Of Natural Disordered Regions (PONDRs): VL3, VL3H, VL3P, and VL3E. PONDR VL3 used several features from a previously introduced PONDR VL2, but benefitted from optimized predictor models and a slightly larger (152 versus 145) set of disordered proteins that were cleaned of mislabeling errors found in the smaller set. PONDR VL3H utilized homologues of the disordered proteins in the training stage, while PONDR VL3P used attributes derived from sequence profiles obtained by PSI-BLAST searches. The measure of accuracy was the average between accuracies on disordered and ordered protein regions. By this measure, the 30-fold cross-validation accuracies of VL3, VL3H, and VL3P were, respectively, 83.6±1.4%, 85.3±1.4%, and 85.2±1.5%. By combining VL3H and VL3P, t he resulting PONDR VL3E achieved an accuracy of 86.7±1.4%. This is a significant improvement over our previous PONDRs VLXT (71.6±1.3%) and VL2 (80.9±1.4% ). The new disorder predictors with the corresponding datasets are freely accessible through the web server at www.ist.temple.edu/disprot.
Introduction
Intrinsic protein disorder is gaining increasing attention from the molecular biology community [1] [2] [3] [4] [5] [6] . Disorder refers to the structural property that the amino acid sequence of a protein does not self-fold or lacks stable 3-D structure in its native state. A completely disordered protein does not fold from its N-to C-termini, while a partially disordered protein contains at least one unfolded or disordered region. Disordered regions longer than 30 consecutive amino acids are considered long disordered regions 3 . Disordered regions are characterized by various methods such as X-ray diffraction, nuclear magnetic resonance (NMR) spectroscopy, circular dichroism (CD) spectroscopy and limited proteolysis 7, 8 . Contrary to the long accepted view that an amino acid sequence must first fold into a fixed 3-D structure in order to carry out protein function 9 , disordered proteins have been associated with a wide range of important biological functions such as molecular recognition, molecular assembly/disassembly, protein modification and entropic chain activities. The lack of stable 3-D structure is crucial for these functions 3 . Following the prior work of Ptitsyn and Uversky 10 , the protein trinity hypothesis was proposed 2 suggesting that proteins may exist in one of the three forms: ordered (fully-folded), collapsed-disordered (molten globule-like), or extended-disordered (random coil-like) and that protein function may arise from any of the three forms or the transitions between them. Proteins in collapsed-disordered forms still have regular secondary structure but lack fixed tertiary structure 11 and proteins in extended-disordered forms may also exhibit secondary structure. Thus, intrinsic disorder does not necessarily mean lack of secondary structure. More recently it has been proposed that extended disordered forms may have a les s extended subset that was called premolten globules 4 . Both (or all three) disordered forms exist as flexible ensembles, and it would be expected that any given disordered protein would sample both (or all three) structural forms over time. In summary, disordered proteins or disordered regions are characterized by dynamically changing atomic coordinates or Ramachandran angles, whereas ordered proteins contain a single canonical set of atomic coordinates or Ramachandran angles.
While intrinsic disorder is clearly observed in some proteins in vitro, the existence of such disorder inside the cell is less certain. Disordered regions often evolve faster 12 and exhibit significantly different amino acid substitution frequencies 13 as compared to ordered proteins. These observations support the existence of protein disorder inside the cell. The existence of intracellular protein disorder recently received additional support when FlgM, previously shown to be an intrinsically disordered protein 14, 15 , was found by in vivo NMR experiments to gain some structure for only part of the molecule when in the cell, with about half of the protein remaining in the intrinsically disordered form 16 . In accordance with the hypothesis that amino acid sequence determines 3-D structure, we proposed that it also encodes the intrinsic disorder or lack of 3-D structure. To test this hypothesis, disordered proteins characterized by various methods as well as completely ordered proteins were collected by literature and database searches, and our first Predictor Of Natural Disordered R egions (PONDR) called XL1 was built from these data to predict disordered regions based solely on the amino acid sequences . Using only 7 X-ray characterized partially disordered proteins , XL1 achieved 58% prediction accuracy 17 . Since this initial work, a series of PONDRs have been built and the overall prediction accuracy has been boosted to more than 80%. PONDR VLXT 18 , whose accuracy reached 70%, integrated three feed-forward neural network predictors: VL1 18 trained on 25 variously characterized disordered proteins with 64% prediction accuracy, XN and XC 19 trained on N-and C-terminal disordered residues respectively. PONDR VL2 20 was a linear predictor built using ordinary-least-squares (OLS) regression on a much larger set of 145 disordered proteins and 130 completely ordered proteins. Its prediction accuracies were 73% on disordered residues and 88% on ordered residues. Naming conventions for various PONDRs were introduced in ref 8 . Several observations suggest that intrinsically disordered proteins indeed represent a sequence-encoded set of proteins distinct from the set of ordered proteins. The prediction accuracy exceeding 80% is significantly higher than the 50% expected by chance. This predictability arises from amino acid compositional distinctions between the two sets 8, 18 , and this predictability has been strongly supported in the recently completed fifth Critical Assessment of Structure Prediction experiment (http://predictioncenter.llnl.gov/). In addition to our work on disorder prediction, several other groups have also investigated this topic. Williams 21 showed that two proteins gave NMR signals consistent with being unfolded under physiological conditions and that both of these proteins exhibited a low r atio of hydrophobic/charged residues. Uversky and co-workers independently developed their charge-hydropathy plot, which identifies natively unfolded proteins by their relatively higher net charge and lower hydropathy as compared to well ordered proteins 22 . Low complexity sequences were shown to be absent from globular regions of structured proteins in the Protein Data Bank (PDB) 18, 23 . More recently, several other groups have developed predictors of disordered or similar regions [24] [25] [26] [27] each of which has particular advantages. A difficulty in comparing these related predictors is that different definitions of disorder are being used. For example, Liu and Rost 24 focused on long regions having no regular secondary structure (NORS); NORS have fixed 3 -D structure, and so by our definition, these NORS would not be considered to be disordered. Yet the amino acid compositions of the NORS segments share much in common with chains that remain unfolded under physiological conditions. As mentioned above, we combine both collapsed-disorder (molten globule-like) and extended-disorder (random coil-like) into a single disorder category, while others regard molten globules as partially folded and not in the natively unfolded category. Predictors of coil regions with high B-factors, called hot-loops, have also been developed 26, 27 . Our studies showed that the amino acid compositions of high B-factor regions are distinct from those of disordered regions, and these distinctions were used to develop a predictor of high B -factor regions 28 .
In this paper, we report on the development of four new predictors of long disordered regions, called VL3, VL3H , VL3P and VL3E, which are significantly more accurate than previous PONDRs. All four predictors are publicly accessible at our web site www.ist.temple.edu/disprot.
Materials and Methods

Datasets
The dataset s used in this study consisted of 152 intrinsically disordered proteins and 290 completely ordered proteins (www.ist.temple.edu/disprot). The set of disordered proteins (DIS152 ) was developed based on the 145 disordered proteins used in our previous work 20 . This set was cleaned up by removing several incorrectly labeled chains as well as by adjusting order/disorder boundaries in a few others. In addition, several disordered proteins were added. The resulting set of disordered proteins consisted of 45 completely and 107 partially disordered chains with pairwise sequence identity limited to 25% . The total number of disordered residues was 22,434, while the partially disordered proteins also contained 26,188 ordered residues. In total, there were 162 disordered regions longer than 30 consecutive residues, 25 of which were longer than 200. A significant number of disordered residues came from two titin proteins (gi:1017427 with 2,174 disordered residues; gi:2136280 with 572 disordered residues). The average length of disordered regions shorter than 200 consecutive residues was 81.
The set of ordered proteins (ORD290) consisted of 290 non-redundant completely folded chains selected from the Protein Data Bank (PDB) 29 and first used in our previous study 30 . All proteins were required to be at least 80 residues long, to have resolution of ≤ 2Å, and an R-factor ≤ 20%. Sequence identity was limited to 25%. The total number of residues in the ordered set was 67,552.
Although the new predictors were all designed to predict disordered regions longer than 30 consecutive residues, their performance was also tested on short disordered regions having 30 or fewer consecutive residues. Thus, we also extracted 739 putative short disordered regions from 453 PDB chains, each identified as a stretch of 4-30 residues with missing backbone atom coordinates. All the chains were required to be at least 80 residues in length while pairwise sequence identity was limited to 25%. The resulting set (SHORT453) consisted of 7,543 disordered residues.
PONDR VL3
Sequence representation. The data for each position within a sequence consisted of an attribute vector and a class label. The attribute vector was derived from the subsequence covered by a moving window centered at the current position. The class label was 1 for examples from disordered regions and 0 for those from completely ordered proteins or ordered regions of partially disordered proteins from PDB. 
where
is at position j, and δ ja = 0 otherwise. Note that only 19 of the 20 amino acid attributes were necessary since the remaining one can be uniquely determined from the others. Since low complexity regions are more likely to be disordered than ordered 18 , an attribute called K2-entropy 23 , which measures local sequence complexity, was calculated from the 20 amino acid frequencies within the same input window, 
The flexibility 31 and hydropathy indices 32 and coordination number 33 are numeric attributes specific for each amino acid and are thought to be useful indicators of disorder 34 . The attribute for the flexibility index, x iFlex , was calculated by averaging over positions within the input window:
is the flexibility index for the amino acid at pos ition j. The corresponding attributes for hydropathy and for coordination number were not included since their correlation coefficients to x iFlex were larger than 0.7; thus, they would add little to the overall prediction accuracy and could cause collinearity problems 35 .
Since the x iFlex attribute is in fact a linear combination of the 20 amino acid frequencies, an additional amino acid frequency attribute was removed. Therefore, a total of 20 attributes were constructed for each position, consisting of 18 amino acid frequencies, K2-entropy xiK2 and flexibility xiFlex. The excluded two amino acid frequencies were, quite arbitrarily, xiD, and xiF.
Predi ctor models. In a previous study 20 , disorder predictors were built using ordinaryleast-squares (OLS) regression, logistic regression (LR), and neural networks (NN). A surprising result, but consistent with previous experience in protein secondary structur e prediction, was the relatively small difference between accuracies of linear predictors and neural networks.
In this study, we used an ensemble of neural networks as the predictor model. Similar to bagging 36 , a set of neural networks was first trained, each on a balanced set randomly sampled (with replacement) from the examples available for training. Then, a majorityvoting scheme was employed to combine them into a single predictor: given an out -ofsample example, it is predicted to be disordered if more than half of the neural networks predict disorder. This simple mechanism has been shown to be very effective in increasing the accuracy of unstable and powerful predictors such as neural networks 37 .
Post-filtering of predictions. Post-filtering techniques are frequently used in protein structure predictions since neighboring positions often share the same structural property. The final prediction for a given sequence position is calculated as a function of raw predictions from neighboring positions within a given window. In this way, information from neighboring positions is used to smooth out predictions and thus improve accuracy by removing occasional misclassifications. The moving-average approach simply averages the raw predictions across neighboring positions 20, 38 . Another approach trains a second-stage neural network to map the raw predictions across neighboring residues to the final prediction for the current position 25, 39 . A third approach uses a set of explicit rules to decide the final prediction based on the raw predictions 40 , which requires the proper integration of domain knowledge.
In this study, we used the moving-average approach since it proved effective and efficient in our previous studies 17, 18, 20 . With this approach, the final prediction zi for position i is calculated as,
where y i is the raw prediction at position j, z i is the final prediction at position i, where
, and N is the sequence length. Note that Wout = 1 corresponds to raw predictions with zi = yi.
PONDR VL3 Homology (VL3H)
VL3H used the same 20 attributes, predictor models, and post-filtering as VL3. Since the available dataset with 152 disordered proteins in DIS152 was fairly small and likely to constrain the achievable accuracy of disorder prediction, the data set was enhanced by including homologues of the disordered sequences. Based on previous results showing that using evolutionary information as part of the prediction process improved the accuracy of secondary structure prediction [40] [41] [42] [43] , we hypothesized that including homologues in the disorder training set would also improve prediction of protein disorder.
In order to effectively enlarge the disorder data, we used PSI -BLAST 44 to search for homologues of each long disordered region from our dataset. The E-value 44 associated
with each disorder homologue estimates the statistical significance of its alignment with the corresponding disordered region. In this study, we used two thresholds specifying both the maximum and minimum E-values for inclusion of disorder homologues in the training data. Sequences with low E-values are usually very similar to the query sequence and thus contain little new information, while sequences with high E-values might be unrelated and thus introduce noise. After selecting disorder homologues by their E-values, we further filtered the homologues of a disordered protein so that no two sequences have sequence identity greater than 90% thus reducing bias in the training data. The experimentally determined disordered region was always included in the training set. Since the number of ordered proteins in our data set was sufficiently large, we did not attempt to repeat this procedure on ordered proteins.
4. PONDR VL3 Profile (VL3P)
In a second attempt to use evolutionary information to improve prediction accuracy, family profiles or position-specific scoring matrices (PSSM) from PSI-BLAST were used to construct attributes for the VL3P predictor. For a sequence of length N, an N × 20 family profile is constructed based on the multiple alignment of homologues found during a PSI-BLAST search. In the PSIPred 41 secondary structure predictor, an input window of length 15 was applied and all elements of the PSSM within that window were used as attributes or inputs to a large neural network. Since the appropriate window length for long disorder predictors is longer and the training data set is significantly smaller, using this attribute construction scheme would cause overfitting of the disorder predictor. Thus we used the moving-average approach similar to the VL3 predictor to derive profile-based attributes pia, a ∈ {A, C, D, E, F, G, H, I, K, L, M, N, P, Q, R, S, T, V, W, Y}, for sequence position i as
s ja is the PSSM element at residue (row) j. Note that the sum of the 20 profile-based attributes is not necessarily equal to 1. From Eq. (5) we can see that pia is the averaged log-odds of amino acid a in the neighborhood of sequence position i. These profile-based attributes are measures of evolutionary bias towards different amino acids within an input window. Correlation analysis showed that the correlation of p ia to amino acid frequencies was relatively high; e.g., for W in = 41 the correlation coefficient between x iA and p iA of Ala (A) was 0.56, and it was 0. 58 between x iK and p iK of Lys (K). In the special case where no homologues are available, the profile-based attributes are linear combinations of the 20 amino acid frequencies, and therefore analogous to the attributes used in VL3.
Besides the 20 profile attributes, the x iK2 for K2-entropy and x iFlex for flexibility, described in Section 2.2, were also used since they proved to be good indicators of intrinsic disorder.
VL3P used the same predictor models and post-filtering as the VL3 and VL3H predictors. To predict disorder on a given protein, a PSI -BLAST search should be performed to build a PSSM and construct attributes for VL3P. Thus, predicting with VL3P is more computationally expensive than predicting with VL3 and VL3H.
PONDR VL3 Evolutionary (VL3E)
Both VL3H and VL3P utilized evolutionary information, but in very different ways. VL3H used the same attributes as VL3 but was trained on the homologues of disordered proteins. On the other hand, VL3P relied on attributes constructed from the PSI-BLAS T profile based on the aligned homologues of the query sequence. Since these representations were quite different our hypothesis was that an appropriate combination of VL3H and VL3P could lead to higher prediction accuracy. Assuming both VL3H and VL3P consisted of B neural networks, in VL3E the final prediction for a given example was therefore obtained through the majority vot e from the 2B predictions.
6. Accuracy estimation
In each of the following experiments, a 30-fold cross-validation procedure was performed to estimate the prediction accuracy. First 152 disordered proteins in DIS152 were randomly divided into 15 disjoint subsets and for each i = 1, 2, …15, a predictor was trained using disorder examples from the disordered subsets 1, 2, …, i−1, i+1, …, 15, and order examples from all 290 ordered proteins in ORD290. The predictor accuracy was then tested on all disordered proteins from the i-th disordered subset. To test the accuracy on completely ordered proteins, a similar procedure was repeated for the 290 ordered proteins after randomly dividing them into 15 subsets.
After the 30-fold cross-validation procedure, test accuracies were obtained for each protein sequence in the dataset. The true positive rate (percentage of disordered examples predicted to be disordered) was measured on 45 completely disordered proteins, averaged, and reported as TP C as well as on 107 partially disordered proteins, averaged, and reported as TP P . TP was calculated as the averaged true positive rate over all disordered proteins. The true negative rate (percentage of ordered examples predicted to be ordered) was measured on each ordered protein, averaged, and reported as TN C . We also measured the true negative rate on ordered residues of the 54 partially disordered proteins (TN P ) that were obtained from PDB. For partially disordered proteins from other sources, little experimental information was available to confirm the nature of regions not characterized as disordered. Even for those from PDB, the ordered parts were less reliable since some of them had missing coordinate information. Thus, we excluded such ordered segments from the training and ranked overall predict ion accuracy as
The standard error was calculated by bootstrapping 45 for each accuracy measure.
More specifically, 1,000 bootstrap replicated samples were drawn from of the set of 152 disordered and 290 ordered proteins with replacement and the 6 accuracies TPC, TPP, TP, TN P , TN C and OVERALL were calculated on each bootstrap sample. The standard errors were then reported as one standard deviation of the results obtained over the 1,000 runs. Besides the per -protein accuracies described above, we also measured per -residue accuracies: the per -residue true positive/true negative rate was calculated as the percentage of correctly predicted disordered/ordered residues. Although commonly used in measuring the accuracy of secondary structure predictors, it is worth noting that this measure is biased towards very long proteins. Therefore, the per-protein accuracy was selected as the main accuracy measure for protein disorder prediction.
Experiments and Results
Experimental setting
All neural networks consisted of a single hidden layer with H neurons and an output neuron, all with sigmoid activation functions. Each neural network was trained on a balanced set with the same number of examples of order and disorder using the resilient backpropagation algorithm 46 with a maximum of 200 epochs and validation -based stopping. Since our dataset was imbalanced (biased toward ordered examples) and redundant (due to the sliding window pattern representation), a balanced set consisting of 2000 disorder examples and 2000 order examples was randomly sampled to construct a training set. An equal number of examples were sampled with replacement from each available sequence to ensure that the training set was not biased toward long sequences such as titin. For VL3 and VL3P, disorder examples were taken only from the experimentally confirmed disordered proteins, while for VL3H they were taken from the disordered protein families. Order examples were drawn only from completely ordered proteins, while examples from ordered parts of partially disordered proteins were not included in training as discussed in Section 2.6. To avoid overfitting, 70% of the 4000-example training set was used in actual training and the remaining 30% for validation.
To find disorder homologues and build family profiles by PSI-BLAST search, the initial scoring matrix was BLOSUM62 47 , gap penalties were 11/1, and the E -value thresholds were 0.0005 for including a sequence in a family profile and 0.01 for including a sequence in the output. The maximum number of iterations was limited to 3 in order to constrain the influence of potential false positives. The protein database was the nonredundant protein database (ftp://ftp.ncbi.nih.gov/blast/db/FASTA/nr.gz ) at NCBI, which included more than one million proteins from the GenBank CDS translations, PDB, SwissProt, PIR and PRF. Although low complexity regions might produce statistically significant but biologically incorrect alignments 44, 48 , they were not removed since 60% of the disordered residues in our dataset were assigned to low complexity regions by the SEG program 23 using the standard parameters K(1) = 3.4 and K(2) = 3.75, and a window of length 45. Table 1 shows the prediction accuracies of the VL3 predictor, which was built as an ensemble of 10 neural networks of 10 hidden neurons, for various window lengths. It is evident that prediction accuracy on completely ordered proteins was considerably higher than on disordered proteins (Table 1 .a), despite the fact that all predictors were trained on balanced data sets. Also, post-filtering (W out > 1) significantly improved the prediction accuracy on completely ordered proteins while the gain on disordered proteins was relatively small. For example, when W out was changed from 1 (i.e., no filtering) to 61, the improvement on TN c was 7.5% while the improvements on TP c , TP p , TN p and TP were less than 3%. (Fig. 1.a) . As the number of component networks increased, the accuracy first increased and then saturated at H = 10 with decreas ing variances (Fig. 1.b) . This result confirmed the known property of bagging in improving accuracy of unstable classification algorithms by reducing the variance 37 . Based on the results, in the remaining experiments we used ensembles of 10 neural networks with 10 hidden nodes.
Results
PONDR
PONDR VL3: characterization of accuracy. To better characterize the accuracy of VL3, we show histograms of accuracies on the 152 disordered proteins and 290 completely ordered proteins (Fig. 2) . To be specific, accuracy was higher than 80% on 96 disordered proteins and 249 ordered proteins. It is interesting to note that disorder was completely missed on 19 disordered proteins. Subsequent analysis did not reveal any specific property characterizing these disordered proteins. PONDR VL3: comparison with linear predictors and single neural networks. Using the same training data and attributes as in VL3, we examined different predictor models , such as ordinary -least-squares (OLS) regression, logistic regression (LR) and single neural networks (NN). Furthermore, we also constructed an ensemble of 10 OLS predictors (OLS10) and an ensemble of 10 LR predictors (LR10). All of these predictors were less accurate than VL3 (Table 2) . OLS was clearly the worst, but an unexpected result was that LR outperformed single NN. While the ensemble method helped improve performance of the neural network predictors (from NN to VL3), as expected, it did not improve OLS and LR significantly. PONDR VL3: r ejecting predictions with low confidence. Training by minimization of mean squared error leads to neural networks whose outputs approximate the posterior class probability 49 . Therefore, a high/low VL3 output indicates strong likelihood of disorder/order. It is a standard practice, as in the experiments leading to Table 1 , that a threshold of 0.5 is used to convert the output into the final prediction: if the output is higher than 0.5 disorder is predicted, and vice versa. However, the absolute difference between the actual output and a threshold of 0.5 also provides a useful measure of prediction confidence. Thus, we can use two separate thresholds, θ d ≥ 0.5 for disorder and θo < 0.5 for order, to achieve higher prediction confidence at the expense of lower prediction coverage, where no prediction is made when the predictor output is between the two thresholds.
accuracy (%)
Given θ d = 1 − θ and θ o = θ, we examined several choices of θ ranging from 0.5 to 0.05 in steps of 0.05 and plotted the prediction accuracy and coverage of VL3 (Fig. 3) . As expected, the prediction coverage decreased while the prediction accuracies (TP, TN C , OVERALL) increased as θ decreased from 0.5 to 0.05 (right to left). For example, by accepting the coverage of 75%, accuracy was increased to TP = 80%, TN C = 97%, and OVERALL = 89%, a significant improvement over accuracies reported in Table 1 . Fig. 3 . Accuracy-coverage curves for the VL3 predictor PONDR VL3H: choice of E-value thresholds. A total of 9,182 homologues were found for the 162 disordered regions by PSI-BLAST searches . Five disordered regions had no homologues, 24 had less than 5, 60 had l ess than 20, and 33 had more than 100 homologues. We examined all 21 possible pairs from a set {1e-02, 1e-05, 1e-10, 1e-20, 1e-30, 1e-40, 0} as the E-value range for selection of disorder homologues. The highest OVERALL accuracy of 85.3±1.4% was achieved with the E-value range [1e-20, 1e-05], while the use of all available disorder homologues (i.e. E -value range [0, 1e-02]) produced a slightly worse accuracy of 84.7±1.4% (Table 3) . Table 3 . Prediction accuracy of the VL3H predictor trained with different E -value ranges. The standard errors were estimated by bootstrapping described in Section 2.6. (Table 3) , although the latter did better on disordered proteins. PONDR VL3E: accuracy. As described in Section 2.5, we constructed the VL3E predictor as a combination of VL3H and VL3P predictors. The E-value range for VL3H was [1e-20, 1e-05] and attributes for VL3P were 20 profile attributes, flexibility and K2-entropy. The resulting accuracy was 86.7±1.4%, considerably higher than those of VL3H and VL3P. The standard errors were estimated by bootstrapping described in Section 2.6. Comparison between VL3-type predictors and our previous disorder predictors. In Fig.  5 , we compare the performance of the three new predictors with the VLXT and VL2 predictors, developed previously. T he improvement from VL2 to VL3 was 2.7%, close to the sum of their standard errors. The actual difference is likely even larger because the accuracies of VLXT and VL2 might be overestimated since some of the test proteins were also used in their training. Therefore, a cleaner dataset, improved sequence representation, and more powerful prediction models used for VL3 resulted in a significantly higher accuracy over VL2 predictor. Furthermore, the improvement from VL3 to VL3E was 3.1%, larger than the sum of their standard errors . Therefore, using evolutionary information with two different approaches and combining the resulting predictors resulted in additional significant improvement in accuracy.
E-value range
Accuracy on short disordered regions. In Fig. 6 we compare VL3E prediction accuracy on disordered regions from three length groups: very long (>200 residues), long (31-200 residues), and short (4 -30 residues), as well as on ordered proteins. A total of 24 very long disordered regions and 138 long disordered regions were selected from DIS152; 739 putative short disordered regions were obtained from 453 PDB chains in SHORT453. Note that, due to the fact that short regions are often either completely hit or completely missed, here we reported per-residue accuracies, while in previous tables we reported per-protein accuracies. For the whole range of W out , prediction accuracies on the long and very long disordered regions were much higher than on putative short disordered regions.
As W out increased, prediction accuracy on short disorder decreased while accuracy on order, long and very long disorder kept increasing.
Comparison with other disorder predictors. We also compared VL3 and VL3E with disorder predictors developed by other research groups, including GlobPlot 27 V2.0 22 While NORSp 24 predictor is also related to the protein disorder it was not considered due to difficulties with obtaining the predictions from the server (http://cubic.bioc.columbia.edu/services/NORSp/). In Table 4 we show the results (per-protein and per-residue accuracies) for the 5 predictors on the two datasets used in this study: DIS152+ORD290 and SHORT453. Although there are several versions of GlobPlot and DisEMBL predictors based on different dis order definitions, we show only the results corresponding to the Remark-465 disorder definition (i.e. a disordered region is identified as a stretch of residues with m issing coordinates for backbone atoms), since this definition was also used in the CASP5 experiment 50 . When using DisEMBL and FoldIndex, we treated regions as ordered if they were not predicted to be disordered. For GlobPlot, however, only the predicted potential globular domains were treated as ordered. Furthermore, since GlobPlot might predict short overlaps between disordered regions and globular domains, we did not evaluate such predictions. Thus, the prediction coverage for DisEMBL and FoldIndex was always 100% while for GlobPlot it was usually less than 100% .
As in Table 4 , VL3E achieved the highest OVERALL accuracy on DIS152+ORD290 (long disorder) while GlobPlot performed best on SHORT453 (short disorder). However, these results should not be viewed as a definitive measure of predictor quality. First, VL3/VL3E was designed for disordered regions longer than 30 residues, while disordered regions in SHORT453 were shorter (see Discussion for details). Second, the disorder definitions corresponding to different predictors are somewhat different ; non-VL3 predictors were trained on sequences with slightly different properties than DIS152+ORD290 , and are therefore likely to be inferior on this data. Finally, accuracies of non-VL3 predictors on DIS152+ORD290 might be overestimated since some proteins might be used in their training, while accuracies for VL3 and VL3E were obtained through the 30-fold cross-validation procedure described in Section 2.6. Thus, these results should only be used as information about the differences between the properties of the examined predictors. This also highlights the need for unification of various definitions of protein disorder in order to allow future research to focus on development of disorder predictors that would have an even higher impact on proteomics research. 
Discussion
Over the last several years we and others have been developing predictors of natural disordered regions from amino acid sequence 17, 19, 20, [22] [23] [24] [25] [26] [27] . Indeed, prediction of disorder was added to the Critical Assessment of Protein Structure prediction in the 2002 cycle (CASP5) 50 . The general predictability of intrinsic disorder 50, 51 and the specific predict ion accuracies of VL3, VL3H, VL3P and VL3E reported here were all supported by the blind-prediction format of the CASP5 experiment. The small size of the CASP5 prediction set, however, limits the utility of a quantitative comparison with the results presented herein (the CASP5 target set contained only 2 proteins with long disordered regions).
Data quality and prediction accuracy. As in secondary structure prediction, a challenging problem affecting predictor quality came from a significant fraction of incorrectly labeled residues. Long regions of CD-characterized disorder could easily contain structured subregions whose signals are missed because they are overwhelmed by the signals arising from the disordered regions. Long regions of missing coordinates in Xray structures could be structured but wobbly domains 52 . NMR-characterized regions of disorder often contain local subregions with strong predictions of order that correlate with binding domains, suggesting that the lack of suitable non-local interactions causes intrinsically ordered regions to become disordered 53 . Similarly, the ordered dataset could also contain intrinsically disordered regions which undergo disorder to order transitions upon binding with partners or when in the crystal. Overall, the or dered and disordered datasets apparently contain a significant amount of noise, but the exact amount is very difficult to determine. Accordingly, it is possible that our current predictors are already approaching the limits set by the noise in the data, in which case only marginal improvements in accuracy could be expected in the future.
Consistent with our previous observations, prediction of order is always significantly more accurate as compared to disorder for all four new predictors. As discussed in more detail elsewhere 3 , the lower accuracy for disorder prediction has multiple causes, with two probably being the most important. First, given the greater difficulty in characterizing non-folding compared to self-folding proteins, disordered data are likely to be much noisier than ordered data as discussed above. Second, attribute space spanned by disordered proteins is almost certainly larger than that of ordered proteins and so a larger collection of disorder examples is needed to cover this larger space.
The lower prediction accuracy for disordered protein might have an important biological root as indicated by the following observations. Structurally characterized regions of disorder frequently exhibit short, spike-shaped predictions of order. A short segment with order-forming tendencies typically would not fold into 3 -D structureunless stabilized by a binding partner. A few of these spike-shaped predictions of order in structurally characterized disordered proteins have been shown to correspond to signaling regions that become ordered upon complex formation with their signaling partners 54 . A prototypical example is p53's acidic activation domain. In the absence of its binding partner, hdm2, this acidic activation domain undergoes rapid interconversion between helix and coil, with the equilibrium favoring the coil. The hdm2 molecule captures the helical form, thus leading to an overall coil to helix transitions upon binding 55 . Thus, the lower prediction accuracy of intrinsic disorder could result at least in part from such signaling regions. We are calling such regions "molecular recognition elements" or MoREs.
Cost-effective enlargement of the disordered protein database. Since the development of the initial XL1 predictor, a major problem has been and continues to be the paucity of disorder information. Information about disordered protein has not been organized in any fashion and remains scattered over various protein databases and literature citations. Also, disorder has been described with inconsistent terminology. As a result, our current disordered protein database is small compared with some other structural databases such as those used to develop secondary structure predictors. A more serious problem is that the currently known disordered proteins might not be a good representative of those in nature, possibly even contributing to the discrepancy in accuracy between ordered and disordered regions. To effectively enlarge our current database of disordered proteins, we are currently developing met hods for cost-effective techniques for extraction of knowledge about disorder from the literature. These methods also assist in developing a better understanding of available information about protein disorder 56 . With regard to new types of disordered prot eins, we are also developing methods for identifying sequences that are distinct from both ordered proteins and also from currently known disordered proteins, and that yet are likely to be disordered 57, 58 . Of course, such putative novel disordered proteins would have to be studied by laboratory structural characterization experiments to determine their actual order/disorder status.
Accuracy variation and prediction confidence. Although the overall accuracy of VL3 reached over 83%, the accuracy varied substantially among proteins: while the accuracies were more than 80% on about 3/4 of all 442 proteins, VL3 completely misclassified disorder on a number of proteins (Fig. 2) . However, this is not a phenomenon unique to protein disorder prediction, but seems to be intrinsic to all aspects of protein structure and function predictions 59 . Given an out -of-sample protein, the problem is how to assess the prediction quality without the actual structural information. A partial solution is to use the absolute difference between the real-value prediction and 0.5 as a measure of prediction confidence. As suggested in Fig. 3 , the larger the absolute difference, i.e. the more stringent thresholds, the higher the accuracy or confidence of prediction, although at the expense of decreasing prediction coverage.
Sequence representation and window length selection. Using attributes that represent frequencies over a window was motivated by results known as the incompressibility of protein sequence 60 showing that very little information can be extracted from protein sequences beyond first order statistics. In the case of secondary structure formation, interactions between non-local residues are known to be important 61 . In support of this view, protein engineering was used to confirm the context dependence of secondary structure formation for example segments 62 . In the native protein α-lactoglobulin, context -suppressed helical tendencies were relieved to yield non-native helical structure when specific non-local interactions were lost upon conversion to the molten globule form 63 . The difficulty in inferring such non-local interactions from protein sequence is a limiting factor for secondary structure prediction accuracy 53 ,64 . Because disordered regions lack strong non -local interactions, this problem is probably not as important for disorder predictions.
The optimal window lengths for secondary structure predictors are typically shorter than 20 based on the fact that α-helices/β-strands are typically of 5-40/5-10 consecutive residues [39] [40] [41] 59 . Since the new predictors were developed to predict long disorder using a set of disordered regions longer than 30 residues (and 81 on average), we expected larger values for appropriate W in and W out . Accordingly, a predictor 28 specific in disordered regions of 10 residues or shorter achieved its maximum accuracy with much smaller window lengths of W in = 9 and W out = 7.
Incorporation of evolutionary information. By incorporating evolutionary information, VL3H and VL3P predictors achieved accuracy improvements of 1.7/1.6% over VL3. Furthermore, the VL3E predictor which combi ned VL3H and VL3P resulted in an additional accuracy improvement of more than 3.1% compared to VL3. T hese results are in accord with improvements achieved in secondary structure predictions 42 . The success of VL3H may be due to using homologous sequences that diversify the training data and thus achieve better coverage of the attribute space of disordered proteins. On the other hand, the VL3P predictor adopted a popular strategy of using PSI-BLAST profiles for attribute construction. Due to the small amount of available data, we used a moving-average approach for attribute construction. It is expected that more efficient ways of utilizing information in the profile would result in further improvement, e.g. using all elements of the profile within the input window as attributes and performing attribute selection/extraction to reduce dimensionality. Although the correlation between the predictions of VL3H and VL3P was relatively high at 0.86, the majority-voting mechanism successfully utilized their differences to achieve additional improvement s towards a respectable accuracy of 87%.
Performance on short disordered regions. Poor performance on short disordered regions was also observed during our participation in the CASP5 experiment 51 : all 3 predictors successfully predicted both long disordered regions (43 residues and 216 residues) in the target proteins with accuracy higher than 80%, while they were less successful on short disordered regions. In addition, a predictor 28 trained on a similar set of short disordered regions achieved only 65.9% accuracy on the long disordered protein dataset used in Vucetic et al. 20 . A detailed analysis revealed that short disordered regions did exhibit significantly different amino acid compositions and were more similar to flexible ordered regions in terms of flexibility index, hydropathy and net charge 28 . This calls for further research to better characterize short disordered regions and their biological functions.
Unification of various disorder definitions.
While it is commonly accepted that disorder means unstructured, unfolded, or without stable 3-D structure in native state, there is still no universally accepted definition. Existing definitions such as equating disorder with random coils 26, 27 , high Cα atom temperature factor (B -factor) [26] [27] [28] , missing coordinates for backbone atoms 26, 27, 50 , and no regular secondary structure 24 etc. do not exactly match our concept of disorder, but rather reflect different features of protein disorder or the fact that disorder may have several flavors 20 (types). This situation means that comparisons of disorder predictors based on different definitions should be carried out only to inform potential users of possible limitations, not to imply that one predictor is "better" than another. For example, the GlobPlot predictors based on different propensity sets (disorder definitions) could perform very differently on the same test data. Unifying various definitions is needed to achieve better understanding of protein disorder and biological functions relating to it. Before such unification can be undertaken, however, a very large, well annotated and organized set of disordered regions needs to be assembled; ideally, these disordered regions and proteins should be characterized by multiple biophysical methods so that the types or flavors of disorder can be established and identified for each disordered protein example.
