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Abstract—In the past decade, deep learning algorithms gained
a remarkable interest in the signal processing community. The
availability of big datasets and advanced computational resources
resulted in developing efficient algorithms. However, such al-
gorithms are biased towards the training dataset. Thus, the
transferability of deep-learning-based operators are challenging,
especially when the goal is to apply the learned operator on
a new dataset/domain. Lack of transferability of learned oper-
ator across domains hinders the applicability of deep learning
algorithms in processing seismic data. Unlike camera images,
the comprehensively labeled seismic datasets are not available.
Moreover, from one task to another, the training parameters
should be tuned. To remedy this shortcoming, we have developed
a workflow that transfers the learned operator from the camera
images to the seismic domain, without modifying its training
parameters. The similarities in the algorithms and optimization
methods in camera and seismic data processing allow us to
do so. Accordingly, by incorporating feed-forward de-noising
convolutional neural networks (DnCNN) in regularization by de-
noising regularizer, we formulate two transferable optimization
problems for de-noising and compressive sensing recovery of
seismic data. Simulated and real-world data examples show the
efficiency of our proposed workflow.
Index Terms—Transfer learning, neural networks, seismic, de-
noising, compressive sensing, optimization.
I. INTRODUCTION
A wide variety of signal processing applications can be cast
as a generic optimization problem with the cost function of
sˆ = argmin
s
f(s) + g(s), (1)
where f(s) is a convex and differentiable function, and g(s)
is a convex but possibly non-smooth function. For exam-
ple, this cost function is encountered in constrained least-
squares problems [1]–[3], sparse regularization problems [4]–
[9], Fourier regularization problems [10], [11], alternating
projection problems [12], [13], split feasibility problems [14],
[15], and total variation problems [16]–[18].
Recently, deep learning algorithms gained a remarkable
interest in the signal processing community [19]–[27]. Deep
learning algorithms approximate a complicated set of operators
through building network architecture and model learning.
Traditional machine/deep learning algorithms can learn and
model tasks within a specific domain. However, the learned
task is not transferable to other domains. In other words,
to use the learned network on a new dataset, the learning
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process should start from scratch, which results in wasting
computational resources.
The generalizability issue of deep-learned tasks motivated
machine learning community to start thinking about the
transfer learning process across domains and tasks [28]–[31].
Transfer learning is usually performed within the same domain
whenever there are not sufficient training data for modeling the
complexities of the underlying system [27], [32]. However,
the question that we are interested in is the transferability
of learned tasks across domains. A feature that makes this
a possibility is the similarity in the structures of the two
related domains [28], [33]. For example, the two tasks in the
relational domains can be modeled with the same formula. The
similarities in signal processing formula on data with different
natures, e.g., seismic data, camera images, and MRI images, is
a key observation that could help pave the way for generalizing
the learned operators across domains. As we discussed before,
Equation (1) is a general formula that we routinely use to
recover the signal of interest regardless of the nature of the
acquisition system and data. Accordingly, if machine-learned
operators are incorporated within the same framework, then
there is a strong possibility that the learned operator can be
transferred across domains without or with little modifications.
In this paper, we show the transferability of feed-forward
de-noising convolutional neural networks (DnCNN) learned
operator, proposed by [34], across camera image and seis-
mic data processing domains.The transferability of DnCNN
learned noise estimating operators, which are trained by using
camera images only, is exemplified by showing its applications
on de-noising and compressive sensing recovery of seismic
data.
The paper is organized as follows. We start the paper by
introducing the general optimization problem of interest. Then,
we explain a class of regularization techniques, called regular-
ization by de-noising (RED) [35], which is suitable for modern
signal processing. Next, we discuss the DnCNN learning
framework and incorporate the deep-learning-based operator
into RED regularizer. Moreover, two specific formulations of
the general optimization problem, represented in Equation (1),
are developed for de-noising and compressive sensing recovery
of seismic data. The algorithms explore the potential of across-
domains transferability of deep-learned RED from camera
image processing to seismic signal processing. Finally, we
present the concluding remarks.
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2II. GENERAL PROBLEM STATEMENT
Bayesian estimation of desired output s given the noisy
measurements m can be achieved by using a posterior con-
ditional probability, P (s|m). We usually use the maximum
a posteriori probability estimator. Following Bayes’ rule and
assuming that P (m) is not a function of s, the task of
estimating the desired output is turned into an optimization
sˆ = argmax
s
P (s|m)P (s) = argmin
s
−log{P (s|m)}−log{P (s)}.
(2)
where −log{P (s|m)} is log-likelihood term, and −log{P (s)}
is prior or regularization term. Note that −log function is
also assumed to be monotonically decreasing. Comparing
Equations (1) and (2) shows that
g(s) = λR(s) = −log{P (s)}, (3)
where λ is a regularization parameter, and R(s) is a regu-
larization term. Hence, the general optimization problem in
Equation (1) can be re-written as
sˆ = argmin
s
f(s) + λR(s). (4)
A large class of signal processing optimization problems can
be solved by choosing proper functions for f(s), and R(s).
Recall that we assumed the f(s) function is convex and
differentiable and R(s) is convex but possibly non-smooth.
Given the mentioned assumptions, this general cost function
can be efficiently solved by using the proximal forward-
backward splitting (FBS) algorithm [36]. This method is
also known as the proximal gradient. The non-smoothness
property of the regularization term stops us from using a
classical gradient descent method. However, for a large class
of non-differentiable but convex functions, there is a proximal
operator such that
proxg(s, z) = argmin
s
τg(s) +
1
2
‖s− z‖22, (5)
where τ is step-size, and z is a backward gradient-descent
step. To solve the proximal operator, we only need to calculate
the sub-gradient (generalized gradient) of g. In cases where
the proximal operator can be evaluated, the FBS algorithm
can efficiently solve the general cost function represented in
Equation (4). The details of the FBS algorithm are presented
in Algorithm 1. In the next section, we introduce a generalized
de-nosing regularization function for R(s) that can be incor-
porated into Equation (4) to solve different signal processing
problems.
Algorithm 1 FBS algorithm for solving Equation (4)
Require: f(·), R(·), λ, s0, k = 0
While not converged
1: sˆk+1 = sk − τk∇f(sk)
2: sk+1 = proxg(sˆ
k+1, τk) =
argmin
s
τkλR(s) + 12‖s− sˆk+1‖22
3: Update k ← k + 1
If converged
s← sk
III. REGULARIZATION BY DE-NOISING
Two observations guide us toward defining a general and
efficient de-noising regularizer. Let’s assume that the clean
input, e.g., image, lives on a manifold M. Then, the first
observation is that adding noise to the clean image moves
the image, with high probability, out of the manifold along
the direction normal to M [35]. Hence, the ideal de-noising
operator projects the noisy image back into its manifold,
leaving the noise component in the normal direction to the
manifold. In other words, at the end of the day, the noise
component is orthogonal to the clean image. The second
observation is that most de-noising operators can be modeled
as the action of input-dependent pseudo-linear operator W(·)
on the input [37]
D(m) = W(m)m. (6)
where D(·) is a de-noising operator. Equation (6) is valid
for most de-noising methods [35]. By combining these two
observations, we develop an input-adaptive Laplacian regular-
izer, which is the extension of classical Laplacian smoothness
regularizer [38]
R(s) = sTL(s)s = sT (I−W(s))s = sT (s−D(s)), (7)
where I is an identity matrix, and T stands for transpose. The
regularizer R(s), in Equation (7), is called regularization by
de-noising (RED) [35]. Note that the RED function promotes
orthogonality between the predicted noise and the input. The
definition of a de-noising function D(·) can also be extended
to any random functions as long as they obey homogeneity and
passivity conditions [35]. This relaxation allows us to incorpo-
rate powerful de-noising operators into the RED regularizer.
Recent works show the benefits of RED regularizer in deep-
learning-based image processing applications [22], [39]. The
inclusion of deep-learning-based de-noising operators within
RED has extensive potential that needs to be explored. In the
next section, we introduce a deep-learning-based de-noising
operator that can be incorporated in RED.
IV. FEED-FORWARD DE-NOISING CONVOLUTIONAL
NEURAL NETWORKS
Feed-forward de-noising convolutional neural networks
(DnCNNs) is a residual learning [40] method, which is com-
bined with batch normalization to increase performance and
learning speed [34]. In other words, the network learns to
remove the latent clean image, which is hidden in the layers
of the network, and predict the noise component as a residual
output. DnCNN can be used as a blind Gaussian denoiser,
meaning it does not require to be learned on data with known
noise levels. Also, the network has a simple structure and
can be efficiently parallelized to take advantage of advanced
computational resources. Hence, we adopt the DnCNN method
as a noise estimating operator. DnCNN works as follows.
Consider a noisy gray-colored image, i.e., it has only one
image channel,
m = s + n, (8)
3where m is a noisy image, s is a clean image, and n is an
additive white Gaussian noise. In this model, DnCNN acts as
a noise estimating operator
L(m) ≈ n, and s ≈m− L(m), (9)
where L(·) is the DnCNN-learned mapping operator. To learn
the model, DnCNN minimizes the averaged mean-squared-
error between the estimated and ground-truth noise compo-
nents by solving
Θˆ = argmin
Θ
1
2N
N∑
j=1
‖L(mj ;Θ)− (mj − sj)‖2F , (10)
where Θ are the trainable parameters in DnCNN, mj and
sj are the jth noisy-clean training image (patch) pairs, N is
the total number of images in the training library, and F is
Frobenius norm. Figure 1 shows the schematics of the DnCNN
architecture for learning the mapping function.
The DnCNN has a deep architecture with three types of
layers. The layers are built by combining convolutional layer
(Conv) with Rectifier Linear Unit (ReLU) [19], and batch
normalization (BN) [41]. The first layer is Conv+ReLU with
64 filters of size 3× 3× 1, which generates 64 feature maps,
and ReLU is used to promote non-linearity. ReLU acts as
a function that outputs the positive values of the input and
zeros out the negative part, i.e., ReLU(input)=max(0, input).
From the second layer to the D − 1 layer, we have Conv+
BN+ReLU, where D is the depth of DnCNN architecture. In
these layers, we have 64 filters of size 3 × 3 × 64, and then
batch normalization and ReLU functions are applied to the
filters. Finally, the last layer is the Conv layer with a single
filter of size 3×3×64 which reconstructs the output. Note that
the gray images are used for training purposes. In a nutshell,
DnCNN is a combination of residual learning formulation
and batch normalization. To learn the training parameters, the
optimization problem represented in Equation (10) is solved
with Adam algorithm [42]. In the next section, we incorporate
the DnCNN mapping function in RED and use it for de-nosing
seismic data.
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Fig. 1. The schematic representation of DnCNN architecture.
V. SEISMIC DE-NOISING
Suppressing noise in seismic recordings is an active area
of research [3], [23], [43]–[47]. In seismic recordings with
several channels, the signal shows some form of spatial
coherency, and the noise component can be either spatially
coherent or random. The de-noising methods can be local or
non-local [3], [48]. Several algorithms take advantage of the
transformation techniques to separate the noise from the signal
in the transformed domain and apply de-noising by filtering or
inversion [43]–[47]. These algorithms can be used on different
datasets with different natures.
To give an idea about the similarity of the algorithms across
domains, it suffices to mention that non-local means algorithm
is used to de-noise camera images, MRI images, radar data,
microscopy data, and seismic data [48]–[54]. However, despite
the huge progress in developing such algorithms, they require
several assumptions that may not be valid from one dataset
to another. Recently, authors also explored the benefits of
using deep-learning-based de-noising algorithms [23], [55],
[56]. However, these algorithms can only deal with specific
datasets that were in the training set, and also they are not
blind to noise level, meaning they cannot handle datasets with
variable signal-to-noise ratio (SNR).
To take the best of two worlds, i.e, conventional de-noising
and deep-learning-based de-noising, we define a specific form
of the general optimization problem of Equation (4) for
random noise suppression in seismic data. We use the RED
regularizer to promote orthogonality between the noise com-
ponent and the clean data and incorporate DnCNN learned
operator as a noise estimator within the RED. This regularizer
is called Deep-RED. Also, `2 norm is used as a misfit function
between the clean and noisy datasets. Hence, by using the
signal-noise model represented in Equation (8) and the general
cost function represented in Equation (4), we propose to solve
sˆ = argmin
s
‖m− s‖22 + λsT (s−D(s)), (11)
where D(s) = s − L(s). Equation (11) can be solved with
Algorithm 1 by setting f(s) = ‖m − s‖22 and R(s) =
sT (s − D(s)). Note that the regularization term is minimum
when the signal and noise components are orthogonal to each
other or when the data is clean, i.e., D(s) = s. It is worth
mentioning that the L(·) is the DnCNN based operator for
noise estimation. The L(·) operator is merely learned on
camera images. Accordingly, by incorporating L(·) operator
in RED and using the FBS algorithm to solve the optimization
problem in Equation (11), we are seeking to evaluate the
performance of DnCNN across camera image processing and
seismic signal processing domains. The misfit function of
Equation (11) can also be evaluated in the transformed domain,
where the noise and signal are further separated
sˆ = argmin
s
‖y −As‖22 + λsT (s−D(s)), (12)
where D(s) = s − L(s), y = Am, and A is a transforma-
tion matrix. In this case, Equation (12) can be also solved
with FBS algorithm by setting f(s) = ‖y − As‖22, and
R(s) = sT (s − D(s)). Note that to solve the proximal cost
function in the second step of the FBS algorithm, we require
to calculate the derivative of the cost function with respect to
s. The gradient of the second term is straightforward, but the
gradient ofR(s) with DnCNN can be challenging. Fortunately,
Romano et al., show that if the denoiser satisfies the local
homogeneity condition, we get ∇sD(s)s = D(s) [35]. In
other words, we have ∇sR(s) = 2(s − D(s)). There is
also the possibility of using Monte Carlo based algorithms
to approximate the derivate of the de-noising operator [8],
[57]. The details of the algorithm for solving Equation (12)
4are presented in Algorithm 2. There are fast solvers such
as FASTA that can provide efficient solutions for the FBS
algorithm [58]. For a detailed analysis of the convergence
property of the algorithm and its connection with the choice
of step-size, interested readers are referred to [58]. In the next
section, we show the application of Deep-RED in compressed
sensing recovery of seismic data.
Algorithm 2 FBS algorithm for solving Equation (12)
Require: y, D(·), A, λ, s0, τ0, k = 0
While not converged
1: sˆk+1 = sk − τk A∗(Ask − y)
2: sk+1 = argmin
s
τkλ sT (s−D(s)) + 12‖s− sˆk+1‖22
3: Update τk+1with line search method
4: Update k ← k + 1
If converged
s← sk
VI. COMPRESSIVE SENSING RECOVERY OF SEISMIC DATA
Compressive sensing is a technique that recovers the signal
of interest sq×1 from its compressedly sampled measurements
mp×1 under a measurement matrix Φp×q
m = Φs + n, (13)
where p  q. In some cases, the signal can be sparsely
represented in a transformed domain. Then, Equation (13) can
be written as
m = ΦΨx + n, (14)
where s = Ψx, Ψ is inverse transformation matrix, and x is
a sparse representation of signal of interest in the transformed
domain. To recover the signal, sparsity-based compressive
sensing algorithms solve the following optimization problem
xˆ = argmin
x
‖m−Ax‖22 + λ ‖x‖1, (15)
where A = ΦΨ, and `1 norm is used to promote sparsity on
x. This cost function is well known as basis pursuit de-noising
or Lasso [59]. The iterative approach to solve the cost function
of Equation (15) involves two steps
zk = m−Axk
xk+1 = γτ (A
∗zk + xk),
(16)
where γτ is a thresholding operator, zk is residual, k is iter-
ation number, and ∗ sands for conjugate transpose. Sparsity-
based compressive sensing recovery of signals is deeply stud-
ied in the literature [59]–[64].
In this paper, however, we are interested in across-domains
transferability of the Deep-RED denoiser in compressive sens-
ing recovery of seismic data. Hence, our ideal algorithm would
be the one that uses Deep-RED denoiser in its formulation.
Accordingly, we assume that the data s is compressed under
the compression matrix Ac
yc = Acs + n, (17)
where yc is compressed measurements. The compression
matrix Ac is a p × q matrix with p  q. We also assume
that the noise component n is orthogonal to un-compressed
signal s. To recover the un-compressed signal, we propose to
solve
sˆ = argmin
s
‖yc −Acs‖22 + λ sT (s−D(s)), (18)
where D(s) = s − L(s), and L(·) is DnCNN operator.
Equation (18) can also be solved by Algorithm 2, by replacing
Ac → A, yc → y, and setting s0 = A∗cyc.
Note that in each iteration the updated solution may not
have residual noise that satisfies the Gaussian distribution.
To address this issue, Metzler et al., applied the approximate
message passing [65] concept, and added Onsager correction
term into the compressive sensing recovery algorithm [8].
The Onsager correction term guarantees the Gaussianity of
the residual in each iteration. Nonetheless, here, we are not
concerned with this shortcoming of the algorithm, and we
merely focus on across-domains transferability of the Deep-
RED regularization.
VII. NUMERICAL EXAMPLES
We start the section by analyzing the local homogeneity
property of the DnCNN operator. The DnCNN architecture
consists of 20 layers, and its training parameters are opti-
mized by using the Adam algorithm. The DnCNN operator is
trained on gray-colored camera images1. Then, we show the
performances of the direct application of DnCNN operator and
Deep-RED regularization, i.e., Algorithm 2, in de-noising seis-
mic data. In the de-noising application, we also show through
Monte Carlo simulations the sensitivity of DnCNN operator
and Deep-RED regularization to different noise realizations.
Later, we use Algorithm 2 to recover the compressively sensed
seismic data. The methods are tested on synthetic and real
datasets.
A. Local homogeneity of DnCNN
The local homogeneity of DnCNN operator, i.e., L(·), is
defined as
L(s + s) ≈ (1 + )L(s), (19)
where  is a very small number. The metric that we use to
evaluate the local homogeneity is
lh =
‖L(s + s)− (1 + )L(s)‖22
‖L(s)‖22
, (20)
where lh is local homogeneity factor. The smaller lh factor
means that the operator satisfies the local homogeneity prop-
erty, hence ∇sD(s)s ≈ D(s) is valid. This property allows
us to efficiently use the Deep-RED regularizer in processing
seismic data, where the gradient of the proximal operator is
easy to compute. It is worth mentioning that in all of the
numerical examples, we only use a single iteration to solve
the proximal operator in step 2 of Algorithm 2.
1We use the pre-trained DnCNN operators which are trained on gray-
colored camera images. The package is downloadable from https://github.com/
ricedsp/prDeep/tree/master/Packages/DnCNN. The package uses the DnCNN
method developed by Zhang et al., [34], and trains the DnCNN operators on
data with selective ranges of standard deviations of noise.
5To check the local homogeneity property of DnCNN, we
use Monte Carlo simulations and generate 100 realizations
of the added white Gaussian noise with SNRs = 1, 2, 3, 4.
Similar to the work of [66], we define SNR = a
2
rms
σ2n
, where
arms is the root-mean-square of the clean signal, and σ2n is
the standard deviation of noise. These noise realizations are
added to the clean data shown in Figure 2a. The seismic data
has 32 channels and 32 time samples. Note that DnCNN has
no assumption about the linearity of the events in the data.
However, for simplicity, we model seismic data with linear
events, which show random amplitude and slope. The DnCNN
operators are trained on different ranges of standard deviations
of noise in the camera images. The operators are trained on
data with noise levels at intervals of 10 in standard deviations
(i.e., σ2n = 0 − 10, σ2n = 10 − 20, and so on). We test these
pre-trained DnCNN operators directly on the noise corrupted
seismic data, and for each class of data with specific SNR, we
calculate lh factors by using Equation (21) and report their
mean value. We choose  = 0.001. The lh factors for SNRs =
{1, 2, 3, 4} are lh = 10−8 × {1.346, 1.059, 1.340, 1.416},
respectively. The small values of lh factors show that the
DnCNN operators have local homogeneity property.
(a) (b)
(c) (d)
Fig. 2. Performances of DnCNN and Deep-RED denoisers in de-noising
seismic data. a) Clean data. b) Adjoint estimated data. c) DnCNN estimated
data. d) Deep-RED estimated data.
B. DnCNN and Deep-RED based de-noising
To analyze the performances of the de-noising methods, we
introduce a new metric
Q = 10 log
‖strue‖22
‖sest + strue‖22
, (21)
where sest is estimated clean signal, strue is ground-truth
clean signal, and Q is quality of reconstruction.
We evaluate the performances of the DnCNN operators,
which are only trained on camera images, in estimating the
TABLE I
SENSITIVITY ANALYSIS OF DNCNN AND DEEP-RED DENOISERS.
SNR QDnCNN (dB) QDeep−RED(dB)
1 4.80± 0.07 8.72± 0.21
2 5.08± 0.04 14.61± 0.20
3 5.16± 0.04 18.13± 0.19
4 5.24± 0.02 20.60± 0.20
noise in seismic data. To generate noisy measurements yp×1,
we first transform the clean data sq×1, Figure 2a, by using a
i.i.d matrix Ap×q , where pq = 8. Note that s is the vectorized
version of seismic section with 32 channels and 32 times
samples, hence, q = 1024. Later, we add white Gaussian
noise to the transformed data to generate noisy measurements
with SNR = 2. We assume that the standard deviation
of noise in unknown. Accordingly, DnCNN operators are
independently applied to the data, and the operator that
resulted in the highest quality of reconstruction is reported.
Figure 2b shows the adjoint solution, i.e., ATy. The adjoint
solution is a good initial estimate for our de-noising algorithm
(i.e., Algorithm 2). Figure 2c shows the direct application
of the de-noising operator D(·) on the adjoint image, i.e.,
D(ATy) = ATy − L(ATy). The de-noising operator esti-
mates the clean data, however, the quality of reconstruction
is poor (Q = 5.10(dB)). Later, we incorporate D(·) operator
within RED to de-noise the data (Figure 2d). In this case, the
quality of reconstruction is Q = 14.65(dB). In Algorithm 2,
we tune the regularization parameter λ by trial and error,
however, χ2 test or generalized cross-validation methods can
provide the optimal regularization parameter, automatically. In
all of the synthetic examples, we use λ = 0.01. The higher
quality of reconstruction by using Deep-RED regularizer
shows that the DnCNN de-noising operator learned on camera
images can be transferred to seismic data processing domain,
efficiently. To better understand the stability and performances
of Algorithm 2, we use Monte Carlo simulations, similar to the
approach implemented for estimating the local homogeneity
property, and report mean and standard deviations of quality
of reconstruction for each SNR. Table I summaries the results.
The results show that by using Algorithm 2, we improve the
quality of reconstruction, dramatically. In each realization, we
implement the best-trained operator and report the highest
quality of reconstruction. Even though the results of the
application of the DnCNN-based denoiser, directly on the
data, clarify that the DnCNN operator is capable of estimating
the noise. However, its performance is not satisfactory when
compared to that of Algorithm 2. This observation points us
toward using more robust algorithms that take advantage of
DnCNN in their formulation and avoid directly implementing
them as a black box. Moreover, performances of Algorithm 2
can be improved, if we update the training parameters of the
pre-trained DnCNN operators by using a limited number of
labeled seismic data. Considering that the pre-trained operators
can de-noise the seismic data, to some extent, there is no need
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Fig. 3. Performance of Deep-RED denoiser in de-noising real seismic data.
a) Noisy data. b) De-noised data by using Deep-RED regularizer.
for huge labeled seismic data or exhaustive training. In this
paper, we simply focused on using the pre-trained DnCNN
operators without modifying their training parameters.
The method is also successfully applied to real data. The
real data shown in Figure 3a is the stack section of processed
land data provided by Geofizyka Torun Sp. Z.o.o, Poland 2.
Data has 751 time samples with the sampling rate of 2(ms),
and 1285 channels. This data is also used in [68] for de-
noising purposes. We apply Algorithm 2 on patches with 128
channels and 128 time samples, without overlapping (bottom
and left-corner patches are smaller). In each patch, we use
all of the pre-trained DnCNN operators individually. In the
real data, we do not know the ground-truth signal, hence,
we use the solution that results in a maximum reduction in
the cost function. All of the parameters, except the DnCNN
operators are kept the same. Here, we use λ = 0.5, and
p
q = 4. Figure 3b shows the de-noising result of Deep-RED by
using Algorithm 2. The method suppresses the random noise
component in the data, efficiently.
C. Deep-RED based compressive sensing recovery
In this section, we evaluate the performances of Deep-RED
regularizer in compressive sensing recovery of seismic data. To
recover the signal of interest, similar to the previous section,
we use the pre-trained DnCNN operators within the Deep-
RED regularizer. Algorithm 2 is used to solve the optimization
problem of Equation 18. In Equation 18 we use sparse projec-
tion matrix with a randomized discrete cosine transform [69]
such that it transforms the signal from Rq to Rp, where δ = pq
is the rate of compression. We apply the algorithm on clean
data, similar to the de-noising section, with 32 channels and 32
time samples (Figure 4a). In all of the synthetic examples, we
use λ = 0.01. Figure 4 shows the performances of the Deep-
RED based recovery of compressive sensing measurements. To
2Data is publicly available from http://www.freeusp.org/RaceCarWebsite/
TechTransfer/Tutorials/Processing 2D. We used Madagascar open-source
software package [67], which is freely available from http://www.ahay.org,
to process the data.
(a) (b)
(c) (d)
Fig. 4. Performances of DnCNN and Deep-RED denoisers in compressive
sensing recovery of seismic data. a) Clean data. b) Recovered data with 10%
compression. c) Recovered data with 25% compression. d) Recovered data
with 50% compression.
provide the measurements, we apply the compression matrix
Ac on the clean signal s, which is shown in Figure 4a. We use
δ = 0.9, 0.75, 0.50, which results in 10%, 25%, and 50% com-
pressions, respectively. The un-compressed data recovered by
using Algorithm 2 are shown in Figure 4. Similar to synthetic
examples in the de-noising section, here, we also report the
highest quality of reconstruction. The quality of reconstruction
on data with compression rates of δ = 0.9, 0.75, 0.50, are
Q = 15.16, 9.66, 6.92, respectively. The results show that the
performance of the algorithm deteriorates as the compression
rate decreases. Similar to the de-noising application, perfor-
mances of the Deep-RED regularizer can be improved by
either updating the training parameters of pre-trained DnCNN
operators or by using algorithms that guarantee the Gaussianity
of noise in each iteration. Nonetheless, in this paper, we
only evaluate the across-domains transferability of Deep-RED,
without modifying the training parameters. We also test the
Deep-RED based compressive sensing algorithm on the same
real data that is used to demonstrate the de-noising perfor-
mance of Deep-RED (Figure 3a). In the case of compressive
sensing recovery of real data, we do know the ground truth
solution. However, in the realistic field measurements, we do
not have access to ground-truth un-compressed signals as we
only measure the compressed data. Hence, similar to the real
data example in the de-noising section, we apply the DnCNN
operators independently and report the solution that results
in a maximum reduction in the cost function. All of the
parameters, except the choice of DnCNN operator are kept
the same. We use λ = 0.5 and δ = 0.9, 0.75, 0.50. The
results are represented in Figure 5. Results show that the
Deep-RED is able to recover the seismic signal even though
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Fig. 5. Performances of Deep-RED denoiser in compressive sensing recovery of real seismic data shown in Figure 3a. a) Recovered data with 10% compression.
b) Recovered data with 25% compression. c) Recovered data with 50% compression.
the DnCNN operators are trained on camera images only.
However, the performance of the algorithm deteriorates as the
rate of compression, δ, decreases.
VIII. CONCLUSIONS
We have developed an across-domains transferable Deep-
RED denoiser for de-noising and compressive sensing recov-
ery of seismic data. Through numerical and real-world data
examples, we have shown that it is possible to use the DnCNN
operators, which are merely trained on camera images, to
de-noise and recover the compressively sensed seismic data.
The key feature for the success of such applications was that
the signal processing algorithms implement similar formula
and optimization methods. Accordingly, by incorporating the
DnCNN operator in RED regularizer and using well-known
signal processing optimization methods, we were able to
successfully transfer the DnCNN operator from camera image
processing to seismic data processing domains. We have
tested the proposed algorithms on de-noising and compressive
sensing recovery of seismic data, without updating the training
parameters of the pre-trained DnCNN operators. In de-noising
examples, we have successfully de-noised synthetic and real
seismic data. The performance of the algorithm, however,
deteriorated when the SNR of data is decreased. Later, we
have shown the performance of the Deep-RED in compressive
sensing recovery of synthetic and real seismic data. The results
showed that the method recovers the signal on data with a
compression rate as low as δ = 0.5, efficiently.
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