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Abstract
In this paper, we describe the indices of the top and the least non-vanishing cohomologies Hi(X(w),Lλ)
of line bundles on Schubert varieties X(w) given by non-dominant weights in the Kac–Moody setting. We
also prove some surjectivity results for maps between some cohomology modules.
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1. Introduction
The aim of this paper is to study the cohomology modules of line bundles on Schubert varieties
given by non-dominant weights in the Kac–Moody setting.
The following notations will be maintained throughout this paper. The base field is C, the field
of complex numbers. Let G be a Kac–Moody Lie algebra associated to a generalized symmetriz-
able Cartan matrix [cf. [7]].
We also use G for Kac–Moody group associated to G [cf. [9, p. 183]]. Let H be a Cartan
subalgebra of G. We also consistently use G for finite-dimensional semisimple algebraic group.
Let T be a maximal torus of G with H as its Lie algebra [cf. [8, p. 178]] and let X(T ) denote
the set of characters of T , W denote the Weyl group of G with respect to T . Let R denote the
set of roots of G with respect to T , B = T U be a Borel subgroup of G [cf. [8, pp. 175, 183]].
Let S = {α1, . . . , αl} denote the set of simple roots in R+. For β ∈ R+ we also use the notation
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by sαi . For a simple root γ , we denote by Bγ the smallest subgroup of B containing T and the
root subgroup Ga,−γ . A non-degenerate W -invariant bilinear form on X(T ) induced by the one
on H [cf. [7, p. 17]] is denoted by ( , ). When α is a real root, then we use the following notation
〈 , 〉 to denote 〈ν,α〉 = 2(ν,α)
(α,α)
. Note that (α,α) is positive when α is a real root [cf. [7]]. We
denote by Λ+ the set of dominant weights i.e. the set of weights λ ∈ Λ, such that 〈λ,α〉 0 for
all α ∈ R+. We denote by Λ++ the set of regular dominant weights. We fix an element ρ ∈ Λ+
such that 〈ρ,αi〉 = 1 for every i = 1,2, . . . , l.
For w ∈ W let l(w) denote the length of w. For w ∈ W , let X(w) denote the Schubert variety
in G/B corresponding to w. Let  denote the Bruhat order on W .
When G is finite-dimensional, a systematic study of the cohomology modules of line bundles
on Schubert varieties given by non-dominant weights was done in [1]. In this paper, we undertake
a systematic study of the cohomology modules of line bundles on Schubert varieties given by
non-dominant weights in the Kac–Moody setting. Besides, several results in this paper are new,
even in the finite-dimensional case.
Broadly, the paper is in the same spirit as in [1]. As in [1], the strategy is a delicate use of
the Bott–Samelson inductive machinery, made available to us in the Kac–Moody setting from
[9,10,12]. However, we would like to point out that there is a technical difficulty in carrying out
the proofs as in [1]. The proofs in [1] are based on descending induction on the dimension of the
Schubert variety using the Borel–Weil–Bott theorem [2] for the flag variety G/B. This argument
would not be available in the Kac–Moody setting, since the flag variety is infinite-dimensional
even though, the Borel–Weil–Bott theorem holds when G is infinite-dimensional (see below).
Furthermore, many of the proofs in [1] use descending induction on the length of the element
in the Weyl group moving the non-dominant weight into the dominant chamber. Therefore, the
proofs in this paper are more subtle.
In the case when λ is dominant, this problem has been well studied even in the Kac–Moody
setting. When λ is non-dominant and when X(w)  G/B and G is not finite-dimensional, the
equivalent of the Borel–Weil–Bott theorem is known to be true and was proved independently by
S. Kumar (cf. [8]) and O. Mathieu (cf. [10]). To the best of our knowledge, the cohomology of
line bundles associated to non-dominant weights on Schubert varieties in the Kac–Moody setting
has never been addressed. And, this is the focus of the current paper.
For a uniform theory to hold, we need to make certain genericity assumptions on the weights.
In all the situations, this has been made very specific to the problem at hand. The case when the
weights are somewhat special, situated essentially near the walls of some Weyl chambers, the
behavior can be erratic and seems to involve very complicated combinatorics.
We use the following terminology. Consider the Tits cone X = ⋃w∈W w(Λ++) − ρ. Let
φ ∈ W . A weight λ ∈ X such that φ · λ is dominant is said to be generic if for all simple roots α,
one has |〈λ,α〉|  0. For a generic weight λ, it is clear that the element φ is unique. We then say
that λ is a generic weight in the φ-chamber. Let Lλ denote the line bundle on X(w) correspond-
ing to the 1-dimensional representation of B given by the character λ. In such a situation, for
the cohomology module Hi(X(w),Lλ) we simply write Hi(w,λ). Wherever needed, we have
indicated the precise genericity conditions.
The layout of this paper is as follows:
In Section 2, we setup our notation and recall some basic theorems needed. The standard
results on the combinatorics of the Weyl group that are used in this paper can be found in [7]. In
Section 3, we state a combinatorial lemma and some useful corollaries involving the elements of
the Weyl group and weights.
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dimensional [cf. [1,3,11]]:
Theorem. Let X(w) be a Schubert variety and λ a generic weight in the φ-chamber. Let
R+(w) = {α ∈ R+ | w(α) ∈ R−}. Then,
(1) H 0(w,λ) = 0 if and only if R+(w) ∩ R+(φ) = ∅.
(2) Hl(w)(w,λ) = 0 if and only if R+(w) ⊆ R+(φ).
(3) The restriction map Hl(φ)(G/B,λ) → Hl(φ)(φ,λ) is surjective.
In Section 5, we prove the following theorem. Statements (1) and (3) of this theorem are
known to be true in the finite-dimensional case [cf. [1,6]]:
Theorem. Let X(w) be a Schubert variety and λ be a generic weight in the φ-chamber.
(1) Hj(w,λ) = 0 for j > min(l(w), l(φ)).
(2) When G is finite-dimensional, and φ  w, then Hl(φ)(w,λ) = 0 and the restriction map
Hl(φ)(G/B,λ) → Hl(φ)(w,λ) is surjective.
(3) (Cohomological characterization of the Bruhat order.) φ w if and only if Hl(φ)(w,λ) = 0.
To describe the results in Section 6, we first introduce the following notation [cf. Section 6].
Let W+(w,φ) := {τ  w: R+(τ ) ⊂ R+(φ)} and let W−(w,φ) := {τ  w: R+(τ ) ∩ R+(φ)
is empty}. We prove that both the sets have unique maximal elements with respect to the Bruhat
order, which we denote by τ+(w,φ) and τ−(w,φ), respectively.
We define l+(w,φ) = l(τ+(w,φ)) and l−(w,φ) = l(τ−(w,φ)). Let M := max{〈β,γ 〉: β ∈
φ(S), γ ∈ S}.
In Section 6, we prove the following theorem:
Theorem. Let X(w) be a Schubert variety and let λ a generic weight in the φ-chamber. Let D
denote the boundary divisor of X(w).
(1) If λ is a weight such that φ · λ is dominant, then, the restriction map Hl+(w,φ)(w,λ) →
Hl
+(w,φ)(τ+(w,φ),λ) is surjective and in particular Hl+(w,φ)(w,λ) is a non-zero B-module
with τ+(w,φ) · λ as a weight of this B-module.
(2) When G is finite-dimensional, and if 〈φ · λ,γ 〉 > l(w0φ)M (here w0 denote the longest
element of the Weyl group of G), for all simple roots γ , then, we have Hi(w,λ) = 0 for
i > l+(w,φ).
(3) If λ is a weight such that 〈φ · λ,γ 〉 > l(φ)M for all simple roots γ , then, we have
Hi(w,λ) = 0 for all i < l(w) − l−(w,φ).
(4) If λ is a weight such that 〈φ(λ), γ 〉−1 for all simple roots γ , then, Hl(w)−l−(w,φ)(w,λ −
D) = 0.
2. Preliminaries
Given a w ∈ W the closure in G/B of the B orbit of the coset wB is the Schubert vari-
ety corresponding to w, and is denoted by X(w). We recall some basic facts and results about
Schubert varieties. A good reference for all this is Jantzen’s book [cf. [5, II, Chapter 14]] in the
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dimensional case.
For a simple root α, we denote by Pα the minimal parabolic subgroup of G containing B
and sα . If α = αi , we simply denote Pαi by Pi . Let w = sαi1 sαi2 · · · sαin be a reduced expression
for w ∈ W . Define
Z(w) = Pi1 × Pi2 × · · · × Pin
B × · · · × B ,
where the action of B × · · · ×B on Pi1 ×Pi2 × · · · ×Pin is given by (p1, . . . , pn)(b1, . . . , bn) =
(p1 ·b1, b−11 ·p2 ·b2, . . . , b−1n−1 ·pn ·bn), pi ∈ Pi , bi ∈ B . Note that Z(w) depends on the reduced
expression chosen for w. It is well known that Z(w) is a smooth projective B-variety and there
exists a birational surjective morphism
φw :Z(w) −→ X(w).
Let fn :Z(w) → Z(wsαin ) denote the map induced by the projection Pi1 ×Pi2 × · · ·×Pin →
Pi1 ×Pi2 ×· · ·×Pin−1 . We observe that fn is a Pin/B  P1-fibration. We also denote P1 = Pα/B
by P1α .
Let V be a B-module. Then, for each w ∈ W , we obtain by the standard method of associated
construction an induced bundle Lw(V ) on X(w) and then on Z(w) via the map φw . Then, for
i  0 we have the following isomorphisms of B-linearized sheaves
Rifn∗Lw(V ) = Lwsαin
(
Hi
(
Pin/B,Lw(V )
))
.
This fact with easy applications of Leray spectral sequences would be used repeatedly in what
follows. We term this the descending 1-step construction.
We also have the ascending 1-step construction which is used extensively in what follows in
conjunction with the descending construction. We recall this for the convenience of the reader.
Let the notation be as above and write τ = sαw, with l(τ ) = l(w)+1, for some simple root α.
Then, we have an induced morphism
gα :Z(τ) −→ Pα/B  P1
with fibres given by Z(w). Again, by an application of the Leray spectral sequences together
with the fact that the base space is P1, we obtain, for every B-module V , the following exact
sequence of Pα-modules
0 −→ H 1(Pα/B,Ri−1gα∗Lw(V )
)−→ Hi(Z(τ),Lτ (V )
)−→ H 0(Pα/B,Rigα∗Lw(V )
)−→ 0.
We also recall the following well-known isomorphisms [cf. II, Chapter 14 in [5] in finite-
dimensional case], and [cf. 7.1 and 8.1 in [9] in infinite-dimensional case]:
• φw∗OZ(w) =OX(w).
• Rqφw∗OZ(w) = 0 for q > 0.
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the computation and study of all the cohomology modules Hi(X(w),Lw(V )). Henceforth in this
paper, we will use the Bott–Samelson schemes and their cohomologies in all the computations.
Notation. Here and in what follows we have replaced, by an abuse of notation, the induced
sheaf L(H i(Pα/B,Lλ)) by the cohomology module Hi(α,λ) and the cohomology modules
Hi(Z(w),LV ) by the Hi(w,V ).
2.1. Some constructions from Demazure’s paper
We recall briefly two exact sequences that Demazure used in his short proof of the Borel–
Weil–Bott theorem [4]. We use the same notation as in Demazure. In the rest of the paper
these sequences are referred to as Demazure exact sequences. We first recall the “dot” ac-
tion of the Weyl group W on X(T ). Let w ∈ W and λ ∈ X(T ). For λ ∈ X(T ), we define
w · λ := w(λ + ρ) − ρ.
Let α be a simple root and let λ ∈ X(T ) be a weight such that 〈λ,α〉  2. Set Vλ,α :=
H 0(Pα/B,Lλ). It is easy to see that Vλ,α is an irreducible Pα-module and it breaks up as a
T -module into a direct sum of weight spaces with weights λ,λ − α, . . . , sα(λ). Let Lλ denote
the 1-dimensional representation given by the character λ of B . Then we have the following exact
sequences of B-modules:
Demazure sequence 2.1.
0 −→ K −→ Vλ,α −→ Lλ −→ 0,
0 −→ Lsα(λ) −→ K −→ Vλ−α,α −→ 0.
Dually, if 〈λ,α〉−2, then, we have:
0 −→ Lλ −→ Vsα(λ),α −→ Q −→ 0,
0 −→ Vsα ·λ,α −→ Q −→ Lsα(λ) −→ 0.
A consequence of the above exact sequences is the following lemma. The proof is exactly as
in Demazure but we give it here for the sake of completeness.
Lemma 2.2.
(1) Let τ = wsα , l(τ ) = l(w)+ 1. If 〈λ,α〉 0 then for all j , Hj(τ,λ) = Hj(w,Vλ,α).
(2) Let τ = wsα , l(τ ) = l(w) + 1. If 〈λ,α〉  0 then Hi(τ,λ) = Hi+1(τ, sα · λ) and if
〈λ,α〉−2 then Hi(τ,λ) = Hi−1(τ, sα · λ).
(3) If 〈λ,α〉 = −1, then, Hi(τ,λ) = (0) for all i.
Proof.
(1) Let f :Z(τ) → Z(w) be the P1α-fibration. Then we have
f∗Lλ = L
(
H 0(Pα/B,Lλ)
)
.
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Hj(τ,λ) = Hj(w,Vλ,α), since H 0(Pα/B,Lλ) = Vλ,α and since
R1f∗Lλ = L
(
H 1(Pα/B,Lλ)
)= 0
when 〈λ,α〉 0.
(2) We prove it in the case 〈λ,α〉  0. Then H 1(α,λ) = 0. Hence we get Hi(τ,λ) =
Hi(w,H 0(α,λ)). But H 0(α,λ) = H 1(α, sα ·λ). Hence we get Hi(τ,λ) = Hi(w,H 1(α, sα ·
λ)). But this last module is exactly Hi+1(τ, sα · λ). The other case is similar. 
3. Combinatorial lemmas
In this section, we prove a combinatorial lemma and state some corollaries of this lemma.
Lemma 3.1. Let w ∈ W . Let λ be any weight. Then, for any i ∈ {0,1,2, . . . , l(w)}, every weight
of Hi(w,λ) is in the convex hull of {τ · λ: τ w}.
Proof. Proof is by induction on l(w), the base case w = id being trivial. Let l(w) be positive,
and let w = sγ τ with γ a simple root and l(w) = l(τ ) + 1. Now, let i ∈ {0,1,2, . . . , l(w)},
and let μ be a weight of Hi(w,λ). Since, we have (0) → H 1(sγ ,H i−1(τ, λ)) → Hi(w,λ) →
H 0(sγ ,H i(τ, λ)) → (0), μ must be of the form μ = aν + (1 − a)sγ · ν for some weight ν
of Hi−1(τ, λ) or of Hi(τ,λ) and for some 0  a  1. By induction, ν is of the form
ν = ∑τ ′τ cτ ′τ ′ · λ, with 0  cτ ′  1 for each τ ′ and the sum
∑
τ ′ cτ ′ = 1. Observe that
sγ · ∑τ ′τ cτ ′τ ′ · λ =
∑
τ ′τ cτ ′sγ τ
′ · λ. Since w−1(γ ) is a negative root, sγ τ ′  w for any
τ ′  τ . Hence the lemma follows from the expression of μ. 
We have:
Corollary 3.2. Let λ be a weight such that φ · λ is dominant. Let w,τ ∈ W be arbitrary. If τ · λ
is a weight of Hi(w,λ) for some i, then, τ w.
Proof. Since λ + ρ is non-singular, there is a φ ∈ W such that φ · λ is dominant. Now, if τ · λ
is a weight of Hi(w,λ) for some i, then, by Lemma 3.1, there are real numbers 0  cτ ′  1,
τ ′  w with
∑
τ ′w cτ ′ = 1 such that τ · λ =
∑
τ ′w cτ ′τ
′ · λ. Hence, we must have φ · λ =
∑
τ ′w cτ ′(φτ
−1τ ′φ−1) · φ · λ.
Now, since φ · λ is dominant, the above equality holds only if τ = τ ′ for any τ ′ w such that
cτ ′ = 0. This forces that τ w. 
Corollary 3.3. Let λ be a weight such that φ ·λ is a dominant weight for some φ ∈ W . Let w ∈ W
be arbitrary. Let τ ∈ W , let γ be a simple root such that φτ−1(γ ) is a positive root. If τ ·λ+mγ
is a weight of Hi(w,λ) for some i and for some non-negative integer m, then, τ w.
Proof. If τ · λ + mγ is a weight of Hi(w,λ) for some i, then, it follows from Lemma 3.1 that
there are real numbers 0 cτ ′  1, τ ′  w with
∑
τ ′w cτ ′ = 1 such that φ · λ + mφτ−1(γ ) =∑
τ ′w cτ ′(φτ
−1τ ′φ−1) · φ · λ. Now, since φτ−1(γ ) is a positive root, m must be zero and
τ w. 
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In this section, we give a criterion for the non-vanishing of H 0(w,λ) and Hl(w)(w,λ). The
conditions are based on the combinatorics between w and φ, φ being such that λ is a generic
weight in the φ-chamber.
Let w, φ be two elements of the Weyl group. Let λ be a weight such that φ(λ) is regular
dominant. Then, we have the following:
Proposition 4.1. H 0(w,λ) = 0 if and only if R+(w)∩R+(φ) is empty. Further, if H 0(w,λ) = 0,
then the dimension of the subspace of U -invariant vectors in H 0(w,λ) is one and it is spanned
by a weight vector of weight w(λ).
Proof. The proof given in Theorem 3.3(i) of [1] for the ‘if’ part holds also in the Kac–Moody
setting. So, we need to prove only the converse. We prove this by induction on l(φ).
If l(φ) = 0, there is nothing to prove. Let φ ∈ W be an element whose length is positive.
Then, there is a simple root α such that φ(α) is a negative root. If w(α) is a negative root,
then, H 0(w,λ) = H−1(w, sα · λ) = 0. Otherwise, consider the following exact sequence of B-
modules: (0) → λ → Vsα(λ),α → Q → (0).
From this, applying H 0, we get (0) → H 0(w,λ) = (0) → H 0(wsα, sα(λ)). (Here we note
that 〈sα(λ),α〉 > 0 since φ(α) is a negative root.)
Now, since l(φsα) = l(φ) − 1, and from the above observation since H 0(w,λ) = 0, by in-
duction, we get R+(wsα) ∩ R+(φsα) is empty. Therefore, R+(w) ∩ R+(φ) is empty. (For if
β ∈ R+(w) ∩ R+(φ), then, β = α, which forces that sα(β) ∈ R+(wsα) ∩ R+(φsα), a contradic-
tion to the above observation.)
The weight computation can also be seen along the same lines of the above argument. 
Let w,φ ∈ W be two elements of the Weyl group. Let λ be a weight such that λ + ρ is non-
singular and φ · λ is dominant. Then, we have
Proposition 4.2. Hl(w)(w,λ) = 0 if and only if R+(w) ⊂ R+(φ). When Hl(w)(w,λ) = 0, it is
a cyclic B-module generated by a weight vector of weight w · λ.
Proof. The proof of the ‘if’ part for the finite-dimensional case given in Theorem 3.3(ii) of [1]
holds also in the Kac–Moody setting. So, we need only to prove that if Hl(w)(w,λ) = 0, then,
R+(w) ⊂ R+(φ).
We prove this in two steps.
Step (1). We first prove that if R+(w) ⊂ R+(φ), then, Hl(w)(w,λ) is a cyclic B-module gener-
ated by a weight vector of weight w · λ.
By Serre duality, we have an isomorphism Hl(w)(w,λ)∗ ∼ H 0(w,−λ − ρ − D) ⊗ LΨw of
B-modules for some character Ψw of B . Here, D denotes the sheaf associated to the boundary
divisor of X(w), and LΨw is the one-dimensional B-module given by the character Ψw of B .
On the other hand, we have an inclusion H 0(w,−λ − ρ − D) ⊗ Lχw ↪→ H 0(w,−λ − ρ) of
B-modules for some character χw of B . Therefore, there is only one B-stable line in H 0(w,−λ−
ρ − D). Thus, Hl(w)(w,λ) is a cyclic B-module.
So, it is sufficient to prove that w · λ is the highest weight of Hl(w)(w,λ). We prove this by
induction on l(w). If l(w) = 0, there is nothing to prove. So, let w be such that l(w) is positive.
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is dominant. Since l(w) is positive, there is a simple root α such that w(α) < 0. Therefore,
φ(α) < 0. Hence, we have 〈λ,α〉−2. Therefore, 〈sα · λ,α〉 0.
Now, using the short exact sequence of B-modules 0 → K → Vsα ·λ,α → sα · λ → (0),
we get the following exact sequence of B-modules: Hl(w)(w,λ) = Hl(wsα)(wsα,Vsα ·λ,α) =
Hl(wsα)(w, sα · λ) → Hl(wsα)(wsα, sα · λ) → Hl(wsα)+1(wsα,K) = (0). Observing that
R+(wsα) ⊂ R+(φsα), and l(wsα) = l(w)− 1, by induction, it follows that the highest weight of
the cyclic B-module Hl(wsα)(wsα, sα · λ) is wsα · sα · λ = w · λ.
Since the map above Hl(w)(w,λ) → Hl(wsα)(wsα, sα · λ) is surjective, the highest weight of
Hl(w)(w,λ) is also w · λ.
Step (2). We now prove the proposition by induction on l(w). If l(w) = 0, there is noth-
ing to prove. Assume that the l(w) is positive. So, choose a simple root γ such that l(w) =
1 + l(sγ w). Then, by the exact sequence, (0) → H 1(sγ ,H l(sγ w)(sγ w,λ)) → Hl(w)(w,λ) →
H 0(sγ ,H l(w)(sγ w,λ)) = H 0(sγ , (0)) = (0), we must have Hl(sγ w)(sγ w,λ) = (0). Therefore,
by induction R+(sγ w) ⊂ R+(φ). Hence, by the above observation the highest weight of the
cyclic B-module Hl(sγ w)(sγ w,λ) is sγ w · λ.
Since H 1(sγ ,H l(sγ w)(sγ w,λ)) = Hl(w)(w,λ) = (0), the map Hl(sγ w)(sγ w,λ) ⊗ Lγ →
Hl(w)(w,λ) (induced by the evaluation map H 0(sγ ,H l(sγ w)(sγ w,λ)∗ ⊗L−γ ) → Hl(sγ w)(sγ w,
λ)∗ ⊗ L−γ and using Serre duality on P1) is non-zero. Therefore, if V denotes the Bγ -
indecomposable component of Hl(sγ w)(sγ w,λ) containing the weight space of weight sγ w · λ,
then, H 1(sγ ,V ) is non-zero (since B-span of V is Hl(sγ w)(sγ w,λ)). Hence, either 〈sγ w ·λ,γ 〉
−1 or w · λ = sγ · sγ w · λ is a weight of V . But, the second possibility is violated from
Corollary 3.2, since w  sγ w.Hence, we must have 〈sγ w · λ,γ 〉  −1. Now, since φ · λ =
φ(sγ w)
−1 · sγ w · λ is a dominant weight, and R+(sγ w) ⊂ R+(φ), from the above observation,
it follows that φ(sγ w)−1(γ ) is a negative root and hence R+(w) ⊂ R+(φ). 
Let φ ∈ W be arbitrary. Let λ be a weight such that λ+ρ is non-singular and φ ·λ is dominant.
Then, we have
Corollary 4.3. The restriction map Hl(φ)(G/B, λ) → Hl(φ)(φ,λ) is surjective.
Proof. By induction on l(φ). If l(φ) = 0, there is nothing to prove. So, let l(φ) be a positive inte-
ger. Choose a simple root α such that φ(α) is negative. Hence 〈λ,α〉−2. Now, using the short
exact sequence of B-modules: (0) → K → Vsα ·λ,α → sα ·λ → (0), we get the following exact se-
quence of B-modules: Hl(φsα)(φsα,Vsα ·λ,α) → Hl(φsα)(φsα, sα ·λ) → H 1+l(φsα)(φsα,K) = (0).
But, we have Hl(φsα)(φsα,Vsα ·λ,α) = Hl(φsα)(φ, sα ·λ) = Hl(φ)(φ,λ). So, we have the following
commutative diagram of B-modules:
Hl(φ)(G/B, λ) H l(φ)(φ,λ)
H l(φsα)(G/B, sα · λ) H l(φsα)(φsα, sα · λ).
The isomorphism of the left vertical map follows from Theorem 8.3.11 in [9]. The right ver-
tical map is surjective by the above observation. The second horizontal map is surjective by
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first horizontal map is non-zero. Now, the surjectivity of the first horizontal map follows from
Proposition 4.2. 
Let φ ∈ W be arbitrary. Let M := max{〈β,γ 〉: β ∈ φ(S), γ ∈ S}. Let λ be a weight such that
〈φ · λ,γ 〉 > l(φ)M for all γ ∈ S. We first prove
Proposition 4.4. Let w ∈ W be arbitrary. Then, for any integer i > l(φ), we have Hi(w,λ) = 0.
Proof. Proof is by induction on l(φ). If l(φ) = 0, then, λ is dominant, and so all higher co-
homologies vanish [cf. [9, Proposition 8.2.2]] and [cf. [10, Lemma 137, Chapter 18]]. So, let
φ ∈ W be such that l(φ) is positive. Since l(φ) is positive, there is a simple root α such that
φ(α) is a negative root. Then, 〈λ,α〉 < 0. If for such an α, w(α) is a negative root, then,
Hi(w,λ) = Hi−1(w, sα ·λ) = (0) for i > l(φ). This statement follows from induction hypothesis
and the fact that when i > l(φ), then i − 1 > l(φsα) = l(φ) − 1. Otherwise, consider the follow-
ing exact sequence of B-modules: (0) → λ → Vsα(λ),α → Q → (0). This induces the following
exact sequence of B-modules: Hi−1(w,Q) → Hi(w,λ) → Hi(wsα, sα(λ)).
Since l(φsα) = l(φ) − 1 and 〈φsα · sα(λ), γ 〉 > l(φ)(M + 〈φ(α), γ 〉) (l(φ) − 1)M , by in-
duction, we have Hi(w, sα(λ)) = Hi(wsα, sα(λ)) = 0 for any i > l(φ) − 1. Therefore, from
the above exact sequence of B-modules above, it is sufficient to prove that Hi−1(w,Q) = (0)
for any i > l(φ). To prove this, we consider the following exact sequence of B-modules:
(0) → Vsα ·λ,α → Q → sα(λ) → (0). This gives the following exact sequence of B-modules:
Hi−1(wsα, sα · λ) −→ Hi−1(w,Q) −→ Hi−1
(
w, sα(λ)
)
.
Here, by induction, Hi−1(wsα, sα · λ) = 0 = Hi−1(w, sα(λ)). Therefore, Hi−1(w,Q) = 0. 
5. On the index of the least and the topmost non-vanishing cohomology modules
We first setup some notation to describe the results in this section. We then prove some com-
binatorial lemmas which are needed to prove the following theorem. Let (w,φ) ∈ W × W be
arbitrary. Let M = max{〈β,γ 〉: β ∈ φ(S), γ ∈ S}. Let τ+(w,φ) (respectively τ−(w,φ)) be the
unique maximal element as in Lemma 5.3(1) (respectively Lemma 5.4(1)). Also, let D denote
the boundary divisor of X(w). With these notations, we have:
Theorem.
(1) If λ is a weight such that φ · λ is dominant, then, the restriction map Hl+(w,φ)(w,λ) →
Hl
+(w,φ)(τ+(w,φ),λ) is surjective and in particular Hl+(w,φ)(w,λ) is a non-zero B-
module with τ+(w,φ) · λ as a highest weight of this B-module.
(2) When G is finite-dimensional, and if 〈φ · λ,γ 〉 > l(w0φ)M , for all simple roots γ , then, we
have Hi(w,λ) = 0 for i > l+(w,φ).
(3) If λ is a weight such that 〈φ · λ,γ 〉 > l(φ)M for all simple roots γ , then, the cohomologies
Hi(w,λ) vanish for all i < l(w) − l−(w,φ).
(4) If λ is a weight such that 〈φ(λ), γ 〉  −1 for all simple roots, then, Hl(w)−l−(w,φ)(w,λ −
D) = 0.
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We define relative lengths of w and φ.
Notation. For any w, φ ∈ W , we denote by W+(w,φ), the set {τ  w: R+(τ ) ⊂ R+(φ)}. We
also denote by W−(w,φ) the set {τ  w: R+(τ ) ∩ R+(φ) is empty}. Now, for a given pair
(w,φ) ∈ W × W , we define two relative lengths as follows:
(1) l+(w,φ) := max{l(τ ): τ ∈ W+(w,φ)}.
(2) l−(w,φ) := max{l(τ ): τ ∈ W−(w,φ)}.
We have
Lemma 5.1. Let α be a simple root. Let τ,φ ∈ W be such that both roots τ(α) and φ(α) are
positive. Then, if R+(τ ) ⊂ R+(φsα), then, R+(τ ) ⊂ R+(φ).
Proof. Let β ∈ R+(τ ) be arbitrary. Since τ(α) > 0, β = α and so sα(β) > 0.
Case (1). If τ(sα(β)) is a negative root, then, φ(β) = φsα(sα(β)) is a negative root since
R+(τ ) ⊂ R+(φsα). Hence, β ∈ R+(φ).
Case (2). If τ(sα(β)) is a positive root, then sα(β) = β + mα, with m is a positive integer.
(Otherwise, −m  0, and so τ(sα(β)) = τ(β) − mτ(−α) < 0, since τ(β) < 0, τ(α) > 0 and
−m 0.) Now, φ(β) = φsα(sα(β)) = φsα(β) + mφsα(α) < 0, since φsα(β) < 0, φ(α) > 0 and
m > 0. Hence, in this case also, β ∈ R+(φ). Thus, we have R+(τ ) ⊂ R+(φ). 
We also have:
Lemma 5.2. Let α be a simple root. Let τ,φ ∈ W be such that τ(α) > 0 and φ(α) < 0. Then, if
R+(τ ) ∩ R+(φsα) is empty, then, R+(τ ) ∩ R+(φ) is empty.
Proof. Proof is similar to that of Lemma 5.1. 
The relative length l+(w,φ) satisfies the following properties:
Lemma 5.3.
(1) The set W+(w,φ) has a unique maximal element with respect to the Bruhat order. More
precisely, there is a unique τ+(w,φ) ∈ W+(w,φ) such that l(τ+(w,φ)) = l+(w,φ) and
further, for any τ ∈ W+(w,φ), we must have τ  τ+(w,φ).
(2) For any τ w, and for any φ ∈ W , we have l+(τ,φ) l+(w,φ).
(3) For any γ ∈ S such that w−1(γ ) > 0 and for any φ, τ+(sγ w,φ) ∈ {τ+(w,φ), sγ τ+(w,φ)}
and l+(w,φ) l+(sγ w,φ) 1 + l+(w,φ).
(4) For any simple root α, and for any pair (w,φ) ∈ W × W such that both the roots w(α) and
φ(α) are positive roots, the following holds:
(a) τ+(wsα,φ) = τ+(w,φ) and l+(wsα,φ) = l+(w,φ).
(b) τ+(wsα,φsα) = τ+(w,φ)sα and l+(wsα,φsα) = 1 + l+(w,φ).
(c) l+(w,φsα)  1 + l+(w,φ).
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Observation (1). If α is a simple root such that w(α) > 0 and φ(α) > 0, then, l+(w,φ) 
l+(wsα,φsα) − 1. For a proof: If τ ∈ W+(w,φ), then, τ(α) > 0. Hence τsα ∈ W+(wsα,φsα)
and l(τ ) = l(τ sα) − 1. Therefore, l(τ ) l+(wsα,φsα) − 1. Since τ was arbitrary in W+(w,φ),
we are done.
For a proof of (1): We prove this by induction on l(w). If l(w) = 1, then, w = sα for some sim-
ple root α. In this case, either τ+(w,φ) = 1 or τ+(w,φ) = sα depending on whether φ(α) > 0
or φ(α) < 0. So, assume that l(w)  2. Choose a simple root α such that w(α) < 0. Then, we
have two possibilities:
Case (1). If φ(α) > 0, then, for any τ ∈ W+(w,φ), τ(α) > 0 and hence τ  wsα , and
therefore τ ∈ W+(wsα,φ). The other inequality W+(wsα,φ) ⊂ W+(w,φ) is trivial. Thus,
we have W+(w,φ) = W+(wsα,φ). Since l(wsα) = l(w) − 1, by induction, there is unique
τ+(wsα,φ) ∈ W+(wsα,φ) such that l(τ+(wsα,φ)) = l+(w,φ), for any τ ∈ W+(wsα,φ), we
must have τ  τ+(wsα,φ). Since W+(w,φ) = W+(wsα,φ), the assertion (1) is immediate.
Case (2). If φ(α) < 0, let τ0 ∈ W+(w,φ) be such that l(τ0) = l+(w,φ). Then, τ0(α) < 0, since
otherwise, τ0sα ∈ W+(w,φ), by Lemma 5.1, and l(τ0sα) = l(τ0) + 1, which is a contradiction
to the hypothesis that l(τ0) = l+(w,φ).
Since τ0(α) < 0, τ0 ∈ W+(w,φ), and both w(α) and φ(α) are negative roots, it is easy to see
that τ0sα ∈ W+(wsα,φsα). Therefore, using Observation (1), we have l+(wsα,φsα) l(τ0sα) =
l(τ0) − 1 = l+(w,φ) − 1 l+(wsα,φsα). Hence, l+(wsα,φsα) = l(τ0sα) = l+(w,φ) − 1.
On the other hand, since l(wsα) = l(w) − 1, by induction, there is a unique element
τ+(wsα,φsα) ∈ W+(wsα,φsα) such that l(τ+(wsα,φsα)) = l+(wsα,φsα), and further it is the
unique maximal element with respect to the Bruhat order. Hence, by the uniqueness of the ele-
ment in W+(wsα,φsα) having length equal to l+(wsα,φsα) and from the above observation that
τ0sα ∈ W+(wsα,φsα), we must have τ0sα = τ+(wsα,φsα).
We now claim that τ0 is the unique maximal element in W+(w,φ) with respect to the Bruhat
order. Now, for any τ ∈ W+(w,φ), we have two possibilities:
Subcase (1). If τ(α) is a positive root, then, by Lemma 5.1, τ ∈ W+(wsα,φsα). Now, since τ0sα
is the unique maximal element of W+(wsα,φsα) with respect to the Bruhat order, we must have
τ  τ0sα  τ0. Thus, we are done in this case.
Subcase (2). If τ(α) is a negative root, then, it is easy to see that τsα ∈ W+(wsα,φsα), and hence
τsα  τ0sα . Now, since τ0sα  τ0, we must have τ  τ0. Thus, we are done.
Proof of (2). This follows from the definition of l+(w,φ).
Proof of (3). Let τ  sγ w and R+(τ ) ⊂ R+(φ). Now, if τ−1(γ ) < 0, then, sγ τ  w, and it
satisfies R+(sγ τ ) ⊂ R+(φ). Otherwise, τ w. The proof now follows from (2).
Proof of (4)(a). From the proof of (1), it is easy to see that W+(w,φ) = W+(wsα,φ) if
φ(α) > 0. The assertion (4)(a) is immediate from this observation.
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Also, it is easy to see that τ+(w,φ)(α) > 0, and τ+(w,φ)sα ∈ W+(wsα,φsα). Hence, we have
τ+(w,φ)sα = τ+(wsα,φsα).
Proof of (4)(c). This follows from (4)(b) and (2). 
We also have the following lemma:
Lemma 5.4.
(1) The set W−(w,φ) has a unique maximal element with respect to the Bruhat order. More
precisely, there is a unique τ−(w,φ) ∈ W−(w,φ) such that l(τ−(w,φ)) = l−(w,φ) and
further, for any τ ∈ W−(w,φ), we must have τ  τ−(w,φ).
(2) For any τ w, and for any φ ∈ W , we have l−(τ,φ) l−(w,φ).
(3) If γ ∈ S is such that w−1(γ ) > 0, then, for any φ ∈ W , we have τ−(sγ w,φ) ∈ {τ−(w,φ),
sγ τ
−(w,φ)} and l−(w,φ) l−(sγ w,φ) 1 + l−(w,φ).
(4) For any simple root α, and for any pair (w,φ) ∈ W ×W such that w(α) > 0 and φ(α) < 0,
then, the following holds:
(a) τ−(w,φ) = τ−(wsα,φ) and l−(wsα,φ) = l−(w,φ).
(b) τ−(wsα,φsα) = τ−(w,φ)sα and l−(wsα,φsα) = 1 + l−(w,φ).
(c) l−(w,φsα) 1 + l−(w,φ).
Proof. Proof of the lemma is similar to that of Lemma 5.3. 
Let (w,φ) ∈ W × W be arbitrary. We then have:
Lemma 5.5. τ+(w,φ)φ−1  τφ−1 for any τ w.
Proof.
Step (1). We first show that τ+(w,φ)φ−1 wφ−1.
Proof of Step (1). Proof is by induction on l(w).
If l(w) = 0, the assertion is trivial. So, let l(w) 1. Then, there exists a simple root α such
that w(α) < 0. Now, we have two possibilities:
Case (1). φ(α) < 0. Then, by Lemma 5.3(4)(b), we have τ+(w,φ)φ−1 = τ+(wsα,φsα)(φsα)−1.
Since l(wsα) = l(w) − 1, by induction, τ+(wsα,φsα)(φsα)−1  wsα(φsα)−1 = wφ−1. Thus,
from above observation, we have τ+(w,φ)φ−1 wφ−1.
Case (2). φ(α) > 0. Then, by Lemma 5.3(4)(a), we have τ+(w,φ)φ−1 = τ+(wsα,φ)φ−1.
Since l(wsα) = l(w) − 1, by induction, τ+(w,φ)φ−1 = τ+(wsα,φ)φ−1  wsαφ−1. But, on
the other hand, since φ(α) is a real positive root with φ(α) ∈ R+(wφ−1), we must have
wsαφ
−1 = wφ−1sφ(α) < wφ−1. Hence, we have τ+(w,φ)φ−1  wsαφ−1 < wφ−1. This com-
pletes the proof of Step (1). 
Step (2). We show that for any w ∈ W , τ ∈ W+(w,φ), τφ−1  τ+(w,φ)φ−1.
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If l(w) = 0, there is nothing to prove. So, let l(w) 1. Then, there is a simple root such that
w(α) < 0. Then, we have two possibilities:
Case (1). φ(α) < 0. Let τ ∈ W+(w,φ). Then, we have two possibilities.
Subcase (i). τ(α) > 0. Then, we must have τ ∈ W+(wsα,φsα). Since l(wsα) = l(w) − 1,
by induction and using Lemma 5.3(4)(b), we have τ(φsα)−1  τ+(wsα,φsα)(φsα)−1 =
τ+(w,φ)φ−1. But, on the other hand, since −φ(α) ∈ R+(τφ−1), we have τ(φsα)−1 =
τφ−1s−φ(α) < τφ−1. Thus, we have τφ−1 > τ(φsα)−1  τ+(w,φ)φ−1.
Subcase (ii). τ(α) < 0. Then, we must have τsα ∈ W+(wsα,φsα). Since l(wsα) = l(w) − 1, by
induction and using Lemma 5.3(4)(b), we have τφ−1 = τsα(φsα)−1  τ+(wsα,φsα)(φsα)−1 =
τ+(w,φ)φ−1.
Case (2). φ(α) > 0. By Lemma 5.3(4)(a), we have τ+(w,φ) = τ+(wsα,φ) and W+(w,φ) =
W+(wsα,φ). Now, let τ ∈ W+(w,φ) = W+(wsα,φ). Since l(wsα) = l(w) − 1, and since
τ ∈ W+(wsα,φ), by induction, we must have τφ−1  τ+(wsα,φ)φ−1 = τ+(w,φ)φ−1. This
completes the proof of Step (2). 
Step (3). We now prove the lemma. Let τ w. Then, τ+(τ,φ) ∈ W+(w,φ). Hence, by Step (2),
we must have τ+(w,φ)φ−1  τ+(τ,φ)φ−1. Also, by Step (1), we have τ+(τ,φ)φ−1  τφ−1.
Thus, we have τ+(w,φ)φ−1  τφ−1. 
We next state with out proof a similar lemma for τ−(w,φ)φ−1.
Lemma 5.6. For any τ w, τ−(w,φ)φ−1  τφ−1 with respect to the Bruhat order.
Corollary 5.7. Let (w,φ) ∈ W × W . Let λ be a weight such that φ · λ is dominant. Let i be a
non-negative integer. Then, any weight μ of Hi(w,λ) satisfies τ−(w,φ) · λ μ τ+(w,φ) · λ.
Proof. For any τ w from Lemma 5.5, we have τ+(w,φ)φ−1  τφ−1. Since φ ·λ is dominant,
for any τ w, τ ·λ = τφ−1 ·φ ·λ τ+(w,φ)φ−1 ·φ ·λ = τ+(w,φ) ·λ. Similarly, for any τ w,
using Lemma 5.6, we have τ ·λ τ−(w,φ) ·λ. Thus, we have τ−(w,φ) ·λ τ ·λ τ+(w,φ) ·λ
for any τ w.
Since any weight μ of Hi(w,λ) is in the convex hull of the set {τ · λ: τ  w}, the assertion
follows from the above observation. 
Let (w,φ) ∈ W × W be arbitrary. Let M = max{〈β,γ 〉: β ∈ φ(S), γ ∈ S}. Let τ+(w,φ)
(respectively τ−(w,φ)) be the unique maximal element as in Lemma 5.3(1) (respectively
Lemma 5.4(1)). Also, let D denote the boundary divisor of X(w). With these notations, we
have the following:
Theorem 5.8.
(1) If λ is a weight such that φ · λ is dominant, then, the restriction map Hl+(w,φ)(w,λ) →
Hl
+(w,φ)(τ+(w,φ),λ) is surjective and in particular Hl+(w,φ)(w,λ) is a non-zero B-
module with τ+(w,φ) · λ as a highest weight of this B-module.
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have Hi(w,λ) = 0 for i > l+(w,φ).
(3) If λ is a weight such that 〈φ · λ,γ 〉 > l(φ)M for all simple roots γ , then, the cohomologies
Hi(w,λ) vanish for all i < l(w) − l−(w,φ).
(4) If λ is a weight such that 〈φ(λ), γ 〉  −1 for all simple roots, then, Hl(w)−l−(w,φ)(w,λ −
D) = 0.
Proof. Proof of (1). We now fix φ but arbitrary. Let λ be a weight as in the hypothesis of the
theorem. By induction on l(φ) − l+(w,φ), we prove that the restriction map Hl+(w,φ)(w,λ) →
Hl
+(w,φ)(τ+(w,φ),λ) is onto. Then, from Proposition 4.2, and from the fact that l+(w,φ) =
l(τ+(w,φ)), Hl+(w,φ)(w,λ) is non-zero and τ+(w,φ) · λ is a weight of it. From Corollary 5.7,
τ+(w,φ) · λ is a highest weight of Hl+(w,φ)(w,λ).
If l(φ)− l+(w,φ) = 0, then φ w. In this case, the assertion follows from Corollary 4.3. So,
let w be such that l(φ)− l+(w,φ) is a positive integer. Consider τ+(w,φ). Since l(φ)− l+(w,φ)
is a positive integer, we must have l(τ+(w,φ)) = l+(w,φ)  l(φ) − 1. Therefore, there is a
simple root γ such that sγ τ+(w,φ) > τ+(w,φ) and R+(sγ τ+(w,φ)) ⊂ R+(φ). By maximality
of τ+(w,φ), sγ w > w. (Otherwise, sγ τ+(w,φ)w, contradicting the maximality of τ+(w,φ)
with this property.) Hence, from Lemma 5.3(3) and from the fact that l(sγ τ+(w,φ)) = 1 +
l(τ+(w,φ)), we must have l+(sγ w,φ) = l(sγ τ+(w,φ)) = 1 + l(τ+(w,φ)) = 1 + l+(w,φ),
and therefore sγ τ+(w,φ) = τ+(sγ w,φ).
Let
V1 := H 1
(
sγ ,H
l+(w,φ)(w,λ)
)
, V := H 1+l+(w,φ)(sγ w,λ),
V2 := H 0
(
sγ ,H
1+l+(w,φ)(w,λ)
)
, V ′1 := H 1
(
sγ ,H
l+(w,φ)(τ+(w,φ),λ
))
,
V ′ := Hl+(sγ w,φ)(τ+(sγ w,φ),λ
)
, and V ′2 := H 0
(
sγ ,H
l+(sγ w,φ)(τ+(w,φ),λ
))
,
we have the following commutative diagram of B-modules:
(0) V1 V V2 (0)
(0) V ′1 V ′ V ′2 (0).
From the observation made above , we have sγ τ+(w,φ) = τ+(sγ w,φ) and l(φ)− l+(sγ w,φ) <
l(φ) − l+(w,φ), by induction, the middle vertical arrow V → V ′ is surjective. Since
l+(sγ w,φ) = l(τ+(sγ w,φ)), from Proposition 4.2, V ′ = Hl+(sγ w,φ)(τ+(sγ w,φ),λ) is a cyclic
B-module with highest weight τ+(sγ w,φ) · λ.
We now claim that a highest weight vector v+ of weight τ+(sγ w,φ) · λ lies in the image
of the first vertical map V1 → V ′1 ↪→ V ′. Since the restriction map V → V ′ is surjective, there
is a weight vector v of weight τ+(sγ w,φ) · λ in V . Now, such a weight vector v must lie in
the kernel of the horizontal map V → V2 in the first row. (For a proof of this fact: If the image
of v is non-zero, then, by [cf. [1, Corollary 9.1]], there is an indecomposable Bγ -component
Vv in H 1+l
+(w,φ)(w,λ) such that v is in H 0(sγ ,Vv). Since the weight of v is τ+(sγ w,φ) · λ,
the highest weight of the cyclic Bγ -module Vv is of the form τ+(sγ w,φ) · λ + mγ for some
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φ(τ+(sγ w,φ))−1(γ ) is a positive root, by Corollary 3.3, τ+(sγ w,φ)  w, a contradiction to
the observation above that τ+(sγ w,φ) = sγ τ+(w,φ)  w.) Since the image of a highest weight
vector v in V2 is zero, v must lie in the image of V1 → V ′1 ↪→ V ′.
We now claim that a highest weight vector v1 of weight τ+(w,φ) ·λ in Hl+(w,φ)(τ+(w,φ),λ)
lies in the image of the restriction map Hl+(w,φ)(w,λ) → Hl+(w,φ)(τ+(w,φ),λ), which in par-
ticular implies that the restriction is surjective.
V ′1 = H 1(sγ ,H l
+(w,φ)(τ+(w,φ),λ)) is non-zero, the natural map Hl+(w,φ)(τ+(w,φ),λ) ⊗
Lγ → H 1(sγ ,H l+(w,φ)(τ+(w,φ),λ)) = V ′1 is non-zero. Since Hl
+(w,φ)(τ+(w,φ),λ) is a cyclic
B-module with highest weight τ+(w,φ) · λ, there is an Bγ -indecomposable component U1 of
Hl
+(w,φ)(τ+(w,φ),λ) containing a weight vector of weight τ+(w,φ) · λ such that H 1(sγ ,U1)
is non-zero. Hence, any weight in H 1(sγ ,U1) is in the convex hull of τ+(w,φ) · λ − rγ and
sγ · (τ+(w,φ) · λ− rγ ), where τ+(w,φ) · λ − rγ is the lowest weight of the cyclic Bγ -module
U1, with r a non-negative integer. But, since V ′1 being a highest weight B-module with highest
weight sγ · τ+(w,φ) ·λ, r must be zero, and so U1 is just the one-dimensional vector space C ·v1
spanned by v1. H 1(sγ ,C · v1) is a direct summand of V ′1 as a Bγ -module and it contains v+.
Now, consider the commutative diagram of Bγ -modules:
Hl
+(w,φ)(w,λ) ⊗ Lγ Hl+(w,φ)(τ+(w,φ),λ) ⊗ Lγ
V1 V
′
1.
Since a highest weight vector v+ of weight sγ · τ+(w,φ) · λ lies in the image of the left ver-
tical map followed by the second horizontal map, and it also lies in the Bγ -direct summand
H 1(sγ ,C · v1), v1 ⊗ 1 must lie in the image of the first horizontal map. Thus, the restriction map
Hl
+(w,φ)(w,λ) → Hl+(w,φ)(τ+(w,φ),λ) is surjective.
Proof of (2). Here G is finite-dimensional and w0 denote the longest element of the Weyl group.
Proof of (2) is by induction on the length of w0φ. If l(w0φ) = 0, then, τ+(w,φ) = w and so
l+(w,φ) = l(w), and in this case the assertion follows from the fact that any cohomolgy vanishes
beyond dimension. So, let us assume that l(w0φ) is positive. Since l(w0φ) is positive, there is a
simple root α such that φ(α) is a positive root. We have two possibilities:
Case (1). Now, for such an α, if w(α) is a negative root, then, we have Hi(w,λ) = Hi+1(w,
sα · λ), since φ(α) is positive. Also, for any γ ∈ S, the weight sα · λ satisfies
〈φsα · sα · λ,γ 〉 = 〈φ · λ,γ 〉 > l(w0φ)M =
(
1 + l(w0φsα)
)
M > l(w0φsα)M.
Hence, by induction on φ, Hi+1(w, sα · λ) = 0 for i + 1 > l+(w,φsα). But, from Lem-
ma 5.3(4)(a) and (4)(b), we have 1 + l+(w,φ) = l+(w,φsα). Now, since i > l+(w,φ), i + 1 >
l+(w,φsα) and so by induction on l(w0φ), we must have Hi(w,λ) = 0 for all i > l+(w,φ).
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get a long exact sequence
Hi(wsα,λ) −→ Hi(w,λ) −→ Hi+1(w,K) −→ Hi+1(wsα,λ).
Now, by Lemma 5.3(4)(a), we have l+(w,φ) = l+(wsα,φ) since φ(α) > 0. Therefore, by induc-
tion on l(w0w), and from the fact that l(w0wsα) = l(w0w)− 1 = r , we must have Hi(wsα,λ) =
Hi+1(wsα, sα ·λ) = 0 for i > l+(w,φ) = l+(wsα,φ), and Hi+1(wsα,λ) = Hi+2(wsα, sα ·λ) =
0 for i > l+(w,φ) = l+(wsα,φ). Hence, from the above exact sequence, we have an isomor-
phism:
Hi(w,λ)  Hi+1(w,K) for i > l+(w,φ).
Therefore, to prove the assertion, it is sufficient to prove that Hi+1(w,K) = 0 for i > l+(w,φ).
To prove this statement, we use the other Demazure exact sequence and get the exact sequence:
Hi+1(w, sαλ) −→ Hi+1(w,K) −→ Hi+1(wsα,λ − α) = Hi+2
(
wsα, sα(λ)
)
.
Now, by the hypothesis of λ, for any γ ∈ S, sα(λ) must satisfy
〈
φsα · sα(λ), γ
〉= 〈φ · λ − φ(α), γ 〉> l(w0φ)M −
〈
φ(α), γ
〉

(
l(w0φ) − 1
)
M = l(w0φsα)M.
Also, by Lemma 5.3(4)(a), we have l+(w,φsα)  l+(wsα,φsα) = 1 + l+(w,φ). Since
l(w0φsα) = l(w0φ) − 1, by induction, we must have Hi+1(w, sα(λ)) = (0) and Hi+2(wsα,
sα(λ)) = 0 for all i > l+(w,φ). Thus, Hi+1(w,K) is zero.
Proof of (3). The genericity assumption on λ in the proof of (3) is 〈φ · λ,γ 〉 > l(φ)M . We
now prove (3) by induction on the length of φ. If l(φ) = 0, then φ = 1, and Hi(w,λ) is zero for
i < l(w)− l−(w,1) = 0. So, let φ be such that l(φ) > 0 and let λ be such that 〈φ ·λ,γ 〉 > l(φ)M .
Since l(φ) > 0, there is a simple root α such that φ(α) is a negative root.
We now prove the assertion by considering two cases.
Case (1). If w(α) is a negative root, then, Hi(w,λ) = Hi−1(w, sα · λ) for all i. We now ob-
serve that Hi−1(w, sα · λ) = 0 for i < l(w)− l−(w,φ), which therefore proves the assertion. To
do this, if i < l(w) − l−(w,φ), then i − 1 < l(w) − l−(w,φsα) = l(w) − (1 + l−(w,φ)), by
Lemma 5.4(4). Since sα · λ satisfies 〈φsα · sα · λ,γ 〉 = 〈φ · λ,γ 〉 > l(φ)M = (l(φsα) + 1)M >
l(φsα)M , by induction on the l(φ), we have Hj(w, sα · λ) = 0 for j < l(w) − l−(w,φ).
Case (2). If w(α) is a positive root, then, consider the following exact sequence of B-modules:
0 −→ λ −→ Vsα(λ),α −→ Q −→ 0.
Using this short exact sequence, we get a long exact sequence Hi−1(w,Q) → Hi(w,λ) →
Hi(wsα, sα(λ)). Here, by Lemma 5.4(4), we have l(w) − l−(w,φ) = l(wsα) − l−(wsα,φsα),
and hence, for any i < l(w) − l−(w,φ), by induction, we must have Hi(wsα, sα(λ)) = 0 since
sα(λ) satisfies 〈φsα · sα(λ), γ 〉 > l(φsα)M . So, to prove the assertion, from the above long exact
sequence, it is sufficient to prove that Hi−1(w,Q) is zero if i < l(w)− l−(w,φ). To do this, we
consider the short exact sequence: 0 → Vsα(λ)−α,α → Q → sα(λ) → 0.
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Hi−1(wsα, sα · λ) −→ Hi−1(w,Q) −→ Hi−1
(
w, sα(λ)
)
.
Since both the weights sα · λ and sα(λ) satisfy 〈φsα · sα · λ,γ 〉 > l(φsα)M and 〈φsα · sα(λ),
γ 〉 > l(φsα)M for all simple roots γ , and l−(w,φsα)  l−(wsα,φsα) = 1 + l−(w,φ) (from
Lemma 5.4(4)), for any i < l(w) − l−(w,φ), we must have i − 1 < l(w) − l−(wsα,φsα) 
l(w)− l−(w,φsα).
Hence, by induction, for any i < l(w)− l−(w,φ), we have
Hi−1(wsα, sα · λ) = Hi−1
(
w, sα(λ)
)= 0.
Therefore, the vanishing of Hi−1(w,Q) follows from the above exact sequence.
Proof of (4).
Step (1). We first show that if μ is a weight such that φ · μ is negative dominant, then, the
restriction map Hl−(w,φ)(w,λ) → Hl−(w,φ)(τ−(w,φ),μ) is surjective by induction on l(φ). If
l(φ) = 0, then τ−(w,φ) = w itself and so there is nothing to prove. So, let l(φ) be positive.
Choose a simple root α such that φ(α) is a negative root. For such a simple root α, we have two
possibilities:
Case (1). w(α) is a negative root.
Observation (1). Since l(φsα) = l(φ)− 1, by induction, the restriction Hl−(w,φsα)(w, sα ·μ) →
Hl
−(w,φsα)(τ−(w,φsα), sα · μ) is surjective.
On the other hand, by Lemma 5.4(4), we have l−(w,φ)+ 1 = l−(w,φsα) and τ−(w,φ)sα =
τ−(w,φsα), and τ−(w,φsα)(α) is a negative root. Hence, we have Hl
−(w,φ)(w,μ) =
Hl
−(w,φsα)(w, sα · μ), and Hl−(w,φ)(τ−(w,φsα),μ) = Hl−(w,φsα)(w, sα · μ), since both w(α)
and τ−(w,φsα)(α) are both negative roots, and 〈μ,α〉 is positive. Thus, the restriction map
Hl
−(w,φ)(w,μ) → Hl−(w,φ)(τ−(w,φsα),μ) is surjective by Observation (1). Hence, the as-
sertion follows from the surjection Hl−(w,φ)(τ−(w,φsα),μ) → Hl−(w,φ)(τ−(w,φ),μ) →
Hl
−(w,φ)+1(τ−(w,φ),K) = (0), where K is the kernel of the map Vμ,α → μ.
Case (2). w(α) is a positive root.
Observation (2). In this case, wsα(α) is a negative root and by Lemma 5.4(4), we have
τ−(w,φ) = τ−(wsα,φ) = τ−(wsα,φsα)sα . Using the following short exact sequence of
B-modules: (0) → K → Vμ,α → μ → (0), we get the following commutative diagram of
B-modules:
Hl
−(w,φ)(wsα,μ) H l
−(w,φ)(w,μ) H l
−(w,φ)+1(w,K)
H l
−(w,φ)(τ−(w,φ)sα,μ) H l
−(w,φ)(τ−(w,φ),μ) H l−(w,φ)+1(τ−(w,φ),K) = (0).
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we have Hl−(w,φ)(wsα,μ) = Hl−(wsα,φsα)(wsα, sα · μ) and Hl−(w,φ)(τ−(wsα,φsα),μ) =
Hl
−(wsα,φsα)(τ−(wsα,φsα), sα · μ). Since l(φsα) = l(φ) − 1, the left vertical map is surjective,
by induction. The horizontal map Hl−(w,φ)(τ−(w,φ)sα,μ) → Hl−(w,φ)(τ−(w,φ),μ) since co-
homology vanishes beyond dimension.
Step (2). Let λ satisfies the hypothesis of (4). By taking μ := −(λ + ρ), we have φ · μ =
−φ(λ)− ρ and 〈φ ·μ,γ 〉 0 for all simple roots γ . Hence, by Step (1), Hl−(w,φ)(w,μ) is non-
zero. Now, by Serre duality, Hl(w)−l−(w,φ)(w,λ − D) = Hl−(w,φ)(w,−λ + D − (ρ + D))∗ =
Hl
−(w,φ)(w,μ)∗, and the latter is non-zero. 
Corollary 5.9. Let w ∈ W be such that sα  w for all simple roots α. If λ is a weight such
that w · λ is dominant and with the property that 〈w(λ), γ 〉  −1 for all simple roots γ , then,
either G is finite-dimensional and X(w) = G/B or there are two integers i < j such that set
Hi(w,λ − D) = 0 and Hj(w,λ) = 0.
Proof. Proof of this corollary follows from Theorem 5.8(1) and (4). 
Remark 5.10. Even though our proof of Theorem 5.8(2) holds only in the finite-dimensional
case, we believe that the statement holds even in the infinite-dimensional case.
Remark 5.11. Although Theorem 5.8(4) is stated with a twist by the boundary divisor, we believe
that the Hl(w)−l−(w,φ)(w,λ) itself is non-zero for any generic λ in the φ-chamber.
Remark 5.12. We believe that for a generic weight λ in the φ-chamber the B-module
Hl
+(w,φ)(w,λ) is a cyclic B-module generated by a weight vector of weight τ+(w,φ) · λ.
6. A surjectivity theorem
In this section, we prove that if G is finite-dimensional and λ is a generic weight in the φ-
chamber and φ w, then, the restriction Hl(φ)(G/B,λ) → Hl(φ)(w,λ) is surjective.
Let φ ∈ W . Let M := max{〈β,γ 〉: β ∈ φ(S), γ ∈ S}. Let λ be a weight such that 〈φ · λ,γ 〉 >
l(φ)M for all γ ∈ S. Let w ∈ W be such that φ w. Then, we have:
Theorem 6.1. The restriction map Hl(φ)(G/B,λ) → Hl(φ)(w,λ) is surjective.
Proof. Proof is by induction on l(φ). If l(φ) = 0, then, λ is dominant. In this case the statement
follows from well-known theorem. For example, see [5, p. 408]. So, let φ be such that l(φ) is
positive. Let w ∈ W and let φ w. Let λ be as in the hypothesis above with respect to φ. Choose
an α ∈ S such that φ(α) < 0. For this choice of α, we have two possibilities:
Case (1). w(α) < 0. We have Hl(φ)(w,λ) = Hl(φ)−1(w, sα · λ). Since 〈φsα · sα · λ,γ 〉 =
〈φ · λ,γ 〉 and this number is bigger than l(φ)M = (1 + l(φsα))M , by induction, the restric-
tion map Hl(φsα)(G/B, sα · λ) → Hl(φsα)(w, sα · λ) is surjective, and this map is the same as
Hl(φ)(G/B,λ) → Hl(φ)(w,λ), and we are done.
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Vsα(λ),α → Q → (0), we have exact sequence of B-modules: Hl(φsα)(w,Q) → Hl(φ)(w,λ) →
Hl(φ)(wsα, sα(λ)). From the hypothesis of λ, we have 〈φsα · sα(λ), γ 〉 > l(φsα)M for all simple
roots γ . Therefore, by Proposition 4.4, Hl(φ)(wsα, sα(λ)) = (0), since l(φ) > l(φsα). Thus, we
have
Observation (1). The natural map Hl(φsα)(w,Q) → Hl(φ)(w,λ) is surjective.
Now, by using the Pα/B-fibration G/B → G/Pα , we have Hl(φ)(G/B,Vsα(λ),α) =
Hl(φ)(G/B, sα(λ)). Thus, we have Hl(φ)(G/B,Vsα(λ),α) = Hl(φ)(G/B, sα(λ)) = (0). Hence,
using the exact sequence of B-modules Hl(φsα)(G/B,Q) → Hl(φ)(G/B,λ) → Hl(φ)(G/B,
Vsα(λ),α) = Hl(φ)(G/B, sα(λ)) = (0) since l(φ) > l(φsα). Thus, we have
Observation (2). The natural map Hl(φsα)(G/B,Q) → Hl(φ)(G/B,λ) is surjective.
Now, using the short exact sequence of B-modules, (0) → Vsα ·λ,α → Q → sα(λ) → (0), we
have the two following exact sequences of B-modules:
Hl(φsα)(wsα, sα · λ) −→ Hl(φsα)(w,Q) −→ Hl(φsα)
(
w, sα(λ)
)−→ Hl(φ)(wsα, sα · λ) = (0),
and
Hl(φsα)(G/B, sα · λ) = Hl(φsα)(G/B,Vsα ·λ,α) −→ Hl(φsα)(G/B,Q) −→ Hl(φsα)
(
G/B, sα(λ)
)
= Hl(φsα)(G/B,Vsα(λ),α) −→ H 1+l(φsα)(G/B, sα · λ) = (0).
The isomorphisms Hi(G/B, sα · λ) = Hi(G/B,Vsα ·λ,α), for i = l(φsα), l(φ) and
Hl(φsα)(G/B, sα(λ)) = Hl(φsα)(G/B,Vsα(λ),α) follow from a similar argument using the Pα/B-
fibration G/B → G/Pα . The isomorphisms H 1+l(φsα)(G/B, sα · λ) = (0) follows from Bott’s
theorem.
Let V1 be the image of Hl(φsα)(wsα, sα · λ) → Hl(φsα)(w,Q), V = Hl(φsα)(w,Q), and let
V2 = Hl(φsα)(w, sα(λ)). Also, let V ′1 be the image of Hl(φsα)(G/B, sα · λ) = Hl(φsα)(G/B,
Vsα ·λ,α) → Hl(φsα)(G/B,Q), and let V ′ = Hl(φsα)(G/B,Q), and let V ′2 = Hl(φsα)(G/B, sα(λ)).
We therefore have the following commutative diagram of two short exact sequences of
B-modules:
(0) V ′1 V ′ V ′2 (0)
(0) V1 V V2 (0).
Step (1). We now claim that the first vertical map V ′1 → V1 and the third vertical map V ′2 →
V2 are surjective. Now, 〈φsα · sα(λ), γ 〉 = 〈φ · λ − φ(α), γ 〉 > (l(φ) − 1)M = l(φsα)M , and
〈φsα · sα · λ,γ 〉 = 〈φ · λ,γ 〉 > l(φ)M for all simple roots γ . Therefore, by induction, the maps
Hl(φsα)(G/B, sα · λ) → Hl(φsα)(wsα, sα · λ) and Hl(φsα)(G/B, sα(λ)) → Hl(φsα)(wsα, sα(λ))
are surjective. Hence, the proof of Step (1) follows from the definitions of V1, V ′1, V2 and V ′2.
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Step (1) and snake lemma.
Step (3). We now complete the proof of the theorem. Consider the commutative diagram of
B-modules:
Hl(φsα)(G/B,Q) H l(φ)(G/B,λ) (0)
H l(φsα)(w,Q) H l(φ)(w,λ) (0).
Here Q is the B-module defined above. The surjectivity of the second horizontal map follows
from Observation (1). The surjectivity of the left vertical map follows from Step (2). So, the
second vertical map is also surjective, completing the proof. 
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