Objective. The objective of this paper is to evaluate the benefits provided by a saliency-based cueing algorithm to normally sighted volunteers performing mobility and search tasks using simulated prosthetic vision. Approach. Human subjects performed mobility and search tasks using simulated prosthetic vision. A saliency algorithm based on primate vision was used to detect regions of interest (ROI) in an image. Subjects were cued to look toward the directions of these ROI using visual cues superimposed on the simulated prosthetic vision. Mobility tasks required the subjects to navigate through a corridor, avoid obstacles and locate a target at the end of the course. Two search task experiments involved finding objects on a tabletop under different conditions. Subjects were required to perform tasks with and without any help from cues. Results. Head movements, time to task completion and number of errors were all significantly reduced in search tasks when subjects used the cueing algorithm. For the mobility task, head movements and number of contacts with objects were significantly reduced when subjects used cues, whereas time was significantly reduced when no cues were used. The most significant benefit from cues appears to be in search tasks and when navigating unfamiliar environments. Significance. The results from the study show that visually impaired people and retinal prosthesis implantees may benefit from computer vision algorithms that detect important objects in their environment, particularly when they are in a new environment.
Introduction
The visually impaired rely on several wayfinding strategies to achieve mobility. Aids such as canes and guide dogs help them avoid obstacles in their path [1] [2] [3] . Even with this assistance, planning a route and searching for particular objects of interest remain difficult. Retinal prosthetic implants for blind patients with Retinitis Pigmentosa show promise, but current investigational devices provide vision only in the central 15
• -20
• of the visual field [4] [5] [6] . Patients will still have peripheral vision loss and subsequent reduced mobility [7, 8] . Prosthetic vision will be crude for the near future, with state of the art devices providing limited visual acuity that still leaves patients legally blind [9] . Even 1000 electrodes may only provide 20/200 vision [10] . Training and learning will be required to maximize the benefit from artificial vision systems, which have the potential to provide improved quality of life.
Several simulated prosthetic vision studies have evaluated how parameters such as electrode number and array size affect basic reading and mobility skills. Studies simulating a cortical prosthesis showed that approximately 325-625 electrodes might suffice to provide basic wayfinding, reading and eye-hand coordination skills to implant recipients [11] [12] [13] [14] . Gaussian filter kernels convey more information than regional averaging when pixels are arranged in a hexagonal arrangement [15] [16] [17] . The best performance of subjects performing tasks such as mobility, reading, eye-hand coordination and object identification was achieved with a 16 × 16 grid although a 4 × 4 grid sufficed for basic tasks [18] [19] [20] . Another study showed that reliable facial recognition may be achieved even with crude vision of 10 × 10 pixels [21] . However, distinguishing between objects of similar shape will remain difficult and mobility will be limited due to lack of peripheral vision.
Since many retinal prosthetic systems will include an external camera and microprocessors for image processing capability, the opportunity exists to employ sophisticated image processing algorithms with only slight modifications in the existing hardware. To this end, we developed an algorithm to detect salient regions in the visual field of the subjects using incoming camera information [22] . This algorithm can be used to detect regions of interest (ROI) and cue the user toward these ROI. In this paper, we report on experiments that test the benefits provided by the saliency-based cueing algorithm to normally sighted volunteers performing mobility and search tasks using simulated prosthetic vision, referred to as pixelized vision in the rest of the paper.
Methods
Three experiments were conducted: walking an obstacle course, finding objects on an otherwise empty table and searching for a particular target in a cluttered environment. Subjects wore a head mounted display (HMD) system from Arrington Research Inc. (Scottsdale, AZ, USA) that displayed pixelized vision [23, 24] . The HMD covered a 40
• diagonal field of view. A scene camera mounted on the HMD captured real-world scene information. Custom software was used to convert the central 10
• -15
• of the incoming camera information into pixelized vision. The number of pixels was set to 6 rows × 10 columns to simulate a current version of retinal prosthesis implants [25] . An electrode dropout of 30% was simulated to account for non-functioning electrodes in actual prosthesis implants. The dropout percentage of 30% was chosen based on a study by Dagnelie et al [19] that showed that with electrode dropout rates of 30% or more, the performance of normally sighted volunteers using pixelized vision deteriorates. The IS 1200 VisTracker (Intersense Inc., Billerica, MA, USA) that records angular movements was attached onto the HMD module to record the head movements of the subjects while they performed the different tasks. The central part of the camera field of view was pixelized. The size of the pixelized area was rectangular and diagonally 14
• for experiments 1 and 3 and square and diagonally 10
• for experiment 2. The pixels in the pixelized vision grid had a duty cycle of 0.8 ( figure 1(b) ). The gap between the pixels in the horizontal and vertical directions was 0.5
• and 0.8 • , respectively, for experiments 1 and 3 and 0.2
• and 0.33 • , respectively, for experiment 2. Eight gray levels were used. Figure 1 shows an example of a camera captured image and the corresponding pixelized vision image. The box overlapping the camera image depicts the diagonal central 10
• of the camera image that is converted to pixelized vision for the HMD. The field of view of the camera was approximately 60
• and the entire camera image frame was fed to the image processing algorithm for detection of salient regions. The experiments were free viewing-the image pixels were not locked to the eye movements and the eyes were not limited in their movement.
The image processing algorithm used intensity, saturation and edge information in the image frames to calculate saliency and reported the five most salient locations. The algorithm detects salient regions in the peripheral regions of the image frame. As shown in figure 1(b), the most salient object detected by the algorithm is the cone in the top of the image frame. A directional cue was provided toward the most salient regions outside the central 15
• . If the subject requested another cue, a directional cue toward the next most salient region was provided. If an object is large so that it is present in the central and peripheral visual fields and is also salient in the peripheral visual field, the algorithm will still provide cues toward the peripheral direction. The algorithm was implemented in Matlab (Mathworks Inc., Natick, MA, USA) using signal and image processing toolboxes along with customized code. Directional cues were in the form of a blinking dot in one of the eight directions-top, down, left, right, top-left, topright, bottom-left and bottom-right. Eight additional pixels (electrodes) outside the 60 pixel grid were used to provide the directional cues to the subjects. For an implantable electrode grid, peripheral electrodes on the electrode grid could be utilized for cueing if the design does not permit adding extra electrodes dedicated to saliency cueing. The subjects in the cueing (C) group were provided cues only upon request. The subjects verbally requested a cue. The person conducting the study then commanded the algorithm through a Matlab interface on a computer to provide a cue to the subject. The algorithm would process the image frame from the camera at that moment and send the relevant directional cue which would be visible to the user on the HMD within a few seconds. The user would then use head movements in the direction of the cue and bring the cued object/obstacle into their field of view.
Subjects for all experiments were enrolled after an approval from the Institutional Review Board (IRB) at the University of Southern California. A signed informed consent was obtained from each participant of the study. Subjects were required to be English speaking; have reading knowledge; be 18+ years of age; have no history of vertigo, motion sickness or claustrophobia; have no cognitive or language/hearing impairments and have a visual acuity of 20/30 or better with their best-corrected vision. The visual acuity for each subject participating in the study was measured using a Snellen visual acuity eye chart. A total of 19 subjects were enrolled for all three studies discussed in this paper. Four subjects participated in both experiments 1 and 2. None of the subjects participated in both experiments 1 and 3 which were designed based on real-world scenarios.
Many different models of saliency detection are used in computer science, robotics and various other fields to detect ROI. The saliency algorithm used for the majority of experiments in this study is a bottom-up implementation based on the bottom-up saliency model implementation by Itti et al [26] [27] [28] [29] [30] . It uses the intensity, color saturation and edge information of image frames to calculate salient features and thus possible ROI in image frames [22] . The model of the algorithm is shown in figure 2 [22] . The intensity and saturation information is extracted from the RGB color space and the edge information is constructed from the intensity information. There are three streams for the processing of each of the three image features. Nine levels of dyadic Gaussian pyramids are constructed by successively low-pass filtering and down sampling the image frames by a factor of 2. The Laplacian pyramids for the edge information are constructed using the intensity stream. In analogy with the center-surround structure of typical visual receptive fields, three feature maps for each stream are created using a point-by-point subtraction of images at scales 3-6, 3-7 and 4-7 of the Gaussian pyramids. For each stream, the three feature maps combine to form the conspicuity map for that stream. The three conspicuity maps then undergo an iterative normalization process based on difference of Gaussian filtering. The average of the normalized conspicuity maps undergoes another iterative normalization to form the final saliency map. The appendix discusses the addition of top-down information to the bottom-up model. The model combining the top-down and bottom-up information is used in the experiments conducted in cluttered environments as discussed in later sections of this paper.
Statistical analysis on the data was performed using paired and unpaired t-tests. For experiments where the same subjects performed trials in different groups, paired t-tests were used for analysis. For experiments in which different subjects performed trials as part of separate groups, unpaired t-tests were used for analysis. Analysis for comparing variances was performed using the rank sum test.
Experiment 1-obstacle avoidance
Task. This experiment was designed to evaluate the performance of subjects as they walked through an obstacle course, using pixelized vision with and without cues.
Procedure. Ten subjects were enrolled for this study and provided with pixelized vision of 6 × 10 pixels in the central diagonal 14
• of the HMD. One eye of the subjects was patched in order to emulate retinal prosthesis implant recipients who will have the implants only in one eye. Subjects wore a shroud to block their natural peripheral vision. Subjects were trained to become familiar with pixelized vision and with the cueing mechanism. Subjects were trained in a room with tables, chairs and charts on the wall and were asked to find these objects. The objects in the training environment were different than the objects used in the obstacle course testing. Training and testing were carried out in different locations. For the obstacle course testing, subjects were required to walk through a 9.5 m × 2.5 m corridor, avoid obstacles and find a sign on the wall at the end of the corridor. The obstacles were chairs, a cone and boxes of different widths and heights arranged in different configurations. Subjects started at the same location for each trial. A subset of obstacles was moved in every trial. The sign was also moved horizontally for each trial. The subjects were not shown the path with their natural vision at any time during the testing. The only information provided to the subjects was that an object brighter than the others signaled the end of the path. Subjects were instructed to walk toward this object and then find the sign on the wall. A marker for the end of the path was needed since the subjects had difficulty at times recognizing walls. Subjects were closely observed during trials and were verbally told to stop if a collision with a wall was imminent.
The experiment was divided into two phases separated by 2 weeks. Subjects were randomly divided into two groups of five subjects each. One group received cues toward important objects (C group); the other group did not receive cues (no cueing (NC) group). For phase 1, two sessions of 15 trials each were conducted with both groups. Phase 2 was conducted with the groups reversed (subjects in the C group did not receive cues in phase 2 and vice versa). For phase 2, only one session with 15 trials was conducted for both groups. Subjects were given a mandatory break half way through each testing session. Figures 1(a) and (b) show the corridor setup for the obstacle course test and an example of a frame from the head mounted camera viewing the corridor and the corresponding pixelized vision. In figure 1(b), the white dot outside the pixelized vision pixels depicts the cue toward the cone in the top direction outside of the central field of view. The measured quantities were the cumulative head movements, number of contacts or errors and the time taken to finish each trial. The head tracking system recorded the head movements and time. Contacts were recorded manually. Contacts and errors were counted when subjects bumped into objects, walked toward walls (except for the wall with the target sign), or asked questions such as 'Am I looking at a wall/the sign/the bright box?' and the answer would be 'No'. 
Experiment 2-object search
Task. Subjects were asked to locate up to three objects on an otherwise empty tabletop. Subjects performed the tasks with and without cues.
Procedure. Seven subjects were enrolled for this study. The subjects were provided with pixelized vision in the central diagonal 10
• of the HMD. Subjects wore a shroud over the HMD to block their peripheral vision and were seated at a desk. One, two or three objects were placed on the otherwise empty desk and the subjects were asked to find the object(s) using the pixelized vision. Subjects first performed the task with no cues and then with cues. Each subject participated in both C and NC groups and performed 6 trials for each of the one, two and three object cases for each group. The data thus consisted of 18 trials for each subject and a total of 126 trials for all seven subjects for each of the C and NC groups. Data were recorded for total head movements in the horizontal and vertical directions, the number of errors and the time taken to finish the task. Figure 3 shows a typical arrangement for the objects for this experiment. The round tape roll in the center of the desk acted as a starting point and reference for the subjects. The subjects were instructed to fixate on the reference object, find all the objects on the table and then return to the reference in the center. In the beginning of each trial, to prevent subjects from finding objects while trying to find the reference object, the HMD was disabled. The subjects were guided verbally until the camera was fixated on the reference object, and then the HMD was enabled. For the no cueing (NC) trials, the subjects scanned the desk to find the object(s). For the cueing (C) trials, the subjects looked at the central reference and were provided with directional cues from the algorithm. For the C trials having more than one object placed on the table, the subjects made head movements toward each object and came back to the central reference to wait for the next directional cue to find the other object(s).
Experiment 3-target identification
Task. Normally sighted subjects with pixelized vision searched for a red soft drink can on a desk.
Algorithm. For this search task, the bottom-up saliency detection algorithm was modified to include top-down information about the red target. The algorithm learns the distinguishing features of the target object and enhances the saliency of regions with similar features. Pilot studies showed that the addition of top-down information significantly enhanced the ability to detect a desired object in a cluttered environment. The modified algorithm is described in the appendix.
Procedure. Six subjects were enrolled for this study and were provided with a 6 × 10 arrangement of pixels for the pixelized vision in the central 14
• of the HMD. One eye of the subjects was patched and subjects wore a shroud to block off the peripheral natural vision. Subjects were seated at a desk and were required to find a red target on the desk. Several other objects such as a computer monitor, keyboard, mouse, pen stand, notepads, books, etc were also placed on the desk. Before the testing began, subjects were allowed to look at the target using pixelized vision. They were also given one trial for training, mainly to understand the concept of cueing and to learn how to utilize and ask for cues. For the training trial, subjects were shown the target while they used simulated vision to view it. The desk setup was not shown to the subjects for the training.
This experiment had only one session for each subject which was again divided into two phases. Subjects were divided into two groups of three subjects each. For phase 1, these groups performed the trials with or without cues. In phase 2, the groups were reversed with respect to cues. Ten trials per subject were conducted for each of the phases for the C and NC groups. Figure 4 shows the desk setup for the experiment and the corresponding pixelized vision. Cumulative head movements, time to completion, and the number of errors were recorded. Errors were recorded as incorrect identification of an object as the target.
Results

Experiment 1: navigation through an obstacle course
The measured quantities for this experiment were the cumulative head movements in degrees, the time for task completion and the number of contacts/errors made by the subjects when walking through the obstacle course. Figure 5 (a) shows the cumulative head movements for both phases for the NC and C trials averaged over all subjects in each group. Head movements decrease from the initial trial in all groups and phases. For both phases, an unpaired t-test (p < 0.05) between NC and C trials shows that the total head movements for the C trials are significantly lower than the total head movements for the NC trials. Comparing sessions 1 and 2 of phase 1 individually for 15 trials each, the same test shows that the head movements for the C group are significantly lower than the NC group for phase 1-session 1 but not for phase 1-session 2. Figure 5(b) shows the raw horizontal head movement data for both groups. The data shown are only for trial 1 for all subjects in each group. Horizontal head movements for the NC group cover a wide area of the horizontal visual field compared to the C group. Movements are also less frequent in the C group. In subsequent trials, subjects learn the environment and the head movements for both NC and C groups become smoother and smaller as the trials progress. A rank sum test on the variances of the head movement data between the NC and C groups of phase 1 shows that the variance in the head movement data is significantly less for the C group. Figure 6 (a) shows the time in seconds for phase 1 and phase 2 for all trials averaged over all subjects. Similar to the trend for the total head movements, the time reduces in phase 2 versus phase 1. An unpaired t-test (p < 0.05) for both phase 1 and phase 2 shows that the time taken for the NC trials is significantly less than the time taken for the C trials. That is, while using cues allowed subjects to reduce head movements, it also took some time. Longer times with cueing can be attributed to the additional cognitive load on the subjects when interpreting the cues. This is further elaborated in the discussion. The time taken by the subjects to find the sign after reaching the end of the path was recorded separately. Figures 6(b) and (c) show this time for NC and C groups. This time for the C trials is significantly lower than that for the NC trials for both phases 1 and 2 (unpaired t-test (p < 0.05)). Figure 7 shows the total number of errors and contacts for phases 1 and 2 for the NC and C trials. Errors/contacts for the NC trials are significantly higher for both sessions 1 and 2 of phase 1 (unpaired t-test, p < 0.05). Phase 2 does not show a significant difference between the errors/contacts for the NC trials and C trials. The number of trials with zero errors/contacts is not significantly different for the NC (13-phase 1, 21-phase 2) and C (13-phase 1, 20-phase 2) groups for both phase 1 and phase 2.
Experiment 2
Figures 8(a)-(c) show the total head movements for each trial averaged over the seven subjects for the one, two and three object cases respectively for both NC and C trials. Head movements for the C trials are significantly less than for the NC trials (paired t-test, p < 0.05). Figures 9(a)-(c) show the time in seconds for each trial averaged over the seven subjects for the one, two and three object cases respectively for both NC and C trials. The time taken to finish the C trials was significantly less than the time taken to complete the NC trials (paired t-test, p < 0.05).
Experiment 3
Figures 10(a) and 11(a) show the head movements in degrees of phase 1 and phase 2 respectively for the target identification experiment. Phase 2 (C and NC groups reversed) showed similar results. Head movements for the C group are significantly less than those for the NC group for both phases 1 and 2 (unpaired t-test, p < 0.05).
Figures 10(b), (c) and 11(b), (c) show the time taken in seconds and the total number of errors made by the NC and C groups for phase 1 and phase 2. The time and the number of errors are both significantly lower for the C group for phase 1 (unpaired t-test, p < 0.05). There is no significant difference between these measures for the NC and C groups for phase 2. The average value for C groups is lower, but because of a large variance in the NC group, the difference is not statistically significant.
For phase 1, the total number of trials with zero errors/contacts is significantly higher for the C group (25) compared to the NC group (17) . For phase 2, there is no significant difference between the total number of trials with zero errors/contacts for the C and NC groups. Table 1 lists the average and standard error of mean (s.e.m.) of the cumulative head movements in degrees, the time taken to accomplish the tasks in seconds and the total number of contacts and errors for experiments 1, 2 and 3. The column with the ' * ' indicates whether there was a significant difference (p < 0.05) between the NC and C groups for the measured quantity in consideration. For all three experiments, the cumulative head movements were significantly lower for the C group compared to the NC group. The time was significantly lower or the same for the C group compared to the NC group for the object search and target identification experiments. For obstacle course experiments, the time taken by the C group Figure 9 . Average time in seconds over seven subjects for the one, two and three object cases in (a), (b) and (c) respectively for both NC and C groups.
Result summary
was significantly higher compared to the NC group. The number of errors and contacts were significantly lower for the C group when compared to the NC group for phase 1 of both obstacle course and target identification experiments.
For phase 2 of both experiments, there was no significant difference between the NC and C groups for the number of errors and contacts. This quantity was not measured for the object search experiments. 
s.e.m. = Standard error of mean.
Discussion
Most pixelized vision studies have reported on the ideal number of electrodes, electrode arrangements and the performance of subjects when performing reading or mobility tasks. Our motivation was to determine if image processing algorithms could be utilized to augment pixelized vision for navigation, route planning and object finding. This study is the first to test a cueing system that gives additional information to the users about possible objects of interest in the peripheral visual field. Clinical trials of retinal prosthesis have shown that implants can improve visual acuity, but only to a certain point, so there is clearly a role for smart image processing algorithms to improve patient performance.
Subjects adapted to pixelized vision in all tasks. For the obstacle course study, after the first 15 trials in session 1 of phase 1, the performance leveled off. No difference was observed in the head movements between the two groups for session 2 in phase 1 which can be attributed to learning in session 1. On completion of 30 trials in phase 1, subjects became familiarized with the course, the task and the kind of obstacles and landmarks in the corridor area. When subjects returned for phase 2, despite the reversing of groups, the relative head movements of the C group were still lower than the NC group because of the learning of using the reduced pixelized vision to perform tasks. Such learning was also evident in the target identification search tasks, which also had two phases. By the end of phase 1, subjects learned to identify the red target amongst the different objects on the desk. This learning reduced the number of errors that the subjects made in identifying the target in phase 2. In phase 2, the group performing the NC trials had already performed the C trials before. By performing the C trials, the subjects had a fair idea about the extent of the visual field of the desk and had also learned better to distinguish the target from other objects on the desk. So when these subjects performed the no cueing task in phase 2, head movements and time to finish the trials were lower compared to the subjects who did no cueing in phase 1, although the difference was not significant probably because of a small sample size.
For the obstacle course experiments, using cues added time to task performance due to algorithm execution time and additional cognitive load. Cueing was an on-demand system; thus subjects waited for the result of their query. The algorithm processes this request for cues and sends the visual cueing indicator to the display on the HMD. The subjects then decide if they want to follow the direction of this cue or ask for more cues. Subjects may want to ask for more cues if they have already identified the cued object. The processing and decision making involved clearly added time to the C trials. When traversing the obstacle course, subjects typically requested 8-10 cues to finish the task. Use of multiple cues for finishing the trial added to the time. Also, with the C trials, subjects followed the path directed by the cues from the algorithm. This results in each trial requiring some minimum amount of time to finish. However, with the NC trials it was observed that many subjects quickly learned that the dark areas in their pixelized vision were the carpeted areas which were safe to walk on. Those subjects did not even try to look for and avoid obstacles resulting in shorter trial times. Of course, sometimes these subjects did bump into darker looking obstacles, but not often enough to force them to change their strategy. The subjects were also not afraid of bumping into obstacles, since they would not be injured, although such instances were recorded as errors for the subjects. If the system were tested in a real environment and the subjects understood that colliding with, for example, a light pole, could result in injury, then they may have been more deliberate when interpreting pixelized vision and the navigation time may have increased when not using cues. For the obstacle course tasks, the greatest advantage offered by the saliency algorithm cues to the subjects was observed to be in the initial trials. When in new environments, subjects may benefit from saliency cues for navigation.
For search tasks in uncluttered environments such as experiment 2, the objects can be detected easily by the saliency algorithm based on simple contrast of the objects from the background surroundings. However, for search tasks in cluttered environments such as the red target identification in experiment 3, the algorithm must take into account additional top-down information about the features of the target. The inclusion of top-down information during the search for salient features by the algorithm may make it possible to detect the target in the first 2-3 cues in cluttered environments as discussed in the appendix. Saliency cues for search tasks do improve performance as compared to scenarios when no cues are provided. Cumulative head movements are lower for the C group even after the initial trials. The amount of time required and the number of contacts are significantly lower for the C group during the initial trials only. The head movements for the C group remain significantly lower even after the initial trials suggesting that even after adapting to the pixelized vision, the cues helped in reducing the cumulative head movements of the subjects. Comparing the time trends for the search tasks and the mobility tasks, the time for the C trials was lower than the NC trials for the search tasks suggesting that cognitive load leading to an increase in time for task completion is more relevant to mobility tasks than to search tasks.
The analysis of the performance of subjects with and without cueing in different environments suggests that the benefits offered to the subjects by a cueing algorithm may vary depending on the task at hand. When navigating in new environments, the reduction in the cumulative head movements by subjects when using cues may result in reduction of fatigue stemming from constant head movements. Experiments showed that this may add more time to the task, but may also reduce the amount of contacts and possibly injuries resulting from unknown objects in new environments. When using such a system for search and identification tasks, the cumulative head movements, time and contacts may be reduced resulting in a more efficient search of the objects by the subjects. Using robust algorithms with extensive training of objects and targets relevant to the users may further make the cueing mechanism more efficient. When, after extensive training in the same environment and setup, the performance of the cueing system is not significantly better than that of a no cueing mechanism, the system may be most beneficial when the surroundings are new or to train subjects in environments that they may encounter on a daily basis. A cueing system may provide added confidence to users when trying to avoid or search for obstacles and targets and may also result in a reduction of fatigue. Cane users will detect obstacles on the ground using their canes so a more effective use of this algorithm may be for detection of signs (as demonstrated at the end of the mobility experiment), overhanging obstacles or moving obstacles.
Pixelized vision studies with sighted volunteers are conducted on a regular basis by the research community to predict how visual prosthesis recipients perform visually guided tasks and how the vision can be made better to enhance their performance. At the same time, we cannot be totally confident that the results obtained from simulation studies can be extrapolated to the behavior and performance of blind prosthesis recipients. Sighted test subjects have a healthy retina which allows them to adapt very quickly to the pixelized vision. Simulations use phosphenes that are very regular in their appearance, whereas the appearance of phosphenes in visual prosthesis subjects can be irregular [33, 34] . With a diseased retina, the widespread reorganization in the retina and visual cortex may result in a different perception of the visual images by the prosthesis recipients compared to what the sighted test subjects see. For our purposes, the accuracy of the simulation was less important than providing the user with something similar to prosthetic vision. Our results suggest that image processing algorithms can be used to provide greater confidence to the subjects when performing different tasks. Future improvements in the system might include a voice description of the object, such as 'the red target (soft drink) is to the left'. This feedback, in turn, may train the user how to see with an implant and make prosthetic vision more useful.
Example Test Image
Bottom up saliency map Global saliency map Figure A1 . Example of a test image for the red soft drink target with its corresponding bottom-up and global saliency maps. 
A.2. Testing images
The weights calculated from the training images are used to first create a top-down map. The streams which have weights >1 create an excitation map (E) and the streams with weights <1 create an inhibition map (I) as stated in equation (A.2). The top-down map is created as a difference between the excitation and inhibition maps (E -I). A global saliency map is then created by averaging the unweighted bottom-up map of the search image and the top-down map created using weights. 
A.3. Target training and testing
A total of 92 training images and 87 testing images were used for calculating and testing the weights for a red soft drink target search. The weights obtained after the training were [3.0224, 0.4472, 0.4940] for the modified saturation, intensity and edge reams respectively. Table A1 states the results for the percentage of test images in which the target was found and the corresponding hit number. Hit number is defined as the number of times the map is scanned to find the target. For every scan of the saliency map, the region around the highest valued pixel is the most salient region. This region is inhibited for subsequent scans. The results show that using bottomup (BU) maps only, the target is detected as the most salient region and hence in the first hit in about 26% of the images. It is detected as the second most salient object in about 8% of the images. Conversely, in 33% of the images, it is only detected to be between the fifth and tenth most salient regions. On average, the target was detected to be the fourth most salient region in about 85% of the images using the bottom-up only saliency maps. The detection rate using the top-down (TD) and global saliency maps is better. Using the top-down only saliency maps, the target was detected to be the most salient in about 44% of the images, the second most salient in about 14% of the images, between the fifth and tenth most salient in about 21% test images and on an average to be within the first 2-3 most salient objects in about 87% of the images. Using global saliency maps, the target was detected to be the most salient in approximately 47% images, the second most salient in about 12% of the images, between the fifth and tenth most salient objects in about 17% of the images and on average to be within the first 2-3 salient objects in approximately 86% of the images. Figure A1 shows an example of a test image and its corresponding bottom-up and global saliency maps. It can be observed that the global saliency map enhances the target compared to its representation on the bottom-up only saliency map. The arrow in the bottom-up only saliency map marks the most salient region and the target is the second most salient region. whereas, in the global saliency map, the target is the most salient region. The pixelized vision experiments for the target identification task were conducted using the weights for the three streams and calculating global saliency maps.
