We propose a global convergence baud-spaced blind equalization method in this paper. This method is based on the application of both generalized pattern optimization and channel surfing reinitialization. The potentially used unimodal cost function relies on higher-order statistics, and its optimization is achieved using a pattern search algorithm. Since the convergence to the global minimum is not unconditionally warranted, we make use of channel surfing reinitialization (CSR) strategy to find the right global minimum. The proposed algorithm is analyzed, and simulation results using a severe frequency selective propagation channel are given. Detailed comparisons with constant modulus algorithm (CMA) are highlighted. The proposed algorithm performances are evaluated in terms of intersymbol interference, normalized received signal constellations, and root mean square error vector magnitude. In case of nonconstant modulus input signals, our algorithm outperforms significantly CMA algorithm with full channel surfing reinitialization strategy. However, comparable performances are obtained for constant modulus signals.
INTRODUCTION
The major problem encountered in digital communications is intersymbol interference (ISI). The received signal is seriously distorted, due to the band limiting effect of the channel and the multipath propagation phenomenon. To overcome such problems, various channel equalization techniques have been proposed over the past few years. Most of these techniques take advantage of known training sequences to adaptively extract channel information. The main drawback with this approach is bandwidth consuming due to training. To overcome this resource wasting, blind equalization algorithms have been proposed. In this case, instead of using training sequences, only input signal and noise statistical properties are required. Thus, the original transmitted message is recovered from the received sequence that is corrupted by noise and ISI with no training sequence nor a priori channel knowledge [1] . In general, the blind equalization techniques can be classified according to their signals statistical properties exploitation, as those using maximum likelihood (ML) methods [2] , or second-order statistics (SOS) [3] or higher-order statistics (HOS) [1, 4] . The latter include inverse filter criteria-(IFC-) based algorithms [5] , the super exponential algorithm (SEA) [6] , polyspectra-based algorithm [7] , and Bussgang algorithms [8] . Blind equalization based on higher-order statistics relies mainly on the optimization of nonlinear and nonconvex cost functions. These cost functions have a highly multimodal geometrical structure with many local minima [9, 10] . This fact makes the global optimization task very tedious. Nowadays many digital communication schemes transmit constant modulus (CM) signals. Hence, several iterativegradient-based blind equalization algorithms exploiting this precious information, namely, the constant modulus criterion, have been developed and have gained a widespread use in different communication systems [9] . Among these algorithms, the constant modulus algorithm (CMA) is the most commonly used. Moreover, it is reputed to be the simplest and most successful HOS-based blind equalization algorithm [4, 9, 10] . However, the multimodal structure of the nonconvex and nonlinear CM fitness function makes these algorithms extremely vulnerable to converge toward local minima. This leads to formulate the problem of blind equalization as a constrained gradient-free optimization problem using generalized pattern search algorithm that minimizes g 4 2 − g 4 4 over a search space, where g is the joint channel-equalizer impulse response. This cost function is known to be potentially unimodal as discussed in [11, 12] ; however, this is not sufficient to warrant global convergence. To overcome this limitation and to ensure good global convergence behavior, we propose to use the channel surfing reinitialization strategy to estimate the optimal delay.
SYSTEM MODEL
The block diagram of the system under consideration is shown in Figure 1 . It represents a single-input-single-output (SISO) channel equalizer. The source sequence {s k }, with finite real or complex alphabet, is assumed to be subGaussian (kurtosis < 3 if real or kurtosis < 2 if complex), circular (E{s 2 k } = 0 in the complex case), independent, and identically distributed (i.i.d) with variance E{|s k | 2 } = σ 2 s . This sequence is transmitted through a complex linear time invariant baseband channel represented by a discrete finite impulse response (FIR) filter c of length P as
the c k 's being complex numbers. The resulting signal is corrupted by a zero-mean random Gaussian noise {n k } with variance σ 2 n , independent of the input source sequence {s k }, resulting in the regressor sequence {y k }. The latter is then processed by an L-taped FIR blind equalizer with complex coefficients w, given by
The goal of the blind equalizer is to provide an accurate estimate of the transmitted sequence, that we denote by {z k }. This is achieved when the combined channel-equalizer impulse response g = c ⊗ w (⊗ meaning convolution) behaves as a simple delay operator resulting in {z k } ≈ {s k−δ }. This is referred to as the zero forcing condition which can be measured using the intersymbol interference (ISI) formula defined in terms of the global channel-equalizer taps as
where |g| max stands for the maximum joint channelequalizer filter weight in absolute value. Furthermore, it can be noticed that the zero forcing condition corresponds ideally to an ISI equal to zero. Thus, blind equalization can be viewed as the minimization of the above ISI.
PROBLEM FORMULATION
Most of blind equalization algorithms rely on the minimization of nonconvex cost functions. Among these algorithms, constant modulus algorithm (CMA) is the most commonly used blind equalization scheme. It is mainly based on the use of stochastic gradient descent (SGD) strategy to minimize the nonconvex Godard's cost function defined by
is the dispersion constant [13, 14] . However, the use of such nonconvex cost functions may result in undesirable convergence problems due to the presence of several local minima and saddle points. To overcome this limitation, many zero forcing blind equalization cost functions have been proposed in the literature [12] [13] [14] [15] . In this paper, we use one of them, which is simple in implementation and gives the best performances. This cost function is expressed in terms of joint channel equalizer impulse response as
It has been shown in [13, 14] that by employing the gradient of the cost function with respect to g i and setting it to zero, the corresponding extrema are the solutions of the following equation:
Note that (5) has two different solutions, one of which corresponds to g = 0. This undesirable solution may be avoided by imposing a linear constraint on the equalizer weights. Among the linear constraints proposed in the literature, we can cite the normalization of the blind equalizer weights w = w/ √ w H w after each iteration or, as suggested in [16] , the assessment of a linear constraint of the form
However, in order to reduce the computation complexity and to avoid the division by zero, here we use a linear constraint. This latter consists in setting one tap of the blind equalizer (say at index δ) to zero. This is formulated as
where
The second solution of (5) corresponds to the desired zero forcing condition in which at most one nonzero element Abdelouahib Zaouche et al. of the joint channel-equalizer impulse response g is allowed and the remaining taps are ideally forced to zeros. The use of a linear constraint on the equalizer tap directly rather than on g is due to two factors. The first one concerns the unavailability of g. The second factor is motivated by the direct relationship between maximizing one tap of g located at any position δ and maximizing the equalizer tap located at the same position. As discussed in [12] , in the case of baud-spaced equalization (BSE), the cost function g 4 2 − g 4 4 is sectionally convex in g and unimodal both in g and w for infinite length equalizers (L = ∞). Moreover, in most practical situations corresponding to BSE with finite N, the optimization problem of (7) is a unimodal one in g for a given delay δ and potentially unimodal in w. Thus, unimodality in w, which ensures a global convergence, is not necessarily obtained. Unimodality in w for finite length BSE remains still unproven.
Godard's cost function has many local minima and saddle points for a given delay. Since the proposed cost function has a unique minimum in g for a given delay, it is less likely to have many local minima in w, unlike Godard's. However, the problem of global convergence still rises. Thus, in order to overcome this limitation, we propose to use the channel surfing reinitialization (CSR) strategy suggested in [17] . This has been originally proposed for CMA and we suggest to adapt here to the blind optimization problem of (7). CSR consists of varying the delay index δ systematically and searching the optimum equalizer w for each delay value. Finally, the optimum index which minimizes the cost function f (w) is retained. In fact, unlike the CSR-CMA, where the algorithm parameters (step size and maximum number of iterations) must be adjusted for each value of δ to insure convergence, we propose to use CSR only to predict the global optimal delay index δ † for the blind equalizer tap which is fixed to one. First, for the sake of simplicity, we introduce a notation for the shift operator applied on any given vector u as
where K is an integer delay.
Let us also define the covariance matrix estimate of the preequalized data sequence {y k } as
As discussed in [17] [18] [19] , if a Wiener equalizer for a particular delay has a reasonably good mean square error (MSE) performance in estimating {s k−δ }, there exists a blind equalizer in its immediate neighborhood. Using the converged blind equalizer w δ as an estimate of the MMSE equalizer results in the following estimate of the unknown channel impulse response [17, 18] :
A performance measure of the blind equalizer after convergence is the following estimate of the Wiener cost function:
The optimal delay is found using
Therefore, the local optimization problem of (7) is transformed into the global blind equalization problem stated as
It can be noticed that the optimization problem shown above is formulated in terms of the unknown joint channelequalizer impulse response g. Consequently, its implementation requires the formulation of the cost function only in terms of known quantities. These latter are the blind equalizer output sequence {z k } and the corresponding statistical measures related to the input source sequence {s k }. It has been previously shown in [11] that
Using the definitions for the variance σ 2 s and the normalized kurtosis κ s of the source sequence {s k }:
and those for the equalizer output statistics:
where N is the length of the sequence {z k }, (14) may be written as
where Considering the digital communication system of Figure 1 , the equalizer output z k can be expressed in terms of the unknown blind equalizer vector and the known regressor vector as
Substituting (18) into (17) yields the desired formulation of the cost function in terms only of the unknown blind equalizer vector and known statistical quantities as depicted below:
The proposed cost function deals with both real and complex channels and equalizers. In fact, the unknown blind equalizer is given by
The effect of using complex equalizers rather than real ones resides in doubling the number of the unknown variables to be found by the optimization process. Finally, in order to solve the optimization problem, the expression for f (w) of (19) must now be substituted into (13) .
The following section is dedicated to solving the above constrained optimization problem using generalized pattern search algorithm.
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BACKGROUND ON GENERALIZED PATTERN SEARCH ALGORITHM
Generalized pattern search (GPS) algorithms that were first defined and analyzed by Torczon [20] for derivative-free unconstrained optimization belong to the family of direct search methods. In fact they rely on searching for a set of points around the current point, forming a mesh, in order to find one fitness value lower than that at the current point. The essence of defining a mesh is to find a set of positive spanning directions D in R n . To better understand the notion of positive spanning, we introduce the following definitions and terminology thanks to Davids [21] . Davids demonstrated a very important feature, which proves determinant in the choice of the set of positive direction in GPS algorithms, namely, the cardinal of any positive set D in R n , that we denote as m, lies between n + 1 and 2n. This is mathematically formulated as
where the lower limit n + 1 and upper limit 2n stand for the cardinals of the minimal and maximal positive bases, respectively. It is common to choose the positive bases as the columns of
, where I n×n is the n × n identity matrix and e n×1 is the n-dimensional column vector of ones [22, 23] . As an example to highlight this point, let us consider that the blind equalization problem formulated using (13) is a two-dimensional one. This means that the unknown equalizer vector w has two taps (n = 2). According to (21) , the cardinal of the positive basis to be used while applying GPS algorithm to the optimization problem lies between 3 and 4. Indeed, the corresponding minimal positive basis having a cardinal of 3 is constructed of the column vectors of the matrix:
yielding the following pattern search vectors:
Moreover, the corresponding maximal positive basis D max is then constructed as
yielding Figure 7 : (a) QPSK constellations before equalization, (b) after equalization using GPS, (c) after equalization using CMA0, and (d) after equalization using CMA1.
These two minimal and maximal positive bases corresponding to the 2-dimensional optimization problem are illustrated in Figure 2 . It is very important to point out the fact that the previous method of choosing the set of positive spanning directions is not unique.
In fact there is a great freedom in choosing these directions, but the set of positive directions D can be always expressed under the form [24, 25] [
where G is a nonsingular real generating matrix (most often taken as the identity matrix) and Z is a full rank integer matrix. Therefore, each direction vector d j ∈ D can be expressed as d j = Gz j , where z j is an integer vector of length n.
BLIND EQUALIZATION USING GPS ALGORITHM
Generalized pattern search algorithms consist mainly of two phases: an optional search step and a local poll step. In Abdelouahib Zaouche et al. fact, the search step relies on the exploration of a large number of mesh points around the current point which is computational and time consuming. This phase is therefore omitted in the present work. On the contrary, the local poll step only explores the neighborhood of the current iteration on the mesh. This set of points P k is called the poll set and is defined by [24] [25] [26] 
where Δ k > 0 is the mesh size parameter that controls the fitness of the mesh, w k the current kth blind equalizer vector and D k is a positive spanning set of directions d k taken from D.
At iteration k, in order to find some point belonging to P k where the inequality f (w k + Δ k d k ) < f (w k ) is verified, the poll phase is carried out by evaluating the fitness function that we need to optimize (namely, f ) around the current blind equalizer vector w k . If such an improved mesh point (that decreases the fitness value) is found, then the iteration k is called successful; otherwise it is considered unsuccessful. If the iteration is successful, the improved mesh point becomes the new iterate. This is achieved by setting
In this case, the mesh size parameter Δ k is increased using the following updating rule:
where τ > 1 is a step increase factor (often taken equal to 2), Δ 0 is the initial step size, and Δ max is the maximum step size. The min(·) function is used to ensure an upper limit to step size expansion. On the other side, if no improved mesh point is found in all the poll step around P k , the vector w k is said to be a mesh local optimizer and is retained as the new iterate w k+1 = w k . Moreover, the mesh size parameter decreases following the equation:
where the max(·) function ensures that the exploration step does not get lower than a minimum step size Δ min . The process is repeated until a suitable stopping criterion is satisfied (maximum number of iterations exceeded or step size lower than the tolerance limit). The GPS algorithm is summarized in Algorithm 1 [27, 28] .
SIMULATION RESULTS
The validity of the proposed method has been studied using simulation. We consider the, assumed unknown, real baud spaced channel:
which is the same channel used in [6] . The corresponding magnitude and phase versus frequency characteristics, together with the z-plane zero pattern, are plotted in Figure 3 . Note that the magnitude frequency response of this channel undergoes one severe fading (see Figure 3 (a) top) and its corresponding phase is nonlinear (see Figure 3(a) bottom) . Moreover this channel is mixed phase with four zeros inside the unit circle and one outside as highlighted in Figure 3(b) .
We start by applying the GPS algorithm to the constrained blind equalization problem depicted in (7). The used input sequence is an i.i.d. unit power quadrature phase shift keying (QPSK) signal with a length of 2000 samples and the simulation parameters are as follows: the signal to noise ratio (SNR) is set to 20 dB, the blind equalizer is a FIR baud spaced equalizer of length L = 20, Δ 0 = 1 (initial step size), Δ min = 10 −7 , Δ max = 10 7 , τ = 2. The value of τ taken here is the most often used in the literature and its only effect is to speed up or slow down convergence. The step related values play the role of stopping criteria: the min insures the precision of the converged value, the max alleviates fast divergence problems and the initial must take a reasonable value intermediate between both previous ones. Moreover, a maximum number of iterations has been fixed to 500, a value which has been sufficient for most tries we performed on a number of different channels.
Since the selection of the fixed tap location is strictly related to the optimal delay selection problem and, assuming no a priori channel knowledge, we choose a linear constraint that fixes some tap to one at each iteration.
The probably suboptimal blind equalizer obtained after convergence is then used to estimate the desired optimal delay position using the CSR strategy as expressed in (12) . Figure 4 (a) shows the simulated estimates of the Wiener cost function for different delays from 0 to 25. Let us note that this exceeds the equalizer filter length (taken equal to 20), but enables us to verify that a sufficiently high value has been chosen for it.
In Figure 4 (a), the theoretical Wiener equalizer based on minimum square error (MSE) is given for the same delay positions. Let us remember that the MSE is defined as
and its corresponding optimal vector minimizer, namely, the Wiener equalizer is found as [13] 
where C is the baud channel convolution matrix and δ † represents the desired optimal delay index, which corresponds to the index of the minimum diagonal element of
It can be easily noticed from Figure 4 (a) that both graphs have the same trend thus allowing the selection of the optimal delay which corresponds to an index δ † = 4. The value of the optimal delay is more clearly evidenced in Figure 4(b) , which presents essentially the same data as Figure 4 (a) for the MSE optimal equalizers, but in logarithmic scale. However, due to the occurrence of negative values for the simulated estimates of the Wiener cost function in Figure 4 (a), full logarithmic representation is not truly feasible. Thus, the exact simulated values are given in Table 1 for index values around the optimum δ † . The negative values found for the Wiener cost function estimates result from the imposed blind equalizer linear constraint that fixes one tap to one. In fact, the zero forcing joint channel-equalizer impulse response has its important tap situated exactly at that position where the coefficient is constrained to be one. This results in w δ c > 1 in (11) . The negative values are not then to be considered as reflecting better performances in comparison to the theoretical Wiener MSE, but quite the contrary. It is actually more evident from Table 1 that the estimated lowest cost value of −1.2755 corresponds to a delay index δ † = 4. This latter is in accordance with the theoretical Wiener optimal delay δ † . At present time, the constrained blind equalization problem can be reformulated more accurately as minimize f (w) subject to w δ † = w 4 = 1.
We apply GPS algorithm to this global optimization problem under the same simulation parameters (just stated above) but for different values of SNRs and different regressor sequence lengths N. The measured performance will be the intersymbol interference ISI, redefined below in logarithmic scale (dB values) as
Each simulation is run 30 times and the corresponding averaged results values are given in Figure 5 . It can be noticed that the global blind equalization performs well for values of N ≥ 1000 and is comparable to the Wiener equalizer for N = 2000. For performance comparison with the constant modulus algorithm, we use the BERGulator software for CMA simulations which may be downloaded from http://bard.ece.cornell.edu/downloads/. Figure 6 shows the CMA simulated performances in terms of ISI for different SNR values and three single spike initialization strategies, that we denote by CMA0, CMA1, and CMA4 the numerical values 0, 1, and 4 standing for the index of the unique nonzero blind equalizer tap in the initialization vector. The simulation parameters, the modulation type, the unknown channel, and the blind equalizer length, are the same as before; the fixed step size is μ = 5 × 10 −4 and the iteration number is set to 2 × 10 4 to ensure final convergence. It can be easily seen that, unlike the proposed algorithm which ensures global convergence behavior for sufficient samples sequence length, CMA is extremely vulnerable to the way of selecting the initial blind equalizer vector and local convergence is more likely to happen. This latter point is clearly highlighted in the case of CMA0 and CMA1. Moreover, the optimal Wiener delay index (which is in our case 4) corresponds exactly to the optimal position of the non-null element of CMA4 initial vector and also to the position of the equalizer tap constrained to one in the proposed algorithm. It may be noticed that CSR may equally well be applied to CMA, with the result of selecting the CMA4 case after initialization.
Furthermore, the proposed global blind optimizationbased algorithm outperforms significantly CMA in terms of local convergence properties and gives slightly better global performance than CMA4 (that is also CMA with CSR), especially in low-noise environments (SNR ≥ 30 dB). Figure 7 represents the constellations obtained for QPSK modulation, with SNR = 20 dB at receiver input. Let us notice that these constellations have been normalized, the baseband received signal modulus being taken as unity. It is clearly seen that the constellations points are not Only results from our GPS-based algorithm (a little better than those obtained with CMA4) and with CMA2 are shown for comparison purposes (constellations before equalization and using a CMA1 equalizer are not shown here).
The good performance of our algorithm is again evidenced. It may be noticed that, as may be logically expected, the same value is obtained for δ † independently of the modulation type.
Apart from constellation rotation, a measure of the equalizer efficiency is obtained using error vector magnitude (EVM) [29, 30] . The root mean square (r.m.s.) EVM is defined as
where N is the number of emitted symbols, I 0,i and Q 0,i , are the inphase and quadrature components, respectively, of the reference (noiseless) signal, Table 2 (the averaging process is taken over a sufficiently high number of samples as per Monte Carlo method).
The simulation has been repeated using CMA and variable spike initializations for comparison purposes. The EVM results are shown in Figure 10 versus delay index value around optimum (from 1 to 10) for the three previously used modulation types.
The corresponding minimum cost function values (for delay index δ † ) are also given in Table 2 . Not surprisingly, one sees that the performance decreases for higher efficiency 16-QAM modulation. Moreover 4-PAM and 16-QAM are not constant envelope modulations and thus CMA is not well-suited for them. As a consequence, our GPS-based algorithm outperforms noticeably CMA in these two cases. It has also been noticed during the simulation that our algorithm gives much lesser dispersion in EVM values when compared to CMA (lower variance).
DISCUSSION AND CONCLUSION
In this paper, a baud spaced blind equalization method based on GPS and CSR has been presented in detail and compared to the CMA algorithm. Successful simulation results have been obtained on a number of different, real, or complex channels. For example, real static channel presenting a single deep fading and mixed phase has been presented. We have shown the good performances of the proposed equalizer, even for nonconstant envelope modulations. For constant envelope modulations, the performances are nearly identical to that given by CMA, after selecting the optimum CMA spike delay value for its initialization vector and correctly choosing its step size. This has also been verified for QPSK as reported here and noted for 8-PSK and 16-PSK. Other static channels with more than one fading have also been tested, with essentially the same conclusions as above.
Our algorithm involves unavoidable steps of cost function computation (as any other equalization one) and simple algebraic equations for updating the equalizer weights (no gradient computation), testing, and loop instructions. It may be implemented in a FPGA-floating point DSP structure, owing to its reasonable complexity. For performance evaluation, the main concern is the number of required cost function evaluations (which depends on the speed of convergence, and thus equalized channel and initial conditions). The comparison with CMA algorithm using CSR initialization, for a number of different channels, leads to the conclusion that the number of cost function evaluations is of the same order of magnitude as the CSR-CMA and our algorithm, with a little to significant advantage for the latter in the cases of channels with problems (like amplitude or frequency selectivity) or of nonconstant modulus modulations.
Our future work will be directed to extending our algorithm to fractionally spaced equalization, improving the CSR step, and using space diversity. Moreover, the case of slowly varying channels will be considered.
