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СтатиСтичеСкие теСты на оСноВе оценок энтроПии  
для ПроВерки гиПотез о раВномерном раСПределении  
Случайной ПоСледоВательноСти
рассматривается актуальная в области защиты информации задача построения статистических тестов для про-
верки гипотезы о дискретном равномерном распределении («чистой случайности») выходных последовательностей 
криптографических генераторов. Для функционалов энтропии Шеннона, реньи и Тсаллиса построены точечные ста-
тистические оценки на основе подстановочного принципа с использованием частотных статистик. Найдено асимпто-
тическое распределение вероятностей полученных точечных оценок при справедливости гипотезы о «чистой слу-
чайности» в асимптотике, означающей, что количество наблюдаемых данных сравнимо с числом оцениваемых пара-
метров. С использованием распределений вероятностей точечных оценок построены интервальные статистические 
оценки рассматриваемых функционалов информационной энтропии. На основе интервальных оценок разработаны 
решающие правила для статистической проверки гипотез о «чистой случайности» наблюдаемой дискретной после-
довательности. Представлены результаты компьютерных экспериментов, в которых разработанные статистические 
тесты применяются к выходной последовательности криптографического генератора. Выходная двоичная последо-
вательность в этих экспериментах преобразовывалась к последовательности с алфавитом большей размерности пу-
тем объединения соседних s элементов в s-граммы.
Ключевые слова: функционалы энтропии Шеннона, реньи и Тсаллиса, асимптотически нормальное распределе-
ние вероятностей, точечные и интервальные статистические оценки, проверка гипотез, криптографические генера-
торы случайных и псевдослучайных последовательностей.
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STATISTICAL TESTS BASED ON ENTROPY ESTIMATES FOR CHECKING THE HYPOTHESES  
OF THE UNIFORM DISTRIBUTION OF A RANDOM SEQUENCE
The actual information security problem of developing statistical tests of the hypothesis about a discrete uniform distri-
bution (‘pure randomness’) of output sequences of cryptographic generators is considered. For the entropy functionals of 
shannon, Renyi and Tsallis, the point statistical estimators based on the principle of ‘plug-in’ frequency statistics are con-
structed. The asymptotic probability distribution of the constructed point estimators is found when the ‘pure randomness’ 
hypothesis in asymptotics is valid, meaning that the number of observed data is comparable with the number of estimated 
parameters. With the use of the probability distributions of point estimators, the interval statistical estimators of considered 
information entropy functionals are constructed. On the basis of interval estimators, the decision rules for statistical testing 
of the hypothesis about the ‘pure randomness’ of the observed discrete sequence are developed. The results of computer ex-
periments, in which the developed statistical tests are applied to the output sequence of cryptographic generators, are given. 
In these experiments, the output binary sequence was transformed to the sequence of alphabet with a larger dimension 
by combining the s neighboring elements in the s-grams.
Keywords: Shannon, Renyi and Tsallis entropy, asymptotically normal probability distribution, statistical estimators, 
hypotheses testing, cryptographic generators of random and pseudo-random sequences.
Введение. Генераторы случайных и псевдослучайных последовательностей являются одним 
из основных структурных элементов средств криптографической защиты информации (крипто-
систем). Стойкость криптосистем зависит от того, насколько близка генерируемая последова-
тельность по своим свойствам к «чисто случайной», или равномерно распределенной случайной 
последовательности (ррСП) [1]. Для проверки качества криптографических генераторов (генера-
торов, используемых в криптосистемах) в смысле их близости по своим вероятностным свой-
ствам к ррСП применяются статистические тесты, суть которых заключается в следующем. 
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Наблюдается выходная последовательность криптографического генератора и вводится гипо-
теза H* о том, что последовательность является РРСП. Вычисляется некоторая статистика, рас-
пределение вероятностей которой при истинной гипотезе H* известно. На основании значения 
статистики гипотеза H* принимается либо отклоняется. В качестве тестовых статистик в настоя-
щей статье предлагается использовать оценки функционалов информационной энтропии. Су ще-
ствуют различные функционалы энтропии (напр., в [2] приводятся формулы 23 функционалов), 
из них наиболее распространенными являются функционалы Шеннона, Реньи и тсаллиса, для 
точечных статистических оценок которых в данной работе найдено асимптотическое распреде-
ление вероятностей при истинной гипотезе H*. Полученное распределение вероятностей позво-
лило построить и применить статистические тесты проверки гипотезы H*, что подробно будет 
рассмотрено далее. 
математическая модель. Пусть на вероятностном пространстве (Ω, F, P) с множеством со-
стояний 1{ , , }NΩ = ω ω  определена случайная величина x = x(ω) = ω с дискретным распределе-
нием вероятностей 
1
{ }, 0, 1, 1, , .
N
k k k k
k
p P x p p k N
=
= = ω ≥ = =∑   Определим функционал обоб-
щенной энтропии согласно [2]:
 1 2 1, 1,
21
( )
( ) ,
( )
N
k kk
h w N
k kk
w p
H P h
w p
ϕ ϕ =
=
 ϕ
=   ϕ 
∑
∑
 (1)
где wk > 0, k = 1, …, N – вес состояния ωk, 1 2: [0,1) , : [0,1) , : ,hϕ → ϕ → →     – заданные 
функции.
В таблице приведены наиболее часто используемые [2] частные случаи функционала обоб-
щенной энтропии (1), определяемые заданием функций 1 2( ), ( ), ( ), { },kh w⋅ ϕ ⋅ ϕ ⋅  входящих в (1).
Основные функционалы энтропии
Basic entropy functionals
тип 
Type
Формула 
Formula h(x) φ1(x) φ2(x) wk
Энтропия 
Шеннона 1
( ) ln
N
k k
k
H P p p
=
= -∑ x –xlnx x 1w ≡
Энтропия 
Реньи 1
1( ) ln
1
N
r
r k
k
H P p
r =
 
=  -  
∑ (1 – r)–1lnx xr x 1w ≡
Энтропия 
тсаллиса 1
1
( ) 1
1
N
r
r k
k
S P p
r =
 
= - -  
∑ (1 – r)–1(x – 1) xr x 1w ≡
Стоит отметить, что функционал энтропии Шеннона является предельным значением функ-
ционалов Реньи и тсаллиса при r → 1 [3] и отличается от них наличием некоторых дополнитель-
ных свойств (напр., аддитивности [1]). При истинной гипотезе *H   все три функционала до-
стигают своего максимального значения. 
Общепринятым подходом к статистическому оцениванию энтропии является построение ча-
стотных оценок вероятностей элементов алфавита и подстановка полученных оценок в функцио-
нал энтропии вместо истинных значений вероятностей. В данной статье предлагается метод по-
строения статистических оценок энтропии Шеннона, Реньи и тсаллиса и приводятся вероят-
ностные свойства этих оценок в асимптотике, которая чаще встречается на практике и означает, 
что количество наблюдаемых данных сравнимо с числом оцениваемых параметров. С помощью 
полученных точечных оценок строятся интервальные статистические оценки энтропии, которые 
служат основой для разработки решающих правил для статистической проверки гипотез о бли-
зости наблюдаемой последовательности к РРСП. 
Построение статистических оценок энтропии на основе частотных оценок вероятно-
стей. Пусть имеется случайная последовательность { : 1, , }tx t n=   объема n из распределения 
вероятностей {pk}. Построим частотные оценки распределения вероятностей { : 1, , }:kp k N= 
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Введем в рассмотрение гипотезу H* = {{xt} является ррСП} = {{xt} – независимые одинаково 
распределенные случайные величины, 1kp N= , k = 1, …, N} и альтернативу *.H
Следуя [4], будем полагать, что имеет место схема серий. В таком случае вектор (v1, …, vN)
T, 
составленный из частот vk из (2), имеет полиномиальное распределение вероятностей 
Pol(n, N, p1, …, pN), а каждая из компонент распределена по биномиальному закону Bi(n, pk). 
рассмотрим асимптотику:
 , , , 0 ,n N n N→∞ →λ < λ < ∞  (3)
которая отличается от классической ( , )n N→∞ < ∞  тем, что длительность наблюдения n и число 
значений N растут синхронно. В асимптотике (3) для распределения вероятностей статистик {vk} 
справедлива аппроксимация законом Пуассона Π(λk) с параметром λk = npk [5]. При истинной ги-
потезе H* все элементарные вероятности равны: 1 , 1, , ,kp N k N= =   поэтому все частоты {vk} 
имеют одинаковый параметр распределения Пуассона .n Nλ =
В [4] доказана теорема об асимптотически нормальном распределении статистик, являющих-
ся функциями от частот vk, которую кратко можно переформулировать следующим образом. 
Пусть 0( ) :f ⋅ →   – некоторая функция; 
1
( ),
N
k
k
Z f v
=
= ∑  где vk, k = 1, …, N – частоты с совмест-
ным полиномиальным распределением, аппроксимированные законом Пуассона в асимптотике (3). 
Тогда при выполнении ряда условий регулярности статистика Z имеет асимптотически нормаль-
ное распределение 1(0,1) :
Z −µ → σ 
 
 
1
{ ( )},
N
k
k
E f v
=
µ = ∑  (4) 
 
2
2
1 1
{ ( )} cov{ , ( )} ,
N N
k k k
k k
D f v v f v n
= =
 
σ = −  
 
∑ ∑  (5)
где 1(0,1)  – стандартный одномерный нормальный закон распределения вероятностей с нуле-
вым математическим ожиданием и единичной дисперсией, E{ξ} и D{ξ} – соответственно матема-
тическое ожидание и дисперсия случайной величины ξ, cov{ξ,η} – ковариация случайных вели-
чин ξ и η. При истинной гипотезе H* соотношения (4) и (5) преобразуются соответственно: 
 
1
{ ( )} { ( )},
N
k
k
E f v NE f v
=
µ = =∑  (6) 
 ( )2 2 2 2{ ( )} cov { , ( )} { ( )} cov { , ( )} .ND f v N v f v n N D f v v f vσ = − = − λ  (7)
Для применения результатов из [4] к доказательству вероятностных свойств статистических 
оценок энтропии необходимо выразить оценки энтропийных функционалов через частоты.
Статистическая оценка энтропии Шеннона. В качестве функции f возьмем ( ) ln .f v v v=  
Статистическая оценка энтропии Шеннона ˆ ( , )H n N  линейно выражается через Z [6]: 
 
1 1
1ˆ ˆ ˆ ˆ( , ) ln ln ln .
N N k k
k k
k k
v vH H n N p p n Z
n n n= =
= = − = − = −∑ ∑  (8)
В работе [6] теорема об асимптотическом распределении вероятностей статистики (8) сфор-
мулирована автором без доказательства, поэтому приведем его здесь.
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те о р е м а 1.  В асимптотике (3) статистика (8) при истинной гипотезе H* имеет асимпто-
тически нормальное распределение 1
ˆ
(0,1) :H
H
H -µ
→ σ 
 
 
1
ln( 1)
ln ,
!
k
H
k
k
n e
k
+∞
-λ
=
+ λ
µ = - ∑  (9) 
 
2 22 2
2 2
1 1 1
( 1) ln( 1)
ln ( 1) ln( 1) ( 1 ) .
! ! !
k k k
H
k k k
e k e k ek k k
n k N k n k
-λ - λ - λ+∞ +∞ +∞
= = =
   + λ + λ λ
σ = + - - + + - λ      
   
∑ ∑ ∑  (10)
Д о к а з а т е л ь с т в о. Сначала проверим выполнение условий теоремы 1 из [4].
1. , ,n N →∞  , 0n N →λ < λ < ∞  – это выполнено в силу условия теоремы.
2. , , .kNp C N k≤ < ∞ ∀  Поскольку 1 , 1, , ,kp N k N= =   то 1.kNp ≡
3. ( ) exp( ).f v a bv≤  Положим в условии a = 1, b = 2 и рассмотрим отдельно два случая: 
v = 0 и v ≥ 1. При v = 0 мы полагаем 0ln0 = 0, поэтому неравенство выполняется: 0 < 1. При v ≥ 1 
функция f(v) неотрицательна, и ( ) ( ) ln .f v f v v v= =  Справедлива цепочка утверждений 
ln ln ln .v v vv v v e v v e v e< ⇔ < ⇒ < < ⇒ <  Домножим обе части последнего неравенства на v < ev, 
получим v lnv < e2v, что ведет к выполнению указанного условия.
4. 2lim sup .
n
n
→∞
σ < ∞   Справедливость выражения 
 
2 2
2 2 2
1 1 1
( 1) ln( 1) ln( 1)
lim sup ln ( 1) ( 1 )
! ! !
k k k
n k k k
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+ - λ - + - λ < +∞      
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∑ ∑ ∑  
 
следует из вида слагаемых, в которых сумма, имеющая порядок O(eλ), умножается на e–λ, и ко-
нечности λ, которая вытекает из (3).
теперь мы можем применить для Z теорему 1 [4], осталось найти параметры нормального 
распределения вероятностей (6), (7). Обозначим 0 { ln }.E v vµ =  Поскольку ( ),v Π λ  то
 { }0
0 2 1
ln( 1)
ln ln ln .
! ( 1)! !
k k k
k k k
e k
E v v k k e k e
k k k
-λ+∞ +∞ +∞
-λ -λ
= = =
λ λ + λ
µ = = = = λ
-
∑ ∑ ∑  (11)
Отсюда следует выражение для математического ожидания Z:
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Вычислим дисперсию Z:
 { }( ) { }( )22 2 2 2 2 20 0ln ln { } .N E v v N E v v E v nσ = -µ - - µ  (13)
Математическое ожидание квадрата в уменьшаемом в (13) равно
 { }2 2 2 2 2 2
0 2 1
( 1)
ln ln ln ln ( 1).
! ( 1)! !
k k k
k k k
e k k
E v v k k e k e k
k k k
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λ λ + λ
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∑ ∑ ∑  (14)
Отсюда с учетом (11) получаем
 
{ }( )
2
2 2 2 2 2 2
0
1 1
2
2 2
1 1
( 1) ln( 1)
ln ln ( 1)
! !
( 1) ln( 1)
ln ( 1) .
! !
k k
k k
k k
k k
k k
N E v v N e k e
k k
k k
e n k e n
k k
+∞ +∞
-λ - λ
= =
+∞ +∞
-λ - λ
= =
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∑ ∑
∑ ∑  (15)
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Рассмотрим вычитаемое в (13). Математическое ожидание произведения равно
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Отсюда с учетом (11) получаем
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Следовательно, 
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Окончательно, подставив (15) и (17) в (13), получим 
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 (18)
Из (8) следует, что статистическая оценка энтропии Шеннона является линейным преобразо-
ванием статистики Z и, значит, также асимптотически нормально распределена. Выразим мате-
матическое ожидание и дисперсию оценки (8) через математическое ожидание и дисперсию ста-
тистики Z:
 { } 1 1ˆ ( , ) ln ln { },E H n N E n Z n E Z
n n
 = - = - 
 
 (19) 
 { } 2
1 1ˆ ( , ) ln { }.D H n N D n Z D Z
n n
 = - = 
 
 (20)
Подставив (12) в (19), получим (9); подставив (18) в (20), получим (10). теорема 1 доказана.
В [7] рассмотрено поведение математического ожидания оценки энтропии Шеннона двоич-
ной последовательности, которая разбивается на фрагменты длины s, и при этом N = 2s.
Знание асимптотического распределения точечной оценки (8) позволяет построить интер-
вальную оценку энтропии Шеннона: с вероятностью 1 – ε оценка энтропии 
 
ˆ ( ) ( , ),H P H H- +∈  
1 1 ,
2H H
H -±
ε = µ ± σ Φ - 
 
 (21)
где 1( )-Φ ⋅  – квантиль стандартного нормального закона [5].
Недостатком полученной точечной оценки является наличие смещения, что продемонстри-
ровано в [7]. Поэтому далее рассмотрим построение статистических оценок функционалов эн-
тропии Реньи и тсаллиса.
Статистические оценки энтропии Реньи и тсаллиса. Будем рассматривать функционалы 
энтропии Реньи и тсаллиса с параметром {2, 3, }.r∈   Как видно из таблицы, функционалы 
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объединяет общая функция φ
1
(x) = xr. аргументом функции является вероятность pk. Видно так-
же, что энтропии Реньи и тсаллиса являются функциями от величины
  
1
( ) .
N
r
r k
k
P P p
=
= ∑  (22)
Следовательно, возникает задача статистического оценивания величины P
r
(P). 
Известно [8], что статистическая оценка для (22) 
1 1
ˆ( ) ,
rN N kr
r k
k k
v
P P p
n= =
 = =  
 
∑ ∑  построенная по 
подстановочному принципу, является смещенной. Для получения асимптотически несмещенной 
оценки определим r-ю нисходящую факториальную степень x:
 
0
!
( 1) ( 1) ( , ) ,
( )!
r
r i
i
x
x x x x r s r i x
x r =
= - - + = =
-
∑  (23)
где s(r, i) – число Стирлинга первого рода [9]; по определению, при x < r полагают :: 0.rx =  
В [8] предложена статистическая оценка для величины (22), которая основана на (23):
 
1
( )
rN
k
r r
k
v
P P
n=
= ∑ , (24)
и является асимптотически несмещенной и состоятельной [10].
Положим ( ) ,rrf v v=
 
1 1
( ) ( ).
N N
r r
r r k rk
k k
Z f v v n P P
= =
= = =∑ ∑  (25)
Справедлива лемма [10] о распределении статистики (25).
л е м м а. При истинной гипотезе H* в асимптотике (3) статистика (25) имеет асимптоти-
чески нормальное распределение 1(0,1) :
r r
r
Z -µ → σ 
   
 1,r rr N n -µ = λ = λ   
 
1
2 2 1
1 0 1
1
1 2 1
1 0 1
( , ) ( , ) !
( , ) ( , ) ! ,
jr i jr i j k r
r i
i j k
jr i jr i j k r
i
i j k
N s r i C r S j k r r
n s r i C r S j k r r
-
- -
= = =
-
- - -
= = =
 
σ = λ λ - λ + =  
 
 
= λ λ - λ +  
 
∑ ∑ ∑
∑ ∑ ∑
   
где ( , )S j k  – число Стирлинга второго рода [9].
С л е д с т в и е 1.  При r = 2 для параметров асимптотически нормального распределения ве-
роятностей случайной величины Z2 справедливы выражения 
 2 ,nµ = λ  
2
2 2 .nσ = λ  
Статистические оценки энтропии Реньи и тсаллиса выражаются через Z
r
 [10]:
  ( )
1
1 1
( , ) ln ln ln ln ,
1 1
rN
k
r rr
k
v
H n N n n Z
r rn=
 
= = + -  - - 
∑   (26) 
 
1
1 1
( , ) 1 1 .
1 1
rN
rk
r r r
k
v Z
S n N
r rn n=
   = - = -    - -   
∑   (27)
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Справедливы теоремы, доказанные автором настоящей статьи совместно с Ю. С. Хариным [10], 
об асимптотическом распределении вероятностей статистических оценок энтропии Реньи и тсал-
лиса, которые опираются на [4, 5] и позволяют построить интервальные оценки. Приведем также 
следствия из теорем для наиболее употребительного на практике случая r = 2.
те о р е м а 2.  В асимптотике (3) статистика (26) является состоятельной оценкой энтро-
пии Реньи и при истинной гипотезе H* имеет асимптотически нормальное распределение: 
 

,
1
,
(0,1),r H r
H r
H -µ → σ  
    
 , ln ,H r Nµ =  (28) 
 
1
2 1
1 0 12
, 2 1
( , ) ( , ) !
.
( 1)
jr i
j i j k r
i
i j k
H r r
s r i C r S j k r r
r n
-
- -
= = =
-
λ - λ +
σ =
- λ
∑ ∑ ∑
 (29)
С л е д с т в и е 2.  При r = 2 для дисперсии асимптотического распределения вероятностей 
оценки (26) справедливо выражение
 2 ,2
2
.H
n
σ =
λ
 
Отметим, что при истинной гипотезе H* 1 , 1, , ,kp N k N= =   поэтому значение энтропии 
Реньи равно 
1 1
1 1 1
( ) ln ln ln ,
1 1
N N
r
r k r
k k
H P p N
r r N= =
   
= = =   - -   
∑ ∑  что совпадает с (28).
Знание асимптотического распределения точечной состоятельной оценки (26) позволяет по-
строить интервальную оценку энтропии Реньи: с вероятностью 1 – ε энтропия
  ( ) ( , ),rH P H H- +∈  1, , 1 2H r H r
H -±
ε = µ ± σ Φ - 
 
. (30)
те о р е м а 3.  В асимптотике (3) статистика (27) является состоятельной асимптотически 
несмещенной оценкой энтропии Тсаллиса и при истинной гипотезе H* имеет асимптотически 
нормальное распределение 

,
1
,
(0,1) :r S r
S r
S -µ → σ  
   
 , 1
1 1
1 ,
1
S r rr N -
 µ = - -  
 (31) 
 
1 1
2 2 1
, 2 2 1
1 1 1
( , ) ( , ) ! .
( 1)
r jr i
j i j k r
S r ir
i j k
s r i C r S j k r r
r n
- -
- -
-
= = =
 λ
σ = λ - λ +  -  
∑ ∑ ∑  (32)
С л е д с т в и е 3.  При r = 2 для математического ожидания и дисперсии асимптотического 
распределения оценки (27) справедливы выражения
 ,2
1
1 ,S
N
µ = -   
 2 ,2 2
2
.S
Nn
σ =  
Знание асимптотического распределения вероятностей точечной состоятельной оценки (27) 
позволяет построить интервальную оценку энтропии тсаллиса: с вероятностью 1 – ε энтропия
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  ( ) ( , ),rS P S S− +∈  
1
, , 1 .
2
S r S rS −±
ε = µ ± σ Φ − 
 
 (33)
Проверка гипотезы о «чистой случайности» последовательности на основе оценок эн-
тропии. Полученные	интервальные	оценки	(21),	(30)	и	(33)	позволяют	построить	решающее	пра-
вило	 для	 проверки	 гипотез	 о	 том,	 является	 ли	 наблюдаемая	 последовательность	 генератора	 
«чисто	случайной»,	т.	е.	РРСП:	 *H 	и	 *.H 	Пусть	 (0,1)ε∈ 	–	заданный	уровень	значимости.	Вве-
дем	обозначения:	 h 	–	статистическая	оценка	энтропии	Шеннона	(8),	Реньи	(26)	или	Тсаллиса	(27),	
μh	–	асимптотическое	математическое	ожидание	статистической	оценки	энтропии	Шеннона	(9),	
Реньи	(28)	или	Тсаллиса	(31),	 2hσ 	–	асимптотическая	дисперсия	статистической	оценки	энтропии	
Шеннона	(10),	Реньи	(29)	или	Тсаллиса	(32)	при	истинной	гипотезе	H*.	Вычислим	для	наблюдае-
мой	последовательности	статистику	 .h 	Решающее	правило,	основанное	на	статистике	 h ,	имеет	вид
 

* 1
*
, если	 ;
1 .
2, в	противном	случае,
h h
H t h t
t
H
− + −
±
 < < ε  = µ ± σ Φ −  
 
  (34)
В	 случае	 принятия	 решения	 о	 справедливости	 гипотезы	H*	 можно	 сделать	 вывод	 о	 том,	 что	 
на	уровне	значимости	ε	исследуемый	процесс	по	своим	энтропийным	свойствам	неотличим	от	
«чисто	случайной»	последовательности	на	основе	наблюдаемой	реализации	длиной	не	более	n.
Результаты компьютерных экспериментов.	Разработанное	решающее	правило	(34)	приме-
нено	для	анализа	выходной	двоичной	последовательности	реального	физического	генератора	дво-
ичной	случайной	последовательности	[11]	{ }, 1, , ,y Tτ τ =  	длиной	T	=	125	·	225	бит.	Выходная	по-
следовательность	«нарезалась»	на	непересекающиеся	подряд	идущие	фрагменты	длины	s (s-граммы):	
( ) ( )
( 1) 1( ) ( , , ) {0,1} ,
t t s
t s tsjX X y y− += = ∈  1, , [ ]t n T s= = 	.	Из	полученных	s-грамм	формирова-
лась	новая	последовательность	{xt}	из	алфавита	мощности	N	=	2
s	по	правилу	 1 ( )
1
2 1.
s
j t
t j
j
x X−
=
= +∑
На	рис.	1	представлены	значения	отклонений	оценки	энтропии	Шеннона	(8)	от	математиче-
ского	ожидания	(9),	деленных	на	границы	доверительных	интервалов:	

( )1
,
1 2
H
H
H
−
−µ
σ Φ − ε
	на	уровне	
значимости	ε	=	0,05	в	зависимости	от	 {5, , 24}.s∈  	Выход	за	полосу	(–1;	1)	означает	непопада-
Рис.	1.	Отклонение	оценки	энтропии	Шеннона	от	математического	ожидания	для	 {5, , 24}s∈ 
Fig.	1.	Deviation	of	the	Shannon	entropy	estimate	from	expectation	for	 {5, , 24}s∈ 
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ние в доверительный интервал и отклонение гипотезы H*. Как видно, на многих значениях по-
рядка s гипотеза H* отклоняется, что свидетельствует о том, что выходная последовательность 
генератора отличается от РРСП.
На рис. 2 представлены значения отклонений оценки энтропии Реньи (26) при r = 2 от мате-
матического ожидания (28), деленных на границы доверительных интервалов: 

( )
,
1
,
,
1 2
r H r
H r
H
-
-µ
σ Φ - ε
 
на уровне значимости ε = 0,1 в зависимости от {2, , 30},s∈   и доверительная полоса (–1; 1). Как 
видно, при значениях s ≤ 25 выходная последовательность генератора согласуется с мо делью РРСП.
Вычисление оценки энтропии тсаллиса и применение решающего правила (34) на ее основе 
дает аналогичный энтропии Реньи результат. Построенный график практически не отличается 
от графика, представленного на рис. 2, поэтому в данной статье не приводится. такое поведение 
оценок энтропии Реньи и тсаллиса можно объяснить наличием зависимости от одной и той же 
величины (24).
В то же время решающие правила на основе оценок энтропии Шеннона и Реньи дали различ-
ные результаты. Это означает, что данные тесты необходимо применять в комплексе, так как 
один из них может выявить отклонения от РРСП, которые не выявил другой, и наоборот.
Заключение. Построены асимптотически нормально распределенные статистические оцен-
ки функционалов энтропии Шеннона, Реньи и тсаллиса. Получены явные формулы для момен-
тов построенных статистических оценок. Сформулировано решающее правило, основанное на 
этих оценках, для проверки гипотезы о том, является ли наблюдаемая последовательность рав-
номерно распределенной случайной последовательностью. Проведены компьютерные экспери-
менты, иллюстрирующие свойства построенных статистических оценок и решающих правил.
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