In classical network reliability analysis, the system under study is a network with perfect nodes but imperfect link, that fail stochastically and independently. There, the goal is to find the probability that the resulting random graph is connected, called reliability. Although the exact reliability computation belongs to the class of N P-Hard problems, the literature offers three exact methods for exact reliability computation, to know, Sum of Disjoint Products (SDPs), Inclusion-Exclusion and Factorization.
Motivation
The diameter-constrained reliability measure was introduced in 2001 by Héctor Cancela and Louis Petingi, inspired in delay sensitive applications [PR01] . In telecommunications, there are several problems where the diameter (or the number of hops) in the communication is a major cause of concern. In floodingbased systems, the number of hops should be controlled in order to avoid network congestion. Peer-to-peer networks originally support file discovery protocols by means of flooding [AH00] . Internet Protocol version 6 (IPv6) has a "Hop limit" field, reserved for these cases [Gro98] . Another hot topic in network design is fiber optics deployment. There, light-paths should be short in order to save bandwidth resources [LGS + 13] . The performance of degraded systems is dramatically deteriorated with distance [CT06] . A practical example is electrical networks, which suffer from Joule effect, causing power losses. We invite the reader to find a rich discussion on diameter-constrained reliability and its applications in [CKP11] . This paper is organized in the following manner. Section 2 formally presents the problem under study, and its computational complexity. Section 3 shows three exact methods to find network reliability, focused on factorization method. The main contributions are included in Section 4. There, the determination of irrelevant links is fully characterized. Additionally, we present invariants for the diameter-constrained reliability in a source-terminal scenario, which should be considered to find the DCR exactly. Section 5 presents concluding remarks and trends for future work.
Diameter-Constrained Reliability
We will follow the terminology of Michael Ball [Bal86] . A stochastic binary system (SBS) is a tern (S, φ, p), being S = {a 1 , . . . , a m } a ground-set with m on-off elements, called components, φ : {0, 1} m → {0, 1} a structure function that assigns either up (1) or down (0) to each system state, and p = (p 1 , . . . , p m ) ∈ [0, 1] m a vector that contains elementary probabilities of operation for each component. Consider a random vector X = (X 1 , . . . , X m ), being {X i } i=1,...,m a set of independent Bernoulli random variables such that P (X i = 1) = p i . The reliability of an SBS is the number r:
A pathset is a state x ∈ {0, 1} m such that φ(x) = 1. A cutset is a state x ∈ {0, 1} m such that φ(x) = 0. Minimal pathsets (cutsets) are called minpaths (mincuts). Let us denote x i to binary word x with the complementary value for bit i. A component i ∈ S is irrelevant if φ(x) = φ(x i ) for all possible states x ∈ {0, 1} m . In words, a component is irrelevant when its elementary state does not affect the global system state.
The classical network reliability problem considers a simple graph G = (V, E) and a set of distinguished nodes K ⊆ V , called terminal set. The corresponding SBS is defined by the following tern:
1 The ground set is the ordered-set of links: S = E = (e 1 , . . . , e m ). 2 A corresponding probability vector:
For each E ⊆ E, a binary word w E = (w 1 , . . . , w m ) such that w i = 1 if and only if e i ∈ E , and φ(w) = 1 if and only if all pair terminals in G = (V, E ) are connected by some path.
The classical network reliability r is historically termed connectedness probability as well [PB83] . In the diameter-constrained scenario, the structure function is modified, and φ(w) = 1 additionally requires paths with d hops or less between each pair of terminals, being d a positive integer called diameter.
We will denote R d K,G the diameter-constrained reliability.
The exact reliability computation is at least as hard as minimum cardinality cutset recognition [Bal86] . Arnon Rosenthal observed that minimum cardinality recognition in the classical reliability problem is precisely Steiner Tree Problem in graphs [Ros77] . Since this problem is included in Karp's list [Kar72] , classical reliability computation belongs to the class of N P-Hard problems. The reader can observe that the exact diameter-constrained reliability computation is an extension of classical reliability. Therefore, it also belongs to the class of N P-Hard problems. Héctor Cancela and Louis Petingi showed the the problem is N P-Hard even in the source terminal case |K| = 2 when d ≥ 3; see [CP04] for a complete proof. A full complexity analysis of different subproblems as a function of k = |K| and d is available in prior works [CR14, CP04, CP01] .
Exact Methods
In order to find the reliability of an SBS, Surech Rai et. al. suggest the following classification of exact method [RVT95]:
• Inclusion-Exclusion.
• Sum of Disjoint Products.
• Factorization.
The first one, also called Poincare's formula, is based on a full enumeration of minpaths (or mincuts). Assume that M 1 , . . . , M l is the whole list of minpaths of a certain SBS (S, φ, p). Inclusion-Exclusion method returns the reliability using the following expression:
The number of minpaths can be exponential with the cardinal of the ground-set m. Moreover, the number of terms from Expression (2) is even larger. Unless a cancellation of terms or special property is found, a full enumeration of minpaths or mincuts is avoided.
Observe that the events {M i } i=1,...,l are non-necessarily disjoint. An alternative is to re-write Expression (2), finding a mutually-exhaustive union of disjoint events. Since components fail independently, events are then written as a product of the elementary reliabilities. This is the key idea of Sum of Disjoint Products method.
Let us have a closer look to the third family of exact methods, called Factorization. The basic idea is to consider conditional measure on the operation of some component i:
where φ|i = 1 (resp. φ|i = 0) is structure φ conditioned to the event "component i is in operation" (resp. failure). A shortcoming of this recursive method in its basic form is that it is strongly exponential. If the system has irrelevant components they should be discarded, and the process can be largely accelerated. The determination of irrelevant components depends on the specific structure under study. The first work in Factorization in the field of network reliability is authored by Fred Moskowitz, inspired in electrical networks [Mos58] :
being e ∈ E a certain link of graph G = (V, E) with elementary probability p e , G − e = (V, E − e) the deletion graph, G * e the contraction graph (contraction of link e) and K is the new terminal-set after link contraction.
Since contraction operation is not a diameter invariant, Expression (4) (sometimes called deletion-contraction formula) does not hold for the diameterconstrained reliability. However, a similar expression holds:
, being now G = G but with elementary reliability p e = 1. Expression (5) suggests a recursive solution, where links are either perfect or deleted in turns, until a halting condition is met (either the network has perfect pathset, or there is no feasible pathset).
Recall that a recursive application of Expression (5) is strongly exponential, and reductions/simplifications to successive graphs should be performed. We term Factorization methods including these aspects as well. In classical network reliability, Factorization theory is mature [SC83, SW85] . However, its extension to the diameter-constrained case deserves further research.
Full Characterization of Irrelevant links in DCR
Héctor Cancela et. al. propose a sufficient condition for a link to be irrelevant. They state the determination of irrelevant links in a source-terminal context is still an open problem [CKP11] .
Later effort has been carried-out by Louis Petingi, with a stronger sufficient condition [Pet13] . A recent analysis shows a third sufficient condition, but it leaves the determination of irrelevant links as an open problem [CRR14] .
Here, a full characterization of irrelevant links is introduced for a sourceterminal scenario first, and later in a K-terminal context (i.e., for an arbitrary terminal-set K ⊆ V ). First, we will show the three sufficient conditions for the source-terminal case, available from the literature presented in a chronological order, and the reasons that they fail to recognize irrelevant links in some graphs. Consider an arbitrary graph G = (V, E), a two-terminal set K = {s, t}, a diameter d and a specific link under study e = {x, y}.
By an elementary analysis, the following conditions are sufficient for link e to be irrelevant:
Let us consider the graph G sketched in Figure 1 . Observe that link e = {1, 2} is irrelevant for diameter d = 5, and even for d = 6 as well. However, d G (s, 1) + d G (2, t) = 1 + 2 = 3 < 5, so Condition 1 does not detect that e is irrelevant for d = 5 nor d = 6. Observe that d G−e (s, 1) + d G−e (2, t) = 1 + 4 = 5 and d G−e (s, 2) + d G−e (1, t) = 4 + 1 = 5, so Condition 2 detects that e is irrelevant when d = 5, but it is not the case for d = 6. Finally, d G−2−t (s, 1) + d G−1,s (2, t) = 1 + 5 = 6 and d G−1−t (2, s) + d G−s−2 (1, t) = ∞, so Condition 3 detects that e is irrelevant in both cases. Nevertheless, the reader can check that link e = {2, 3} is irrelevant when d = 6, but no sufficient condition detects that e is irrelevant. A basic result from its definition is that if a certain link e is irrelevant for a diameter d, then it will also be irrelevant for any diameter d ≤ d. Now, we will fully characterize irrelevant links. Let G = (V, E) be a simple graph, K = {s, t} the terminal set, d a positive integer (diameter) and e = {x, y} ∈ E a certain link. Under these conditions, e is relevant if and only if there is some s−t path P composed by at most d links, such that e ∈ P .
Equivalently, we will find two node-disjoint paths P 1 and P 2 from nodes x, y to nodes s, t with the minimum length-sum. Then, e is irrelevant if and only if path P = P 1 ∪ {x, y} ∪ P 2 has more than d links.
In order to find the desired paths P 1 and P 2 , let us extend the original network. Consider two artificial nodes u and z with degree 2. Specifically, dode u is connected with terminals s and t, while node z is connected with x and y. We should find two node-disjoint paths P 1 and P 2 between u and z with minimum length-sum. Suurballe's algorithm [Suu74] (or Bhandari's algorithm [Bha97] ) provides precisely those paths. After the deletion of artificial nodes, we obtain the desired paths P 1 and P 2 . We proved the following Theorem 4.1. Link e is relevant if and only if l(P 1 ∪ P 2 ) ≤ d − 1 (where the disjoint paths P 1 and P 2 are found using Suurballe's algorithm ).
As a consequence, the deletion of irrelevant links is a DCR invariant. In the most general K-terminal context, the determination of irrelevant links is performed analogously: just check all pair of terminals whether link e is part of some path between two terminals or not. The following elementary operations are DCR invariants as well, for a source-terminal configuration:
• Pending-Node: If the source s (idem terminal t) is pending on a link e = {s, x} with reliability p e , then we contract link e, and replace G for its contraction G * e. The invariant is R d {s,t},G = R
{s ,t},G * e , being e the new source. All non-terminal pending nodes are deleted.
• Perfect-Path: If a path P = {v 1 , . . . , v n } is an induced subgraph for G and links have elementary reliabilities p v i ,v i +1 , then we re-assign the link reliabilities p v i ,v i+1 = 1 for all i = 1, . . . , n − 2 but
• Perfect-Neighbors: if the source s (idem terminal t) has all perfect links to its neighbors N (s), then s ∪ N (s) is a new vertex in G and
{s,t},G .
• Perfect-Cut-Node: if v is a cut-node (i.e., G − v has more than one component), first delete components with all non-terminal nodes (observe that we cannot finish with more than two components). Second, apply Perfect-Neighbors to v on both sides.
• Parallel-Links: If we find two links e 1 and e 2 from the same nodes with elementary reliabilities p e 1 and p e 2 , they are replaced by a new link e with reliability p e = p e 1 + p e 2 − p e 1 p e 2 .
These invariants are building blocks of a Factorization method, combined with the deletion of irrelevant links and reduction of selected links. return R = 0 6: end if
We put all together in F actor Algorithm. It receives the graph G, two terminals s, t and a diameter d, and returns R = R d {s,t},G . The block of Lines 1-6 test the termination (i.e., either a perfect pathset or no feasible pathset). In Line 7, Suurballe's algorithm is called in order to determine, for each link, whether it is relevant or not. Observe that the order of this test does not matter, since the deletion of an irrelevant link does not remove any minpath. In Line 8, a list of invariants help to further reduce and simplify the graph. So far, the list has five elementary operations, as previously detailed. In Line 9, a certain link is selected in order to perform Factor decomposition. Here, we recommend to choose the non-perfect link that is closest to the terminal t (or one of them chosen uniformly at random in case of several links). In this way, we improve the activity of Perfect-Neighbors operation (i.e., contracting all nodes close to neighbors from t, and reducing the diameter in one unit).
Conclusions and Trends for Future Work
In this paper we discussed exact approaches for the exact diameter-constrained reliability (DCR), focused in a source-terminal context. The exact DCR computation belongs to the class of N P-Hard problems, since it subsumes the classical network reliability problem. Factorization techniques are available for the classical problem. However, the determination of irrelevant links has been a shortcoming of previous works in the diameter-constrained version.
Here, an efficient method for the determination of irrelevant links is provided for the DCR. Additionally, some DCR invariants are included, and a factorization algorithm has been introduced. It greedily selects the closest links to one of the terminals, in order to increase the degree of perfect links from the terminals (or reduce the degree after link deletion).
Currently, we are implementing this algorithm and similar ones available from the literature in order to perform a faithful comparison for both sparse and dense graphs. Additionally, the determination of new DCR invariants is both a challenging and useful task in order to develop better exact factorization algorithms for the source-terminal DCR computation.
