The fast multipole method-fast Fourier transform (FMM-FFT) method is developed to compute the scattering of an electromagnetic wave from a two-dimensional rough surface. The resulting algorithm computes a matrixvector multiply in O(NlogN) operations. This algorithm is shown to be more e cient than another O(NlogN) algorithm, the multi-level fast multipole algorithm (MLFMA), for surfaces of small height. For surfaces with larger roughness, the MLFMA is found to be more e cient. Using the MLFMA, Monte Carlo simulations are carried out to compute the statistical properties of the electromagnetic scattering from two-dimensional random rough surfaces using a workstation. For the rougher surface, backscattering enhancement is clearly observable as a pronounced peak, in the backscattering direction, of the computed bistatic scattering coe cient. For the smoother surface, the Monte Carlo results compare well with the results of the approximate Kirchho theory.
Introduction
The problem of calculating the statistical properties of electromagnetic scattering from random rough surfaces has received considerable attention in recent years. This topic is of interest in elds such as surface physics, satellite remote sensing, and radar data interpretation, where electromagnetic waves interact with surfaces that are rough on the scale of the electromagnetic wavelength. As described by Ishimaru 1] -2], one of the most interesting phenomena associated with rough-surface scattering (as well as with scattering from other types of random media) is the occurrence of backscattering enhancement. This term describes the appearance of a well-de ned peak, in the backscattering direction, of the intensity of the incoherently scattered component of the electromagnetic eld. An interesting example is the full moon; as may be observed with the naked eye, the moon is brighter at full moon than at other times. Several approaches have been used to study scattering from rough surfaces. These include approximate analytical methods, experimental studies, and numerical simulations.
The book by Kong 3] provides an introduction to some approximate analytical approaches for studying rough-surface scattering. Two approaches, the Kirchho approximation and the small perturbation method, are discussed in this text. Many authors have contributed to the development of approximate analytical theories for rough-surface scattering 4]-14].
Signi cant experimental work has also been carried out on rough-surface scattering. See, for example, 15]-18]. Quite recently, researchers have reported controlled laboratory millimeter-wave experiments on rough-surface scattering 19]-20].
Because of the limited region of validity (in terms of surface-roughness parameters) of the approximate analytical approaches mentioned above, much work has been done using Monte Carlo simulation in conjunction with rigorous computational electromagnetic simulation techniques. In this approach, a set of random rough surfaces, each with the same statistical roughness properties (surface height distribution and transverse correlation function), is generated. Then the scattering from each surface is computed independently, using an appropriate numerical simulation technique. Finally, the results are processed to determine the statistical properties of the scattered eld. This technique has been applied to one-dimensional problems 21 35] . Note that a two-dimensional problem refers to a problem in which the rough surface is two-dimensional (i.e., the surface height varies as a function of two transverse dimensions); the corresponding electromagnetic scattering problem is a full three-dimensional vector wave problem.
The three-dimensional vector wave scattering problem presents a great computational challenge. Even moderately sized problems can require a very large number of unknowns. In the work that follows, rough surfaces are modeled using the method of moments (MOM). A nite sized rough surface, with edge length L, is illuminated with a Gaussian beam of half-width W. Ideally, W should satisfy W in order to produce a beam that propagates with a planar wavefront and minimal angular spreading. We also require L W to avoid unwanted edge e ects.
Thus, the computational requirements for this problem are very large. Consider, for example, a rough-surface model with edge length L = 9:15 , where is the radiation wavelength. If the problem is discretized with seven unknowns per wavelength in the mean plane of the surface, the number of surface current unknowns is N = 8096. The memory required to store the MOM matrix for this problem is 520MB (assuming the use of single-precision arithmetic). The estimated CPU time (on a SUN SPARC-10 workstation) required to ll the MOM matrix is approximately 12 hr. The estimated time for a direct solution of the matrix equation, using LU decomposition, is approximately 50 hr. If an iterative solution scheme is used, each matrix-vector multiply will take approximately 2 min. Considering that many realizations of the random rough surface must be computed for Monte Carlo simulation (typically around 100 or more realizations), the costs of a brute force solution are unacceptable. In the absence of a much more powerful computer, e cient computational strategies must be employed to obtain a solution.
This paper describes our e orts to address this demanding problem. Our goal is to solve large-scale random rough-surface scattering problems using an MOM/Monte Carlo approach, utilizing e cient solution strategies to reduce the computational requirements. We also wish to search for interesting physical phenomena associated with rough-surface scattering, particularly backscattering enhancement.
Model Development
In this work, perfectly conducting Gaussian random surfaces are considered. The surface is de ned by a surface height function z(r s ), where r s = (x; y). The 
In the above equations, the angular brackets denote the average over the ensemble of realizations. The parameter is the RMS surface height, and l is the transverse correlation length. Random surfaces with these properties are generated using essentially the procedure outlined in Garcia and Stoll 22] . First, working on a discrete mesh of points in the x-y plane, an uncorrelated Gaussian random surface distribution z u (r s ) is generated. This step is easily accomplished using any Gaussian random number generator. This surface has the properties hz u (r s )i = 0; (3) hz u (r s )z u (r 0 s )i = 2 (r s ? r 0 s ): (4) To obtain the desired Gaussian correlation function, this surface must be convolved with a Gaussian lter F(r s ) = 1 p ( l   2   ) e ?jrsj 2 =(l 2 =2) : (5) That is, set z c (r s ) = 
In practice, this convolution is implemented by the fast Fourier transform (FFT) using the discrete grid of surface points mentioned above. It is readily veri ed, using Equations (3) through (6) , that z c satis es the de ning equations for a Gaussian random surface, Equations (1) and (2) . In the work that follows, the edge length (in the x-y plane) of the rough surface will be denoted by L. In order to limit the area of the rough surface that is illuminated and, hence, avoid unwanted edge e ects (since we wish to model scattering from an in nite surface), a Gaussian beam is used for the incident eld. In constructing this beam, we follow Tran 
In the above equations, K 0 is the projection of the central wave vector of the incident beam onto the x-y plane; it is assumed to be in the x direction so that K 0 = (K 0x ; 0). The edge length of the rough surface is L. , where k 0 = !=c is the free space wavenumber. For Equation (7) to represent a downward propagating beam (propagating in the ?z direction), the solution to the dispersion relation with k z > 0 is chosen (time dependence e ?i!t is assumed). The polarization vectorê is in the x-z plane; the beam is thus vertically polarized (i.e. TM z or p polarized). The angle of incidence of the beam is ( = sin ?1 (K 0x =k 0 ); = 0). Figure 1 shows the magnitude of a normally incident beam plotted in gray-scale on a typical rough surface. At each point on the surface, the shading represents the eld magnitude at that point. The surface shown here has edge length L = 9:15 and roughness parameters = 0:7 (RMS surface height) and l = 1:5 (transverse correlation length). The beam halfwidth is W = 2:3 . As seen, the resulting spot diameter in the x-y plane is approximately 2 W, or 4:6 . All distances are in terms of the radiation wavelength, = 2 =k 0 . Note that W is chosen to be W L=4 in order to produce a beam that ts inside the L L square surface with minimal edge e ects.
Ideally, W should satisfy W in order to produce a beam that propagates with a planar wavefront and minimal angular spreading. However, this requires large L, which means a larger problem must be modeled. Our choice of computational parameters is based on the trade-o between the desirability of a large beamwidth versus the computational di culty of modeling the scattering from a larger rough surface. The parameters L = 9:15 and W = 2:3 are used to generate the Monte Carlo results in the next section. A nal issue to consider in developing a rough-surface scattering model is the choice of surface roughness parameters, and l. Because one of our goals is to observe the phenomenon of backscattering enhancement, we will focus on and l in the range where this is expected to be observed. As discussed in 1]-2], there are two distinct cases in which backscattering enhancement occurs.
One case involves rough surfaces with RMS height much smaller than a wavelength, where the interface supports a surface wave. This is encountered, for example, in the scattering of light from a rough metal interface. At certain frequencies the metal behaves like a plasma and incident light can excite a surface wave called a \surface plasmon mode" 36] or \surface plasmon polariton" 10]-14], 37]. The existence of backscattering enhancement in this case is related to the topic of \Anderson localization" 2], 38]. Anderson localization is a multiple scattering phenomenon observed in several physical systems involving random media, including electron transport in strongly disordered material and photon localization in disordered dielectrics. In both of these cases, the localization or enhancement is linked to the presence of \co-herent backscattering," the constructive interference of two waves traversing the same scattering path in opposite directions 2].
The other case in which backscattering enhancement is observed occurs when the RMS surface height is close to a wavelength, and the slope is close to one 2]. This case, which is di cult to model using approximate analytical theories, shall be investigated in this work. In this case, the enhancement is also linked to the occurrence of coherent backscattering. This is described by Ishimaru 1]-2]. Figure 4 in 2] delineates the range of surface roughness parameters for which the di erent types of backscattering enhancement occur; this served as our guide for choosing and l for our numerical experiments.
Problem Formulation
The problem to be solved has been de ned in Section 2. We wish to compute the scattering of a Gaussian beam from a perfectly conducting rough surface generated using the random surface generator described in Section 2.
Based on the fact that the total (incident plus scattered) tangential electric eld must vanish on the conducting surface, we may write the electric eld integral equation (EFIE) for the unknown surface current density J. For a conducting surface S, the EFIE is given by 39] E inc (r); r 2 S: (9) In the above equation,t is any unit tangent vector on S, k 0 is the free-space wavenumber, 0 is the impedance of free space, E inc is the incident electric eld, and R = jr ? r 0 j.
The above equation is solved using a moment method solution with a parametric geometry description. In this approach, the surface is divided into a set of connected quadrilateral patches, with each patch being determined by a three by three grid of points. For the rough surfaces modeled here, these nine points are taken from the discrete mesh described in Section 2. Each patch is represented mathematically as a parametric quadratic surface. Thus, 
Once Equation (11) is solved for the surface current, the scattered eld may be computed by integration. The results obtained by this method compare well with other computed, analytical, and measured results 39]. To attain a given solution accuracy, this approach has been shown to require fewer unknowns than a at patch surface model, because of the more accurate geometry modeling provided by the curved patches.
Note that the computed quantity of interest here is the incoherent part of the bistatic scattering coe cient. This scattering coe cient is simply the RCS of the rough surface, normalized by the total incident power 3] r ab (k s ;k i ) = 4 r 2 (S r ) a P inc (a; b = V; H): (14) In the above, a represents the polarization of the scattered wave, either vertical (V ) or horizontal (H), and b represents the polarization of the incident wave. 
P inc is the total power incident upon the rough surface. For the Gaussian beam of Equation (7), the total incident power is the sum of the power in each plane wave
where K is the angle of incidence of each plane wave. The incoherent part of is obtained by splitting the scattered eld into a mean eld and a uctuating part,
(19) The angular brackets denote the average over the ensemble of realizations. The scattered intensity is then the sum of coherent and incoherent parts, with the incoherent part being given by (20) Thus, the incoherent intensity is simply the statistical variance of the scattered eld computed over the set of surface realizations. The incoherent part of is computed by using the incoherent intensity in computing the scattered power density in Equation (16). 4. An FMM-FFT Algorithm for Rough-Surface Scattering This section presents a new algorithm developed for the e cient solution of the MOM matrix equation associated with the rough-surface scattering problem. The fast multipole method (FMM) 42]-56] provides a very e cient and robust method for solving the MOM matrix equation. The FMM is a technique for fast computation of a matrix-vector multiply and is used in conjunction with an iterative matrix solver such as the conjugate-gradient (CG) method. The application of this method to electromagnetic problems is addressed in 42]-56]. Here we present a modi cation of the FMM designed to take advantage of the special geometry of the rough-surface scattering problem, in which the scatterer is nearly planar.
A detailed physical description of the FMM is given in the literature 42]-52]. In the FMM, current elements on the scatterer are grouped together in groups of size M. The matrix elements for the interaction between groups that are near neighbors are calculated using Equation (12) directly. The matrix elements for the interaction between groups that are far away can be expressed as: 
for m 2 G l , where G l denotes all elements in the l-th group, and B l denotes all nearby groups of the l-th group (including itself). The rst term in (22) is the contribution from the nearby groups, and the second term is the far interaction calculated by FMM. The summation over n 2 G l 0 in the second term of (22) The matrix T translates the K radiated eld terms from each transmitting group to each receiving group elsewhere on the surface. This translation operator is diagonal; there is no interaction between eld components propagating in di erent directions. This is the key to the e ciency of the FMM. N log N) . However, as noted in 49], this algorithm has a higher leading cost constant than the 2-level FMM, so CPU time savings may not be realized for problems of moderate size. However, as will be seen below, the memory savings of the MLFMA are substantial.
The new algorithm developed here is based on the FMM, and is designed to take advantage of the nearly planar geometry of the rough surface. The main idea is the following: choose the group size M to be a small constant, independent of the problem size (the number of groups is thus proportional to N), and place the FMM group centers on a regular three-dimensional lattice.
Then the discretized translation operator T becomes convolutional and may be applied in O(N log N) operations using the FFT.
Mathematically, the translation operation required to compute a matrixvector multiply may be written as 45] . For a single value of propagation directionk, Equation (23) may, therefore, be evaluated using a three-dimensional FFT, at a cost proportional to N 3D log(N 3D ), where N 3D is the total number of points in the three-dimensional lattice. For a roughsurface problem with xed RMS surface height, the thickness of the grid in the z direction will not grow with increasing (transverse) problem size but will remain constant. In this case, N 3D will be proportional to N, the number of surface current unknowns. Because the translation must be carried out for each value ofk, the total work required to apply T is proportional to KN log N. Because K is independent of N in this scheme, the computational complexity of applying T is O (N log N) . Furthermore, since T is convolutional, only O(N) memory is needed to store the operator matrix.
As discussed above, calculating contributions from near groups, multipole expansion coe cients, all need O(NM) operations. Because M is independent of N in this scheme, all of these calculations may thus be needed in O(N) operations. Therefore, the total complexity of a matrix-vector multiply using this FMM-FFT algorithm is O (N log N) . The memory requirement of this solution strategy is of O(N).
There are several observations that may be made about the FMM-FFT algorithm at this point. Figure 2 illustrates the grouping strategies used by FMM FMM-FFT Figure 2 . Illustration of the di erent grouping strategies employed by the FMM and FMM-FFT methods. In the FMM, the locations of the group centers are chosen to minimize the diameter of each group. In the FMM-FFT, the group centers are constrained to lie on a regular three-dimensional lattice.
the FMM and the FMM-FFT. One cost of forcing the group centers to lie on a regular grid is that, in general, the diameter of each group will be slightly larger than in the original FMM, where the group centers are chosen to minimize the group diameter. This increase in group diameter has the e ect of increasing K, the number of propagation directions needed in the FMM eld expansion. Recall that K is related to the maximum group diameter, D, by the expression K = 2(k 0 D + ln(k 0 D + )) 2 . To minimize this e ect, the grid spacing in the z direction is chosen to be the same as in the x and y directions. For small roughness, the group centers are constrained to lie on z = 0 plane. The transverse grid spacing is determined by the size of the FMM groups used in modeling the rough surface.
Also, there is some ine ciency in the FMM-FFT algorithm due to the fact that the original problem, in which the unknowns are arranged on a twodimensional surface, has now been embedded in a three-dimensional grid. This procedure has the e ect of making N 3D , the number of grid points in the three-dimensional lattice, signi cantly larger than the number of FMM groups. This e ect is clearly larger for surfaces with greater RMS surface height . However, the method is valid (i.e., will produce correct results) for any roughness parameters. Note that the radiation function s (i 0 ;j 0 ;k 0 ) (k) is simply set to zero for each grid point that does not have an associated FMM current group, so the calculation of Equation (23) by FFT convolution does not contain any non-physical sources.
Furthermore, since the translation operation is a linear convolution, the grid data must be zero padded by a factor of two in each spatial dimension to avoid unwanted edge e ects due to the circular convolution computed via FFT. For a three-dimensional grid, this zero padding increases the e ective FFT size by a factor of eight.
Despite these potential di culties, the method still o ers the possibility of very e cient calculation for the rough-surface scattering problem, especially for surfaces that have moderate RMS surface height. As noted above, however, the method is applicable to surfaces with arbitrary roughness parameters. It is hoped, because of the relative simplicity of the FMM-FFT algorithm, that this method may be more e cient for the rough-surface problem than other methods, such as the multi-level FMM, which have comparable computational complexity (O (N log N) 62] are quite similar in that they attack the surface scattering problem by mapping the currents onto a regular grid then applying the FFT to speed the eld computations. The difference between these methods and the FMM-FFT method proposed here is in the way the currents are mapped onto a regular grid. In the AIM 62], the physical currents are represented by properly weighted point sources located on a regular three-dimensional grid. In the SMFSIA method 34], the roughsurface problem is mapped onto a regular two-dimensional grid using a Taylor series expansion of the Green's function. In the FMM-FFT, the currents are mapped to a regular three-dimensional grid using the FMM plane-wave eld expansion.
Numerical Results
As an initial test case, consider a Gaussian rough surface with edge length L = 9:15 , RMS surface height = 0:1 , and transverse correlation length l = 1:0 . The incident eld is a normally incident plane wave, polarized in the x direction. The problem was discretized with seven unknowns per wavelength in the x-y plane (i.e., 4 = =7, where 4 is the discretization length in the x-y plane) for a total of N = 8; 064 surface current unknowns. The conjugate-gradient solution was stopped at a relative residual error of 10 ?3 , requiring a total of 76 CG iterations. The geometry and scattered eld are shown in Figure 3 . As seen, the radar cross section (RCS) results obtained using the FMM and the FMM-FFT overlay one another exactly. The FMM code used to generate these results is the single-stage code described in detail in 52]. This code also served as the starting point for developing the FMM-FFT code used here.
The computational requirements for each method are summarized in Ta used to generate the results of this paper is described in detail in 54] . Note that the results for the standard MOM are estimated, as the memory requirements for this approach exceed the capacity of the workstation used. For the FMM and the FMM-FFT methods, the rough surface was divided into an array of sixteen by sixteen groups, with four unknowns along the edge of each group. Thus, the FMM-FFT lattice spacing for this problem was 4 =7. Because the roughness is small for this problem, the FMM-FFT group centers were all constrained to lie in the z = 0 plane. The number of plane waves used in the eld expansion for both the FMM and the FMM-FFT was K = 128. (Note that the MLFMA requires a slightly di erent surface description. For the MLFMA, one current unknown is assigned to each edge of every parametric patch. Thus, a di erent randomly generated surface with the same roughness parameters was used to test this code.) Clearly, the FMM based methods show vastly improved performance compared with a standard MOM approach. The FMM-FFT shows the best performance of all of the methods for this test case, with a total solution time of 82 min. Note, however, that the MLFMA displays two advantages over the other methods listed: smaller memory usage and reduced ll time. The computational requirements are larger for rougher surfaces. The brute-force MOM, the single-stage FMM, and the FMM-FFT all require more than 128 MB of RAM for the case = 0:7 , l = 1:5 . These roughness parameters were chosen as good candidates for producing backscattering enhancement, based on the data presented by Ishimaru 2] . The RMS slope for this surface is p 2 =l = 0:66. The di culty with this case stems from the fact that increasing the RMS slope increases the area of the rough surface.
Thus, each basis function covers a larger area, and the electrical size of the FMM groups increases. This means that a larger number of plane waves, K, must be used in the FMM eld expansion. The alternative is to increase the number of FMM groups (making each group smaller). Either approach has the e ect of increasing the memory requirements for the problem.
To circumvent this di culty, we have used the MLFMA. The computer resources required to implement the MLFMA for the case = 0:7 , l = 1:5 are summarized in Table 2 . All parameters, except the surface roughness, are the same as for the previous example. As noted above, several facts stand out about the MLFMA. First, the memory required for the MLFMA is only 30 MB, signi cantly less than any of the other methods shown in Table 1 . Second, the matrix ll time for the MLFMA is 11 min, again much less than for the other methods. The time for a matrix-vector multiply for this problem using the MLFMA is 82 sec, which is less time than is required by the brute-force MOM approach. Thus, the MLFMA is the only one of the computer codes discussed here that is suitable for modeling large-scale rough surfaces in the backscattering enhancement regime, using a typical engineering workstation. The total solution time using the MLFMA, however, is still fairly large due to the large number of CG iterations (146) needed to achieve a relative residual error of 10 ?3 . The CG iteration converges more slowly for rougher surfaces, which is consistent with the ndings of other researchers. For example, Devayya and Wingham 23] observed that the rate of convergence of the CG method applied to a one-dimensional rough surface is proportional to the RMS surface slope. Tran and Maradudin 33] note that the Neumann-Liouville iterative method stops converging when the RMS slope is approximately one. When the surface becomes rougher, more multiple scattering terms have contributions to the total scattered eld. So, the CG iteration converges more slowly for rougher surfaces. EFIE (9) is the rst kind of integral equations. Its diagonal elements are less dominant than the second kind of integral equations, such as magnetic eld integral equation (MFIE). But it can be applied to both open and closed objects.
In order to reduce the total solution time, we investigated the e ects of relaxing the CG convergence condition. The results are shown in Figure 4 . The RCS is plotted for the case of a vertically polarized Gaussian beam of half-width W = 2:3 incident from ( = 10 ; = 0 ). The CG iteration is stopped when the following condition is satis ed jjZ j comp ? ejj jjejj
where j comp is the approximate surface current vector computed by the CG method, and CGTOL is the solution tolerance. As seen, increasing CGTOL from 10 ?3 to 10 ?1 has little e ect on the RCS. However, the number of CG iterations required drops from 146 for CGTOL = 10 ?3 to only 31 for CGTOL = 10 ?1 . Considering that the results will be statistically averaged in a Monte Carlo simulation, it appears that little information will be lost by relaxing the convergence condition. Thus, CGTOL = 10 ?1 is used to generate the Monte Carlo results presented below. The Monte Carlo simulations presented in this section were run on an HP9000/715/50 workstation with 64 MB of RAM. This workstation performs at approximately 18 M op/sec. This performance is faster than that for the SUN SPARC-10 workstation used for the code development and testing, which performs at approximately 10 M op/sec. (An extensive listing of the performance of di erent computer systems is available from the netlib repository at Oak Ridge National Laboratory. This database can be accessed on the World Wide Web at the address \http://www.netlib.org/index.html".)
The rst Monte Carlo simulation was performed using rough-surface parameters = 0:7 , l = 1:5 , L = 9:15 , 4 = =7, and N = 8; 064. The incident eld is a vertically polarized Gaussian beam of half-width W = 2:3 incident from ( = 10 ; = 0 ). The MLFMA program was used to calculate the scattering from a total of 100 randomly generated rough surfaces. On the HP9000/715/50 workstation, the matrix ll time for each surface was 6 min, The results of the rst Monte Carlo simulation are shown in Figure 5 . There is a pronounced peak of the scattering coe cient in the backscattering direction, ( = 10 ; = 0 ). This backscattering enhancement e ect is quite strong in both the co-polarized scattering (VV) and the cross-polarized (HV) scattering. This result contrasts strongly with the second Monte Carlo simulation, discussed below.
The second Monte Carlo simulation carried out was run on the same set of 100 surfaces used in the rst simulation, but with the surface height reduced by a factor of ten. Thus, the surface roughness parameters for the second simulation were = 0:07 and l = 1:5 . The results of this simulation, along with the results of the approximate analytical Kirchho theory 3], are shown in Figure 6 . There is excellent agreement between the two solution methods, as should be the case for this relatively smooth surface. The behavior of the scattering coe cient is very di erent than for the rougher surface of the rst simulation. In this case, the incoherent eld intensity is spread out in a cone centered around the specular direction. For the rougher surface, the incoherent intensity is quite di use, with a peak in the backscattering direction.
A word is in order concerning the statistical signi cance of these Monte Carlo simulations. Recall that the bistatic scattering coe cient, , is proportional to the statistical variance of the scattered electric eld computed over the set of surface realizations. Let n denote the scattering coe cient computed from a Monte Carlo simulation with n random surfaces, and let true denote the true value of . Note that n is itself a random variable that depends upon the n sample surfaces used in the Monte Carlo simulation. Assuming that the scattered eld follows a Gaussian probability distribution, the standard deviation of n , and hence the expected error due to statistical sampling, is equal to uating the above expression for n = 100 samples, we nd that there is a 90% probability that true lies in the range (0:80 100 ; 1:28 100 ). This statement holds true for each observation angle. Finally, we wish to investigate further the performance of the FMM-FFT algorithm for the case of large-scale rough-surface problems. As noted previously, this algorithm was not used for the Monte Carlo simulations above (with roughness parameters = 0:7 and l = 1:5 ) because the memory requirements for the FMM-FFT code exceeded the memory available on the computer workstations used for the simulations.
To generate the following results, we made use of a larger computer, a Silicon Graphics Inc. (SGI) Power Challenge operated by the National Center for Supercomputing Applications (NCSA) at the University of Illinois at Urbana-Champaign. The Power Challenge is a parallel machine with sixteen processors and 4 GB of shared memory. Each processor has a theoretical peak speed of 300 M op/sec. >From the netlib performance database, the actual single processor speed, based on a standard linear algebra benchmark, is 104 M op/sec. A single processor of the Power Challenge was used for the following calculations.
Both the FMM-FFT and the MLFMA were run for a series of test cases with surface parameters l = 1:5 , L = 9:15 , 4 = =7, and N = 8; 064.
The RMS surface height was varied. The results are shown in Table 3 .
The column labeled N z is the number of z-levels in the three-dimensional FMM-FFT lattice. Not shown in the table is the matrix ll time; the FMM-FFT ll required 16 min, independent of , while the MLFMA ll required 2.7 min, also independent of . (For both of these algorithms the ll time is dominated by the near-neighbor ll time, which is independent of .) In terms of the time required for one matrix-vector multiply, the FMM-FFT outperforms the MLFMA for the two smoother surfaces. For the rougher surfaces, the MLFMA displays superior performance, which is consistent with the theoretical discussion of the performance of the FMM-FFT presented in Section 4.
Conclusions
In this paper, we have addressed the challenging goal of solving largescale random rough-surface scattering problems using an MOM/Monte Carlo A new FMM-FFT algorithm has been developed and investigated. This algorithm requires O(N) memory and O(N log N) CPU time per matrixvector multiply. The resulting computer code has been shown to be very e cient for surfaces with small RMS surface height, outperforming other fast algorithms such as the FMM and the MLFMA. While the FMM-FFT is most e cient for small-scale roughness, the algorithm is also applicable to problems with large-scale roughness. An advantage of the FMM-FFT is the relatively simple structure of the algorithm. Since much of the computational burden is placed on the calculation of FFTs, machine-speci c subroutine libraries can be used to implement the algorithm e ciently.
For problems with larger RMS surface heights, the MLFMA was found to provide superior performance. The main advantages of the MLFMA are its small memory usage and moderate matrix ll time. The algorithm requires O(N log N) memory and O(N log N) CPU time per matrix-vector multiply.
Using the MLFMA, Monte Carlo simulations have been performed to compute the scattering of three-dimensional vector electromagnetic waves from two-dimensional perfectly conducting random rough surfaces. The simulations were carried out on a set of 100 Gaussian rough surfaces with edge length L = 9:15 and discretization length 4 = =7, for a total of N = 8; 064 surface current unknowns. The roughest surface considered had RMS surface height = 0:7 and transverse correlation length l = 1:5 . Computations were also performed for a smoother surface with = 0:07 and l = 1:5 . For the rougher surface, the total Monte Carlo simulation time (for all 100 rough surface realizations) was 78 hr, using an HP9000/715/50 workstation. The program used 30 MB of memory.
For the rougher surface, backscattering enhancement is clearly observable as a pronounced peak, in the backscattering direction, of the computed bistatic scattering coe cient. The eld behavior is quite di erent for the smoother surface, where the incoherent eld intensity is spread out in a cone centered around the specular direction. For the smoother surface, the Monte Carlo results compare well with the results of the approximate Kirchho theory.
List of Figures  Figure 1. Magnitude of a Gaussian beam (Equation (7)) normally incident on a rough surface with roughness parameters = 0:7 and l = 1:5 . The surface has edge length L = 9:15 , and the beam half-width is W L=4 2:3 . Figure 2 . Illustration of the di erent grouping strategies employed by the FMM and FMM-FFT methods. In the FMM, the locations of the group centers are chosen to minimize the diameter of each group. In the FMM-FFT, the group centers are constrained to lie on a regular three-dimensional lattice. 
