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THE ONE-DIMENSIONAL HEAT EQUATION IN THE
ALEXIEWICZ NORM
ERIK TALVILA
Abstract. A distribution on the real line has a continuous primitive inte-
gral if it is the distributional derivative of a function that is continuous on
the extended real line. The space of distributions integrable in this sense is
a Banach space that includes all functions integrable in the Lebesgue and
Henstock–Kurzweil senses. The one-dimensional heat equation is considered
with initial data that is integrable in the sense of the continuous primitive
integral. Let Θt(x) = exp(−x2/(4t))/
√
4pit be the heat kernel. With initial
data f that is the distributional derivative of a continuous function, it is shown
that ut(x) := u(x, t) := f ∗ Θt(x) is a classical solution of the heat equation
u11 = u2. The estimate ‖f ∗ Θt‖∞ ≤ ‖f‖/
√
pit holds. The Alexiewicz norm
is ‖f‖ = supI |
∫
I
f |, the supremum taken over all intervals. The initial data
is taken on in the Alexiewicz norm, ‖ut − f‖ → 0 as t → 0+. The solution
of the heat equation is unique under the assumptions that ‖ut‖ is bounded
and ut → f in the Alexiewicz norm for some integrable f . The heat equation
is also considered with initial data that is the nth derivative of a continuous
function and in weighted spaces such that
∫
∞
−∞
f(x) exp(−ax2) dx exists for
some a > 0. Similar results are obtained.
1. Introduction
The one-dimensional heat equation is the canonical parabolic partial differen-
tial equation of second order. For simple geometries solutions can be represented
explicitly as series or integrals. It is well-known that with heat conduction on
an infinite rod the solution is given by a convolution of initial data with the heat
kernel. The classical problem is:
u ∈ C2(R)× C1((0,∞)) such that(1.1)
ut − uxx = 0 for (x, t) ∈ R× (0,∞).(1.2)
The Gauss–Weierstrass heat kernel is Θt(x) = Θ(x, t) = (4π|t|)−1/2e−x2/(4t) (de-
fined for t 6= 0). The solution of (1.1)-(1.2) is then given by the convolution of
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initial data f with the heat kernel
(1.3) f ∗Θt(x) =
∫ ∞
−∞
f(x− ξ)Θt(ξ) dξ =
∫ ∞
−∞
f(ξ)Θt(x− ξ) dξ.
There are various ways to impose initial conditions. If f is bounded and
continuous on R then f ∗Θt(x) is continuous on R×[0,∞) and ‖f ∗Θt−f‖∞ → 0
as t→ 0+. If f ∈ Lp(R) for some 1 ≤ p <∞ then ‖f ∗Θt− f‖p → 0 as t→ 0+.
For example, see [5], [29], [14].
In this paper we allow the integral in (1.3) to exist as a continuous primitive
integral. This integration process includes the Lebesgue and Henstock–Kurzweil
integrals with respect to Lebesgue measure. An attractive feature of this integral
is that the space of integrable distributions is a Banach space isometrically iso-
morphic to the continuous functions on the extended real line that vanish at −∞.
These distributions tend to behave much more like Lp functions than arbitrary
distributions and many properties typical of functions hold in these spaces, such
as integration by parts, continuity in norm, Ho¨lder inequality, etc. Whereas re-
sults involving arbitrary distributions hold weakly, here we have results holding
in the strong (norm) sense.
The main idea behind the continuous primitive integral is to define a class of
continuous functions (the primitives) that is a Banach space under a uniform
or weighted uniform norm. The integrable distributions are then defined to be
the distributional derivatives of the primitives. Integration is defined via the
fundamental theorem of calculus: If F is a continuous function on R then its
distributional derivative F ′ is integrable and
∫ b
a
F ′ = F (b)−F (a) for all a, b ∈ R.
The space of integrable distributions is a Banach space isometrically isomorphic
to the space of primitives. See the following section for more detail.
We define three classes of integrable distributions. First, primitives are the
continuous functions on the extended real line, vanishing at −∞ (Section 3).
This integral then includes the Lebesgue and Henstock–Kurzweil integrals with
respect to Lebesgue measure. The formula
∫ b
a
F ′ = F (b) − F (a) continues to
hold when F is continuous, even if the pointwise derivative vanishes almost
everywhere or fails to exist at any point. Secondly, we take higher derivatives of
such primitives (Section 4). This includes functions with algebraic singularities
of order (x − x0)−a at any point x0 ∈ R, for all exponents a > 0. Finally, we
use primitives such that the weighted integral
∫∞
−∞ f(x) exp(−ax2) dx exists for
some a > 0 (Section 5). This includes the Lp spaces with respect to Lebesgue
measure and weights exp(−ax2) (a > 0).
For each of these cases we prove theorems of the following type, the respective
norm shown generically as ‖·‖. For f integrable in one of the three above senses:
f ∗ Θt(x) is separately analytic in x and t; is a classical solution of the heat
equation (1.1)-(1.2); satisfies an inequality ‖f ∗Θt‖ ≤ Ct‖f‖ for a sharp constant
Ct. The initial data is taken on in the sense that if ut(x) = f ∗Θt(x) then
(1.4) ‖ut − f‖ → 0 as t→ 0+.
A uniqueness theorem is proved under (1.1)-(1.2) with the only additional as-
sumptions ‖ut‖ is bounded and ‖ut − f‖ → 0 as t → 0+ for some integrable
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distribution f (Section 6). Pointwise and norm estimates are given for f ∗ Θt
and its derivatives.
An extensive bibliography on classical results appears in [5]. See also [29].
For initial data in Lp spaces see [13] and [14]. The heat equation is consid-
ered in weighted spaces of signed measures in [27]. Distributional solutions are
studied in [6] and [20]. These last two works consider tempered distributions,
for which Fourier transform methods apply. The initial data is taken on in the
distributional (weak) sense. An important feature of our results is that all of the
distributions we consider (some tempered, some not tempered) are in Banach
spaces and the initial data is taken on in the strong (norm) sense.
2. The continuous primitive integral
The notation we use for distributions is standard. The test functions are
D(R) = C∞c (R). Distributions are denoted D′(R). We will usually denote dis-
tributional derivatives by F ′ and pointwise derivatives by F ′(t). If f is a locally
integrable function in the Lebesgue or Henstock–Kurzweil sense we identify f
with its distribution Tf defined by 〈Tf , φ〉 =
∫∞
−∞ f(x)φ(x) dx for φ ∈ D(R). The
results on distributions we use can be found in [9] or [8].
Denote the extended real line by R = [−∞,∞]. We define C(R) to be
the continuous functions F such that F (∞) = limx→∞ F (x) and F (−∞) =
limx→−∞ F (x) both exist as real numbers. The space of primitives for the con-
tinuous primitive integral is Bc = {F ∈ C(R) | F (−∞) = 0}. Note that since
F (−∞) = 0, Bc is a Banach space under the norm ‖F‖′∞ = supx<y|F (x)−F (y)|.
Let Ac = {f ∈ D′(R) | f = F ′ for some F ∈ Bc}. We have made the ar-
bitrary but convenient choice of making primitives vanish at −∞. A conse-
quence is that if f ∈ Ac then it has a unique primitive F ∈ Bc. Otherwise,
the primitives of f would differ by a constant. The integral is then defined∫ b
a
f = F (b) − F (a) for all a, b ∈ R. Hence, a distribution f has a continuous
primitive integral if it is the distributional derivative of a function F ∈ Bc, i.e.,
for all φ ∈ D(R) we have 〈f, φ〉 = 〈F ′, φ〉 = −〈F, φ′〉 = − ∫∞−∞ F (x)φ′(x) dx.
Since F and φ′ are continuous and φ′ has compact support, the integral defining
the derivative exists as a Riemann integral. The Alexiewicz norm of f ∈ Ac
is ‖f‖ := supx<y|
∫ y
x
f | = supx<y|F (x) − F (y)| := ‖F‖′∞ where F ∈ Bc is the
primitive of f . Note that Ac is a Banach space isometrically isomorphic to Bc.
We get an equivalent norm when we fix x = −∞. Then ‖f‖′ := ‖F‖∞ and
this makes Ac into a Banach space that is isometrically isomorphic to Bc with
the uniform norm. For F ∈ Bc, ‖F‖∞ ≤ ‖F‖′∞ ≤ 2‖F‖∞. However, the form
of Alexiewicz norm we are using is somewhat more convenient. Note that L1
and the spaces of Henstock–Kurzweil and wide Denjoy integrable functions are
contained in Ac since these spaces all have primitives that are continuous [10].
(They are in fact dense subspaces of Ac.) The function f(x) = x−2 sin(x−3) is
not in L1loc but is in Ac, as can be seen via integration by parts. If F ∈ C(R) and
singular (F ′(x) = 0 for almost all x ∈ R) then the Lebesgue integral of F ′ exists
and is
∫
E
F ′(x) dx = 0 for each measurable set E. But F ′ ∈ Ac with continuous
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primitive integral
∫ b
a
F ′ = F (b)−F (a). If F ∈ C(R) such that it has a pointwise
derivative nowhere then the Lebesgue integral of F ′ is meaningless but F ′ ∈ Ac
with continuous primitive integral
∫ b
a
F ′ = F (b) − F (a). The Alexiewicz norm
seems to first appear in [1]. The continuous primitive integral has its genesis
in the work of Mikusin´ksi and Ostaszewski [19]; Bongiorno and Panchapagesan
[4]; Ang, Schmitt, Vy [2]; Ba¨umer, Lumer and Neubrander [3]. For a detailed
overview, see [22].
If g :R→ R its variation is V g = sup∑|g(xi)− g(yi)| where the supremum is
taken over all disjoint intervals (xi, yi) ⊂ R. The functions of bounded variation
are denoted BV . If g ∈ BV then it has limits at infinity and we define g(±∞) =
limx→±∞ g(x). Functions of bounded variation form the multipliers for Ac. If
f ∈ Ac with primitive F ∈ Bc and g ∈ BV then the integration by parts formula
is
(2.1)
∫ ∞
−∞
fg = F (∞)g(∞)−
∫ ∞
−∞
F (x) dg(x).
The last integral is a Henstock–Stieltjes integral. See, for example, [18]. When
g is absolutely continuous the formula simplifies to the Lebesgue integral
(2.2)
∫ ∞
−∞
fg = F (∞)g(∞)−
∫ ∞
−∞
F (x)g′(x) dx.
A type of Ho¨lder inequality for f ∈ Ac and g ∈ BV is [21, Lemma 24]
(2.3)
∣∣∣∣
∫ ∞
−∞
fg
∣∣∣∣ ≤
∣∣∣∣
∫ ∞
−∞
f
∣∣∣∣ inf|g|+ ‖f‖V g ≤ ‖f‖ (|g(∞)|+ V g) .
A convergence theorem for the continuous primitive integral [22, Theorem 22]:
Theorem 2.1. Let f ∈ Ac. Suppose {gn} ⊂ BV such that there is M ∈ R so
that for all n ∈ N, V gn ≤ M . If gn → g on R for a function g ∈ BV then
limn→∞
∫∞
−∞ fgn =
∫∞
−∞ fg.
If f ∈ Ac and g ∈ BV then the convolution f ∗ g(x) =
∫∞
−∞ f(x− ξ)g(ξ) dξ is
well-defined on R. The convolution is continuous and ‖f ∗ g‖∞ ≤ ‖f‖(‖g‖∞ +
V g). Properties of the convolution are proven for the continuous primitive in-
tegral in [23]. It is shown there by a limiting process that f ∗ g also exists for
g ∈ L1 and that ‖f ∗ g‖ ≤ ‖f‖‖g‖1.
Three facts about the heat kernel:
‖Θt‖1 = ‖Θt‖ = 1, for t > 0(2.4)
Θa ∗Θb = Θa+b, provided 1/a+ 1/b > 0;(2.5)
ΘaΘb =
Θab/(a+b)
2
√
π |a+ b|1/2 , provided a 6= 0, b 6= 0, a+ b 6= 0.(2.6)
3. Initial data in the Alexiewicz space
When f ∈ Ac the convolution u(x, t) = f ∗Θt(x) provides a smooth solution
of (1.2). The initial conditions are taken on in the Alexiewicz norm (1.4). The
estimates ‖f ∗Θt‖∞ ≤ ‖f‖/(2
√
πt) and ‖f ∗Θt‖ ≤ ‖f‖ are shown to be sharp.
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Widder [29] has written solutions of the heat equation as Stieltjes integrals
f ∗ Θt(x) =
∫∞
−∞Θt(x − ξ) dF (ξ) where F ∈ BV is the primitive of f . Positive
solutions of the heat equation are necessarily given by such an integral with F
increasing [29, VIII.3]. Since Bc contains primitives that are not of bounded
variation, solutions considered in Theorem 3.1 below need not be the difference
of two positive functions. When F is not absolutely continuous, solutions can be
singular at each x ∈ R as t→ 0+ [29, XIV.8]. This corresponds to distributions
f which have no pointwise values.
Theorem 3.1. Let f ∈ Ac. Let the primitive of f be F ∈ Bc.
(a) The integrals f ∗ Θt(x) = Θt ∗ f(x) = F ∗ Θ′t(x) = [F ∗ Θt]′(x) exist for
each x ∈ R and t > 0.
(b) f ∗Θt(x) is C∞ for (x, t) ∈ R× (0,∞).
(c) The estimate ‖f ∗ Θt‖∞ ≤ ‖f‖/(2
√
πt) is sharp in the sense that the
coefficient of ‖f‖ cannot be reduced.
(d) Define the linear operator Φt : Ac → C(R) by Φt(f) = f ∗ Θt. Then
‖Φt‖ = 1/(2
√
πt).
(e) lim|x|→∞ f ∗Θt(x) = 0.
(f) For each t > 0, f ∗Θt ∈ Ac and the inequality ‖f ∗Θt‖ ≤ ‖f‖ is sharp in
the sense that the coefficient of ‖f‖ cannot be reduced. Define the linear
operator Ψt :Ac → Ac by Ψt(f) = f ∗Θt. Then ‖Ψt‖ = 1.
(g) Let u(x, t) = f ∗Θt(x) then u is a solution of (1.1)-(1.2) and (1.4).
(h) For each t > 0 we have
∫∞
−∞ f ∗Θt =
∫∞
−∞ f .
(i) f ∗Θt need not be in any of the Lp spaces (1 ≤ p <∞).
(j) For each t > 0, f ∗ θt(x) is real analytic as a function of x ∈ R. For each
x ∈ R, f ∗Θt(x) is real analytic as a function of t > 0.
Proof. (a) The multipliers for Ac are the functions of bounded variation. See
[22]. For each x ∈ R and t > 0 we have Vξ∈RΘt(x−ξ) = 1/
√
πt so f ∗Θt(x) exists
for each x ∈ R and t > 0. The convolution is commutative since we can change
variables, ξ 7→ x− ξ [22, Theorem 11]. Integration by parts (2.2) establishes the
other equalities, except the last which follows by Taylor’s theorem.
(b) By [23, Theorem 4.1] we can differentiate under the integral sign and this
shows f ∗Θ is C∞ in R× (0,∞).
(c) The heat kernel ξ 7→ Θt(x− ξ) is monotonic on the intervals (−∞, x] and
[x,∞). By the second mean value theorem for integrals [22, Theorem 26] there
are x1 ≤ x ≤ x2 such that
f ∗Θt(x) = Θt(∞)
∫ x1
−∞
f +Θt(0)
∫ x
x1
f +Θt(0)
∫ x2
x
f +Θt(−∞)
∫ ∞
x2
f
=
1
2
√
πt
∫ x2
x1
f.
It now follows that ‖f ∗ Θt‖∞ ≤ ‖f‖/(2
√
πt). Let s > 0 and f = Θs. Then
‖f‖ = 1 and ‖Θs ∗Θt‖∞ = ‖Θs+t‖∞ = 1/[2
√
π(s+ t)]. Letting s→ 0 shows the
estimate is sharp.
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(d) The operator norm is given by ‖Φt‖ = sup‖f‖=1‖f ∗Θt‖∞ ≤ 1/(2
√
πt), by
(c). The example in (c) shows ‖Φt‖ = 1/(2
√
πt).
(e) By [23, Theorem 2.1], lim|x|→∞ f ∗Θt(x) = Θt(∞)
∫∞
−∞ f = 0.
(f) The inequality ‖f ∗ g‖ ≤ ‖f‖‖g‖1 is proven for f ∈ Ac and g ∈ L1 in
[23, Theorem 3.4(a)]. This gives ‖f ∗ Θt‖ ≤ ‖f‖‖Θt‖1 = ‖f‖. And, ‖Ψt‖ =
sup‖f‖=1‖f ∗ Θt‖ ≤ 1. We get equality by taking f = Θs for s > 0. Then
‖Ψ‖ ≥ ‖Θs ∗Θt‖ = ‖Θs+t‖1 = 1.
(g) By (b) we can differentiate under the integral sign. Since the heat kernel
is a solution of the heat equation in R × (0,∞) so is f ∗ Θ. Continuity in the
Alexiewicz norm gives (1.4). See [23, Theorem 3.4(e)].
(h) Let −∞ < α < β <∞. Using the Fubini theorem in the Appendix to [23]
and integrating by parts, we have
∫ β
α
f ∗Θt(x) dx =
∫ ∞
−∞
f(ξ)
∫ β
α
Θt(x− ξ) dx dξ
=
1
2
√
πt
∫ ∞
−∞
f(ξ)
∫ β−ξ
α−ξ
e−x
2/(4t) dx dξ
=
1
2
√
πt
∫ ∞
−∞
F (ξ)
[
e−(β−ξ)
2/(4t) − e−(α−ξ)2/(4t)
]
dξ
=
1
2
√
πt
∫ ∞
−∞
[F (β − ξ)− F (α− ξ)] e−ξ2/(4t) dξ.
Dominated convergence now allows us to take the limits α → −∞ and β →∞
under the integral to get
∫∞
−∞ f ∗Θt =
∫∞
−∞ f . Notice that there are no improper
integrals so the α and β limits give existence of the continuous primitive integral.
See Hake’s theorem [22, Theorem 25].
(i) Let s > 0, an = 1/ log(n + 1) and bn = 2n
2
√
s+ t. Define f(x) =∑
(−1)nanΘs(x−bn). If we have |x| ≤ A for a real number A then 2
√
πs anΘs(x−
bn) ≤ exp(−(bn − A)2/(4s)) for large enough n. The Weierstrass M-test then
shows the series defining f converges uniformly on compact sets and f ∈ C(R).
Let F (x) =
∫ x
−∞ f . To prove f ∈ Ac show F ∈ Bc. Clearly, F (−∞) =
limx→−∞ F (x) = 0. And, F (∞) =
∑∞
n=1(−1)nan. Since f is continuous, we
just need to show limx→∞ F (x) = F (∞). Note that
|F (x)− F (∞)| =
∣∣∣∣∣
∞∑
n=1
(−1)nan
∫ ∞
x
Θs(y − bn) dy
∣∣∣∣∣
=
1
2
∣∣∣∣∣
∞∑
n=1
(−1)nanerfc
(
x− bn
2
√
s
)∣∣∣∣∣ ,
where the complementary error function is erfc(x) = 2√
π
∫∞
x
e−y
2
dy. Suppose
bm < x ≤ bm+1 for some m ≥ 2. If n ≤ m − 1 then x − bn > bm − bm−1 =
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2
√
s+ t (2m− 1)→∞ as m→∞. And,
(3.1)
∣∣∣∣∣
m−1∑
n=1
(−1)nanerfc
(
x− bn
2
√
s
)∣∣∣∣∣ ≤
m−1∑
n=1
an erfc
(√
s+ t (2m− 1)√
s
)
.
The complementary error function has asymptotic behaviour [11, 8.254] erfc(x) ∼
exp(−x2)/(√π x) as x→∞. Since |∑m−11 an| ≤ m/ log(2) we see that the term
in (3.1) has limit 0 as m→∞. And, summation by parts and telescoping give∣∣∣∣∣
∞∑
n=m
(−1)nanerfc
(
x− bn
2
√
s
)∣∣∣∣∣
=
∣∣∣∣∣
∞∑
n=m
(
n∑
k=m
(−1)kak
)[
erfc
(
x− bn+1
2
√
s
)
− erfc
(
x− bn
2
√
s
)]∣∣∣∣∣
≤ 2 sup
N≥m
∣∣∣∣∣
N∑
k=m
(−1)kak
∣∣∣∣∣ ,
since 0 ≤ erfc(x) ≤ 2. This term has limit 0 as m→∞. Hence, f ∈ Ac.
The Fubini–Tonelli theorem shows we can interchange series and integral to
get f ∗ Θt(x) =
∑
(−1)nanΘs+t(x − bn). Let m > 1 and suppose |x − bm| ≤
2
√
s+ t then Θs+t(x−bm) ≥ 1/[2e
√
π(s+ t)]. Note that for each n ≥ 1 we have
bn+1− bn = 2
√
s+ t (2n+1) > 2
√
s+ t. The sequence Θs+t(x− bn) is increasing
for bn ≤ x. Since x ≥ bm − 2
√
s+ t, this sequence is increasing for n2 ≤ m2 − 1
and hence for n < m. It is decreasing for n > m. The series alternates and
anΘs+t(x− bn) is decreasing, so∣∣∣∣∣
∞∑
n=m+1
(−1)nanΘs+t(x− bn)
∣∣∣∣∣ ≤ am+1Θs+t(bm+1 − (bm + 2√s+ t))
≤ am
2e4m2
√
π(s+ t)
.
Let ‖a‖ = supN≥1|
∑N
n=1(−1)nan|. Using summation by parts and telescoping,
we get∣∣∣∣∣
m−1∑
n=1
(−1)nanΘs+t(x− bn)
∣∣∣∣∣ ≤
∣∣∣∣∣
(
m−1∑
n=1
(−1)nan
)
Θs+t(x− bm−1)
∣∣∣∣∣
+
∣∣∣∣∣
m−2∑
n=1
(
n∑
k=1
(−1)kak
)
[Θs+t(x− bn+1)−Θs+t(x− bn)]
∣∣∣∣∣
≤ 2‖a‖Θs+t(bm − 2
√
s+ t− bm−1)
=
2‖a‖ exp(−4(m− 1)2)
2
√
π(s+ t)
≤ am
2e2
√
π(s+ t)
provided the inequality
(3.2) 4(m− 1)2 ≥ log [2‖a‖e2 log(m+ 1)]
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is satisfied. Clearly we can take M ≥ 2 large enough so that (3.2) holds for each
m ≥M . Then∫ ∞
−∞
|f ∗Θt(x)|p dx ≥
∞∑
m=M
∫
|x−bm|<2
√
s+t
|f ∗Θt(x)|p dx
≥
∞∑
m=M
∫
|x−bm|<2
√
s+t
∣∣∣∣∣ am2e√π(s+ t) −
am
2e4m2
√
π(s+ t)
− am
2e2
√
π(s+ t)
∣∣∣∣∣
p
dx
> 4
√
s+ t
[
e− 2
2e2
√
π(s+ t)
]p ∞∑
m=M
apm =∞.
(j) Since F is bounded it satisfies the growth condition |F (x)| ≤ C1 exp(C2|x|1+α)
(C1 > 0, C2 ∈ R, 0 ≤ α < 1) which ensures F ∗Θt(x) is real analytic, separately
in x ∈ R and t > 0 [5, Theorem 10.2.1], [5, Theorem 10.3.1]. But then (F ∗Θt)′ =
f ∗Θt is also analytic. 
Remark 3.2 (Theorem 3.1). Part (a) shows that f ∗ Θt can be written as an
improper Riemann integral.
Many results continue to hold in the space Abuc := {f = F ′ | F ∈ Bbuc} where
Bbuc are the functions in C(R) that are bounded and uniformly continuous. The
multipliers for Abuc are the functions of bounded variation that have limit 0
at ±∞, which includes the heat kernel. The space Abuc is a subspace of the
weighted spaces studied in Section 5 below. See Example 3.6(d).
When f ∈ Lp for some 1 ≤ p ≤ ∞ the uniform estimate from the Ho¨lder
inequality is
‖f ∗Θt‖∞ ≤ cp‖f‖pt−1/(2p), cp =


1/(2
√
π), p = 1
(4π)−1/(2p)[(p− 1)/p](p−1)/(2p), 1 < p <∞
1, p =∞.
For example, [13]. The condition for equality in the Ho¨lder inequality [17,
p. 46] shows these estimates are sharp. When 1 < p <∞ we can take f = Θq/pt .
When p = ∞ we can take f = 1. When p = 1 the condition is Θt(x) =
d sgn[f(x)] for some d ∈ R. This cannot be satisfied with any f ∈ L1. Instead,
we take for a delta sequence. Note that when f ∈ L1 we get the same estimate
as for f ∈ Ac (Theorem 3.1(c)), with the Alexiewicz norm replaced with the L1
norm.
Part (h) of Theorem 3.1 is given for f ∈ L1 in [7, p. 220].
Note that since f∗Θt is continuous the integral
∫∞
−∞ f∗Θt exists as a Henstock–
Kurzweil integral and as an improper Riemann integral but from (i)
∫∞
−∞|f ∗
Θt(x)| dx can diverge.
Theorem 10.2.1 in [5] shows f ∗ Θt(x) is separately analytic in x ∈ C and in
a domain with bounded imaginary part of t.
We have continuity with respect to initial conditions.
Corollary 3.3. Suppose f, g ∈ Ac.
(a) Then ‖f ∗Θt − g ∗Θt‖ ≤ ‖f − g‖ for each t > 0.
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(b) Let ǫ > 0. Suppose u, v : R× (0,∞)→ R such that ‖u(·, t)− f‖ → 0 and
‖v(·, t)− g‖ → 0 as t → 0+. If ‖f − g‖ < ǫ then for small enough t we
have ‖u(·, t)− v(·, t)‖ < 2ǫ.
Proof. Part (a) follows from (f) and part (b) is a consequence of the triangle
inequality. 
Note that in (b) u and v need not be solutions of the heat equation and need
not be convolutions of the heat kernel with f or g. See [13] for corresponding
results in Lp spaces.
Remark 3.4 (The regulated primitive integral and Lp primitive integral). A re-
lated integral is obtained by taking left continuous regulated functions as primi-
tives. A function is regulated on R if it has left and right limits at each point of
R and it is left continuous on R if it equals its left limit at each point of (−∞,∞]
and it has a limit at −∞. If F is such a function then the regulated primitive in-
tegral of F ′ is
∫∞
−∞ F
′ = F (∞). There are four types of integral on finite intervals:∫
[a,b]
f = F (b+) − F (a−) = F (b+) − F (a), ∫
(a,b]
f = F (b+) − F (a+), ∫
[a,b)
f =
F (b−)−F (a−) = F (b)−F (a), ∫
(a,b)
f = F (b−)−F (a+) = F (b)−F (a+). The
space of integrable distributions is a Banach space under the Alexiewicz norm.
This integral contains the continuous primitive integral. As well, all finite signed
Borel measures are integrable. For example, the Dirac measure is the distribu-
tional derivative of the Heaviside step function H = χ(0,∞]. The regulated prim-
itive integral is discussed in [24]. While many of the properties proven in Theo-
rem 3.1 continue to hold, a key difference between the two integrals is that, for
the regulated primitive integral, translation is not continuous in the Alexiewicz
norm. A consequence of this is that f ∗ Θt need not converge to f as t → 0+.
For example, δ ∗Θt(x) = Θt(x) and ‖δ ∗Θt− δ‖ ≥ |
∫
(0,∞)(Θt− δ)| = 1/2 6→ 0 as
t → 0+. For this reason, we do not consider the regulated primitive integral in
this paper. In Section 4 we define higher order Alexiewicz spaces which contain
some linear combinations of translated Dirac distributions. In all these spaces
we get convolutions with the initial data converging to the initial data in the
appropriate norm.
We do have continuity in the Lp norms for 1 ≤ p < ∞. Distributions that
are the distributional derivative of an Lp function are considered in [26]. When
these are convolved with the heat kernel they give solutions that take on initial
conditions in spaces of distributions that are isometrically isomorphic to Lp.
When f is locally a continuous function, f ∗Θt(x) converges pointwise to f(x)
as t→ 0+.
Theorem 3.5. Suppose f ∈ Ac with primitive F ∈ Bc such that F |I ∈ C1(I)
for some open interval I ⊂ R. Define u :R× [0,∞)→ R by
u(x, t) =


f ∗Θt(x), (x, t) ∈ R× (0,∞)
f(x), (x, t) ∈ I × {0}
0, (x, t) ∈ (R \ I)× {0}.
Then u is continuous on [R× (0,∞)] ∪ [I × {0}].
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Proof. Continuity of u on R× (0,∞) is proved in Theorem 3.1(b). Let x0 ∈ I.
Given ǫ > 0 there exists δ > 0 such that (x0−2δ, x0+2δ) ⊂ I and if |x−x0| < 2δ
then |f(x)− f(x0)| < ǫ. For (x, t) ∈ (x0 − δ, x0 + δ)× (0,∞) we have
|f ∗Θt(x)− f(x0)| =
∣∣∣∣
∫ ∞
−∞
f(ξ)Θt(x− ξ) dξ − f(x0)
∫ ∞
−∞
Θt(x− ξ) dξ
∣∣∣∣
≤ I1 + I2 + I3,
where
I1 =
∣∣∣∣
∫ x0+2δ
x0−2δ
[f(ξ)− f(x0)]Θt(x− ξ) dξ
∣∣∣∣ ≤ ǫ
∫ ∞
−∞
Θt(x− ξ) dξ = ǫ,
I2 =
∣∣∣∣
∫
|ξ−x0|>2δ
f(ξ)Θt(x− ξ) dξ
∣∣∣∣
≤ ‖f‖{Vξ∈R[Θt(x− ξ)χ(x0+2δ,∞)(ξ)] + Vξ∈R[Θt(x− ξ)χ(−∞,x0−2δ)(ξ)]}
≤ 2‖f‖ [Θt(δ) + Θt(−δ)]
I3 = |f(x0)|
∫
|ξ−x0|>2δ
Θt(x− ξ) dξ
≤ |f(x0)|√
π
(∫ −δ/(2√t)
−∞
e−s
2
ds+
∫ ∞
δ/(2
√
t)
e−s
2
ds
)
.
The estimate for I2 comes from the Ho¨lder inequality (2.3). Letting t → 0+
shows I2 → 0 and I3 → 0. 
Examples 3.6. (a) L1, the spaces of Henstock–Kurzweil integrable functions
and wide Denjoy integrable functions are all (non-closed) subspaces of Ac. In
each case, f ∗Θt(x) agrees with its traditional value and its value in Ac.
(b) Let V ∈ Bc be a singular function, i.e., the pointwise derivative V ′(x) = 0
for almost all x. Then V ′(x) ∈ L1 and the Lebesgue integral gives V ′ ∗Θt(x) = 0
for each x ∈ R. This gives the zero solution of the heat equation with zero initial
condition taken on in the L1 norm. As an integral in Ac we get V ′ ∗ Θt(x) =
V ∗ Θ′t(x) =
∫∞
−∞ V (ξ)Θ
′
t(x − ξ) dξ. This last exists as an improper Riemann
integral and gives a nontrivial solution of the heat equation, initial values being
taken on in the Alexiewicz norm.
(c) Suppose f ∈ Ac has compact support in the interval [A,B]. Let x >
max(B, 0). Then f ∗ Θt(x) = 1/(2
√
πt)
∫ B
A
f(ξ) exp(−(ξ − x)2/(4t)) dξ. By
Ho¨lder’s inequality (2.3),
|f ∗Θt(x)| ≤ ‖f‖
2
√
πt
V (Θtχ[A,B]) =
‖f‖
2
√
πt
[
e−(x−A)
2/(4t) + e−(x−B)
2/(4t)
]
.
Hence, for fixed t > 0, f ∗Θt(x) = O(exp(−(x− B)2/(4t)) as x→∞.
(d) Suppose f = F ′ where F is bounded and uniformly continuous on R (but
not necessarily on R). We can define ‖f‖ = supI |
∫
I
f |, provided the supremum is
taken over bounded intervals I ⊂ R. The estimates in (c) and (f) of Theorem 3.1
then continue to hold, even though f need not be in Ac. For example, let
f(x) = sin(sx) for s > 0. A routine calculation (also see Example 5.4(c) below)
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gives the separated solution u(x, t) = f ∗ Θt(x) = sin(sx) exp(−s2t). Note
that f 6∈ Ac but ‖f‖ = (1/s)
∫ π
0
sin(x) dx = 2/s. And, ‖ut‖∞ = exp(−s2t).
A calculation gives 2
√
πt ‖ut‖∞/‖f‖ = s
√
πt exp(−s2t) ≤ √π/(2e) < 1, in
accordance with (c) of Theorem 3.1. And, ‖ut‖ = exp(−s2t)‖f‖ ≤ ‖f‖, in
accordance with (f) of Theorem 3.1. As well, ‖ut−f‖ = (1−exp(−s2t))‖f‖ → 0
as t→ 0+.
(e) Let f(x) = exp(ix2/(4s)) for s > 0. Then f is bounded and continuous
but not in the Lp spaces (1 ≤ p < ∞). And, f is improper Riemann integrable
so f ∈ Ac. Completing the square gives
f ∗Θt(x) = 1
2
√
πt
∫ ∞
−∞
e−(ξ−x)
2/(4t)eiξ
2/(4s)dξ
=
e
−x
2
4t e
sx
2(s+it)
4t(s2+t2)
2
√
πt
∫ ∞
−∞
e
−(s−it)
4st
[
ξ− s(s+it)x
s2+t2
]2
dξ.
Due to Cauchy’s theorem, the contour can be shifted in the complex plane from ξ
real to Im(ξ) = stx/(s2 + t2). The integral ∫∞−∞ e−aξ2 dξ =√π/a for Re(a) > 0
then gives
(3.3) f ∗Θt(x) = e
− tx2
4(s2+t2) e
isx
2
4(s2+t2)
√
s
√
s+ it√
s2 + t2
.
It is readily seen that limt→0+ f ∗ Θt(x) = f(x) at each point x ∈ R (cf. The-
orem 3.5). Differentiating f and f ∗ Θt with respect to s gives an example for
which the initial data is not in Ac. See Example 5.4(e) below.
Note that for fixed s, t > 0 there is a positive constant c such that f ∗Θt(x) =
O(e−cx
2
) as |x| → ∞. The next example shows that f ∗ Θt(x) can tend to 0
more slowly (cf. Theorem 3.1(e)).
(f) Suppose a decay rate ω : (0,∞) → (0,∞) is given and limx→∞ ω(x) = 0.
We will show there is f ∈ Lp for each 1 ≤ p ≤ ∞ such that f ∗ Θt(x) 6=
o(ω(x)) as x → ∞. We can assume ω is decreasing; otherwise replace ω with
ω˜(x) = supt>x ω(t). Let f(x) =
∑∞
n=1 n
−2Θs(x − bn) where s > 0 and {bn}
is an increasing sequence with limit ∞. Then f ∈ Lp. And, f ∗ Θt(bm) ≥
m−2Θs+t(0) = [2m2
√
π(s+ t)]−1. Let bn = ω−1(n−2). Then bn ↑ ∞. And,
f ∗Θt(bm)
ω(bm)
≥ 1
2
√
π(s+ t)
6→ 0 as m→∞.
We say f ∈ Ac has an absolutely convergent integral if f has a primitive
F ∈ BV ∩ Bc.
Proposition 3.7. (a) Let f ∈ Ac with primitive F ∈ BV ∩ Bc. Then V (f ∗
Θt) ≤ VF VΘt = VF/
√
πt.
(b) Let f ∈ Ac with compact support in [A,B]. Then
V (f ∗Θt) ≤ ‖f‖√
π
[
1√
t
+
(B − A)√2√
e t
]
.
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(c) If f ∈ L1 then V (f ∗Θt) ≤ ‖f‖1/
√
πt.
(d) Let f ∈ Ac and let u(x, t) = ut(x) = f ∗ Θt(x). For t > 0 the pointwise
derivatives have estimates ‖u′t‖ ≤ ‖f‖VΘt = ‖f‖/
√
πt, ‖∂u(·, t)/∂t‖ =
‖u′′t ‖ ≤ ‖f‖VΘ′t = ‖f‖
√
2/(
√
πe t), ‖u′t‖∞ ≤ ‖f‖VΘ′t = ‖f‖
√
2/(
√
πe t),
‖∂u(·, t)/∂t‖∞ = ‖u′′t ‖∞ ≤ ‖f‖VΘ′′t = ‖f‖(1 + 4e−3/2)/(2
√
π t3/2).
Proof. (a) Let (xi, yi) be a sequence of disjoint intervals. Integrating by parts
and using the Fubini–Tonelli theorem∑
i
|f ∗Θt(xi)− f ∗Θt(yi)| =
∑
i
∣∣∣∣
∫ ∞
−∞
Θ′t(ξ) [F (xi − ξ)− F (yi − ξ)] dξ
∣∣∣∣
≤
∫ ∞
−∞
|Θ′t(ξ)|
∑
i
|F (xi − ξ)− F (yi − ξ)| dξ
≤ VΘt VF.
Taking the supremum over all such intervals gives the first result. (b) Let the
primitive of f be F . Then F = 0 on (−∞, A] and F = F (B) on [B,∞).
Integrate by parts and use the Fubini–Tonelli theorem in [23] to get
V (f ∗Θt) =
∫ ∞
−∞
|(f ∗Θt)′(x)| dx
=
∫ ∞
−∞
∣∣∣∣F (B)Θ′t(x−B) +
∫ B
A
F (ξ)Θ′′t (x− ξ) dξ
∣∣∣∣dx
≤ |F (B)|/(√πt) + (B − A)‖F‖∞ VΘ′t
≤ ‖f‖√
π
[
1√
t
+
(B −A)√2√
e t
]
.
(c) This follows since if f ∈ L1 then it has a primitive that is absolutely
continuous and of bounded variation. (d) The heat kernel is smooth so we
can differentiate pointwise [23, Corollary 4.5] to get ∂u(x, t)/∂x = u′t(x) =
f ∗ Θ′t(x), ∂2u(x, t)/∂x2 = u′′t (x) = ∂u(x, t)/∂t = f ∗ Θ′′t (x). A calculation
shows VΘ′t = 4Θ
′
t(−
√
2t) =
√
2/(
√
πe t) and VΘ′′t = 4Θ
′′
t (
√
6t)− 2Θ′′t (0) = (1 +
4e−3/2)/(2
√
π t3/2). The result then follows from the estimates ‖f ∗g‖ ≤ ‖f‖‖g‖1
([23, Theorem 3.4]) and the Ho¨lder inequality (2.3). 
4. Higher order Alexiewicz spaces
For each n ∈ N the set of distributions that are the nth derivative of a function
in Bc is a Banach space isometrically isomorphic to Bc. A distributional integral
is defined, the multipliers being functions that are n-fold iterated integrals of
functions of bounded variation. Properties analogous to Theorem 3.1 hold for
these higher order distributions. First we briefly introduce the higher order
distributional integrals. More details can be found in [25]. Our presentation
is simplified since we take primitives to be continuous rather than regulated
functions, c.f. Remark 3.4.
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If F,G ∈ Bc and satisfy the distributional differential equation F (n) = G(n)
then F and G differ by a polynomial of degree at most n − 1. But the only
polynomial in Bc is the zero function so F = G. This shows that according to
the following definition the primitive of a distribution in Anc is unique.
Definition 4.1. For each n ∈ N let Anc = {f ∈ D′(R) | f = F (n) for some F ∈
Bc}, with A1c := Ac. If f ∈ Anc define ‖f‖(n) = ‖F ′‖ = supx<y|F (x) − F (y)|
where F ∈ Bc is the unique primitive of f .
It is clear that ‖·‖(n) is a norm on Anc and this makes Anc into a Banach space
that is isometrically isomorphic to Bc.
Definition 4.2. Let NBV be the functions in BV that are right continuous
on R, i.e., g ∈ BV and limy→x+ g(y) = g(x) for each x ∈ (−∞,∞). Define
IBV 0 = NBV . Suppose IBV n−1 is known for n ∈ N. Define IBV n = {h :R→
R | h(x) = ∫ x
0
q(t) dt for some q ∈ IBV n−1}.
This inductive definition defines the multipliers for integration in Anc . Each
function in h ∈ IBV n is an n-fold iterated integral of a unique function g ∈
NBV . We write this as h = In−1[g]. See [25], Proposition 2.5 and the remark
following. Note that h(k)(0) = 0 for 0 ≤ k ≤ n − 2. Now we can define the
integral of the product of a distribution in Anc and a function in IBV n−1.
Definition 4.3. Let n ∈ N. For f ∈ Anc let F be its primitive in Bc. For
h ∈ IBV n−1 such that h = In−1[g] for g ∈ NBV , define the continuous primitive
integral of f with respect to h as∫ ∞
−∞
fh =
∫ ∞
−∞
F (n)h = (−1)n−1
∫ ∞
−∞
F ′h(n−1)(4.1)
= (−1)n−1F (∞)g(∞)− (−1)n−1
∫ ∞
−∞
F (x) dg(x).(4.2)
Note that F ′ ∈ Ac and h(n−1) ∈ BV so that the last integral in (4.1) is
integration in Ac as in Section 2. It is shown in [25, Proposition 2.10] that if P
is a polynomial of degree at most n − 2 then ∫∞−∞ fP = 0. Hence, the iterated
integrals defining h can have any point a ∈ R as their lower limit and h(k) would
vanish at a for 0 ≤ k ≤ n− 2 and not necessarily at 0.
The Ho¨lder inequality now takes the following form.
Proposition 4.4. Let f ∈ Anc with primitive F ∈ Bc. Let h ∈ IBV n−1 such
that h = In−1[g] for g ∈ NBV . Then∣∣∣∣
∫ ∞
−∞
fh
∣∣∣∣ ≤
∣∣∣∣
∫ ∞
−∞
F ′
∣∣∣∣ inf|g|+ ‖F ′‖V g ≤ ‖f‖(n)[inf|h(n−1)|+ V h(n−1)].
Every derivative of the heat kernel is a function of bounded variation vanishing
at ±∞. Hence, if f ∈ Anc then f ∗ Θt exists. This leads to similar results as in
Theorem 3.1.
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Lemma 4.5. Let n ∈ N. Then Θ(n)t (x) = (−2
√
t)−nΘt(x)Hn(x/(2
√
t)) and
VΘ
(n−1)
t = ‖Θ(n)t ‖1 ≤ cnt−n/2 where
cn =
1
2n
√
π
∫ ∞
−∞
e−x
2|Hn(x)| dx ≤ k
√
n! 2(1−n)/2
and Hn is the nth order Hermite polynomial. It is known that k < 1.087.
Proof. This follows from the Rodrigues formula for Hermite polynomials [11,
8.950.1] and Cramer’s inequality for Hermite polynomials [11, 8.954.2]. 
Theorem 4.6. Let n ≥ 2 and let f ∈ Anc . Let the primitive of f be F ∈ Bc.
(a) The integrals f ∗ Θt(x) = Θt ∗ f(x) = F ∗ Θ(n)t (x) = [F ∗ Θt](n)(x) exist
for each x ∈ R and t > 0.
(b) f ∗Θt(x) is C∞ for (x, t) ∈ R× (0,∞).
(c) Let cn be as in Lemma 4.5 then ‖f ∗Θt‖∞ ≤ cn‖f‖(n)t−n/2. The exponent
on t cannot be changed.
(d) Define the linear operator Φt : Anc → C(R) by Φt(f) = f ∗ Θt. Then
‖Φt‖ ≤ cnt−n/2.
(e) lim|x|→∞ f ∗Θt(x) = 0.
(f) For each t > 0, f∗Θt ∈ Anc and the inequality ‖f∗Θt‖(n) ≤ ‖f‖(n) is sharp
in the sense that the coefficient of ‖f‖(n) cannot be reduced. Define the
linear operator Ψt :Anc → Anc by Ψt(f) = f∗Θt. Then ‖Ψt‖ = 1. For each
integer 0 ≤ k ≤ n, f ∗Θt ∈ Akc and ‖f ∗Θt‖(k) ≤ ‖F ′‖cn−k+1t(n−k+1)/2.
(g) Let u(x, t) = f∗Θt(x) then u is a solution of (1.1)-(1.2) and ‖ut−f‖(n) →
0 as t→ 0+.
(h) For each t > 0 we have
∫∞
−∞ f ∗Θt = 0.
(i) For each t > 0, f ∗ θt(x) is real analytic as a function of x ∈ R. For each
x ∈ R, f ∗Θt(x) is real analytic as a function of t > 0.
Proof. From (4.1) we get f ∗ Θt(x) = F ′ ∗ Θ(n−1)t (x). This then reduces the
convolution of f with Θt in Anc to convolution of F ′ with Θ(n−1)t in Ac. Now
using Definition 4.1, the corresponding results of Theorem 3.1 apply. (a) A
linear change of variables theorem is proved in [25, Theorem 3.4]. This shows
the convolution commutes. (c) We have
‖f ∗Θt‖∞ = ‖F ∗Θ(n)t ‖∞ = sup
x∈R
∣∣∣∣
∫ ∞
−∞
F (ξ)Θ
(n)
t (x− ξ) dξ
∣∣∣∣ ≤ ‖f‖(n)‖Θ(n)t ‖1.
Now use Lemma 4.5. Let s > 0 and take f(x) = Θ
(n−1)
s (x). Then
f ∗Θt(x) = [Θs+t](n−1)(x) = (−1)
n−1Θs+t(x)Hn−1(x/(2
√
s+ t))
2n−1(s+ t)(n−1)/2
.
Let αn ∈ R such that Hn−1(αn) 6= 0. Then
‖f ∗Θt‖∞ ≥ |f ∗Θt(2αn
√
s+ t)| = exp(−α
2
n)Hn−1(αn)
2n
√
π (s+ t)n/2
.
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Letting s→ 0 shows the exponent on t cannot be changed. (e) Using Lemma 4.5,
dominated convergence gives
lim
x→±∞
f ∗Θt(x) = lim
x→±∞
∫ ∞
−∞
F (x− ξ)Θ(n)t (ξ) dξ = F (∓∞)
∫ ∞
−∞
Θ
(n)
t (ξ) dξ = 0.
(f) To show the inequality is sharp let f = Θ
(n−1)
s . Note that for each integer
k ≤ n we have F ∗Θ(n−k)t ∈ C(R). And, f ∗Θt = (F ∗Θn−kt )(k) ∈ Akc . (h) Similar
analysis as in the proof of Theorem 3.1 shows∫ β
α
f ∗Θt(x) dx =
∫ ∞
−∞
F ′(ξ)
∫ β
α
Θ
(n−1)
t (x− ξ) dx dξ
=
∫ ∞
−∞
[F (β − ξ)− F (α− ξ)]Θ(n−1)t (ξ) dξ.
Dominated convergence then gives∫ ∞
−∞
f ∗Θt(x) dx = F (∞)
∫ ∞
−∞
Θ
(n−1)
t (ξ) dξ = 0.

Remark 4.7 (Theorem 4.6). (c) The sharp constant is not known for n ≥ 2.
Examples 4.8. (a) Let w be a bounded continuous function such that the
pointwise derivative w′(x) exists for no x. Define F1(x) = w(x) exp(−|x|) then
F1 ∈ Bc. For n ≥ 1, F (n)1 has pointwise values nowhere and yet F (n)1 ∗Θt is well-
defined as an integral in Anc and defines a smooth solution of the heat equation,
taking on initial values in the norm ‖·‖(n), as in Theorem 4.6. Note that as a
Lebesgue integral F
(n)
1 ∗Θt does not exist.
(b) Neither the Dirac distribution nor any of its derivatives are in Anc [25,
Proposition 3.1]. However, some linear combinations of the Dirac distribution
are in Anc . Define F2(x) = 0 for x ≤ 0, F2(x) = x for 0 ≤ x ≤ 1, F2(x) = 1 for
x ≥ 1. Then F2 ∈ Bc. Let δa = τaδ, the Dirac distribution supported at a ∈ R,
with δ0 = δ. Then F
′
2(x) = H(x) − H(x − 1) where H is the Heaviside step
function. For n ≥ 2 we get F (n)2 = δ(n−2) − δ(n−2)1 ∈ Anc . A solution of the heat
equation is then given using Lemma 4.5
u(x, t) = F
(n)
2 ∗Θt(x) = Θ(n−2)t (x)−Θ(n−2)t (x− 1)
= (−2√t)−(n−2)
[
Θt(x)Hn−2
(
x
2
√
t
)
−Θt(x− 1)Hn−2
(
x− 1
2
√
t
)]
.
And, ‖ut − F (n)2 ‖(n) → 0 as t→ 0+.
(c) Fix α > 0. Let pα(x) = x
α and q(x) = exp(−x). Define F3 = Hpαq ∈ Bc.
The pointwise derivative satisfies F
(n)
3 (x) ∼ α(α − 1) · · · (α − n + 1)xα−n as
x → 0+. Hence, for each n ∈ N we have F (n)3 ∈ Anc and for n ≥ α + 1 we have
F
(n)
3 6∈ L1loc. Although F (n)3 need not be locally integrable in the Lebesgue (or
Henstock–Kurzweil) sense, F
(n)
3 ∗Θt gives a smooth solution of the heat equation,
taking on initial values in the norm ‖·‖(n), as in Theorem 4.6.
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Proposition 4.9. Let cn be as in Lemma 4.5.
(a) Let f ∈ Anc with primitive F ∈ BV ∩Bc. Then V (f ∗Θt) ≤ VF ‖Θ(n)t ‖1 =
cnVF t
−n/2.
(b) Let f ∈ Anc with compact support in [A,B]. Then V (f ∗Θt) ≤
‖f‖(n)[cnt−n/2 + (B − A)cn+1 t−(n+1)/2.
(c) If f = F (n) where F ∈ AC ∩ BV then V (f ∗Θt) ≤ cn‖F ′‖1 t−n/2.
(d) Let f ∈ Anc and let u(x, t) = ut(x) = f ∗ Θt(x). For t > 0 the point-
wise derivatives have estimates ‖u′t‖(n) ≤ ‖f‖(n)VΘt = ‖f‖(n)/
√
πt,
‖∂u(·, t)/∂t‖(n) = ‖u′′t ‖(n) ≤ ‖f‖(n)VΘ′t = ‖f‖(n)
√
2/(
√
πe t), ‖u′t‖∞ ≤
‖f‖(n)VΘ(n)t = cn+1‖f‖(n)t−(n+1)/2, ‖∂u(·, t)/∂t‖∞ = ‖u′′t ‖∞ ≤
‖f‖(n)VΘ(n+1)t = cn+2‖f‖(n)t−(n+2)/2.
Proof. Using Theorem 4.6, the proof is similar to the proof of Proposition 3.7. 
5. Weighted spaces
The minimal condition for existence of the convolution f ∗ Θt(x) is that the
integral
∫∞
−∞ f(x)e
−x2/(4τ) dx exist for some τ > 0. Then f ∗ Θt(x) exists for
0 < t < τ .
Let G ∈ Bc. Let τ > 0 and define ωτ (x) = exp(−x2/(4τ)). Let Fτ be the
unique continuous solution of the Volterra integral equation
(5.1) G(x)−G(0) = Fτ (x)ωτ (x) + 1
2τ
∫ x
0
Fτ (ξ)ξωτ(ξ) dξ.
Necessarily, Fτ (0) = 0. Since the kernel is continuous there is a unique solution
for Fτωτ and hence for Fτ . Uniqueness is proven in [30]. If Gi ∈ Bc and
Gi(x)−Gi(0) = Fτ (x)ωτ (x) + 1
2τ
∫ x
0
Fτ (ξ)ξωτ(ξ) dξ
for i = 1, 2 then G1(x)−G2(x) = G1(0)−G2(0) so G1−G2 ∈ Bc but is constant
so G1 = G2. Hence, there is a one-to-one correspondence between Fτ and G in
(5.1). We then have the following definitions for a family of weighted Alexiewicz
spaces.
Definition 5.1. Let τ > 0. Define ωτ : R → R by ωτ (x) = e−x2/(4τ). Let
Bc,τ = {Fτ ∈ C(R) | Fτ is a solution of (5.1) for some G ∈ Bc}. For Fτ ∈ Bc,τ
define ‖Fτ‖τ,∞ = ‖G‖′∞ where G is the unique function in (5.1). Define Ac,τ =
{f ∈ D′(R) | f = F ′τ for some Fτ ∈ Bc,τ}. For f ∈ Ac,τ define ‖f‖τ = ‖Fτ‖τ,∞
where Fτ is the unique primitive of f .
For the definition to be meaningful we still need to show distributions in
Ac,τ have a unique primitive in Bc,τ . Suppose f ∈ Ac,τ and f = F ′1 = F ′2 for
F1, F2 ∈ Bc,τ . As before, F1−F2 = c = constant. There are unique Gi ∈ Bc such
that
Gi(x)−Gi(0) = Fi(x)ωτ (x) + 1
2τ
∫ x
0
Fi(ξ)ξωτ(ξ) dξ
for i = 1, 2. Integrating shows G1(x)−G2(x)−G1(0)+G2(0) = cωτ (0). Putting
x = 0 shows c = 0.
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The Ac,τ spaces are Banach spaces under a weighted Alexiewicz norm. A
property that makes them somewhat delicate to work with is that they are not
closed under translations.
Theorem 5.2. Let τ > 0.
(a) Bc,τ is a Banach space isometrically isomorphic to Bc.
(b) Ac,τ is a Banach space isometrically isomorphic to Ac.
(c) f ∈ Ac,τ if and only if fωτ ∈ Ac.
(d) If f ∈ Ac,τ then ‖f‖τ = ‖fωτ‖.
(e) For each τ > 0, Ac ( Ac,τ .
(f) 0 < r < s if and only if Ac,s ( Ac,r.
(g) If f ∈ Ac,τ and F (x) =
∫ x
0
f then |F (x)| ≤ ‖f‖τex2/(4τ) for all x ∈ R.
And, F (x) = o(ex
2/(4τ)) as |x| → ∞.
(h) If 0 < r < s then Ac,s is a dense subspace of Ac,r.
(i) If 0 < r < s then ‖f‖r ≤ 2‖f‖s for each f ∈ Ac,s.
(j) Define L1(ωτ) = {f ∈ L1loc | fωτ ∈ L1}. Then L1(ωτ) is dense in Ac,τ .
(k) Ac,τ is not closed under translation.
Proof. (a) Using the uniqueness for Volterra integral equations, (5.1) defines a
linear isometry between Bc and Bc,τ . (b) Follows from the uniqueness of primi-
tives proven above. (c) Let Fτ ∈ Bc,τ . Then Fτ ∈ C(R) so F ′τ is integrable on
compact intervals. From (5.1) let G be the corresponding function in Bc. We
have
G(x)−G(0) = Fτ (x)ωτ (x) + 1
2τ
∫ x
0
Fτ (ξ)ξωτ(ξ) dξ =
∫ x
0
G′ =
∫ x
0
F ′τωτ .
Therefore, G′ = F ′τωτ as elements in Ac. The isometry between Ac and Ac,τ is
then given by Ac,τ ∋ f ↔ fωτ ∈ Ac. If f ∈ Ac,τ then fωτ ∈ Ac with primitive
F (x) =
∫ x
−∞ fωτ . The product fωτ is well-defined via 〈fωτ , φ〉 = 〈f, φωτ 〉 for
each φ ∈ D(R) since the integral ∫∞−∞(fωτ )φ exists. (d)
‖f‖τ = ‖Fτ‖τ,∞ = sup
x<y
|G(x)−G(y)| = sup
x<y
∣∣∣∣
∫ y
x
G′
∣∣∣∣ = sup
x<y
∣∣∣∣
∫ y
x
F ′τωτ
∣∣∣∣ = ‖fωτ‖.
(e) Since ωτ ∈ BV , if f ∈ Ac then fωτ ∈ Ac so Ac ⊂ Ac,τ . (f) Suppose
0 < r < s. Let f ∈ Ac,s. Then fωs ∈ Ac. And, fωr = (fωs)(ωr/ωs).
The function ωr/ωs ∈ BV so f ∈ Ac,r. The examples given below show the
set inclusions in (e) and (f) are proper. Suppose r > s > 0. The function
f(x) = exp(x2/(4r)) is in Ac,s but not in Ac,r. The case r = s is trivial. (g)
Suppose x > 0. Write exp(−x2/(4τ))F (x) = ∫∞−∞ [f(ξ)ωτ(ξ)] gx(ξ) dξ where
gx(ξ) = e
(ξ2−x2)/(4τ)χ[0,x](ξ). Note that limx→∞ gx(ξ) = 0 for each ξ ∈ R and the
variation of gx on R is 1. The Ho¨lder inequality (2.3) gives the first estimate. By
Theorem 2.1 we have F (x) = o(exp(x2/(4τ)) as x→∞. Similarly as x→ −∞.
(h) Given f ∈ Ac,r let fn = fχ(−n,n). Then {fn} ⊂ Ac,s. Let α < β. Then
fχ(α,β) ∈ Ac,r and fωτχ(α,β) ∈ Ac so∫ β
α
[f − fn]ωr =
∫ −n
−∞
fωrχ(α,β) +
∫ ∞
n
fωrχ(α,β)
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and ‖f − fn‖r ≤ ‖fωrχ(−∞,−n)‖ + ‖fωrχ(n,∞)‖ → 0 as n → ∞. (i) The Ho¨lder
inequality (2.3) gives∣∣∣∣
∫ β
α
fωr
∣∣∣∣ =
∣∣∣∣
∫ β
α
[fωs]
[
ωr
ωs
]∣∣∣∣ ≤ 2‖f‖s.
(j) Let ǫ > 0. Let f ∈ Ac,τ . Define F (x) =
∫ x
−∞ fωτ . Then F ∈ Bc. Note that
the primitives of L1 functions are given by AC ∩ BV . Since L1 is dense in Ac
([23, Proposition 3.3]) there is G ∈ AC ∩BV such that ‖F −G‖∞ < ǫ. Now let
g = G′/ωτ . As 1/ωτ is locally bounded we have g ∈ L1loc. Hence, g ∈ L1(ωτ ).
And, ‖f − g‖τ ≤ 2‖F − G‖∞ < 2ǫ. (k) Let f(x) = [(x2 + 1)ωτ (x)]−1. Then
f ∈ Ac,τ . But f(x + 1)ωτ (x) = exp(x/[2τ ]) exp(1/[4τ ])[(x + 1)2 + 1]−1 so this
translation is not in Ac,τ . 
This shows that all of the spaces Bc, Ac, Anc , Ac,τ , Bc,τ are isometrically
isomorphic.
If α > 0 then f(x) = exp(x2/(4α)) ∈ Ac,τ if and only if α > τ . This shows that
the distributions in Ac,τ need not be tempered. And, g(x) = exp(β|x|γ) ∈ Ac,τ
for all τ > 0 and all β ∈ R if and only if 0 ≤ γ < 2. For each τ > 0 every
polynomial is in Ac,τ . The Ho¨lder inequality shows that Lp ⊂ Ac,τ for each
1 ≤ p ≤ ∞. Similarly for weighted Lp spaces. Let σ > 0 and Lp(ωσ) (1 ≤ p <∞)
be the Lebesgue measurable functions for which
∫∞
−∞|f(x)|p ωσ(x) dx exists. The
Ho¨lder inequality shows Lp(ωσ) ⊂ Ac,τ for all τ < pσ when 1 < p < ∞ and
L1(ωσ) ⊂ Ac,τ for all τ ≤ σ .
Now we look at analogues of Theorem 3.1 in weighted spaces. Proofs are
similar to the corresponding parts of that theorem except as where noted.
Theorem 5.3. Let τ > 0, 0 < t < τ and f ∈ Ac,τ . Let the primitive of f be
F ∈ C(R).
(a) The integrals f ∗ Θt(x) = Θt ∗ f(x) = F ∗ Θ′t(x) = [F ∗ Θt]′(x) exist for
each x ∈ R and 0 < t < τ .
(b) f ∗Θt(x) is C∞ for (x, t) ∈ R× (0, τ).
(c) Let 0 < t < σ ≤ τ . For each x ∈ R, |f ∗ Θt(x)| ≤ ‖f‖σ exp(x2/[4(σ −
t)])/(2
√
πt). Let 0 < t ≤ τ − σ. The estimate ‖(f ∗ Θt)ωσ‖∞ ≤
‖f‖τ/(2
√
πt) is sharp in the sense that the coefficient of ‖f‖τ cannot
be reduced.
(d) Let σ ≥ τ and let C(ωσ,R) be the Banach space of continuous functions
with the norm ‖Fωσ‖∞. Define the linear operator Φt :Ac,τ → C(ωσ,R)
by Φt(f) = f ∗Θt. Then ‖Φt‖ = 1/(2
√
πt).
(e) f ∗Θt(x) = o(exp(x2/(4[τ − t])) as |x| → ∞.
(f) Let 0 < σ < τ and 0 < t < τ − σ. Then f ∗ Θt ∈ Ac,σ and ‖f ∗ Θt‖σ ≤√
(τ − σ)/(τ − σ − t)‖f‖σ. Define the linear operator Ψt :Ac,σ → Ac,σ
by Ψt(f) = f ∗Θt. Then ‖Ψt‖ =
√
(τ − σ)/(τ − σ − t).
(g) Let u(x, t) = f ∗Θt(x) then u ∈ C2(R)×C1((0, τ)) and u is a solution of
the heat equation in this region. Let 0 < σ < τ . Then limt→0+‖ut−f‖σ =
0. (h) Let 0 < σ < τ and 0 < t < τ − σ. Then ∫∞−∞ f ∗Θt(x)Θσ(x) dx =∫∞
−∞ f(x)Θσ+t(x) dx.
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(i) Let 0 < t < τ−σ. Then ‖f ∗Θt‖σ ≤
√
σ(τ − t)/[t(τ − σ − t)]‖f‖τ . Now
consider Ψt : Ac,τ → Ac,σ, as the restriction of the operator defined in
part (f) to the subspace Ac,τ . Then ‖Ψt‖ ≤
√
σ(τ − t)/[t(τ − σ − t)].
(j) For each 0 < t < τ , f ∗ θt(x) is real analytic as a function of x ∈ R. For
each x ∈ R, f ∗Θt(x) is real analytic as a function of 0 < t < τ .
Proof. (a) This follows from the fact that for each x ∈ R and each 0 < t < τ
the function ξ 7→ Θt(x − ξ)/ωτ ∈ BV . The estimate in Theorem 5.2(g) allows
integration by parts. Taylor’s theorem shows that [F ∗Θt]′(x) = F ′ ∗Θt(x). (b)
Similar to Theorem 3.1(b). (c) Write
f ∗Θt(x) =
∫ ∞
−∞
[f(ξ)ωσ(ξ)] [Θt(x− ξ)/ωσ(ξ)] dξ.
The function ξ 7→ Θt(x − ξ)/ωσ(ξ) is increasing on (−∞, σx/(σ − t)] and de-
creasing on [σx/(σ − t),∞). Using the second mean value theorem for integrals
as in Theorem 3.1(c) we have,
(5.2) f ∗Θt(x) = Θt(x− σx/(σ − t))
ωσ(σx/(σ − t))
∫ x2
x1
fωσ =
e
x
2
4(σ−t)
2
√
πt
∫ x2
x1
fωσ,
where now x1 ≤ σx/(σ− t) and x2 ≥ σx/(σ− t). This gives the first inequality.
Also, |f ∗ Θt(x)ωσ(x)| ≤ exp(x2/[4(τ − t)]) exp(−x2/[4σ])‖f‖τ/(2
√
πt) and the
second inequality follows. Using (2.4)-(2.6), the example f = Θs and the limit
s→ 0+ shows the estimate is sharp. (d) This follows from (c). (e) Write
e−x
2/(4[τ−t])f ∗Θt(x) = 1
2
√
πt
∫ ∞
−∞
[f(ξ)ωτ(ξ)]
[
e−(x−ξ)
2/(4t)eξ
2/(4τ)e−x
2/(4[τ−t])
]
dξ.
The function ξ 7→ exp(−(x−ξ)2/(4t)) exp(ξ2/(4τ)) exp(−x2/(4[τ − t])) has vari-
ation as a function of ξ equal to 2. It has limit 0 as |x| → ∞. The result follows
by Theorem 2.1. (f) Let 0 < t < τ − σ and −∞ < α < β <∞. From (a)∫ β
α
f ∗Θt(x)ωσ(x) dx =
∫ β
α
∫ ∞
−∞
f(x− ξ)Θt(ξ)ωσ(x) dξ dx(5.3)
=
∫ β
α
∫ ∞
−∞
f(ξ)Θt(x− ξ)ωσ(x) dξ dx(5.4)
=
∫ ∞
−∞
[f(ξ)ωτ(ξ)]
∫ β
α
Θt(x− ξ)ωσ(x)
ωτ (ξ)
dx dξ.(5.5)
We can interchange orders of integration in (5.5) since the function ξ 7→ Θt(x−
ξ)ωσ(x)/ωτ (ξ) has variation exp(x
2/[4(τ − t)]) exp(−x2/[4σ])/√πt. The condi-
tions of [23, Proposition A.3] are then satisfied. Now consider∫ ∞
−∞
∫ β
α
f(x− ξ)Θt(ξ)ωσ(x) dx dξ(5.6)
=
∫ ∞
−∞
Θt(ξ)
∫ ∞
−∞
[f(x)ωτ (x)]
[
ωσ(x+ ξ)
ωτ(x)
]
χ(α−ξ,β−ξ)(x) dx dξ.(5.7)
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The change of variables is justified by [22, Theorem 11]. Note that Vx∈R[ωσ(x+
ξ)/ωτ(x)] = exp(ξ
2/[4(τ − σ)]). Use the inequality V (gh) ≤ Vg‖h‖∞ + ‖g‖∞V h
with g(x) = ωσ(x+ ξ)/ωτ(x) and h(x) = χ(α−ξ,β−ξ)(x) to see that the conditions
of [23, Proposition A.3] are satisfied. We then have equality between (5.3) and
(5.7), upon interchanging orders of integration in (5.7) and changing variables.
This gives
∫ β
α
f ∗Θt(x)ωσ(x) dx =
∫ ∞
−∞
Θt(ξ)
∫ ∞
−∞
[
f(x− ξ)ωσ(x− ξ)χ(α,β)(x)
]
ψ(x) dx dξ,
where ψ(x) = ωσ(x)/ωτ (x − ξ). Note that ψ has a maximum at −σξ/(τ − σ).
Using the second mean value theorem as in Theorem 3.1(c), there are x1 ≤
−σξ/(τ − σ) ≤ x2 such that∣∣∣∣
∫ β
α
f ∗Θt(x)ωσ(x) dx
∣∣∣∣(5.8)
=
∣∣∣∣
∫ ∞
−∞
Θt(ξ)e
ξ2/[4(τ−σ)]
∫
(x1,x2)∩(α,β)
f(x− ξ)ωσ(x− ξ) dx dξ
∣∣∣∣
≤ ‖f‖σ
∫ ∞
−∞
Θt(ξ)e
ξ2/[4(τ−σ)] dξ = ‖f‖σ
√
τ − σ
τ − σ − t .
This also shows the limits exist as α→ −∞ and β →∞. Hence, f ∗Θt ∈ Ac,σ.
If we let f = Θ−s for s > τ we get f ∗ Θt = Θt−s, ‖f‖σ =
√
σ/(s− σ) and
‖f ∗ Θt‖σ =
√
σ/(s− σ − t). Letting s → τ+ shows the estimate is sharp and
gives the norm of Ψt. (g) Since we can differentiate under the integral sign, u is
a solution of the heat equation in R× (0, τ). To show the initial conditions are
taken on in the weighted norm, use the equality between (5.3) and (5.7). This
gives
∫ β
α
[f ∗Θt(x)− f(x)]ωσ(x) dx =
∫ ∞
−∞
Θt(ξ)
∫ β
α
[f(x− ξ)− f(x)]ωσ(x) dx dξ.
Write ∫ β
α
[f(x− ξ)− f(x)]ωσ(x) dx = I1(ξ)− I2(ξ) + I3(ξ)
where
I1(ξ) =
∫ α
α−ξ
f(x)ωσ(x+ ξ) dx
I2(ξ) =
∫ β
β−ξ
f(x)ωσ(x+ ξ) dx
I3(ξ) =
∫ β
α
f(x)[ωσ(x+ ξ)− ωσ(x)] dx.
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Now show integrals of I1, I2, I3 against Θt(ξ) tend to 0 as t→ 0+, uniformly in
α and β. Let Fτ (x) =
∫ x
−∞ fωτ . Use the Ho¨lder inequality (2.3) to get∫ ∞
−∞
Θt(ξ)|I1|(ξ) dξ ≤ 2
∫ ∞
−∞
Θt(ξ) sup
α∈R
max
y,z∈[α−ξ,α]
|Fτ (y)− Fτ (z)|eξ2/[4(τ−σ)] dξ
→ 0 as t→ 0+
since Fτ is uniformly continuous on R and Θt is a summability kernel (approxi-
mate identity). Similarly, for ξ < 0. Similarly, for I2. And,
|I3|(ξ) ≤ 2‖Fτ‖∞
∫ ∞
−∞
∣∣∣∣ ∂∂x ωσ(x+ ξ)− ωσ(x)ωτ (x)
∣∣∣∣ dx.
Dominated convergence allows us to take the limit ξ → 0 under the integral sign
to get I3(ξ)→ 0. Using (5.3), (5.7), (2.4) we have
‖f ∗Θt − f‖σ ≤
∫ ∞
−∞
Θt(ξ)‖f(· − ξ)− f(·)‖σ dξ
and ‖f(· − ξ)− f(·)‖σ is continuous at ξ = 0. But, Θt is a summability kernel
so limt→0+‖ut − f‖σ = 0. (h) The calculation following (5.5) shows that∫ ∞
−∞
f ∗Θt(x)Θσ(x) dx =
∫ ∞
−∞
f(ξ)Θt ∗Θσ(ξ) dξ =
∫ ∞
−∞
f(ξ)Θσ+t(ξ) dξ.
(i) We can write∫ β
α
f ∗Θt(x)ωσ(x) dx =
∫ β
α
∫ ∞
−∞
[f(ξ)ωτ(ξ)]
[
Θt(x− ξ)
ωτ (ξ)
]
dξ ωσ(x) dx.
Now use (5.2) to get
‖f ∗Θt‖σ ≤ 2
√
πσ
√
τ − tΘt−τ ∗Θσ(0)‖f‖τ√
t
=
√
σ(τ − t)
t(τ − σ − t) ‖f‖τ .
(j) See Theorem 10.2.1, Theorem 10.3.1 in [5] and the proof of Theorem 3.1(j).
Part (g) of Theorem 5.2 gives the necessary growth condition on F . 
Note that in (f) the coefficient remains bounded as t → 0+ but not so in (i).
This will be important for uniqueness Theorem 6.6 below.
Examples 5.4. (a) If f ∈ Ac,τ then f ∗ Θt need not be in Ac,τ . Let f(x) =
1/[(x2 + 1)ωτ (x)]. Since f ≥ 0, for each t > 0 the Fubini–Tonelli theorem gives
‖f ∗Θt‖τ =
∫ ∞
−∞
∫ ∞
−∞
Θt(x− ξ)ωτ (x)
ωτ (ξ)(ξ2 + 1)
dξ dx = 2
√
πτ
∫ ∞
−∞
eξ
2/(4τ)
ξ2 + 1
Θt ∗Θτ (ξ) dξ
= 2
√
πτ
∫ ∞
−∞
eξ
2/(4τ)Θt+τ (ξ)
ξ2 + 1
dξ =∞.
(b) Let s > τ and take f = Θ−s. Then f ∈ Ac,τ and for 0 < t < s formula
(2.5) gives f ∗ Θt(x) = Θt−s(x) = exp(x2/[4(s − t)])/[2
√
π(s− t)]. Note that
if 0 < σ < s then f ∗ Θt ∈ Ac,σ if and only if 0 < t < s − σ. In particular,
f ∗Θt ∈ Ac,τ if and only if 0 < t < s− τ .
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(c) Let z be a complex number. If f(x) = exp(izx) then we get the plane
wave solution f ∗ Θt(x) = eizx−z2t (c.f. [16, p. 207]). For all complex z, both f
and f ∗Θt are in Ac,τ for all τ > 0.
(d) If f is a polynomial of degree n then f ∗Θt is a polynomial in x and t of
degree n in x and degree ⌊n/2⌋ in t. To see this let pn(x) = xn. The binomial
theorem followed by basic gamma function identities then give
pn ∗Θt(x) = 1√
π
n∑
m=0
(−1)m
(
n
m
)
xn−m(2
√
t)m
∫ ∞
−∞
ξme−ξ
2
dξ
=
⌊n/2⌋∑
ℓ=0
n!xn−2ℓtℓ
(n− 2ℓ)!ℓ! = (i
√
t)nHn(x/[2i
√
t]).
The last line comes from the explicit form of the Hermite polynomial. See [11,
8.950.2]. For example, p3 ∗ Θt(x) = x3 + 6xt. In the literature these are called
heat polynomials [29]. For each polynomial f we have f ∗ Θt ∈ Ac,τ for each
τ > 0. This also gives Hn∗Θt(x) = (1−4t)n/2Hn(x/
√
1− 4t). The above quoted
formula shows this is valid for all t > 0.
(e) If we take g(x) = ∂ exp(ix2/(4s))/∂s = −ix2 exp(ix2/(4s))/(4s2). Then
we can get g ∗Θt by differentiating the solution in (3.3). Note that g ∈ Ac,τ for
each τ > 0.
(f) Let p be a polynomial, a > 0, b ∈ R, 0 < γ < 1. Define f(x) =
p(x) exp(x2/(4a) + b|x|γ). Let 0 < τ < a. Writing G(x) = ∫ x−∞ f(ξ)ωτ(ξ) dξ
defines G ∈ Bc. Since G′ = fωτ we have f ∈ Ac,τ .
Proposition 5.5. Let 0 < σ < τ and 0 < t < τ − σ. Let f ∈ Ac,τ and
u(x, t) = f ∗Θt(x). Then ‖u′t‖σ ≤ (τ − σ)/[
√
πt (τ − σ − t)];
‖∂u(·, t)/∂t‖σ = ‖u′′t ‖σ ≤
‖f‖σ
2t
[
(τ − σ)3/2
(τ − σ − t)3/2 +
√
τ − σ√
τ − σ − t
]
;
|u′t(x)| ≤
ex
2/4(σ−t)‖f‖σ
√
σ√
σ − t
[
1
t
+
|x|
2
√
πσ(σ − t)t
]
.
Proof. As in (5.8),∣∣∣∣
∫ β
α
f ∗Θ′t(x)ωσ(x) dx
∣∣∣∣ ≤ ‖f‖σ
∫ ∞
−∞
|Θ′t(ξ)|eξ
2/[4(τ−σ)] dξ =
(τ − σ)‖f‖σ√
πt (τ − σ − t) .
Similarly,∣∣∣∣
∫ β
α
f ∗Θ′′t (x)ωσ(x) dx
∣∣∣∣ ≤ ‖f‖σ
∫ ∞
−∞
|Θ′′t (ξ)|eξ
2/[4(τ−σ)] dξ
≤ ‖f‖σ
2t
∫ ∞
−∞
Θt(ξ)e
ξ2/[4(τ−σ)]
(
ξ2
2t
+ 1
)
dξ
=
‖f‖σ
2t
[
(τ − σ)3/2
(τ − σ − t)3/2 +
√
τ − σ√
τ − σ − t
]
.
HEAT EQUATION IN ALEXIEWICZ NORM 23
As in the proof of Theorem 5.3(c),
|u′t(x)| ≤ ‖f‖σVξ∈R
Θ′t(x− ξ)
ωσ(ξ)
.
Note that
Vξ∈R
Θ′t(x− ξ)
ωσ(ξ)
=
1
4
√
π t3/2
∫ ∞
−∞
e−(ξ−x)
2/(4t)eξ
2/(4σ)
∣∣∣∣(ξ − x)22t − 1− ξ(ξ − x)2σ
∣∣∣∣ dξ
=
ex
2/(4[σ−t])√σ
2
√
π(σ − t) t
∫ ∞
−∞
e−s
2
∣∣∣∣∣2s2 + xs
√
t
σ(σ − t) − 1
∣∣∣∣∣ ds,
upon completing the square. 
An inequality for |∂u(x, t)/∂t| = |u′′t (x)| can be proved in the same manner.
6. Uniqueness
The example u(x, t) = δ′ ∗ Θt(x) = Θ′t(x) = −x exp(−x2/(4t))/(4
√
π t3/2)
shows that the heat equation need not have a unique solution, since u(x, 0) = 0
for all x. Uniqueness can be obtained by imposing a boundedness condition on
norms of solutions. We prove uniqueness by reducing to one of the two classical
theorems.
Theorem 6.1. Let u ∈ C2(R) × C1((0,∞)) such that u ∈ C(R × [0,∞)),
u2−u11 = 0 in R×(0,∞), u is bounded, u(x, 0) = f(x) for a bounded continuous
function f :R→ R. Then the unique solution is given by ut(x) = f ∗Θt(x).
Theorem 6.2. Let τ > 0. Let u ∈ C2(R)×C1((0, τ)) such that u ∈ C(R×[0, τ)),
u2 − u11 = 0 in R × (0, τ), |u(x, t)| ≤ AeBx2 for some constants A, B and all
(x, t) ∈ R× [0, τ), u(x, 0) = f(x) for a continuous function f :R→ R satisfying
|f(x)| ≤ AeBx2. Then the unique solution is given by ut(x) = f ∗Θt(x).
The second theorem is due to Tychonoff. Widder provides a proof in [28] and
also discusses various related results: Ta¨cklind’s generalisation of the allowed
exponent and a uniqueness condition for non-negative solutions. See also [29].
For uniqueness in Ac, Anc , or Ac,τ , pointwise conditions are not applicable.
However, we obtain a uniqueness condition by requiring boundedness of the
solution in the Alexiewicz norm. We use a method similar to that used by
Hirschman and Widder in proving uniqueness under an Lp norm condition [14,
Theorem 9.2].
Theorem 6.3 (Uniqueness in Ac). Let u ∈ C2(R)× C1((0,∞)) such that u2 −
u11 = 0 in R× (0,∞), ‖ut‖ is bounded, limt→0+‖ut − f‖ = 0 for some f ∈ Ac.
The unique solution is then given by ut(x) = f ∗Θt(x).
Proof. From Theorem 3.1 we see that f ∗Θt satisfies the hypotheses.
If u and v are two solutions, let h = u − v. Then h ∈ C2(R) × C1((0,∞)),
h2 − h11 = 0 in R× (0,∞), ‖ht‖ is bounded, limt→0+‖ht‖ = 0. Let y, t > 0 and
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let ψy(x, t) = (2y)
−1 ∫ x+y
x−y ht(ξ) dξ. Then
∂ψy(x, t)
∂t
=
1
2y
∫ x+y
x−y
∂h(ξ, t)
∂t
dξ =
1
2y
∫ x+y
x−y
h′′t (ξ) dξ =
h′t(x+ y)− h′t(x− y)
2y
.
And,
∂2ψy(x, t)
∂x2
=
∂
∂x
h(x+ y, t)− h(x− y, t)
2y
=
h1(x+ y, t)− h1(x− y, t)
2y
.
Hence, ψy ∈ C2(R)×C1((0,∞)) and is a solution of the heat equation. Note that
|ψy(x, t)| ≤ ‖ht‖/(2y). It then follows that ψy is bounded for (x, t) ∈ R× (0,∞)
and tends to 0 as t → 0+. Define ψy(x, 0) = 0. Let x ∈ R and (α, β) ∈
R × (0,∞). Then |ψy(x, 0) − ψy(α, β)| ≤ ‖hβ‖/(2y) → 0 as (α, β) → (x, 0).
Hence, ψy ∈ C(R× [0,∞)). By Theorem 6.1 we have ψy = 0 for each y > 0. By
the continuity of h we get limy→0+ ψy(x, t) = 0 = h(x, t). 
Lemma 6.4. Let n ∈ N. Let gn(x) =
∑n
k=0
(
n
k
)
(−1)kχ(ak ,ak+1)(x), where ak =
k/(n + 1). Define Gn(x) =
∫ x
0
· · · ∫ xi+1
0
· · · ∫ x2
0
gn(x1) dx1 . . . dxi . . . dxn. Then
Gn ∈ Cn−1([0, 1]), Gn(x) = O(xn) as x → 0+, Gn(x) = O((x− 1)n) as x → 1−
and Gn > 0 on (0, 1).
Proof. The definition shows Gn ∈ Cn−1([0, 1]).
We have Gn(x) = [(n− 1)!]−1
∫ x
0
(x− x1)n−1gn(x1)dx1. To prove that Gn > 0
it suffices to evaluate at each ak. Hence,
Gn(al+1) =
1
(n− 1)!
l∑
k=0
(
n
k
)
(−1)k
∫ ak+1
ak
(al+1 − x1)n−1 dx1
=
1
n!(n + 1)n
l∑
k=0
(
n + 1
k
)
(−1)k(l + 1− k)n
=
A(n, l)
n!(n + 1)n
,
where A(n, l) is the Eulerian number of the first kind. Combinatoric arguments
show these are positive for 0 ≤ l < n and that A(n, n) = 0. See, for example,
[12].
It is clear that
lim
x→0+
Gn(x)
xn
= lim
x→0+
G
(n)
n (x)
n!
=
gn(0
+)
n!
=
1
n!
.
Note that 1 − y ∈ (ak, ak+1) if and only if y ∈ (an−k, an−k+1). So, gn(1 − y) =
(−1)ngn(y). A change of variables then shows
(6.1) Gn(1− x) = Gn(x) + (−1)
n
(n− 1)!
∫ 1
0
(y − x)n−1gn(y) dy.
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And,∫ 1
0
(y − x)n−1gn(y) dy =
n∑
k=0
(
n
k
)
(−1)k
∫ ak+1
ak
(y − x)n−1 dy
=
(−1)n+1
n(n+ 1)n
n+1∑
k=0
(
n + 1
k
)
(−1)k [(n + 1)x− k]n
= −1
n
n∑
m=0
(
n
m
)
(−x)n−m
(n+ 1)m
Tn+1,m,(6.2)
where Tn,m =
∑n
k=0
(
n
k
)
(−1)kkm. (The term km is defined to be 1 when k = m =
0.) Let Sn(x) = (1− x)n =
∑n
k=0
(
n
k
)
(−1)kxk. Then
S(m)n (1) = 0 =
n∑
k=0
(
n
k
)
(−1)kk(k − 1) · · · (k −m+ 1)
for 0 ≤ m ≤ n − 1. It follows that Tn,m is a linear combination of S(p)n (1) for
0 ≤ p ≤ m. Hence, Tn,m = 0 (0 ≤ m ≤ n− 1). From (6.1) and (6.2) we see that
Gn(1− x) = Gn(x). This gives the order relation as x→ 1−.

Theorem 6.5 (Uniqueness in Anc ). Let n ≥ 2. Let u ∈ C2(R)×C1((0,∞)) such
that u2 − u11 = 0 in R× (0,∞), ‖ut‖(n) is bounded, limt→0+‖ut − f‖(n) = 0 for
some f ∈ Anc . The unique solution is then given by ut(x) = f ∗Θt(x).
Proof. Theorem 4.6(a),(b),(f),(g) show that f ∗Θt satisfies the hypotheses. The
other part of the proof is similar to that of Theorem 6.3. Use the same notation
for ht. From Lemma 6.4, the function ξ 7→ Gn−1((ξ − x + y)/(2y))χ(x−y,x+y)(ξ)
is in IBV n−1 (Definition 4.1). Since ht ∈ Anc the integral
ψy(x, t) =
1
2y
∫ ∞
−∞
Gn−1
(
ξ
2y
− x− y
2y
)
χ(x−y,x+y)(ξ)ht(ξ) dξ
=
1
2y
∫ x+y
x−y
Gn−1
(
ξ
2y
− x− y
2y
)
ht(ξ) dξ
exists. Integrating by parts gives
∂ψy(x, t)
∂t
=
1
2y
∫ x+y
x−y
Gn−1
(
ξ
2y
− x− y
2y
)
∂h(ξ, t)
∂t
dξ
= − 1
(2y)2
∫ x+y
x−y
G′n−1
(
ξ
2y
− x− y
2y
)
h′t(ξ) dξ.
And,
∂2ψy(x, t)
∂x2
=
1
(2y)3
∫ x+y
x−y
G′′n−1
(
ξ
2y
− x− y
2y
)
ht(ξ) dξ
= − 1
(2y)2
∫ x+y
x−y
G′n−1
(
ξ
2y
− x− y
2y
)
h′t(ξ) dξ,
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so that ψy is a solution of the heat equation. From Proposition 4.4,
|ψy(x, t)| ≤ ‖ht‖
(n)
(2y)n
[
inf
[0,1]
|gn−1|+ V[0,1]gn−1
]
=
‖ht‖(n)
yn
→ 0 as t→ 0+.
For fixed y > 0, ψy can then be continuously extended to vanish on t = 0.
Theorem 6.1 shows ψy = 0. Let (x, t) ∈ R × (0,∞). Since ht is continuous
and Gn−1 > 0 in (0, 1) the mean value theorem for integrals shows there is
x∗ ∈ (x− y, x+ y) such that
lim
y→0+
ψy(x, t) = 0 = lim
y→0+
ht(x
∗)
∫ 1
0
Gn−1(ξ) dξ = ht(x)
∫ 1
0
Gn−1(ξ) dξ.
It now follows that ht(x) = 0. 
Theorem 6.6 (Uniqueness in Ac,τ). Let τ > 0. Let u ∈ C2(R)×C1((0, τ)) such
that u2 − u11 = 0 in R × (0, τ). Suppose that for each 0 < σ < τ the quantity
‖ut‖σ
√
τ − σ − t is bounded for all 0 < t < τ − σ and limt→0+‖ut − f‖σ = 0 for
some f ∈ Ac,τ . The unique solution is then given by ut(x) = f ∗Θt(x).
Proof. Theorem 5.3(a),(b),(f),(g) show that f ∗Θt satisfies the hypotheses. The
other part of the proof is similar to that of Theorem 6.3. Use the same notation.
As before, h and ψy are solutions of the heat equation in R × (0, τ). Now use
the Ho¨lder inequality (2.3) to get
|ψy(x, t)| = 1
2y
∣∣∣∣
∫ x+y
x−y
[ht(ξ)ωσ(ξ)]
dξ
ωσ(ξ)
∣∣∣∣ ≤ ‖ht‖σy
[
e(x+y)
2/(4σ) + e(x−y)
2/(4σ)
]
.
If 0 < y ≤ 1 then |ψy(x, t)| ≤ 2‖ht‖σ exp(1/σ) exp(x2/σ)/y. Fix 0 < ρ < τ and
let 0 < σ < ρ. We then have A = 2 sup0<t≤τ−ρ‖ht‖σ exp(1/σ)/y and B = 1/σ
in Theorem 6.2. Define ψy(x, 0) = 0. Let x ∈ R and (α, β) ∈ R × (0, τ). Then
|ψy(x, 0) − ψy(α, β)| ≤ 2‖hβ‖σ exp(1/σ) exp(α2/σ)/y → 0 as (α, β) → (x, 0).
Hence, ψy ∈ C(R× [0, τ)). By Theorem 6.2 we have ψy = 0 on R× [0, τ − ρ) for
each y > 0. By the continuity of h we get limy→0+ ψy(x, t) = 0 = h(x, t) for each
(x, t) ∈ R× (0, τ − ρ). But, 0 < ρ < σ < τ were arbitrary so we have h = 0 on
R× (0, τ). 
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