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The dc Josephson effect in a one-dimensional Tomonaga-Luttinger (TL) liquid is studied
on the basis of two bosonized models. We first consider a TL liquid sandwiched between two
superconductors with a strong barrier at each interface. Both the interfaces are assumed to be
perfect if the barrier potential is absent. We next consider a TL liquid with open boundaries,
weakly coupled with two superconductors. Without putting strong barriers, we instead assume
that the coupling at each interface is described by a tunnel junction. We calculate the Josephson
current in each model, and find that the two models yield same results. The Josephson current
is suppressed by repulsive electron-electron interactions. It is shown that the suppression is
characterized by only the correlation exponent for the charge degrees of freedom. This result
is inconsistent with a previously reported result, where the spin degrees of freedom also affects
the suppression. The reason of this inconsistency is discussed.
1. Introduction
Progress in micro-fabrication technology has enabled
us to prepare normal-conductor–superconductor (NS)
composite systems without a Schottky barrier at the
NS interface.1 A highly controllable normal segment has
been realized by using a two-dimensional electron sys-
tem formed at semiconductor heterostructures.2 We are
interested in how the electronic transport properties are
influenced by superconducting proximity effect. Partic-
ular attention has been focused on the low-temperature
transport properties with the phase coherence of elec-
trons in the normal segment. Various experiments have
been performed to reveal unusual features of the con-
ductance in NS systems and the Josephson effect in SNS
systems.2, 3
Progress in micro-fabrication technology has also made
it possible to prepare a very narrow quantum wire which
can be regarded as an idealistic one-dimensional (1D)
electron system.4, 5 The electron transport in a 1D sys-
tem with a few barriers has been studied extensively.6–14
The central problem addressed there is how mutual
electron-electron interactions affect the transport prop-
erties. Electron-electron interactions greatly affect the
low-energy properties of a 1D electron system. A 1D
interacting electron system with a gapless excitation is
generally described as a Tomonaga-Luttinger (TL) liq-
uid.15–17 The strength of electron-electron interactions is
characterized by the correlation exponents Kρ and Kσ,
where Kρ (Kσ) is related to the charge (spin) degrees
of freedom. For example, Kρ < 1 and Kσ = 1 cor-
responds to the spin-independent repulsive interaction
cases, and the system is reduced to the noninteracting
electron gas when Kρ = Kσ = 1. Reflecting the nature
of the TL liquid, we expect that the electron transport
in a 1D system shows an anomalous property, which is
not seen in a conventional Fermi liquid. Kane and Fisher
studied the electron transport in a spin-less TL liquid
with a single barrier potential of δ-function type.6 Using
renormalization-group argument, they found that for re-
pulsive electron-electron interactions with Kρ < 1, the
potential becomes large after renormalization even if it
initially is very small. This means that electrons at low
energy see the potential as if it were effectively infinite.
Thus, the low-energy properties are described by the
open-boundary fixed point, at which the 1D system is ef-
fectively disconnected at the barrier. This anomalous be-
havior strongly affects the transport through the barrier.
It is shown that the conductance G is suppressed with
decrease of temperature T as G ∝ T 2K−1ρ −2, and eventu-
ally vanishes at T = 0. This ia a clear manifestation of
the TL-liquid behavior. The extention to spin-dependent
cases is achieved by Kane and Fisher,8 and Furusaki and
Nagaosa.10 The conductance in this case also obeys a
power-law behavior as a function of T , and its exponent
is determined by Kρ and Kσ. Furthermore, the electron
transport in a TL liquid with a double-barrier structure
was also studied by these authors.7–9
Inspired by the developments mentioned above, con-
siderable attention has been attracted to the transport
properties of a TL liquid coupled with superconduc-
tors.18–27 The central problem is how the supercon-
ducting proximity effect in a 1D system is modified
by electron-electron interactions. Particular interest is
focused on the Josephson effect in a superconductor–
TL-liquid–superconductor (STLLS) system,19–21, 24, 26, 27
which is the issue of the present paper.
Let us consider a clean 1D noninteracting electron
system of length L sandwiched between superconduc-
tors (see Fig. 1(a)). We focus our attention on the long-
junction case, where vF/L (vF: Fermi velocity) is much
smaller than the energy gap ∆ of superconductors. In
the low-temperature regime of T ≪ vF/L, the Joseph-
son critical current obeys jc ∝ evF/L.28 In the case of
an STLLS system, we expect that the critical current
deviates from the inversely linear L-dependence due to
the TL-liquid behavior. This problem is first discussed
by Fazio et al.19, 20 They considered a clean TL liquid of
infinite length weakly connected to two superconductors
1
2 J. Phys. Soc. Jpn. Full Paper Yositake Takane
Fig. 1. The geometries discussed in the text. (a) One-dimensional
electron system of length L sandwiched between two supercon-
ductors. (b) One-dimensional electron system of infinite length
weakly coupled with two superconductors. SL (SR) represnts the
left (right) superconductor.
(see Fig. 1(b)), where the separation between the two
NS contacts is L. They found that when T ≪ vF/L,
the L-dependence of the critical current is given by
jFHOc ∝ (1/L)K
−1
ρ +Kσ−1. This power-law L-dependence
is a clear manifestation of the TL-liquid behavior. It in-
dicates that as long as K−1ρ +Kσ > 2, the critical cur-
rent is suppressed by electron-electron interactions com-
pared with the noninteracting case. This result shows
that both the charge and spin degrees of freedoms in-
fluence the suppression of the critical current. It should
be noted that in calculating the critical current in the
STLLS system, Fazio et al. completely neglected poten-
tial scattering at the contacts between the TL liquid
and the superconductors. Fabrizio and Gogolin29 pointed
out that since the potential induced by the contacts be-
comes large after renormalization even if it initially is
very small,6 the TL liquid is finally disconnected at the
NS contacts. They suggested that in such a situation, we
should employ a TL liquid with open boundaries to cor-
rectly take account of the potential scattering in studying
the Josephson effect. Maslov et al.21 studied a different
model, in which a TL liquid of length L is sandwiched
between superconductors (see Fig. 1(a)). They presented
a usefull bosonized description of the STLLS system, and
calculated the Josephson current when the NS interfaces
are perfect. They also examined the L-dependence of the
critical current in the presence of a strong barrier at each
NS interface. However, they do not correctly take ac-
count of NS boundary condition in their renormalization-
group argument. The works mentioned above treat a TL
liquid with repulsive electron-electron interactions. The
Josephson effect in attractive interaction cases has been
studied extensively by Affleck et al.26
In this paper, we study the dc Josephson effect in a
TL liquid using two different models. We first consider
a TL liquid of length L sandwiched between two super-
conductors with a barrier at each NS interface. Both the
NS interfaces are assumed to be perfect if the barrier po-
tential is absent. We call it the interface-barrier model.
Particular attention is focused on the limit where the
barrier potential is very strong. This model is equivalent
to that treated by Maslov et al.21 We next consider a TL
liquid of length L with open boundaries, which is weakly
connected at its left (right) end with the left (right) su-
perconductor through a tunnel junction. We call it the
weak-coupling model. This model is equivalent to that
suggested by Fabrizio and Gogolin.29 It is shown that
the two models provide us essentially the same expression
of the Josephson current in both the high-temperature
regime of vF/L ≪ T ≪ ∆ and the low-temperature
regime of T ≪ vF/L. We find that jc ∝ (1/L)2K
−1
ρ −1
in the low-temperature regime. Clearly, this result is in-
consistent with Fazio et al.’s result,19, 20 where the L-
dependence is characterized by both Kρ and Kσ. The
incosistency is attributed to the difference in the treat-
ment of the potential induced by the NS contacts. The
basic assumption of Fazio et al. is that the supercon-
ductors do not influence the uniformity of the poten-
tial along the 1D system, while we assume that the low-
energy property of an STLLS system is described by the
open-boundary fixed point. Since the potential induced
by the contacts becomes large after renormalization even
if it initially is very small, Fazio et al.’s result is unstable
against the renormalization unless the induced potential
is completely negligible. If the induced potential cannot
be neglected, the 1D system flows to the open-boundary
fixed point. That is, the 1D system is effectively discon-
nected at the NS contacts. Fazio et al.’s model is not
appropriate in this situation, and we expect that our
weak-coupling model provides us correct results.
This paper is organized as follows. In the next sec-
tion, we present the interface-barrier model on the ba-
sis of a bosonized description of an STLLS system. The
bosonization procedure based on Haldane’s argument is
outlined in Appendix A. In §3, we calculate the Joseph-
son current in the interface-barrier model using the in-
stanton approximation. The Josephson current in the
weak-coupling model is studied in §4. We employ the
bosonized description of a TL liquid with open bound-
aries given by Fabrizio and Gogolin,29 and calculate the
Josephson current within the lowest-order perturbation
with respect to the coupling between the TL liquid and
the superconductors. Section 5 is devoted to discussion.
The argument concerning to the interface-barrier model
has been briefly reported in ref. 24. Some errors in ref. 24
are corrected in this paper. We set ~ = kB = 1 through-
out the paper.
2. Interface-Barrier Model
We consider a 1D electron system of length L sand-
wiched between superconductors (see Fig. 1(a)). The su-
perconducting order is characterized by the pair poten-
tial ∆(x). We assume that ∆(x) is given by28
∆(x) =


∆eiχ1 for x ≤ 0
0 for 0 < x < L
∆eiχ2 for L ≤ x,
(1)
where χ1 (χ2) is the macroscopic phase of the left (right)
superconsuctor. We assume that the length L is much
longer than the coherence length which is defined by
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ξ = vF/∆ with the Fermi velocity vF. A quasiparticle
state in our system is described by the Bogoliubov-de
Gennes (BdG) equation.30 Due to Andreev reflection at
NS interfaces, quasiparticle states depend on the phase
differnce χ = χ2 − χ1. We introduce a set of eigenfunc-
tions of the BdG equation. The eigenfunctions are easily
obtained if we assume that perfect Andreev reflection
(i.e., zero normal scattering) is achieved at the NS inter-
faces. In the perfect Andreev reflection case, we obtain
the low-energy eigenfunctions in the Nambu notation(
uq(x)
vq(x)
)
=
1√
2L
(
e−iη+eiq+(x+ξ/2)
eiη+e−iq+(x+ξ/2)
)
eikFx, (2)
(
fq(x)
gq(x)
)
=
1√
2L
(
eiη−e−iq−(x+ξ/2)
e−iη−eiq−(x+ξ/2)
)
e−ikFx, (3)
where q = π(n + 1/2)/(L + ξ) with n = 0,±1,±2, · · ·
and
q± = q ± χ
2(L+ ξ)
, (4)
η± =
π
4
∓ χ1
2
. (5)
We have assumed that the Fermi wave number kF is given
by kF = πn0/(L+ξ), where n0 is an integer. Let ǫq+ and
ǫq− be the linearized eigenenergy of the state eq. (2) and
that of the state eq. (3), respectively. They are given by
ǫq± = vFq± +
1
2m
(
χ
2(L+ ξ)
)2
. (6)
In deriving eqs. (2) and (3), we have used the following
approximation
ǫq± + i
√
∆2 − ǫ2q±
∆
= exp i
(π
2
− ǫq±
∆
)
, (7)
which is justified when ǫq± ≪ ∆.
We assume that any quasiparticle state in our system
is described by eqs. (2) or (3). This is the key approxima-
tion allowing us to perform the bosonization procedure.
Clearly, this cannot be justified for q of the order of, or
greater than, ξ−1. However, high-energy states compared
with ∆ play only a minor role in low-energy properties,
which are of interest to us. To study Josephson effect,
we must take account of the zero modes17 as well as
the nonzero modes. To do so, we introduce the winding-
number operators J and M , and the zero-mode opera-
tors ϕρ and ϕσ, which satisfy [J, ϕρ] = [M,ϕσ] = 2i and
[J, ϕσ] = [M,ϕρ] = 0. The operator J (M) is related to
the excess charge (spin) accumulated in the 1D system.
The nonzero modes are described by the boson opera-
tors αq, α
†
q, βq and β
†
q . The bosonization procedure is
outlined in Appendix A.
In terms of the operators introduced above, the
bosonized Hamiltonian is given by
H =
π
4L
(
vρKρ
(
J +
χ
π
)2
+
vσ
Kσ
M2
)
+
∑
q>0
(
vρqa
†
qaq + vσqb
†
qbq
)
, (8)
where vρ (vσ) is the velocity of charge (spin) excitation
and q = π(n+1/2)/(L+ξ) with n = 0, 1, 2, · · · . In eq. (8),
Kρ and Kσ are the correlation exponents, which charac-
terize the interaction strengths. For example, Kρ < 1
and Kσ = 1 corresponds to the spin-independent repul-
sive interaction case, and the system is reduced to the
noninteracting electron gas when Kρ = Kσ = 1. It is
important to note that eigenvalues of J +M are limited
to be even integers, as shown in Appendix A.
We express the electron-field operator as ψs(x), where
s = ± denotes spin index, and decompose it as
ψs(x) = ψ1s(x) + ψ2s(x), (9)
where ψ1s and ψ2s represent the right and left movers,
respectively. To express ψ1s and ψ2s, we define the phase
fields:31
Θ+(x) = ϕρ + θ+(x), (10)
Θ−(x) =
π
L
(
J +
χ
π
)(
x+
ξ
2
)
+ θ−(x), (11)
Φ+(x) =
π
L
M
(
x+ L+
ξ
2
)
+ φ+(x), (12)
Φ−(x) = ϕσ + φ−(x). (13)
The nonzero-mode components θ± and φ±, which de-
scribe low-energy fluctuations around the zero modes,
are expressed in terms of the boson operators as
θ+(x) = i
√
Kρ
∑
q>0
√
2π
qL
e−αq/2 cos q
(
x+
ξ
2
)(
a†q − aq
)
,
(14)
θ−(x) =
1√
Kρ
∑
q>0
√
2π
qL
e−αq/2 sin q
(
x+
ξ
2
)(
a†q + aq
)
,
(15)
φ+(x) =
√
Kσ
∑
q>0
√
2π
qL
e−αq/2 sin q
(
x+
ξ
2
)(
b†q + bq
)
,
(16)
φ−(x) =
i√
Kρ
∑
q>0
√
2π
qL
e−αq/2 cos q
(
x+
ξ
2
)(
b†q − bq
)
,
(17)
where α is a positive infinitesimal. The phase field Θ+ is
regarded as the phase of the charge density wave, while
Θ− corresponds to the Josephson phase. The phase fields
Φ+ and Φ− are related to the spin degrees of freedom.
Using the phase fields, we can express ψ1s and ψ2s as
32
ψ1s(x) =
1√
2πα
exp
(
ikFx+
i
2
(
Θ+(x) + Θ−(x)
+ sΦ+(x) + sΦ−(x)
))
, (18)
ψ2s(x) =
1√
2πα
exp
(
− ikFx+ i
2
(−Θ+(x) + Θ−(x)
− sΦ+(x) + sΦ−(x)
))
. (19)
Now we put a barrier at each NS interface. For sim-
plicity, we assume that both the barriers have the same
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strength. Then, the corresponding Hamiltonian is
HB = −V0
∑
s
((
ψ†1s(0)ψ2s(0) + h.c.
)
+
(
ψ†1s(L)ψ2s(L) + h.c.
))
. (20)
To express HB, it is convenient to introduce the new
phase variables:8, 9
θ¯ =
1
2
(θ+(L) + θ+(0)) , (21)
θ˜ = (θ+(L)− θ+(0)) , (22)
φ¯ =
1
2
(φ+(L) + φ+(0)) , (23)
φ˜ = (φ+(L)− φ+(0)) . (24)
The time-derivative of θ¯ (φ¯) is related to the charge (spin)
current, while θ˜ (φ˜) is related to the excess charge (spin)
accumulated in the 1D system. In terms of them, we find
that
HB = −4V0
πα
[
cos
(
ϕρ + θ¯ + kFL
)
cos
(
θ˜
2
+ kFL
)
× cos
(
φ¯+
3
2
πM
)
cos
(
φ˜
2
+ πM
)
+ sin
(
ϕρ + θ¯ + kFL
)
sin
(
θ˜
2
+ kFL
)
× sin
(
φ¯+
3
2
πM
)
sin
(
φ˜
2
+ πM
)]
,
(25)
where we approximated as (3πM/2)(1 + ξ/(3L)) ≈
3πM/2.
3. Josephson Current in the Interface-Barrier
Model
In this section, we consider the interface-barrier model
in the limit where the barrier potential is very strong.
The total Hamiltonian of our system is Htotal = H +
HB. We calculate the partition function Z in terms of an
imaginary-time path integral. The dc Josephson current
is obtained through the well-known relation
j(χ) = −2eT ∂ lnZ
∂χ
. (26)
Since M commutes with HB, then M remains a con-
served quantity despite the presence of the barriers at
the NS interfaces. By contrast, J is not a good quantum
number when V0 6= 0. The partition function is expressed
as
Z =
∞∑
M=−∞
(M=even)
exp
(
−βπvσM
2
4KσL
)
Z+
+
∞∑
M=−∞
(M=odd)
exp
(
−βπvσM
2
4KσL
)
Z−, (27)
where
Z± =
∞∑
m=−∞
∫
∆ϕρ=2πm
Dϕρ
∫ ∏
q>0
Da†qDaqDb†qDbq
× exp
(
i
∫ β
0
dτ
χ+ ζ±
2π
∂τϕρ − SZ − SNZ − SB
)
,
(28)
with ζ+ = 0 and ζ− = π, and
SZ =
∫ β
0
dτ
L
4πvρKρ
(∂τϕρ)
2, (29)
SNZ =
∫ β
0
dτ
∑
q>0
(
a†q∂τaq + vρqa
†
qaq
+ b†q∂τ bq + vσqb
†
qbq
)
, (30)
SB =
∫ β
0
dτHB(τ). (31)
In eq. (28), the integration over ϕρ is carried out un-
der the boundary condition of ϕρ(β) − ϕρ(0) = 2πm.
This boundary condition is imposed to take the discrete
nature of J into account. Furthermore, we used ζ± to
maintain the constraint J +M = even.33
Before considering the strong-barrier limit, which is of
interest to us, we treat the case of V0 → 0 to examine
the validity of eq. (27). When SB = 0, the partition
function factrizes as Z = ¯Z(χ)Z˜, where ¯Z(χ) and Z˜ are
the contribution from the zero modes and that from the
nonzero modes, respectively. The former contribution Z¯
is given by
Z¯ =
∞∑
M=−∞
(M=even)
exp
(
−βπvσM
2
4KσL
)
Z¯+
+
∞∑
M=−∞
(M=odd)
exp
(
−βπvσM
2
4KσL
)
Z¯−, (32)
where
Z¯± =
∞∑
m=−∞
∫
∆ϕρ=2πm
Dϕρ
× exp
(
i
∫ β
0
dτ
χ+ ζ±
2π
∂τϕρ − SZ
)
. (33)
The latter contribution Z˜, which does not depend on χ,
is irrelevant for the Josephson effect. We decompose ϕρ
as ϕρ(τ) = ϕρ0 + 2πmτ/β + ϕ˜ρ(τ) with ϕ˜ρ(β) = ϕ˜ρ(0).
Substitution of this into eq. (33) yields
Z¯± =
∞∑
m=−∞
exp
(
− πL
βvρKρ
m2 + im(χ+ ζ±)
)
. (34)
Applying Poisson’s summation theorem to eq. (34) and
then substituting the resulting expression into eq. (32),
we obtain the correct partition function in the absence
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of the barriers,21
Z¯ ∝
∑
J,M
(J+M=even)
exp
(
− βπKρvρ
4L
(
J +
χ
π
)2
− β πvσ
4KσL
M2
)
, (35)
where the summation over J and M is carried out under
the condition of J +M = even.
Now we turn to the strong-barrier limit, where HB is
regarded as a strong pinning potential for the phase fields
θ¯, θ˜, φ¯ and φ˜. It is convenient to introduce the effective
action which satisfies∫ ∏
q>0Da†qDaqDb†qDbq exp
(−SNZ − SB)∫ ∏
q>0Da†qDaqDb†qDbq exp (−SNZ)
=
∫ Dθ¯Dθ˜Dφ¯Dφ˜ exp (−SNZeff − SB)∫ Dθ¯Dθ˜Dφ¯Dφ˜ exp (−SNZeff ) . (36)
This action is given by
SNZeff =
1
2πKρβ
∑
ω
J¯−1ρ (ω)θ¯(ω)θ¯(−ω)
+
1
8πKρβ
∑
ω
J˜−1ρ (ω)θ˜(ω)θ˜(−ω)
+
1
2πKσβ
∑
ω
J¯−1σ (ω)φ¯(ω)φ¯(−ω)
+
1
8πKσβ
∑
ω
J˜−1σ (ω)φ˜(ω)φ˜(−ω), (37)
where
J¯ρ(ω) =
1
2ω sinh
(
Lω
vρ
)
{
cosh
(
Lω
vρ
)
+ cosh
(
(L− ξ)ω
vρ
)
+ cosh
(
ξω
vρ
)
+ 1
}
− 2vρ
Lω2
, (38)
J˜ρ(ω) =
1
2ω sinh
(
Lω
vρ
)
{
cosh
(
Lω
vρ
)
+ cosh
(
(L− ξ)ω
vρ
)
− cosh
(
ξω
vρ
)
− 1
}
, (39)
J¯σ(ω) =
1
2ω sinh
(
Lω
vσ
)
{
cosh
(
Lω
vσ
)
− cosh
(
(L− ξ)ω
vσ
)
− cosh
(
ξω
vσ
)
+ 1
}
, (40)
J˜σ(ω) =
1
2ω sinh
(
Lω
vσ
)
{
cosh
(
Lω
vσ
)
− cosh
(
(L− ξ)ω
vσ
)
+ cosh
(
ξω
vσ
)
− 1
}
. (41)
The derivation of the effective action is outlined in Ap-
pendix B. From eqs. (40) and (41), we see that J¯−1σ (ω)
and J˜−1σ (ω) are of the order of ∆ in the limit of ω → 0.
This indicates that φ¯ and φ˜ have a mass gap of the or-
der of ∆ and thereby their low-energy fluctuations are
strongly suppressed. We thus see that φ¯ and φ˜ are pinned
by HB when T ≪ ∆. This is an important feature of the
phase variables in our problem. We can understand the
feature by noting that only a spin-singlet pair of two
electrons can transfer the NS interfaces due to Andreev
reflection. Detailed discussion on the characteristic fea-
tures of SNZeff is given in §5.
Since φ¯ and φ˜ are pinned by the barrier potential, we
can set φ¯ = φ˜ = 0 without loss of generality. Further-
more, we note that M plays only a minor role in chang-
ing the location of the potential minima, at which ϕ+ θ¯
and θ˜ are pinned. Consequently, SB can be simplified to
SB = −4V0
πα
∫ β
0
dτ cos(ϕρ + θ¯) cos
θ˜
2
, (42)
where kFL = 0 (mod π) is assumed for simplicity. Since
φ¯ and φ˜ are irrelevant for our argument, SNZeff is reduced
to
SNZeff =
1
2πKρβ
∑
ω
J¯−1ρ (ω)θ¯(ω)θ¯(−ω)
+
1
8πKρβ
∑
ω
J˜−1ρ (ω)θ˜(ω)θ˜(−ω). (43)
It should be noted here that the high-frequency cutoff
Λ/2 (2Λ) must be introduced for the summation in the
first (second) term to avoid ultraviolet divergence (Λ is of
the order of ∆). To do so, we introduce an additional ac-
tion which serves as the high-frequency cutoff for SNZeff ,
10
SΛ =
∫ β
0
dτ
(
M¯
2
(
∂τ θ¯
)2
+
M˜
2
(
∂τ θ˜
)2)
, (44)
where M¯ ≈ 2/Λ and M˜ ≈ 1/(2Λ). After these treat-
ments, eq. (28) is reduced to
Z± =
∞∑
m=−∞
eim(χ+ζ±)
∫
∆ϕρ=2πm
Dϕρ
∫
Dθ¯Dθ˜
× exp (−SZ − SNZeff − SΛ − SB) . (45)
In the strong-barrier limit, the change in ϕρ with m 6=
0 occurs in collaboration with instanton tunneling of θ¯
and θ˜ from a potential minimum (ϕρ + θ¯, θ˜) = (kπ, 2lπ)
to an adjacent minimum (ϕρ + θ¯, θ˜) = ((k ± 1)π, (2l ±
2)π), where k and l are integers. The matrix element γ
for this tunneling process is very small, so that we are
allowed to consider only the second-order processes with
respect to γ. Thus, these lowest-order tunneling processes
correspond to the change in ϕρ withm = ±1. Within this
lowest-oredr approximation, Z± is simplified to
Z± ∝ 1± 2 cosχ · Z1/Z0, (46)
where
Zm =
∫
∆ϕρ=2πm
Dϕρ
∫
Dθ¯Dθ˜
× exp (−SZ − SNZeff − SΛ − SB) . (47)
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To calculate Z1, we first determine the stationary path
of Sst ≡ SZ + SΛ + SB under the condition of ϕρ(β) =
ϕρ(0) + 2π, and then incorporate the influence of S
NZ
eff ,
which plays the role of a dissipative environment, by in-
tegrating out the low-energy fluctuations around the sta-
tionary path. We introduce the new variables:
θr = ϕρ + θ¯, (48)
θR =
1
mL + M¯
(
mLϕρ − M¯ θ¯
)
, (49)
where mL = L/(2πvρKρ). Note that θr (θR) is the rela-
tive (center-of-mass) coordinate with respect to ϕρ and
−θ¯. Then, Sst becomes
Sst =
∫ β
0
dτ
(
Mr
2
(∂τθr)
2 +
MR
2
(∂τθR)
2 +
M˜
2
(∂τ θ˜)
2
− 4V0
πα
cos θr cos
θ˜
2
)
, (50)
where Mr = mLM¯/(mL + M¯) and MR = mL + M¯ .
The stationary path is determind under the boundary
condition of θR(β) = θR(0) + 2πmL/(mL + M¯) and
θr(β) = θr(0) + 2π. Noting that mL ≫ M¯ , we find that
θR ≈ ϕρ. Thus, we approximately obtain the stationary
path as
θstR ≈ ϕstρ =
2π
β
τ, (51)
θstr =
1
2
I(τ − τ1) + 1
2
I(τ − τ2), (52)
θ˜st = I(τ − τ1)− I(τ − τ2), (53)
where I(τ − τi) describes one instanton at τ = τi and
satisfies I(−∞) = 0 and I(∞) = 2π. Then, we find that
θ¯st =
1
2
I(τ − τ1) + 1
2
I(τ − τ2)− 2π
β
τ. (54)
We calculate Z1 taking account of the low-energy fluc-
tuations around the stationary path. Due to the barrier
potential, θ˜ and ϕρ+ θ¯ are strongly pinned. Thus, we can
neglect the fluctuations of θ˜ around θ˜st. In contrast, ϕρ
and θ¯ can fluctuate under the condition that ϕρ + θ¯ is
strongly pinned. This means that they are expressed as
ϕρ = ϕ
st
ρ + φ, (55)
θ¯ = θ¯st − φ, (56)
where φ represents the low-energy fluctuations. We ap-
proximate that I(τ) = 2πϑ(τ), where ϑ(τ) is the step
function. The Fourier transform of θ¯st and that of θ˜st are
expressed as
θ¯st(ω) =
iπ
ω
eiωτ1 +
iπ
ω
eiωτ2, (57)
θ˜st(ω) =
i2π
ω
eiωτ1 − i2π
ω
eiωτ2. (58)
Substituting eqs. (57) and (58) into eq. (47), we find that
Z1
Z0
= γ2
∫ β
0
dτ1dτ2
∫
Dφ e−Sins , (59)
where
Sins =
πL
vρKρβ
+
1
β
∑
ω>0
Lω2
2πvρKρ
φ(ω)φ(−ω)
+
1
πKρβ
∑
ω>0
J¯−1ρ (ω)
(
θ¯st(ω)− φ(ω))
× (θ¯st(−ω)− φ(−ω))
+
1
4πKρβ
∑
ω>0
J˜−1ρ (ω)θ˜
st(ω)θ˜st(−ω). (60)
Integrating out φ, we obtain
Z1
Z0
= γ2 exp
(
− πL
Kρvρ
T
)∫ β
0
dτ1dτ2 e
−S˜ins , (61)
where
S˜ins =
4π
Kρβ
∑
ω>0
1
2vρ
L + ω
2J¯ρ(ω)
+
2π
Kρβ
∑
ω>0
(
1
ω2J˜ρ(ω)
− 12vρ
L + ω
2J¯ρ(ω)
)
× (1− cosω (τ1 − τ2)). (62)
We substitute eqs. (38) and (39) into eq. (62). Noting
that L≫ ξ, we obtain
S˜ins =
4π
Kρβ
∑
Λ>ω>0
1
ω
tanh
(
Lω
2vρ
)
+
4π
Kρβ
∑
ω>0
1
ω
cosech
(
Lω
vρ
)(
1− cosω (τ1 − τ2)
)
,
(63)
where we have introduced the high-frequency cutoff Λ in
the first term.
We first consider the high-temperature regime of
vF/L≪ T ≪ ∆. Noting that
∞∑
M=−∞
(M=even)
exp
(
−β πvσ
4KσL
M2
)
∝ 1 + 2 exp
(
−πKσL
vσ
T
)
,
(64)
∞∑
M=−∞
(M=odd)
exp
(
−β πvσ
4KσL
M2
)
∝ 1− 2 exp
(
−πKσL
vσ
T
)
,
(65)
the partition function is expressed as
Z ∝ 2 + 8 cosχ · γ2 exp
(
−π
(
L
vρKρ
+
KσL
vσ
)
T
)
×
∫ β
0
dτ1dτ2 e
−S˜ins . (66)
In the high-temperature regime, S˜ins is obtained as
S˜ins =
2
Kρ
ln
(
Λ
2πT
)
. (67)
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Substitution of eq. (67) into eq. (66) yields
Z ∝ 2 + 8 cosχ · γ2β2
(
2πT
Λ
) 2
Kρ
× exp
(
−π
(
L
vρKρ
+
KσL
vσ
)
T
)
. (68)
From eq. (26), we finally obtain
j(χ) = 8eT
(
2πγ
Λ
)2(
2πT
Λ
)2( 1
Kρ
−1
)
× exp
(
−π
(
L
vρKρ
+
KσL
vσ
)
T
)
sinχ. (69)
Next, we turn to the low-temperature regime of T ≪
vF/L. In this regime, we are allowed to retain only the
term withM = 0 in eq. (27). Thus, the partition function
is given by
Z ∝ 1 + 2 cosχ · γ2
∫ β
0
dτ1dτ2 e
−S˜ins . (70)
To evaluate S˜ins, we approximate as
4π
Kρβ
∑
Λ>ω>0
1
ω
tanh
(
Lω
2vρ
)
≈ 2
Kρ
ln
(
2eγ
π
· ΛL
vρ
)
, (71)
where γ ≈ 0.5772. The second term in S˜ins is obtained
as
4π
Kρβ
∑
ω>0
1
ω
cosech
(
Lω
vρ
)
(1− cosω (τ1 − τ2))
≈ 2
Kρ
ln
[
cosh
(πvρ
2L
(
τ1 − τ2
))]
. (72)
Using eqs. (71) and (72), we obtain∫ β
0
dτ1dτ2 e
−S˜ins = c
β
Λ
( vρ
ΛL
) 2
Kρ
−1
, (73)
where c is a numerical constant of order of unity. Substi-
tution of eq. (73) into eq. (70) yields
Z ∝ 1 + 2 cosχ · cvρβ
L
( γ
Λ
)2 ( vρ
ΛL
)2( 1
Kρ
−1
)
. (74)
We finally obtain
j(χ) = 4c
evρ
L
( γ
Λ
)2 ( vρ
ΛL
)2( 1
Kρ
−1
)
sinχ. (75)
This indicates that the critical current in the low-
temperature regime behaves like jc ∝ (1/L)2K
−1
ρ −1.
This result is not consistent with Fazio et al.’s result,
jFHOc ∝ (1/L)K
−1
ρ +Kσ−1. We discuss the reason of this
inconsistency in the final section.
4. Josephson Current in the Weak-Coupling
Model
In this section we calculate the dc Josephson current
in a TL liquid of length L with open boundaries, which
is weakly coupled with the left (right) superconductor at
x = 0 (x = L) through a tunnel junction (see Fig. 1(a)).
We show that the resulting expression of the Josephson
current is essentially equivalent to that in the interface-
barrier model studied in §3.
The bosonized description of a TL liquid with open
boundaries is presented by Fabrizio and Gogolin.29 In
terms of the boson operators aq, a
†
q, bq and b
†
q, and the
winding-number operators N andM , the Hamiltonian is
given by
H =
π
4L
(
vρ
Kρ
N2 +
vσ
Kσ
M2
)
+
∑
q>0
(
vρqa
†
qaq + vσqb
†
qbq
)
,
(76)
where q = πn/L (n = 1, 2, 3, · · · ). The winding-number
operators satisfy the condition of N +M = even. The
phase fields are given by
Θ+(x) =
πN
L
x+ θ+(x), (77)
Θ−(x) = ϕρ + θ−(x), (78)
Φ+(x) =
πM
L
x+ φ+(x), (79)
Φ−(x) = ϕσ + φ−(x), (80)
where θ± and φ± are the nonzero-mode components, and
ϕρ and ϕσ are the zero-mode operators which satisfy
[N,ϕρ] = [M,ϕσ] = 2i and [N,ϕσ] = [M,ϕρ] = 0. The
nonzero-mode components are given by
θ+(x) =
√
Kρ
∑
q>0
√
2π
qL
e−αq/2 sin(qx)
(
a†q + aq
)
, (81)
θ−(x) =
i√
Kρ
∑
q>0
√
2π
qL
e−αq/2 cos(qx)
(
a†q − aq
)
, (82)
φ+(x) =
√
Kσ
∑
q>0
√
2π
qL
e−αq/2 sin(qx)
(
b†q + bq
)
, (83)
φ−(x) =
i√
Kρ
∑
q>0
√
2π
qL
e−αq/2 cos(qx)
(
b†q − bq
)
. (84)
It is clear that sin(qx) = 0 when x = 0 and L, so that
θ+(x) and φ+(x) are pinned at the ends of the 1D system.
That is, θ+(0) = θ+(L) = 0 and φ+(0) = φ+(L) = 0.
This means that fluctuations in both charge and spin are
strongly suppressed in the vicinity of both the ends due
to the open boundary condition. This result plays an im-
portant role in our argument. In terms of the phase fields,
the right-moving component ψ1s and the left-moving
component ψ2s of the electron field are expressed as
29
ψ1s(x) =
1√
2πα
exp
(
ikFx+
i
2
{
Θ+(x) + Θ−(x)
+ sΦ+(x) + sΦ−(x)
})
, (85)
ψ2s(x) =
−1√
2πα
exp
(
− ikFx+ i
2
{−Θ+(x) + Θ−(x)
− sΦ+(x) + sΦ−(x)
})
. (86)
We neglected Majorana fermions in eqs. (85) and (86),
which do not play an essential role in our argument.
Now we introduce the Hamiltonian which describes the
superconductors and their coupling with the TL liquid.
We assume that our STLLS system is symmetric with
respect to the NS contacts. That is, the left contact at
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x = 0 is equivalent to the right contact at x = L. Thus,
we present here only the part of the Hamiltonian related
with the left superconductor. The Hamiltonian for the
left superconductor is given by
HS =
∑
k,s
ǫkc
†
Lk,scLk,s
−
∑
k
(
∆eiχ1c†Lk,+c
†
L−k,− +∆e
−iχ1cL−k,−cLk,+
)
,
(87)
where ǫk denotes the single electron spectrum and cLk,s
(c†Lk,s) is the fermion anihilation (creation) operator. In
terms of the Bogoliubov transformation
cLk,+ = ukdLk,+ + vke
iχ1d†L−k,−, (88)
cL−k,− = ukdL−k,− − vkeiχ1d†Lk,+, (89)
with
uk =
√
1
2
(
1 +
ǫk
Ek
)
, (90)
vk =
√
1
2
(
1− ǫk
Ek
)
, (91)
the Hamiltonian is diagonalized as
HS =
∑
k,s
Ekd
†
Lk,sdLk,s, (92)
where Ek =
√
ǫ2k +∆
2. The weak coupling between the
TL liquid and the left superconductor is described by the
tunneling Hamiltonian
HT =
1√
V
∑
k,s
(
c†Lk,s
∫
dxtLk(x)ψs(x) + h.c.
)
, (93)
where V is the volume of the superconductor. We assume
that the tunneling-matrix element tLk(x) has nonzero
values only in the vicinity of x = 0 and vanishes when
αT < x, where αT represents the length scale of the or-
der of a few lattice spacings. The Hamiltonian for the
right superconductor is simply given by replacing L with
R in eqs. (92) and (93). Note that tRk(x) has nonzero
values only in the vicinity of x = L and vanishes when
x < L− αT.
In order to calculate the partition function, it is con-
venient to derive the effective action SΓ describing the
coupling with the TL liquid and the superconductors.
The action SΓ is obtained by integrating out the elec-
tron fields in the superconductors,∫ ∏
k,s
Dd†Lk,sDdLk,sDd†Rk,sDdRk,s exp
(−SS − ST)
∝ exp (−SΓ) , (94)
where
SS =
∫ β
0
dτ
∑
k,s
(
d†Lk,s∂τdLk,s + Ekd
†
Lk,sdLk,s
+ d†Rk,s∂τdRk,s + Ekd
†
Rk,sdRk,s
)
, (95)
ST =
∫ β
0
dτ
1√
V
∑
k,s
(
c†Lk,s
∫
dxtLk(x)ψs(x)
+ c†Rk,s
∫
dxtRk(x)ψs(x) + h.c.
)
. (96)
The derivation of SΓ is outlined in Appendix C. The
result is
SΓ =
∫ β
0
dτ1dτ2Q(τ1 − τ2)
×
(
e−iχ1
{
ψ1−(0, τ1)ψ2+(0, τ2)
+ ψ2−(0, τ1)ψ1+(0, τ2)
}
+ h.c.
+ e−iχ2
{
ψ1−(L, τ1)ψ2+(L, τ2)
+ ψ2−(L, τ1)ψ1+(L, τ2)
}
) + h.c.
)
, (97)
where Q(τ) is defined in Appendix C. We substitute
eqs. (85) and (86) into eq. (97). Noting that θ+(0) =
θ+(L) = 0 and φ+(0) = φ+(L) = 0, we obtain
SΓ = − 1
πα
∫ β
0
dτ1dτ2Q(τ1 − τ2)
×
[
e−iχ1 exp
i
2
(
Θ−(0, τ1) + Θ−(0, τ2)
− Φ−(0, τ1) + Φ−(0, τ2)
)
+ c.c.
+ (−1)Me−iχ2 exp i
2
(
Θ−(L, τ1) + Θ−(L, τ2)
− Φ−(L, τ1) + Φ−(L, τ2)
)
+ c.c.
]
. (98)
The kernel Q(τ) vanishes when |τ | ≫ ∆−1 as shown in
Appendix C, while the characteristic time scale of Θ+
and Φ− is much longer than ∆
−1. Thus, we can approx-
imate in eq. (98) that
Q(τi − τj) = Γδ(τi − τj), (99)
where Γ =
∫
dτQ(τ). Thus, SΓ is simplified to
SΓ = − Γ
πα
∫ β
0
dτ
[(
e−iχ1+iΘ−(0,τ) + c.c.
)
+ (−1)M
(
e−iχ2+iΘ−(L,τ) + c.c.
)]
. (100)
The sign of the second term depends onM , so we express
SΓ with even M and that of odd M as SΓ+ and S
Γ
−,
respectively.
Note that SΓ± does not contain ϕσ, so that M is a
conserved quantity. By contrast,N is no longer conserved
in the presence of SΓ±. The partition function is expressed
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as
Z =
∞∑
M=−∞
(M=even)
exp
(
−βπvσM
2
4KσL
)
Z+
+
∞∑
M=−∞
(M=odd)
exp
(
−βπvσM
2
4KσL
)
Z−, (101)
with
Z± =
∞∑
m=−∞
∫
∆ϕρ=2πm
Dϕρ
∫ ∏
q>0
Da†qDaq
× exp
(
i
∫ β
0
dτ
ζ±
2π
∂τϕρ − SZ − SNZ − SΓ±
)
,
(102)
where ζ+ = 0 and ζ− = π, and
SZ =
∫ β
0
dτ
L
4πvρKρ
(∂τϕρ)
2, (103)
SNZ =
∫ β
0
dτ
∑
q>0
(
a†q∂τaq + vρqa
†
qaq
)
. (104)
We introduced ζ± to maintain the constraint N +M =
even.33 Since it is assumed that the coupling between the
TL liquid and the superconductors is weak, we calculate
the partition function by treating SΓ± as a perturbation.
Within the lowest-order approximation with respect to
SΓ±, we find that Z± ∝ 1 + Z1±/Z0±, where
Z0± =
∞∑
m=−∞
∫
∆ϕρ=2πm
Dϕρ
∫ ∏
q>0
Da†qDaq
× exp (imζ± − SZ − SNZ) , (105)
Z1± =
∞∑
m=−∞
∫
∆ϕρ=2πm
Dϕρ
∫ ∏
q>0
Da†qDaq
1
2
(
SΓ±
)2
× exp (imζ± − SZ − SNZ) . (106)
Using eq. (100), we find that
Z1± = ±
∞∑
m=−∞
eimζ±
∫
∆ϕρ=2πm
Dϕρ
∫ ∏
q>0
Da†qDaq
× exp (−SZ − SNZ)
×
(
Γ
πα
)2 ∫ β
0
dτ1dτ2
×
(
eiχ exp i
(
Θ−(0, τ1)−Θ−(L, τ2)
)
+ c.c.
)
,
(107)
where χ = χ2 − χ1 and we neglected terms which
are independent of χ. To proceed, we decompose ϕρ as
ϕρ(τ) = ϕ
0
ρ+2πmτ/β+ ϕ˜ρ(τ), where ϕ˜ρ(β)− ϕ˜ρ(0) = 0.
Using this decomposition, we obtain
Z0± =
∞∑
m=−∞
e
−
piKρL
vρβ
m2
∫
Dϕ˜ρ
∫ ∏
q>0
Da†qDaq
× exp (−SZ − SNZ) , (108)
Z1± = ±
(
Γ
πα
)2 ∫ β
0
dτ1dτ2
∞∑
m=−∞
× e−
piKρL
vρβ
m2
eimζ±+i
2pim
β
(τ1−τ2)
×
∫
Dϕ˜ρ
∫ ∏
q>0
Da†qDaq exp
(−SZ − SNZ)
×
{
eiχ exp i
(
ϕ˜ρ(τ1)− ϕ˜ρ(τ2) + θ−(0, τ1)
− θ−(L, τ2)
)
+ c.c.
}
. (109)
To evaluate Z1±, it is convenient to introduce the corre-
lation function defined by
Ω (τ1 − τ2) =
〈
exp i
(
ϕ˜ρ(τ1)− ϕ˜ρ(τ2)
+ θ−(0, τ1)− θ−(L, τ2)
) 〉
, (110)
where
〈· · · 〉 =
∫ Dϕ˜ρ ∫ ∏q>0Da†qDaq · · · exp (−SZ − SNZ)∫ Dϕ˜ρ ∫ ∏q>0Da†qDaq exp (−SZ − SNZ) .
(111)
The correlation function is obtained as
Ω (τ) = exp
(
− πL
Kρvρβ
− 4π
Kρβ
∑
Λ>ω>0
1
ω
tanh
(
Lω
2vρ
)
− 4π
Kρβ
∑
ω>0
1
ω
cosech
(
Lω
vρ
)
(1− cosωτ)
)
, (112)
where the high-frequency cutoff Λ is introduced for the
second term in the exponent. By using Ω, we can express
Z1±/Z0± as
Z1±
Z0±
= ±2γ2 cosχ
∫ β
0
dτ1dτ2
×
∑
m e
−
piKρL
vρβ
m2
eimζ±+i
2pim
β
(τ1−τ2)∑
m e
−
piKρL
vρβ
m2
Ω (τ1 − τ2) ,
(113)
where we set γ = Γ/(πα).
We first calculate the Josephson current in the high-
temperature regime of vρ/L ≪ T ≪ ∆. In this regime,
we are allowed to retain only the term with m = 0, and
obtain
Z1±
Z0±
= ±2γ2 cosχ
∫ β
0
dτ1dτ2Ω (τ1 − τ2) , (114)
where
Ω (τ) ≈
(
2πT
Λ
) 2
Kρ
exp
(
− πL
Kρvρ
T
)
. (115)
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The partition function is
Z ∝
(
1 + 2e−
piKσL
vσ
T
)(
1 +
Z1+
Z0+
)
+
(
1− 2e−piKσLvσ T
)(
1− Z1+
Z0+
)
= 2 + 8 cosχ · γ2β2
(
2πT
Λ
) 2
Kρ
× exp
(
−π
(
L
Kρvρ
+
KσL
vσ
)
T
)
. (116)
We have used eqs. (64) and (65) in deriving eq. (116).
The Josephson current is obtained as
j(χ) = −2eT ∂ lnZ
∂χ
= 8eT
(
2πγ
Λ
)2(
2πT
Λ
)2( 1
Kρ
−1
)
× exp
(
−π
(
L
Kρvρ
+
KσL
vσ
)
T
)
sinχ. (117)
This result is equivalent to that obtained in §3 in the
high-temperature regime.
Next we consider the low-temperature regime of T ≪
vρ/L, where the terms with M = 0 dominantly con-
tribute to Z. We then find that Z ∝ 1+Z1+/Z0+. Using
Poisson’s summation theorem, we rewrite the summation
over m in Z1+,
∞∑
m=−∞
e
−
piKρL
vρβ
m2
ei
2pim
β
(τ1−τ2)
∝
∞∑
q=−∞
exp
(
− vρβ
4πKρL
(
2πq +
2π
β
(τ1 − τ2)
)2)
.
(118)
This equation indicates that we are allowed to retain only
the term with q = 0. Then, we obtain
Z1+
Z0+
= 2 cosχ · γ2β2
∫ β
0
dτ1dτ2e
−
pivρ
KρLβ
(τ1−τ2)
2
× Ω (τ1 − τ2) , (119)
with
Ω (τ) ≈ c′
( vρ
ΛL
) 2
Kρ
cosh
(πvρ
2L
τ
)− 2
Kρ
, (120)
where c′ is a numerical constant of order of unity. The
partition function is obtained as
Z ∝ 1 + 2 cosχ · cγ2 β
Λ
( vρ
ΛL
) 2
Kρ
−1
, (121)
where c is a numerical constant of order of unity. We
finally obtain
j(χ) = −2eT ∂ lnZ
∂χ
= 4c
evρ
L
( γ
Λ
)2 ( vρ
ΛL
)2( 1
Kρ
−1
)
sinχ. (122)
The result is also equivalent to that obtained in §3 in the
low-temperature regime.
5. Discussion
We studied the dc Josephson effect in a TL liquid
on the basis of the two different models. We derived
a bosonized description of a superconductor–TL-liquid–
superconductor (STLLS) system with perfect NS inter-
faces, and calculate the Josephson current by introducing
a strong barrier at each NS interface. We next exam-
ined the Josephson current through a TL liquid with
open boundaries, where the TL liquid is weakly cou-
pled at its left (right) end with the left (right) super-
conductor through a tunnel junction. It is shown that
the two models provide us the same expression of the
Josephson current in both the high-temperature regime
of vF/L ≪ T ≪ ∆ and the low-temperature regime of
T ≪ vF/L. We found that the Josephson current in the
high-temperature regime is given by
j(χ) = 8eT
(
2πγ
Λ
)2(
2πT
Λ
)2( 1
Kρ
−1
)
× exp
(
−π
(
L
vρKρ
+
KσL
vσ
)
T
)
sinχ,
(123)
while
j(χ) = 4c
evρ
L
( γ
Λ
)2 ( vρ
ΛL
)2( 1
Kρ
−1
)
sinχ, (124)
in the low-temperature regime.
We treated the strong-barrier limit of the interface-
barrier model in §3. Let us briefly consider the opposite
weak-barrier case. For simplicity, both the barriers are
assumed to have the same strength. We employ the no-
tations presented in §3. The action describing the weak
barrier potential is
SB = −4V0
πα
∫
dτ cos(ϕρ + θ¯) cos
θ˜
2
, (125)
with V0/(αΛ) ≪ 1. We have used the fact that the spin
degrees of freedom are frozen in the vicinity of the NS
interfaces. The potential becomes large after renormal-
ization. We apply a perturbative renormalization-group
argument to obtain a scaling equation for the barrier
potential.6–10 If the band width Λ is reduced to µ, the
potential becomes
V0(µ) = V0(Λ)
(µ
Λ
)Kρ−1
, (126)
as long as vρ/L≪ µ < Λ. This means that the potential
is renormalized to be large in the repulsive interaction
cases of Kρ < 1. Thus, the system flows to the strong-
barrier limit, where our analysis in §3 is justified. Since
the coupling between a TL liquid and superconductors
is reduced by the strong barriers in this limit, we expect
that the weak-coupling model also describes correct low-
energy physics. Our results given in §3 and §4 support
this reasoning.
To elucidate characteristic features of the interface-
barrier model, it is instructive to compare our problem
with the double-barrier problem in a TL liquid. Kane
and Fisher,7 and subsequently Furusaki and Nagaosa,9
J. Phys. Soc. Jpn. Full Paper Yositake Takane 11
studied transport properties of a TL liquid in the pres-
ence of a double-barrier structure, which consists of two
δ-function barriers at x = 0 and L. This system is sim-
ilar to our Josephson system except for the absence of
superconductors. The Hamiltonian of the double-barrier
problem is given by H = H1D +HB, where
H1D =
∫ ∞
−∞
dx
(
vρ
4πKρ
(
∂θ+
∂x
)2
+
Kρvρ
4π
(
∂θ−
∂x
)2)
+
∫ ∞
−∞
dx
(
vσ
4πKσ
(
∂φ+
∂x
)2
+
Kσvσ
4π
(
∂φ−
∂x
)2)
,
(127)
HB = −4V0
πα
[
cos θ¯ cos
θ˜
2
cos φ¯ cos
φ˜
2
+ sin θ¯ sin
θ˜
2
sin φ¯ sin
φ˜
2
]
. (128)
We assumed that kFL = 0 (mod π). The variables θ¯, θ˜, φ¯
and φ˜ in eq. (128) are defined as θ¯ = (θ+(L) + θ+(0))/2,
θ˜ = θ+(L) − θ+(0), φ¯ = (φ+(L) + φ+(0))/2 and φ˜ =
φ+(L) − φ+(0), respectively. Note that θ− and φ− are
not contained in HB. Thus, the partition function is
Z =
∫
Dθ+
∫
Dφ+ exp
(−S1D − SB) , (129)
where
S1D =
∫ β
0
dτ
∫ ∞
−∞
dx
(
vρ
4πKρ
(
∂θ+
∂x
)2
+
1
4πKρvρ
(
∂θ+
∂τ
)2)
+
∫ β
0
dτ
∫ ∞
−∞
dx
(
vσ
4πKσ
(
∂φ+
∂x
)2
+
1
4πKσvσ
(
∂φ+
∂τ
)2)
, (130)
SB =
∫ β
0
dτHB(τ). (131)
We can simplify the partition function by using the ef-
fective action for θ¯, θ˜, φ¯ and φ˜. The result is9
Z =
∫
Dθ¯Dθ˜
∫
Dφ¯Dφ˜ exp (−S1Deff − SB) , (132)
where
S1Deff =
1
2πKρβ
∑
ω
2|ω|
1 + exp(−L|ω|/vρ) θ¯(ω)θ¯(−ω)
+
1
8πKρβ
∑
ω
2|ω|
1− exp(−L|ω|/vρ) θ˜(ω)θ˜(−ω)
+
1
2πKσβ
∑
ω
2|ω|
1 + exp(−L|ω|/vσ) φ¯(ω)φ¯(−ω)
+
1
8πKσβ
∑
ω
2|ω|
1− exp(−L|ω|/vσ) φ˜(ω)φ˜(−ω).
(133)
We can clarify the influence of superconductors on a TL
liquid by comparing the effective action SNZeff given in
eq. (37) with that of the double-barrier problem S1Deff
given in eq. (133). As noted in §3, we see from eqs. (40)
and (41) that J¯−1σ (ω) and J˜
−1
σ (ω) are of the order of ∆
in the limit of ω → 0. This indicates that φ¯ and φ˜ have
a mass gap of the order of ∆ in our problem, while such
large gap does not appear in the double-barrier prob-
lem. We can understand the feature by noting that only
a spin-singlet pair of two electrons can transfer the NS
interfaces due to Andreev reflection. The conservation
of the total spin through the Andreev reflection process
leads to suppression of the spin fluctuations near the in-
terfaces. The mass gap of the order of ∆ reflects it. The
presence of superconductors also affects the charge de-
grees of freedom. We also see that J¯−1ρ (ω) and J˜
−1
ρ (ω)
are of the order of vρ/L in the limit of ω → 0. Thus, θ¯
and θ˜ have a small mass gap of the order of vF/L. This
gap is simply induced by a finite-size effect. Let us fo-
cus our attention on the regime of vρ/L ≪ |ω|, where
the finite-size effect plays no role. The part of SNZeff de-
scribing the dynamics of θ¯(ω) with vρ/L ≪ |ω| is given
by
SNZeff [θ¯] =
1
2πKρβ
∑
vρ/L≪|ω|
|ω|θ¯(ω)θ¯(−ω). (134)
Similarly, the part of S1Deff is
S1Deff [θ¯] =
1
2πKρβ
∑
vρ/L≪|ω|
2|ω|θ¯(ω)θ¯(−ω). (135)
This indicates that the fluctuations in θ¯ are enhanced
by a factor of two in our Josephson system compared
with the double-barrier system. The fluctuations of θ˜ are
also enhanced by a factor of two. This feature is also
attributed to Andreev reflection. The reason is that the
unit of charge transfer is not e but 2e in the Andreev
reflection process. This doubling of the unit charge en-
hances the charge fluctuations in the vicinity of the NS
interfaces.
We obtained that the critical current is jc ∝
(1/L)2K
−1
ρ −1 when T ≪ vF/L. As noted in §3, our
result is not consistent with Fazio et al.’s result,19, 20
jFHOc ∝ (1/L)K
−1
ρ +Kσ−1. The reason of this inconsis-
tency is now clear. Fazio et al. treated a TL liquid of
infinite length, which is weakly coupled with the left
(right) superconductor at x = 0 (x = L), under the
assumption that the potential induced by the coupling
with the superconductors can be completely neglected.
Thus, within their assumption, the dynamics of the phase
fields in the 1D system is completely unaffected by the
coupling. However, even a very weak potential becomes
large after renormalization due to the repulsive electron-
electorn interactions in a TL liquid,6 so that the TL liq-
uid is effectively disconnected at x = 0 and x = L. In
such a situation, θ+ and φ+ are pinned at the discon-
nected points, while fluctuations in θ− and φ− are en-
hanced around there. From the above argument, we see
that Fazio et al.’s result may apply to only restricted sit-
uations, where the induced potential is completely negli-
gible. If the potential becomes very large after the renor-
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malization, Fazio et al.’s model must be replaced with
our weak-coupling model, as suggested by Fabrizio and
Gogolin.29 This means that our result is much general
compared with Fazio et al.’s result.
Details of the difference between jc ∝ (1/L)2K
−1
ρ −1
and jFHOc ∝ (1/L)K
−1
ρ +Kσ−1 are explained as follows.
The dynamics of the phase fields is assumed to be unaf-
fected by the coupling with the superconductors in refs.
19 and 20, while, in our weak-coupling model with the
open-boundary condition, we explicitly incorporate the
strong pinning of φ+ and the enhanced low-energy fluc-
tuations of θ− in the vicinity of the NS interfaces. The
correlation exponent Kσ does not appear in the expres-
sion of jc due to the pinning of φ+, while j
FHO
c contains
Kσ. The prefactor of K
−1
ρ in the exponent of jc is dou-
bled compared with jFHOc due to the enhancement in the
fluctuations of θ−.
Appendix A: Bosonization of TL liquid sand-
wiched between superconductors
In this appendix, we adapt the bosonization method
to a TL liquid sandwiched between superconductors. We
first bosonize the 1D electron system in the noninteract-
ing limit, and then incorporate the influence of electron-
electon interactions. Our bosonization precedure is based
on the argument by Haldane.17
In terms of the eigenfunctions of the BdG equation,
presented in eqs. (2) and (3), the electron-field operators
defined in eq. (9) are expressed as30
ψ1+(x) =
∑
q>0
(
uq(x)cq,+ − g∗q(x)c†q,−
)
, (A·1)
ψ2+(x) =
∑
q>0
(
fq(x)dq,+ − v∗q (x)d†q,−
)
, (A·2)
ψ1−(x) =
∑
q>0
(
uq(x)dq,− + g
∗
q (x)d
†
q,+
)
, (A·3)
ψ2−(x) =
∑
q>0
(
fq(x)cq,− − v∗q (x)c†q,+
)
, (A·4)
where cq,s and dq,s (c
†
q,s and d
†
q,s) are the fermion anihila-
tion (creation) operators and q = π(n+1/2)/(L+ξ) with
n = 0, 1, 2, · · · . The linearized quasiparticle dispersion is
ǫq± = vF
(
q ± χ
2(L+ ξ)
)
+
1
2m
(
χ
2(L+ ξ)
)2
. (A·5)
Thus, the quasiparticles in the 1D system are described
by the Hamiltonian
H0 =
vF
4π
· χ
2
L+ ξ
+
∑
q>0
vF
(
q +
χ
2(L+ ξ)
)(
c†q,+cq,+ + d
†
q,−dq,−
)
+
∑
q>0
vF
(
q − χ
2(L+ ξ)
)(
c†q,−cq,− + d
†
q,+dq,+
)
.
(A·6)
Here, the first term represents the χ-dependent compo-
nent of the ground-state energy, arising from the second
term in eq. (A·5).
We define the density operator ρjs(x) (j = 1, 2) as
ρjs(x) = ψ
†
js(x)ψjs(x). Its Fourier transform is given by
ρjs(q) =
∫ L
0
dxeiqxρjs(x), (A·7)
where q = π(n+1/2)/(L+ξ) with n = 0,±1,±2, · · · . An
important role in our bosonization procedure is played by
the new density operators,
ρa(q) = e
iξq/2ρ1+(q)− e−iξq/2ρ2−(−q), (A·8)
ρb(q) = e
iξq/2ρ1−(q)− e−iξq/2ρ2+(−q). (A·9)
For q > 0, they are expressed as
ρa(q) =
∑
q1>0
(
c†q1+q,+cq1,+ + cq1,−c
†
q1+q,−
)
− i
∑
q>q1>0
c†−q1+q,+c
†
q1,−, (A·10)
ρa(−q) =
∑
q1>0
(
c†q1,+cq1+q,+ + cq1+q,−c
†
q1,−
)
+ i
∑
q>q1>0
cq1,−c−q1+q,+, (A·11)
ρb(q) =
∑
q1>0
(
d†q1+q,−dq1,− + dq1,+d
†
q1+q,+
)
− i
∑
q>q1>0
d†−q1+q,−d
†
q1,+, (A·12)
ρb(−q) =
∑
q1>0
(
d†q1,−dq1+q,− + dq1+q,+d
†
q1,+
)
+ i
∑
q>q1>0
dq1,+d−q1+q,−. (A·13)
We can show that
[ρa(q), ρa(−q′)] = −Lq
π
δq,q′ , (A·14)
[ρb(q), ρb(−q′)] = −Lq
π
δq,q′ , (A·15)
[ρa(q), ρb(−q′)] = 0. (A·16)
The q = 0 components, which characterize an excess
charge with respect to the ground state, are given by
ρa(q = 0) = Na +
χ
2π
, (A·17)
ρb(q = 0) = Nb +
χ
2π
, (A·18)
where χ/(2π) results from the shift of the occupied-state
distribution due to the phase difference χ. We callNa and
Nb the winding-number operators, whose eigenvalues are
0,±1,±2, · · · . We will employ the zero-mode operators
ϕa and ϕb, which satisfy [Na, ϕa] = [Nb, ϕb] = i and
[Na, ϕb] = [Nb, ϕa] = 0.
Let us consider the commutation relations between the
density operators with q 6= 0 and the field operators pre-
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sented in eqs. (A·1)-(A·4). We find that
[ρa(q), ψ1+(x)] = −eiq(x+ξ/2)ψ1+(x), (A·19)
[ρa(q), ψ2−(x)] = e
−iq(x+ξ/2)ψ2−(x), (A·20)
[ρb(q), ψ1−(x)] = −eiq(x+ξ/2)ψ1−(x), (A·21)
[ρb(q), ψ2+(x)] = e
−iq(x+ξ/2)ψ2+(x), (A·22)
[ρa(q), ψ1−(x)] = [ρa(q), ψ2+(x)] = [ρb(q), ψ1+(x)]
= [ρb(q), ψ2−(x)] = 0. (A·23)
Noting eqs. (A·19)-(A·23), we express the field operators
as32
ψ1s(x) =
1√
2πα
eikFx+iθ1s(x), (A·24)
ψ2s(x) =
1√
2πα
e−ikFx+iθ2s(x), (A·25)
where
θ1+(x) = θ
Z
1+ + i
π
L
∑
q>0
e−αq/2
q
(
e−iq(x+ξ/2)ρa(q)
− eiq(x+ξ/2)ρa(−q)
)
, (A·26)
θ1−(x) = θ
Z
1− + i
π
L
∑
q>0
e−αq/2
q
(
e−iq(x+ξ/2)ρb(q)
− eiq(x+ξ/2)ρb(−q)
)
, (A·27)
θ2+(x) = θ
Z
2+ + i
π
L
∑
q>0
e−αq/2
q
(
− eiq(x+ξ/2)ρb(q)
+ e−iq(x+ξ/2)ρb(−q)
)
, (A·28)
θ2−(x) = θ
Z
2− + i
π
L
∑
q>0
e−αq/2
q
(
− eiq(x+ξ/2)ρa(q)
+ e−iq(x+ξ/2)ρa(−q)
)
. (A·29)
Here, α is a positive infinitesimal and θZjs (j = 1, 2) rep-
resents the zero-mode component to be determined. The
phase field θjs is related with the density operator ρjs,
ρjs(x) =
1
2π
∂θjs
∂x
. (A·30)
For example, we find that
ρ1+(x) = ρ
Z
1+(x) +
1
2L
∑
q>0
(
e−iq(x+ξ/2)ρa(q)
+ eiq(x+ξ/2)ρa(−q)
)
, (A·31)
ρ2−(x) = ρ
Z
2−(x) +
1
2L
∑
q>0
(
eiq(x+ξ/2)ρa(q)
+ e−iq(x+ξ/2)ρa(−q)
)
, (A·32)
where
ρZjs(x) =
1
2π
∂θZjs
∂x
. (A·33)
From eqs. (A·31) and (A·32), we naturally find that
ρZ1+(x) = ρ
Z
2−(x) =
π
L
(
Na +
χ
2π
)
. (A·34)
We determin θZjs so as to ensure the fermion commutation
relation between ψj± and ψj′± and that between ψj± and
ψ†j′± (j, j
′ = 1, 2). The result is
θZ1+(x) = ϕa +
π
L
(
Na +
χ
2π
)(
x+
ξ
2
)
+
π
2
(Na −Nb) , (A·35)
θZ2−(x) = −ϕa +
π
L
(
Na +
χ
2π
)(
x+
ξ
2
)
+
π
2
(Na −Nb) , (A·36)
θZ1−(x) = ϕb +
π
L
(
Nb +
χ
2π
)(
x+
ξ
2
)
− π
2
(Na −Nb) , (A·37)
θZ2+(x) = −ϕb +
π
L
(
Nb +
χ
2π
)(
x+
ξ
2
)
− π
2
(Na −Nb) , (A·38)
where ϕa and ϕb are the zero-mode operators mentioned
above. Strictly speaking, if we need to ensure the fermion
commutation relation between ψj± and ψj′∓ and that
between ψj± and ψ
†
j′∓, Majorana fermions must be in-
troduced in eqs. (A·24) and (A·25). However, since the
Majorana fermions do not play an essential role in our ar-
gument, we neglect them in the following. For actual cal-
culations, it is convenient to use the new phase fields:31
Θ+(x) =
1
2
(
θ1+(x) + θ1−(x) − θ2+(x)− θ2−(x)
)
,
(A·39)
Θ−(x) =
1
2
(
θ1+(x) + θ1−(x) + θ2+(x) + θ2−(x)
)
,
(A·40)
Φ+(x) =
1
2
(
θ1+(x)− θ1−(x) − θ2+(x) + θ2−(x)
)
,
(A·41)
Φ−(x) =
1
2
(
θ1+(x)− θ1−(x) + θ2+(x)− θ2−(x)
)
.
(A·42)
To express these phase fields compactly, we define ϕρ,
ϕσ, J and M as
ϕρ = ϕa + ϕb, (A·43)
ϕσ = ϕa − ϕb, (A·44)
J = Na +Nb, (A·45)
M = Na −Nb. (A·46)
It is easy to show that [J, ϕρ] = [M,ϕσ] = 2i and
[J, ϕσ] = [M,ϕρ] = 0. Substituting eqs. (A·35)-(A·38)
into the above expressions and using these operators, we
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find that
Θ+(x) = ϕρ + θ+(x), (A·47)
Θ−(x) =
π
L
(
J +
χ
π
)(
x+
ξ
2
)
+ θ−(x), (A·48)
Φ+(x) =
π
L
M
(
x+ L+
ξ
2
)
+ φ+(x), (A·49)
Φ−(x) = ϕσ + φ−(x), (A·50)
where
θ+(x) = i
π
L
∑
q>0
e−αq/2
q
cos q
(
x+
ξ
2
)
× (ρa(q)− ρa(−q) + ρb(q)− ρb(−q)) , (A·51)
θ−(x) =
π
L
∑
q>0
e−αq/2
q
sin q
(
x+
ξ
2
)
× (ρa(q) + ρa(−q) + ρb(q) + ρb(−q)) , (A·52)
φ+(x) =
π
L
∑
q>0
e−αq/2
q
sin q
(
x+
ξ
2
)
× (ρa(q) + ρa(−q)− ρb(q)− ρb(−q)) , (A·53)
φ−(x) = i
π
L
∑
q>0
e−αq/2
q
cos q
(
x+
ξ
2
)
× (ρa(q)− ρa(−q)− ρb(q) + ρb(−q)) . (A·54)
Using the phase fields, we rewrite eqs. (A·24) and (A·25)
as31, 32
ψ1s(x) =
1√
2πα
eikFx+
i
2 (Θ+(x)+Θ−(x)+sΦ+(x)+sΦ−(x)),
(A·55)
ψ2s(x) =
1√
2πα
e−ikFx+
i
2 (−Θ+(x)+Θ−(x)−sΦ+(x)+sΦ−(x)).
(A·56)
We note that the density operators with q 6= 0 and H0
satisfy following relations
[ρa(q), H0] = −vFqρa(q), (A·57)
[ρb(q), H0] = −vFqρb(q). (A·58)
We separate the nonzero-mode componentHNZ0 fromH0.
From eqs. (A·57) and (A·58) we find that
HNZ0 =
πvF
L
∑
q>0
(ρa(q)ρa(−q) + ρb(q)ρb(−q)) . (A·59)
Next we consider the zero-mode component HZ0 . The en-
ergy cost due to the excess charge Na(> 0) is obtained
as
∆E(Na) =
Na−1∑
n=0
vF
(
π(n+ 1/2)
L+ ξ
+
χ
2(L+ ξ)
)
≈ vFπ
2L
N2a +
vFχ
2L
Na. (A·60)
This expression also holds for negative Na. Similarly,
we obtain the energy cost due to Nb. Adding ∆E(Na),
∆E(Nb) and the χ-dependent part of the ground-state
enrgy (vF/4π)(χ
2/L), we obtain
HZ0 =
vFπ
2L
((
Na +
χ
2π
)2
+
(
Nb +
χ
2π
)2)
. (A·61)
We have expressed the field operators and the Hamil-
tonian in terms of the density operators. In order to sim-
plify the expressions, we introduce operators for q > 0:
αq =
√
π
2qL
(ρa(−q) + ρb(−q)) , (A·62)
α†q =
√
π
2qL
(ρa(q) + ρb(q)) , (A·63)
βq =
√
π
2qL
(ρa(−q)− ρb(−q)) , (A·64)
β†q =
√
π
2qL
(ρa(q)− ρb(q)) . (A·65)
They satisfy the boson commutation relation. Using the
boson operators, we rewrite the phase fields defined in
eqs. (A·51)-(A·53) as
θ+(x) = i
∑
q>0
√
2π
qL
e−αq/2 cos q
(
x+
ξ
2
)(
α†q − αq
)
,
(A·66)
θ−(x) =
∑
q>0
√
2π
qL
e−αq/2 sin q
(
x+
ξ
2
)(
α†q + αq
)
,
(A·67)
φ+(x) =
∑
q>0
√
2π
qL
e−αq/2 sin q
(
x+
ξ
2
)(
β†q + βq
)
,
(A·68)
φ−(x) = i
∑
q>0
√
2π
qL
e−αq/2 cos q
(
x+
ξ
2
)(
β†q − βq
)
.
(A·69)
Similarly, the Hamiltonian is expressed as
H0 =
vFπ
4L
((
J +
χ
π
)2
+M2
)
+
∑
q>0
vFq
(
α†qαq + β
†
qβq
)
.
(A·70)
Note that since J = Na +Nb and M = Na −Nb, then J
must be even (odd) ifM is even (odd). That is, J+M =
even.
We take account of electron-electron interactions in the
following. We employ a model interaction Hamiltonian
Hint given as follows:
Hint = 2πvF
∫ L
0
dx
∑
s,s′
(g2δs,s′ + g
′
2δs,−s′) ρ1s(x)ρ2s′ (x)
+ πvF
∫ L
0
dx
∑
s,s′
(g4δs,s′ + g
′
4δs,−s′)
× (ρ1s(x)ρ1s′ (x) + ρ2s(x)ρ2s′ (x)) .
(A·71)
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In terms of ρa(q) and ρb(q), the interaction Hamiltonian
is rewritten as
Hint = −πvFg2
L
∑
q
ρa(q)ρb(q)
+
πvFg
′
2
2L
∑
q
(ρa(q)ρa(q) + ρb(q)ρb(q))
+
πvFg4
2L
∑
q
(ρa(q)ρa(−q) + ρb(q)ρb(−q))
+
πvFg
′
4
L
∑
q
ρa(q)ρb(−q). (A·72)
We decompose Hint into the nonzero-mode component
HNZint and the zero-mode component H
Z
int,
HNZint = − (g2 + g′2)
∑
q>0
vFq
2
(
α†qα
†
q + αqαq
)
+ (g2 − g′2)
∑
q>0
vFq
2
(
β†qβ
†
q + βqβq
)
+ (g4 + g
′
4)
∑
q>0
vFqα
†
qαq + (g4 − g′4)
∑
q>0
vFqβ
†
qβq,
(A·73)
HZint = −
πvF
4L
(g2 + g
′
2 − g4 − g′4)
(
J +
χ
π
)2
+
πvF
4L
(g2 − g′2 + g4 − g′4)M2. (A·74)
The nonzero-mode part HNZ ≡ HNZ0 +HNZint is diagonal-
ized as
HNZ =
∑
q>0
(
vρqa
†
qaq + vσqb
†
qbq
)
, (A·75)
where
vρ(σ) = vF
√
(1 + g4 ± g′4)2 − (g2 ± g′2)2. (A·76)
Here, the new boson operators are given by
aq = αq coshλρ − α†q sinhλρ, (A·77)
bq = βq coshλσ + β
†
q sinhλσ, (A·78)
with
tanh
(
2λρ(σ)
)
=
g2 ± g′2
1 + g4 ± g′4
. (A·79)
The zero-mode part HZ ≡ HZ0 +HZint is expressed as
HZ =
π
4L
(
vρKρ
(
J +
χ
π
)2
+
vσ
Kσ
M2
)
, (A·80)
where Kρ(σ) is the correlation exponent
Kρ(σ) =
√
1 + (g4 ± g′4)− (g2 ± g′2)
1 + (g4 ± g′4) + (g2 ± g′2)
. (A·81)
Consequently, the total Hamiltonian is
H =
π
4L
(
vρKρ
(
J +
χ
π
)2
+
vσ
Kσ
M2
)
+
∑
q>0
(
vρqa
†
qaq + vσqb
†
qbq
)
. (A·82)
Finally, we rewrite θ± and φ± in terms of aq, a
†
q, bq and
b†q as
θ+(x) = i
√
Kρ
∑
q>0
√
2π
qL
e−αq/2 cos q
(
x+
ξ
2
)(
a†q − aq
)
,
(A·83)
θ−(x) =
1√
Kρ
∑
q>0
√
2π
qL
e−αq/2 sin q
(
x+
ξ
2
)(
a†q + aq
)
,
(A·84)
φ+(x) =
√
Kσ
∑
q>0
√
2π
qL
e−αq/2 sin q
(
x+
ξ
2
)(
b†q + bq
)
,
(A·85)
φ−(x) = i
1
Kσ
∑
q>0
√
2π
qL
e−αq/2 cos q
(
x+
ξ
2
)(
b†q − bq
)
.
(A·86)
Appendix B: Derivation of SNZ
eff
Let us consider ZNZ defined as
ZNZ =
∫ ∏
q>0
Da†qDaqDb†qDbq
× exp (−SNZ[{a†q, aq, b†q, bq}]− SB[{a†q, aq, b†q, bq}]) .
(B·1)
We can rewrite ZNZ as
ZNZ =
∫ ∏
q>0
Da†qDaqDb†qDbq
∫
Dθ¯Dθ˜Dφ¯Dφ˜
× δ
(
θ¯ − 1
2
(θ+(L) + θ+(0))
)
× δ
(
θ˜ − (θ+(L)− θ+(0))
)
× δ
(
φ¯− 1
2
(φ+(L) + φ+(0))
)
× δ
(
φ˜− (φ+(L)− φ+(0))
)
× exp
(
−SNZ[{a†q, aq, b†q, bq}]− SB[θ¯, θ˜, φ¯, φ˜])
∝
∫
Dθ¯Dθ˜Dφ¯Dφ˜ exp
(
−SB[θ¯, θ˜, φ¯, φ˜])
×
∫
Dλ¯ρDλ˜ρDλ¯σDλ˜σ
∫ ∏
q>0
Da†qDaqDb†qDbq
× exp
(
− SNZ[{a†q, aq, b†q, bq}]
+ iP[{a†q, aq, b†q, bq}, θ¯, θ˜, φ¯, φ˜, λ¯ρ, λ˜ρ, λ¯σ , λ˜σ]
)
.
(B·2)
where
P =
∫
dτ
[
λ¯ρ(τ)
(
θ¯(τ) − 1
2
(θ+(L, τ) + θ+(0, τ))
)
+ λ˜ρ(τ)
(
θ˜(τ) − (θ+(L, τ)− θ+(0, τ))
)
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+ λ¯σ(τ)
(
φ¯(τ) − 1
2
(φ+(L, τ) + φ+(0, τ))
)
+ λ˜σ(τ)
(
φ˜(τ) − (φ+(L, τ)− φ+(0, τ))
)]
. (B·3)
Note that θ+(L) and θ+(0) in eqs. (B·2) and (B·3) are
functions of {a†q, aq} as shown in eq. (14). Similarly,
φ+(L) and φ+(0) are functions of {b†q, bq}. Integration
over aq, a
†
q, bq and b
†
q yields∫
Dλ¯ρDλ˜ρDλ¯σDλ˜σ
∫ ∏
q>0
Da†qDaqDb†qDbq
× exp
(
− SNZ[{a†q, aq, b†q, bq}]
×+iP[{a†q, aq, b†q, bq}, θ¯, θ˜, φ¯, φ˜, λ¯ρ, λ˜ρ, λ¯σ, λ˜σ]
)
=
∫
Dλ¯ρDλ˜ρDλ¯σDλ˜σ
× exp
(
− πKρ
2β
∑
ω
J¯ρ(ω)λ¯ρ(ω)λ¯ρ(−ω)
− i 1
β
∑
ω
θ¯(ω)λ¯ρ(−ω)
− 2πKρ
β
∑
ω
J˜ρ(ω)λ˜ρ(ω)λ˜ρ(−ω)
− i 1
β
∑
ω
θ˜(ω)λ˜ρ(−ω)
− πKσ
2β
∑
ω
J¯σ(ω)λ¯(ω)σλ¯σ(−ω)
− i 1
β
∑
ω
φ¯(ω)λ¯σ(−ω)
− 2πKσ
β
∑
ω
J˜σ(ω)λ˜σ(ω)λ˜σ(−ω)
− i 1
β
∑
ω
φ˜(ω)λ˜σ(−ω)
)
, (B·4)
where
J¯ρ(ω) =
1
2ω sinh
(
Lω
vρ
)
{
cosh
(
Lω
vρ
)
+ cosh
(
(L − ξ)ω
vρ
)
+ cosh
(
ξω
vρ
)
+ 1
}
− 2vρ
Lω2
,
(B·5)
J˜ρ(ω) =
1
2ω sinh
(
Lω
vρ
)
{
cosh
(
Lω
vρ
)
+ cosh
(
(L− ξ)ω
vρ
)
− cosh
(
ξω
vρ
)
− 1
}
, (B·6)
J¯σ(ω) =
1
2ω sinh
(
Lω
vσ
)
{
cosh
(
Lω
vσ
)
− cosh
(
(L − ξ)ω
vσ
)
− cosh
(
ξω
vσ
)
+ 1
}
, (B·7)
J˜σ(ω) =
1
2ω sinh
(
Lω
vσ
)
{
cosh
(
Lω
vσ
)
− cosh
(
(L − ξ)ω
vσ
)
+ cosh
(
ξω
vσ
)
− 1
}
. (B·8)
Integrating out λ¯ρ, λ˜ρ, λ¯σ and λ˜σ, we find that∫
Dλ¯ρDλ˜ρDλ¯σDλ˜σ
∫ ∏
q>0
Da†qDaqDb†qDbq
× exp (−SNZ + iP)
∝ exp (−SNZeff ) , (B·9)
where
SNZeff =
1
2πKρβ
∑
ω
J¯−1ρ (ω)θ¯(ω)θ¯(−ω)
+
1
8πKρβ
∑
ω
J˜−1ρ (ω)θ˜(ω)θ˜(−ω)
+
1
2πKσβ
∑
ω
J¯−1σ (ω)φ¯(ω)φ¯(−ω)
+
1
8πKσβ
∑
ω
J˜−1σ (ω)φ˜(ω)φ˜(−ω). (B·10)
We thus find that
ZNZ ∝
∫
Dθ¯Dθ˜Dφ¯Dφ˜
× exp
(
−SNZeff
[
θ¯, θ˜, φ¯, φ˜
]− SB[θ¯, θ˜, φ¯, φ˜]) .
(B·11)
It is clear that the effective action given in eq. (B·10)
satisfies eq. (36).
Appendix C: Derivation of SΓ
We assume that our system is symmetric with respect
to the left contact at x = 0 and the right contact at
x = L. For simplicity, we treat only the coupling at the
left contact between the TL liqid and the left supercon-
ductor, so that we do not explicitly express the subscript
L, indicating the left superconductor, in the following
derivation.
We first rewrite the tunneling Hamiltonian given in
eq. (93) using the Bogoliubov transformation,
HT =
1√
V
∑
k,s
×
[
d†k,+
(
uk
∫
dxtk(x)ψ+(x)
+ vke
iχ1
∫
dxt∗−k(x)ψ
†
−(x)
)
+ d†−k,−
(
uk
∫
dxt−k(x)ψ−(x)
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− vkeiχ1
∫
dxt∗k(x)ψ
†
+(x)
)
+
(
vke
−iχ1
∫
dxt−k(x)ψ−(x)
+ uk
∫
dxt∗k(x)ψ
†
+(x)
)
dk,+
+
(
− vke−iχ1
∫
dxtk(x)ψ+(x)
+ uk
∫
dxt∗−k(x)ψ
†
−(x)
)
d−k,−
]
. (C·1)
The action SΓ is obtained by integrating out the electron
field in the left superconductor,
exp
(−SΓ) ∝ ∫ ∏
k,s
Dd†k,sDdk,s exp
(−SS − ST) , (C·2)
where
SS =
1
β
∑
ǫ
(−iǫ+ Ek)
(
d†k,+(ǫ)dk,+(ǫ)
+ d†−k,−(ǫ)d−k,−(ǫ)
)
, (C·3)
ST =
∫ β
0
dτHT(τ). (C·4)
Here, ǫ denotes the fermion Matsubara frequency. After
the integration, we find that
SΓ =
1
β
∑
ǫ
1
V
∑
k
ukvk
−iǫ+ Ek
×
(
e−iχ1
∫
dxt−k(x)ψ−(x,−ǫ)
∫
dytk(y)ψ+(y, ǫ)
+ eiχ1
∫
dxt∗k(x)ψ
†
+(x, ǫ)
∫
dyt∗−k(y)ψ
†
−(y,−ǫ)
− e−iχ1
∫
dxtk(x)ψ+(x,−ǫ)
∫
dyt−k(y)ψ−(y, ǫ)
− eiχ1
∫
dxt∗−k(x)ψ
†
−(x, ǫ)
∫
dyt∗k(y)ψ
†
+(y,−ǫ)
)
.
(C·5)
In deriving eq. (C·5), we neglected irrelevant terms which
do not depend on the macrosocpic phase χ1. Equation
(C·5) is simplified to
SΓ =
1
β
∑
ǫ
1
V
∑
k
2Ek
ǫ2 + E2k
ukvk
×
(
e−iχ1
∫
dx
∫
dyt−k(x)tk(y)ψ−(x,−ǫ)ψ+(y, ǫ)
+ h.c.
)
. (C·6)
We assume that the tunneling-matrix element satisfies
〈tk(x)t−k(y)〉kF = Γ˜(x)δ(x − y), (C·7)
where 〈· · · 〉kF denotes the average over k on the Fermi
surface. Note that Γ˜(x) has nonzero values only in the
vicinity of x = 0 and vanishes when αT < x. If we carry
out the integrations over x and y in eq. (C·6) after averag-
ing over k on the Fermi surface, the cross terms between
ψ1±(x) and ψ2∓(x) vanish due to the presence of a spa-
tially oscillating factor of e±i2kFx. After the summation
over k, we find that
SΓ ≈ 1
β
∑
ǫ
Γ∆√
∆2 + ǫ2
(
e−iχ1
(
ψ1−(0,−ǫ)ψ2+(0, ǫ)
+ ψ2−(0,−ǫ)ψ1+(0, ǫ)
)
+ h.c.
)
, (C·8)
where Γ = πN(0)
∫
dxΓ˜(x) (N(0): density of states at
the Fermi level). In the imaginary-time representation,
SΓ is rewritten as
SΓ =
∫ β
0
dτ1dτ1Q(τ1 − τ2)
(
e−iχ1
(
ψ1−(0, τ1)ψ2+(0, τ2)
+ ψ2−(0, τ1)ψ1+(0, τ2)
)
+ h.c.
)
, (C·9)
where
Q(τ) =
1
β
∑
ǫ
Γ∆√
∆2 + ǫ2
e−iǫτ . (C·10)
Note that we are interested in the case of T ≪ ∆, where
Q(τ) is approximated as
Q(τ) =
1
π
∫ ∞
∆
dz
Γ∆√
z2 −∆2 e
−|τ |z. (C·11)
This indicates that Q(τ) decays exponentially with a
characteristic time scale of the order of ∆−1.
Adding the term describing the coupling at the right
contact, we finally obtain
SΓ =
∫ β
0
dτ1dτ1Q(τ1 − τ2)
×
(
e−iχ1
(
ψ1−(0, τ1)ψ2+(0, τ2)
+ ψ2−(0, τ1)ψ1+(0, τ2)
)
+ h.c.
+ e−iχ2
(
ψ1−(L, τ1)ψ2+(L, τ2)
+ ψ2−(L, τ1)ψ1+(L, τ2)
)
+ h.c.
)
. (C·12)
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