Abstract. The following working document summarizes our work on the clustering of financial time series. It was written for a workshop on information geometry and its application for image and signal processing. This workshop brought several experts in pure and applied mathematics together with applied researchers from medical imaging, radar signal processing and finance. The authors belong to the latter group. This document was written as a long introduction to further development of geometric tools in financial applications such as risk or portfolio analysis. Indeed, risk and portfolio analysis essentially rely on covariance matrices. Besides that the Gaussian assumption is known to be inaccurate, covariance matrices are difficult to estimate from empirical data. To filter noise from the empirical estimate, Mantegna proposed using hierarchical clustering. In this work, we first show that this procedure is statistically consistent. Then, we propose to use clustering with a much broader application than the filtering of empirical covariance matrices from the estimate correlation coefficients. To be able to do that, we need to obtain distances between the financial time series that incorporate all the available information in these cross-dependent random processes.
Clustering for financial risk modelling
In financial applications, the variance-covariance matrix is an essential tool to assess the risk of a portfolio. Assuming that assets' returns are following a Gaussian multivariate distribution, the variance-covariance matrix captures both their joint behaviour (in this case, their Pearson correlation) and the specific risk of each asset which corresponds to its returns' standard deviation (also named volatility in finance). However, using an empirical variance-covariance matrix suffers from at least two shortcomings:
(i) if the assets' returns are following another multivariate distribution, then the variance-covariance matrix only measures a mixed information of linear dependence perturbed by the (possibly heavy-tailed) marginals. In this case, the variance-covariance matrix is not a relevant tool to quantify the risk between financial assets from their past returns time series; (ii) estimating the empirical variance-covariance matrix from data is a problem in itself [25] . For N assets, one has to estimate N (N −1)/2 coefficients from N time series of length T . If T is small compared to N , the coefficients will be noisy and the matrix to some extent random.
Shortcoming (ii) has been adressed in the literature by several approaches. One of them leverages results from the Random Matrix Theory (RMT) and can be found under the terms "noise dressing" in the econophysics literature [24, 25, 37, 39, 1, 8] . For example, authors in [24] compare the distribution of the empirical correlation eigenvalues to the known theoretical distribution given by RMT, and find that 94% of the total number of eigenvalues falls in the support of the theoretical distribution. This experiment was led on stock market data, more precisely using N = 406 assets of the S&P500 during the years 1991-1996. We can observe that this stylized fact about correlation between stocks also applies to different markets and different periods. For example, we illustrate this empirical property on the credit default swaps (CDS) market. Let X be the matrix storing the standardized daily returns of N = 560 credit default swaps (5-year maturity) during the years 2006-2015 (T ≈ 2500 values for each time series). Then, the empirical correlation matrix of the returns is C = 1 T XX . We can compute the empirical density of its eigenvalues ρ(λ) = 1 N dn(λ) dλ , where n(λ) counts the number of eigenvalues of C less than λ. From random matrix theory, the limit distribution as N → ∞, T → ∞ and T /N fixed reads:
where λ max min = 1 + N/T ± 2 N/T , and λ ∈ [λ min , λ max ]. We can observe in Figure 1 that the theoretical distribution fits well the empirical one meaning that most of the information contained in the empirical correlation matrix can be considered noise. Only 26 eigenvalues are greater than λ max , i.e. 95% of the total number of eigenvalues falls in the support of the theoretical distribution.
These results are important to take into account: for example, they have "interesting potential applications to risk management and portfolio optimisation. It is clear [. . . ] that Markowitz's portfolio optimisation scheme based on a purely historical determination of the correlation matrix is not adequate, since its lowest eigenvalues (corresponding to the smallest risk portfolios) are dominated by noise" [25] . It motivates the need for filtering procedures of correlation matrices. Besides the RMT approach, several other methods have been proposed and compared [51, 36] . From these papers it stems that hierarchical clustering yields better results [50] then other estimators such as shrinkage or RMT-based estimators for correlation matrices of financial time series. The hierarchical clustering filtering procedure first described in [30] is illustrated in Figures 2 and 3 . In Figure 2 , we display the empirical correlation matrix as estimated on our CDS dataset of N = 560 time series of length T ≈ 2500. Then, we run a hierarchical clustering algorithm (such as average linkage for example) which gives a re-ordering of the time series, and thus a seriation of the correlation matrix. The re-ordered correlation matrix is displayed in Figure 3 (left). We can now notice its noisy hierarchical correlation structure. According to the hierarchical clustering computed, we can finally filter the correlation coefficients to obtain the correlation matrix displayed in Figure 3 (right). Mantegna in [29] and many following papers insist on the hierarchical correlation pattern present in financial time series. This intrinsic structure may be an explanation to the efficiency of the hierarchical clustering filtering procedure. Fig. 3 . The same noisy correlation matrix re-ordered by a hierarchical clustering algorithm; one can notice its noisy hierarchical correlation structure (left); The filtered correlation matrix resulting from the method described in [30] (right)
Taking into account other known empirical properties of daily asset returns in liquid financial markets which are well documented in [10] , we do not consider vector autoregression (VAR) modelling and the frequency domain approaches:
Mandelbrot expressed this property by stating that arbitrage tends to whiten the spectrum of price changes. This property implies that traditional tools of signal processing which are based on second-order properties, in the time domain -autocovariance analysis, ARMA modelling -or in the spectral domain -Fourier analysis, linear filtering -cannot distinguish between asset returns and white noise. This points out the need for nonlinear measures of dependence in order to characterize the dependence properties of asset returns. Excerpt from [10] Now, assuming that data follow this underlying hierarchical correlation model, we may wonder if these clustering procedures are consistent. Do they always recover the underlying model provided that the time series are long enough? If yes, another interesting point for the practitioner is knowing the convergence rate. How much data is enough for the result to be reliable? Indeed, since these time series may not be stationary, the practitioner wants to use the shortest time interval possible provided that the results are still relevant. In the following section, we justify the validity of the clustering approach for the analysis of correlation between financial time series by proving that clustering is statistically consistent in the hierarchical correlation block model. We also provide some guidelines to select a good combination of the clustering algorithm, the correlation coefficient, and the minimum number of observations required to obtain meaningful clusters.
On the consistency of clustering correlated random variables
We show that clustering correlated random variables from their observations is statistically consistent. More precisely, when the underlying clusters of correlated random variables satisfy a strong enough separation condition and when there are enough observations, we prove that many of the celebrated clustering algorithms recover these cluster structures with high probability. We corroborate our theoretical results with an empirical study of the convergence rates. Clustering consistency has been widely studied, starting from Hartigan's proof of Single Linkage [19] and Pollard's proof of k-means consistency [38] to recent work such as the consistency of spectral clustering [52] , or modified k-means [48] , [49] . However, these papers assume that N data points are independently sampled from an underlying probability distribution in dimension T fixed. They show that in the large sample limit, N → ∞, the clustering structures constructed by the given algorithm converge to a clustering of the whole underlying space. Much less work has been done to prove consistency of clustering in the Time Series Asymptotics, i.e. (N → ∞, T → ∞, T /N → ∞) and (N fixed, T → ∞). We should mention [7] which shows the asymptotic behavior of three hierarchical clustering algorithms, namely Single, Average and Ward Linkage, and their consistency on the task of clustering N = n + m observations from a mixture of two T dimensional Gaussian distributions N (µ 1 , σ 2 1 I T ) and N (µ 2 , σ 2 2 I T ) and [40] , [20] , [21] who prove the consistency of k-means for clustering processes according only to their distribution. In this work, we show the consistency of clustering N random variables from their T observations according to their observed correlations. The consistency results presented hold for several well-known clustering algorithms, and unlike [7] , we do not assume Gaussian distribution for the random variables, but data assumptions are adjusted to the natural scope of the correlation coefficients (e.g. Gaussian for Pearson correlation, elliptical copula for Kendall tau rank correlation).
Notations
-X 1 , . . . , X N univariate random variables -X t i is the t th observation of variable X i -X (t) i is the t th sorted observation of X i -F X is the cumulative distribution function of X -ρ ij = ρ(X i , X j ) correlation between X i , X j -d ij = d(X i , X j ) distance between X i , X j -D ij = D(C i , C j ) distance between clusters C i , C j -P k = {C (k) 1 , . . . , C (k) l k } is a partition of X 1 , . . . , X N -C (k) (X i ) denotes the cluster of X i in partition P k -Σ ∞ = max ij Σ ij -X = O p (k) means X/k is stochastically bounded, i.e. ∀ε > 0, ∃M > 0, P (|X/k| > M ) < ε.
Correlations
The most common correlation coefficient is the Pearson correlation coefficient defined by
which can be estimated bŷ
where X = 1 T T t=1 X t is the empirical mean of X. This coefficient suffers from several drawbacks: it only measures linear relationship between two variables; it is not robust to noise and may be undefined if the distribution of one of these variables have infinite second moment. More robust correlation coefficients are copula-based dependence measures such as Kendall's tau
whereX is an independent copy of X, C is a copula, and its statistical estimatê
and Spearman's rho
and its statistical estimatê
These correlation coefficients are robust to noise (since rank statistics normalize outliers) and invariant to monotonous transformations of the random variables (since copula-based measures benefit from the probability integral transform
Clustering of correlations: the hierarchical correlation block model
We assume that the N univariate random variables X 1 , . . . , X N follow a Hierarchical Correlation Block Model (HCBM). This model consists in correlation matrices having a hierarchical block structure [4] , [23] . Each block corresponds to a correlation cluster that we want to recover with a clustering algorithm. In Fig. 4 , we display a correlation matrix from the HCBM. Notice that in practice one does not observe the hierarchical block diagonal structure displayed in the left picture, but a correlation matrix similar to the one displayed in the right picture which is identical to the left one up to a permutation of the data. The HCBM defines a set of nested partitions
, where P 0 is the trivial partition, the partitions
e. ρ k and ρ k are the minimum and maximum correlation respectively within all the clusters C
in the partition P k at depth k. In order to have a proper nested correlation hierarchy, we must have ρ k < ρ k+1 for all k. Without loss of generality and for ease of demonstration we will consider the one-level HCBM with K blocks of size n 1 , . . . , n K such that
We explain later how to extend the results to the general HCBM. Since clustering methods usually require a distance matrix as input, we also consider the corresponding distance matrix with coefficients d ij = 1−ρij 2 , where 0 < ρ ij < 1 is a correlation coefficient (Pearson, Spearman, Kendall).
Clustering methods
Many paradigms exist in the literature for clustering data. We consider in this work only hard (in opposition to soft) clustering methods, i.e. algorithms producing partitions of the data (in opposition to methods assigning several clusters to a given data point). Within the hard clustering family, we can classify for instance these algorithms in hierarchical clustering methods (yielding nested partitions of the data) and flat clustering methods (yielding a single partition) such as k-means.
We will consider the infinite Lance-Williams family which further subdivides the hierarchical clustering since many of the popular algorithms such as Single Linkage, Complete Linkage, Average Linkage (UPGMA), McQuitty's Linkage (WPGMA), Median Linkage (WPGMC), Centroid Linkage (UPGMC), and Ward's method are members of this family (cf. Table 1 ). It will allow us a more concise and unified treatment of the consistency proofs for these algorithms. Interesting and recently designed hierarchical agglomerative clustering algorithms such as Hausdorff Linkage [5] and Minimax Linkage [2] do not belong to this family [6] , but their linkage functions share a convenient property for cluster separability. Table 1 . Many well-known hierarchical agglomerative clustering algorithms are members of the Lance-Williams family, i.e. the distance between clusters can be written:
Separability conditions for clustering
In our context the distances between the points we want to cluster are random and defined by the estimated correlations. However by definition of the HCBM, each point X i belongs to exactly one cluster C (k) (X i ) at a given depth k, and we want to know under which condition on the distance matrix we will find the correct clusters defined by P k . We call these conditions the separability conditions. A separability condition for the points X 1 , . . . , X N is a condition on the distance matrix of these points such that if we apply a clustering procedure whose input is the distance matrix, then the algorithm yields the correct clus-
Separability conditions are deterministic and depend on the algorithm used for clustering. They are generic in the sense that for any sets of points that sat-isfy the condition the algorithm will separate them in the correct clusters. In the Lance-Williams algorithm framework [9] , they are closely related to "space conserving" properties of the algorithm and in particular on the way the distances between clusters change during the clustering process.
In [9] , the authors define what they call a semi-space-conserving algorithm. Semi-space-conserving algorithms [9] An algorithm is semi-space-conserving if for all clusters C i , C j , and C k ,
Among the Lance-Williams algorithms we study here, Single, Complete, Average and McQuitty algorithms are semi-space-conserving. Although Chen and Van Ness only considered Lance-Williams algorithms the definition of a space conserving algorithm is useful for any agglomerative hierarchical algorithm. An alternative formulation of the semi-space-conserving property is:
Space-conserving algorithms. A linkage agglomerative hierarchical algo-
Such an algorithm does not "distort" the space when points are clustered which makes the sufficient separability condition easier to get. For these algorithms the separability condition does not depend on the size of the clusters.
The following two propositions are easy to verify. Proposition. The semi-space-conserving Lance-Williams algorithms are spaceconserving.
Proposition. Minimax linkage and Hausdorff linkage are space-conserving.
For space-conserving algorithms we can now state a sufficient separability condition on the distance matrix.
Proposition. The following condition is a separability condition for spaceconserving algorithms:
The maximum distance is taken over any two points in a same cluster (intra) and the minimum over any two points in different clusters (inter).
Proof. Consider the set {d s ij } of distances between clusters after s steps of the clustering algorithm (therefore {d 0 ij } is the initial set of distances between the points). Denote {d s inter } (resp. {d s intra }) the sets of distances between subclusters belonging to different clusters (resp. the same cluster) at step s. If the separability condition is satisfied then we have the following inequalities:
Then the separability condition implies that the separability condition S2 is verified for all step s because after each step the updated intra distances are in the convex hull of the intra distances of the previous step and the same is true for the inter distances. Moreover since S2 is verified after each step, the algorithm never links points from different clusters and the proposition entails.
Concentration bounds for the correlation matrix
We have determined configurations of points such that the clustering algorithm will find the right partition. The proof of the consistency now relies on showing that these configurations are likely. In fact the probability that our points fall in these configurations goes to 1 as T → ∞.
The precise definition of what we mean by consistency of an algorithm is the following:
Consistency of a clustering algorithm. Let (X t 1 , . . . , X t N ), t = 1, . . . , T , be N univariate random variables observed T times. A clustering algorithm A is consistent with respect to the Hierarchical Correlation Block Model (HCBM) defining a set of nested partitions P if the probability that the algorithm A recovers all the partitions in P converges to 1 when T → ∞.
We now get explicit lower bounds on the probability of finding the right clusters with the clustering algorithms using concentration bounds on the empirical correlation matrix.
As we have seen in the previous section the correct clustering can be ensured if the estimated correlation matrix verifies some separability condition. This condition can be guaranteed by requiring the error on each entry of the matrix R T to be smaller than the contrast, i.e. and thus, if T log(N ) then the clustering will find the correct partition. Results and proofs are the object of an upcoming publication. Below we only give the results for the Kendall's tau coefficient, but Spearman's bound is similar.
Concentration bound on the Kendall's tau correlation matrix U Let X t , t = 1, . . . , T , be T independent realizations of a N -dimensional distribution having elliptical copula and any margins. We have
The lower bound on the probability of success now follows by requiring that the error on the estimated correlation matrix is small enough. Moreover ρ is taken to be a generic correlation and Σ the corresponding generic correlation matrix.
Space-conserving algorithms The separability condition is satisfied if
2 . Therefore with probability at least
for Kendall correlation, the algorithm finds the correct partition. Therefore we obtain consistency for the presented algorithms with respect to the one-level HCBM.
From the one-level to the general HCBM
To go from the one-level HCBM to the general case we need to get a separability condition on the nested partition model. For space-conserving algorithms, this is done by requiring the corresponding separability condition for each level of the hierarchy.
For
Separability condition for space-conserving algorithms in the case of nested partitions. The separability condition reads:
This condition can be guaranteed by requiring the error on each entry of the matrixΣ to be smaller than the lowest contrast. Therefore the maximum error we can have for space-conserving algorithms on the correlation matrix is
We finally obtain consistency for the presented algorithms with respect to the HCBM from the previous concentration bounds.
Empirical rates of convergence
Researchers have used from 30 days to several years of daily returns as source data for clustering financial time series based on their correlations. How long should the time series be? If too short, the clusters found can be spurious; if too long, dynamics can be smoothed out. A practical methodology to address this issue can be found in [31] .
For illustration purpose, we consider the simple case where we have two correlation blocks C 1 and C 2 . The correlation within the block C 1 is ρ and within the block C 2 is 2ρ and both blocks are independent. C 2 counts for 70% of the N points. The underlying correlation matrix is thus of the form:
. 
We then simulate Gaussian and Student (with ν = 3 degrees of freedom, i.e. heavy-tailed) random vectors, create the different correlation matrices and cluster with these matrices using the Ward, Single, Complete and Average Linkage algorithms. We then count the number of success of these clustering procedures, i.e. finding the correct partition, over 100 trials. This experiment has been done for the two sets of parameters (N, T ) and (ρ, T ). We produce the heat maps (relative to the number of successes) for these different experiments.
(N, T ) experiments. In this first experiment ρ is fixed at 0.1 and we do the clustering procedure for different values of N and T . As one can see in Fig. 5 , there is a "transition" area between zones with probability almost 1 and almost 0 of finding the right clusters. The absolute level of this transition zone depends on the clustering algorithm. What we can see in these examples is that the dependence in T is much quicker than in N and that in fact in our sample for N > 100 there is little dependence in N .
For moderately sized group of points, typically 100 ≤ N ≤ 400, we can deduce that for T ≥ 250 all of the clustering algorithms find the correct partition in the HCBM model with very high probability (cf. Table 2 ). As expected with the Student distribution, the Pearson correlation coefficient is not robust to fatter tails and the clustering rate of success is much lower than in the Gaussian case (Fig. 6) as it can be seen in Fig. 7 . Concretely, our results suggest that for properly clustering N 400 correlated financial time series, the practitioner should need T ≥ 250, i.e. at least a year of daily prices. We also advise to measure correlation with the Kendall coefficient since -more generic: Kendall can be used with any elliptical copula and any margins, -unbiased (unlike Spearman), -faster convergence rate (than Spearman corrected from the bias), -can be computed efficiently in O(T log T ) vs O(T log T ) for Spearman and O(T ) for Pearson.
We notice that there are isoquants of clustering accuracy for many sets of parameters, e.g. (N, T ), (ρ, T ). Such isoquants are displayed in Figure 6 . Further work may aim at characterizing these curves. We can also observe in Figure 6 that for ρ ≤ 0.08, the critical value for T explodes. It would be interesting to determine this asymptotics as ρ tends to 0.
However it is observed that clusters are unstable (with respect to the clustering method [27] , and with respect to the clustering distance [33] ). It suggests that information present in the financial time series may not be summarized by cross-correlation only, even under the random walk hypothesis [15] .
Beyond correlation: toward a geometry of the (copula, margins) representation
In this section, we provide avenues for tackling shortcoming (i) when clustering, i.e. the assumption that assets' returns are following a Gaussian multivariate distribution. If the assets' returns are not jointly Gaussian distributed, then the variance-covariance matrix does not capture their dependence: linear (Pearson) correlation measures a mixed information of linear dependence and marginals' effect on it. Few 'outliers' returns of some assets due to specific events or erroneous values in the data (i.e. tail-realizations from an heavy-tailed distribution) can lower drastically the measured correlation making one to believe that assets are weakly correlated and that investing in them is a diversified investment. Besides, even if several assets are perfectly 'correlated', one may still want to discriminate between assets that have high volatility from those of low volatility while doing clustering or risk analysis.
A first approach with N univariate time series
A naive but often used distance between random variables to measure similarity and to perform clustering is the
. Yet, this distance is not suited to our task.
Example 1 (Distance L 2 between two Gaussians) Let (X, Y ) be a bivariate Gaussian vector, with X ∼ N (µ X , σ ρ(X, Y ) ). Now, consider the following values for correlation:
The two variables are independent (since uncorrelated and jointly normally distributed), thus we must discriminate on distribution information. Assume µ X = µ Y and
1 instead of the distance 0, expected from comparing two equal Gaussians.
Since the variables are perfectly correlated, we must discriminate on distributions. We actually compare them with a L 2 metric on the mean × standard deviation half-plane. However, this is not an appropriate geometry for comparing two Gaussians [11] . For instance, if
for any values of σ. As σ grows, probability attached by the two Gaussians to a given interval grows similar (cf. Fig. 8 ), yet this increasing similarity is not taken into account by this L 2 distance. 
E[(X − Y )
2 ] considers both dependence and distribution information of the random variables, but not in a relevant way with respect to our task. Our purpose is to introduce a new data representation and a suitable distance which takes into account both distributional proximities and joint behaviours.
Let (Ω, F, P) be a probability space. Ω is the sample space, F is the σ-algebra of events, and P is the probability measure. Let V be the space of all continuous real-valued random variables defined on (Ω, F, P). Let U be the space of random variables following a uniform distribution on [0, 1] and G be the space of absolutely continuous cumulative distribution functions (cdf).
The copula transform Let X = (X 1 , . . . , X N ) ∈ V N be a random vector with cdfs G X = (G X1 , . . . , G X N 
N is known as the copula transform.
Uniform margins of the copula transform
We define the following representation of random vectors that actually splits the joint behaviours of the marginal variables from their distributional information.
Dependence ⊕ distribution space projection. Let T be a mapping which transforms X = (X 1 , . . . , X N ) into its generic representation, an element of U N × G N representing X, defined as follow
T is a bijection.
Proof. T is surjective as any element (U, G) ∈ U
This result replicates the seminal result of copula theory, namely Sklar's theorem [44] , which asserts one can split the dependency and distribution apart without losing any information. Fig. 9 illustrates this projection for N = 2. We leverage the propounded representation to build a suitable yet simple distance between random variables which is invariant under diffeomorphism.
, where G X and G Y are respectively X and Y marginal cdfs. We define the following distance
where
and from (X1, X2) ∈ V 2 ) are projected on dependence ⊕ distribution space; (GX 1 (X1), GX 2 (X2)) ∈ U 2 encode the dependence between X1 and X2 (a perfect correlation would be represented by a sharp diagonal on the scatterplot); (GX 1 , GX 2 ) are the margins (their log-densities are displayed above), notice their heavy-tailed exponential distribution (especially for ArcelorMittal).
In particular, d 0 = √ 1 − BC is the Hellinger distance related to the Bhattacharyya (1/2-Chernoff) coefficient BC upper bounding the Bayes' classification error. To quantify distribution dissimilarity, d 0 is used rather than the more general α-Chernoff divergences since it satisfies the invariance to a monotonous transform of the variables (significant for practitioners as it ensures to be insensitive to scaling (e.g. choice of units) or measurement scheme (e.g. device, mathematical modelling) of the underlying phenomenon). In addition, d θ can thus be efficiently implemented as a scalar product. d 1 = (1 − ρ S )/2 is a distance correlation measuring statistical dependence between two random variables, where ρ S is the Spearman's correlation between X and Y . Notice that d 1 can be expressed by using the copula C : [0, 1] 2 → [0, 1] implicitly defined by the relation
.
Remember that for perfectly correlated Gaussians (ρ = ρ S = 1), we want to discriminate on their distributions. We can observe that
it alleviates a main shortcoming of the basic L 2 distance which is diverging to +∞ in this case;
means that two Gaussians cannot be more remote from each other than two different Dirac delta functions.
This distance is a fast and good proxy for distance d θ when the first two moments µ and σ predominate. Nonetheless, for datasets which contain heavy-tailed distributions, it fails to capture this information.
To apply the propounded distance d θ on sampled data without parametric assumptions, we have to define its statistical estimated θ working on realizations of the i.i.d. random variables. Distance d 1 working with continuous uniform distributions can be approximated by normalized rank statistics yielding to discrete uniform distributions, in fact coordinates of the multivariate empirical copula [13] which is a non-parametric estimate converging uniformly toward the underlying copula [14] . Distance d 0 working with densities can be approximated by using its discrete form working on histogram density estimates.
The empirical copula transform. Let X T = (X t 1 , . . . , X t N ), t = 1, . . . , T , be T observations from a random vector X = (X 1 , . . . , X N ) with continuous margins G X = (G X1 (X 1 ), . . . , G X N (X N )). Since one cannot directly obtain the corresponding copula observations (
which are thus related to normalized rank statistics as
be T realizations of realvalued random variables X, Y ∈ V respectively. An empirical distance between realizations of random variables can be defined bỹ
a.s.
= θd
h being here a suitable bandwidth, and g
To use effectively d θ and its statistical estimate, it boils down to select a particular value for θ. We suggest here an exploratory approach where one can test (i) distribution information (θ = 0), (ii) dependence information (θ = 1), and (iii) a mix of both information (θ = 0.5). Ideally, θ should reflect the balance of dependence and distribution information in the data. In a supervised setting, one could select an estimateθ of the right balance θ optimizing some loss function by techniques such as cross-validation. Yet, the lack of a clear loss function makes the estimation of θ difficult in an unsupervised setting. For clustering, many authors [26] , [41] , [42] , [34] suggest stability as a tool for parameter selection.
How to extend the approach to N multivariate time series?
We are now interested in clustering N assets which are described by more than one time series. Though a stock is usually described by a single time series, its market price, other assets such as credit default swaps can be described by several maturities, their term structure. In practice, a CDS term structure time series is a 5-variate time series. At each time t, it consists in d = 5 prices for the different traded maturities: 1, 3, 5, 7, 10 years. In our opinion, the case where each object is described by several time series has not been thoroughly explored in the machine learning literature [53, 43, 12] . We suggest ways to develop a geometry based methodology to address this clustering problem. At least three avenues of research can be explored:
-distances from Information Geometry theory, -distances from Optimal Transport theory, -distances from kernel embedding of distributions [45] .
Intra-dependence and margins. We suppose that the d time series describing a given asset follow a d-variate distribution of density f (x) := f (x 1 , . . . , x d ). According to Sklar's Theorem [44] , we have
where c is the copula density, F i are the marginal cumulative distribution functions and f i their densities.
Assuming a parametric modelling, we can derive the Fisher-Rao geodesic distance between two assets represented by their parametric multivariate densities f (x 1 , . . . , x d ; θ 1 ) and f (x 1 , . . . , x d ; θ 2 ) respectively. Since the copula density c has its own set of parameters θ c and the margins f i also have their own parameters θ mi , we have f (x 1 , . . . ,
To compute the Fisher-Rao geodesic distance D between f (x; θ 1 ) and f (x; θ 2 ):
we first compute the Fisher information matrix g ij (θ):
If we opt for the Canonical Maximum Likelihood hypothesis as in [16] , then ∂ ∂θm c(u 1 , . . . , u d ; θ c ) = 0. It follows that g θc,θm = g θm,θc = 0. Thus, we obtain the Fisher-Rao metric
It can be expressed by
and therefore the Fisher-Rao geodesic distance is a distance between the dependence structure of the two multivariate densities + a distance between the marginal distributions of these two multivariate densities. However, since the Fisher-Rao distance is frequently intractable, one often considers related divergences such as Kullback-Leibler, symmetrized Jeffreys, Hellinger, or Bhattacharyya divergences which coincide with the quadratic form approximations of the Fisher-Rao distance between two close distributions, and which are computationally more tractable. It would be interesting to find the class of divergences that verifies such a decomposability. For instance, the Kullback-Leibler divergence does not:
However, if f and g have identical marginals, i.e. ∀i ∈ {1, . . . , d}, f i = g i , then it can be shown [22] 
How the choice of a particular distance will influence the clustering? A brief comparison of Fisher-Rao and its related divergences and the Wasserstein W 2 distance between bivariate Gaussian copulas is provided for illustration. Let respectively; Notice that for strong correlations, the density tends to be distributed very close to the diagonal.
In Table 3 
In financial applications, variates can be strongly correlated (for instance, the returns of different maturities in a term structure). In such cases, Fisher-Rao and related divergences yield a much different clustering than the one obtained from using a Wasserstein W 2 distance: Let's consider a dataset of N bivariate time series evenly generated from the six Gaussian copulas depicted in Fig. 11 .
When a clustering algorithm such as Ward is given a distance matrix computed from Fisher-Rao (displayed in Fig. 12 ), it will tend to gather in a cluster all copulas but the ones describing high dependence which are isolated. W 2 yields a more balanced and intuitive clustering where clusters contain copulas of similar dependence. Thus, if the dependence is strong between the time series, the use of FisherRao geodesic distance and related divergences may not be appropriate. They are relevant to find which samples were generated from the same set of parameters (clustering viewed as a generalization of the three-sample problem [40] ) due to their local expression as a quadratic form of the Fisher Information Matrix determining the Cramér-Rao Lower Bound on the variance of estimators. To measure distance between copulas for clustering purpose, Wasserstein geometry may be more appropriate since it does not lead to these counter-intuitive clusters. We will investigate further this issue. We would also like to encompass the embedding of probability distributions into reproducing kernel Hilbert spaces [46] in our comparison of the possible distances for copulas.
Inter-dependence. However, notice that the distance between the two copulas only measures the difference in the coordinates x 1 , . . . , x d joint behaviour of their respective multivariate distribution, i.e. the intra-dependence. It gives no information on the time series joint behaviour (how are they moving together?) To obtain such information, one could build the 2d-variate copula of the two d-variate time series viewed as a single 2d-variate time series and compare it to the 2d-variate independence copula (this idea is depicted in Fig. 13) . Such an approach, using optimal transport to compare copulas, is described in [32] . But, this construction captures a mixed information of intra-dependence (the coordinates joint behaviour) and inter-dependence (the multivariate time series joint behaviour), besides losing the notion of two different time series. It has been shown that copula is an inadequate tool to build distributions with multivariate marginals [18] . In [28] , authors propose an analogous tool called the linkage function to address these problems: the linkage function contains the information regarding the dependence structure among the underlying multivariate distributions (inter-dependence) but the dependence structure within the multivariate distributions (intra-dependence) is not included. Fig. 13 . Dependence can be seen as the relative distance between the independence copula and one or more target dependence copulas. In this picture, the target dependencies are "perfect dependence" and "perfect anti-dependence". The empirical copula (Data Copula) was built from positively correlated Gaussians, and thus is nearer to the "perfect dependence" copula (top right corner) than to the "perfect anti-dependence" copula (bottom left corner).
Discussion
In this work, we have presented a new modelling framework for studying financial time series. Clustering could allow to develop an alternative portfolio theory and more relevant risk measures. Several researchers have begun to explore this avenue of research. Until now they have used the Pearson correlation matrix as a similarity matrix for clustering the assets, and thus assuming the Gaussianity of the log-returns. We propose to replace the Pearson correlation matrix by a matrix whose coefficients measure more accurately the dependence and distributional similarities between the assets' returns which can follow any arbitrary joint distribution. For the Information Geometry theoretician, it boils down to design distances between dependent random variables. We think that an interesting approach could be achieved by developing a geometry based on the (copula, margins) representation for random variables, and maybe a (linkage, (copula, margins)) representation for random vectors. We have already started to experiment with (regularized) optimal transport and look forward to leverage information geometry distances to improve our clustering methodology of financial time series. We will be glad to obtain more feedback and hope that our problem was exposed clearly enough so other researchers can work on developing a proper geometry for these dependent (multivariate) distributions.
