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Abstract—Hybrid Automatic Repeat reQuest (HARQ) has
become an essential error control technique in communication
networks, which relies on a combination of arbitrary error
correction codes and retransmissions. When combining turbo
codes with HARQ, the associated complexity becomes a critical
issue, since conventionally iterative decoding is immediately
activated after each transmission, even though the iterative
decoder might fail in delivering an error-free codeword even
after a high number of iterations. In this scenario, precious
battery-power would be wasted. In order to reduce the associated
complexity, we will present design examples based on Multiple
Components Turbo Codes (MCTCs) and demonstrate that they
are capable of achieving an excellent performance based on the
lowest possible memory octally represented generator polynomial
(2,3)o. In addition to using low-complexity generator polynomi-
als, we detail two further techniques conceived for reducing the
complexity. Firstly, an Early Stopping (ES) strategy is invoked
for curtailing iterative decoding, when its Mutual Information
(MI) improvements become less than a given threshold. Secondly,
a novel Deferred Iteration (DI) strategy is advocated for the
sake of delaying iterative decoding, until the receiver conﬁdently
estimates that it has received sufﬁcient information for successful
decoding. Our simulation results demonstrate that the MCTC
aided HARQ schemes are capable of signiﬁcantly reducing the
complexity of the appropriately selected benchmarkers, which is
achieved without degrading the Packet Loss Ratio (PLR) and
throughput.
I. TURBO CODING COMPLEXITY AND MOTIVATION
I
N TELECOMMUNICATION networks, reliable transmis-
sion constitutes one of the ultimate design objectives.
Forward Error Correction (FEC) [1] and Automatic Repeat
reQuest (ARQ) [2] are the most salient solutions, which are
capable of enhancing the achievable transmission reliability.
The family of FEC codes is capable of recovering the infor-
mation bits by incorporating carefully controlled redundancy
based on different codes. The ﬁrst FEC code was the single
error correcting Hamming code [3], which was invented in
1950. Since then, more potent codes have been developed,
such as Bose-Chaudhuri-Hocquenghem (BCH) block codes,
Convolutional Codes (CC) and turbo codes as well as fountain
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codes. Figure 1.1 of [1] outlines the brief history of FEC
codes. The ratio of the number of information bits to the total
number of information and parity bits deﬁnes the normalized
throughput or the coding rate. Shannon’s channel capacity
determines the upper bound of the coding rate that any FEC
code may be able to achieve at a certain Signal Noise Ratio
(SNR). Since the transmission of these parity bits requires
an increased bandwidth, the maximum coding rate that an
FEC code can have, while still recovering the information bits
becomes a useful criterion for quantifying the capability of
FEC codes. Their decoding complexity is also a critical factor
in the evaluation of FEC codes. Researchers have studied the
associated tradeoff between these two aspects, when choosing
a speciﬁc FEC code for a communication system.
A. Turbo Code Complexity
As one of the most powerful codes in the FEC family,
turbo codes [4] have shown capacity-achieving capability by
combining two parallel concatenated Recursive Systematic
Convolutional (RSC) codes at the transmitter. At the receiver,
iterative exchange of soft information is carried out between
the two so-called Bahl, Cocke, Jelinek and Raviv (BCJR)
decoders [5]. The BCJR decoder is also often referred to as the
Maximum A posteriori (MAP) algorithm, which estimates a
decoded bit by selecting the speciﬁc transition path having
the maximum a posteriori probability among all transition
paths from one state to the next in the decoder’s trellis [6].
Since the calculation of each transition probability involves
the exploration of all possible paths through the trellis, the
complexity of the BCJR decoder is potentially high, especially
when several iterations are used for exchanging soft informa-
tion between two BCJR decoders.
Researchers have been striving for reducing the complexity
of turbo codes, approaching the problem from all aspects. First
of all, they aimed for simplifying the MAP algorithm itself.
As a result, the Max-Log-MAP algorithm proposed in 1995
[7] signiﬁcantly decreased The MAP algorithm’s complexity,
whilst imposing only a modest performance degradation. This
was achieved by transforming the multiplications involved in
the MAP algorithm to low-complexity additions carried out
in the logarithmic domain, and then further approximating
the calculation of its basic function of ln(
 
i exi) by a
single term, namely by the maximum one. In order to avoid
the modest, but not negligible performance degradation of
the Max-Log-MAP decoder, Robertson et al. [7] suggested
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employment of the Jacobean logarithm for correcting the
approximation, which may be expressed as [7]:
ln(ex1 + ex2)=max(x1,x 2)+f(·), (1)
where the function f(·) represents a correction term, which




. This technique is referred to as the
Log-MAP algorithm, which is invoked in most of today’s
turbo decoding implementations. Naturally, the Max-Log-
MAP algorithm has a reduced complexity, which is achieved
at the cost of suffering a slight performance degradation. By
contrast, the Log-MAP algorithm imposes a somewhat higher
complexity. In 2004, Park [8] combined these two algorithms
for the sake of achieving a near-MAP performance at the cost
of a reduced complexity.
Even though the per-iteration complexity has been reduced
by the above-mentioned innovative solutions, the complexity
of turbo codes remains substantial due to their iterative nature.
It has been observed that the ﬁrst few iterations tend to result
in the most substantial performance improvements. However,
after these high-gain initial iterations, the improvements typi-
cally become marginal. Hence, it has been suggested in [9] to
curtail iterations, when the Mutual Information (MI) improve-
ments between the soft-information and its hard-decision ver-
sion become low. The Early Stopping (ES) decoding strategies
proposed by numerous researchers [10]–[28] may be classiﬁed
into the following categories:
1) Setting the number of iterations
Conventional turbo codes tend to employ a ﬁxed number
of iterations, albeit this is somewhat wasteful. In [10], Kim
et al. set the number of iterations according to the estimated
Channel State Information (CSI), which reﬂects the current
channel SNR. The appropriate number of iterations was then
pre-determinedfor different CSIs in [10] based on the extrinsic
information improvements experienced in consecutive itera-
tions of the BCJR decoders. Furthermore, the authors of [11]
exploited the cross correlation between the Log-Likelihood
Ratios (LLRs) for ﬁnding the speciﬁc SNR threshold, at which
the Extrinsic Information Transfer (EXIT) chart has a ‘just’
open tunnel. For the SNRs below this threshold, the number
of iterations is set to zero, otherwise it is set to a ﬁxed number.
2) Early stopping based on MI thresholding
In turbo codes, the mutual information increase achieved by
each iteration may be represented by diverse variables. Since
the amount of MI improvement eventually converges to zero,
the MI improvement may be used as a stopping criterion,
because if M(i) is below the threshols of T(i), indicating
marginal iteration gains, then the iterations may be curtailed.
More speciﬁcally, this implies that the iterative decoding
operations will be curtailed, when an appropriately chosen
function of the MI M(i) becomes less than the threshold T(i)
at the ith iteration. The threshold T(i) can be determined
by observing the MI results of ofﬂine simulations. The ES
strategies of [12], [13] quantiﬁed M(i) in terms of the Cross
Entropy (CE) between the distributions of the a posteriori











where Le2 denotes the extrinsic LLRs generated by the second
BCJR decoder, L1 represents the a posteriori LLRs of the
ﬁrst BCJR decoder, while ˜ uk is the kth estimated information
bit. When the CE becomes less than the threshold of T(i)=
10−3·M(1), the iterations are stalled. By contrast, the authors
of [14] used the average entropy for representing M(i).T h e







[p(˜ uk =0 |r)logp(˜ uk =0 |r)+
p(˜ uk =1 |r)logp(˜ uk =1 |r)], (3)
where p(˜ uk =0 |r) represents the a posteriori probability of
the estimated bit ˜ uk =0based on the received symbol r.
B e a r i n gi nm i n dt h a tt h ea posteriori LLR output of the BCJR
decoder represents the logarithmic form of the a posteriori
probability, Equation 3 may also be expressed in terms of the a
posteriori LLRs. Furthermore, Chen et al. [14] also suggested
speciﬁc threshold values for different SNR ranges.
The following contributions further developed the ES phi-
losophy based on the polarity changes of the LLRs [15], [16]
during iterative decoding, since the hard decision output only
depends on the polarity of the LLRs. The techniques proposed
in [15] observed the relative frequency of polarity changes at
the ith iteration and introduced the Sign Change Ratio (SCR)
as another stopping criterion. The MI improvement M(i) was
estimated by the number of polarity changes in Le2 between
two consecutive iterations over the packet length N and the
corresponding thresholds T(i) set for the SCR in [15] were
0.005 to 0.03. Furthermore, the authors of [16] extended the
SCR stopping criterion to the Sign Difference Ratio (SDR),
which calculates the ratio of the sign differences between the a
priori and the extrinsic LLRs. In [17], [18], the absolute value
of the LLR was invoked as a metric used for ES. Explicitly,
the minimum absolute value of the LLRs was suggested for
characterizing the M(i) in [17], while the mean of the absolute
LLR values was advocated in [18].
3) Hard Decision Aided ES
Hard Decision Aided (HDA) ES was proposed in [15],
where hard decisions were invoked at each iteration for the
a posteriori LLRs L
(i−1)
2 (˜ u) and L
(i)
2 (˜ u) was acquired from
the second BCJR decoder. If the estimated bits of both
HDA decoding operations agreed with each other, iterative
decoding was concluded. The HAD may save more iterations
at low to medium SNRs, but may increase the complexity
at high SNRs. Therefore, Tafﬁn [19] derived a generalized
HDA algorithm, which calculates the ratio of the number of
different HDA bits between two consecutive iterations over the
entire packet length N. Furthermore, different thresholds were
derived for high SNRs and low/medium SNRs. An Improved
HDA (IHDA) was then proposed in [20], which achieved a
similar performance to the original HDA of [15] without the
extra storage requirement of HDA, since it simply compared
the agreement between the hard decision versions of the a
priori LLRs and of the a posteriori LLRs gleaned from the
second BCJR decoder at the ith iteration.
4) Cyclic Redundancy Check Check
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coding has become a widely used method of controlling the
activation/deactivation of iterative decoding [21]–[23], which
combines turbo codes with CRC codes for the sake of detect-
ing, whether there are any residual errors after turbo decoding.
According to this method, each turbo encoded packet will be
passed to a CRC encoder for appending a number of check
bits. At the receiver, the classic CRC check will be applied to
the estimated bits, which are hard-decided on the basis of the a
posteriori LLRs gleaned from the second BCJR decoder [21]
or in fact from both BCJR decoders [22]. If the CRC check
indicates a decoding success, the iterative decoding will be
ceased. This CRC aided ES technique is capable of indicating
perfect decoding. However, it fails to reduce the number of
decoding iterations for transmissions over hostile channels.
5) The input-output consistency check.
The decoding process conceived for the a posteriori LLRs
of the parity bits is similar to that of the original information
bits, although it is not necessary for the BCJR decoder to
output them at the end of the decoding process. Based on this
fact, the authors of [24], [25] proposed an ES strategy referred
to as the input-output consistency check, where the BCJR
decoder outputs the a posteriori LLRs of both the information
bits as well as of the parity bits. After each iteration, the
estimated information bits and parity bits may be obtained
by subjecting these a posteriori LLRs to hard decision. The
estimated information bits will be encoded by the same
convolutional encoder as that employed at the transmitter.
Then, the resultant output parity bits will be compared to
the parity bits estimated from the a posteriori LLRs. If they
are identical, the iterative decoding stops; otherwise, it will
continue until the maximum number of iterations has been
exhausted.
6) Bit-based ES
Recently, it was found in [26] that the convergence speed
of each bit during the iterative decoding is different. More
explicitly, it was demonstrated that a substantial fraction of a
posteriori LLRs of the information bits become stable after a
few iterations. Hence, we refer to them as the ’converged’
bits. The remaining modest number of ’un-converged’ bits
require more decoding iterations for achieving a reliable
estimation. Using this property, the bit-based ES strategies
proposed in [26]–[28] curtail the iterative decoding for the
‘convergedbits’, when a certain MI threshold has been reached
by them. More explicitly, the iterative decoding will only
continue for the speciﬁc bits having a low reliability, which
may be quantiﬁed in terms of their LLR magnitudes [26].
The decoding complexity imposed is therefore reduced by
processing a reduced number of bits in the second stage. In
order to improve the achievable decoding performance, the
authors of [27], [28] grouped the non-converged bits along
with their adjacent convergedbits into a set and invoked partial
iterative decoding for these small sets. The beneﬁto ft h i s
technique is that the high-reliability converged bits assist in
improving the reliability of the non-converged bits.
B. Motivation and Organization
Based on the Log-MAP algorithm and on the above-
mentioned ES strategies, turbo codes have found applications
in diverse scenarios. Their application may also be combined
with other techniques, such as for example, Hybrid ARQ
(HARQ) techniques, or with Decode and Forward (DF) re-
laying. In these applications, the complexity may become
high, since the iterative decoding process may be activated
multiple times. Speciﬁcally, turbo coded HARQ, which will
be detailed in Section III, performs turbo decoding after each
reception of the (re)transmitted packets. Likewise, a turbo
coded relay-aided network may activate turbo decoding both
at the relay and at the destination. The packets received both
from the source and from the relay also have to be combined
with the aid of soft extrinsic information exchange, which is
reminiscent of turbo decoding at the destination. However,
the iterative detection complexity imposed may be further
increased, when invoking multiple relays.
From a theoretical perspective, both HARQ and relay-aided
networks rely on the incremental redundancy extracted from
the retransmissions or from the relays. However, the ES strate-
gies reviewed in this paper never considered this additional
information increment. Yet, it is plausible that initially it may
be unnecessary to activate any iterations during the HARQ
process, since the decoding convergence may be substantially
accelerated by the forthcomingincremental information, hence
resulting in a reduced number of iterations. Furthermore, the
previously proposed complexity reduction methods never con-
sidered the inﬂuence of the speciﬁc component convolutional
codes, especially the memory length m of their forward and
feedback Generator Polynomials (GPs), which determines the
number of states in the trellis. As mentioned above, the
MAP algorithm will estimate a speciﬁc bit by evaluating
all the probabilities of all possible state transitions for that
particular bit in the trellis. Since the number of trellis states
increases exponentially with the memory length of the GPs,
the complexity is dramatically reduced, if m is a small value,
whist maintaining an unimpaired performance.
In this paper, we set out to reduce the complexity of turbo
coded applications by explicitly considering both the incre-
mental information gleaned, as well as the inﬂuence of the
component codes’ memory length. HARQ will be considered
as our design example for discussing the complexity reduction
achieved with the aid of information combination. Neverthe-
less, the proposed methods are general, hence they are also
applicable to turbo coded relay networks. More explicitly, our
novel contributions may be formulated as follows,
• Multiple Component Turbo Codes (MCTCs) are de-
signed, which have the shortest possible memory length
GPs of (2,3)o, where the underscore o indicates the octal
representation.
• Based on these MCTCs, we conceived an ES strategy,
which curtails iterations, when ever the MI increment
becomes less than a speciﬁc threshold, which may be
determined by an ofﬂine training process.
• A so-called Deferred Iteration (DI) method was proposed
for delaying the commencement of iterations, until sufﬁ-
cient information is deemed to be received.
The paper is organizedas follows. In Section II, both HARQ
arrangements and the techniques of information combination
are reviewed. The existing turbo coded HARQ schemes are
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calculating the complexity of turbo coded HARQ. Further-
more, in Section IV, we demonstrate that MCTCs exhibit
an attractive performance even when the GPs having the
lowest possible memory of m =1represented by (2,3)o
are adopted. Therefore, MCTCs may be beneﬁcially invoked
for constructing low-complexity turbo-coded HARQ schemes.
Furthermore, in Section V two methods are proposed for ﬁnd-
ing an optimal number of iterations for a speciﬁc normalized
target throughput and Packet Loss Ratio (PLR) performance.
More speciﬁcally, the ES strategy to be detailed in Section V-A
curtails the iterative decoding process after each transmission
attempt, when the MI improvement of additional iterations
becomes low. By contrast, in Section V-B, we introduce
the DI method, which delays the commencement of iterative
decoding, until the total MI is deemed to be sufﬁciently high
for guaranteeing successful decoding with a high probability.
II. HARQ INTRODUCTION
When the receiver detects that a packet has been correctly
received, it will feed back a positive ACKnowledgement
(ACK) message to the transmitter. Otherwise, it may send back
a negative ACK or wait for the transmitter to time out. The
transmitter will continue retransmitting the speciﬁc informa-
tion packet, until it receives the ACK message or a maximum
retry limit is reached. In the early ARQ designs, each re-
transmitted packet was independently processed. Therefore,
a packet may become discarded, regardless of how many
retransmissions are allowed, if all transmissions encounter
hostile channel conditions. However, in more sophisticated
schemes, all corrupted replicas may be combined with the aid
of soft decisions in order to successfully decode the original
information bits. This is philosophically similar to the action
of repetition codes [29]. In other words, this forms a naive
example of the combination of FEC and ARQ, which is
referred to as HARQ.
HARQ schemes overcome the disadvantages of FEC and
ARQ. More speciﬁcally, FEC may waste bandwidth by un-
necessarily transmitting parity bits for protecting the trans-
missions over a channel having a good condition, while ARQ
degrades the throughput drastically for transmissions over a
hostile channel. In general, HARQ schemes combine ARQ
with FEC techniques, as illustrated in Figure 1. It may be
observed that each information packet will be accompanied
by a number of check bits of an error detection code, for
example a CRC scheme. These check bits are denoted by ‘D’
in Figure 1. Then, the resultant packet is passed to the FEC
encoder. The encoded packet represented by ‘Q’ in Figure 1
may have different forms depending on the speciﬁc type of
the HARQ scheme. For example, it may be the input packet
accompanied by a number of error correction parity bits. In
this case, the packet length is increased. Alternatively, the
packet may only contain parity bits, while having either the
same or a potentially reduced length in comparison to the
original packet, if it was prepared for retransmissions, which
may hence be referred to as incremental redundancy.
At the receiver, the FEC decoder performs decoding based
on all the received bits, where different HARQ schemes have
different packet combining strategies during this decoding
operation. The decoding may only process the currently re-
ceived packet ˜ Q, as seen in Figure 1. However, combining the
previous corrupted replicas with the current one for the sake of
decoding them together becomes a better method. If decoding
errors still persist in the estimated message, the current replica
is discarded, triggering a retransmission by sending a Negative
ACKnowledgement (NACK) or by simply waiting for the
transmitter to time out. This process is repeated, until a retry
limit is reached or the packet is correctly received.
Based on the development of FEC techniques, HARQ
schemes have been classiﬁed into Type-I, Type-II and Type-III
categories, which overcame the shortcomings of the previous
versions. Furthermore, the achievable throughput also beneﬁts
from combining the retransmitted packets, which evolved from
using the naive technique of no combining at all in the early
days, to combining parts of the retransmitted packets and
ﬁnally to combining all received replicas.
A. Three Types of HARQ
As discussed before, HARQ schemes combine the ad-
vantages of ARQ and FEC arrangements for the sake of
achieving a high throughput. However, for the earliest concept
of HARQ proposed and analyzed in 1970 [30], the authors
of [31] claimed that separate ARQ or FEC may attain a
better performance than HARQ when considering different
SNR regions. The straightforward combination of ARQ and
FEC is referred to as Type-I HARQ. More explicitly, the
FEC-encoded packet ‘Q’ seen in Figure 1 is the original
packet, which is complemented by a number of parity bits.
This packet will be (re)transmitted for all (re)transmissions.
At the receiver, all corrupted packets will be thrown away.
Each FEC decoding action is performed solely for a single
encoded packet.
Figure 1 of [32] was reproduced here for completeness as
Figure 2, which shows the achievable throughput of a single
retransmission attempt, which we refer to as conventional
ARQ. This ARQ scheme is also compared to both Type-I
HARQ as well as to Type-II HARQ in Figure 2. Observe
that Type-I HARQ is capable of improving the attainable
throughput of conventional ARQ, apart from Bit Error Ratios
(BER) below about 10−4. This is because the FEC scheme’s
coding gain results in a reduced number of retransmissions
required for the successful delivery of a packet. However,
if the channel conditions are sufﬁciently good, the resultant
reduced number of errors may not require any FEC parity
bits. In this situation, the resultant normalized throughput
is reduced by the unnecessary parity bits. By contrast, if
the channel conditions are hostile, the FEC code may not
be capable of correcting all errors for each transmission.
Hence, the normalized throughput tends to zero, similar to
that of conventional ARQ. Most of the early HARQ schemes
designed during the 1970s and early 1980s [30], [33]–[36]
belong to the family of Type-I HARQs.
Type-II HARQ was proposed by Lin and Yu [32] in 1982.
In order to eliminate the throughput degradation of Type-
I HARQ for transmission over a benign channel, the ﬁrst
transmission of Type-II HARQ relies on the original packet






















Fig. 1. The general illustration of HARQ, where the Error Detection Encoder (EDE) and FEC encoder generate the codewords Q to be transmitted. The






















Fig. 2. The normalized throughput of a single ARQ, type-I HARQ and
type-II HARQ c  Lin [32].
transmitted encoded packet ‘Q’ of Figure 1 is the original
packet, dispensing with FEC. If the channel conditions are
good, this uncoded packet may indeed be received correctly.
Otherwise, the second transmission will be requested. Only
parity bits are transmitted during the second transmission.
Then at the receiver, FEC decoding is performed based on the
combination of both these new parity bits and of the corrupted
original packet of the prior transmission attempt. If the FEC
decoder fails to correct all errors, the uncoded original packet
will be transmitted during the third transmission attempt. At
this time, it will be combined with the second transmitted
parity bits for FEC decoding. If errors still exist, the same
sequence of parity bits is transmitted again during the fourth
transmission. This process is repeated until the packet is
correctly received or the retry limit is reached.
Type-II HARQ proposed by Lin and Yu of [32] has the
highest throughput for transmission over a benign channel
among the conventional ARQ, Type-I and Type-II HARQ
schemes. However, the normalized throughput becomes lower
than that of Type-I HARQ in the middle of the BER range
seen in Figure 1 of [32]. This is because it has to combine
two transmissions for the sake of commencing FEC decoding,
while Type-I HARQ carries parity bits by each transmission.
However, this throughput decrease of Type-II HARQ may
be overcome by carefully designing the coding rate of FEC
codes for each transmission. For example, the authors of [37]
and [38] employed Rate-Compatible Punctured Convolutional
(RCPC) codes [39] for the sake of adapting the coding rate
for Type-II HARQ.
Like Type-II HARQ, Type-III HARQ uses different redun-
dant information during each transmission attempt, but each
of them is self-decodable. In more detail, each transmitted
packet ‘Q’ of Figure 1 may contain an increasing amount of
redundant information, which is provided by the FEC encoder.
The original information packet may be recovered by decoding
each packet of ‘Q’, when the channel is benign, before it is
combined with all previously received replicas. This measure
is capable of enhancing the probability of successful delivery
for the pure systematic bits in Type-II HARQ schemes, as
well as of decreasing the decoding complexity for the combi-
nation of all retransmitted packets. The authors of [40]–[43]
characterized the attainable performance of Type-III HARQ
schemes, which exhibited an improved performance compared
to the Type-I and Type-II HARQ schemes.
B. Combining Transmissions
During the evolution of HARQ schemes, minimizing the
required number of retransmissions has received a signiﬁcant
research attention, because unnecessary retransmissions re-
sult in reducing the effective throughput. Researchers have
conceived a large number of strategies for improving the
throughput efﬁciency of HARQ schemes, such as adapting the
coding rate of FEC codes, or using soft information to detect
errors for the sake of eliminating the CRC overhead, and so
on. We summarize the literature addressing the normalized
throughput of HARQ schemes in Table I. Furthermore, the
most efﬁcient packet combining techniques will be detailed in
this section.
A typical approach has been that of combining the various
corrupted retransmitted components in order to provide a more
reliable decision for the original bits. Two main combining
strategies have been proposed, namely Chase combining [60]6 IEEE COMMUNICATIONS SURVEYS & TUTORIALS, ACCEPTED FOR PUBLICATION
TABLE I
MAJOR CONTRIBUTIONS ADDRESSINGTHE THROUGHPUT IMPROVEMENT OF HARQ SCHEMES.
Author(s) Contribution
Krishna et al. 1987 [44] generalized the Type-II HARQ schemes based on a new class of linear codes, whose encoder/decoder
conﬁguration does not change as the length of the code is varied.
Morgera et al. 1989 [45] employed soft-decision decoding in generalized HARQ schemes. Simulation results had shown the
improvement in throughput efﬁciency.
Kousa et al. 1991 [46] employed Hamming codes in a cascaded manner for adaptive HARQ schemes, where the coding rate
could be adaptively matched to the prevailing channel condition.
Rice 1994 [47] compared and analyzed the throughput performance of two HARQ schemes using Viterbi soft
decoding, one of which still depended on a high rate CRC to detect errors. The other rejected the
packets having a low reliability during the Viterbi decoding process.
Coulton et al. 2000 [48] proposed a HARQ scheme for soft information based turbo codes, which employed the mean value
of soft output to reject or accept the decoded packets, rather than the CRC. Furthermore, four
retransmission options were implemented and compared, which retransmitted different parts of
the encoded packet.
Buckley et al. 2000 [49] proposed a method of predicting the presence of errors after turbo decoding by observing the cross
entropy of the component decoders. This may improve the reliability and throughput despite
reducing average decoding complexity.
Choi et al. 2001 [50] compared three adaptive HARQ schemes based on Reed-Solomon (RS) codes. The RS code rate and
frame length were adapted to the estimated channel conditions in different ways for three schemes.
Harvey 2004 [51] exploited the characteristics of the Viterbi algorithm to reduce the computational and memory
requirements in adaptive HARQ. At the receiver, the memory and processing power could be
allocated dynamically for improving the transmission reliability.
Cao et al. 2004 [52] proposed a retransmission strategy based on segment-selective repetition for turbo coded HARQ
schemes. Only the most severely corrupted segments identiﬁed by the lowest LLR values would be
retransmitted. As a result, the throughput was signiﬁcantly improved.
Holland et al. 2005 [53] proposed a soft combining method for HARQ schemes based on turbo codes. The post-decoding BER
was signiﬁcantly decreased by accumulating the ap r i o r ivalues from the channel output for
each additional retransmission.
Zhang et al. 2006 [54] proposed an adaptive HARQ scheme for multicast scenarios, where the error-control scheme
was dynamically adapted to both the packet-loss level and Quality of Service (QoS) requirements.
Oteng-Amoako et al. 2006 [55] presented HARQ schemes using asymmetric turbo codes, where the component codes
have different structures or polynomial orders.
Chiti et al. 2007 [56] introduced a modiﬁed HARQ scheme based on turbo codes. The performance had been noticeably
improved by applying soft-combining techniques for amalgamating the ap r i o r iinput and the channel
input of the turbo decoder.
Heo et al. 2008 [57] combined Raptor codes with HARQ schemes, and proposed a low complexity decoding algorithm,
which efﬁciently combined the symbols during the multiple transmissions.
Mielczarek et al. 2008 [58] introduced two types of NACK messages for improving the throughput of HARQ schemes using a
BCJR decoder. One of the NACK type was conceived for conventional retransmissions, while the
other speciﬁed the actual positions of the subblocks for which the additional parity bits
will be retransmitted.
Fricke et al. 2009 [59] proposed reliability-based HARQ schemes, whose retransmission criteria used the maximum tolerable
Bit Error Probability (BEP) or Word Error Probability (WEP), instead of using the conventional CRC.
and the transmission of Incremental Redundancy (IR) [61].
Chase combining achieves a diversity gain by beneﬁcially
combining the identical data replicas conveyedduring different
retransmissions. By contrast, IR conveys different redundant
information during each transmission attempt, which may
be combined and reconstructed by a single FEC decoder at
the receiver. More recently, the employment of incremental
redundancy has found applications in cooperative networks
[62], [63].
Soft combining [64], [53] techniques conceived for Chase
combining and IR may be beneﬁcially invoked for iterative
soft-decision-based FEC decoders, such as turbo codes, where
soft information represented by the LLRs [1] is exchanged
between the constituent BCJR decoders [5]. Soft decision
aided Chase combining simply adds the LLRs of several
packet replicas, which contain the same bit sequences received
from different transmissions. Actually, the iterative decoding
process of turbo codes relies on IR-aided soft combining, since
each transmitted IR packet will provide additional channel
information or ap r i o r iinformation for the iterative decoding
ensuing after each transmission. For example, the High Speed
Downlink Packet Access (HSDPA) protocol [65] uses a punc-
tured R = 1
3-rate turbo code as the basis of its HARQ scheme.
Here, whenevera retransmission is received, the corresponding
LLRs will be added to those that have either been received
from previous transmissions, or have been used for providing
soft information for bits that were punctured during previous
transmissions.
III. TURBO CODED HARQ SCHEMES
As mentioned above, turbo codes [4], [6], [9] are charac-
terized by an iterative exchange of increasingly reliable soft
information between the constituent BCJR [5] decoders, which
are concatenated in parallel and separated by an interleaver.
Owing to their near-capacity performance, turbo codes can
be successfully combined with HARQ schemes [66]–[68], in
order to achieve a high normalized throughput. In these turbo
HARQ schemes, the transmitter continually transmits turbo-
encoded IR or repeated packets to the receiver, where BCJR
decoding operations may be performed iteratively following
the reception of each transmission.
In the early turbo coded HARQ scheme proposed by
Narayanan and Stuber [66], a systematic rate-1
2 turbo encoded





















Fig. 3. The encoder structure of Narayanan’s turbo coded HARQ scheme,







































Fig. 4. The decoder structure of Narayanan’s turbo coded HARQ scheme.
given information packet is transmitted during every repeated
transmission. Figure 3 illustrates its encoder structure at the
jth transmission. For each retransmission, the information bits
are interleaved separately and differently by πj (j>1),
as seen in Figure 3, before they are turbo encoded. When
relying on 1
2-rate encoding, each transmitted packet includes
a
j
1 and bj generated by puncturing two URCs. At the receiver,
the classic twin-component turbo decoder shown in Figure 4
performs iterative decoding for the currently received packet.
If an error is found in the decoded packet, the output a
posteriori LLRs (˜ ap)(j) will act as the ap r i o r iinformation for
the next transmission. This combines the information gleaned
from previous transmissions and acccelarates the convergence
of turbo decoding in later transmissions. However, the PLR
and throughput performance of this turbo HARQ scheme is
not so attractive, since the ap r i o r iLLRs ‘inherited’ from
the previous 1
2-rate turbo decoding may not provide reliable
assistance for the current turbo decoding.
In a recent paper [67], Souza et al. proposed a HARQ
scheme that amalgamated Chase combining with IR in a
systematic TCTC. Figures 5 and 6 have shown the en-
coder and decoder structures of Souza’s HARQ scheme. In
more detail, the transmitter of Souza’s HARQ sequentially
transmits the systematic bit sequence a and the parity bit
sequences b1 and b2, which are encoded by two URC en-
coders having octally represented memory-3 GPs of (17,15)o.
More speciﬁcally, the transmitted sequences are equivalent
to (a,b1),b2,a,b1,b2,··· respectively for the ﬁrst, second,
third transmissions and so on, where (a,b1) are transmitted
together during the ﬁrst transmission, as seen in Figure 5. The
receiver activates iterative decoding by exchanging extrinsic
information between the two parallel concatenated BCJR
decoders seen in Figure 6 after the second IR transmission. For
the ﬁrst transmission, BCJR decoding is performed only once,
since only a single parity bit sequence, namely b1 is available.
From the third IR transmission onwards, the repeated packet
replica’s LLRs are directly added to those gleaned from the
















































Fig. 6. The decoder structure of Souza’s turbo coded HARQ scheme.
the best known arrangement at the time of writing, since it was
demonstrated that Souza’s scheme is capable of outperforming
the Narayanan - Stueber scheme of [66]. We will use Souza’s
scheme as our benchmarker later.
Figures 7 and 8 illustrate the encoder and decoder struc-
tures of a LTE HARQ scheme, which also adopts a TCTC
having memory-3 polynomials of (15,13)o. The LTE stan-
dard speciﬁes a particular interleaver, and a so-called ‘rate
matching’ operation is invoked for selecting speciﬁc bits
for transmission, rather than transmitting all bits [70]. More
explicitly, the standard deﬁnes its own interleaver i.e. π1 in
ﬁgure 7 for employment between two parallel concatenated
turbo encoders/decoders for a range of speciﬁc packet lengths.
Furthermore, the systematic bit sequence a and the two parity
bit sequences b1, b2 are interleaved again, according to the
standard’s so-called sub-block interleavers, namely π2, π3 and
π4 in Figure 7. The interleaved systematic bits are entered into
a circular buffer, where the terminology is justiﬁed, since the
starting point of each transmission will revert to the beginning
of the buffer, when it reaches the end of the buffer. The
interleaved parity bits are entered at the back of the circular
buffer, where the odd positions are from b1 and the even
positions are from b2. Next, a sequence of transmitted bits is
selected from a speciﬁc starting point of this circular buffer
seen in Figure 7, where the number of bits is determined by the
LTE standard. This starting point advances along the circular
buffer, based on an LTE-standard-speciﬁc equation, which is
a function of the transmission frame index j. As a result,
turbo decoding can be activated right after the ﬁrst frame’s


























































Fig. 8. The decoder structure of LTE turbo coded HARQ scheme.
as well as some of the two parity bit sequences. It may be
observed in Figure 8 that the repeated LLRs are also Chase
combined with the corresponding previously received replicas
at the receiver.
The number of iterations following each reception is closely
related to the complexity of turbo HARQ schemes. Generally,
there is a trade-off between the achievable throughput and the
complexity imposed by the turbo HARQ schemes. Naturally,
the complexity is increased when more than necessary BCJR
iterations are performed during the iterative decoding process
following the reception of each transmission. For example,
the above turbo HARQ schemes [67], [71] performed a suf-
ﬁciently high number of BCJR decoder executions following
each and every IR transmission in order to ensure that iterative
decoding convergence had been achieved. In this way, they
minimized the number of IR transmissions required, hence
maximizing the throughput, albeit at the cost of imposing
an increased complexity. On the other hand, the attainable
throughput degrades, when sufﬁcient IR contributions have
been received for facilitating error-free decoding, but insufﬁ-
cient BCJR iterations have been performed.
The complexity of a tubo decoder may be quantiﬁed in
terms of the total number of trellis states per bit [1], which
is expressed as Complexity =2 m · K,w h e r e‘ m’i st h e
number of memory elements employed in the convolutional
encoders’ generator polynomial. Hence, 2m denotes the num-
ber of states in the corresponding trellis diagram, and ‘K’
is the total number of BCJR operations performed during the
iterative decoding process. Since the complexity exponentially
increases with ‘m’, using the generator polynomial of (2,3)o
having the lowest possible memory length of ‘m =1 ’i s
desirable.
IV. THE FOUNDATIONS OF LOW-COMPLEXITY HARQ:
MULTIPLE COMPONENT TURBO CODES
MCTCs are constituted by the parallel concatenation of
more than two component codes. They may outperform
TCTCs, despite relying on low-complexity low-memory GPs,
and therefore become the best choice for low-complexity


























Fig. 9. The encoder structure of a MCTC using N URC components.
characterize their performance. Our system model employs
URCs as the component codes of the proposed MCTCs.
Figure 9 shows the encoder’s structure, where the source in-
formation is a and its interleaved copies {a1,a2,a3,···,aN}
are entered into the N encoders. The multiplexer seen at the
output of the encoder in Figure 9 assembles the encoded bits
b, where the resultant bit stream has N times the original
sequence length. Hence, the overall coding rate becomes 1
N.
Figure 10 shows the corresponding N BCJR decoders’
structure, where each BCJR decoder has two inputs, namely
the ap r i o r iLLRs ˜ aa
i combined from all other decoders’
extrinsic LLRs and the channel’s output information ˜ bi.T h e n
each BCJR decoder outputs its own extrinsic LLRs ˜ ae
i.T h e
decoding process proceeds as follows: when a speciﬁc BCJR
decoder takes control, the decoding iterations by exchange
extrinsic information among all N BCJR decoders, until the
point of convergence is reached or the affordable number of
iterations was exhausted. Then, the recovered bits are decided
upon, based on their a posteriori LLRs ˜ a
p
1.
A. A Semi-Analytical Tool: EXIT charts
The performance of turbo codes has been classically eval-
uated in terms of their BER versus SNR characteristics. The
BER curves of turbo codes may be divided into three regions:
the high-BER region at low SNRs; the rapid BER reduction
region at medium SNRs, which may also be referred to as
the ‘turbo-cliff’ region; and the lowest-BER region at high
SNRs, which is also referred to as the error ﬂoor region. These
three regions correspond to different decoding convergence
scenarios of turbo codes. Ten Brink [72] introduced the con-
cept of EXIT charts for analyzing the convergence behavior
of iterative decoding, which is exempliﬁed at the right of
Figure 12. Since then, EXIT charts became widely used as
an effective semi-analytical tool of designing turbo codes and
other iterative detection techniques.
A classic EXIT chart describes the extrinsic MI exchange
between two parallel concatenated BCJR decoders. The ex-
trinsic MI provided by a BCJR decoder is denoted by I(˜ ae
i),
























































Fig. 10. The decoder structure of a MCTC using N BCJR decoders. Its
logical partitioning is showed in the dashed boxes.
LLRs ˜ ae
i using the following equation introduced in [73]:








e+|˜ xj|/2 + e−|˜ xj|/2
 
, (4)
where Hb represents the binary entropy function, ˜ x is a
general notation for a vector of LLRs, and L denotes the length
of the vector ˜ x. There are two curves in a classic EXIT chart,
each reﬂecting a BCJR decoder’s EXIT function Fexit,w h i c h
may be expressed as:
I(˜ ae
i)=Fexit (I(˜ aa
i )) . (5)
where the independent variable I(˜ aa
i ) denotes the ap r i o r iMI
input of the BCJRi decoder, which may also be calculated by
replacing ˜ x with ˜ aa
i in Equation 4. Since the output extrinsic
MI I(˜ ae
1) of the BCJR1 decoder will be passed to the
BCJR2 decoder as the ap r i o r iMI input during the iterative
decoding process, classic EXIT charts use the horizontal axis
for representing the independent variable of the BCJR1
decoder’s EXIT function, while the vertical axis represents that
of the BCJR2 decoder’s. More explicitly, the independent
variable of the BCJR1 decoder’s EXIT function - namely
I(˜ aa
1) - is represented along the X-axis of EXIT charts,
while the independent variable of the BCJR2 decoder’s -
namely I(˜ aa
2) - is scaled along the Y-axis of EXIT charts.
Hence, the Monte-Carlo simulation based decoding trajectory
along the tunnel between two EXIT curves shows the MI
exchange process and demonstrates whether the stair-case-
shaped decoding trajectory reaches the point (1,1) of perfect
convergenceto an inﬁnitesimally low BER, indicating whether
potentially successful decoding can or cannot be achieved.
In order to exploit the relationship between EXIT charts
and the BER, we consider the example of non-systematic


































Fig. 11. Throughput versus open-tunnel-SNR threshold for both MCTCs,
as well as systematic and non-systematic TCTCs using various generator
polynomials, when communicating over a Binary Phase-Shift Keying (BPSK)
modulated uncorrelated Rayleigh fading channel.
and transmit a sufﬁciently long packet over an uncorrelated
Rayleigh fading channel. As seen in Figure 12, the EXIT
chart at the SNR of 0dB has an open tunnel and the arrows
show the relationship between the BER and EXIT charts at
this SNR. It may be observed that the BER curve is gradu-
ally shifted to the left, while the stair-case-shaped decoding
trajectory is approaching the point of perfect convergence to
a vanishing low BER at (1,1). Since each step along the
decoding trajectory indicates a single BCJR operation, the
BER becomes about 2×10−1 after the 3rd BCJR operation at
0dB. When the decoding continues after 6 BCJR operations,
the BER descends to 10−1, as seen in Figure 12; while after
12 operations, it falls down to slightly higher than 2 × 10−2.
Finally, when the decoding trajectory reaches the point of
(1,1), the number of errors becomes close to 0.
B. Achievable Performance
The MCTC decoder of Figure 10 may be partitioned into
two logical parts, which are are surrounded by the dashed
rectangles. One of them is constituted by an individual BCJR
decoder, while the other so-called composite decoder consists
of the remaining (N − 1) components. EXIT charts [1] [72]
may be applied for visualizing the extrinsic information ex-
change between these two logical partitions. Then, it becomes
possible to determine the ‘open tunnel SNR threshold’, which
is deﬁned as the minimum SNR for which the EXIT chart has
an open tunnel.
The ‘open tunnel SNR threshold’ may be used for char-
acterizing the capability of channel codes to approach the
capacity. In order to compare this capability of MCTCs and
TCTCs relying on different GPs, Figure 11 illustrates the
open-tunnel-SNR thresholds for both MCTCs, as well as for
systematic and non-systematic TCTCs. Here, only the lowest
open-tunnel SNRs are recorded among all the polynomials
having a memory length of m ≤ 3. Furthermore, the encoders
of TCTCs employ two URC encoders for generating the
encoded bit sequences b1 and b2, which are transmitted the
required number of times in order to achieve the desired
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Fig. 12. The relationship between EXIT charts and the BER.
explicitly, the output sequence is arranged to be (b1,b2,b1)
for non-systematic TCTCs and (a,b1,b2) for systematic
TCTCs, when a throughput of R = 1
3 bits per channel
use is desired. For R = 1
4,i ti s(b1,b2,b1,b2) for non-
systematic TCTCs and (a,b1,b2,a) for systematic TCTCs.
Similarly, the above-mentioned Chase combining technique
is applied at the receiver of TCTCs. It may be observed in
Figure 11 that MCTCs are capable of operating closer to
the Discrete-input Continuous-output Memoryless Channel’s
(DCMC) capacity than non-systematic TCTCs, albeit they are
slightly outperformed by their systematic TCTC counterparts.
However, systematic TCTCs have to depend on the m =3
polynomial (17,15)o, while MCTCs beneﬁt from having
lower complexities per BCJR algorithm activation than both
systematic and non-systematic TCTCs.
C. BER Performance
As a further insight, Figure 13 compares the BERs that
can be achieved both by MCTCs and by TCTCs, when ﬁxed
decoding complexities are used for recovering the information
transmitted over a BPSK-modulated uncorrelated Rayleigh
fading channel using an interleaver length of 2048 bits.
Again, the complexity recorded in Figure 13 is deﬁned as
Complexity =2 m · K. As expected, Figure 13 shows that
higher affordable complexities result in improved BER perfor-
mances. The MCTCs have signiﬁcantly steeper turbo cliffs and
signiﬁcantly lower error ﬂoors than the corresponding non-
systematic TCTCs at all the complexities considered. As a
result, at a complexity of 48, for example, the MCTCs offer
3.5dB to 4.5dB gain over the non-systematic TCTCs at a
BER of 10−6. By contrast, the MCTCs have slightly ﬂatter
turbo cliffs accompanied by perceivably lower error ﬂoors,
compared to the systematic TCTCs having the same coding
rates and complexities. For example, at a complexity of 96,
the turbo cliff SNRs of the MCTCs and the systematic TCTCs
are similar. Still considering the complexity of 96,t h eB E R
of MCTCs may become vanishingly low without exhibiting
an error ﬂoor, whereas the residual BERs of the systematic
TCTCs are on the order of 10−7.
V. EARLY STOPPING AND DEFERRED ITERATION AIDED
HARQ BASED ON MCTC
Since MCTCs outperform TCTCs at the same complexity
and have shown attractive performance even using the lowest
possible memory-1 generator polynomial of (2,3)o, this mo-
tivates the design of our MCTC aided HARQ scheme. As
seen in Figure 14, the transmitter of our proposed MCTC
aided HARQ transmits the encoded bits bi at regular intervals,
until a positive ACK message is received or the transmission
count i reaches the affordable retry limit. At the receiver,
the multiple-component turbo decoder of Figure 15 is used.
More speciﬁcally, its operation is as follows. Whenever a
sequence of encoded LLRs ˜ bi is received during the ith
IR-transmission, the N = i-component MCTC shown in
Figure 15 is activated. Whether the iterative decoding should
or should not be activated depends on the decision of our
Deferred Iteration (DI) strategy to be detailed in Section V-B.
If the EXIT tunnel is predicted to be open by the DI strategy
for the i-component MCTC decoder, the iterative decoding
process commences and continues until the CRC succeeds or
conditions required by the ES approach to be proposed in
Section V-A are satisﬁed. The ﬂow chart of the DI and ES
aided MCTC HARQ scheme is illustrated in Figure 16, which
will be frequently referred to during our further discourse.
HARQ is capable of automatically accommodating the
channel quality ﬂuctuations, since the ACK messages imme-
diately curtail retransmissions upon correctly decoding the
current packet. Therefore, the MCTC-aided HARQ behaves
identically to the TCTC aided HARQ schemes at high SNRs.
More explicitly, if ˜ b1 received during the ﬁrst transmission
is successfully decoded, an ACK message is fed back to
deactivate any further transmissions. Otherwise, a second
transmission is required. At this stage, a twin-component
turbo decoder will perform iterative decoding by exchanging












































































Fig. 13. The BER versus SNR for MCTCs and TCTCs having different
complexities for transmission over an uncorrelated Rayleigh channel. All the
non-systematic TCTCs having different rates R employ the polynomial of
(10,17)o, and all the systematic TCTCs having different rates R employ the
polynomial of (17,15)o, while the R = 1
3 MCTC employs (4,7)o and the



















































































Fig. 15. The decoder structure used in the MCTC HARQ scheme after i
IR-transmissions.
transmission, a three-component decoder is activated at the
receiver, which may be followed by the third, fourth and so on
transmissions, as and when needed for hostile channels. Given
the appealing BER performance of MCTCs characterized in
Section IV, we expect MCTC aided HARQ to achieve a high
performance at a low complexity, as a beneﬁt of our ES and
DI strategies.
A. Early Stopping Strategy
The ES strategy is portrayed in the box at the bottom right
corner of Figure 16 surrounded by the dotted line, which
is discussed below. In classic turbo codes operating without
ARQ, these ES approaches determine the speciﬁc instant
of curtailing iterative decoding by estimating the expected
BER performance. However, in turbo HARQ schemes, the ES
approach decides when to request a new incremental transmis-
sion, rather than increasing the number of BCJR operations
for the current codeword, hence striking a tradeoff between
the attainable throughput and the complexity imposed.
The ES approach of Figure 16 is speciﬁcally designed












current i pieces of received
check
information,
if it is closed?
CRC?
















the sorting operation to obtain:










I(˜ bπ(r)) ≤ Ith(r) − Idiff?
r = r + 1




i) − It−1(˜ ae
i)
Fig. 16. The ﬂow chart of the DI and ES aided MCTC HARQ scheme based on the look-up table.
BCJR operation. It introduces two MI thresholds, namely
Tdump and Tconv,w h e r eTconv is proposed for dynamically
adjusting the number of BCJR operations that are performed
following each IR-transmission. We refer to this threshold as
the ‘convergence threshold’. The second MI threshold, namely
Tdump is proposed to guarantee a near-zero PLR for the
MCTC aided HARQ scheme relying on an inﬁnite number of
IR-transmissions. We refer to this threshold as the ‘dumping
threshold’. Both Tdump and Tconv are detailed below with
reference to Figure 16.
1) Convergence Threshold: Tconv. The MI between an
LLR sequence and the corresponding hard-decision based bit
sequence provides a quantitative indication of our conﬁdence
in the corresponding hard decisions. Equation 4 maps the
sequence of LLRs to a conﬁdence metric conﬁned to the
range of [0,1],w h e r e0 implies no conﬁdence, while 1 means
absolute conﬁdence. By observing the EXIT charts of turbo
codes such as Figure 12, we note that the extrinsic information
increases along the decoding trajectory of an open or closed
tunnel. Our ES strategy estimates the MI increment between
two BCJR operations performed by each individual decoder.
When the MI increment of any of the BCJR decoders drops
below a threshold, this implies that the iterative decoding has
converged and using further iterations no longer enhances
the attainable decoding performance. The MI increment is
expressed by It(˜ ae
i) − It−1(˜ ae
i) in Figure 16, where It(˜ ae
i)
is the extrinsic MI obtained after the tth operation of BCJRi
and I0(˜ ae
i) is initially assumed to be 0. Therefore, when the
MI increment falls below a certain threshold, this may be
considered as the stopping criterion, which we refer to as the
convergence threshold Tconv.
2) Dumping Threshold: Tdump. Turbo coded HARQ
schemes have an inherent problem, which prevents them
from guaranteeing a vanishingly low PLR, even when an
inﬁnite number of IR-transmissions is permitted. That is,
turbo decoders are capable of converging to a legitimate bit-
sequence for an MI of approximately 1, but they may still
output the wrong bit sequence. This occurs when the received
soft-sequences are more similar to that of the incorrect bit
sequence than to the correct sequence. This effect accounts
for the error ﬂoor in the BER performance of turbo decoders
observed at high SNRs, where the EXIT chart tunnel is wide
open. In the turbo coded HARQ scheme, the decoding of the
earlier few IR-transmissions may converge towards the wrongCHEN et al.: LOW-COMPLEXITY TURBO CODED HYBRID ARQ DESIGN TECHNIQUES 13
TABLE II
THE PARAMETERS OF INVESTIGATINGTHE VARIATION OF THE TURBO
CODED HARQ THROUGHPUT AND COMPLEXITY WITH THE VALUE OF
STOPPING THRESHOLDSTconv ANDTdump.
Retry Limit inﬁnite
Packet Length 100-bit, 1000-bit, 10000-bit
Tconv 1.0, 0.1, 0.01, 0.001, 0.0001
Tdump 0.9, 0.99, 0.999
Modulation Scheme BPSK
Channel Type quasi-static Rayleigh fading
but legitimate bit sequence associated with a high conﬁdence,
like in a standard turbo code. In this case, the CRC fails and
hence further IR-transmissions are requested. Unfortunately,
the inﬂuence of these later IR-transmissions may become
insufﬁciently decisive to guide the decoder away from the
wrong bit sequence associated with MI ≈ 1 and towards
the correct one, regardless of how many IR-transmissions are
received.
A dumping threshold Tdump is employed in Figure 16 to
circumvent this problem as detailed below. When the MI of
the extrinsic LLRs ˜ ae
i obtained after some BCJR operation
become higher than Tdump, while the CRC condition of Figure
12 has not been satisﬁed, all extrinsic LLRs are reset to zero
and an improved iterative decoding procedure is activated,
since the decoder is now in possession of potentially numer-
ous received replicas of the original information. For most
practical cases, this re-initialized iterative process may lead to
a better chance of successful decoding. In the exceptionally
rare case when the MI obtained following a BCJR operation
becomes larger again than Tdump without satisfying the CRC,
the receiver dumps all extrinsic LLRs once more and requests
a new IR-transmission. This process is repeated until the
packet is correctly decoded.
3) Determining the Stopping Thresholds: An off-line
training may be employed to ﬁnd the preferred val-
ues of stopping thresholds. During the off-line simula-
tions, we determined both the throughput and the com-
plexity associated with each of the 15 combinations of
Tconv ∈{ 1.0,0.1,0.01,0.001,0.0001} and Tdump ∈
{0.9,0.99,0.999}, for a range of channel SNRs and packet
lengths. Table II summarized the parameters of this ofﬂine
training.
The simulation results showed that as the convergence
threshold Tconv was increased, both the throughput and the
complexity was reduced for all the packet lengths considered.
Fortunately, the throughput reduction was relatively modest,
while the complexity was signiﬁcantly reduced, as Tconv
was increased from 0.0001 to 0.01. Since achieving a high
throughput is one of the prime design targets of HARQ
schemes, we specify an average throughput reduction of 0.005
as the maximum loss that can be tolerated, when optimizing
the corresponding Tconv values for all three packet lengths.
We appropriately adjusted the Tconv values in order to obey
this throughput reduction limit. Quantitatively, we found that
the preferred values were Tconv =0 .017 for the 100-bit,
Tconv =0 .009 for the 1000-bit and Tconv =0 .0032 for
the 10000-bit packet lengths, as seen in Table III, which
TABLE III
THE PREFERRED THRESHOLDS FOR DIFFERENT PACKET LENGTHS FOR
THE MCTC AIDED HARQ SCHEME.
Packet Length 100 bits 1000 bits 10000 bits
Tdump 0.99 0.999 0.999
Tconv 0.017 0.009 0.0032
TABLE IV
THE SIMULATION PARAMETERS FOR COMPARING THE PLR, THROUGHPUT
AND COMPLEXITY PERFORMANCE FOR SOUZA’S SYSTEMATICTCTC
AIDED HARQ SCHEME AND OUR MCTC AIDED HARQ SCHEME.
Retry Limit 6
Packet Length 1000-bit
Stopping Strategy ES (or)
10 BCJR operations
Tconv 0.009 for the MCTC HARQ scheme
0.1 for Souza’s scheme
Tdump 0.999 for both schemes
Modulation Scheme BPSK
Channel Type quasi-static Rayleigh fading
yielded the lowest complexity for MCTC aided HARQ, when
the maximum throughput loss was allowed to be 0.005.
As the packet length increases, it becomes more beneﬁcial
to complete more decoding iterations, since this allows the
decoder to widely disseminate the soft information throughout
the packet. As a beneﬁt, the reliable bits assist the decoder
in correcting the less reliable bits. This explains why Tconv
reduces and Tdump increases, as the packet length increases
in Table III, allowing more decoding iterations to take place.
4) ES Performance: In order to demonstrate the advantages
of our ES approach portrayed at the bottom right corner of
Figure 12, the PLR, the throughputand the complexity metrics
are benchmarked against Souza’s systematic TCTC aided
HARQ scheme [67] detailed in Section III, when invoking
our MCTC aided HARQ scheme. The simulation parameters
are summarized in Table IV, where a pre-deﬁned number of
10 BCJR operations was adopted in Souza’s original paper
following each transmission.
Figure 17-(a) illustrates the attainable PLR versus SNR per-
formance, while Figure 17-(b) shows the associated through-
put versus SNR trends. It can be observed from these two
ﬁgures that our ES-based MCTC aided HARQ scheme using
the m =1GPs of (2,3)o succeeds in maintaining a similar
PLR and throughput performance as that offered by Souza’s
more complex scheme using the m =3polynomials of
(17,15)o, regardless of whether the proposed ES approach
is adopted or not. However, both the PLR and throughput are
signiﬁcantly reduced if the polynomials are changed to (2,3)o
for Souza’s scheme detailed in Section III, showing that using
this low-complexity polynomial pair is only appropriate for
the proposed MCTC HARQ scheme. This is because in a
two-dimensional EXIT chart, the (2,3)o GPs create a tunnel
that requires a high SNR to become open. However, the
MCTC EXIT charts discussed in Section IV-A have a higher
dimensionality, which causes the tunnel to become open at
lower SNRs, when employing the (2,3)o polynomial.




















































































Fig. 17. PLR, throughput and complexity versus SNR for MCTC aided
HARQ schemes and Souza’s systematic TCTC aided HARQ schemes.
the proposed ES-based MCTC aided HARQ scheme, which
has a signiﬁcantly lower complexity than Souza’s original
systematic TCTC HARQ scheme relying on the m =3
polynomials of (17,15)o. Speciﬁcally, for SNRs below 0dB,
the complexity is reduced by 50% to 85%. At higher SNRs,
the complexity is similar, because the CRC of Figure 16 is
typically satisﬁed for all schemes after a few BCJR operations.
On the other hand, if Souza’s systematic TCTC HARQ scheme
detailed in Section III and using the m =3polynomials of
(17,15)o adopts our proposed ES approach, its complexity
can also be signiﬁcantly reduced. However, its complexity still
remains higher than that of our MCTC aided HARQ scheme,
because it has to adopt those higher memory polynomials.
Although Souza’s scheme [67] using the ES approach of
Figure 16 is capable of achieving the lowest complexity for
the m =1polynomials of (2,3)o, this is achieved at the
cost of degrading the PLR and throughput performance, as
demonstrated in Figures 17-(a) and 17-(b).
The PLR, throughput and complexity curves were recorded
for the MCTC HARQ scheme without ES in Figure 17, which
further demonstrate how critical the careful employment of
ES is for a turbo HARQ scheme. The PLR and through-
put performances recorded for the No-ES MCTC HARQ
scheme exhibit an insigniﬁcant degradation. Furthermore, the
complexity more than doubles compared to that of the ES
aided MCTC HARQ scheme of Figure 16 for low SNRs,
namely below −2dB. This illustrates that a ﬁxed number of
10 BCJR operations is insufﬁcient for reaching the minimum
PLR and maximum throughputthat the MCTC HARQ scheme
achieved for most situations, when the EXIT tunnel is open.
By contrast, 10 BCJR operations appear to be excessive for
most situations associated with closed EXIT tunnels, hence
imposing an excessive complexity.
B. Deferred Iterations
Having characterized the ES philosophy of Figure 16, let us
now focus our attention on our second complexity reduction
measure, namely on the DI technique of Figure 16. Explicitly,
the complexity of MCTC aided HARQ schemes may be
further reduced by our Look-Up Table (LUT) based DI method
detailed at the top right corner of Figure 16. The DI method
proposed in this section delays the iterative decoding until the
receiver estimates that it has received sufﬁcient information
for successful decoding, which may be represented by the
emergence of an open tunnel in the EXIT chart corresponding
to all received packet replicas. Therefore, the speciﬁcM If o r
which a marginally open tunnel appears when combining all
previous (i − 1) MI contributions will become the threshold
that has to be satisﬁed by the ith reception. More speciﬁcally,
if the MI received during the ith reception is higher than this
threshold denoted by Ith(i), the EXIT tunnel is deemed to
be open and hence the iterative decoding should be triggered
without any further delay. Otherwise, iterative decoding will
be deferred, when the tunnel is deemed to be closed. This
eliminates futile iterations and hence reduces the complexity,
as well as the power consumption.
Figure 18 illustrates the EXIT chart of a 3-component
MCTC, which is drawn using the partitioning method in-
troduced in Section IV-B. The MIs I(˜ b1)=0 .15 and
I(˜ b2)=0 .17 which are calculated on the channel’s out-
put LLRs ˜ b1 and ˜ b2 from the ﬁrst and second transmis-
sion, correspond to the composite EXIT function I(˜ aa
3)=
f{1,2}[I(˜ ae
3),0.15,0.17] of Figure 18. This EXIT chart anal-
ysis reveals that if the LLRs ˜ b3 supplied by the the third
transmission have an MI of at least Ith(3) = 0.80,t h e n
an open EXIT chart tunnel will be created with the EXIT
function I(˜ ae
3)=f3[I(˜ aa
3),0.80]. In this case, there is a high
probability that the information bit sequence a1 can indeed
be successfully recovered by activating the iterative decoding


























Fig. 18. The EXIT chart of a 3-component MCTC.
as seen in Figure 18, then the start of the iterative decoding
process may be deferred, until an open EXIT chart tunnel is
deemed to have been created. Here, the threshold value of
Ith(3) = 0.80 could be revealed to the receiver by rounding
the values of I(˜ b1)=0 .15 and I(˜ b2)=0 .17 to two decimal
places and using them as the address of an LUT comprising
(101)2 entries.
In order to accurately predict the EXIT tunnel’s open/closed
states, the threshold Ith(i) should be determined by an ofﬂine-
training and stored in advance. An LUT is designed to store
all thresholds for all possible MI combinations for the r-
component MCTCs, where r ranges from 2 to the maximum
affordable retry limit R. For example, it may be readily
shown that for a 3-component MCTC, the number of LUT
entries for all combinations of I(˜ b1) and I(˜ b2) becomes
(101)2 ≈ 10000, when the step size of the MI region [0,1] is
a s s u m e dt ob eG =0 .01. Generally, a total of
 R
r=2(101)r−1
entries are required for the LUT of MCTC aided HARQ,
which potentially makes the storage requirements of the LUT
rather excessive and hence the implementation of the ofﬂine-
training may become unattractive. However, our proposed
sophisticated LUT design signiﬁcantly reduces the number of
LUT entries that must be trained and stored. Hence, below a
more practical DI scheme is devised for MCTC HARQ, which
is capable of facilitating a signiﬁcantly reduced decoding
complexity.
1) Minimizing the Storage Requirements: The LUT de-
signed for MCTC HARQ schemes may be deﬁned as a set
of sub-tables Ti generated for describing the relationship
between any particular set of (i − 1) MIs and the minimum
supplemental MI Ith(i), i.e. the threshold required for creating
an open EXIT chart tunnel, according to:
Ith(i)=Ti
 
















































































































T4 T5 T2 T3
Ith(3) Ith(4) Ith(5) Ith(2) I(˜ bπ(3))I ( ˜ bπ(4)) I(˜ bπ(1))I ( ˜ bπ(2))
Fig. 19. A subset of the MCTC HARQ LUT for i =2 ,3,4 and 5,w h e r e
the input MI step-size is G =0 .01.
where 2 ≤ i ≤ (R − 1). Our DI strategy aided MCTC
HARQ schemes does not require the Rth sub-table TR,s i n c e
the receiver should always exploit its ﬁnal - namely the Rth
opportunity of activating the turbo decoder after the reception
of the Rth IR transmission.
• Sorting LUT entries
The LUT of MCTC HARQ only records the required
thresholds Ith(i) for a limited set of quantized and sorted
(i − 1) MI values appearing in an ascending order, i.e.
satisfying I(˜ bπ(1)) ≤ I(˜ bπ(2)) ≤ ... ≤ I(˜ bπ(i−1)) ≤ Ith(i),
where π contains the unique integers of 1,...,(i−1) used for
appropriately permuting the original IR transmission order.
This method avoids storing a large amount of redundant
entries, since for example Ith(4) = T4(0.21,0.15,0.17) is
identical to Ith(4) = T4(0.15,0.17,0.21).
Figure 19 displays a subset of the LUTs recorded for BPSK
transmission over a quasi-static Rayleigh fading channel, as
considered in Section V-B2. As seen in Figure 19, the LUT
is composed of several sub-tables, each of which corresponds
to different IR indices i. Each sub-table Ti - except for the
last one having the index (R − 1) - contains two columns.
The ﬁrst one stores the MI threshold Ith(i), while the other
provides an offset, which can assist the indexing of the next
sub-table Ti+1. More explicitly, the ﬁrst element of each row
in the sub-table Ti stores the Ith(i) value that is valid for
a particular set of MIs {I(˜ bπ(1)),I(˜ bπ(2)),...,I(˜ bπ(i−1))}.
The second element of each row stores a speciﬁco f f s e to f
the sub-table Ti+1, which indicates the starting index of the
rows related to the sub-table Ti within Ti+1. Speciﬁcally, these
rows are displayed in dashed boxes in Figure 19, all of which
store the threshold MIs Ith(i+1)corresponding to the sets of
{I(˜ bπ(1)),I(˜ bπ(2)),...,I(˜ bπ(i−1)),I(˜ bπ(i))},w h e r eI(˜ bπ(i))
is varied, but the previous (i − 1) IR MI values remain the
same as in conjunction with the equivalent row in T2.
Considering I(˜ bπ(1))=0 .15 in Figure 19 as an example
for providing further explanations, its corresponding threshold
information is Ith(2) = T2(0.15) = 0.96, implying that the
minimum IR MI required for creating an open tunnel is 0.96,
when the received MI of the ﬁrst transmission is 0.15.T h i s
threshold is stored at the row index of I(˜ bπ(1)) · 1
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sub-table T2 having G =0 .01, as seen in Figure 19. Due to the
sorting of I(˜ bπ(1)) ≤ I(˜ bπ(2)) ≤ Ith(3), the initial value of
I(˜ bπ(2)) is 0.15, thence we ﬁx I(˜ bπ(1))=0 .15 and increase
I(˜ bπ(2)) from 0.15 by G =0 .01 each step (printed in bold
fonts) to explore all possible Ith(3) values corresponding to
them. The operations continue until the Ith(3) value required
for perfect convergencebecomes less than the current I(˜ bπ(2))
value, again, owing to the above-mentioned ordering. The
resultant Ith(3) values corresponding to I(˜ bπ(1))=0 .15 and
the incremental I(˜ bπ(2)) values are recorded in a block of
continuous rows, as illustrated in the ﬁrst dashed rectangle of
sub-table T3 in Figure 19. These 38 rows of sub-table T3 have
the offsets ranging from 778 to 815, which correspond to the
38 incremental I(˜ bπ(2)) values ranging from 0.15 to 0.52,a s
seen in the index area of sub-table T3 in Figure 19. Here, the
index of this block in sub-table T3 starts at 778, since the rows
0 to 14 in sub-table T2 have a total of 778 entries in sub-table
T3.
There are some special cases to be considered in Figure 19,
for example, when the ﬁxed I(˜ bπ(1)) has a larger value, such
as I(˜ bπ(1))=0 .52. Then, owing to the above-mentioned or-
dering, the incremental I(˜ bπ(2)) values start from 0.52.I nt h i s
situation, the threshold IR MI Ith(3) = 0.15 corresponding to
{0.52,0.52} becomes less than the current I(˜ bπ(2))=0 .52.
This suggests that no entries will be stored in sub-table T3 for
the ﬁxed I(˜ bπ(1)) value of 0.52. We tag the corresponding
offset as −1 for these cases.
• Searching the LUT
Based on the above structure of the LUT, the search
operation may be carried out at a low complexity using the
offsets that are stored in the sub-tables. More speciﬁcally,
the expression of ‘offset+[I(˜ bπ(i)) − I(˜ bπ(i−1))] · 100’m a y
be applied recursively, where an initial ‘offset’ of 0 and
I(˜ b0)=0are assumed for i =1 , namely searching a certain
Ith(2) from the sub-table T2.O n c ea no f f s e to f−1 has been
found, this indicates that the EXIT tunnel is deﬁnitely open,
since the received MIs are always sorted in an ascending order
before the search is activated.
• Larger step size and interpolation
Although the LUT only records the sorted MIs, the size
of the sub-table Ti increases approximately by an order of
magnitude upon increasing i by one. However, increasing
the step-size G has the potential of further decreasing the
LUT size. In order to guarantee a high accuracy for the
determination of the EXIT tunnel’s open/closed state, the
values of Ith(i) in the LUT always maintain a step-size of
0.01, while I(˜ b1),I(˜ b2),···,I(˜ bi−1) tend to be increased
in larger steps. As a result, the sub-table T4 of Figure 19
changes to only store the threshold MIs at a lower resolution.
For example, for a step-size of G =0 .1, it stores the threshold
MIs such as 0.80 = T4(0.1,0.1,0.1), 0.73 = T4(0.1,0.1,0.2),
0.65 = T4(0.1,0.2,0.2) and so on. For a set of (i−1) received
MIs represented at a higher resolution, we follow the classic
multi-dimensional linear interpolation technique for the sake
of estimating the supplemental MI required for achieving per-
fect decoding convergence and hence for triggering iterative
decoding. This operation will require 2i−1 memory accesses
to the LUT and
 i−2
k=0 2k linear interpolations for generating
Ith(i). Nonetheless, the complexity imposed is still far lower
than the BCJR decoding complexity, provided that the value
of i is moderate.
2) Minimizing the Ofﬂine-training Complexity: An ofﬂine
training process was developed for generating the LUT of
Figure 19 by ﬁnding the speciﬁc Ith(i) values for all possible
values of I(˜ bπ(1)),I(˜ bπ(2))...I(˜ bπ(i−1)). This process scans
through the entire input MI range in steps of 0.01 - regardless
of the speciﬁc value of G -i no r d e rt oﬁnd the minimum MI for
creating a marginally open EXIT tunnel, when it is combined
with a certain set of MIs I(˜ bπ(1)),I(˜ bπ(2))...I(˜ bπ(i−1)).
For the sake of efﬁcient execution, we abandon the tradi-
tional LLR-histogram based experimental EXIT chart creation




i),I(˜ bi)] by ﬁtting the corresponding EXIT
functions fi. Each spline function f 
i consists of a group of
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⎪ ⎪ ⎪ ⎪ ⎩
mi1 · I(˜ aa
i)+ni1 (0.0 ≤ I(˜ aa
i) < 0.1)
mi2 · I(˜ aa
i)+ni2 (0.1 ≤ I(˜ aa
i) < 0.2)
. . .
mi10 · I(˜ aa
i)+ni10 (0.9 ≤ I(˜ aa
i) ≤ 1.0),
(7)
where mi1 ···mi10 and ni1 ···ni10 were determined in ad-
vance for any I(˜ bi) ∈ [0,G,2G,···,1].
The training is accelerated by iteratively invoking r spline
functions f 
i corresponding to the MCTC decoder’s r con-
stituent components, since each call of this function only
involves simple calculations. More speciﬁcally, all I(˜ ae
i),i=
1,2,···,r are ﬁrstly initialized to 0. Then, we progress
from f 
1 to f 
r, each time with a corresponding I(˜ aa
i) input
















where the function J(·) and J−1(·) can be found in the
Appendix of [74]. This procedure continues, until the output
extrinsic information I(˜ ae
i) approaches 1 or until the afford-
able number of iterations is exhausted.
The training process can be accelerated by exploiting the
monotonically decreasing nature of the function Ti,w h i c h
ensures that each consecutive row in the LUT of Figure
19 requires a slightly lower MI value for achieving con-
vergence than the previous one. For example, where we
have I(˜ bπ(1)),I(˜ bπ(2)),I(˜ bπ(3))={0.15,0.15,0.17},t h e
additional MI required is Ith(4) = 0.66 in Figure 19, which is
slightly lower than the previous value of Ith(4) = 0.67, corre-
sponding to I(˜ bπ(1)),I(˜ bπ(2)),I(˜ bπ(3))={0.15,0.15,0.16}.
This implies that the investigation of each new threshold
test may commence from the value of the previous one, in
decremental steps of 0.01. Statistically speaking, only two or
three steps are required for determining the additional MI that
yields an open EXIT tunnel.
3) Storage Requirements of the LUT: Based on the above
LUT structure and training process, Table V shows the number
of entries for T2 to T7 sub-tables of the LUT for different step-
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TABLE V
THE NUMBER OF ENTRIES FOR6 SUB-TABLES OF THE LUT FOR THE
STEP-SIZESOF0.01, 0.05 AND 0.1.
T2 T3 T4 T5 T6 T7
G=0.01 71 1261 13337 95388 508767 2159981
G=0.05 16 80 264 602 1108 1752
G=0.1 9 32 70 110 137 164
Observe from Table V that the total number of entries
is signiﬁcantly reduced for the step-size of G =0 .1 in
comparison to 0.01. Our simulation results not included
here owing to space-limitation demonstrated that the PLR,
throughput and complexity curves of G =0 .01,0.05 and
0.1 recorded for the LUT based DI aided MCTC HARQ
are almost identical. Therefore, G =0 .1 is the best choice
for the LUT, since it requires the minimum storage. When
designing T2, T3, T4 and T5 with the step-size of 0.1 for our
later simulations to be detailed in Section V-B5 and supporting
R =6IR transmissions, only 212 MI thresholds have to be
stored in these four sub-tables of the LUT. The complexity of
the associated multiple-dimensional interpolation includes at
most 16 memory accesses and 15 simple linear interpolations.
Furthermore, if the LUT has to support more than R =6IR
transmissions, e.g. R =8 , we may combine T2, T3 having
G =0 .01 with T4 to T7 also having G =0 .1 in order to
strike a trade-off between the memory requirements and the
multi-dimensional interpolation cost.
4) Idiff for short packets: Satisfying the condition of
I(˜ bπ(r)) ≤ Ith(r) cannot always provide a sufﬁciently reliable
judgement of whether the trajectory can or cannot navigate
through the EXIT tunnel to the (1,1) point. This is, be-
cause for short packets the trajectory may sometimes navigate
through the tunnel that is marginally closed and vice versa
[75]. Since our primary objective is to approach the maximum
possible throughput, rather than waiting for the EXIT tunnel to
open, it is desirable to allow iterative decoding to commence,
even if the tunnel is marginally closed, especially when the
packet length is short. This is achieved by modifying the
threshold test according to I(˜ bπ(r)) ≤ Ith(r) − Idiff,a s
seen in the ﬂow chart of Figure 16, where Idiff is chosen to
be the appropriate MI ‘safety margin’ for the speciﬁc packet
length. More particularly, if Idiff is chosen to be too high,
then iterative decoding might commence at too low MI values,
when there is no chance for the trajectory to navigate through
the tunnel, hence unnecessarily increasing the complexity.
By contrast, if Idiff is chosen to be too low, then iterative
decoding will be deferred, even when there is a fair chance
for the trajectory to navigate through the ‘just’ closed tunnel.
This may potentially reduce the throughput. For this reason,
the appropriate values for Idiff for a range of packet lengths
may be pre-determined by off-line simulations.
5) DI performance: In this section, we evaluate the PLR,
throughput and complexity of our proposed MCTC HARQ
scheme relying on the proposed ES and LUT based DI
strategy. This was achieved by simulating the transmission
of a statistically relevant number of packets over a BPSK-
modulated quasi-static Rayleigh fading channel. We also apply
the proposed ES and LUT based DI strategy to Souza’s sys-
TABLE VI
THE SIMULATION PARAMETERS FOR COMPARING THE PLR, THROUGHPUT
AND COMPLEXITY PERFORMANCE WITH AND WITHOUT THE DI
STRATEGY FOR MCTC AIDED HARQ, SOUZA’S SYSTEMATICTCTC
AIDED HARQ AND LETHARQ SCHEMES.
Retry Limit 6
Packet Length 48-bit, 480-bit, 4800-bit
Stopping Strategy ES
Tconv see Table VII
Tdump 0.99 for 48-bit packet length
0.999 for 480-bit, 4800-bit
Deferred Iteration with (or)
without
LUT step-size 0.1
Idiff see Table VIII
Modulation Scheme BPSK
Channel Type quasi-static Rayleigh fading
TABLE VII
THE PREFERREDTconv VALUES FOR48, 480 AND4800 BITS PACKET
LENGTHS WHICH IS FOUND BY THE SIMILAR OFFLINE TRAINING IN
SECTIONIV, WHEN THE ES STRATEGY IS EQUIPPED AND THE ALLOWED
THROUGHPUT LOSS IS LESS THAN0.005.
48 bits 480 bits 4800 bits
MCTC HARQ 0.018 0.011 0.005
Souza’s HARQ 0.15 0.125 0.06
LTE HARQ 0.058 0.048 0.036
tematic TCTC HARQ [67] and to the LTE system’s systematic
TCTC HARQ [70], both of which were detailed in Section III.
These three HARQ schemes are used as our benchmarkers.
The simulation parameters are summarized in Table VI.
The appropriate Idiff values were selected for these packet
lengths in order to limit the maximum normalized throughput
loss imposed by the DI strategy to be as low as 0.003.
Table VIII shows the preferred Idiff values for the three
HARQ schemes considered. Observe from Table VIII that
for Souza’s HARQ scheme, the preferred Idiff values are all
zeros, regardless of how short the packet length is. This is
because the determination of the EXIT tunnel’s open/closed
state only starts after the third transmission, and because in
practice we seldom have a ‘just’ open or ‘just’ closed EXIT
tunnel.
Figure 20 shows the complexity versus SNR performance
for the three HARQ schemes both with and without the
DI strategy of Figure 16. As shown in Figure 20, the
‘MCTC,ES+DI’ HARQ scheme offers complexity reductions
of approximately 10%, 20% and 20% for the packet lengths
of 48, 480 and 4800 bits respectively, when compared to the
‘MCTC,ES’ scheme. However, when the LUT based DI is
applied to Souza’s systematic TCTC HARQ, the complexity
reductions become about 35%, 32% and 30% for the 48,
480 and 4800-bit packet lengths, since Souza’s scheme [67]
only relied on the ES strategy. Furthermore, the ‘LTE,ES+DI’
arrangement achieved the highest complexity reductions of up
to 50% for all three packet lengths, since the LTE HARQ
scheme activates the turbo decoding right away after the ﬁrst
transmission. The LUT-based DI aided MCTC HARQ scheme
shows the lowest complexity among all HARQ schemes.
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TABLE VIII
THE PREFERREDIdiff VALUES FOR48, 480 AND 4800 BITS PACKET
LENGTHS, WHEN THE ALLOWED MAXIMUM THROUGHPUT LOSS IS 0.003.
48 bits 480 bits 4800 bits
MCTC HARQ 0.08 0.01 0.0
Souza’s HARQ 0.0 0.0 0.0



























































































Fig. 20. Complexity versus the quasi-static Rayleigh fading channel SNR
for message packets of length a) 48 bits, b) 480 bits and c) 4800 bits.
the PLR and throughput performances, which are similar,
regardless of which turbo HARQ scheme is used and whether
the DI is employed, for all the three packet lengths considered.
Nonetheless, there is one exception, where the throughput of























































































































































Fig. 21. PLR and throughput versus the quasi-static Rayleigh fading channel
SNR for message packets of length a) 48 bits, b) 480 bits and c) 4800 bits.
The dashed line represents the DCMC capacity.
of the other two HARQ schemes, namely at high SNRs1.
This is because many packets may be successfully received
after the ﬁrst transmission attempt by the other two HARQ
schemes, while in the LTE HARQ scheme, a minimum of
two transmissions are needed for recovering the source packet.
Furthermore, the dashed curve seen in Figure 21 reveals the
gap between the DCMC capacity and the throughput that these
three HARQ schemes can achieve.
1In our simulations, the LTE HARQ has been implemented without the
aid of other schemes speciﬁed in the LTE standard, for example the adaptive
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VI. CONCLUSIONS
HARQ schemes constitute efﬁcient means of enhancing
the transmission reliability of communication networks. When
turbo codes are combined with HARQ, the achieved through-
put may be signiﬁcantly improved due to their near-capacity
performance. However, the complexity of turbo coded HARQ
schemes becomes a critical issue, since iterative decoding
may be performed following each transmission. Observe from
the expression of Complexity =2 m · K that the memory
length of the polynomial m has an exponential impact on
the complexity. Therefore, the lowest-memory m =1poly-
nomial (2,3)o becomes the best potential choice for low-
complexity HARQ schemes. In this paper, MCTCs have been
demonstrated to attain the desirable performance based on this
(2,3)o minimum-memory polynomial. We also considered the
impact of the other complexity related factor, namely that of
K in order to reduce the complexity of MCTC aided HARQ
schemes.
Two complexity reduction strategies have been proposed.
The ES strategy of Figure 16 may curtail the iterative decoding
process after each transmission attempt, depending on the MI
increment provided. By contrast, the DI strategy delays the
commencement of iterative decoding until sufﬁcient MI has
been received for ensuring successful decoding convergence.
More speciﬁcally, the ES strategy introduces two stopping
thresholds, namely Tdump and Tconv of Figure 16 which
were determined by an ofﬂine training process. Based on
the thresholds found by the ofﬂine training, the simulation
results have shown that the proposed ES strategy is capable
of reducing the complexity by as much as 85% compared to
Souza’s systematic TCTC aided HARQ scheme using a ﬁxed
number of 10 BCJR operations, which was achieved without
degrading the PLR and throughput performance.
The DI strategy of Figure 16 defers the commencement of
iterations by estimating the emergence of an open EXIT tunnel
in the i-component MCTC decoder, which is constructed
for all i received replicas by the ith transmission. This led
to the creation of the LUT seen in Figure 19 for storing
the MI thresholds for all possible combinations of received
MIs. We conceived an efﬁcient LUT structure and employed
multiple-dimensional linear interpolation for minimizing the
storage requirements. Then, an efﬁcient training process was
proposed for generating the LUT of MCTC HARQ schemes.
The resultant LUT associated with the step size of G =0 .1
only has a few hundred rows for all T2, T3, ···, T7 sub-tables.
The simulation results revealed that the DI strategy of Figure
16 is capable of further reducing the complexity imposed by
as much as 10% to 50%, yet maintaining a nearly unaffected
PLR and throughput performance.
In this paper, the simulations characterizing our ES and DI
strategies were based on the assumption of BPSK modulation
and a quasi-static channel. However, an attractive performance
may be expected both for arbitrary modulation schemes and
for arbitrary channels, since both the ES and DI strategies
exploit the MI, which can be calculated regardless of the
speciﬁc modulation schemes and channel types. For example,
the received MIs may be {0.15,0.15,0.16,0.17} during four
consecutive transmissions, which have similar MIs for trans-
missions over a Rician slow fading channel. The threshold MI
corresponding to the previous three MIs of {0.15,0.15,0.16}
is 0.68. According to our DI strategy, using the condition of
0.17 < 0.68 suggests that we expect a closed EXIT tunnel for
these four transmissions.
Furthermore, the implementation of our ES and DI strate-
gies based on the MCTCs requires a modest amount of extra
storage and additional calculations, such as for example, more
interleaving operations, the calculations of MI and the storage
of the LUT. However, they impose a lower complexity than
the recursive calculations required for the BCJR decoder. The
complexity reductions become especially signiﬁcant, when the
packet length N is high.
Although the ES and DI strategies were invoked in the
context of MCTC aided HARQ schemes in this paper, both
of them are general concepts. They may be extended into
arbitrary scenarios employing turbo codes. For example, co-
operative relay networks relying on distributed turbo codes
may adopt the ES and DI strategies for improving their power
efﬁciency.
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