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Parabolic orbits in Celestial Mechanics:
a functional-analytic approach
Alberto Boscaggin, Walter Dambrosio, Guglielmo Feltrin and Susanna Terracini
Abstract
We prove the existence of half-entire parabolic solutions, asymptotic to a prescribed central
configuration, for the equation
ẍ = ∇U(x) + ∇W (t, x), x ∈ Rd,
where d  2, U is a positive and positively homogeneous potential with homogeneity degree −α
with α ∈ ]0, 2[, and W is a (possibly time-dependent) lower order term, for |x| → +∞, with
respect to U . The proof relies on a perturbative argument, after an appropriate formulation
of the problem in a suitable functional space. Applications to several problems of Celestial
Mechanics (including the N -centre problem, the N -body problem and the restricted (N + H)-
body problem) are given.
1. Introduction and statement of the main result
In this paper, we are concerned with systems of second-order ODEs of the type
μj ẍj = ∂xjU(x) + ∂xjW (t, x), j = 1, . . . , d, (1.1)
where x = (x1, . . . , xd) ∈ Rd, with d  2, and:
• μ1, . . . , μd > 0;
• U ∈ C3(Σ, ]0,+∞[) is a positively homogeneous potential with homogeneity degree −α
with α ∈ ]0, 2[, where Σ ⊆ Rd \ {0} is an open set such that, if x ∈ Σ and λ > 0, then
λx ∈ Σ;
• W is a lower order term, for |x| → +∞, with respect to U (the precise condition will be
given in the statement of the main result).
In vector notation, equation (1.1) can be written as
ẍ = ∇U(x) + ∇W (t, x), (1.2)




μjxjyj , x, y ∈ Rd. (1.3)
This notation will be used throughout the paper; we will also write |x| =
√
〈x, x〉 for the
associated norm.
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Equation (1.2) is motivated by problems of Celestial Mechanics (having α = 1, by Newton’s
law of gravitation). As a first example, when μj = 1 for every j and U(x) = ν/‖x‖ (here, ‖ · ‖
stands for the Euclidean norm of a d-dimensional vector), (1.2) reduces to the equation
ẍ = − νx‖x‖3 + ∇W (t, x), (1.4)
which can be meant as a (possibly time-dependent) perturbation of the Kepler problem in
the d-dimensional space. For instance, both the classical N -centre problem and the elliptic
restricted three-body problem can be written in this form, with W (t, x) = W (x) in the former
case and W (t, x) periodic in time in the latter one (cf. Section 6.2) As a further application,
we can take d = kN (with k,N  2),
(μ1, . . . , μd) = (
k times︷ ︸︸ ︷







, x = (q1, . . . , qN ), with qi ∈ Rk,









W (t, q1, . . . , qN ), i = 1, . . . , N, (1.5)
that is, a perturbation of the classical N -body problem in the k-dimensional space (cf. Sec-
tion 6.1). Incidentally, notice that in such a case the potential U is defined only when
qi 
= qj for every i 
= j, so that Σ  RkN \ {0}. More general situations could also be treated
(cf. Section 6.3).
Our interest is in constructing half-entire solutions x : [0,+∞[ → Rd to (1.2) approaching
infinity with zero velocity, namely
lim
t→+∞ |x(t)| = +∞ and limt→+∞ ẋ(t) = 0.
Throughout the paper, we will call such solutions parabolic, according to the terminology used
by Chazy in its pioneering paper [9] investigating all the possible final states for a three-body
problem as time goes to infinity. Incidentally, let us notice that, in the elementary case of the
unperturbed Kepler problem (that is, equation (1.4) with W = 0) such solutions indeed lie on
Keplerian parabolas.
In the last decades, parabolic orbits for various equations of Celestial Mechanics have been
investigated by many authors, from different point of views. For the circular restricted three
body-problem, their existence was first proved by proved by McGehee [19] via Dynamical
Systems techniques: indeed, via a suitable change of variables, ‘infinity’ (with zero velocity)
can be regarded as a fixed point of a suitable Poincaré map, so that tools from the topological
theory of invariant manifolds apply (see [1] for an updated bibliography about this line of
research). More recent contributions deal with the existence of parabolic solutions for N -
centre and N -body problems [2, 4–7, 11, 18, 23–26], often in connection with the scattering
problem. Generally speaking, the interest for this kind of orbits mainly comes from the fact
that, in spite of the natural intrinsic instability, they can be used as carriers from different
regions of the configuration space and, eventually, as building blocks in the construction of
solutions with chaotic behaviour (see [13, 27] and the references therein). Moreover, parabolic
solutions are known to provide precious information on the behaviour of general solutions
near collisions [10, 20, 22]; finally, they play a role in the applications of weak KAM theory
to Celestial Mechanics and can be used to construct weak KAM solutions of the associated
Hamilton–Jacobi equation [12, 17].
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In more details, here we focus on the possibility of constructing a parabolic orbit starting from
a prescribed configuration x0 ∈ Rd at t = 0 and having a prescribed asymptotic direction, that
is, limt→+∞ x(t)/|x(t)| = ξ+. Incidentally, let us recall that, under quite general assumptions
(cf. [5, 10, 26]), whenever this limit exists, then ξ+ must be a (normalized) central
configuration of the potential U . In the case of the N -body problem (that is, equation
(1.5) with W = 0), such an issue has been addressed in the pioneering paper by Maderna
and Venturelli [18]. More precisely, they constructed, with variational arguments, parabolic
solutions starting from an arbitrary configuration and approaching, at infinity, any prescribed
minimizing central configuration. Such solutions, having infinite action, were obtained as
limits of solutions of approximating two-point boundary value problems; the existence of
the approximate solutions was ensured by the direct method of the Calculus of Variations
(together with Marchal’s lemma), while delicate action level estimates, strongly relying on
the homogeneity of the N -body problem, were then used to show the convergence to a limit
solution and its parabolicity.
In this paper, we are going to prove a perturbative version of this result (meaning that
the starting configuration will not be arbitrary, but rather on a conic neighbourhood of the
central configuration), which, however, enhances it as for two different aspects. First, the
minimality of the central configuration will not be assumed; instead, it will be replaced by a
spectral condition introduced in the paper by Barutello and Secchi [3] and later extensively
explored in [2]. Second, our result will be valid not only for the N -body problem, but in the
much more general setting of equation (1.2). In this regard, the fact the perturbation term
W is allowed to be time-dependent has substantial consequences, this being indeed, as well
known, the source of a more complex dynamics. For instance, while for autonomous problem
(for example, N -body, N -centre) parabolic solutions to (1.2) exiting a large ball are forced
to go to infinity (as a consequence of the Lagrange–Jacobi inequality, see [10, p. 94] and [7,
Lemma 2.1]), when W depends explicitly on time solutions with oscillatory behavior (that is,
lim inft→+∞ |x(t)| < lim supt→+∞ |x(t)| = +∞) shadowing parabolic orbits may exist (see [13,
14, 16] and the references therein). For these reasons, it seems to be a hard task to construct
parabolic solutions via an approximation argument similar to the one in [18] and we will indeed
follow a completely different approach.
To state our result precisely, we introduce the so-called inertia ellipsoid
E =
{
x ∈ Rd : |x| = 1
}
and we set
U = U |E .
As usual, we say that ξ+ ∈ E is a (normalized) central configuration if it is a critical point of
U . With this in mind, the Barutello–Secchi spectral condition reads as follows:





where ∇2 is the Hessian matrix of the function U with respect to the metric (1.3) (hence,
∇2 = M−1D2, where D2 denotes the Hessian with respect to the Euclidean metric and M =
diag(μ1, . . . , μd)). Note that when ξ+ is a minimizing central configuration (that is, a global
minimum of U), then the (BS)-condition is of course satisfied.
We finally define, for R > 0 and η ∈ ]0, 1[, the set
T (ξ+, R, η) =
{
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Our main result is the following (see the end of this introduction for some clarification about
the notation used).
Theorem 1.1. Let d ∈ N, with d  2, and let μ1, . . . , μd > 0. Let U ∈ C3(Σ, ]0,+∞[) be
a −α-homogeneous potential, with α ∈ ]0, 2[, and let ξ+ ∈ E be a central configuration for U
satisfying the (BS)-condition. Finally, let W ∈ C2([0,+∞[ × T (ξ+, R, η)) for some R > 0 and
η ∈ ]0, 1[ satisfy





for |x| → +∞, uniformly in t, for some β such that 4β − 3α > 2. Then, there exist R′  R and
η′ ∈ [η, 1[ such that T (ξ+, R′, η′) ⊆ Σ and for every x0 ∈ T (ξ+, R′, η′) there exists a parabolic











In order to prove Theorem 1.1, we face the problem from a functional analytical point of
view, applying the implicit function theorem in a suitable space of functions defined on the half
line: the required non-degeneracy will be ensured via the use of an Hardy-type inequality [15].
As a consequence, our parabolic solutions turn out to be local minimizers of a renormalized
action functional, in the sense of Remark 5.2; this variational characterization makes these
orbits suitable for the analysis of their Maslov indices as in [2].
Our proof can be roughly described as follows. The crucial idea is to look for solutions to
(1.2) having the form
x(t) = x0(t + λ) + uλ(t),
where λ > 0 is a (large) parameter, x0 is the homotethic parabolic solution with direction ξ+ of
the unperturbed problem ẍ = ∇U(x) (that is, x0(t) = ωt
2
α+2 ξ+) and uλ is a perturbation term,
lying in a suitable functional space X. Quite unexpectedly, a proper choice of X can be made
(essentially, X is a space of functions with L2-weak derivative, see Section 3 for more details), in
order for the problem in the new unknown uλ to have a standard variational structure (despite
the equation being considered on a non-compact time interval) and for x(t) = x0(t + λ) + uλ(t)
to satisfy the desired asymptotic properties (namely, ẋ(t) → 0 and x(t)/|x(t)| → ξ+) whenever
uλ ∈ X is a solution. Even more, the problem for uλ can be solved by elementary perturbation
arguments: essentially, taking λ → +∞ equation (1.2) reduces to the unperturbed problem
ẍ = ∇U(x) and, due to the validity of a Hardy-type inequality in X, the implicit function
theorem can be easily applied. Of course, a major drawback of this procedure lies in its purely
perturbative nature: as a consequence, in Theorem 1.1 we need to assume that the initial
condition x0 lies in the set T (ξ+, R′, η′) defined in (1.6), for suitable R′ and η′.
In a forthcoming paper by Boscaggin, Dambrosio, Feltrin and Terracini, we will show how
to use Theorem 1.1 as a tool in the search of entire parabolic and capture solutions in the
restricted (N + 1)-body problem.
The plan of the paper is the following. In Section 2, we collect some simple preliminary
formulas concerning positively homogeneous potentials and their central configurations. In
Section 3, we give the definition of the functional space X = D1,20 (t0,+∞), and we present
some of its properties. In Section 4, we describe in more detail the general strategy (just very
briefly sketched in the above discussion), so as to provide an outline of the proof of Theorem 1.1;
the complete proof is then given in Section 5. Finally, in Section 6 we discuss some applications
of the main result to problems of Celestial Mechanics.
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We end this introductory part by presenting some symbols and some notation used in the
present paper. As already mentioned, by 〈·, ·〉 and | · |, we mean the mass scalar product (1.3)
in Rd and the associated norm, respectively. Accordingly, ∇ and ∇2 denotes the gradient and
the Hessian matrix of a function with respect to this metric. The symbol | · | is used also for
the operator norm of a matrix A ∈ Rd×d, that is, |A| = sup|x|1 |Ax|.
2. Preliminaries on homogeneous functions and central configurations
In this section, we recall some well-known facts concerning positively homogeneous potentials
and the related central configurations.
Let Σ ⊆ Rd be an open set such that λx ∈ Σ for every x ∈ Σ and λ > 0. Let U : Σ → R be
a positively homogeneous function of degree −α < 0, namely
U(λx) = λ−αU(x), for every x ∈ Σ and λ > 0. (2.1)
Throughout this section, we assume that U is of class C2. By differentiating (2.1) with respect
to λ, we have
〈∇U(λx), x〉 = −αλ−α−1U(x), for every x ∈ Σ and λ > 0,
and so, for λ = 1 we obtain the Euler’s homogeneous function formula
〈∇U(x), x〉 = −αU(x), for every x ∈ Σ. (2.2)
By differentiating (2.1) with respect to x and dividing by λ, we deduce
∇U(λx) = λ−α−1∇U(x), for every x ∈ Σ and λ > 0,
and, by differentiating again,
∇2U(λx) = λ−α−2∇2U(x), for every x ∈ Σ and λ > 0.
These two formulas mean that ∇U and ∇2U are positively homogeneous functions of degrees
−α− 1 and −α− 2, respectively.
By differentiating (2.2) with respect to x, we obtain
∇2U(x)x + ∇U(x) = −α∇U(x), for every x ∈ Σ,
and so
∇2U(x)x = −(α + 1)∇U(x), for every x ∈ Σ. (2.3)
Let ξ+ ∈ E be a (normalized) central configuration. From (2.2) we deduce that
〈∇U(ξ+), ξ+〉 = −αU(ξ+) and, as a consequence of the Lagrange multipliers theorem, we have
∇U(ξ+) = −αU(ξ+)ξ+. (2.4)
By using (2.4) in (2.3), we infer that
∇2U(ξ+)ξ+ = α(α + 1)U(ξ+)ξ+. (2.5)
Formula (2.5) will have a crucial role in Section 5.2.
3. The space D1,20 (t0,+∞)
As described in the introduction, a crucial role in our proof is played by the choice of
the functional space. Indeed, after some change of variables we will be led to work in the
space D1,20 (t0,+∞), with t0 > 0, defined as the subset of vector-valued continuous functions
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ϕ ∈ C([t0,+∞[) : ϕ(t) =
∫ t
t0
v(s) ds for some v ∈ L2(t0,+∞)
}
.
Readers familiar with the theory of Sobolev spaces (see, for instance, [8, Chapter 8]) will imme-
diately observe that any ϕ ∈ D1,20 (t0,+∞) is differentiable in the sense of distributions, with
ϕ̇ = v; conversely, locally integrable functions with distributional derivatives in L2(t0,+∞)
belong to D1,20 (t0,+∞) as long as ϕ(t0) = 0 (recall that continuity up to t = t0 is automatically
ensured whenever the weak derivative is in Lp(t0,+∞) for some p ∈ [1,+∞]). Let us also
observe that, by the Cauchy–Schwartz inequality, the pointwise estimate
|ϕ(t)|  ‖ϕ̇‖L2
√
t− t0  ‖ϕ̇‖L2
√
t, for every t  t0, (3.1)
holds true, implying that any ϕ ∈ D1,20 (t0,+∞) grows at infinity at most as
√
t. We stress once
more that, in formula (3.1), the symbol | · | stands for the norm coming from the mass scalar
product, and the L2-norm of ϕ̇ has to be meant accordingly.








As a consequence, (3.1) writes as
|ϕ(t)|  ‖ϕ‖
√
t, for every t  t0, (3.3)
implying that ϕn(t) → ϕ(t) uniformly in [t0,K] for any K > t0, whenever ϕn → ϕ in
D1,20 (t0,+∞).
Proposition 3.1. The space D1,20 (t0,+∞) is a Hilbert space containing the set
C∞c (]t0,+∞[) as a dense subspace.








Hence, to prove that D1,20 is a Hilbert space (for the rest of the proof, for briefness we omit the
domain (t0,+∞) since no ambiguity is possible), we just need to show that Cauchy sequences
are convergent. To this end, let us consider a Cauchy sequence (ϕn)n ⊆ D1,20 . By definition of
the norm, it follows that (ϕ̇n)n is a Cauchy sequence in L2; therefore, there exists v ∈ L2 such
that ϕ̇n → v in L2. Setting ϕ(t) =
∫ t
t0
v(s) ds, we clearly have ϕ ∈ D1,20 and ϕn → ϕ in D
1,2
0 ,
thus proving the completeness of D1,20 .
We now show the second part of the statement. Given ϕ ∈ D1,20 , let us take (vn)n ⊆
C∞c (]t0,+∞[) such that vn → ϕ̇ in L2 and define Jn = supp(vn). Setting Tn = sup Jn and taking
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Clearly, ϕn ∈ C∞c (]t0,+∞[); we thus need to show that ϕ̇n → ϕ̇ in L2. To this end, we first
observe that










The first term on the right-hand side converges to ϕ̇ in L2, since
‖γnvn − ϕ̇‖L2  ‖γn(vn − ϕ̇)‖L2 + ‖(γn − 1)ϕ̇‖L2
 ‖γ‖L∞‖vn − ϕ̇‖L2 +
(∫ +∞
t0
|(γn(t) − 1)ϕ̇(t)|2 dt
)1
2
and the integral goes to zero by the dominated convergence theorem. On the other hand, the
second term on the right-hand side of (3.4) goes to zero in L2; indeed, since by the Cauchy–
Schwartz inequality ∣∣∣∣∫ t
t0
vn(s) ds
∣∣∣∣  √Tn ‖vn‖L2 , for every t  t0,




















which goes to zero as n → ∞, since ‖vn‖L2 → ‖ϕ̇‖L2 . 
Remark 3.1. The notation ‘D1,20 ’ is borrowed from the theory of Sobolev spaces for
functions in RN . Indeed, for p ∈ [1, N [ the space D1,p(RN ) is defined as the completion of




p (by the Sobolev–Gagliardo–Nirenberg inequality,
it turns out that D1,p(RN ) ⊂ Lp∗(RN ), with p∗ the Sobolev critical exponent). Proposition 3.1
thus shows that an analogous characterization can be given for D1,20 (t0,+∞) (here, the
subscript 0 has been added to mean that functions vanish for t = t0); however, a more direct
and elementary construction seems to be preferable in the 1-dimensional setting.
As a consequence of Proposition 3.1, we can finally state and prove a further inequality,
showing that D1,20 (t0,+∞) is continuously embedded in a weighted L2-space. Precisely, we
have the following classical Hardy-type inequality (cf. [15]).








Proof. Let us first assume that ϕ ∈ C∞c (]t0,+∞[). In this case, integrating by parts and
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thus proving (3.5). The general case follows from the density of C∞c (]t0,+∞[) in D1,20 (t0,+∞),
proved in Proposition 3.1. 
4. The general strategy
In this section, we give an outline of the proof of Theorem 1.1. Note that, due to the
homogeneity of U and the fact that Σ is an open set, it is not restrictive to suppose that
T (ξ+, R, η) ⊆ cl
(
T (ξ+, R, η)
)
⊆ Σ,
where cl(T (ξ+, R, η)) denotes the closure of T (ξ+, R, η), see the definition (1.6). This will be
implicitly assumed throughout the paper.
4.1. Changing variables
The first step in our proof consists in regarding equation (1.2) as a perturbation at infinity of
the problem
ẍ = ∇U(x), (4.1)
by the introduction of a suitable parameter. This can be done using a scale invariance of the
















and, for every ε > 0, t  t0 and y ∈ T (ξ+, ε
3
2+αR, η), let us set















It is easy to check that, for all x0 ∈ T (ξ+, R, η), a function x : [0,+∞[ → Rd is a solution of










is a solution of the equation
ÿ = ∇U(y) + ∇Wε(t, y), (4.4)
with y(t0) = ε
3
2+α x0. Setting, for t  t0 and y ∈ T (ξ+, ε
3
2+αR, η),
Uε(t, y) = U(y) + Wε(t, y), (4.5)
equation (4.4) reads as
ÿ = ∇Uε(t, y). (4.6)
By the assumptions on W , it is readily checked that Uε can be smoothly extended, when
ε → 0+, to the −α-homogeneous potential
U0(t, y) = U(y) (4.7)
(see the beginning of Section 5.1 for more details). In this way, we can consider equation (4.6)
even when ε = 0, provided that we look for solutions y which are bounded away from the origin.
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We actually look for solutions to (4.6) with a special form. More precisely, denoting by y0
the homothetic parabolic solution of the unperturbed problem (4.1) having direction ξ+, that
is
y0(t) = ω t
2








and fixing a function w ∈ C2([t0,+∞[) satisfying
w(t0) = 1 and w(t) = 0, for every t  t0 + 1, (4.9)
we look for solutions to (4.6) of the form
y(t) = y0(t) + σw(t) + ϕ(t), (4.10)
where σ ∈ Rd is a small parameter and ϕ is the new unknown function. Setting
yσ(t) = y0(t) + σw(t), (4.11)
the equation for ϕ thus becomes the two-parameter equation
ϕ̈ = ∇Uε(t, yσ(t) + ϕ) − ÿσ(t),
which we will write as
ϕ̈ = ∇Kε,σ(t, ϕ) − hε,σ(t), (4.12)
where
hε,σ(t) = ÿσ(t) −∇Uε(t, yσ(t)) (4.13)
and





The crucial point in our approach is that solutions to (4.12) will be required to belong to


















As proved in Section 5.3, by varying ε and σ, a set of the form T (ξ+, R′, η′) is thus covered.
Moreover, and more remarkably, due to the fact that ϕ ∈ D1,20 (t0,+∞) is a lower order term,
for t → +∞, with respect to y0 (since α < 2), we will prove (see again Section 5.3) that the
behaviour of x at infinity is similar to the one of y0: in particular, x is a parabolic solution of
(1.2) asymptotic to the central configuration ξ+.
4.2. A perturbation argument
In order to find solutions ϕ ∈ D1,20 (t0,+∞) to equation (4.12), we use a perturbative approach:
more precisely, being ϕ ≡ 0 a solution to (4.12) for ε = 0 and σ = 0, solutions for ε and σ small
enough will be found by an application of the implicit function theorem.
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It will be proved (see Proposition 5.1) that, when ε and σ are small enough, such a functional
is well defined and of class C2 on a suitable neighbourhood of the origin in D1,20 (t0,+∞) and
that the three-variable function




is continuous and has a continuous differential with respect to ϕ (here, the symbol(
D1,20 (t0,+∞)
)∗
denotes the dual space of D1,20 (t0,+∞)). By the implicit function theorem,
the equation
dAε,σ(ϕ) = 0
can thus be solved with respect to ϕ, for ε and σ small enough, whenever
DϕF (0, 0, 0) = d2A0,0(0)
is invertible. We will see that this is actually the case (see (5.31) and Proposition 5.2), thus
providing critical points ϕ = ϕ(ε, σ) of Aε,σ(ϕ) and, eventually, solutions to equation (4.12)
belonging to the space D1,20 (t0,+∞).
5. Proof of Theorem 1.1
In this section, we give the proof of Theorem 1.1. More precisely, in Section 5.1 we establish
some preliminary estimates, while in Section 5.2 we illustrate the perturbation argument. The
proof will be finally described in Section 5.3.
Remark 5.1. By a careful inspection of the proof, one could check that it is sufficient to
assume that W is only continuous with respect to time.
5.1. Preliminary estimates
Before starting with the proof, we first observe that, from assumption (1.7), we can fix a
constant C > 0 such that
|W (t, x)|  C|x|β , for every (t, x) ∈ [0,+∞[ × T (ξ
+, R, η),
|∇W (t, x)|  C|x|β+1 , for every (t, x) ∈ [0,+∞[ × T (ξ
+, R, η),
|∇2W (t, x)|  C|x|β+2 , for every (t, x) ∈ [0,+∞[ × T (ξ
+, R, η).

























By the −α-homogeneity of U , the fact that U(x) = |x|−α U(x/|x|) for all x ∈
cl
(
T (ξ+, R, η)
)
⊆ Σ, together with similar equalities for ∇U and ∇2U , leads to the following




|x|α , for every x ∈ T (ξ
+, R, η), (5.4)
|∇U(x)|  C
′
|x|α+1 , for every x ∈ T (ξ
+, R, η), (5.5)
|∇2U(x)|  C
′
|x|α+2 , for every x ∈ T (ξ
+, R, η), (5.6)
where C ′ > 0 is a suitable constant. Recalling the definitions of Uε in (4.5) and of U0 in (4.7),
from conditions (5.4), (5.5), (5.6) and the fact that α < β, we find C ′′ > 0 such that, for every
ε ∈ [0, 1[,
|Uε(t, y)| 
C ′′




|y|α+1 , for every (t, y) ∈ [t0,+∞[ × T (ξ
+, R, η), (5.7)
|∇2Uε(t, y)| 
C ′′
|y|α+2 , for every (t, y) ∈ [t0,+∞[ × T (ξ
+, R, η). (5.8)
Let us notice that from (5.1), (5.2), (5.3) and the fact that α < β it easily follows that
Uε(t, y) → U(y), as ε → 0+, (5.9)
where the above convergence is meant in the sense that Uε(t, y) → U(y) and ∇iUε(t, y) →
∇iU(y), for i = 1, 2, uniformly in [t0,+∞[ × T (ξ+, R, η).
We are now ready to start with the proof. As a first step, we are going to fix some constants;









where the function w is as in (4.9). Accordingly, we define the sets
Br =
{




ϕ ∈ D1,20 (t0,+∞) : ‖ϕ‖ < ρ
}
.
Then, recalling the definition of yσ given in (4.11), we have the following preliminary result.
Lemma 5.1. For every σ ∈ Br and for every ϕ ∈ Ωρ, the following estimates hold true:
















, for every t  t0. (5.11)
Proof. Using (3.3) we have
|yσ(t) + ϕ(t)|  |y0(t)| − |σw(t)| − |ϕ(t)|
 t 2α+2
(
ω − |σ| max
t∈[t0,t0+1]
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α+2 + σ〈w(t), ξ+〉 + 〈ϕ(t), ξ+〉



































for every t  t0, where the last inequality follows from the fact that
|σ| max
t∈[t0,t0+1]
|w(t)| + ‖ϕ‖ < r max
t∈[t0,t0+1]
|w(t)| + ρ = ω
2
.
Therefore, (5.11) is proved. 
Note in particular that, by assumption (4.2), for every σ ∈ Br and for every ϕ ∈ Ωρ, it holds




> η, for every t  t0,
so that the functions hε,σ and Kε,σ (see (4.13) and (4.14)) are well-defined for ε ∈ [0, 1[. In
particular, due to (5.9), the definitions are meaningful also when ε = 0.
Our next two lemmas give some estimates for hε,σ and Kε,σ.
Lemma 5.2. There exists Ch > 0 such that, for every ε ∈ [0, 1[ and σ ∈ Br,
|hε,σ(t)|  Ch t−
2(β+1)
α+2 , for every t  t0. (5.12)
Proof. In order to prove (5.12), we first suppose that t ∈ [t0, t0 + 1]; notice that in this case
we just need to show that maxt∈[t0,t0+1] |hε,σ(t)| is bounded, independently of ε and σ. This
is easily checked: indeed, on one hand by construction yσ → y0 in C2([t0, t0 + 1]) as σ → 0; on
the other hand, since |yσ(t)| > R, we have that ∇Uε(t, yσ(t)) is bounded, uniformly in ε and
σ, by (5.7).
We now suppose that t  t0 + 1; in this case, recalling that yσ(t) = y0(t), we find
hε,σ(t) = ÿ0(t) −∇Uε(t, y0(t)) = −∇Wε(t, y0(t)),
for every t  t0 + 1, and the conclusion follows by (5.2). 
Lemma 5.3. There exists CK > 0 such that, for every ε ∈ [0, 1[, σ ∈ Br and ϕ ∈ Ωρ, the








, for every t  t0, (5.14)




, for every t  t0. (5.15)
Proof. We have
∇Kε,σ(t, ϕ(t)) = ∇Uε(t, yσ(t) + ϕ(t)) −∇Uε(t, yσ(t))
and
∇2Kε,σ(t, ϕ(t)) = ∇2Uε(t, yσ(t) + ϕ(t))








, for every t  t0. (5.16)
Combining (5.8) with (5.16), (5.15) plainly follows. To prove (5.14), we note that ∇Kε,σ(t, 0) ≡










for every t  t0. Hence, (5.14) directly follows from (5.15) (with sϕ in place of ϕ). In an
analogous way (using Kε,σ(t, 0) ≡ 0), we obtain (5.13) from (5.14). 
5.2. The implicit function argument
In this section, we provide the details of the implicit function argument. To this end, we start by
recalling the definition of the action functional Aε,σ given in (4.16); note that we now assume
σ ∈ Br and ϕ ∈ Ωρ so that all the integrands are well defined.
Proposition 5.1. For every ε ∈ [0, 1[ and σ ∈ Br, the action functional Aε,σ is of class C2




























for every ψ, ζ ∈ D1,20 (t0,+∞). Moreover, the three-variable function




, F (ε, σ, ϕ) = dAε,σ(ϕ),
is continuous and its differential DϕF is continuous.
Proof. We split the action functional as
Aε,σ(ϕ) = A1(ϕ) + A2ε,σ(ϕ) + A3ε,σ(ϕ), (5.17)











and we investigate each term separately.
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The continuity with respect to the parameters ε and σ is obvious, since they do not appear in
the above expressions.










2(α+2) dt < +∞,







dt and d2A3ε,σ(ϕ)[ψ, ζ] = 0.
The only thing to check is the continuity of the map (ε, σ, ϕ) → dA3ε,σ(ϕ). Precisely, since
dA3ε,σ(ϕ) does not depend on ϕ, we need to verify that





hεn,σn(t) − hε,σ(t), ψ(t)
〉
dt
∣∣∣∣ → 0. (5.18)








































We then conclude, using the dominated convergence theorem: indeed, it is easily checked
that hεn,σn(t) → hε,σ(t) pointwise and the integrand is bounded by the integrable function
4C2h t
− 2(2β−α)α+2 (recall that 4β − 3α > 2), by (5.12).
We finally deal with the (nonlinear) term A2ε,σ. Incidentally, observe that the integral is well
defined, as it can be seen by combining (5.13) with (3.5).







dt, ψ ∈ D1,20 (t0,+∞), (5.20)







dt, ψ, ζ ∈ D1,20 (t0,+∞). (5.21)
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Note that Lε,σ,ϕ and Bε,σ,ϕ are actually well defined and continuous: indeed, using (5.14)























An analogous argument works for Bε,σ,ϕ (using (5.15)).
We now prove that the functions (ε, σ, ϕ) → Lε,σ,ϕ and (ε, σ, ϕ) → Bε,σ,ϕ are continuous as
functions with values in the space of linear and bilinear forms on D1,20 (t0,+∞), respectively,
that is,
(εn, σn, ϕn) → (ε, σ, ϕ) ⇒ sup
‖ψ‖1
|Lεn,σn,ϕn [ψ] − Lε,σ,ϕ[ψ]| → 0 (5.22)
and
(εn, σn, ϕn) → (ε, σ, ϕ) ⇒ sup
‖ψ‖1
‖ζ‖1
|Bεn,σn,ϕn [ψ, ζ] −Bε,σ,ϕ[ψ, ζ]| → 0. (5.23)
We start with (5.22). Arguing as in (5.19), we find
sup
‖ψ‖1
|Lεn,σn,ϕn [ψ] − Lε,σ,ϕ[ψ]|  2
(∫ +∞
t0




We are going to show that the integral goes to zero, using the dominated convergence theorem.
To this end, we first observe that the integrand goes to zero pointwise, since ϕn → ϕ in
D1,20 (t0,+∞) implies uniform convergence on compact sets (recall the inequality (3.3)). To
prove that the integrand is L1-bounded, we use (5.14) and elementary inequalities so as to
obtain

















for every t  t0. By Hardy inequality (3.5), the first term on the right-hand side is in L1; on
the other hand, again by Hardy inequality, the second term goes to zero in L1 and thus, up
to a subsequence, is L1-dominated. Hence, the dominated convergence theorem applies along
a subsequence and a standard argument yields the conclusion for the original sequence.
We now prove (5.23); this will require a more careful analysis. Recalling the definition of












∣∣∣∣ → 0 (5.24)













∣∣∣∣ → 0, (5.25)
as (εn, σn, ϕn) → (ε, σ, ϕ).
We first deal with (5.24). Preliminarily, we observe that, denoting by zn,λ(t) a generic point
along the segment joining yσ(t) + ϕ(t) with yσn(t) + ϕn(t), that is, for λ ∈ [0, 1] and t  t0,
zn,λ(t) = yσ(t) + ϕ(t) + λ
(









α+2 , for every t  t0, (5.26)
holds true, when n is large enough. Indeed, using (5.10) and (3.3) (for ϕn − ϕ), we obtain





− |σn − σ| max
t∈[1,2]








− |σn − σ| max
t∈[1,2]
|w(t)| − ‖ϕn − ϕ‖
)
,
for every t  t0, whence the conclusion when n is large enough. In particular, we have that
zn,λ(t) ∈ T (ξ+, R/2, η) ⊆ Σ for every t  t0, when n is large enough. Therefore, we can use the
mean value theorem to obtain






|yσn(t) − yσ(t)| + |ϕn(t) − ϕ(t))|
)
,
for every t  t0, where C̃ > 0 is a suitable constant. Using the fact that
∂3ijkU(y) = O(|y|−α−3), as |y| → +∞, y ∈ T (ξ+, R/2, η)
for every i, j, k ∈ {1, . . . , d}, due to the homogeneity of U (compare with (5.4), (5.5), (5.6)),
together with (5.26) and (3.3), we thus deduce the existence of Ĉ > 0 such that





|σn − σ| max
t∈[1,2]

























|σn − σ| max
t∈[1,2]






















which goes to zero as n → ∞ (since α < 2).
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t|∇2Wεn(t, yσn(t) + ϕn(t)) −∇2Wε(t, yσ(t) + ϕ(t))|dt.
We are going to show that the integral goes to zero, using the dominated convergence theorem.
The pointwise convergence of the integrand follows from ϕn → ϕ in D1,20 (t0,+∞); on the other
hand, the L1-bound follows from (5.3) together with the estimate (5.10).
We finally claim that the linear form Lε,σ,ϕ defined in (5.20) and the bilinear form Bε,σ,ϕ
defined in (5.21) are, respectively, the first and second Gateaux differential of A2ε,σ at the point




































∇Kε,σ(t, ϕ(t) + sϑψ(t)) −∇Kε,σ(t, ϕ(t))
)
ds,








dt = 0. (5.30)























for every t  t0. By Hardy inequality (3.5), the right-hand side is an L1-function; therefore the
dominated convergence theorem applies yielding (5.30).
















∇2Kε,σ(t, ϕ(t) + sϑψ(t)) −∇2Kε,σ(t, ϕ(t))
)
ds.
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and we can thus conclude by showing that the function t|Gϑ(t)| is L1-bounded. To this end,













∇2Wε(t, yσ(t) + ϕ(t) + sϑψ(t)) −∇2Wε(t, yσ(t) + ϕ(t))
)
ds.
Arguing exactly as in the proof of (5.27) (with σn = σ and ϕ + sϑψ in place of ϕn), we find
on one hand that, when |ϑ| is small enough,∣∣∣∣∫ 1
0
(
∇2U(yσ(t) + ϕ(t) + sϑψ(t)) −∇2U(yσ(t) + ϕ(t))
)
ds
∣∣∣∣  C̃t− 2(α+3)α+2 ‖ψ‖t 12 ,
for every t  t0. On the other hand, using twice (5.10) (the first time with ϕ + sϑψ in place of
ϕ) together with (5.3) we find a constant Č > 0 such that, when |ϑ| is small enough,∣∣∣∣∫ 1
0
(
∇2Wε(t, yσ(t) + ϕ(t) + sϑψ(t)) −∇2Wε(t, yσ(t) + ϕ(t))
)
ds
∣∣∣∣  Čt− 2(β+2)α+2 ,





α+2 , for every t  t0,
proving the desired L1-bound (since α < 2 and α < β).
We are finally ready to summarize and conclude. The existence of the limit in (5.28) implies
that the linear form Lε,σ,ϕ defined in (5.20) is the Gateaux differential of A2ε,σ at the point ϕ.
Since such a form is continuous (in ϕ), as proved in (5.22), we infer that Lε,σ,ϕ is the (Fréchet)
differential of A2ε,σ at the point ϕ (and, moreover, A2ε,σ is of class C1 on the open set Ωρ).
Similarly, the existence of the limit in (5.29) implies that the bilinear form Bε,σ,ϕ defined in
(5.21) is the Gateaux differential of dA2ε,σ at the point ϕ. Since such a form is continuous (in
ϕ) as proved in (5.23), we infer that Bε,σ,ϕ is the (Fréchet) differential of dA2ε,σ at the point
ϕ, that is, the second differential of A2ε,σ at the point ϕ. Hence, the functional A2ε,σ is of class
C2 on the open set Ωρ.
Recalling (5.17) and the discussion about A1 and A3ε,σ at the beginning of the proof, we
conclude that the functional Aε,σ is of class C2 on the open set Ωρ.
All this implies that F is differentiable in ϕ, with differential
DϕF (ε, σ, ϕ) = d2Aε,σ(ϕ) = d2A1(ϕ) + d2A2ε,σ(ϕ).
The continuity of F and DϕF with respect to the three variables (ε, σ, ϕ) thus follows from
(5.18), (5.22) and (5.23). 
Our goal now is to apply the implicit function theorem to the function F . To this end, we
first observe that
h0,0(t) ≡ 0, ∇K0,0(t, 0) ≡ 0,
implying F (0, 0, 0) = 0. On the other hand,
∇2K0,0(t, 0) = ∇2U(y0(t)), for every t  t0,
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so that











for every ψ, ζ ∈ D1,20 (t0,+∞). In the above formula, we have meant the differential DϕF (0, 0, 0)
as a continuous bilinear form on D1,20 (t0,+∞), using the canonical isomorphism between
bilinear forms on a Banach space X and linear operators from X to X∗. Note that the
invertibility of DϕF (0, 0, 0) (as a linear operator from D1,20 (t0,+∞) to its dual) is equivalent




there exists ψT ∈ D1,20 (t0,+∞) such that
DϕF (0, 0, 0)[ψT , ζ] = T [ζ], for every ζ ∈ D1,20 (t0,+∞).
To show that this is true, we are going to use the Lax–Milgram theorem, by proving that the
quadratic form associated to DϕF (0, 0, 0) is coercive. This is the content of the next proposition.
















, for every t  t0.
By exploiting the decomposition
ψ(t) = v(t) + λ(t)ξ+, with v(t) ∈ Tξ+E and λ(t) ∈ R,



















+ 2α(α + 1)λ(t)U(ξ+)〈ξ+, v(t)〉








+ α(α + 1)(λ(t))2U(ξ+), for every t  t0,
where the last equality follows from the facts that 〈ξ+, v(t)〉 = 0 and |ξ+| = 1. By arguing as
in the proof of [21, Proposition 16] (dealing with the Newtonian N -body potential), recalling








for every t  t0.

















− αU(ξ+)|v(t)|2 + α(α + 1)(λ(t))2 U(ξ+)
)
,
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− (2 − α)
2
8
+ ζ − α
)




(α + 2)2 U(ξ+)t2 U(ξ
+)
[(




























for every t  t0.














Summing up, by the implicit function theorem, there exist ε∗ ∈ ]0, 1[ and r∗ ∈ ]0, r[ such
that, for every ε ∈ [0, ε∗[ and for every σ ∈ Br∗ , there exists a solution ϕ ∈ Ωρ of the equation
F (ε, σ, ϕ) = 0.
This means that ϕ is a critical point of the action functional Aε,σ. Since the space C∞c (]t0,+∞[)
is contained in D1,20 (t0,+∞), we deduce that ϕ is a solution of equation (4.12) in the sense of
distributions. By a standard regularity argument, ϕ ∈ C2([t0,+∞[) and solves the equation in
the classical sense.
We summarize the above discussion in the final proposition of this section.
Theorem 5.1. There exist ε∗ ∈ ]0, 1[ and r∗ ∈ ]0, r[ such that, for every ε ∈ [0, ε∗[ and
σ ∈ Br∗ , there exists ϕ ∈ C2([t0,+∞[) ∩ D1,20 (t0,+∞) solution of (4.12).
Remark 5.2. It is worth noticing that, due to Proposition 5.2, it easily follows that ϕ is a
non-degenerate local minimum for the corresponding action functional Aε,σ.
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5.3. Conclusion of the proof
We are now in a position to conclude the proof of Theorem 1.1. To this end, let us consider







ω2 + (r∗)2, R
}







in such a way η′ ∈ [η, 1[ and T (ξ+, R′, η′) ⊆ T (ξ+, R, η) ⊆ Σ.


















































Now, given ε and σ as in (5.33), let us consider the solution ϕ of (4.12) as in Theorem 5.1
and define
y(t) = yσ(t) + ϕ(t), for every t  t0,
as in (4.10). As already observed in Section 4.1, since ϕ is a solution of (4.12) on [t0,+∞[ the







2 t + t0
)
, for every t  0, (5.34)
as in (4.15), is a solution of (1.2) on [0,+∞[. We also note that
x(0) = ε−
3







by (5.33). Moreover, recalling that yσ(t) = y0(t) for t  t0 + 1 and using inequality (3.3), it
holds that |y(t)| ∼ ωt 2α+2 for t → +∞, implying |x(t)| ∼ ωt 2α+2 for t → +∞, as well.
In order to conclude the proof, we thus need to show that x is asymptotic to the central
configuration ξ+ and that ẋ(t) → 0 for t → +∞. Recalling the change of variables (5.34), it is
immediate to see that this is the case if and only if the corresponding properties are verified








t→+∞ ẏ(t) = 0. (5.36)







|y0(t)|2 + |ϕ(t)|2 + 2〈y0(t), ϕ(t)〉
)1
2





























for every t  t0 + 1. Recalling that y0(t) = ωt
2
α+2 ξ+ and using (3.3), we infer that
y0(t)
|y0(t)|

















α+2 , for every t  t0.
Hence, ÿ is integrable on [t0,+∞[ and thus that there exists  ∈ Rd such that
lim
t→+∞ ẏ(t) = .
Since y(t) = y0(t) + ϕ(t) for t  t0 + 1, we infer that limt→+∞ ϕ̇(t) = , as well. On the other
hand, since ϕ ∈ D1,20 (t0,+∞) we have
∫ +∞
t0
|ϕ̇(t)|2 dt < +∞, implying
lim inf
t→+∞ |ϕ̇(t)| = 0.
Then, we deduce that  = 0, thus proving (5.36).
6. Some applications
In this section, we present some applications of Theorem 1.1 to various classical problems of
Celestial Mechanics. From now on, we will use the symbol ‖ · ‖ to denote the Euclidean norm
of a vector in Rk (the specific value of k being clear from the context).
6.1. The N -body problem






, i = 1, . . . , N,
where mi > 0 and qi ∈ Rk, for i = 1, . . . , N and k  2. As already observed in the introduction,
this problem fits the general framework of equation (1.2) with d = kN ,
(μ1, . . . , μd) = (
k times︷ ︸︸ ︷
m1, . . . ,m1,m2, . . . ,m2, . . . ,mN , . . . ,mN ),






, x = (q1, . . . , qN ).
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Note that in this situation the potential U is defined on the set
Σ =
{
(q1, . . . , qN ) ∈ RkN : qi 




Theorem 1.1 applies to any minimal central configuration (as the main result in [18])
and to any central configuration satisfying the (BS)-condition; for instance, following [2,
Example 3.12], it applies to the collinear configuration for three bodies, two of mass 1 and
one of mass m ∈ (0, 27/4).
6.2. The N -centre problem and the restricted (N + 1)-body problem






, x ∈ Rd, (6.1)
where mi > 0 and ci : R → Rd are continuous functions for i = 1, . . . , N . Equation (6.1) models
the motion of a zero-mass particle x under the Newtonian attraction of N moving bodies ci of
mass mi. The case when all the bodies ci are fixed, namely ci(t) ≡ ci for every i = 1, . . . , N ,
is usually referred to as N -centre problem (see [7] for some bibliography on the problem).
For general moving bodies ci, we have the following result (in the statement, Sd−1 = {x ∈
Rd : ‖x‖ = 1} = E).
Corollary 6.1. Let us suppose that
sup
t∈R
‖ci(t)‖ < +∞, for every i = 1, . . . , N . (6.2)
Then, for every ξ+ ∈ Sd−1, there exist R′ > supt∈R ‖ci(t)‖ and η′ ∈ ]0, 1[ such that, for
every x0 ∈ T (ξ+, R′, η′), there exists a parabolic solution x : [0,+∞[ → Rd of equation (6.1),






Moreover, ‖x(t)‖ ∼ ωt 23 for t → +∞, where ω = 3
√
9
2m and m =
∑N
i=1 mi.
Proof. We are going to check that the assumptions of Theorem 1.1 are satisfied (in view of
Remark 5.1, we can assume that the functions ci are just continuous).
To this end, we first observe that equation (6.1) can be written in the form (1.2) with μj = 1
for j = 1, . . . , d, U(x) = m/‖x‖ for x ∈ Σ = Rd \ {0} and





− m‖x‖ , x ∈ R
d with ‖x‖ > R = sup
t∈R
‖ci(t)‖ + 1.
Let us observe that in this situation we have | · | = ‖ · ‖. Moreover, for the potential U
any configuration ξ+ ∈ Rd with ‖ξ+‖ = 1 is a minimizing central configuration (indeed, U
is constant on Sd−1). As far as assumption (1.7) is concerned, let us first define g(t) =∑N
i=1 mici(t), for every t ∈ R and let us denote by x⊗ y the square matrix of components
(x⊗ y)ij = xiyj , for i, j = 1, . . . , d; then from (6.2), we deduce that
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∇2W (t, x) = −6 g(t) ⊗ x‖x‖5 − 3
〈g(t), x〉
‖x‖5 IdRd + 15
〈g(t), x〉






for ‖x‖ → +∞, uniformly in t ∈ R. Using once more assumption (6.2) together with elementary
linear algebra inequalities, we see that condition (1.7) is satisfied with β = 2. Therefore,
Theorem 1.1 can be applied, yielding the conclusion. 
Let us note that the elliptic restricted (planar) three-body problem is a particular case of
equation (6.1), where d = 2, N = 2 and
m1 = μ, m2 = 1 − μ, c1(t) = −μq0(t), c2(t) = (1 − μ)q0(t),
with μ ∈ ]0, 1[ and q0 a 2π-periodic function (see [14] for more details). Of course, condition
(6.2) is satisfied due to the periodicity, so that Corollary 6.1 straightly applies. The elliptic
restricted spatial three-body problem could be treated in the same manner (simply, d = 3).
More in general, for any bounded motion of N moving bodies ci, a restricted (N + 1)-body
problem can be described by equation (6.1) and Corollary 6.1 straightly applies.
6.3. The restricted (N + H)-body problem
As a last application, we deal with the equation










, j = 1, . . . , H, (6.3)
where mj > 0 and qj ∈ Rk, for j = 1, . . . , H, m̃i > 0 and ci : R → Rk are continuous functions,
for i = 1, . . . , N . We assume H  2, N  2 and k  2.
Equation (6.3) models the motion of H bodies qj with mass mj , subjected to the reciprocal
Newtonian attraction as well as the attraction of N moving bodies ci with mass m̃i, whose
motion, however, is not affected by the bodies qj . We can interpret this equation as a limiting
model for the motion of N + H bodies, when N of them have big mass (the primaries) while
the masses of the other H bodies go to zero. For this reason, we refer to equation (6.3) as a
restricted (N + H)-body problem; note, indeed, that in the case H = 1 the second term in the
right-hand side of equation (6.3) disappears, so that we end up with equation (6.1).
Let us note that (6.3) can be written in the form (1.2), where d = kH,
(μ1, . . . , μd) = (
k times︷ ︸︸ ︷
m1, . . . ,m1,m2, . . . ,m2, . . . ,mH , . . . ,mH),


























for x = (q1, . . . , qH) and m̃ =
∑N
i=1 m̃i. Note that the natural domain of U is here given by
Σ =
{
(q1, . . . , qH) ∈ RkH : qj 
= 0, ql 




Given ξ+ ∈ E a central configuration for U , and assuming that there exists Ξ > 0 such that
sup
t∈R
‖ci(t)‖ < Ξ, for every i = 1, . . . , N , (6.4)
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we claim that there exist R > 0 and η ∈ ]0, 1[ such that W is defined in cl(T (ξ+, R, η)) ⊆ Σ.
To prove this, we first introduce the cone
C(ξ+, η) =
{
x ∈ RkH \ {0} : 〈x, ξ+〉  η|x|
}
.
By continuity, we can fix η ∈ ]0, 1[ such that C(ξ+, η) ⊆ Σ. As a next step, we define the




rj(x)  rj(x)  max
x∈C(ξ+,η)
|x|=1
rj(x), for every x ∈ C(ξ+, η), (6.5)
so that we can fix R > 0 so large that, for x ∈ C(ξ+, η), |x| > R implies ‖qj‖ > Ξ + 1 for every
j = 1, . . . , H. The claim is thus proved.
We now check that assumption (1.7) is satisfied. To this end, let us write













, j = 1, . . . , H.
By arguing as in the proof of Corollary 6.1, it is possible to show that





for ‖qj‖ → +∞, j = 1, . . . , H, uniformly in t ∈ R, where D and D2 stand for the Euclidean
gradient and for the Hessian matrix, respectively. On the other hand, by (6.5) and the fact
that ‖ · ‖ and | · | are equivalent norms in Rd it follows that ‖x‖ → +∞ with x ∈ T (ξ+, R, η)
implies that ‖qj‖ → +∞ for every j. Hence condition (6.6) yields





for ‖x‖ → +∞ with x ∈ T (ξ+,Ξ + 1, η), uniformly in t ∈ R. Using again the equivalence of
‖ · ‖ and | · | together with the facts that ∇ = M−1D, ∇2 = M−1D2 (with M the diagonal
matrix with entries μ1, . . . , μd), we conclude that assumption (1.7) is satisfied.
Hence, Theorem 1.1 applies and the following result holds true.
Corollary 6.2. Assume condition (6.4) and let ξ+ ∈ E be a central configuration for
U satisfying the (BS)-condition. Then, there exist R′ > Ξ + 1 and η′ ∈ ]0, η[ such that, for
every x0 ∈ T (ξ+, R′, η′), there exists a parabolic solution x : [0,+∞[ → Rd of equation (6.1),






Moreover, |x(t)| ∼ ωt 23 for t → +∞, where ω = 3
√
9U(ξ+)/2.
We end this section by presenting an interesting example of a central configuration for U
satisfying the (BS)-condition.
Let us assume mj = m for every j = 1, . . . , H and, for simplicity, m̃ = 1; notice that in such
a situation we have
〈x, y〉 = mx · y, |x|2 = m‖x‖2, for all x, y ∈ Rd,
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where x · y denotes the Euclidean scalar product. We claim that a configuration ξ+ =










, for all j, l, with j 
= l, (6.7)
namely, a configuration with the H bodies lying at the vertices of a regular H-gon inscribed in
the circle of radius 1/
√
Hm and centre the origin, is a (normalized) central configuration for
U .
Indeed, it is well known that ξ+ is a central configuration for the H-body problem, namely
∂xjV (ξ
+) = −mV (ξ+)zj , j = 1, . . . , H, (6.8)




2 (H − 1)m 52
4 sin πH





2 (H − 1)m 52
4 sin πH
.
Taking into account (6.8), this implies
∂xjU(ξ
+) = − m‖zj‖3
zj + ∂xjV (ξ
+) = −m (Hm) 32 zj −mV (ξ+)zj = −mU(ξ+)zj ,
proving that ξ+ is a central configuration for the potential U , as well.
As far as condition (BS) is concerned, let us first recall that
〈∇2U(ξ+)y, y〉 = 〈∇2U(ξ+)y, y〉 + U(ξ+)|y|2
(see (5.32)); moreover, we observe that
〈∇2U(ξ+)y, y〉 = (D2U(ξ+)y) · y,
where D2U is the Hessian matrix of U . Now, a standard computation shows that


























Taking into account (6.7), we deduce that
(D2U(ξ+)y) · y = −H 32m 52 ‖y‖2 + 3H 52m 72
H∑
j=1




















































(zl − zj) · (yl − yj)
)2 + H 32 (H − 1)m 72
4 sin πH
‖y‖2.
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Using the Lagrange multiplier method, it is possible to show that
H∑
j=1










for every y ∈ Rd. Hence, we obtain
(D2U(ξ+)y) · y + mU(ξ+)‖y‖2
 3H 32m 52 ‖y‖2 + H
3









for every y ∈ Rd.
If H = 2 and H = 3, we immediately deduce that (D2U(ξ+)y) · y + mU(ξ+)‖y‖2 > 0 for
y 
= 0 and thus the (BS)-condition is satisfied (even more, ξ+ is a locally minimizing central
configuration).









2 ‖y‖2 − H
3
2 (H − 1)m 72
32 sin πH
‖y‖2,
























2H − 9 sin2 πH
) .
Summing up, the regular H-gon with H  4 satisfies the (BS)-condition for small values of
the masses. This is a rather unexpected fact: indeed, in [3, Section 5.2] it is proved, for the
H-body problem with H  4, the regular H-gon never satisfies the (BS)-condition. Following
the computation of this section, we actually realize that the presence of a Keplerian part in
the potential U plays an essential role.
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