On Greedy Bases Packing in Matroids  by Chaourar, Brahim
doi:10.1006/eujc.2002.0604
Available online at http://www.idealibrary.com on
Europ. J. Combinatorics (2002) 23, 769–776
On Greedy Bases Packing in Matroids
BRAHIM CHAOURAR
Let S be a f nite set and M = (S,B) be a matroid where B is the set of its bases. We say that a basis
B is greedy in M or the pair (M, B) is greedy if, for every sum of bases vector w, the coeff cient:
λ(B,w) = max{λ ≥ 0 : w − λB is again a sum of bases vector},
where B and its characteristic vector will not be distinguished, is integer. We defin a notion of
minors for (M, B) pairs and we give a characterization of greedy pairs by excluded minors. This
characterization gives a large class of matroids for which an integer Carathe´odory’s theorem is true.
c© 2002 Elsevier Science Ltd. All rights reserved.
1. INTRODUCTION
Sets and their characteristic vectors will not be distinguished. Matrices and sets of their line
or column vectors will also not be distinguished. We refer to Schrijver [3] for the terminology
about polyhedra and to Welsh [5] for the terminology about matroids. We denote by Z the set
of integer numbers and by R the set of real numbers.
Let S and H ⊂ Z S be f nite sets and G ⊂ R. We denote by G(H ) the set of fi ite G-
combinations of elements of H , that is:
G(H ) =
{
t∑
i=1
λihi : λi ∈ G and hi ∈ H for i = 1, . . . , t, and t ∈ Z+
}
.
We call the sets R+(H ) and Z(H ), respectively, the cone and the lattice generated by H . A
cone is pointed if it has exactly one vertex.
We will say that an element h ∈ H is greedy in H , or the pair (H, h) is greedy, if for every
w ∈ R+(H ) ∩ Z(H ), the coefficient
λ(h, w) = max{λ ≥ 0 : w − λh ∈ R+(H )},
is integer. Note that (H, h) is not greedy if and only if there exists an element w ∈ R+(H ) ∩
Z(H ), such that 0 < λ(h, w) < 1, because if for some w ∈ R+(H )∩ Z(H ), λ0 = λ(h, w) is
not integer, then 0 < λ(h, w − λ0h) < 1.
We say that H ⊂ Z S is a Hilbert basis if R+(H ) ∩ Z(H ) = Z+(H ), and H is minimal for
this property with the same cone and the same lattice.
The work of Gerards and Sebo¨ [1] naturally leads to the following unimodular covering
conjecture (see [4]) which is written in the case of Z(H ) = Z S :
For every Hilbert basis H , there exists a fin te number of subsets H1, . . . , Ht of H , such
that |Hi | = rank(H ), |det(Hi)| = 1, for i = 1, . . . , t , and R+(H ) = ⋃ti=1 R+(Hi),
where det(Hi) is the determinant of Hi for i = 1, . . . , t .
The following notion has been introduced by Sebo¨ [4]:
We say that (a Hilbert basis) H ⊂ Z S is greedy if every face F of R+(H ) contains an
element h ∈ H such that the pair (H ∩ F, h) is greedy.
It is proved in [4] that the unimodular covering conjecture is true for greedy bases.
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2. GENERAL CHARACTERIZATION OF GREEDY PAIRS
Let H ⊂ Z S be a f nite set and R+(H ) = {w ∈ RS : Aw ≥ 0} be a minimal description of
its generated cone such that each a ∈ A def nes a facet and its components are relatively prime
integers. We will denote a face by F(A′) = {w ∈ R+(H ) : A′w = 0} and its H elements by
H (A′) = H ∩ F(A′). We suppose that Z(H ) = Z S and R+(H ) is full-dimensional.
Gerards and Sebo¨ [1] proved the following lemma which will be used later:
LEMMA 2.1. For each a ∈ A, there exists an element h ∈ H such that ah = 1.
In other words, for each a ∈ A, min(a, H ) = min{ah : h ∈ H and ah > 0} = 1 =
min(a, Z(H )).
Now we give a general characterization of greedy pairs:
THEOREM 2.2. Let h ∈ H. The following assertions are equivalent:
(i) (H, h) is a greedy pair.
(ii) Ah is a {0, 1}-vector.
PROOF. (i i ) ⇒ (i ): Suppose that h ∈ H such that Ah is a {0, 1}-vector and let w ∈
R+(H ) ∩ Z(H ) be arbitrary. We will show that λ = λ(h, w) is integer. If λ > 0, then,
clearly, aw > 0 for every a ∈ A for which ah > 0. But aw is integer hence aw ≥ 1; and by
assumption ah = 1, so aw ≥ ah. Thus a(w − h) ≥ 0 which means λ ≥ 1. Thus (H, h) is
greedy.
(i ) ⇒ (i i ): Suppose that (H, h) is greedy and let a ∈ A be arbitrary. We will show that
ah = 1.
According to the lemma, there exists ha ∈ H such that aha = 1. Since {x ∈ R+(H ) :ax =
0} = F(a) is a facet, for every a′ ∈ A\{a}, there exists an element wa′ ∈ R+(H ) such that
awa′ = 0 and a′wa′ > 0.
Let w = ha + ∑a′∈A\{a} wa′ . Since bw > 0 for each b ∈ A, λ(h′, w) > 0 holds for
each h′ ∈ H ; in particular for h, and since (H, h) is greedy, λ(h, w) ≥ 1 follows. But then
0 < ah ≤ aw = aha = 1, and since ah is integer, we get ah = 1. 
Note that, for general lattices and not necessarily full-dimensional cones, we can write
Theorem 2.2 as follows:
THEOREM 2.3. Let h ∈ H. The following assertions are equivalent:
(i) (H, h) is a greedy pair.
(ii) For each a ∈ A, ah = 0 or ah = min(a, H ).
We are going to give an application of this characterization when H is the set of bases of a
matroid. In this case, we will defin a special notion of minors for pairs of matroids and their
bases and we will give a ref ned characterization of greediness in terms of excluded minors.
3. THE FACETS OF THE BASES CONE
Let M = (S,B) be a matroid where B is the set of bases and M∗ = (S,B∗) is the dual
matroid.
We will say that M is simple if it does not contain loops, coloops, parallel or coparallel
edges. A subset X ⊆ S is called closed if for each e ∈ S\X , r(X ∪ {e}) = r(X) + 1 and
separable if there exists a partition {X1, X2} of X such that r(X) = r(X1) + r(X2).
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Pulleyblank [2] has given the facets of the polytope of bases as follows:
conv(B) = {w ∈ RS : w(e) ≥ 0 for every e ∈ S,
w(X) ≤ r(X) for every closed and nonseparable subset X ⊆ S,
(S) = r(S)}.
Thus we have a description of the cone:
R+(B) = {w ∈ RS : w(e) ≥ 0 for every e ∈ S,
w(X)/r(X) ≤ w(S)/r(S) for every closed and nonseparable subset X ⊆ S}. (1)
Let FM (X) or F(X) = {w ∈ R+(B) : w(X)/r(X) = w(S)/r(S)}, B(X) = B ∩ F(X),
F∗M (X) or F∗(X) = {w ∈ R+(B∗) :w(X)/r∗(X) = w(S)/r∗(S)} and B∗(X) = B∗∩F∗(X).
The description (1) is not minimal because:
LEMMA 3.1. Let X ⊆ S. F(X) is a facet of R+(B) if and only if F∗(S\X) is a facet of
R+(B∗).
PROOF. Let X be a subset of S. It easy to see that B∗(S\X) = {S\B : B ∈ B(X)}. It
follows that: dim[F∗(S\X)] = dim[F(X)]. Then if one is a facet, the other must be a facet
because R+(B) and R+(B∗) are full-dimensional. 
It follows that (1) is not minimal because the complement of a closed and nonseparable
subset is not necessarily closed and nonseparable in the dual.
EXAMPLE. Let M(G) to be the graphical matroid such that G is the 1-sum of two K3 to
which we add one edge e between symmetric vertices of them. Let F ⊆ S = E(G) the
triangle which contains e. F is an induced 2-connected subgraph of G but its complement
is not 2-connected in the dual. Since closed and nonseparable in M(G) is equivalent to an
induced and 2-connected subgraph in G, F is a counter-example.
We will say that a proper subset L of S is locked if:
L is closed and nonseparable in M and S\L is closed and nonseparable in M∗.
We will denote the family of these subsets by L(M) or L. The following remark gives a
ref ned description of L:
LEMMA 3.2. Let X ⊆ S. If X is nonseparable in M then S\X is closed in M∗.
PROOF. Indeed, for all X ⊆ S : r∗(S\X) = |S\X | + r(X) − r(S). If indirectly, for some
e ∈ X , r∗[(S\X) ∪ {e}] = r∗(S\X), then substituting r∗ : |S\X | + 1 + r(X\{e}) − r(S) =
|S\X | + r(X) − r(S) that is, r(X\{e}) + 1 = r(X), which means X is separable into X\{e}
and {e}. 
Thus we will not have to care about closedness:
L = {L ⊆ S : L is nonseparable in M and S\L is nonseparable in M∗}.
Now, we give a minimal description of the bases cone:
THEOREM 3.3.
R+(B) = {w ∈ RS : 0 ≤ w(e) ≤ w(S)/r(S) for every e ∈ S,
w(X)/r(X) ≤ w(S)/r(S) for every locked subset X ⊆ S}. (2)
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PROOF. By (1) and Lemma 3.2, (2) describes the bases cone. We have to prove that each
constraint in (2) define a facet of the cone.
For each e ∈ S, it is clear that {w ∈ R+(B) : w(e) = 0} is a facet of R+(B) and,
by Lemma 3.1, {w ∈ R+(B) : w(e) = w(S)/r(S)} is also a facet.
Now, let L be a locked subset. We will prove by induction that F(L) is a facet of R+(B).
For each w ∈ F(L), we will denote by wL and wS\L the projection of w, respectively, on L
and S\L, that is w = (wL , wS\L). Thus wL ∈ R+(B(L)) and wS\L ∈ R+(B(S\L)) because
wL(L)/rM(L)(L) = w(S)/r(S) = wS\L(S\L)/rM/L (S\L). It follows that:
F(L) = {w ∈ RS : wL ∈ R+(B(L)),wS\L ∈ R+(B(S\L)),wL(L)/rM(L)(L)
= wS\L(S\L)/rM/L (S\L)},
that is dim[F(L)] = dim[R+(B(L))] + dim[R+(B(S\L))] − 1. By induction, we conclude
that dim[F(L)] = |L| + |S\L| − 1 = |S| − 1. 
Now, we are going to describe the bases lattice. It is not diff cult to see that there exists a
unique partition of S into nonseparable subsets S1, . . . , Sp such that r(S) = r(S1) + · · · +
r(Sp). In this case, we will use the following notations for each w ∈ RS : wi is the projection
of w on Si , k(wi ) = wi (Si )/r(Si ), for i = 1, . . . , p, and k(w) = w(S)/r(S).
LEMMA 3.4. If S is partitionable into nonseparable subsets S1, . . . , Sp, then:
Z(B) = {w ∈ Z S : wi ∈ Z(Si , ), k(wi ) = k(w), for i = 1, . . . , p}.
PROPOSITION 3.5. If S is partitionable into nonseparable subsets S1, . . . , Sp, then:
Z(B) = {w ∈ Z S : k(wi ) ∈ Z , k(wi ) = k(w), for i = 1, . . . , p}.
PROOF. By the previous lemma, we have to prove that: if S is nonseparable, then:
Z(B) = {w ∈ Z S : k(w) ∈ Z}.
For every pair (e, f ) ∈ Sx S such that e = f , we def ne Ce, f ∈ Z S as follows: Ce, f (e) = 1,
Ce, f ( f ) = −1 and Ce, f (e′) = 0 otherwise. Since S is nonseparable, there exists a circuit
C ⊆ S containing both e and f . Thus Ce, f ∈ Z(B).
Now let w ∈ Z S such that k(w) is integer. We can suppose that k(w) = 0 because k(w −
|k(w)|B) = 0. In this case, w ∈ Z({Ce, f : (e, f ) ∈ Sx S such that e = f }) and then w ∈
Z(B). 
In the future, we suppose that S is nonseparable.
4. SOME PROPERTIES OF LOCKED SUBSETS
An important property of nonseparable subsets is the following preservation by minors:
LEMMA 4.1. Let X ⊆ S be nonseparable in M and e ∈ S.
(i) If e /∈ X and X is closed, then X\{e} is nonseparable both in M\e and M/e.
(ii) If e ∈ X, then X\{e} is nonseparable either in M\e or in M/e.
PROOF.
(i) If e /∈ X , then rM (Y ) = rM\e(Y ) for all Y ⊆ S\{e}, so the statement is clear. If X is
closed, then rM (Y ) = rM/e(Y ) for all Y ⊆ X and we are similarly done.
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(ii) Suppose that e ∈ X and X\{e} is separable in M\e, that is r(X\{e}) = r(X1) + r(X2)
for a partition {X1, X2} of X\{e}.
Since X is nonseparable, r(X) = r(X\{e}) = r(X1) + r(X2) on the one hand, r(X) <
r(X1 ∪ {e}) + r(X2) and r(X) < r(X1) + r(X2 ∪ {e}) on the other hand. That means r(X1 ∪
{e}) = r(X1) + 1 and r(X2 ∪ {e}) = r(X2) + 1. Thus every circuit containing e intersects
both X1 and X2. It follows that X\{e} is nonseparable in M/e.
Effectively, let {e1, e2} ⊆ S\{e} such that e1 = e2 and C ⊆ S be a circuit of M such that
{e1, e2} ⊆ C .
Either Case 1: C is a circuit of M\e implying that C ⊆ X1 or C ⊆ X2 and consequently
(because of r(Xi ∪ {e}) = r(Xi ) + 1 for i = 1, 2), C is also a circuit of M/e; or
Case 2: e ∈ C , implying that C\{e} is a circuit of M/e.
Thus, in both cases, e1 and e2 lie on the same circuit in M , proving that nonseparable
components of M ref ne those of M/e. 
The analogue for locked subsets is:
LEMMA 4.2. Let L ⊆ S be nonseparable in M and e ∈ S.
(i) If L ∈ L(M) and e ∈ L, then L\{e} ∈ L(M\e) or L\{e} ∈ L(M/e).
(ii) If L ∈ L(M), e ∈ L, f ∈ L, L\{e} ∈ L(M\e) and L\{ f } is separable in M\ f , then
L\{e, f } ∈ L(M\e/ f ).
PROOF.
(i) According to Lemma 4.1, L\{e} is nonseparable in either M\e or M/e, and since S\L
is closed and nonseparable and e /∈ S\L, S\L is nonseparable in both M∗\e and M∗/e.
(ii) Since L\{ f } is separable in M\ f and L\{e} is nonseparable in M\e, {e} is not a class of
L\{ f } in M\ f . Thus L\{ f, e} is separable in M\ f \e = M\e\ f . Then, by Lemma 4.1,
L\{e, f } is nonseparable in M\e/ f because L\{e} is nonseparable in M\e. In this case,
S\L is also nonseparable in M∗/e\ f = (M\e/ f )∗, by the f rst point of Lemma 4.1. 
5. GREEDY MATROID-BASIS PAIRS
We def ne the minors of a pair matroid-basis as follows:
If e ∈ S\B , then (M\e, B) is a deletion minor denoted by (M, B)\e;
If e ∈ B , then (M/e, B\{e}) is a contractionminor denoted by (M, B)/e;
If e ∈ B, f ∈ S\B and e is contained in the (unique) circuit of B∪{ f }, then (M\e/ f, B\{e, })
is a deletion-contractionminor denoted by (M, B)\e/ f .
Naturally, the dual pair of (M, B) is (M, B)∗ = (M∗, S\B).
Firstly, we give a characterization of greedy bases using Theorem 2.3:
PROPOSITION 5.1. (M, B) is greedy if and only if |B ∩ L| ≥ r(L) − 1 for every L ∈ L.
PROOF. By Theorem 3.3, we have the description of the matrix A of Theorem 2.3:
(a) w(e) ≥ 0 for every e ∈ S;
(b) w(S\{e}) − (r(S) − 1)w(e) ≥ 0 for every e ∈ S;
(c) r(L)w(S\L) − (r(S) − r(L))w(L) ≥ 0 for every L ∈ L.
In this case, we can calculate the minimum of (ii) in Theorem 2.3:
(a′) min{B ′(e) : B ′ ∈ B and B ′(e) > 0} = 1 for every e ∈ S;
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(b′) min{B ′(S\{e})− (r(S)− 1)B ′(e) : B ′ ∈ B and B ′(S\{e})− (r(S)− 1)B ′(e) > 0} = 1
for every e ∈ S;
(c′) min{r(L)B ′(S\L) − (r(S) − r(L))B ′(L) : B ′ ∈ B and r(L)B ′(S\L) − (r(S) −
r(L))B ′(L) > 0} = r(S) for every L ∈ L.
It follows that the (ii) of Theorem 2.3 becomes:
(a′′) |B ∩ {e}| ≤ 1;
(b′′) |B ∩ (S\{e})| ≤ r(S);
(c′′) |B ∩ L| ≥ r(L) − 1;
which is equivalent to the proposition. 
We prove, now, that the class of greedy pairs is closed by minors:
COROLLARY 5.2. If (M, B) is greedy, then all its minors are also greedy.
PROOF.
(1) Greediness is invariant under duality: The equivalent condition of greedy pairs is sym-
metric between M and its dual because r(L) − |B ∩ L| = r∗(S\L) − |(S\L) ∩ (S\L)|.
Consequently: (M, B) is greedy if and only if (M, B)∗ is greedy.
(2) Greediness is invariant under deletion: Let e ∈ S\B, w ∈ R+(B(M\e)) ∩ Z(B(M\e)),
λ = λ(B, w) > 0 and w′ = (w, 0). It is not diff cult to see that w′ ∈ R+(B(M)) ∩
Z(B(M)) and λ′ = λ(B, w′) = λ(B, w) = λ. Consequently, λ is integer, that is,
(M\e, B) is greedy.
(3) Greediness is invariant under contraction: Using the closedness by duality and by dele-
tion.
(4) Greediness is invariant under deletion-contraction: Let (e, f ) ∈ Bx(S\B) and e is
contained in the circuit of B ∪ { f }. We have to prove that (M, B)\e/ f is greedy.
Let w ∈ R+(B(M\e/ f )) ∩ Z(B(M\e/ f )), λ = λ(B\{e}, w) > 0 and w′ = (w, 1,
k(w) − 1). We can assume that w′ ∈ R+(B(M)) ∩ Z(B(M)) and λ′ = λ(B, w′) =
λ(B\{e}, w) = λ.
Effectively,
k(w) = w(S\{e, f })/rM\e/ f (S\{e, f }) = [w(S\{e, f }) + w({e, f })]/[rM\e/ f (S) + 1]
= w′(S)/r(S) = k(w′),
that is w′ ∈ Z(B(M)), on the one hand, and w′ is in their cone, on the other hand: let X ⊆ S.
Case 1: If e /∈ X and f ∈ X , then:
w′(X)/r(X) = [w(X\{e, f }) + k(w) − 1]/[rM\e/ f (X\{e, f }) + 1] ≤ k(w) = k(w′).
Case 2: If e /∈ X and f /∈ X , then: w′(X)/r(X) = w(X\{e, f })/rM\e/ f (X\{e, f }) ≤
k(w) = k(w′).
Case 3: If e ∈ X and f ∈ X , then:
w′(X)/r(X) = [w(X\{e, f }) + k(w)]/[rM\e/ f (X\{e, f }) + 1] ≤ k(w) = k(w′).
Case 4: If e ∈ X , f /∈ X and w(X\{e, f })/rM\e/ f (X\{e, f }) < k(w), then:
w′(X)/r(X) = [w(X\{e, f }) + 1]/[rM\e/ f (X\{e, f }) + 1] ≤ k(w) = k(w′).
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Case 5: If e ∈ X, f /∈ X and w(X\{e, f })/rM\e/ f (X\{e, f }) = k(w), then r(X) =
rM\e/ f (X\{e, f }) + 1:
since we = w − λ(B\{e}) ∈ R+(B(M\e/ f )), we(X\{e, f })/rM\e/ f (X\{e, f }) ≤ k(w) − 1,
that is,
0 ≤ rM\e/ f (X\{e, f })−|(B\{e})∩(X\{e, f })| ≤ [k(w).rM\e/ f (X\{e, f })]−w(X\{e, f }) =
0, and then,
rM\e/ f (X\{e, f }) = |(B\{e}) ∩ (X\{e, f })|. It follows that:
rM\e/ f (X\{e, f })+1 ≥ r(X) ≥ |B ∩ X | = |(B\{e})∩ (X\{e, f })|+1 = rM\e/ f (X\{e, f }),
which means,
r(X) = rM\e/ f (X\{e, f }) + 1 and:
w′(X)/r(X) = [w(X\{e, f }) + 1]/[rM\e/ f (X\{e, f }) + 1] = k(w) = k(w′).
By analogy,w′ − εB ∈ R+(B(M)) for each ε > 0 such thatw− ε(B\{e}) ∈ R+(B(M\e/ f ))
and reciprocally. By definition λ′ = λ(B, w′) = λ(B\{e}, w) = λ. 
We will say that a pair (M, B) is critical if it is not greedy but all its proper minors are. In
this case, we say that M is critical. Our main result is the following characterization of critical
pairs:
THEOREM 5.3. (M, B) is critical if and only if |S| = 6, r(S) = 3 and there exists L ∈ L
such that B ∩ L = ∅ and r(L) = 2.
PROOF. The suff ciency is clear, because (M, B) is not greedy by Proposition 5.1, but every
proper minor or its dual has rank 2 and then clearly is greedy. We prove that it is necessary.
(a) There exists L ∈ L such that B ∩ L = ∅ and r(L) = 2: Indeed, there exists L ∈ L
such that |B ∩ L| ≤ r(L)− 2. The equality can be supposed here, otherwise we replace
L by a closed proper subset. If r(L) > 2 then |B ∩ L| = r(L) − 2 > 0. Try to contract
elements of B ∩ L and to delete elements of L\B , so that L remains nonseparable. If it
is possible, we are done. If not:
By Lemma 4.2, deleting any element of B ∩ L and contracting any element of L\B ,
such that L remains nonseparable. Choose e ∈ B ∩ L and f ∈ L\B so that e belongs
to the unique circuit of B ∪ { f }. In this case, e and f satisfy, in addition, the condition
of the second part of Lemma 4.2.
(b) Indeed, r(S) > r(L) = 2, hence r(S) ≥ 3. But the condition of Proposition 5.1 is not
already satisfie for closure (L ∪{b}) where b ∈ B is arbitrary. Since (M, B) is critical,
S = closure (L ∪ {b}).
(c) Thus |B| = 3. But S = B ∪ L, because, by Proposition 5.1, B is not greedy in the
restricted matroid M(B ∪ L). 
Using Theorem 5.3 and results of matroid theory ([5]), we can list all critical matroids:
A6 (19 bases), B6 (18 bases and the two locked subsets are not disjoint), L6 (17 bases),
M(K4) (graphical matroid of K4), M6 (16 bases and it is not graphical),W6 (15 bases).
We will say that a matroid is totally greedy if all its bases are greedy.
COROLLARY 5.4. M is totally greedy if and only if M is without A6, B6, L6, M(K4), M6
and W6 minors.
It follows that the bases of a matroid without critical minors form a greedy Hilbert basis
and verify the unimodular covering conjecture.
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