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MONOMIALIZATION OF A QUASIANALYTIC MORPHISM
ANDRE´ BELOTTO DA SILVA AND EDWARD BIERSTONE
Abstract. We prove a monomialization theorem for mappings in general
classes of infinitely differentiable functions that are called quasianalytic. Ex-
amples include Denjoy-Carleman classes (of interest in real analysis), the class
of C∞ functions which are definable in a given polynomially bounded o-minimal
structure (in model theory), as well as the classes of real- or complex-analytic
functions, and algebraic functions over any field of characteristic zero. The
monomialization theorem asserts that a mapping in a quasianalytic class can
be transformed to mapping whose components are monomials with respect to
suitable local coordinates, by sequences of simple modifications of the source
and target (local blowings-up and power substitutions in the real cases, in
general, and local blowings-up alone in the algebraic or analytic cases). Mono-
mialization is a version of resolution of singularities for a mapping. It is not
possible, in general, to monomialize by global blowings-up, even in the real
analytic case.
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1. Introduction
The subject of this article is a monomialization theorem for mappings in general
classes that are called quasianalytic. Quasianalytic classes are classes of infinitely
differentiable functions that are characterized by three simple axioms including
quasianalyticity—injectivity of the Taylor series homomorphism at any point—and
the implicit function theorem (see Definition 3.1). Examples over R include the
class or real-analytic functions, quasianalytic Denjoy-Carleman classes (objects of
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2 A. BELOTTO DA SILVA AND E. BIERSTONE
study in classical real analysis), and the class of C∞ functions which are definable
in a given polynomially bounded o-minimal structure (in model theory). We prove
that a mapping in a real quasianalytic class can be transformed by sequences of
simple modifications of the source and target (sequences of local blowings-up and
local power substitutions) to a mapping whose components are monomials with
respect to suitable local coordinate systems; see Theorems 1.3, 1.8 and 1.12.
Quasianalytic classes encompass also the class of complex-analytic functions.
The quasianalytic framework, in fact, covers also the algebraic case (e.g., the cat-
egory of schemes of finite type over a field K of characteristic zero, and regular
morphisms) provided that a neighbourhood of a point is understood to mean an
e´tale neighbourhood, so that the implicit function theorem holds. In particular,
a local blowing-up is understood to mean local in the e´tale topology, and partial
derivatives are with respect to e´tale local coordinate charts (see §3.3).
In the algebraic and analytic cases, we show, moreover, that only local blowings-
up are needed for monomialization (see Theorems 1.4, 1.9). We thus give new
proofs of Cutkosky’s monomialization theorems [20], [23]. The latter establish local
monomialization along a valuation. A basic difference in our approach is that,
after each local blowing-up, we provide a recipe for the next blowing-up at any
point of the fibre; thus, a winning strategy for Hironaka’s game in the context
of monomialization—Alice wins by applying our method to choose the next local
blowing-up at any point of the fibre, which her opponent Bob is free to pick on his
turn.
On the other hand, we use e´tale-local blowings-up in the algebraic case, rather
than Zariski-local blowings-up as in [20], [21]. Cutkosky shows that (along a valua-
tion) the stronger result follows from the e´tale version; we plan to include this in a
later article using methods developed here, but in this paper we prefer to emphasize
the quasianalytic framework.
Monomialization is a version of resolution of singularities for a mapping (classical
resolution of singularities is the case of target dimension one) and the problem of
monomialization has been considered a problem in algebraic geometry. Our point
of view is rather that of analysis (though one may recall the aphorism of Abhyankar
that algebraic geometry in characteristic zero is just analysis).
The problem of monomialization has an extensive literature, going back at least
to Zariski, and including the work of Akbulut and King on mappings of complex
surfaces [7], the toroidalization and factorization results of Abramovich, Denef,
Karu, Matsuki and W lodarczyk [1], [3], [44], the semi-stable reduction theorems of
Abramovich, Adiprasito, Karu, Liu and Temkin [2], [6], and the monomialization
theorems of Cutkosky and of Denef [24]. In addition to [20], [23], Cutkosky has
proved monomialization by global blowings-up for dominant projective morphisms
in dimension three [22]. His proofs of local monomialization involve the theory of
valuations, the Zariski-Riemann manifold and Hironaka’s vouˆte e´toile´e, of origin in
Zariski’s ideas on the subject.
Such algebro-geometric techniques do not appear in our work (although ideas in
the preceding articles have had an important impact); indeed, even basic notions
of commutative algebra like flatness are not available in local rings of quasianalytic
functions, which are not known to be Noetherian in general. On the other hand,
resolution of singularities does hold in quasianalytic classes [15], [16], even for ideals
MONOMIALIZATION OF A QUASIANALYTIC MORPHISM 3
that are not necessarily finitely generated [18, Thm. 3.1]. The axioms for a quasi-
analytic class are meant to capture the minimal properties of a ring of functions
that are needed for desingularization of ideals. In the analytic and algebraic cases,
the proofs of our main theorems admit significant simplifications, as we will point
out in Section 7.
The main new techniques developed in this article are based on logarithmic
derivatives (logarithmic with respect to the exceptional divisor that intervenes on
blowing up) that are tangent to the fibres of morphism (see §1.2 and Section 5). The
notion of such log derivations tangent to a morphism coincides with that of relative
log derivations, of origin in work of Grothendieck and Deligne (see [39, Ch. IV]),
and plays a part here which is analogous to that played by standard logarithmic
derivations in the proof of resolution of singularities in [17].
There are two important remarks on our theorems in relation to previous conjec-
tures and assertions concerning the monomialization problem. First, we show that
it is not possible, in general, to monomialize a proper mapping by global blowings-
up of the source and target, even in the real-analytic case (see Example 2.2). There
is no such counterexample for algebraic or proper complex-analytic morphisms. We
believe the techniques of this article may be useful for global monomialization in
these cases, perhaps combined with methods of [4], [5] (and [12] in low dimensions;
for example, the techniques of [12] together with those developed here can be used
to prove global monomialization of morphisms from three-folds to surfaces).
Secondly, the use of power substitutions is necessary in general quasianalytic
classes because of a phenomenon that does not occur in the classes of algebraic or
analytic functions—a quasianalytic function defined on a half-line may admit no
extension to a quasianalytic function in a neighbourhood of the boundary point
(see §1.3; in general, extension from a half-line within a given class is equivalent to
the Weierstrass preparation theorem).
We are grateful to Dan Abramovich, Michael Temkin and Jaros law W lodarczyk
for pointing out connections between some of the techniques in Sections 4, 5 and
logarithmic algebraic geometry, and also to Mikhail Sodin for details of an example
in [37] that we use in §1.3.
We begin by presenting somewhat weaker versions of our main theorems, and
then restate them in a sharp way involving compatible divisors in §1.1, after ex-
plaining the notions involved.
Let Q denote a quasianalytic class, and let M, N denote manifolds (smooth
spaces) of class Q; say m = dimM , n = dimN (see Section 3). Let Φ : M → N
denote a mapping of class Q; we will say that Φ is a Q-morphism, or simply a
morphism if the class is understood.
Definition 1.1. Monomial morphism. The Q-morphism Φ is monomial at a point
a ∈M is there are coordinate systems (of class Q),
(1.1)
(u,v,w) = (u1, . . . , ur, v1, . . . , vs, w1, . . . , wt),
(x,y,z) = (x1, . . . , xp, y1, . . . , yq, zq+1, . . . , zs′),
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centred at a and b = Φ(a) (respectively), where r + s + t = m, p + s′ = n and
q ≤ s ≤ s′, in which Φ can be written
(1.2)
xj = u
αj , j = 1, . . . , p,
yk = u
βk(ξk + vk), k = 1, . . . , q,
zl = vl, l = q + 1, . . . , s,
zl = 0, l = s+ 1, . . . , s
′,
where
(1) the exponent vectors αj = (αj1, . . . , αjr) ∈ Nr, j = 1, . . . , p, are linearly
independent over Q (in particular, r ≥ p);
(2) for each k = 1, . . . , q, βk = (βk1, . . . , βkr) ∈ Nr is nonzero and Q-linearly
dependent on {α1, . . . ,αp}, and ξk 6= 0.
We say that Φ is a monomial morphism if it is monomial at every point a ∈M .
Remarks 1.2. (1) A morphism of the form
(1.3)
xj = u
αj , j = 1, . . . , p,
zl = vl, l = 1, . . . , s,
zl = 0, l = s+ 1, . . . , s
′,
with respect to coordinate systems (u,v,w) = (u1, . . . , ur, v1, . . . , vs, w1, . . . , wt)
and (x,z) = (x1, . . . , xp, z1, . . . , zs′), where 0 ≤ s ≤ s′, can be rewritten in the
form (1.2) in coordinates centred at any point a and at b = Φ(a) (respectively); see
Theorem 1.14.
(2) In the algebraic case, (1.2) (or (1.3)) should be understood at a (closed) point
a ∈ M in the following way. Let L = Ka denote the residue field of a. Then there
is an e´tale morphism ε : U → M such that ε(a′) = a, Ka′ = L, and Φ ◦ ε is given
by (1.2) with ξk ∈ L, with respect to e´tale local coordinates (or “uniformizing
parameters”) at a′ and b. (In general, L may be strictly larger than Kb, so the
mapping given by (1.2) involves ×KbL in the image). See also §3.3.
Theorem 1.3 (Local monomialization of a real quasianalytic morphism). Suppose
that Q is a real quasianalytic class. Let a ∈M . Then there are open neighbourhoods
V of a and W of b = Φ(a), and a finite number of commutative diagrams
(1.4)
Vλ V
Wλ W
Φλ
σλ
Φ
τλ
where
(1) each σλ and τλ is a composite of finitely many smooth local blowings-up and
local power substitutions;
(2) the families of morphisms {σλ} and {τλ} cover V and W , respectively, and
there are compact subsets Kλ ⊂ Vλ, Lλ ⊂Wλ, for all λ, such that
⋃
σλ(Kλ)
and
⋃
σλ(Lλ) are (compact) neighbourhoods of a and b, respectively;
(3) each Φλ is a monomial morphism.
Theorem 1.4 (Local monomialization of an analytic or algebraic morphism). Sup-
pose that Q is either the class of R- or C-analytic functions, or the class of algebraic
MONOMIALIZATION OF A QUASIANALYTIC MORPHISM 5
functions over a field K of characteristic zero. Let a ∈ M . Then there are open
neighbourhoods V of a and W of b = Φ(a), and a finite number of commutative
diagrams (1.4), where
(1) each σλ and τλ is a composite of finitely many smooth local blowings-up;
(2) the families of morphisms {σλ} and {τλ} cover V and W , respectively, and,
in the analytic case, there are compact subsets Kλ ⊂ Vλ, Lλ ⊂ Wλ, such
that
⋃
σλ(Kλ) and
⋃
σλ(Lλ) are neighbourhoods of a and b, respectively;
(3) each Φλ is a monomial morphism.
1.1. Monomialization theorems.
Definitions and Remarks 1.5. (1) A smooth blowing-up means a blowing-up
with smooth centre. A (smooth) local blowing-up σ : V ′ → V is a composite ι ◦ ρ of
an inclusion of an open subset ι : U →֒ V , and a (smooth) blowing-up ρ : V ′ → U .
We will always assume that our blowings-up are smooth, unless we state otherwise.
(In the algebraic case, an open subset is understood to mean with respect to the
e´tale topology, so that a local blowing-up σ means the composite ε ◦ ρ of an e´tale
mapping ε : U → V and a smooth blowing-up ρ : V ′ → U .)
(2) A power substitution means, roughly speaking, a morphism ρ : U ′ → U of the
form ui = u˜
ki
i , i = 1, . . . , r, where each ki is a positive integer, and U is a chart
with coordinates u = (u1, . . . , ur). In order to cover U , given ρ, we introduce the
mapping
P :
∐
ǫ
Uǫ → U,
where
∐
denotes disjoint union, ǫ = (ǫ1, . . . , ǫr) ∈ {−1, 1}r, each Uǫ is a copy of U ′,
and Pǫ := P |Uǫ is given by ui = ǫiu˜
ki
i , i = 1, . . . , r (so that ρ = P1 , 1 = (1, . . . , 1)),
and where the product is taken over all ǫ such that ǫi = 1 whenever ki = 1 (or
ǫi = 1 whenever ki is odd). We assume that U is chosen in suitable symmetric
product form, so that P will be surjective. In our monomialization theorems,
power substitutions ρ will always be extended to more general power substitutions
P defined in this way. (Of course, we can accomplish the same thing by using
power substitutions ui = ±u˜
ki
i and increasing the number of morphisms σλ, τλ.) A
local power substitution V ′ → V is a composite ι ◦ P of the inclusion of a suitable
coordinate chart ι : U →֒ V and an extended power substitution P : V ′ → U .
As in resolution of singularities, our proofs of the monomialization theorems in-
volve keeping careful track of the exceptional divisors of the blowings-up involved,
and exploiting their combinatorial structure. For this reason, as well as for possible
independent interest of stronger monomialization statements, we will assume from
the beginning that there are simple normal crossings divisors D on M and E on
N . A simple normal crossings (SNC) divisor means a union of smooth closed hy-
persurfaces that simultaneously have only transverse intersections. A Q-morphism
Φ : (M,D) → (N,E) denotes a Q-morphism Φ : M → N such that Φ−1(E)red is
an SNC divisor contained in D (where the subscript red means “with its reduced
structure”); note that this is a stronger condition than Φ−1(E)red ⊂ D, in general
(for example, in the real case).
Definition 1.6. Monomial morphism compatible with divisors. We say that a Q-
morphism Φ : (M,D) → (N,E) is monomial at a point a ∈ M if Φ : M → N is
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monomial at a as in Definition 1.1, with respect to local coordinate systems (1.1)
in which D = {u1 · · ·ur = 0} and E = {x1 · · ·xp · y1 · · · yq = 0}.
In this case, the coordinate systems (u,v,w) and (x,y,z) will be called Φ-
monomial. The variables w = (w1, . . . , wt) will be called Φ-free. A coordinate
system in which every component of a divisor is a coordinate subspace will be
called compatible with the divisor.
Definitions 1.7. Blowings-up and power substitutions compatible with divisors.
We say that a (local) blowing-up σ :M ′ →M is compatible with an SNC divisor D
on M if D and the centre C of σ have simple normal crossings (i.e., locally, there
are coordinates in which each component of D is a coordinate hypersurface and C
is a coordinate subspace). In this case, the transform D′ := Φ−1(D)red of D by σ
is an SNC divisor.
A blowing-up σ :M ′ →M will be called combinatorial if it satisfies the stronger
condition that its centre is (locally) an intersection of components of D.
We say that a (local) power substitution ρ : M ′ → M is compatible with
D if it is defined as in Definitions 1.5(3) with respect to coordinates (u,v) =
(u1, . . . , ur, v1, . . . , vs), where D = {u1 · · ·ur = 0} and ρ is trivial in every vari-
able vk. Again, the transform D
′ := Φ−1(D)red of D is SNC.
We inductively define compatibility with D of a morphism σ : M˜ →M given by
a finite composite of local blowings-up and power substitutions. If σ : M˜ → M is
compatible withD, then the transform D˜ ofD by σ is well-defined as an SNC divisor
on M˜ , and σ−1(D)red = D˜, so that σ induces a morphism σ : (M˜, D˜)→ (M,D).
In Theorems 1.8, 1.9 and 1.12–1.15 following, Φ : (M,D) → (N,E) denotes a
Q-morphism. Theorems 1.3 and 1.4 are immediate consequences of the following
two theorems with D = ∅ and E = ∅.
Theorem 1.8 (Local monomialization of a real quasianalytic morphism compatible
with divisors). Suppose that Q is a real quasianalytic class. Let a ∈M . Then there
is an open neighbourhood V of a and a finite number of commutative diagrams
(1.5)
(Vλ, Dλ) (M,D)
(Wλ, Eλ) (N,E)
Φλ
σλ
Φ
τλ
where
(1) each σλ and τλ is a composite of finitely many smooth local blowings-up and
local power substitutions, compatible with D and E, respectively;
(2) the families of morphisms {σλ} and {τλ} cover V and W , respectively, and
there are compact subsets Kλ ⊂ Vλ, Lλ ⊂ Wλ, such that
⋃
σλ(Kλ) and⋃
σλ(Lλ) are (compact) neighbourhoods of a and b, respectively;
(3) each Φλ is a monomial morphism (i.e., locally of the form (1.2), where
Dλ = {u1 · · ·ur = 0} and Eλ = {x1 · · ·xp · y1 · · · yq = 0}).
Theorem 1.9 (Local monomialization of an analytic or algebraic morphism com-
patible with divisors). Suppose that Q is either the class of R- or C-analytic func-
tions, or the class of algebraic functions over a field K of characteristic zero. Let
a ∈ M . Then there is an open neighbourhood V of a and a finite number of com-
mutative diagrams (1.5), where
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(1) each σλ and τλ is a composite of finitely many smooth local blowings-up,
compatible with D and E, respectively;
(2) the families of morphisms {σλ} and {τλ} cover V and W , respectively, and,
in the analytic case, there are compact subsets Kλ ⊂ Vλ, Lλ ⊂ Wλ, such
that
⋃
σλ(Kλ) and
⋃
σλ(Lλ) are neighbourhoods of a and b, respectively;
(3) each Φλ is a monomial morphism (i.e., locally of the form (1.2), where
Dλ = {u1 · · ·ur = 0} and Eλ = {x1 · · ·xp · y1 · · · yq = 0}).
Remark 1.10. Rough idea of the proofs. Theorems 1.8 and 1.9 will be proved
by transforming Φ to monomial form, one component at a time (with respect to
local coordinates). If Φ = (ϕ1, . . . ϕn), where Φ
(k) := (ϕ1, . . . ϕk) is in monomial
form (1.2) (and is dominant or generically submersive; i.e., s′ = s), then we will
transform ϕk+1 (modulo a coordinate change in the target) to the required form,
preserving monomiality of Φ(k), within an inductive scheme that involves three
steps (see Section 7).
I.A. Resolution of singularities of an ideal relative to a monomial morphism (see
Theorem 1.17 below).
I.B. Transformation of ϕk+1 to a function of classQ of the form g(u, v)+ψk+1(u, v, w),
where Ψ(k+1) := (Φ(k), ψk+1) is in monomial form and
(1.6) dg ∧ dϕ1 ∧ · · · ∧ dϕk = 0.
(equivalently, the formal Taylor expansion of g at a has the form
∑
gγδu
γvδ , where
γ is Q-linearly dependent on α1, . . . ,αp whenever gγδ 6= 0). In this case, we will
say that Ψ(k+1) is in pre-monomial form.
II. Transformation to g = 0; i.e., transformation of a premonomial morphism Ψ(k+1)
to a monomial morphism Φ(k+1).
Steps I.A and I.B involve techniques of a differential nature (see §1.2 and Section
5), whereas Step II uses methods that are largely combinatorial, developed in Sec-
tion 6. Section 6 is the only part of the paper where there is a dichotomy between
the cases of analytic or algebraic morphisms, and the general real quasianalytic
case (in particular, the only only part where power substitutions are needed in the
latter case; cf. §1.3).
In §§1.2, 1.3, we will try to give an idea of new techniques introduced, as well as
of applications.
Definition 1.11. (In the real quasianalytic or complex analytic cases) a family of
morphisms {σλ : Vλ → M} is a semiproper covering of M if {σλ} is a covering of
M (i.e.,
⋃
σλ(Vλ) = M) and, for every compact subset K of M , there are finitely
many compact Ki ⊂ Vλ(i) such that
⋃
i σλ(i)(Ki) = K.
Theorems 1.12, 1.13 following are immediate consequences of Theorems 1.8, 1.9.
Theorem 1.12 (Monomialization of a real quasianalytic morphism). Suppose that
Q is a real quasianalytic class, and that Φ : M → N is proper. Then there is a
countable family of commutative diagrams (1.5), where
(1) each σλ and τλ is a composite of finitely many smooth local blowings-up and
local power substitutions, compatible with D and E, respectively;
(2) the families of morphisms {σλ : Vλ → M} and {τλ : Wλ → N} are
semiproper coverings of M and N ;
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(3) each Φλ : (Vλ, Dλ)→ (Wλ, Eλ) is a monomial morphism.
Theorem 1.13 (Monomialization of an analytic or algebraic morphism). Suppose
that Q is either the class of R- or C-analytic functions, or the class of algebraic
functions over a field K of characteristic zero. In the analytic case, suppose also
that Φ : M → N is proper. Then there is a countable family (in the analytic case),
or a finite family (in the algebraic) of commutative diagrams (1.5), where
(1) each σλ and τλ is a composite of finitely many smooth local blowings-up,
compatible with D and E, respectively;
(2) the families of morphisms {σλ} and {τλ} are coverings of M and N , semi-
proper in the analytic case;
(3) each Φλ : (Vλ, Dλ)→ (Wλ, Eλ) is a monomial morphism.
In the case that dimM = dimN and Φ is dominant, we can prove Theorem 1.12
with the stronger conclusion that each Φλ = identity (see Theorem 1.20). Each of
the theorems above can be stated equivalently in the following two different ways.
(We give the equivalent statements only for Theorem 1.12, and leave the other
theorems to the reader.)
Theorem 1.14. Suppose that Q is a real quasianalytic class, and that Φ :M → N
is proper. Then there is a countable family of commutative diagrams (1.5), where
conditions (1), (2) of Theorem 1.12 hold, together with the following variant of (3):
(3) each Φλ : (Vλ, Dλ) → (Wλ, Eλ) is a proper morphism of the form (1.3) in
suitable local coordinate charts of class Q, where Dλ = {u1 · · ·ur = 0} and
Eλ = {x1 · · ·xp = 0}.
Theorem 1.14 =⇒ 1.12, by Theorem 4.4, and 1.12 =⇒ 1.14, by Lemma 6.4.
The equivalence of 1.12 and 1.15 following is a topological exercise.
Theorem 1.15. Suppose that Q is a real quasianalytic class, and that Φ :M → N
is proper. Then there is a commutative diagram of Q-morphisms
(1.7)
(M˜, D˜) (M,D)
(N˜ , E˜) (N,E)
Φ˜
σ
Φ
τ
where
(1) over every relatively compact open subset of M (or N), σ (or τ) is a com-
posite of finitely many morphisms of the following three kinds:
(a) (semiproper) morphism given by a covering
∐
Ui → U by finitely many
coordinate charts of class Q compatible with the divisor;
(b) compatible (global) blowing-up;
(c) compatible power substitution (in coordinate charts Ui);
(2) Φ˜ is a monomial morphism.
1.2. Derivations tangent to a morphism. The purpose of this subsection is to
motivate the calculus of derivations tangent to the fibres of a morphism that we
will develop in Section 5, and, in this context, to formulate a theorem on reso-
lution of singularities of an ideal relative to a monomial morphism (see Theorem
1.17 and Corollary 1.18) that we will prove in Section 7 simultaneously with the
monomialization theorems above, as part of the inductive scheme.
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We recall that, in resolution of singularities of a sheaf of ideals I on a smooth
space M in characteristic zero, the derivative ideals Dk(I) generated by deriva-
tions of order ≤ k of local sections of I play a very important part; in particular,
they determine a coefficient ideal which, after restriction to a maximal contact hy-
persurface, can be assumed to admit a resolution of singularities, by induction on
dimension. The ideal I has order µ at a given point if and only if an appropriately
defined coefficient ideal has order ≥ µ!. The problem of order reduction of I (lead-
ing to desingularization) is therefore equivalent to that of order reduction of the
coefficient ideal, provided we know that, after a sequence of suitable blowings-up,
the transform of the coefficient ideal of I equals the coefficient ideal of the transform
of I.
The coefficient ideal (and maximal contact) are local constructions that are not
uniquely determined by I, so that some notion of functoriality must be built into
the inductive scheme to guarantee that the coefficient ideal is resolved by blowings-
up that are independent of the local choices. In the approach of [17], this is achieved
by using ideals DkD(I) of derivatives that are logarithmic with respect to the excep-
tional divisor D. In a local coordinate system (u,v) = (u1, . . . , ur, v1, . . . , vs) where
D = {u1 · · ·ur = 0}, the sheaf DD of logarithmic derivations (sometimes denoted
DerM (− logD)) is generated by
(1.8) ui
∂
∂ui
, i = 1, . . . , r, and
∂
∂vl
, l = 1, . . . , s.
Logarithmic derivatives have a particularly simple law of transformation by blowings-
up that are compatible with D [17, Lemma 3.1], which can be used to show that
the transformed coefficient ideal equals the coefficient ideal of the transform of I
in a very natural way [17, Thm. 3.10].
A key technique in our proof of monomialization is a calculus of logarithmic
derivatives that are tangent to the fibres of a morphism (Section 5; some of the ideas
appear in [8], [9], [10]). If Φ : (M,D) → (N,E) is a monomial morphism, written,
say, in the form (1.2) in coordinates at a point a ∈M , where D = {u1 · · ·ur = 0},
then the stalk at a of the sheaf ∆Φ of logarithmic derivations tangent to Φ is
generated by
(1.9)
r∑
i=1
γjiui
∂
∂ui
, j = 1, . . . , r − p, and
∂
∂wl
, l = 1, . . . , t,
where γ j = (γj1, . . . , γjr) ∈ Qr, j = 1, . . . , r − p, form a basis of the orthogonal
complement of the Q-linear subspace spanned by α1, . . . ,αp with respect to the
standard scalar product 〈γ,α〉. The sheaf of derivations ∆Φ is the subsheaf of DD
of log derivations that annihilate the components of Φ; note that (assuming Φ is
dominant; i.e., s′ = s) ∆Φ also annihilates any function g(u, v, w) in our class such
that dg ∧ dΦ1 ∧ · · · ∧ dΦn = 0 (cf. Remark 1.10).
Let us write Q to denote also the sheaf of germs of functions of class Q on M .
Recall that, in general, we are not assuming that the stalks of Q are Noetherian.
In a quasianalytic class, the appropriate analogue of sheaves of ideals of finite type
is the following.
Definition 1.16. We say that a sheaf of ideals I ⊂ Q (or, more generally, a sheaf
of Q-modules M is privileged if the stalk of I (or M) at any point a is generated
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by local sections defined in a common neighbourhood of a. If I ⊂ Q is a privileged
ideal (sheaf), then Q/I is quasicoherent.
Given a privileged ideal (sheaf) I, we define a chain of privileged ideals (in
analogy with the log derivative ideals DkE(I)),
I = IΦ0 ⊂ I
Φ
1 ⊂ · · · ⊂ I
Φ
k ⊂ · · · ,
by IΦk+1 := I
Φ
k + ∆
Φ(IΦk ), k = 0, 1, . . . , and we set I
Φ
∞ :=
∑
IΦk ; cf. [8, § 3.1], [9,
§ 5.1].
We introduce the log differential order νa(I,Φ) of I relative to Φ as the smallest
ν ∈ N ∪ {∞} such that IΦ∞ := I
Φ
ν . Note that, if Φ = constant and D = ∅, then
νa(I,Φ) equals the standard order of I at a. (Compare with [8, § 3.1], [9, Def. 5.1].
In the case Φ = constant, the log differential order has also been defined in [4,
3.6.9].)
In Section 7, the ideal IΦ∞ and reduction of the log differential order relative to Φ
play parts analogous to those of the coefficient ideal and reduction of the order of I,
in resolution of singularities. There is, however, an important technical difficulty—
the transformation law for IΦ∞ is not as simply related to that for I as in the case
of the standard log derivations DD. For this reason, we have to build appropriate
control of the log derivations ∆Φ tangent to Φ into the inductive scheme. We will, in
fact, prove the monomialization theorems above simultaneously with the following.
Theorem 1.17. Let Φ : (M,D)→ (N,E) denote a monomial morphism of class Q
and let J denote a privileged ideal sheaf on M which is ∆Φ-closed; i.e., ∆Φ(J ) ⊂
J . Then there is a countable family (finite, in the algebraic case) of commutative
diagrams (1.5), where conditions (1), (2), (3) of Theorem 1.12 (or of Theorem
1.13, in the analytic and algebraic cases) hold, together with the following: for each
λ,
(4) σ∗λ(∆
Φ) = ∆Φ˜λ , where σ∗λ(∆
Φ) denotes the pull-back by σλ of the sheaf of
log derivations ∆Φ tangent to Φ;
(5) the pull-back σ∗λ(J ) of J is principal and monomial.
Corollary 1.18 (Resolution of singularities relative to a monomial morphism). Let
Φ : (M,D) → (N,E) denote a monomial morphism of class Q and let I denote a
privileged ideal sheaf on M . Then there is a countable family (finite, in the algebraic
case) of commutative diagrams (1.5), where conditions (1), (2), (3) of Theorem 1.12
(or of Theorem 1.13, in the analytic and algebraic cases) hold, together with the
following:
(4) for each λ, the pull-back σ∗λ(I) is principal and monomial.
This will be deduced from Theorem 1.17 also in Section 7.
1.3. Power substitutions—significance and applications. In this subsection,
we show that a morphism in a quasianalytic class (in particular, in a quasianalytic
Denjoy Carleman class, or in a class of C∞ functions definable in a polynomially
bounded o-minimal structure; see Section 3) cannot, in general, be monomialized
by sequences of only local blowings-up of the source and target. We also give
applications of monomialization by local blowings-up and power substitutions, to
problems in subanalytic (or sub-quasianalytic) geometry which cannot be solved
using local blowings-up alone, even in the real-analytic case. It may be interesting
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to compare the use of power substitutions in our monomialization theorems with
the rather different way that they intervene in [4].
Examples 1.19. These examples are based on a construction due to Nazarov,
Sodin and Volberg [37, § 5.3]: Given a suitable quasianalytic Denjoy-Carleman
class CM (see §3.1), there is a function g ∈ CM ([0, 1)) which admits no extension to
a function in CM ′((−δ, 1)), for any quasianalytic Denjoy-Carleman class CM ′ (for
example, we can take the sequence M = (Mk)k∈N, where Mk = (log k)
k).
By adding a linear term to g if necessary, we can assume that g(0) = 0 and
g′(0) 6= 0. Let Φ : (−1, 1) → R2 denote the CM -morphism Φ(x) = (x2, g(x2)).
Assume that Φ can be monomialized by local blowings-up. There are no nontrivial
blowings-up of the source, and blowings-up over the origin in the target lead to
a morphism of the same form as g. Monomialization of Φ must necessarily be
achieved, therefore, by a coordinate change in the target; this is not possible because
of non-extendability of g.
We can also consider the o-minimal structure RCM given by expansion of the real
field by restricted functions of class CM (cf. [41]), and the quasianalytic class Q
of C∞ functions that are locally definable in RCM . By [11, Thm. 1.6], any function
h ∈ Q((−1, 1)) belongs to a Denjoy-Carleman class CM(p) , for some positive integer
p, whereM (p) is the sequence obtained fromM = (Mk) by a shiftM
(p)
k :=Mpk. For
example, the sequence M = (Mk)k∈N, where Mk = (log(log k))
k, also satisfies the
conditions of [37] and, in this case, each shifted class CM(p) is quasianalytic (cf. [38,
Example 6.7]); it follows that the morphism Φ above also cannot be monomialized
in the class Q by local blowings-up alone.
Power substitutions are important not only for technical reasons as suggested by
Examples 1.19. Theoreom 1.20 following is a consequence of our monomialization
theorems. (In the case that dimM = dimN , this is a local factorization statement
for a real quasianalytic morphism.)
Theorem 1.20. Suppose that Q is a real quasianalytic class and that Φ : (M,D)→
(N,E) is a proper Q-morphism, where Φ : M → N is generically of rank m =
dimM . Then Theorem 1.12 holds with the stronger conclusion that each Φλ =
identityVλ×0; i.e., (x,z, z˜) = (u,v,0n−m) in local coordinates. (In the real algebraic
case, {Φλ} is a finite family.)
Proof. This follows from Theorems 1.12, 1.13 and Lemma 6.15. 
For a real quasianalytic class Q, we can define sub-quasianalytic functions and
sub-quasianalytic sets in an obvious way generalizing subanalytic. (In particular, a
sub-quasianalytic function is a function whose graph is sub-quasianalytic.)
Theorem 1.21 (Characterization of a sub-quasianalytic function). Let Q denote a
real quasianalytic class, and let f : N → R be a continuous function. Then f is sub-
quasianalytic if and only if there is a countable semiproper covering {τλ :Wλ → N}
of N of class Q, such that
(1) each morphism τλ is a composite of finitely many smooth local blowings-up
and power substitutions;
(2) each function fλ := f ◦ τλ is quasianalytic of class Q.
Proof. The “if” direction is clear. Conversely, suppose that f is sub-quasianalytic.
Then there is a proper Q-morphism Ψ : M → N × R such that dimM = dimN
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and Ψ(M) = graph f . Let πN and πR denote the projections of N ×R to N and R
(respectively), and set Φ := πN ◦Ψ :M → N , so that f ◦Φ = πR◦Ψ is quasianalytic.
By Theorem 1.20, there are countable semiproper coverings {σλ} and {τλ} of M
and N by finite sequences of local blowings-up and power substitutions, such that,
for each λ, Φ ◦ σλ = τλ; therefore, f ◦ τλ = (f ◦ Φ) ◦ σλ is quasianalytic. 
Remark 1.22. If f is sub-quasianalytic and N has an SNC divisor E, then there is
a semiproper covering {τλ} as in the theorem, where each τλ is compatible with E.
Theorem 1.21 in the real analytic case was proved in [14]. Note that, even in
the real-analytic case, the analogous assertion using local blowings-up alone is not
true. (A real-valued function f can be transformed to analytic by sequences of
local blowings-up of the source if and only if f is subanalytic and arc-analytic;
i.e., analytic on every real-analytic arc [14].) Theorem 1.21, in general, has been
proved by Rolin and Servi using model-theoretic techniques [40, Thm. 4.2]. Rolin
and Servi show that quantifier elimination in the structure defined by restricted
functions of class Q (together with reciprocal and nth roots) is a direct consequence
of Theorem 1.21 (see [40, Sect. 4]). Theorems 1.23, 1.24 following are strong versions
for real quasianalytic classes, in general, of Hironaka’s rectilinearization theorem
for subanalytic sets [28, Thm. 7.1], [13, Thm. 0.2], and a variant in [40, Sect. 4].
Theorem 1.23 (Rectilinearization I). Let N denote a manifold of real quasiana-
lytic class Q, and let X denote a sub-quasianalytic subset of N . Assume that N has
pure dimension n. Then there is a countable semiproper covering {τλ : Wλ → N}
of N of class Q, such that, for each λ,
(1) Wλ ∼= Rn and τλ is a composite of finitely many smooth local blowings-up
and power substitutions compatible with the exceptional divisors;
(2) τ−1λ (X) is a union of orthants of R
n
λ.
Proof. We can assume that N = Rn and that X =
⋃p
k=1(Xk1\Xk2), where each
Xkj is closed sub-quasianalytic. For all k and j = 1, 2, let fkj(x) = d(x,Xkj)
2, were
d denotes the Euclidean distance. Then each fkj is sub-quasianalytic. By Theorem
1.21, there is a countable semiproper covering {τλ} of N of class Q satisfying
condition (1), such that, for all k, j, λ, fkj ◦ τλ is quasianalytic of class Q. By
resolution of singularities of
∏
k,j fkj ◦ τλ, for each λ, after further local blowings-
up if necessary, we can assume that each fkj ◦ τλ is a monomial times a unit; thus
each τ−1λ (X) is a union of orthants in R
n. 
Theorem 1.24 (Rectilinearization II). Let N denote a manifold of real quasian-
alytic class Q, with SNC divisor E. Assume that N has pure dimension n. Let
X denote a sub-quasianalytic subset of N . Then there is a countable semiproper
covering {τµ :Wµ → N} of N of class Q, such that,
(1) for each µ, Wµ is a copy R
n
µ of R
n and τµ is a composite of finitely many
smooth local blowings-up and power substitutions compatible with the divi-
sors;
(2) X\E = ∪µτµ(R
k(µ)
µ \Eµ), where, for each µ, R
k(µ)
µ is a coordinate subspace
of Rnµ (of dimension k(µ)) transverse to the divisor Eµ ⊂ R
n
µ, and τµ
restricts to an embedding on each connected component of R
k(µ)
µ \Eµ.
Proof. Let k = dim(X\E) ≤ n. Let Φ : M → N be a proper Q-morphism from
a Q-manifold M of dimension k, such that Φ(M) ⊂ X\E with complement of
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dimension < k, dimX\(E ∪ Φ(M)) < k, and Φ has generic rank k. By resolution
of singularities of Φ−1(E), we can assume that M has an SNC divisor D and that
Φ is a morphism (M,D)→ (N,E).
By Theorem 1.20, there are countable semiproper coverings {σλ} and {τλ} of M
and N (respectively) by finite sequences of local blowings-up and power substitu-
tions, compatible with the exceptional divisors, such that, for each λ, Φ◦σλ = τλ◦Φλ
and Φλ = identityVλ × 0. We can assume that, for each λ, Wλ is a copy R
n
λ of R
n
(a coordinate chart) and Φλ(Vλ) is a k-dimensional coordinate subspace R
k
λ of R
n
λ,
transverse to the exceptional divisor Eλ of τλ.
Since all local blowings-up and power substitutions are compatible with the
divisors, we can assume that each τλ restricts to an embedding on every component
of Rnλ\Eλ. The result follows easily in the case that X is closed, using induction
on k.
In general, there may be a subset Xλ of R
k
λ\Eλ (above) given by all points of
the latter that are mapped to X\E but not to X\E; Xλ is sub-quasianalytic and
dimXλ < k. After applying Theorem 1.21 and Remark 1.22 (as in the proof of
Theorem 1.23) to the sub-quasianalytic function f(x) = d(x,Xλ)
2 on Rkλ, and the
SNC divisor Eλ ∩ Rkλ, we can assume that τλ maps R
k
λ\Eλ to X\E, and again
restricts to an embedding on each component of Rkλ\Eλ. The result follows again
by induction on k. 
2. Counterexample to monomialization by global blowings-up
We show that a proper morphism ϕ : V →W of real analytic manifolds cannot,
in general, be monomialized by global blowings-up of the source and target, even
over some neighbourhood of a given point of ϕ(V ). We show, in fact, that ϕ
cannot, in general, be transformed by global blowings-up of the source and target
to a mapping that is regular in the sense of Gabrielov.
Definition 2.1. A morphism ϕ : V →W of real analytic manifolds is regular at a
point a ∈ V , in the sense of Gabrielov [27], if dimOϕ(a)/ kerϕ
∗
a equals the generic
rank of ϕ at a. We recall that ϕ∗a : Oϕ(a) → Oa denotes the homomorphism of
local rings induced by ϕ, and that dimOϕ(a)/ kerϕ
∗
a is the smallest dimension of
an analytic subset of some neighbourhood of ϕ(a) in W that contains the image of
a small neighbourhood of a. We say that ϕ : V → W is regular if it is regular at
every point of V .
A monomial mapping (or any polynomial mapping) is regular since its image is
semialgebraic, and every semialgebraic set lies in a real algebraic set of the same
diimension, by a theorem of  Lojasiewicz [33] (see [13, Thm. 2.13]).
We will construct a proper real-analytic morphism which cannot be transformed
to a regular morphism by global bowings-up of the source and target. This example
is a variation of [19, Example 3.1], and involves the following two mappings.
(1) The function g : (−∞, 1/δπ)→ R given by
g(s) := sin θ(s), where θ(s) :=
1
δs− 1/π
,
and δ > 0 is small. The graph of g(s) lies in no 1-dimensional subanalytic
subset of R2.
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(2) The Osgood mapping Θ : R2 → R3 defined as
Θ(u, v) := (u, uv, uvev).
No nonzero analytic function defined in a neighbourhood of 0 ∈ R3 vanishes
of the image of any neighbourhood of 0 ∈ R2.
Using (1), it is easy to define a function h : (−∞, 1/δπ) → R2 such that every
point of the disk {(s, x, y) ∈ R3 : s = 1/δπ, x2 + y2 ≤ 1} is a limit point of the
graph of h(s), and therefore the graph of h lies in no subanalytic subset of R3 of
dimension < 3; for example
(2.1) h(s) := sin θ(s)
(
cos θ(s)2, sin θ(s)2
)
.
Example 2.2. Define ϕ : V → W by ϕ := π0 ◦ ψ, where π0 : Z →W := R4 is the
blowing-up of the origin, and ψ : V := S3 → Z is the composite of
p : S3 → R4
(s, u, v, w) 7→ (s, u+ h1(s), uv + h2(s), uve
v),
where S3 = {(s, u, v, w) : s2 + u2 + v2 + w2 = 1}, h(s) = (h1(s), h2(s)) is given by
(2.1), and
ι : R4 →֒ Z,
where ι is the inclusion of the “z-coordinate chart”; i.e., the coordinate chart on
which π0 is given by (t, x, y, z) 7→ (tz, xz, yz, z) ({z = 0} is the exceptional divisor
D of π0 in this chart). Note that ker p
∗
a = 0 at every a ∈ {u = v = 0}.
Consider a commutative diagram
(2.2)
V ′ V
W ′ W ,
ϕ′
ρ
ϕ
σ
(after shrinking over any neighbourhood of 0 ∈ W ), where σ = σ1 ◦ · · · ◦ σk is a
composite of blowings-up σj : Wj → Wj−1 with smooth centres Cj−1 ⊂ Wj−1,
j = 1, . . . , k (W = W0, W
′ = Wk), and ρ : V
′ → V is a proper surjective real-
analytic mapping of generic rank 3, from a real-analytic space V ′ of pure dimension
3. We claim that ϕ′ is not regular ; more precisely, ker(ϕ′)∗a = 0 at certain points
a ∈ V ′.
To see the claim, consider the commutative diagram
Z ′ = Zk Zk−1 · · · Z1 Z0 = Z
W ′ =Wk Wk−1 · · · W1 W0 =W ,
πk
σ′k
πk−1 π1
σ′1
π0
σk σ1
where each σ′j is a composite of finitely many blowings-up with smooth centres, ob-
tained inductively as follows: Given πj : Zj → Wj , let Tj+1 → Wj+1 be the strict
transform of πj by σj+1, and let τj+1 : Tj+1 → Zj denote the associated mapping;
i.e., τj+1 is the blowing-up of the pull-back ideal π
∗
j (ICj ) ⊂ OZj , where ICj ⊂ OWj
is the ideal of Cj . By resolution of singularities, τj+1 can be dominated by a finite
sequence of blowings-up with smooth centres. More precisely, there is a composite
σ′j+1 : Zj+1 → Zj of finitely many blowings-up with smooth centres, which princi-
palizes π∗j (ICj ), and σ
′
j+1 factors through Tj+1, according to the universal mapping
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property of the blowing-up τj+1. So we get πj+1 : Zj+1 → Tj+1 → Wj+1. Write
π := π0, π
′ := πk. Let σ
′ := σ′1 ◦ · · · ◦ σ
′
k and write σ
′ = σ′′1 ◦ σ
′′
2 ◦ · · · , where each
σ′′i : Yi → Yi−1 is a blowing-up with smooth centre C
′
i−1 (Y0 = Z).
Note that every Cj and C
′
i has dimension ≤ 2, and each πj is generically of rank
4; in particular, the homomorphism of local rings π∗j,b is injective, for all b ∈ Zj.
Let D′ ⊂ Z ′ denote the exceptional divisor of σ′; i.e., D′ is the union of the inverse
images in Z ′ of all centres of blowing up C′i; thus σ
′ is an isomorphism outside D′.
Consider the commutative diagram
(2.3)
V ′′ V ′ ×W ′ Z ′ V ′
Z ′ W ′ ,
ψ′
Φ ϕ
′
π′
where V ′′ is the smallest closed analytic subspace of the fibre-product V ′ ×W ′ Z ′
containing the complement of Φ−1(D′); dimV ′′ = 3. Let ψ′ : V ′′ → Z ′ and
ρ′ : V ′′ → V ′ denote the induced morphisms. (Use of the fibre-product construction
is convenient for exposition of this example, but not really necessary in the argument
following.)
Note that, if ϕ′ is regular, then ψ′ is regular (at least at points of V ′′ of dimension
3) since, for any c ∈ V ′′, any nonzero element of ker(ϕ′)∗ρ′(c) ⊂ OW ′,ϕ′(ρ′(c)) pulls
back to a nonzero element of ker(ψ′)∗c . If U is an open subset of Z over which σ
′
is an isomorphism (which we regard as the identity mapping), then ϕ′|(ψ◦ρ)−1(U)
factors through Z ′ as π′ ◦ (ψ ◦ ρ), and, over U , we can identify V ′′ with V ′, and ψ′
with ψ ◦ ρ.
Let Γ ⊂ Z denote the curve {(t, x, y, z) ∈ R4 : x = h1(t), y = h2(t), z = 0, t <
1/δπ}. The curve Γ cannot lie entirely in the centre of blowing up C′0; therefore, it
lifts to a unique curve Γ1 ⊂ Y1. Likewise, Γ1 does not lie in C′1, etc. (We use the
property that any subanalytic set containing Γ is of dimension ≥ 3; clearly, this
property is inherited by Γ1, etc.) Finally, Γ lifts to a unique curve Γ
′ ⊂ Z ′, and Γ′
intersects D′ in a discrete set. It follows that ψ′ is not regular at most points of
the inverse image of Γ′. Therefore, ϕ′ is not regular.
3. Quasianalytic classes
Quasianalytic classes are classes of infinitely differentiable functions which can be
characterized by three simple axioms. We list the axioms in §3.1 on real quasiana-
lytic classes below (see Definition 3.1), but the classes of compex-analytic functions
or algebraic functions over any field K of characteristic zero also satisfy these ax-
ioms. Derivatives in the complex analytic case are with respect to complex analytic
(i.e., holomorphic) coordinates, and in the algebraic case with respect to e´tale co-
ordinates (or uniformizing parameters).
Throughout the article, we try to use a language that makes sense for all classes
considered. This presents a challenge in the algebraic case (particularly when the
ground field K is not algebraically closed), because local neighbourhoods and local
blowings-up mean local in the e´tale topology, and the value of a function at a closed
point a makes sense only as an element of the residue field Ka, which is a finite
extension of K. Some of the background notions for the algebraic case are recalled
in §3.3. The use of e´tale neighbourhoods and the necessary field extensions will
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usually be implicitly understood in the remainder of the paper, but we will try to
provide guidance where it seems important.
In the remaining sections of the article, when we deal simultaneously with all
classes considered, we will use Q to denote the class of functions. In particular,
in the analytic or algebraic cases, Q will be used for the classes O of analytic or
regular functions. We will use the notation O only when the discussion is restricted
to the analytic or algebraic cases. We will write QM (or simply Q, if there is no
possibility of confusion) to denote the sheaf of local rings of functions of class Q on
a smooth space M in the category. See §3.1 following.
We use standard multiindex notation: Let N denote the nonnegative integers.
If α = (α1, . . . , αn) ∈ Nn, we write |α| := α1 + · · · + αn, α! := α1! · · ·αn!,
xα := xα11 · · ·x
αn
n , and ∂
|α|/∂xα := ∂α1+···+αn/∂xα11 · · · ∂x
αn
n . We write (i) for
the multiindex with 1 in the ith place and 0 elsewhere.
3.1. Real quasianalytic classes. We consider a class of functions Q given by
the association, to every open subset U ⊂ Rn, of a subalgebra Q(U) of C∞(U)
containing the restrictions to U of polynomial functions on Rn, and closed under
composition with a Q-mapping (i.e., a mapping whose components belong to Q).
We assume that Q determines a sheaf of local R-algebras of C∞ functions on Rn,
for each n, which we denote QRn (or simply Q).
Definition 3.1. Quasianalytic classes. We say that Q is quasianalytic if it satisfies
the following three axioms:
(1) Closure under division by a coordinate. If f ∈ Q(U) and
f(x1, . . . , xi−1, a, xi+1, . . . , xn) = 0,
where a ∈ R, then f(x) = (xi − a)h(x), where h ∈ Q(U).
(2) Closure under inverse. Let ϕ : U → V denote a Q-mapping between open
subsets U , V of Rn. Let a ∈ U and suppose that the Jacobian matrix
(∂ϕ/∂x)(a) is invertible. Then there are neighbourhoods U ′ of a and V ′ of
b := ϕ(a), and a Q-mapping ψ : V ′ → U ′ such that ψ(b) = a and ψ ◦ ϕ is
the identity mapping of U ′.
(3) Quasianalyticity. If f ∈ Q(U) has formal Taylor expansion zero at a ∈ U ,
then f is identically zero near a.
Remarks 3.2. (1) Axiom 3.1(1) implies that, if f ∈ Q(U), then all partial deriva-
tives of f belong to Q(U).
(2) Axiom 3.1(2) is equivalent to the property that the implicit function theorem
holds for functions of class Q. It implies that the reciprocal of a nonvanishing
function of class Q is also of class Q.
(3) Our two main examples of quasianalytic classes are quasianalytic Denjoy-
Carleman classes (see §3.2), and the class of C∞ functions definable in a given
polynomially bounded o-minimal structure. In the latter case, we can define a
quasianalytic class Q in the axiomatic framework above by taking Q(U) as the
subring of C∞(U) of functions f such that f is definable in some neighbourhood
of any point of U (or, equivalently, such that f |V is definable, for every relatively
compact definable open V ⊂ U); the axiom of quasianalyticity is satisfied by [36],
and the division and inverse properties are immediate from definability and the
corresponding C∞ assertions.
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The elements of a quasianalytic class Q will be called quasianalytic functions.
A category of manifolds and mappings of class Q can be defined in a standard
way. The category of Q-manifolds is closed under blowing up with centre a Q-
submanifold [16].
Resolution of singularities holds in a quasianalytic class [15], [16]. Resolution of
singularities of a sheaf of ideals requires only that the ideal (sheaf) be privileged
(Definition 1.16), rather than finitely generated; see [18, Thm. 3.1].
3.2. Quasianalytic Denjoy-Carleman classes.
Definition 3.3. Let M = (Mk)k∈N denote a sequence of positive real numbers
such that M0 ≤M1 and M is logarithmically convex ; i.e., the sequence (Mk+1/Mk)
is nondecreasing. A Denjoy-Carleman class Q = CM is a class of C∞ functions
determined by the following condition: A function f ∈ C∞(U) (where U is open
in Rn) is of class CM if, for every compact subset K of U , there exist constants
A, B > 0 such that
(3.1)
∣∣∣∣∂|α|f∂xα
∣∣∣∣ ≤ AB|α|α!M|α|
on K, for every α ∈ Nn.
We use the notation M to denote a sequence (as opposed to a manifold or
smooth space) only in this section and in Examples 1.19, in order to be consistent
with standard notation for Denjoy-Carleman classes.
Remark 3.4. The logarithmic convexity assumption implies thatMjMk ≤M0Mj+k,
for all j, k, and that the sequence ((Mk/M0)
1/k) is nondecreasing. The first of these
conditions guarantees that CM (U) is a ring, and the second that CM (U) contains
the ring O(U) of real-analytic functions on U , for every open U ⊂ Rn. (If Mk = 1,
for all k, then CM = O.)
If X is a closed subset of U , then CM (X) will denote the ring of restrictions
to X of C∞ functions which satisfy estimates of the form (3.1), for every compact
K ⊂ X .
A Denjoy-Carleman class Q = CM is a quasianalytic class in the sense of Def-
inition 3.1 if and only if the sequence M = (Mk)k∈N satisfies the following two
assumptions in addition to those of Definition 3.3.
(a) sup
(
Mk+1
Mk
)1/k
<∞.
(b)
∞∑
k=0
Mk
(k + 1)Mk+1
=∞.
It is easy to see that the assumption (a) implies that CM is closed under dif-
ferentiation. The converse of this statement is due to S. Mandelbrojt [35]. In a
Denjoy-Carleman class CM , closure under differentiation is equivalent to the axiom
3.1(1) of closure under division by a coordinate—the converse of Remark 3.2(1) is
a consequence of the fundamental theorem of calculus.
According to the Denjoy-Carleman theorem, the class CM is quasianalytic (axiom
3.1(3)) if and only if the assumption (b) holds [29, Thm. 1.3.8].
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Closure of a Denjoy-Carleman class CM under composition is due to Roumieu [42]
and closure under inverse to Komatsu [32]; see [16] for simple proofs. A Denjoy-
Carleman class Q = CM satisfying the assumptions (a) and (b) above is thus a
quasianalytic class, in the sense of Definition 3.1.
If CM , CN are Denjoy-Carleman classes, then CM (U) ⊆ CN(U), for all U , if and
only if sup (Mk/Nk)
1/k
< ∞ (see [43, §1.4]); in this case, we write CM ⊆ CN . For
any given Denjoy-Carleman class CM , there is a function in CM ((0, 1)) which is
nowhere in any given smaller class [30, Thm. 1.1].
Remark 3.5. Model theory. Let CM denote a quasianalytic Denjoy-Carleman class,
and let RCM denote the expansion of the real field by restricted functions of class CM
(i.e., restrictions to closed cubes of CM -functions, extended by 0 outside the cube).
Then RCM is an o-minimal structure, and RCM is both polynomially bounded and
model-complete [41].
3.3. The algebraic case. A manifold in this case will mean a smooth separated
scheme of finite type over a field K of characteristic zero, and a morphism will
mean a regular morphism; i.e., a morphism of such schemes. We will call a regular
morphism also an algebraic morphism (or an algebraic function if the target scheme
is the affine line)—perhaps a mild abuse of terminology, but convenient in analogy
with “analytic” or “quasianalytic” morphism.
In the case of algebraic (regular) functions over K, formal Taylor expansions and
partial derivatives are defined with respect to e´tale coordinates at a closed point
a of a manifold M . It is enough to prove our local monomialization theorems at
a closed point a because any open covering of the set of closed points of a closed
subset X of M is an open covering of X .
The value f(a) of an algebraic function f at a (closed) point a ∈M makes sense
as the element induced by f in Oa/ma; Ka := Oa/ma is the residue field of a, and
is a finite extension of the base field K (O denotes the structure sheaf of M). Note
that, if Φ : M → N is a morphism and b = Φ(a), then Kb ⊂ Ka, but they need not
be equal, in general.
An e´tale coordinate chart U ⊂M is a Zariski-open subset U of M together with
an e´tale morphism U → An
K
. The affine coordinates x1, . . . , xn of A
n
K
are regular
functions on U ; (x1, . . . , xn) is called a system of e´tale coordinates or uniformizing
parameters (see [15, Lemma 3.3] for an explanation).
A formula in e´tale coordinates for a morphism Φ : U → V , where U and V are
e´tale coordinate charts at a and b = φ(a) (respectively) should be understood as a
formula for the induced morphism Φ ×K L : U ×K L → V ×K L, where L is either
the residue field Ka, or a finite extension of Ka.
An e´tale coordinate chart U determines a formal Taylor series homomorphism
Ta : Oa → Ka[[X ]], X = (X1, . . . , Xn), at every a ∈ U ; Ta is the unique ring
homomorphism Oa → Ka[[X ]] such that Taxi = xi(a)+Xi, i = 1, . . . , n. The Taylor
homomorphism induces an isomorphism of complete local rings Ôa → Ka[[X ]].
Partial derivatives of a regular (or algebraic) function on U with respect to e´tale
coordinates (x1, . . . , xn) are regular functions on U which can be defined as follows.
If α ∈ Nn and f ∈ O(U), then there is a unique element fα ∈ O(U) such that
Dα(Taf)(X) = (Tafα)(X), for all a ∈ U , where Dα denotes the formal derivative
∂|α|/∂Xα. We call fα the partial derivative ∂αf or ∂
|α|f/∂xα. See [15, Section
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3] for a concrete description of the notions above; in particular, ∂α is given by an
explicit formula in [15, Lemma 3.5].
It is important to distinguish between the notions of e´tale coordinate chart, as
above, and e´tale open neighbourhood of a point or e´tale open subset of M , which
means not a (Zariski-)open subset at all, but rather an e´tale mapping ε : V →
M (i.e., the analogue for the e´tale topology of a Zariski-open subset). An e´tale
mapping is open in the Zariski topology, so that the image of an e´tale mapping ε is
a Zariski-open subset. An e´tale neighbourhood ε : V →M and e´tale coordinates (or
uniformizing parameters) at a point of V will often be used together; cf. Remarks
1.2(2).
4. Logarithmic Fitting ideal characterization of a monomial
morphism
The purpose of this section is to show that a dominant morphism Φ : (M,D)→
(N,E) of quasianalytic class Q is monomial if and only if the log Fitting ideal of
maximal minors (of the log Jacobian matrix) of Φ is everywhere generated by a
unit (Theorem 4.4—a version of the rank theorem for logarithmic dervatives; cf.
[39, Ch. IV]). This characterization of monomiality is used, for example, to show
that monomial is an open condition in the source of a morphism (Corollary 4.6).
Let (M,D) denote a manifold with SNC divisor, of class Q. We denote by
Ω1M (− logD) the sheaf of modules over the structure sheaf Q of M of logarithmic
differential 1-forms. In coordinates
(4.1) (u,w) = (u1, . . . , ur, w1, . . . , wt)
compatible with D at a point a ∈M (where D = {u1 · · ·ur = 0}), the local sections
of Ω1M (− logD) are generated by
du1
u1
, . . . ,
dur
ur
, dw1, . . . , dwt.
The sheaf ΩkM (− logD) of logarithmic k-forms overM is defined in terms of Ω
1
M (− logD)
in the standard way.
Consider a Q- morphism Φ : (M,D)→ (N,E). Let n = dimN .
Lemma 4.1 (Pullbacks of log differentials are well-defined). For all k = 1, . . . , n,
σ∗
(
ΩkN (− logE)
)
is a subsheaf of ΩkM (− logD).
Proof. Consider coordinate systems (compatible with the divisors) (4.1) at a point
a ∈M and
(4.2) (x,z) = (x1, . . . , xp, z1, . . . , zs)
at b = Φ(a) ∈ N , where E = {x1 · · ·xp = 0}. Since Φ∗(E)red is an SNC divisor
contained in D, each xj = u
γjUj at a, for some γj ∈ Nr and unit Ui. Therefore,
dxj
xj
=
duγj
uγj
+
dUj
Uj
, j = 1, . . . , p,
and the assertion follows. 
Definition 4.2. The logarithmic Fitting ideal sheaf Fn−k(Φ) associated to Φ is the
ideal subsheaf ofQ whose stalk Fn−k(Φ)a at a ∈M can be described (in coordinates
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(4.1) at a) in the following way. If ω be a logarithmic k-form at b = Φ(a), then
Φ∗ω =
∑
I,J
BωI,J(u,w)
dui1
ui1
∧ · · · ∧
duil
uil
∧ dwj1 ∧ · · · ∧ dwjk−l ,
where the sum is over all pairs (I, J) with I = (i1, . . . il), 1 ≤ i1 < · · · < il ≤ r,
and J = (j1, . . . < jk−l), 1 ≤ j1 < · · · jk−l ≤ t, and where the coefficients BωI,J are
germs of functions of class Q at a, by Lemma 4.1. Then Fn−k(Φ)a is generated by
the set of coefficients BωI,J(u,w), for all ω ∈ Ω
k
N,b(− logE) and all (I, J).
Remark 4.3. A morphism Φ : (M,D) → (N,E) is dominant (i.e., generically sub-
mersive) if and only if the log Fitting ideal F0(Φ) of maximal minors is everywhere
non-zero.
Theorem 4.4. A dominant Q-morphism Φ : (M,D) → (N,E) is monomial at a
point a ∈M if and only if the log Fitting ideal F0(Φ)a is generated by a unit.
Proof. Let b = Φ(a). First assume that Φ is monomial at a. Consider Φ-monomial
coordinate systems (u,v,w) and (x,y,z) at a and b, respectively (as in Definitions
1.1, 1.6). Since Φ is dominant, s′ = s and
dxj
xj
=
duαj
uαj
=
r∑
i=1
αji
dui
ui
,
dyk
yk
=
d
(
uβk(ξk + vk)
)
uβk(ξk + vk)
=
r∑
i=1
βji
dui
ui
+
dvk
ξk + vk
,
dzl = dvl.
It is easy to see that F0(Φ)a is generated by a unit, using the conditions that the αj
are Q-linearly independent, each βk is linearly dependent on {αj} and each ξk 6= 0.
Secondly, assume that F0(Φ)a is generated by a unit. Consider coordinate sys-
tem (u,w) at a and (x,z) at b, compatible with D and E, as in (4.1), (4.2). By
hypothesis, one of the coefficients of
Φ∗
(
dx1
x1
∧ . . .
dxp
xp
∧ dz1 ∧ . . . ∧ dzs
)
is a unit at a. In particular (using Lemma 4.1), one of the coefficients of
Φ∗ (dz1 ∧ . . . ∧ dzs)
is a unit. Write zk = fk(u,w). Then
dzk =
r∑
i=1
∂ui(fk)ui
dui
ui
+
t∑
j=1
∂wj (fk)dwj ;
and the coefficients in the first sum are not units. By the rank theorem (submersion
theorem), we can assume that:
zk = wk, k = 1, . . . , s.
On the other hand, we can write
xj = u
γj (ξj + hj(u,w)) ,
where ξj 6= 0 is a constant and hj(0, 0) = 0, j = 1, . . . , p. After a change of
coordinates, we can assume that x1 = u
γ1 . We will prove the following assertion
by induction on l = 1, . . . , p; the case l = p means that Φ is monomial at a.
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Claim 4.5 (l). Suppose there exists dl, 0 ≤ dl < l, such that, writing (x1, . . . , xl) =
(x1, . . . , xl−dl , y1, . . . , ydl) we have
xj = u
αj , j = 1, . . . , l− dl,
yk = u
βk(ξk + vk), k = 1, . . . , dl,
in coordinates (u,w) = (u1, . . . , ur, v1, . . . , vdl , w1, . . . , wt−dl) at a, where the αj are
Q-linearly independent, each βk is Q-linearly dependent on {αj}, and each ξk 6= 0.
To prove Claim 4.5(l + 1) assuming 4.5(l), consider the log differential form
dz1 ∧ . . . ∧ dzs ∧
dx1
x1
∧ . . . ∧
dxl−dl
xl−dl
∧
dy1
y1
∧ . . . ∧
dydl
ydl
∧
dxl+1
xl+1
,
which includes a unit as coefficient, and note that
dxl+1
xl+1
=
duγ l+1
uγ l+1
+
1
(ξl+1 + hl+1(u,v))
(∑
i
∂ui(hl+1)ui
dui
ui
+
∑
k
∂vk(hl+1)dvk
)
.
We see that
(1) either γ l+1 is Q-linearly independent of all αj , in which case there is
a coordinate change in (u,v) preserving the previous forms, after which
xl+1 = u
γ l+1 , and we take dl+1 = dl, αl+1−dl = γ l+1;
(2) or there exists an index κ ≥ s such that ∂wκ(hl+1) is a unit. In this case,
by the implicit function theorem, we can change coordinates so that
xl+1 = u
γ l+1(ξl+1 + wκ),
and we can take dl+1 = dl + 1, βdl+1 = γ l+1 and vdl+1 = wκ.

Theorem 4.4 has two important corollaries.
Corollary 4.6 (Monomiality is an open property in the source). Let Φ : (M,D)→
(N,E) denote a Q-morphism. Suppose that Φ is monomial at a ∈ M . Then there
is neighborhood U of a such that Φ|U is everywhere monomial.
Proof. If Φ is dominant, the result is an immediate consequence of Theorem 4.4. In
general, we can write Φ at a as in Definitions 1.1, 1.6. Then it follows from Theorem
4.4 that Fn−(p+q+s)(Φ)a is generated by a unit and then that Φ is monomial in a
neighbourhood of a. 
Corollary 4.7 (Monomiality is preserved by combinatorial blowings-up and power
substitutions). Let Φ : (M,D)→ (N,E) be a monomial morphism.
(1) If σ : (M˜, D˜)→ (M,D) is a combinatorial blowing-up, then the morphism
Φ˜ = Φ ◦ σ is monomial.
(2) If σ : (U˜ , D˜) → (U,D) is a power substitution (over a suitable coordinate
chart U of M), then the morphism Φ˜ = Φ ◦ σ is monomial.
(3) If τ : (N˜ , E˜) → (N,E) is a combinatorial blowing-up and there exists a
morphism Φ˜ : (M,D)→ (N˜ , E˜) such that τ ◦ Φ˜ = Φ, then Φ˜ is monomial.
(4) If τ : (V˜ , E˜)→ (V,E) is a power substitution (over a coordinate chart V of
N) and there exists a morphism Φ˜ : (M,D)→ (V˜ , E˜) such that τ ◦ Φ˜ = Φ,
then Φ˜ is monomial.
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Proof. This follows again from Theorem 4.4. 
5. Logarithmic derivatives tangent to a morphism
In this section, we develop two important ideas that have been introduced in-
formally in §1.2 and Remark 1.10—derivations tangent to a morphism (see §5.2)
and pre-monomial form (§5.4). We introduce two notions of log differential order
relative to a monomial morphism—in §5.3 for an ideal, and in §5.4 for a morphism
that is “partially monomial” (already in monomial form except for its last com-
ponent, in local coordinates). To each notion, we associate a certain Weierstrass-
Tschirnhausen normal form; these normal forms will play important technical parts
in the inductive proofs of our main theorems (Lemma 5.29, for example, in trans-
forming a partially monomial morphism to pre-monomial form, for the purpose of
monomialization of a morphism, one component at a time).
Let (M,D) denote manifold with SNC divisor D, of quasianalytic class Q. We
use Q also to denote the structure sheaf ofM . Let DD or DerM (− logD) denote the
sheaf of Q-modules of logarithmic derivations (i.e., derivations which are tangent
to D). Recall that, in coordinates (u,w) = (u1, . . . , ur, w1, . . . , wt) compatible with
D at a point a ∈ M (where D = {u1 · · ·ur = 0}), the local sections of DD are
generated by
u1
∂
∂u1
, . . . , ur
∂
∂ur
,
∂
∂w1
, . . . ,
∂
∂wt
.
5.1. Subsheaves of logarithmic derivatives. Let ∆ denote a sheaf ofQ-submodules
ofDD. Throughout this section, we assume that ∆ is privileged (see Definition 1.16)
although, for the theorems in this article, it is enough to consider ∆ of finite type.
Given a privileged ideal (sheaf) I ⊂ Q, let ∆(I) denote the privileged ideal whose
stalk at each point a ∈M is
∆(I)a := {X(f) : f ∈ Ia, X ∈ ∆a}.
If f ∈ Q(M), we also write ∆(f) := ∆(I), where I is the principal ideal generated
by f .
Definitions 5.1. Closure by repeated derivatives, and log differential order. Given
a privileged ideal I and a privileged submodule ∆ of DD, we define a chain of
privileged ideals,
(5.1) I = I∆0 ⊂ I
∆
1 ⊂ I
∆
2 ⊂ · · · ⊂ I
∆
k ⊂ · · · ,
where I∆k+1 = I
∆
k + ∆(I
∆
k ), k = 0, 1, . . ., and we define the closure of I by ∆ as
the (privileged) ideal
I∆∞ :=
∞∑
k=0
I∆k .
Given a ∈ M , we define the log differential order µa(I,∆) of I relative to ∆
as the smallest µ ∈ N ∪ {∞} such that I∆µ · Qa = I
∆
∞ · Qa. (By convention,
µa(I,∆) :=∞ if I = 0.)
If the local rings Qa are Noetherian (for example, if Q is the algebraic or analytic
class), then µa(I,∆) is finite.
Example 5.2. Toroidal hull. The toroidal hull of an ideal I (of finite type) is the
closure of I by DD (see [31, Def.-Thm. 17], [4, § 2.2]).
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Lemma 5.3 (Properties of closure by ∆). Let I, J denote privileged ideals, and
∆, ∆1, ∆2 privileged submodules of DD.
(1) If I ⊂ J , then I∆∞ ⊂ J
∆
∞ .
(2) If ∆1 ⊂ ∆2, then I
∆1
∞ ⊂ I
∆2
∞ .
(3) Suppose that I∆∞ is principal and monomial (with respect to D) at a ∈M .
Then µa(I,∆) <∞; moreover, if µa(I,∆) > 0, then there exists a regular
vector field X ∈ ∆a.
Remark 5.4. We recall that a vector field X ∈ DD is called regular at a if X does
not vanish at a; i.e., there exists f ∈ Qa such that X(f)(a) 6= 0. A vector field X
is singular at a if it is not regular at a.
Proof. (1) and (2) are clear. To prove (3), suppose that I∆∞ is principal and mono-
mial at a, and consider a coordinate system (u,w) at a compatible with D, as
above. Then I∆∞,a = (u
γ ), for some γ ∈ Nr. Moreover, for all k ∈ N, every f ∈ I∆k,a
is divisible by uγ , since I∆k ⊂ I
∆
∞. Therefore, the ideal I
∆
k,a has order ≥ |γ |, and
= |γ | only if I∆k,a = (u
γ ). It follows that µa(I,∆) <∞. Moreover, if every X ∈ ∆a
is singular, then the ideals I∆k,a all have the same order; this implies that Ia has
order |γ |, so that µa(I,∆) = 0. 
The following two lemmas will be useful at several points of the proof of our
main theorems (see, for example, Lemma 5.14 and §§ 7.2, 7.3). The notation O(f)
means a function (germ) that is divisible by f .
Lemma 5.5 (Computation of the chain of ideals). Let I denote a privileged ideal
sheaf, and ∆ a privileged submodule of DD. Let a ∈ M . Let F ∈ Ia, and let
X ∈ ∆a denote a singular vector field. Suppose that F has the form
F =
d∑
i=0
fi +O(f),
where f and each fi ∈ Qa, X(f) is divisible by f , and X(fi) = Uifi, i = 0, . . . , d,
where the Ui ∈ Qa are units and Ui(a) 6= Uj(a), i 6= j. Then
fi +O(f) ∈ I
∆
d · Qa i = 0, . . . , d.
In particular, if Ia is generated by F and f is divisible by fi, for some i, then
µa(I,∆) ≤ d.
Proof. Since X is a singular derivation, it follows by repeated application of X
that, for every i = 0, . . . , d and k = 0, . . . , d, Xk(fi) = Uikfi, where Uik ∈ Qa and
Uik(a) = Ui(a)
k. Therefore, for every k = 0, . . . , d,
Xk(F ) =
d∑
i=0
Uikfi +O(f);
i.e., we have a system of equations
F
X(F )
...
Xd(F )
 =

1 1 · · · 1
U01 U11 · · · Ud1
...
...
. . .
...
U0d U1d · · · Udd


f0
f1
...
fd
+O(f),
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where the matrix is invertible because it becomes a Vandermonde matrix when
evaluated at a. Since Xk(F ) ∈ I∆d · Qa, k = 0, . . . , d, the result follows. 
Lemma 5.6 (Pullback of the ideal chain by blowings-up and power substitutions).
Let I ⊂ Q denote a privileged ideal and ∆ be a privileged submodule of DD. Let
σ : (M˜, D˜)→ (M,D) denote the composite of a finite sequence of local blowings-up
and local power substitutions compatible with D. Suppose that ∆˜ = σ∗(∆) is a
well-defined Q-submodule of DD˜; i.e., there are no poles. Set I˜ = σ
∗(I). Then
(1) σ∗(I∆k ) = I˜
∆˜
k , for all k ∈ N ∪ {∞};
(2) for every a˜ ∈ M˜ , µa˜(I˜, ∆˜) ≤ µσ(a˜)(I,∆).
Proof. Clearly, ∆˜ is privileged. Note that, if σ∗ (∆(I)) = ∆˜(I˜), then σ∗
(
∆k(I)
)
=
∆˜k(I˜), for all k ∈ N. The result follows from Definitions 5.1. 
5.2. Log derivatives tangent to a morphism. Let Φ : (M,D)→ (N,E) denote
a morphism of Q-manifolds with SNC divisors.
Definition 5.7. The sheaf of log derivatives tangent to Φ (i.e., tangent to the fibres
of Φ) is the sheaf of Q-submodules ∆Φ ⊂ DD whose stalk at each a ∈M is
∆Φa := {X ∈ DD,a : X(f ◦ Φ) = 0, f ∈ QΦ(a)}.
Remark 5.8. The subsheaf ∆Φ is not necessary privileged for a quasianalytic class
Q, in general, but it is of finite type wherever needed in this article; for example,
if Φ is a monomial morphism (Lemma 5.9 below).
Lemma 5.9 (Log derivatives tangent to a monomial morphism). Suppose that
Φ : (M,D) → (N,E) is a monomial morphism. Then ∆Φ is of finite type. If
a ∈M , and Φ is written in the form (1.2) in (Φ-monomial) coordinates (u,v,w) =
(u1, . . . , ur, v1, . . . , vs, w1, . . . , wt) at a (cf. Definition 1.6), then ∆
Φ
a is generated by
(5.2) Y j :=
r∑
i=1
γjiui
∂
∂ui
, j = 1, . . . , r − p, and Z l :=
∂
∂wl
, l = 1, . . . , t,
where γj = (γj1, . . . , γjr) ∈ Zr, j = 1, . . . , r−p, form a basis of the orthogonal com-
plement of the Q-linear subspace spanned by α1, . . . ,αp with respect to the standard
scalar product 〈γ,α〉.
Remark 5.10. The set of vector fields {X1, . . . , Xr−p+t} := {Y 1, . . . , Y r−p, Z1, . . . , Zt}
will be called a monomial basis of ∆Φa .
Examples 5.11. (1) Let Φ : (C3, E) → (C, D) be the monomial morphism
given by z1 = v1, E = ∅, D = ∅. Then ∆Φ = {∂/∂w1, ∂/∂w2}, where
(v1, w1, w2) are coordinates at 0.
(2) If Φ : (C3, E) → (C, D) is given by x1 = u
a1
1 u
a2
2 , E = {u1u2 = 0}, D =
{x1 = 0}, then ∆Φ = {∂/∂w, a2u1∂/∂u1 − a1u2∂/∂u2}, where (u1, u2, w)
are Φ-compatible coordinates at 0.
(3) If Φ : (C3, E) → (C, D) is given by x1 = u
a1
1 u
a2
2 u
a3
3 , E = {u1u2u3 =
0}, D = {x1 = 0}, then
∆Φ =
{
a2u1
∂
∂u1
− a1u2
∂
∂u2
, a3u1
∂
∂u1
− a1u3
∂
∂u3
}
.
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(4) If Φ : (C3, E) → (C2, D) is given by x1 = u
a1
1 u
a2
2 , z1 = v, E = {u1u2 =
0}, D = {x1 = 0}, then ∆Φ = {a2u1∂/∂u1 − a1u2∂/∂u2}.
(5) If Φ : (C3, E) → (C2, D) is given by x1 = u
a1
1 u
a2
2 u
a3
3 , x2 = u
b1
1 u
b2
2 u
b3
3 , E =
{u1u2u3 = 0}, D = {x1x2 = 0}, then
∆Φ =
{
c1u1
∂
∂u1
+ c2u2
∂
∂u2
+ c3u3
∂
∂u3
}
,
where (c1, c2, c3) = (a1, a2, a3) ∧ (b1, b2, b3).
Proof of Lemma 5.9. Clearly, {Y j , Z l} ⊂ ∆Φa . It is also clear we can assume that
s′ = s; i.e., that Φ is dominant. We then argue by induction on dimN = n = p+ s.
If dimN = 0, then ∆Φ = DD, r − p = r, (u,v,w) = (u,w), and Y i = ui∂/∂ui,
i = 1, . . . , r, so the result is clear in this case.
By induction, assume the result holds when dimN < n. We consider three cases,
using the notation of (1.2).
(1) If s > q, we write Φ = (Ψ, ϕ), where ϕ = zs = vs. By induction, ∆
Ψ
a
is generated by X1, . . . , Xr−p+t and X := ∂/∂vs. Since X
i(vs) = 0,
i = 1, . . . , r − p + t, and ∆Φ ⊂ ∆Ψ, it is clear that ∆Φa is generated by
X1, . . . , Xr−p+t.
(2) If s = q 6= 0, we write Φ = (Ψ, ϕ), where ϕ = yq = uβq (ξq + vq). By
induction, ∆Ψa is generated by X
1, . . . , Xr−p+t and X := ∂/∂vq. Since
X i(vq) = 0, i = 1, . . . , r− p+ t, and ∆
Φ ⊂ ∆Ψ, we again conclude that ∆Φa
is generated by X1, . . . , Xr−p+t.
(3) Finally, if s = q = 0 (i.e., n = p), we write Φ = (Ψ, ϕ), where ϕ = xp = u
αp .
By induction, ∆Ψa has a monomial basis {X
1, . . . , Xr−p+t+1} analogous to
(5.2). Moreover, for all i = 1, . . . , r − p + t + 1, X i(uαp) = ciuαp , where
ci ∈ Z. Since α1, . . . ,αp are linearly independent over Q, ci 6= 0 for some i,
say i = 1. Consider the basis {Y 1, . . . , Y r−p+t+1} of ∆Ψa , where Y
1 = X1
and Y i = c1X
i − ciX
1, i = 1, . . . , r − p + t + 1. Since Y i(uαp) = 0,
i = 2, . . . , r−p+t+1, and ∆Φ ⊂ ∆Ψ, we conclude that {Y 2, . . . , Y r−p+t+1}
is a basis of ∆Φ, and the result follows.

Remark 5.12. Φ-free coordinate. It follows from Lemma 5.9 that, if Φ : (M,D)→
(N,E) is a morphism that is monomial at a point a ∈ M , then there exists a
regular vector field X ∈ ∆Φa if and only if there is coordinate system (u,v,w) =
(u1, . . . , ur, v1, . . . , vs, w1, . . . , wt) at a, where t ≥ 1 and Φ(u,v,w) = Φ(u,v, 0). We
call (w1, . . . , wt) Φ-free coordinates.
Lemma 5.13 (Formal eigenvectors; cf. [21, §7]). Let Φ : (M,D) → (N,E) be a
monomial morphism, and a ∈M . In the notation of Lemma 5.9 and Remark 5.10,
if f ∈ Qa, then the formal Taylor exansion f̂a(u,v,w) = Taf(u,v,w) of f with
respect to the coordinates (u,v,w) (see §3.3 for the algebraic case) can be written
(5.3) f̂a(u,v,w) =
∑
δ∈Nt
wδ
∑
λ∈Zr−p
f̂δλ(u,v),
where the f̂δ,λ are eigenvectors of the monomial basis {X
1, . . . , Xr−p+t} of ∆Φa ;
i.e.,
X i(f̂δλ(u,w)) = λif̂δλ(u,v), i = 1, . . . , r − p+ t
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(and λi = 0 if i > r − p).
Proof. We can write
f̂a(u,v,w) =
∑
δ∈Nt
wδ
∑
ǫ∈Nr
uǫ f̂δǫ(v).
For every ǫ ∈ Nr and i = 1, . . . , r − p+ t, we have X i(uǫ) = λǫ,iuǫ , where λǫ,i ∈ Z.
For each λ ∈ Zr−p+t, let Iλ := {ǫ ∈ N
r : λǫ = λ}; then we can take
f̂δλ(u,v) =
∑
ǫ∈Iλ
uǫ f̂δǫ(v).

Lemma 5.14 (Formal generators of a ∆Φ-closed ideal). Let Φ : (M,D)→ (N,E)
denote a monomial morphism and let I be a privileged ideal sheaf which is closed by
∆Φ; i.e., ∆Φ(I) ⊂ I. Let a ∈M . In the notation of Lemma 5.9 and Remark 5.10,
the ideal of formal power series generated by Taylor expansions of elements of Ia
(which can be identified with the formal completion Îa of Ia) admits a finite system
of generators {f̂λ(u,v)}, where each f̂λ(u,v) is an eigenvector of {X
1, . . . , Xr−p+t}.
In particular, Îa admits a system of generators that are independent of the Φ-free
variables w.
Proof. (See [9, Lemma 3.7] for a different proof.) It is clear that Îa is also closed
by ∆Φa . Let {f
ι}ι∈I denote a system of generators of Ia. For each ι ∈ I, consider
the formal expansion (5.3),
f̂ ιa(u,v,w) =
∑
δ∈Nt
wδ
∑
λ∈Zr−p
f̂ ιδλ(u,v).
We will show that Îa is the ideal Ĵ = (f̂ ιδλ(u,v)) generated by all f̂
ι
δλ (and, therefore,
by finitely many of the latter, since the ring of formal power series in Noetherian).
For each fixed ι ∈ I, there are finitely many pairs (δ,λ) = (δk,λk), k = 1, . . . , d =
dι, such that
f̂ ιa(u,v,w) =
d∑
k=1
wδk f̂ ιδkλk(u,v)Ûk(u,v,w),
where every Ûk is a formal power series with Ûk(a) = 1. Therefore, Îa ⊂ Ĵ .
Conversely (using the notation of Lemma 5.9), consider the vector fields W l =
wlZ
l, l = 1, . . . , t. Fix ι ∈ I. It is easy to find a Z-linear combination X =∑r−p
j=1 ajY
j +
∑t
l=1 blW
l such that:
X(wδk f̂ ιδkλk(u,v)) = ρkw
δk f̂ ιδkλk(u,v), k = 1, . . . , d,
where ρk 6= ρk′ whenever k 6= k′. By Lemma 5.5, since ∆Φa (Îa) ⊂ Îa,
wδk f̂ ιδkλk(u,v) ∈ (Îa)
Φ
d = Îa, k = 1, . . . , d.
By applying the derivations Z l, we get f̂ ιδkλk(u,v) ∈ Îa, k = 1, . . . , d. Therefore,
Ĵ ⊂ Îa. 
Remark 5.15. In the analytic or algebraic cases, the generators f̂ ιδλ in the preceding
proof are convergent or algebraic power series, and it follows from Noetherianity
that we get a convergent or algebraic version of Lemma 5.14; in particular, the
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ideal Ia of convergent or algebraic power series has a finite system of generators
{fλ(u,v)}, where each fλ(u,v) is an eigenvector of {X
1, . . . , Xr−p+t}.
Remarks 5.16. (1) If Φ is a constant morphism, then ∆Φ is the full sheaf of log
derivations DD = DerM (− logD); in this case, Theorem 1.17 on resolution of sin-
gularities of a ∆Φ-closed ideal sheaf has a simple proof. A DD-closed (privileged)
ideal sheaf I is formally generated at every point by monomials in the exceptional
divisor D (see Lemmas 5.13, 5.14). It follows that I is generated by monomials in
D (by the division axiom 3.1(1)). Therefore, I admits a combinatorial resolution
of singularities σ : (M˜, D˜)→ (M,D), and it follows that the pull-back of ∆Φ = DD
coincides with DD˜.
(2) Principalization of the toroidal hull. In particular, if Φ is constant, then the
toroidal hull of I is ∆Φ-closed (see Example 5.2), and can therefore be principal-
ized by a sequence of combinatorial blowings-up σ : (M˜, D˜)→ (M,D). By Lemma
5.6(1), the closure of the pull-back I˜ = σ∗(I) by σ∗(∆Φ) = DD˜ is principal mono-
mial. By Lemma 5.3(3), therefore, for every point a˜ ∈ M˜ , either I˜ is principal
monomial at a˜, or the exceptional divisor D˜ has at most m − 1 components at a˜
(cf. [12, Lemma 5.1]).
Control of the transform of ∆Φ as in Theorem 1.17 (and the preceding remarks)
will play an important part in the proofs of our monomialization theorems. Lemma
5.18 following describes a general situation where we can provide such control.
Lemma 5.17. Let Φ : (M,D)→ (N,E) denote a dominant monomial morphism,
and let ψ : M → K be a function. (In the algebraic case, K should be replaced by
A1
K
.) Assume that Ψ := (Φ, ψ) :M,D)→ (N ×K, F ) is a morphism with respect to
the divisor F on N×K given either by E×K or by (E×K)∪(N×{0}). Suppose that,
for all a ∈ M , there exists a set of generators {X1, . . . , Xm−n} of ∆Φa such that:
X i(ψ) = 0, i = 1, . . . ,m−n−1. Let σ : (M˜, D˜)→ (M,D) denote a sequence of local
blowings-up and power substitutions, and write Ψ˜ = (Φ˜, ψ˜) := Ψ◦σ = (Φ◦σ, ψ ◦σ).
If σ∗(∆Φ) = ∆Φ˜, then σ∗(∆Ψ) = ∆Ψ˜.
Proof. Let a˜ ∈ M˜ and let a = σ(a˜) ∈ M . By hypothesis, there is a system of gen-
erators {X1, . . . , Xm−n} of ∆Φa such that X
i(ψ) = 0 if i 6= m−n. If Xm−n(ψ) = 0,
then ∆Φ = ∆Ψ and the Lemma holds trivially. Suppose that Xm−n[(psi) 6= 0.
Then ∆Ψ =
{
X1, . . . , Xm−n−1
}
. By hypothesis, all vector fields Y i = σ∗(X i)
are well-defined and ∆Φ˜ = {Y 1, . . . , Y m−n}. Thus {Y 1, . . . , Y m−n−1} ⊂ ∆Ψ˜
and Y m−n(ψ˜) = σ∗ (Xm−n(ψ)) 6= 0. Since ∆Ψ˜ ⊂ ∆Φ˜, we conclude that ∆Ψ˜ =
{Y 1, . . . , Y m−n−1} = σ∗(∆Ψ). 
Lemma 5.18 (Preserving derivatives tangent to a monomial morphism). Let Φ :
(M,D) → (N,E) denote a dominant monomial morphism, and let ψ : M → K be
a function. Assume that Ψ := (Φ, ψ) : M,D) → (N × K, F ) is a morphism with
respect to the divisor F on N × K given either by E × K or by (E × K) ∪ (N ×
{0}). Let σ : (M˜, D˜) → (M,D) denote a sequence of local blowings-up and power
substitutions, and write Ψ˜ = (Φ˜, ψ˜) := Ψ ◦ σ = (Φ ◦ σ, ψ ◦ σ). If σ∗(∆Φ) = ∆Φ˜,
then σ∗(∆Ψ) = ∆Ψ˜.
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Proof. Let {X1, . . . , Xm−n} denote a monomial basis of ∆Φ at a ∈M (as given by
Lemma 5.9), and let (u,v,w) denote a Ψ-monomial coordinate system for M at a.
We have to consider each of the following cases.
(1) ψ = 0. In this case, ∆Ψ = ∆Φ and the result is trivial.
(2) ψ = uα (at a). ThenX i(uα) = Ciu
α, Ci ∈ Z, i = 1, . . . ,m−n, where Ci 6= 0
for some i; say Cm−n 6= 0. Consider the basis {Y 1, . . . , Y m−n} of ∆Φ given
by Y i := Cm−nX
i − CiXm−n for each i 6= m − n, and Y m−n := Xm−n.
This basis satisfies the hypothesis of Lemma 5.17, so the result follows.
(3) ψ = v or ψ = uβ (v + ξ), ξ 6= 0. In these cases, we can assume that
Xm−n = ∂/∂v, and the result follows from Lemma 5.17.

Corollary 5.19 (Combinatorial blowings-up preserve derivatives tangent to a
monomial morphism). Let Φ : (M,D) → (N,E) denote a monomial morphism
and let σ : (M˜, D˜)→ (M,D) be a combinatorial blowing-up. Set Φ˜ := Φ ◦ σ. Then
σ∗(∆Φ) = ∆Φ˜.
Proof. We argue by induction on dimN . If dimN = 0, then Φ is constant and
∆Φ = DD = DerM (− logD), so the result follows from the standard transformation
formulas for log derivatives (see [17, Lemma 3.1]). For the inductive step, we can
use Lemma 5.18. 
5.3. Log differential order of an ideal relative to a monomial morphism.
Definition 5.20. Let Φ : (M,D)→ (N,E) denote a monomial morphism and let
I denote a privileged ideal sheaf onM . We define the log differential order νa(I,Φ)
of I relative to Φ at a ∈ M as the log differential order of I at a relative to the
sheaf of log derivatives ∆Φ tangent to Φ (see Definitions 5.1); i.e.,
νa(I,Φ) := µa(I,∆
Φ).
We also define the log differential closure of I relative to Φ as the ideal sheaf
IΦ∞ := I
∆Φ
∞ .
Example 5.21. Let Φ : (C3, E)→ (C2, D) be the monomial morphism defined by
x1 = u1u2, x2 = u2u3, E = {u1u2u3 = 0}, D = {x1x2 = 0}.
Then ∆Φ is generated by the vector field
X = u1
∂
∂u1
− u2
∂
∂u2
+ u3
∂
∂u3
.
Consider the principal complex-analytic ideal sheaf I = (f) generated by
f(u) = u1u2 + u2u3 + u2u
4
3 + u1u
6
2.
We compute the chain of ideals IΦk = I
∆Φ
k associated to I = I
Φ
0 . Note first that
X(f) = 3u2u
4
3 − 5u1u
6
2, X
2(f) = 9u2u
4
3 + 25u1u
6
2,
so that
u2u
4
3 =
1
24
(
5X(f) +X2(f)
)
, u1u
6
2 =
1
40
(
−3X(f) +X2(f)
)
.
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It follows that
IΦ0 = (u1u2 + u2u3 + u2u
4
3 + u1u
6
2),
IΦ1 = (u1u2 + u2u3 + u2u
4
3 + u1u
6
2, 3u2u
4
3 − 5u1u
6
2),
IΦ2 = (u1u2 + u2u3, u2u
4
3, u1u
6
2).
It is not difficult to see that IΦ2 is invariant by ∆
Φ; therefore, IΦ∞ = I
Φ
2 . Note that
IΦ∞ is not generated by monomials, so cannot be principalized by combinatorial
blowings-up.
Lemma 5.22 (Weierstrass-Tschirnhausen normal form I). Let Φ : (M,D) →
(N,E) denote a monomial morphism and let I be a privileged ideal sheaf on M .
Let a ∈M .
(1) The ideal Ia is principal and monomial if and only if I
Φ
∞,a := I
Φ
∞ · Qa is
principal and monomial, and νa(I,Φ) = 0.
(2) If IΦ∞,a is principal and monomial, then d := νa(I,Φ) < ∞. If, more-
over, d > 0, then there exists a Φ-monomial coordinate system (u,v,w) =
(u,v, w1, ŵ1) at a, such that Ia has a set of generators {Fι}ι∈I of the form
Fι(u,v,w) = u
γ
F˜ι(u,v,w)wd1 +
d−1∑
j=0
fιj(u,v, ŵ1)w
j
1
 ,
where I∞,a = (uγ ) and there exists ι ∈ I such that F˜ι(0) 6= 0, fι,d−1 = 0
and fιj(0) = 0, j = 0, . . . , d− 2.
Proof. (1) holds because, on the one hand, if Ia is principal and monomial, then
IΦ∞,a = Ia, by Lemma 5.9, and, on the other, νa(I,Φ) = 0 if and only if I
Φ
∞,a = Ia,
according to Definitions 5.1.
(2) Suppose that IΦ∞,a is principal and monomial. Then d := νa(I,Φ) <∞, by
Lemma 5.3(3). Suppose that d > 0. Again by Lemma 5.3(3), there exists a regular
vector field germ X ∈ ∆Φa . Therefore there is a monomial basis {X
1, . . . , Xm−n}
of ∆Φa , as in Lemma 5.9, with respect to a Φ-monomial coordinate system (u,v,w)
with at least one Φ-free w-variable (Remark 5.12). By Lemma 5.13, every F ∈ Ia
has a formal Taylor expansion of the form
F̂ =
∑
δ∈Nt
wδ
∑
λ∈Nm−n−t
f̂δ,λ(u,v),
where every f̂δ,λ(u,v) is an eigenvector of {X
1, . . . , Xm−n}.
Since IΦ∞ = (u
γ ), we see that uγ is an eigenvector. It follows from Lemma 5.14
that there exists F ∈ I such that F = uγ
(
F˜ (w) +O(u,v)
)
, where F˜ (w) has order
d. By a linear change of coordinates in w, we can assume that
F = uγ
F˜ (u,v,w)wd1 + d−1∑
j=0
fj(u,v, wˆ1)w
j
1
 .
Finally, we can use the implicit function theorem (Definition 3.1(2)) to transform
the coordinates so that fd−1 = 0 (essentially a Tschirnhausen transformation);
the new coordinate system is still Φ-monomial because w1 is Φ-free. The result
follows. 
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5.4. Pre-monomial morphism. The idea of pre-monomial form (Remark 1.10)
will be made precise in Definition 5.24 below.
Lemma 5.23 (Algebraic dependence on a monomial morphism). Let Φ : (M,D)→
(N,E) denote a morphism which is monomial at a point a ∈ M . Suppose that Φ
is written in the form (1.2) with respect to (Φ-monomial) coordinates (u,v,w) at a
and (x,y,z) at b = Φ(a)(cf. Definition 1.6). Let G(u,v,w) =
∑
gγδǫu
γvδwǫ denote
a formal power series at a. Then the following conditions are equivalent.
(1) dG ∧ dΦ := dG ∧ dx1 ∧ . . . ∧ dxp ∧ dy1 ∧ . . . ∧ dyq ∧ dzq+1 . . . ∧ dzs = 0.
(2) For every X ∈ ∆Φa , X(G) = 0.
(3) gγδǫ = 0 whenever ǫ 6= 0; moreover, if gγδ0 6= 0, then u
γ = xρ, with ρ ∈ Qp.
Proof. Direct computation. 
Definition 5.24. Pre-monomial morphism. Let Ψ : (M,D) → (P, F ) denote a
morphism of Q-manifolds with SNC divisors (dimM = m, dimP = n+1). We say
that Ψ is pre-monomial at a point a ∈ M if there are coordinate systems (u,v,w)
and (x,y,z, t) at a and Ψ(a), respectively (t is a single variable), in which
(5.4) D = {u1 · · ·ur = 0} and F = {x1 · · ·xpy1 · · · yqt
ǫ = 0}, with ǫ = 0 or 1,
(notation of (1.1)) and
Ψ = (Φ, ψ) = (Φ1, . . . ,Φn, ψ),
where
(1) Φ is a dominant monomial morphism with respect toD and E := {x1 · · ·xp ·
y1 · · · yq = 0}, in the form (1.2) (i.e., (u,v,w) and (x,y,z) are Φ-monomial
coordinate systems as in Definition 1.6;
(2) ψ = g+ϕ, where g = g(u, v) is algebraically dependent on (the components
of) Φ, i.e.,
dg ∧ dΦ := dg ∧ dΦ1 ∧ dΦn = 0,
and t = ϕ(u,v,w) is a function of one of the following four normal forms
(we use the notation of (1.2)):
t = 0,
t = uα, α,α1, . . . ,αp Q-linearly independent,
t = uγ (η + w1), γ,α1, . . . ,αp Q-linearly dependent and γ 6= 0,
t = w1.
We call g a Φ-dependent or remainder term. (The decomposition ψ = g+ϕ is not
necessarily unique.) Coordinate systems as above will be called Ψ-pre-monomial.
Remarks 5.25. In the preceding formulas for ϕ(u,v,w), w1 is a Φ-free variable. in
the final case, ǫ = 0 in (5.4) and Ψ is monomial at a (in the form (1.2) after a
change of variable w′1 = g(u,v)+w1 in the source). In the third case, if ǫ = 1, then
η 6= 0. If n = 0, then a pre-monomial morphism Ψ = (Φ, ψ) is monomial since a
remainder g satisfies dg = 0.
Condition (2) of the definition means that Ψg := (Φ, ϕ) defines a monomial
morphism Ψg : (M,Dg)→ (P, F g) (locally), where
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(P, F g) is induced from (P, F ) by the codimension one blowing-up of P with
centre {t = 0} in the second and third cases of (2) above, if ǫ = 0 (and
F g = F in all other cases);
(M,Dg) is induced from (M,D) by the codimension one blowing-up of M
with centre {w1 = 0} in the third case of (2), if η = 0 (so also ǫ = 0), and
Dg = D in all other cases.
The divisors Dg and F g are not necessarily uniquely determined by Ψ. Note that,
to write Ψg in the monomial form (1.2) at a, we may have to permute the source or
target variables. The codimension one blowings-up above will come in the final step
of the proof of our main theorems, in transforming a pre-monomial to a monomial
morphism (§7.4). These blowings-up can be compared with the final blowing-up in
algorithms for principalization of an ideal, where the strict transform is replaced
by a component of the divisor.
If Ψ is a pre-monomial at a, then ∆Ψa = ∆
Ψg
a .
Remarks 5.26. It follows from Definition 5.24 that (at least in the analytic and
real quasianalytic cases) we can write P = N × K, locally at b = Ψ(a), where
N = {t = 0}, and Ψ = (Φ, ψ) : M → N × K, where Φ : (M,D) → (N,E) is a
dominant morphism that is monomial at a and E = {x1 · · ·xpy1 · · · yq = 0}. In
this notation, F is either the induced divisor E × K (in the case ǫ = 0 in (5.4)) or
the extended divisor (E × K) ∪ (N × {0}) (in the case ǫ = 1). (Compare with the
notation following this remark.)
It will be convenient to use this notation, but it is important to note that, in
the algebraic case, the local product structure of P only makes sense e´tale locally,
and K should be replaced by A1
L
, where L is the residue field Ka of a (see §3.3).
The notation above should always be understood in this way in the algebraic case,
though we may not say so explicitly.
In the remainder of this subsection, Φ : (M,D) → (N,E) denotes a dominant
monomial morphism, and ψ : M → K denotes a function. We assume that Ψ :=
(Φ, ψ) : (M,D)→ (N × K, F ) is a morphism, where F denotes either the induced
divisor E ×K or or the extended divisor (E ×K) ∪ (N × {0}) on N ×K. (Such Ψ
will sometimes be called a “partially monomial” morphism.)
Definition 5.27. Log differential invariant for a partially monomial morphism.
Let J Ψ1 := ∆
Φ(ψ), the sheaf of ideals (of finite type) given by all local sections of
∆Φ applied to the ideal (ψ) generated by ψ. We define the log differential order
νa(Ψ) of Ψ = (Φ, ψ) at a ∈M as
νa(Ψ) = µa(J
Ψ
1 ,∆
Φ) + 1.
We also define the log differential closure J Ψ∞ of J
Ψ
1 as the log differential closure
of the latter relative to Φ; i.e.,
JΨ∞ :=
(
J Ψ1
)∆Φ
∞
.
Remarks 5.28. (1) Consider the chain of ideals associated to J Ψ1 ,
∆Φ(ψ) = J Ψ1 ⊂ J
Ψ
2 ⊂ · · · J
Ψ
k ⊂ · · · ,
where JΨk+1 = J
Ψ
k +∆
Φ(J Ψk ), k = 1, 2, . . .. Then νa(Ψ) is the minimal ν ∈ N∪{∞}
such that JΨν,a = J
Ψ
∞,a (i.e., νa(Ψ) corresponds to the number of times we have to
derive ψ).
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(2) Note the difference between the preceding chain of ideals and that given by
Definitions 5.1 for the ideal J = (ψ) (see also Definition 5.20). The index one
term in the chain given by Definitions 5.1 is J∆
Φ
1 = (ψ) + ∆
Φ(ψ), whereas here
we have J Ψ1 = ∆
Φ(ψ) (the latter does not necessarily contain ψ). The comparison
nevertheless explains the shift by 1 in the definition of νa(Ψ) above.
Lemma 5.29 (Weierstrass-Tschirnhausen normal form II). Following the notation
above, consider a partially monomial morphism Ψ = (Φ, ψ) : (M,D)→ (N ×K, F )
and a point a ∈M .
(1) The morphism Ψ is pre-monomial at a if and only if JΨ∞,a is either identi-
cally zero or principal and monomial, and νa(Ψ) = 1.
(2) If J Ψ∞,a is principal and monomial, then d := νa(Ψ) < ∞. If, more-
over, d > 1, then there exists a Φ-monomial coordinate system (u,v,w) =
(u,v, w1, ŵ1) at a such that
ψ(u,v,w) = g(u,v) + uγ
H˜(u,v,w)wd1 + d−2∑
j=0
hj(u,v, ŵ1)w
j
1
 ,
where J∞,a = (uγ ), H˜(0) 6= 0, each hj(0) = 0, and dg ∧ dΦ := dg ∧ dϕ1 ∧
· · · ∧ dϕn = 0.
Proof. The “only if” direction in (1) follows from Lemma 5.9 and the normal forms
for a pre-monomial morphism given in Definition 5.24.
Suppose that J Φ∞,a is either identically zero or principal and monomial. Then
d := νa(Ψ) < ∞, by Lemma 5.3(3). Let {X1, . . . , Xm−n} denote a monomial
basis of ∆Φa , with respect to a Φ-monomial coordinate system (u,v,w), as given by
Lemma 5.9. Now, there exists, by Lemma 5.9, a Φ-monomial coordinate system
(u,v,w) and a monomial basis {X1, . . . , Xm−n}.
First, if J Ψ∞,a = (0), then J
Ψ
1,a = (0) and d = 1. In this case, ψ(u,v) is an
eigenvector of {X1, . . . , Xm−n} with corresponding eigenvalue 0; therefore, Ψ is
pre-monomial.
Secondly, suppose that J Ψ∞ = (u
γ ). Then uγ is an eigenvector of {X1, . . . , Xm−n},
and it follows from Lemma 5.14 that ψ has formal expansion at a of the form
ψ̂ = ψ̂00(u,v) + u
γR(u,v,w),
where
R(u,v,w) =
∑
δ∈Nt
wδ
∑
λ∈Nm−n−t
ψ̂δλ(u,v),
ψ̂00(u,v) is an eigenvector with eigenvalue 0, and each u
γ ψ̂δλ(u,v) is an eigenvector
with eigenvalue nonzero. Moreover, by Lemma 5.13,
(5.5) J Φ∞ = u
γ
(
ψ̂δλ(u,v)
)
= (uγ ),
so that ψ̂δλ is a unit, for some δ,λ. We consider two cases.
(a) If R(u,v,w) is a unit, then uγ is a eigenvector with nonzero eigenvalue. It
follows that γ is linearly independent of all αi, and that d = 1. Then, after a
change of coordinates in the source, the morphism Ψ is in pre-monomial form.
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(b) If R(u,v,w) is not a unit, then, by (5.5), there exists a regular vector field germ
X ∈ ∆Φa , and, therefore, a Φ-free w-variable. Therefore,
ψ̂ = ψ̂00(u,v) + u
γ
(
ψ˜(w) +O(u,v)
)
,
where ψ˜(w) is a formal power series of order d, and ψ̂00(u,v) is an eigenvector with
eigenvalue 0. After a linear change of coordinates in w, we can distinguish one of
the Φ-free variables and write
ψ̂ = ψ̂00(u,v) + u
γ
S(u,v,w)wd1 + d−1∑
j=0
sj(u,v, ŵ1)w
j
1
 ,
where S is a unit. It follows from the division axiom 3.1(1) that there is a function
g(u,v) of class Q such that
ψ = g(u,v) +O(uγ ),
where the formal expansion of g(u,v) at a coincides with ψ̂0,0(u,v) modulo the
ideal (uγ ). Therefore,
ψ = g(u,v) + uγ
H˜(u,v,w)wd1 + d−1∑
j=0
hj(u,v, ŵ1)w
j
1
 ,
where H˜ is a unit. As in the proof of Lemma 5.22, we can use the implicit function
theorem (axiom 3.1(2)) to change coordinates so that fd−1 = 0; the new coordinate
system is still Φ-monomial because w1 is Φ-free. If d = 1, we get pre-monomial form
after absorbing the unit H˜ into w1. This completes the proof of (1) and (2). 
Example 5.30. Let Ψ : (C3, D)→ (C3, E) denote the morphism given by
x1 = u
2
1u2, x2 = u
4
1u2u3, z = u
4
1u2u3
(
(u2 − u3)
2 + (u2 + u3)
3
)
,
where D = {u1u2u3 = 0} and E = {x1x2 = 0}. The log Fitting ideals at 0 are
F2(Ψ) = (1), F1(Ψ) = (1), F0(Ψ) = u
4
1u2u3
(
2(u2 − u3)
2 + 3(u2 + u3)
3
)
;
in particular, the morphism is not yet monomial. Write Ψ = (Φ, ϕ), where Φ
corresponds to the monomial part of Ψ (i.e., the first two components). Then ∆Φ
is generated by the vector-field
X = −u1
∂
∂u1
+ 2u2
∂
∂u2
+ 2u3
∂
∂u3
,
and we calculate
J Ψ1 = u
4
1u2u3
(
2(u2 − u3)
2 + 3(u2 + u3)
3
)
= F0(Ψ).
Consider the toroidal hull H(J Ψ1 ) and the ∆
Φ-closure J Ψ∞ of J
Ψ
1 ;
H(JΨ1 ) = u
4
1u2u3
(
u22, u2u3, u
2
3
)
, J Ψ∞ = u
4
1u2u3
(
(u2 − u3)
2, (u2 + u3)
3
)
.
The combinatorial blowing-up σ1 with center (u2, u3) principalizes H(J Ψ1 ), but
does not principalize J Ψ∞. Indeed, at the point of σ
−1
1 (0) where σ1 is given in local
coordinates (u1, u˜2, v) by
u2 = u˜2, u3 = u˜2(v + 1),
the morphism Ψ1 := Ψ ◦ σ1 is given by
x1 = u
2
1u˜2, x2 = u
4
1u˜
2
2(v + 1), z = u
4
1u˜
4
2(v + 1)
(
v2 + u˜2(2 + v)
3
)
,
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and
σ∗∆Φ =
(
−u1
∂
∂u1
− 2u˜2
∂
∂u˜2
)
= ∆Φ1 , where Φ1 := Φ ◦ σ1.
The morphism Ψ1 is not yet monomial, nor does there yet exist a Φ-free coordinate,
as can be seen from the ∆Φ1 -closure σ∗(J Ψ∞) = J
Ψ1
∞ = u
4
1u˜
4
2
(
v2, u˜2
)
, but not
from the toroidal hull: σ∗(H(J Ψ1 )) = (u
4
1u˜
4
2). After principalization of J
Ψ
∞, we
guaranteed the existence of a Φ-free variable w. Details of the computation are left
to the reader.
Remark 5.31. An invariant for pre-monomialization. Let Φ : (M,D)→ (N,E) be
a dominant morphism. Consider the log Fitting ideals Fk(Φ), k = 0, . . . , n − 1.
Given a ∈M , set
k(a) := min{k : Fk(Φ) · Qa = Qa}
(with k(a) := n if Fn−1(Φ)a is not generated by a unit). Then k(a) is an upper-
semicontinuous invariant. By Theorem 4.4, k(a) = 0 if and only if Φ is monomial
at a. It follows that, in general, there are coordinates t = (t1, . . . , tn) at b = Φ(a),
compatible with E, such that the morphism Φ
k(a)
t := (t1, . . . , tn−k(a)) is monomial
at a.
The morphisms Φ
k(a)
t,j = (t1, . . . , tn−k(a), tj), j = n − k(a) + 1, . . . , n, are thus
partially monomial. Let
νk(a)a (Φ, t) := min
{
νa
(
Φ
k(a)
t,j
)
: j = n− k(a) + 1, . . . , n
}
.
We can define an invariant ν
k(a)
a (Φ) as the minimum of ν
k(a)
a (Φ, t) over all local
coordinate systems t = (t1, . . . , tn) at b = Φ(a), as above (e´tale local, in the alge-
braic case). Then the pair
(
k(a), ν
k(a)
a (Φ)
)
(ordered lexicographically) is upper-
semicontinuous as a function of a ∈M .
By Lemma 5.29, if k(a) > 0, then there is a coordinate system t such that
Ψ := Φ
k(a)
t,n−k(a)+1 is pre-monomial at a if and only if ν
k(a)
a (Φ) = 1 and J Ψ∞,a
is a principal monomial ideal. We will prove that a partially monomial mor-
phism can be transformed to pre-monomial essentially by decreasing the invariant(
k(a), ν
k(a)
a (Φ)
)
. This invariant will not be formally needed in the paper, however,
since all of our arguments are local (cf. Remarks 1.10 and 6.20).
6. Pre-monomial morphisms
In this section, we develop techniques that will be used to transform a pre-
monomial morphism to monomial, in the inductive proof of our main theorems.
This is the only place in the article where there is a dichotomy between the alge-
braic/analytic and general real quasianalytic cases, and where we will need power
substitutions in the latter case, precisely because of the extension problem in real
quasianalytic classes (see Examples 1.19).
Consider a morphism Ψ which is pre-monomial at a point a; i.e., Ψ = (Φ, ψ)
in a neighbourhood of a, where Φ is monomial and ψ(u,v) = g(u,v) + ϕ(u,v) as
in Definition 5.24; in particular, g is a remainder term—algebraically dependent
on Φ in the sense of Lemma 5.23. We would like to transform g into a composite
g = h ◦ Φ, where h(x,y,z) is a function of class Q, because, in this case, Ψ is a
monomial morphism, in the form (1.2) after a coordinate change t˜ = t− h(x,y,z)
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in the target (in fact, extra care is needed if {t = 0} is a component of the divisor
F—see Remark 6.8 and §7.4).
Using combinatorial techniques developed in §6.1, we will reduce this problem
to the case that the formal Taylor expansion G(u,v) of g at a is the composite of
H(x1/d, z) (where H(x,z) is a power series and x1/d := (x
1/d
1 , . . . , x
1/d
p )) with the
formal expansion of Φ at a. The challenge is to make further transformations to
eliminate the fractional exponents in H .
This is simple if we use power substitutions. (We are forced to take this route
in the general real quasianalytic case—see below). On the other hand, while the
composite function problem (i.e., given a formal solutionH of the equation g = h◦Φ,
can we solve for h of class Q?) admits a solution in the analytic or algebraic cases,
there is no solution, in general, in real quasianalytic classes, because of the extension
problem. We will overcome this obstacle in §6.2.
In the analytic (likewise, algebraic) case, we can treat the problem of fractional
exponents in H(x1/d, z) by introducing a polynomial relation (with analytic coef-
ficients) satisfied by the latter. (This is the strategy of Cutkosky [20], [23].) By
[27], H(x,z) is the formal expansion of an analytic function h(x,z). (Assuming, for
simplicity, that x is a single variable x), the product
R(x,z, t) :=
d∏
i=1
(
t− h(ǫix1/d, z)
)
,
where ǫ denotes the primitive dth root of unity, provides such a relation. In §6.3, we
will develop techniques to find sequences fo blowings-up in the source and target,
after which there is a relation of degree < d; thus eventually of degree 1, so that
h(x1/d, z) is itself transformed to an analytic function.
This approach does not adapt to the real quasianalytic case: Consider also
S(ξ,z, t) :=
d∏
i=1
(t− h(ξi, z)) ,
where ξ1, . . . , ξd are independent variables. Then S is symmetric in ξ1, . . . , ξd,
so that S is a polynomial in t with coefficients bj that are functions of z and
the elementary symmetric polynomials σ1, . . . , σd in (ξ1, . . . , ξd). The coefficients
aj(x,z) of R are obtained by substituting ξi = ǫ
ix1/d.
Remark 6.1. If h is, in fact, a power series over a field K, then the coefficients aj
are also power series over K because σd(x
1/d, ǫx1/d, . . . , ǫd−1x1/d) = (−1)d−1x. If
H is convergent (or algebraic), we likewise get convergent (or algebraic) coefficients
over the original field K.
In the real quasianalytic case, however, the coefficients bj above are well-defined
only on the image of the mapping σ = (σ1, . . . , σd) : R
d → Rd. When we substitute
ξi = ǫ
ix1/d, for some x ∈ R, we do get a real value for σ, but this value is not,
in general, in σ(Rd), so that the bj cannot necessarily be defined at these points,
because of the extension problem.
6.1. Combinatorial lemmas.
Lemma 6.2. Let Φ : (V,D)→ (W,E) denote a morphism.
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(1) If τ : (W˜ , E˜) → (W,E) is a combinatorial blowing-up, then there is a
commutative diagram
(6.1)
(V˜ , D˜) (V,D)
(W˜ , E˜) (W,E)
Φ˜
σ
Φ
τ
where σ is a composite of finitely many smooth combinatorial blowings-up.
(2) Moreover, if Φ is a monomial morphism, then Φ˜ is a monomial morphism.
Proof. (1) The pull-back of the ideal of the centre of τ is a monomial ideal, and can
therefore be principalized by a sequence of combinatorial blowings-up σ : V˜ → V .
The morphism Φ˜ exists by the universal property of blowing up.
(2) Moreover, if Φ is a monomial morphism, then so is Φ˜, by Corollary 4.7. 
In the remainder of this subsection, Φ : V → W denotes a monomial morphism
given by (1.2) with respect to Φ-monomial coordinate systems at points a ∈ V and
b = Φ(a), compatible with divisors D, E, as in Definition 1.6. Here V and W are
coordinate charts of class Q, or e´tale coordinate charts, and the constants ξk belong
to a field K (perhaps a finite extension of the base field).
Every monomial xγ , where γ ∈ Qp, pulls back to a monomial uα(γ), where
α(γ) =
∑p
j=1 γjαj . We write u
α(γ) = xγ . Of course, uα(γ) ∈ QU,a if and only if
α(γ) ∈ Ns.
Lemma 6.3 (Algebraically dependent monomials). Let
S = {xγ : γ ∈ Zl, Φ∗(xγ ) ∈ QU,a}.
Then S is a finitely generated multiplicative semigroup (with identity x0 = 1), and
there is a commutative diagram (6.1) such that
(1) σ and τ are composites of finitely many smooth combinatorial blowings-up
(in particular, σ∗(∆Φ) = ∆Φ˜);
(2) Φ˜ is a monomial morphism;
(3) τ∗(S) ⊂ Q
W˜ ,˜b
, for all b˜ ∈ Φ˜(σ−1(a)).
Proof. Let I ⊂ QV,a denote the ideal generated by all uα ∈ Nr such that α =∑
γjαj , where γ = (γ1, . . . , γp) ∈ Zp with at least one negative component γj . Let
uǫ1 , . . . ,uǫm denote a finite subcollection of the uα which generates I. We claim
that, for every element uα of I, there exist λ1, . . . , λm ∈ N, such that
(6.2) uα =
m∏
l=1
(uǫl)λl · uβ , where uβ =
p∏
j=1
x
γj
j , γj ≥ 0.
Indeed, each uα = uǫluβ , for some l. If uβ =
∏
x
γj
j with all γj ≥ 0, then we are
done. Otherwise, uβ ∈ I and |β | < |α|, so the claim follows by induction.
Each uǫl = xγ l = xγ
+
l /xγ
−
l , where γ+l , γ
−
l ∈ N
p, and S is the multiplicative
semi-group generated by xγ1 , . . . ,xγm (cf. Gordon’s Lemma [26, p. 12]).
Consider the monomial ideal
J :=
m∏
l=1
(xγ
+
l ,xγ
−
l ).
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Let τ : (W˜ , E˜) → (W,E) be a sequence of combinatorial blowings-up which prin-
cipilizes J . By Lemma 6.2, there is a sequence of combinatorial blowings-up σ
and a monomial morphism Φ˜ such that the diagram (6.1) commutes. In particular,
(τ ◦ Φ˜)∗(S) = (Φ ◦ σ)∗(S) ⊂ QU˜ ,a˜ for every a˜ ∈ σ
−1(a).
Consider a˜ ∈ σ−1(a) and b˜ = Φ˜(a˜). Since τ principalizes J , for each l = 1, . . . ,m,
either τ∗(xγ
−
l ) divides τ∗(xγ
+
l ) at b˜, so that τ∗(xγ l) ∈ Q
W˜ ,˜b
, as desired, or τ∗(xγ
+
l )
strictly divides τ∗(xγ
−
l ), so that τ∗(xγ l) has a pole at b˜, yet pulls back to a well-
defined function at a˜ (a contradiction). 
Lemma 6.4 (Algebraically dependent monomials II). Let e(b) denote the number
of components of the divisor E at b = Φ(a) (i.e., e(b) = p+ q), and let i(a) denote
the number of components of E at b that are independent at a (i.e., i(a) = p). Then
there is a commutative diagram (6.1) such that
(1) σ and τ are composites of finitely many smooth combinatorial blowings-up
(in particular, σ∗(∆Φ) = ∆Φ˜);
(2) Φ˜ is a monomial morphism;
(3) for every a˜ ∈ σ−1(a), the number of components e(˜b) of E˜ at b˜ = Φ˜(a˜) is
at most p; i.e., e(˜b) ≤ i(a) = p ≤ p+ q = e(b).
Proof. It will be convenient to keep track of the exceptional coordinates in the
target without distinguishing between x and y , so we will write (x,y) = X =
(X1, . . . , Xp+q). Since yk = u
βk(ξk + vk) (k = 1, . . . , q), where βk is Q-linearly
dependent on the exponents {αj} of the monomials xj = uαj , there is (a smallest)
dk ∈ N, and γ
+
k , γ
−
k ∈ N
p such that:
(6.3) ydkk ·
xγ
+
k
xγ
−
k
= (ξk + vk)
dk , k = 1, . . . , q.
Consider the monomial ideal
K =
q∏
k=1
(ydkk x
γ+
k ,xγ
−
k ).
Let τ : (W˜ , E˜) → (W,E) be a sequence of combinatorial blowings-up which prin-
cipilizes K. By Lemma 6.2, there is sequence of combinatorial blowings-up σ and a
monomial morphism Φ˜ such that (6.1) commutes. Since all blowings-up in σ (and
in tau) are combinatorial, the coordinates (v,w) in the source are preserved (as
are the coordinates z in the target). Therefore, at each point a˜ ∈ σ−1(a), there
exists a Φ˜-compatible coordinate system of the form (u˜, v˜ , w˜, v,w) at a˜ (i.e., v˜ and
w˜ represent coordinates of the type “v” and “w”, respectively). Note that
(6.4) (τ ◦ Φ˜)∗
(
ydkk ·
xγ
+
k
xγ
−
k
)
= (ξk + vk)
dk , k = 1, . . . , q.
There is also a coordinate system of the form (x˜, y˜, z˜ , z) = (X˜ , z˜ , z) at b˜ := Φ˜(a˜),
such that
(6.5) Xj = X˜
ǫj
(ρ + z˜)δj , j = 1, . . . , p+ q,
where the (ǫj , δj) are integer vectors such that the matrix E with rows (ǫj , δj),
j = 1, . . . , p + q, has determinant 1, and ρ is a vector with entries all nonzero. It
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follows from (6.4), (6.5) that, for every k = 1, . . . , q, there exists a vector λk such
that
(ρ + z˜)λk = (ξk + vk)
dk
and the matrix L = (λk) has maximal rank. By the implicit function theorem, we
can solve for vk = Fk(z˜), where the matrix (∇Fk) has maximal rank. Therefore,
after a change of the coordinates z˜ , we can assume that z˜k = vk. The result
follows. 
Let us write also e(a) := e(Φ(a)). Note that e(a) = 0 if and only if i(a) = 0.
We will use Lemma 6.4 as the basis for induction on (e(a), i(a)) (where ≤ means
that each component is ≤). Condition (3) of the lemma implies that, for every
a˜ ∈ σ−1(a), either (e(a˜), i(a˜)) < (e(a), i(a)), or q = e(·)− i(·) = 0 both at a and at
a˜. The following is a simple application.
Lemma 6.5 (Principal ideals in the target). Suppose that Φ is dominant. Let
h denote a function of class Q on W , such that h ◦ Φ is a monomial uǫ times
a unit, in some neighbourhood of a. Then (after shrinking V and W to suitable
neighbourhoods of a and b) there is a finite number of commutative diagrams
(6.6)
(Vλ, Dλ) (V,D)
(Wλ, Eλ) (W,E)
Φλ
σλ
Φ
τλ
where
(1) each σλ and τλ is a composite of finitely many smooth local combinatorial
blowings-up (in particular, σ∗λ(∆
Φ) = ∆Φλ);
(2) the families of morphisms {σλ} and {τλ} cover V and W , respectively,
and (in the analytic or real quasianalytic cases) there are compact subsets
Kλ ⊂ Vλ, Lλ ⊂ Wλ, for all λ, such that
⋃
σλ(Kλ) and
⋃
σλ(Lλ) are
(compact) neighbourhoods of a and b, respectively;
(3) each Φλ is a monomial morphism;
(4) for each λ and a˜ ∈ σ−1λ (a), hλ := h ◦ τλ generates a (principal) monomial
ideal in a neighbourhood of b˜ = Φλ(a˜)..
Proof. We argue by induction on (e(a), i(a)). If e(a) = 0 (equivalently, i(a) = 0),
then h is a unit, and the result is trivial. So we assume the result for (e(·), i(·)) <
(e(a), i(a))). We have one of two possibilities.
(1) q = e(a) − i(a)) > 0. In this case, we apply Lemma 6.4, to get sequences
of combinatorial blowings-up σ and τ such that, for all a˜ ∈ σ−1(a), e(a˜) < e(a).
Since h ◦ τ ◦ Φ˜ = h ◦Φ ◦ σ is a monomial times a unit at a˜, the assertion is true at
a˜, by induction.
(2) q = e(a) − i(a) = 0. In this case, consider the formal Taylor expansions H
of h at b, and G of h ◦ Φ at a. Since q = 0 at a, we can write
H = H(x,z) =
∑
γ∈Np
∑
δ∈Ns
hγδx
γzδ ,
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and zl = vl, l = 1, . . . , s. On the other hand,
G = G(u,v) = uǫ
(∑
α∈Nr
∑
δ∈Ns
gαδu
αvδ
)
,
where g00 6= 0. Since γ 7→ α(γ) :=
∑p
j=1 γjαj is injective, and G is the pull-back
of H , we can write uǫ = xλ (i.e., ǫ = α(λ)), for unique λ ∈ Np, and (for each (α,δ)
such that gαδ 6= 0) u
α = xγ
′
(i.e., α = α(γ′)), for unique γ′ ∈ Zp.
Moreover, in this case, we can apply Lemma 6.3 to get sequences of combinatorial
blowings-up σ and τ such that, for all a˜ ∈ σ−1(a),
either (e(a˜), i(a˜)) < (e(a), i(a)), so the result is true at a˜, as in (1);
or q = e(a˜)− i(a˜) = 0. Since the pullback by τ to b˜ = Φ˜(a˜) of each monomial
γ′ above is a well-defined element of Q
W˜ ,˜b
(by Lemma 6.3), it follows in this
case that the pullback ofH is a monomialxλ times an invertible power series
in the monomial coordinates (x,z) at b˜. Therefore (by the quasianalyticity
and division axioms), h ◦ τ is locally a monomial times a unit.
The result follows since σ is proper and property (4) is open in the source. 
In the following subsections, we will use Lemmas 6.3 and 6.4 in a way that is
similar to that of the preceding proof, together with Lemma 6.6 following.
Lemma 6.6 (Bound on the denominators of rational exponents). Let G(u,v) de-
note a formal power series at a that is algebraically dependent on the morphism Φ;
i.e., dG ∧ dΦ = 0 (see Lemma 5.23). Then:
(1) There is a positive integer d and a formal Laurent series
H(x.v) =
∑
γ∈Zp
∑
δ∈Ns
hγδx
γvδ
such that G(u,v) = H(x1/d, v), where x1/d := (x
1/d
1 , . . . , x
1/d
p ); i.e.,
G(u,v) =
∑
γ∈Zp
∑
δ∈Ns
hγδu
α(γ)/dvδ .
(In particular, if q = 0, then G(u,v) = H(x1/d, z).)
(2) There is a commutative diagram (6.1), where σ and τ are composites of
finitely many smooth combinatorial blowings-up, Φ˜ is a monomial mor-
phism, and, for every a˜ ∈ σ−1(a), there are Φ˜-monomial coordinate sys-
tems (u˜, v˜ , w˜) at a˜ and (x˜, y˜, z˜) at b˜ := Φ˜(a˜), and a formal power series
H˜(x˜, v˜), such that
G˜(u˜, v˜) = H˜(x˜
1/d
, v˜), where G˜ := σ∗a˜(G).
Proof. Consider Γ := {γ ∈ Qp : α(γ) :=
∑
γjαj ∈ Nr}. We claim there is a
positive integer d such that evey γ ∈ Γ can be written γ = γ′/d, where γ′ ∈ Zp.
Indeed, for each γ = (γ1, . . . , γp) ∈ Γ, write γj = nj +pj/qj with smallest qj , where
nj, pj , qj ∈ Z, qj > 0 and |pj | < qj , j = 1, . . . , p. Then∑
γjαj −
∑
njαj =
∑
(pj/qj)αj .
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Since the left-hand side lies in the integral lattice, and the right-hand side is bounded
(over all γ), there are only finitely many possible denominators qj , for all γ . Let
d = lcm{q1, . . . , qp}.
The assertion (1) is a consequence of Lemma 5.23 and the preceding claim, and
(2) then follows from Lemma 6.3. 
6.2. The real quasianalytic case. In this subsection, Q denotes a real quasian-
alytic class. (The results apply to quasianalytic classes in general, but we will give
stronger results in the algebraic or analytic cases, so, for simplicity of exposition,
we use real notation here.) The following is the main result of this subsection.
Proposition 6.7 (Real quasianalytic relations). Let Φ : (M,D)→ (N,E) denote a
dominant morphism of class Q, which is monomial at a point a ∈M , and let g de-
note a function of class Q in a neighbourhood of a, which is algebraically dependent
on Φ; i.e.,
dg ∧ dΦ := dg ∧ dΦ1 ∧ · · · ∧ dΦn = 0
(see Lemma 5.23). Then there are neighbourhoods V of a, W of b = Φ(a), and a
finite number of commutative diagrams
(6.7)
(Vλ, Dλ) (V,D)
(Wλ, Eλ) (W,E)
Φλ
σλ
Φ
τλ
such that
(1) each σλ and τλ is a composite of finitely many smooth local combinatorial
blowings-up and power substitutions (in particular, σ∗λ(∆
Φ) = ∆Φλ);
(2) the families of morphisms {σλ} and {τλ} cover V and W , and there are
compact subsets Kλ ⊂ Vλ, Lλ ⊂ Wλ, for all λ, such that
⋃
σλ(Kλ) and⋃
σλ(Lλ) are (compact) neighbourhoods of a and b, respectively;
(3) each Φλ is a monomial morphism;
(4) for every λ, there exists hλ ∈ Q(Wλ) such that hλ ◦ Φλ = g ◦ σλ.
Remark 6.8. Let Ψ denote a morphism that is pre-monomial at a point a ∈ M ,
as in Definition 5.24. Write Ψ = (Φ, ψ), ψ = g + ϕ, following the notation of the
latter. We can also write Ψ locally as in Remark 5.26. Applying Proposition 6.7 to
Φ and g, we get a family of commutative diagrams
(Vλ, Dλ) (V,D)
(Wλ × R, Fλ) (W × R, F )
Ψλ
σλ
Ψ
where Ψλ = (Φλ, ψλ), ψλ = ψ ◦ σλ, and the bottom arrow is τλ × identity. We can
assume that, for each λ, Ψλ is a pre-monomial morphism, and ψλ = gλ+ϕλ, where
gλ = g ◦ σλ = hλ ◦ Φλ and ϕλ = ϕ ◦ σλ.
If F = E×R (so that each Fλ = Eλ×R, then we can make a coordinate change
(6.8) t′ = t− hλ
in the target of Ψλ (for every λ); therefore, Ψλ is a monomial morphism with respect
to the divisors Dgλλ and F
gλ
λ (i.e., after codimension one blowings-up in the target
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and source, if necessary, according to Remarks 5.25). This will provide one of the
principal steps in the inductive proof our main theorems (see Step II in Remark
1.10, or II(m,n) in Section 7), in the case that {t = 0} is not a component of the
divisor F . If {t = 0} is a component of F , however, (6.8) is not a valid coordinate
change, and an additional argument will be needed (see §7.4).
We will use the techniques of §6.1 together with the quasianalytic continuation
theorem [11, Thm. 1.3] and the following result to prove Proposition 6.7.
Proposition 6.9 (Regularity of a real quasianalytic relation). Let Φ : (M,D) →
(N,E) denote a dominant morphism of class Q, which is monomial at a point
a ∈ M . Let K be a compact neighbourhood of a, and let g denote a function of
class Q in a neighbourhood of K. Assume that g|K = h ◦ Φ, where h : Φ(K) → R
is a function. Then there are neighbourhoods V of a, W of b = Φ(a), and a finite
number of commutative diagrams (6.7) such that
(1) each σλ and τλ is a composite of finitely many smooth local combinatorial
blowings-up and power substitutions (in particular, σ∗λ(∆
Φ) = ∆Φλ);
(2) the families of morphisms {σλ} and {τλ} cover V and W , and there are
compact subsets Kλ ⊂ Vλ, Lλ ⊂ Wλ, for all λ, such that
⋃
σλ(Kλ) and⋃
σλ(Lλ) are (compact) neighbourhoods of a and b, respectively;
(3) each Φλ is a monomial morphism;
(4) h ◦ τλ ∈ Q(Wλ), for all λ.
Proof of Proposition 6.7. We argue by induction on (e(a), i(a)) (see Lemma 6.4).
If e(a) = 0 (equivalently, i(a) = 0), then Φ is the identity morphism, so we can take
h = g. So we can assume the result for (e(·), i(·)) < (e(a), i(a))). We have one of
two possibilities.
(1) q = e(a)− i(a)) > 0. In this case, we apply Lemma 6.4, to get sequences of
combinatorial blowings-up σ and τ such that, for all a˜ ∈ σ−1(a), e(a˜) < e(a). Since
Φ˜ is monomial and g˜ = g ◦ σ is algebraically dependent on Φ˜ at a˜, a˜ ∈ σ−1(a), the
result follows by induction.
(2) q = e(a) − i(a)) = 0. In this case, consider the formal Taylor expansion
G(u,v) of g at a. By Lemma 6.6(1), there is a positive integer d such that G(u,v) =
H(x1/d, z), where H(x,z) is a formal Laurent series. Moreover, we can apply
Lemma 6.6(2) to get sequences of combinatorial blowings-up σ and τ such that ,
for all a˜ ∈ σ−1(a),
either (e(a˜), i(a˜)) < (e(a), i(a)), so the result is true at a˜, by induction;
or q = e(a˜) − i(a˜) = 0, and there is a formal power series H˜(x˜, z˜) such that
G(u˜, v˜) = H(x˜
1/d
, z˜), where G˜ is the formal expansion of g ◦σ at a˜. Since σ
is proper, it is enough to prove the assertion of the proposition at a˜. Now,
by a power substitution with respect to the coordinates (u˜1, . . . , u˜r) in the
source, and a power substitution with respect to (x˜1, . . . , x˜p) in the target,
we can reduce to the case that d = 1. So we have reduced the proposition
to the case that G = H ◦ Φ̂a, where H is a power series and Φ̂a is the formal
expansion of Φ at a.
In the latter case, by the quasianalytic continuation theorem [11, Thm. 1.3], there
is a compact neighbourhood K of a such that, if a′ ∈ K and gˆa′ denotes the formal
expansion of g at a′, then gˆa′ = HΦ(a′) ◦ Φ̂a′ , where HΦ(a′) is a formal power series
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at Φ(a′) (depending only on the image point). In particular, there is a function h
on Φ(K) such that g = h◦Φ on K. (Of course, h is continuous, but we do not need
to use this.) The result now follows from Proposition 6.9. 
Remark 6.10. In the case that Q is the class of real analytic functions, we do not
need Proposition 6.9 because the condition G = H ◦ Φ̂a, where G is convergent and
Φ is generically of maximal rank, implies that H is convergent; this result was first
proved by Gabrielov [27] and three different proofs can be found in [11], [25], [34].
It remains to prove Proposition 6.9, which addresses the problem of extension
of a quasianalytic function defined on Φ(K) to a neighbourhood of b = Φ(a). Our
proof of Proposition 6.9 depends on explicit combinatorial methods involving power
substitutions and combinatorial blowings-up, for which it will be more convenient
to use cubes rather than arbitrary compact sets. We begin with two lemmas and
a more careful coordinate description of combinatorial blowings-up and power sub-
stitutions.
Let Φ : (V,D) → (W,E) denote a monomial morphism given by (1.2) with
respect to Φ-monomial coordinate systems at points a ∈ V and b = Φ(a) (where
V and W are coordinate charts of class Q), compatible with divisors D, E, as in
Definition 1.6. Assume that Φ is dominant, so that s′ = s. We will also ignore the
free coordinates (w1, . . . , wt) since they have no effect on the arguments following.
Thus m = r + s, n = p + s, and we can assume that V = Rr+s, W = Rp+s. The
mapping Φ : Rr+s → Rp+s is a submersion on O × Rs, for any open orthant O of
Rr.
For any l ∈ N, write
Cl = [−1, 1]l ⊂ Rl, Cl+ = [0, 1]
l ⊂ Rl.
Lemma 6.11 (Image of a real monomial mapping). Consider the finite family
of monomial mappings Φµ : R
p+s → Rp+s that we obtain by setting r − p of the
coordinates ui each = ±1 in (1.2), and where we take only the mappings of this
kind which have generic rank p+ s. Then
Φ(Cr+s) =
⋃
µ
Φµ(C
p+s).
Proof. It is enough to prove that
(6.9) Φ(Cr+ × C
s) =
⋃
µ
Φµ(C
p
+ × C
s).
We will prove this assertion by induction on r − p. (It is trivial if r = p.) For each
i = 1, . . . , r, set H1i := {ui = 1} and Φ
(i) := Φ|H1i .
Suppose that r > p. By induction, we can assume that Φ(i) satisfies (6.9), for
each i such that Φ(i) has generic rank p + s. (Clearly, Φ(i) has no component
xj = u
0 = 1 in this case.) Therefore, it is enough to prove that
(6.10) Φ(Cr+ × C
s) =
r⋃
i=1
Φ(i)(Cr−1+ × C
s)
(and we can include in the preceding union only those i such that Φ(i) has generic
rank p + s). The right-hand side of (6.10) is the image by Φ of the closure of(
(bdryCr+)× C
s
)
∩ (O×Rs), where O is the open positive orthant of Rr; therefore,
(6.10) is a consequence of the following claim.
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Claim. Let (a, b) ∈ (0, 1)r × [−1, 1]q. Then Φ−1(Φ(a, b)) intersects (bdryCr+)× C
s
at points of O × Rs.
To establish this claim, we will show that, after a permutation of the variables
(u1, . . . , ur), the system of equations u
αj = cj , j = 1, . . . , p (for any cj > 0), can
be rewritten as as umii = eiu
γi,i+1
i+1 · · ·u
γir
r in the positive orthant, where, for all i,
ei > 0, mi is a positive integer, and the exponents γil are integers (perhaps ≤ 0).
It follows that the fibre Φ−1(c, d) (in O × Rs), where c = (c1, . . . , cp) and d ∈ Rs,
is an unbounded connected set (smooth, of dimension r − p), and the claim is an
immediate consequence.
Of course, the first equation uα1 = c1 can be rewritten u
α11
1 = c1u
−α12
2 · · ·u
−α1r
r ,
after a permutation of the variables. Suppose that the first h equations can be
rewritten as asserted. Then, after raising the (h+1)st equation to a suitable power
and substituting umii = eiu
γi,i+1
i+1 · · ·u
γir
r , i = 1, . . . , h, the (h+1)st equation can be
rewritten as required, after a permutation of the variables (uh+1, . . . , ur). 
Consider Rr+q with coordinates (u,v) = (u1, . . . , ur, v1, . . . , vq) as above, and
exceptional divisor D := {u1 · · ·ur = 0}.
Definition 6.12. Standard coordinate charts of a combinatorial blowing-up. Let
ρ : (V˜ , D˜) → (V,D) denote a combinatorial blowing-up (see Definitions 1.7). The
centre of ρ is of the form {u1 = · · · = ut = 0}, for some t ≤ r, after a permutation of
the u-coordinates. In this case, V˜ is covered by t coordinate charts V˜l, l = 1, . . . , t,
where V˜l has coordinates (u˜1, . . . , u˜r, v1, . . . , vs) in which ρ is given by ui = u˜lu˜i
if i ∈ {1, . . . , t}\{l}, and ui = u˜i otherwise. (The transform D˜ of D by ρ is given
in V˜l by D˜ = {u˜1 · · · u˜r = 0}; for each i 6= l, {u˜i = 0} is the strict transform of
{ui = 0}, and {u˜l = 0} is the new component of D˜.) We call the charts Vl the
standard coordinate charts of ρ. Note that the cubes Cr+s in V˜l = R
r+s, for all l,
cover the cube Cr+s in V = Rr+s.
If ρ : V˜ → V = Rr+s is a composite of combinatorial blowings-up, then the
standard coordinate charts of V˜ are defined in an evident way, by induction. The
cubes Cr+s in the standard coordinate charts of V˜ cover the cube Cr+s in V = Rr+s.
Definition 6.13. Standard coordinate charts of a power substitution. Consider a
power substitution ρ : Rr+s → Rr+s relative to D; say ui = ±u˜
ki
i , vk = v˜k, where
each ki is a positive integer. (The transform D˜ is D˜ := {u˜1 · · · u˜r = 0}.) Following
Definitions 1.5, we extend ρ to a more general power substitution
P :
∐
ǫ
Rr+sǫ → R
r+s,
where
∐
denotes disjoint union, ǫ = (ǫ1, . . . , ǫr) ∈ {−1, 1}r, each Rr+sǫ is a copy of
Rr+s, and Pǫ := P |Rr+sǫ is given by ui = ǫiu˜
ki
i , i = 1, . . . , r. (So ρ = Pǫ , for some ǫ.)
We call the Rr+sǫ the standard coordinates charts of (the source of) P . We define
the transform D˜ of D by P as above. If Cr+sǫ denotes the cube C
r+s in Rr+sǫ , then⋃
ǫ Pǫ(C
r+s
ǫ ) = Cr+s ⊂ R
r+s.
Remark 6.14. Lifting of a power substitution. Let ρ denote a power substitution
as in Definition 6.13, and suppose that ρ factors through a power substitution
τ : xj = δjx˜
tj
j , where each δj = ±1 (with respect to E) in the target of Φ; i.e, there
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is a commutative diagram
(6.11)
Rr+s Rr+s
Rp+s Rp+s
Φ˜
ρ
Φ
τ
(where Φ˜ is a monomial morphism). In this case, we will say that ρ is a lifting of
τ by Φ.
Given ǫ ∈ {−1, 1}r, set δ(ǫ) := (ǫα1 , . . . , ǫαp). Clearly, τ has a lifting by Φ if and
only if δ = δ(ǫ), for some ǫ, where δ = (δ1, . . . , δp). (If δ = δ(ǫ), then we can define
a lifting ρ by ui = ǫiu˜
t
i, i = 1, . . . , r, where t = lcm{t1, . . . , tp}.)
If τ has a lifting ρ and we associate P to ρ as above, then, for all ǫ ∈ {−1, 1}r,
we have a commutative diagram
(6.12)
Rr+sǫ R
r+s
R
p+s
δ(ǫ) R
p+s
Φ˜
Pǫ
Φ
Qδ(ǫ)
Given a monomial mapping, not every power substitution in the target has a
lifting. For example, the power substitution x = −x˜3 in one variable cannot be
lifted by the monomial mapping x = u2. For this reason, it is convenient to admit
only even power substitutions τ : xj = δj x˜
tj
j in the target (i.e., each tj is even).
If τ is an even power substitution, then there is a unique open orthant O in
Rp such that O × Rs ⊂ τ(Rp+s) Clearly, δ = δ(ǫ), for some ǫ, if and only if
O × Rs ∩ Φ(Rr+s) 6= ∅ (equivalently, O × Rs ⊂ Φ(Rr+s)). In this case, the cubes
Cr+sǫ , for all ǫ such that δ(ǫ) = δ , cover C
r+s
⋂
Φ−1(τ(Rp+s)).
Lemma 6.15 (Factorization by blowings-up and power substitutions). Suppose
that r = p, so that Φ : Rp+s → Rp+s. Then there is a finite number of commutative
diagrams
(6.13)
Rp+qν R
p+q
Rp+qν R
p+q
Φν
σν
Φ
τν
where
(1) each σν and τν is (the restriction to a coordinate chart of) the compos-
ite of a finite sequence of local combinatorial blowings-up and even power
substitutions over standard coordinate charts (thus σ∗ν(∆
Φ) = ∆Φν );
(2) each Φν = identity;
(3)
⋃
ν σν(C
p+q
ν ) is the cube C
p+q in the source of Φ.
Proof. First assume that s = 0. Let I1 := {j ∈ {1, . . . , p} : αj1 6= 0}. We
reduce to the case that αj1 = 1, for all j ∈ I1, by making a power substitution
Pǫ : u1 = ǫ1u˜
2
1, ui = ǫiu˜
2q
i i ≥ 2 (ǫ = (ǫ1, . . . , ǫp) ∈ {−1, 1}
p), in the source,
where q = lcm{αj1 : j ∈ I1}, to make each αj1 even and each αji a multiple of
αj1, and then making a power substitution xj = ǫ
αj x˜
αj1
j (where ǫ = (ǫ1, . . . , ǫp)),
j = 1, . . . , p, in the target.
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Now, we make blowings-up in the source (combinatorial with respect to {u2 · · ·up
= 0}) to order all the exponents αj (while keeping all αj1 = 1). Then, by combina-
torial blowings-up in the target followed by a reordering of the variables, we reduce
to the case that α11 = 1 and αj1 = 0, for all j > 1.
By repeating the preceding argument using x2, . . . , xp, then using x3, . . . , xp,
etc., we transform the matrix (αji) to an upper-triangular matrix with diagonal
entries = 1.
By further combinatorial blowings-up in the target, we can make all ajp = 0,
j = 1, . . . , p − 1. Finally we can repeat this argument for the (p − 1)st column,
(p − 2)nd column, etc., to transform (αji) to the identity matrix, as required for
the case s = 0.
It follows that, given Φ : Rp+s → Rp+s, there is a finite number of commutative
diagrams (6.13), where (1), (3) are satisfied, and each Φν has the form (1.2) with
xj = uj , j = 1, . . . , p. The lemma follows by further combinatorial blowings-up
over coordinate charts in the target, for each ν. 
Proof of Proposition 6.9. We can assume that Φ is the morphism Φ : (V = Rr+s, D)
→ (W = Rp+s, E) above, and that K is the cube Cr+s in V . Consider the finite
family of morphisms Φµ : R
p+q → Rp+q given by Lemma 6.11. For each µ, consider
the finite family of commutative diagrams (indexed by ν ∈ Λ(µ), say) given by
Lemma 6.15; we write σµν , τµν , Φµν for the morphisms involved, so that Φµ◦σµν =
τµν ◦Φµν and Φµν = identity. Since each Φµν = identity, if follows that, for each µ,⋃
ν∈Λ(µ)
τµν(C
p+q
µν ) = Φµ(C
p+q)
and each h ◦ τµν extends to a function of class Q in a neighbourhood of C
p+q
µν .
Moreover, by Lemma 6.11, ⋃
µ,ν
τµν(C
p+q
µν ) = Φ(C
r+q).
For each µ, we apply Lemma 6.2 or Remark 6.14 successively to the local com-
binatorial blowings-up or (even) power substitutions comprising τµν , to lift τµν to
the source V of Φ. We obtain a finite family of commutative diagrams
Vµν V
Wµν W
Ψµν
ρµν
Φ
τµν
where Ψµν is a monomial morphism, and the result follows easily. 
6.3. Relations for a pre-monomial morphism.
Definition 6.16. Let Ψ = (Φ, ψ) : (M,D)→ (N×K, F ) denote a morphism which
is pre-monomial at a point a ∈ M (see Definition 5.24 and Remarks 5.26). Let g
denote a remainder term for Ψ at a. (We can assume that ψ(a) = 0 = g(a); in
particular, Ψ(a) = (b, 0), where b = Φ(a).) A relation for g is a nonzero germ of a
function R of class Q on N ×K at (b, 0) (i.e., a function R(x, y, z, t) in coordinates
in the notation of Definition 5.24), such that
R(Φ, g) = 0
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Remarks 6.17. (1) The existence of a remainder and associated relation is a condi-
tion that is open in the source of Ψ.
(2) In the real quasianalytic case, Proposition 6.7 shows that, after suitable se-
quences of local combinatorial blowings-up and power substitutions in the source
and target of Φ, we can assume there is a relation of the form
(6.14) R(x, y, z, t) = t− h(x, y, z).
(3) If Ψ has a remainder g at a, and a relation R which is monomial with respect
to the divisor F , then g = 0. In this case, after codimension one blowings-up of
the target and source if necessary (according to Remarks 5.25), the morphism Ψ
is monomial at a. Note that neither of these codimension one blowings-up change
the sheaf of derivations ∆Ψ. (This is clear for the blowing-up of the target. For
the blowing-up with centre {w1 = 0} in the source, as in Remarks 5.25, it is true
because X(w1) = 0, for every X ∈ ∆Ψ, since X annihilates ψ, g and uγ .)
Definition 6.18 (Order of a relation). Given a relation R as in Defintion 6.16, we
define the order ρa(R) as
ρa(R) := ν(b,0)(IR, π) = µ(b,0)(IR,∆
π),
where IR is the ideal generated by R, and π : N × K→ N denotes the projection
(see Definition 5.20).
Remarks 6.19. (1) The sheaf ∆π of log derivatives tangent to π is generated either
by ∂/∂t or by t ∂/∂t, according as F is the induced divisor E ×K or the extended
divisor (E ×K) ∪ (N × {0}).
(2) In (6.14), ρa(R) = 1 (for either case of F ).
(3) If g = 0, then R = t is relation, and ρa(R) = 1 or 0, according as F is the
induced or extended divisor. On the other hand, if ρa(R) = 0, then Ψ is monomial
at a and F is necessarily the extended divisor (i.e., {t = 0} ⊂ F ).
Remark 6.20. We can define an invariant ρa(Ψ) of Ψ at a as the minimum of ρa(R)
over all remainders g and associated relations R. (We take ρa(Ψ) =∞ if there is no
R for any g.) Although we do not formally need ρa(Ψ) for the local constructions
in this article, we will prove that a pre-monomial morphism can be transformed to
monomial essentially by decreasing this invariant (cf. Remarks 1.10 and 5.31).
Example 6.21. Let Ψ = (Φ, ψ) : (C4, E) → (C3, D) denote the pre-monomial
morphism
x1 = u
2
1u
2
2, x2 = u
2
2u
2
3, t = u1u
2
2u3 + u
3
1u
3
2 + u1u
5
2(w − 1) = g(u) + u1u
5
2(w − 1),
where E = {u1u2u3 = 0}, D = {x1x2t = 0}, and g(u) = u1u22u3 + u
3
1u
3
2 is a
remainder. Then g(u) = h ◦ Φ, where h(x) = (x1x2)1/2 + x
3/2
1 , and
R(x, t) = t4 − x1(x
2
1 + x2)t
2 + x21(x
2
1 − x2)
2
is a relation for g. Note that ∆π = (t ∂/∂t), where π is the projection π(x, t) = t.
It is easy to calculate ρ0(R) = 2.
The following proposition isolates the only part of the proofs of our main theo-
rems in the analytic or algebraic cases, where we explicitly require that our mor-
phism be analytic or algebraic.
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Proposition 6.22 (Relation in the analytic or algebraic case). Let Ψ = (Φ, ψ) :
(M,D) → (N × K, F ) denote an analytic or algebraic morphism, which is pre-
monomial at a point a ∈ M . Then there exist open neighbourhoods V of a in M
and W of b := Φ(a) in N , and a finite number of commutative diagrams
(6.15)
(Vλ, Dλ) (V,D)
(Wλ, Eλ) (W,E)
Φλ
σλ
Φ
τλ
such that
(1) each σλ and τλ is a composite of finitely many smooth local combinatorial
blowings-up (in particular, σ∗λ(∆
Φ) = ∆Φλ);
(2) the families of morphisms {σλ} and {τλ} cover V and W , respectively, and
(in the analytic case) there are compact subsets Kλ ⊂ Vλ, Lλ ⊂ Wλ, for
all λ, such that
⋃
σλ(Kλ) and
⋃
σλ(Lλ) are (compact) neighbourhoods of
a and b, respectively;
(3) each Φλ is a monomial morphism;
(4) for all λ and for every a˜ ∈ σ−1λ (a), the morphism Ψλ = (Φλ, ψλ), where
ψλ := ψ ◦ σλ, is pre-monomial at a˜ (with respect to the transform Fλ of F
induced by (6.15)), and there exist a remainder g˜ and relation R˜ for g˜ at
a˜, such that ρa˜(R) <∞.
Proof. Given a commutative diagram (6.15), where σλ, τλ are as in (1), Φ˜λ is mono-
mial and Ψ˜λ pre-monomial at every a˜ ∈ σ
−1
λ (a), by Corollary 4.7 and Definition
5.24 (or Lemma 5.29(1)); this observation will be used implicitly in the proof.
We argue by induction on (e(a), i(a)). If e(a) = 0 (equivalently, i(a) = 0), then Φ
has the form Φ(v,w) = v (i.e., Φ is the morphism z = v, in the notation of Definition
5.24), so that R(z, t) := t− g(z) is a relation, where g(v) is a remainder for Ψ at a.
By induction, therefore, we can assume the result for (e(·), i(·)) < (e(a), i(a)). We
consider two cases.
(a) q = e(a)−i(a) > 0. By Lemma 6.4, there is a commutative diagram (6.1), where
σ and τ are sequences of combinatorial blowings-up, such that, for all a˜ ∈ σ−1(a),
(e(a˜), i(a˜)) < (e(a), i(a)). Since Ψ˜ = (Φ˜, ψ˜ = ψ ◦ σ) is pre-monomial on σ−1(a),
the result follows by induction and the properness of σ.
(b) q = e(a)− i(a) = 0. Then there are pre-monomial coordinate systems (u,v,w)
and (x,y,z, t) = (x,z, t) for Ψ at a and (b, 0), where b = Φ(a) (respectively). Let
g(u,v) denote a relation for Ψ at a. By Lemma 6.6(1),
G(u,v) = H(x1/d, z),
where G is the formal expansion of g at a, H is a formal Laurent series, and d is a
positive integer.
Then, by Lemma 6.3, there is a commutative diagram (6.1), where σ and τ are
sequences of combinatorial blowings-up, such that, for all a˜ ∈ σ−1(a),
either (e(a˜), i(a˜)) < (e(a), i(a)), and we can conclude by induction at a˜, as in (a);
or (e(a˜), i(a˜)) = (e(a), i(a)) and, in this case, we can assume thatH is a formal
power series (rather than just a Laurent series).
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In the latter case, let ǫ = e2πi/d and set
R(x,z, t) : =
d∏
i1,...,ip=1
(
t−H(ǫi1x
1/d
1 , . . . , ǫ
ipx1/dp , z)
)
= tpd +
pd−1∑
i=0
Ai(x,z)t
i.
Then the Ai(x,z) and R(x,z, t) are formal power series over K, and are conver-
gent (or algebraic) in the analytic (or algebraic) cases (see Remark 6.1). Clearly,
R(Φ, g) = 0 and ρa(R) <∞, as required. 
6.4. Control of the order of a relation. The two lemmas of this subsection
allow us to control the the order ρa(R) of a relation R after transformation by
blowings-up that are compatible with the log derivations ∆Φ. These lemmas play
important parts in the proof of our main theorems in Section 7, in the step on
transforming a pre-monomial to a monomial morphism by decreasing ρa(R). These
lemmas apply to a quasianalytic class Q, in general, and will be needed even in
the case of a relation of the form (6.14) (e.g., in the real quasianalytic case) when
{t = 0} is a component of the divisor F .
Lemma 6.23 (Control of a relation I: blowings-up independent of t). Let Ψ =
(Φ, ψ) : (M,D) → (N × K, F ) denote a morphism of class Q which pre-monomial
at a point a ∈M . Assume we have neighbourhoods V of a in M and W of b = Φ(a)
in N , and a finite number of commutative diagrams (6.15) satisfying the conditions:
(1) each σλ and τλ is a composite of finitely many smooth local blowings-up
compatible with D, E, and σ∗λ(∆
Φ) = ∆Φλ ;
(2), (3) as in Proposition 6.22.
For each λ, consider the morphism Ψλ = (Φλ, ψλ) : (Mλ, Dλ) → (Nλ × K, Fλ),
where ψλ := ψ ◦σλ and Fλ is the transform of F induced by (6.15). Then, at every
point a˜ ∈ σ−1λ (a), for each λ,
(a) σ∗λ(∆
Ψ) = ∆Ψλ ;
(b) Ψλ is pre-monomial;
(c) if g is a remainder for Ψ at a and R is a corresponding relation, then
gλ := g ◦σλ is a remainder for Ψλ at a˜ and Rλ := (τλ× Id)∗R is a relation;
moreover, ρa˜(Rλ) ≤ ρa(R).
Proof. (a) follows from Lemma 5.17 and the normal forms in Definition 5.24 (the
proof is analogous to that of Lemma 5.18).
(b) Let JΨ1 := ∆
Φ(ψ) (see Definition 5.27). By Lemma 5.29(1), either JΨ1 = (u
γ )
or J Ψ1 = (0). (We use the notation of Definition 5.24.) Given a˜ ∈ σ
−1
λ (a), for some
λ, let (u˜, v˜ , w˜) denote a Φλ-monomial coordinate system at a˜. By (1) and Lemma
5.6, either J Ψλ1 = σ
∗
λ(J
Φ
1 ) = (u˜
γ˜
) or J Ψλ1 = (0). By Lemma 5.29(1), therefore, Ψλ
is pre-monomial at a˜.
(c) First, consider the case J Ψ1 = (0). Then ψ(u,v,w) = g(u,v) (from Definition
5.24 and Lemma 5.9). Therefore, ψλ = ψ ◦ σλ = gλ and
(6.16) Rλ(Φλ, gλ) = R(τλ ◦ Φλ, gλ) = R(Φ ◦ σλ, g ◦ σλ) = R(Φ, g) ◦ σλ = 0,
so that Rλ is a relation for gλ.
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Secondly, suppose that J Ψ1 = (u
γ ). Then ψ ◦ σλ = g ◦ σλ + u˜
γ˜
U(u˜, v˜ , w˜), where
U is a unit. Note that, if gλ is a remainder for Ψλ, then it follows again from (6.16)
that Rλ is a relation. To show that gλ is a remainder, we consider two cases.
(i) If γ˜ is Q-linearly independent of the exponents α˜i of the monomial mor-
phism Φλ, then, after a change of coordinates, we can assume that ψ ◦σλ =
g ◦ σλ + u˜
γ˜
; therefore, gλ is a remainder.
(ii) If γ˜ is linearly dependent on the α˜i, then, without loss of generality, we can
assume that
ψ ◦ σλ = g ◦ σλ + u˜
γ˜
(
ξ + w˜1U˜(u˜, v˜ , w˜) + a0(u˜, v˜ , ̂˜w))
where U˜ is a unit and ̂˜w denotes w˜ with the first entry w˜1 removed (us-
ing Lemma 5.9 and the fact that ∆Φλ(ψλ) = (u˜
γ˜
)). After a change of
coordinates in the source,
ψ ◦ σλ = g ◦ σλ + u˜
γ˜
(ξ + w1),
so that gλ is a remainder.
Finally, in either case J Ψ1 = (0) or (u
γ ), let πλ : Nλ × K → Nλ denote the
projection. Then πλ = π ◦ (τλ× Id), so that (τλ× Id)∗(∆π) = ∆πλ . By Lemma 5.6,
ρa˜(Rλ) ≤ ρa(R). 
Lemma 6.24 (Control of a relation II: reduction from extended to induced divisor).
Let Ψ = (Φ, ψ) : (M,D) → (N × K, F ) denote a morphism of class Q which pre-
monomial at a point a ∈M . Let g denote a remainder for Ψ at a, and R a relation
for g such that 0 < ρa(R) < ∞. (We can assume that ψ(a) = 0 = g(a).) Assume
that
(6.17)
g(u,v) = uδV (u.v),
R(x.y,z, t) =
d∑
i=0
xǫiyζ itki U˜i(x.y,z, t)
(in the notation of Definition 5.24), where k0 < k1 < · · · < kd, V (a) 6= 0, and
U˜i(b, 0) 6= 0, i = 0, . . . , d, where b = Φ(a). If F is the extended divisor (E × K) ∪
(N × {0}) at (b, 0), then there exist open neighbourhoods V of a in M and W˜ of
(b, 0) in N ×K, and a finite number of commutative diagrams
(6.18)
(Vλ, Dλ) (V,D)
(W˜λ, Fλ) (W˜ , F )
Ψλ
σλ
Ψ
τλ
such that
(1) each σλ and τλ is a composite of finitely many smooth local combinatorial
blowings-up (in particular, σ∗λ(∆
Ψ) = ∆Ψλ);
(2) the families of morphisms {σλ} and {τλ} cover V and W˜ , respectively, and
(in the analytic case) there are compact subsets Kλ ⊂ Vλ, Lλ ⊂ W˜λ, for
all λ, such that
⋃
σλ(Kλ) and
⋃
σλ(Lλ) are (compact) neighbourhoods of
a and (b, 0), respectively;
(3) each Ψλ is a pre-monomial morphism;
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(4) for every λ and a˜ ∈ σ−1λ (a), there is a remainder gλ for Ψλ at a˜, with a
relation Rλ, such that ρa˜(Rλ) ≤ ρa(R) and, if ρa˜(Rλ) = ρa(R), then Fλ is
the induced divisor Eλ ×K at a˜.
Remark 6.25. If F is the extended divisor at (b, 0) (so that ∆π is generated by
t ∂/∂t) and R has the form
(6.19) R(x.y,z, t) =
d∑
i=0
ai(x.y,z) t
ki U˜i(x.y,z, t),
where k0 < k1 < · · · < kd and U˜i(b, 0) 6= 0, i = 0, . . . , d, then each term
ai(x.y,z)t
ki ∈ (IR)
∆π
d (notation of Definitions 5.1), by Lemma 5.5, and it follows
that ρa(R) ≤ d. Moreover, R has an expression of the form (6.19) with d = ρa(R),
essentially by Nakayama’s lemma.
Proof of Lemma 6.24. We argue by induction on (e(a), i(a)). If e(a) = 0 (or i(a) =
0), then Φ has the form Φ(v,w) = v, and F is the induced divisor at a (according
to the normal forms in Definition 5.24(2)). By induction, therefore, we can assume
the result for (e(·), i(·)) < (e(a), i(a)). We consider two cases.
(a) q = e(a)− i(a) > 0. By Lemma 6.4, there is a commutative diagram (6.1) (with
V =M, ,W = N), where σ and τ are sequences of combinatorial blowings-up, such
that, for all a˜ ∈ σ−1(a), Φ˜ is monomial at a˜ and (e(a˜), i(a˜)) < (e(a), i(a)). Clearly,
for all a˜ ∈ σ−1(a), Ψ˜ = (Φ˜, ψ˜ = ψ ◦ σ) is pre-monomial at a˜; moreover, by Lemma
6.23, g˜ = g ◦ σ is a remainder for Ψ˜ at a˜, and R˜ = (τ × Id)∗R is a relation with
ρa˜(R˜) ≤ ρa(R). The result, therefore, follows by induction.
(b) q = e(a) − i(a) = 0. (Using the notation of Definition 5.24), ψ can be written
in one of the following three forms:
(6.20) ψ = g + ϕ =

uδV (u,v)
uδV (u,v) + uγ
uδV (u,v) + uγ (η + w1)
where γ is linearly independent of, or linearly dependent on the αj , in the second
or third cases, respectively (and δ is dependent on the αj). In the second and third
cases, after a sequence of combinatorial blowings-up in the source, we can assume
that either δ < γ or γ ≤ δ (respectively). Suppose that γ ≤ δ . Then, in the second
case, γ < δ, and we can absorb the remainder into ϕ to get a monomial morphism.
In the third case, ψ = uγ (η + uδ−γV +w1), and η + u
δ−γV is a unit, even if γ = δ
(otherwise, Ψ is not a morphism, because the divisor F includes {t = 0}); thus
ψ = (η˜ + w˜1), where η˜ 6= 0), after a change of the coordinate w1, and Ψ is again a
monomial morphism. Therefore, we can assume that δ < γ .
Let K denote the ideal sheaf (xǫitki) (there are no y’s because q = 0. Let
τ : (N˜ , F˜ )→ (N×K, F ) be a sequence of combinatorial blowings-up such that τ∗K
is principal and monomial. By Lemma 6.2, there is a commutative diagram
(6.21)
(M˜, D˜) (M,D)
(N˜ , F˜ ) (N ×K, F )
Ψ˜
σ
Ψ′
Ψ
τ
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where σ is a sequence of combinatorial blowings-up. Clearly, the diagonal morphism
Ψ′ = (Φ′, ψ′) is pre-monomial at every a˜ ∈ σ−1(a), with remainder g′ = g ◦ σ and
relation R′ = R; moreover, ρa˜(R
′) ≤ ρa(R), by Lemma 6.23.
Let a˜ ∈ σ−1(a). If (e(a˜), i(a˜)) < (e(a), i(a)), then we can finish by induction.
Therefore, we can suppose that (e(a˜), i(a˜)) = (e(a), i(a)). Then we can write
xj = u˜
α˜j , j = 1, . . . , p (with respect to pre-monomial coordinates at a˜, say u˜ =
(u˜1, . . . , u˜r′)), where α˜1, . . . , α˜p are Q-linearly independent.
Since τ is a sequence of combinatorial blowings-up, τ−1((b, 0)) is covered by
charts with coordinates (x¯, z) in which
xj = x¯
ηj , j = 1, . . . , p, and t = x¯η0 ,
where the matrix with rows η0, . . . , ηp has determinant ±1. Let b˜ = Ψ˜(a˜), so that
τ (˜b) = (b, 0). It follows that there are coordinates (x˜, z˜ , z) at c˜ in which
xj = x˜
λj (ξ + z˜)ρj , j = 1, . . . , p, and t = x˜
λ0(ξ + z˜)ρ0 ,
where every entry of ξ is nonzero. Say x˜ = (x˜1, . . . , x˜p′); thus p
′ ≤ p+ 1.
Let L denote the p× p′ matrix with rows λ1, . . . ,λp. We can write x˜j = u˜
γjWj ,
j = 1, . . . , p′, where the Wj are units. Let A and C denote the p × r′ and p′ × r′
matrices with rows α˜1, . . . , α˜p and γ1, . . . , γp′ , respectively. By (6.21), C ·L = A. It
follows that L has rank p; therefore, p′ ≥ p and λ1, . . . ,λp are linearly independent.
We claim that λ0 is Q-linearly dependent on λ1, . . . ,λp; this will be proved below.
Assuming the claim, then p′ = p and, after a coordinate change in the target of Ψ˜,
we can write
(6.22) xj = x˜
λj , j = 1, . . . , p, and t = x˜λ0(ξ0 + z˜0).
After a coordinate change in u˜ (absorbing units), we can also write x˜j = u˜
γj ,
j = 1, . . . , p. Therefore, Φ˜; = (x˜1, . . . , x˜p) is a monomial morphism. Moreover, let
π˜ denote the projection π˜(x˜, z˜0, z) = z˜0. Since
τ∗
(
t
∂
∂t
)
= (ξ0 + z˜0)
∂
∂z˜0
,
it follows that τ∗(∆π) = ∆π˜, and, since ξ0 + z˜0 is unit, the divisor F˜ is of induced
type E˜ ×K at b˜.
Write uδ = u˜δ˜ , uγ = u˜γ˜ (so that δ˜ < γ˜). Then A · L−1 · λ0 = δ˜ and, by (6.20),
(6.22),
z˜0 =

V (u˜, v)− ξ0
V (u˜, v)− ξ0 + u˜
γ˜−δ˜
V (u˜, v)− ξ0 + u˜
γ˜−δ˜
(η + w1)
where V (a˜) − ξ0 = 0 (since the coordinate systems are centred at a˜ and b˜). In
particular, g˜ := V (u˜, v) − ξ0 is a remainder for Ψ˜ at a˜. Moreover, if R˜ := R ◦ τ ,
then
R˜(Φ˜, g˜) = R(Φ, g) = 0,
by (6.22), so that R˜ is a relation. Since τ∗(∆π) = ∆π˜ , it then follows from Lemma
5.6(2) that ρa˜(R˜) ≤ ρa(R), which completes the proof.
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Finally, assume that λ0,λ1, . . . ,λp are linearly independent; we have to show that
this assumption leads to a contradiction. Indeed, instead of (6.22), we have
(6.23) xj = x˜
λj , j = 1, . . . , p, and t = x˜
λ0 .
Therefore, τ∗(tkixǫi) = x˜
kiλ0+
∑p
j=1 ǫijλi , for all i, and the exponents in the right-
hand sides of these expressions are all distinct (because the ki are distinct). Since
τ principilizes the ideal K, it follows that R˜ := R ◦ τ is principal and monomial at
b˜; i.e.,
(6.24) R˜ = x˜
ǫ
U˜(x˜, z),
where U˜ is a unit.
Consider the morphism Ψg := (Φ, g). We claim that there exists a morphism
Ψ˜g such that Ψg ◦ σ = τ ◦ Ψ˜g and Ψ˜g(a˜) = b˜. Indeed, according to (6.23), the
morphism Ψ˜ is given by Ψ ◦ σ followed by the monomial mapping with rational
exponents determined by the inverse of the (p + 1) × (p + 1) matrix with rows
λj , j = 0, . . . , p. Since the last component of Ψ is t = u
δ(V + uγ−δX), for some
expression X (from (6.20)), and δ < γ , this morphism will still be well-defined if
we replace X by zero.
Therefore, R˜(Ψ˜g) = R(Ψg) = 0, so that, by (6.24), Ψ˜
∗
g(x˜j) = 0, for some j =
1, . . . , p+ 1. It follows from (6.23) that
either Ψ∗g(xj) = 0, for some j, which means that Φ is not dominant,
or Ψ∗g(t) = 0, which means that g = 0.
In either case, we have a contradiction. 
7. Proof of monomialization
7.1. The inductive scheme. Let Φ : (M,D)→ (N,E) denote a dominant mono-
mial morphism, of quasianalytic class Q. Set m = dimM and n = dimN . In
this section, we will prove our main results—Theorems 1.3, 1.4 on monomial-
ization, and Theorem 1.17 on desingularization of an ideal relative to a mono-
mial morphism—within a common inductive scheme. Induction is with respect to
pairs (m,n), ordered lexicographically. Recall that ∆Φ denotes the subsheaf of
DD = DerM (− logD) of logarithmic derivatives tangent to Φ (Definition 5.7).
We consider the following list of assertions or claims. (The full inductive scheme
below will be needed for general quasianalytic classes, but can be considerably
simplified in the analytic or algebraic cases; see Remarks 7.4, 7.5.)
I.A.a(m,n). Let I denote a privileged ideal (sheaf) on M , and let a ∈ M . There
exist open neighbourhoods V of a in M and W of b = Φ(a) in N , and a finite
number of commutative diagrams
(7.1)
(Vλ, Dλ) (V,D)
(Wλ, Eλ) (W,E)
Φλ
σλ
Φ
τλ
where
(1) each σλ and τλ is a composite of finitely many smooth local blowings-up
(and local power substitutions);
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(2) the families of morphisms {σλ} and {τλ} cover V and W , (and there are
compact subsets Kλ ⊂ Vλ, Lλ ⊂ Wλ, for each λ, such that
⋃
σλ(Kλ) and⋃
σλ(Lλ) are (compact) neighbourhoods of a and b, respectively);
(3) each Φλ is a monomial morphism;
(4) the pull-back σ∗λ(∆
Φ) = ∆Φλ ;
(5) for every a˜ ∈ Vλ, either
(a) the ideal I˜ := σ∗λ(I) is principal and monomial at a˜,
or (b) there exists a regular vector field (germ) X ∈ ∆Φλa˜ .
Remark 7.1. In condition (1) above, “(and local power substitutions)” should be
understood to mean that local power substitutions are needed except in the analytic
or algebraic cases, where only local blowings-up are needed. Similarly, in (2), the
phrase in brackets does not apply to the algebraic case.
Power substitutions are needed in the real quasianalytic case only for Proposition
6.7 (see also Remark 6.8). Proposition 6.7 is used in the inductive step in this section
(see §7.4), but power substitutions are not otherwise involved in the arguments
below.
I.A.b(m,n). Let I be a privileged ideal which is ∆Φ-closed, i.e., ∆Φ(I) ⊂ I, and
let a ∈ M . There exist open neighbourhoods V of a and W of b = Φ(a), and a
finite number of commutative diagrams (7.1), satisfying conditions (1)–(4) above,
together with
(5) for all a˜ ∈ Vλ, the ideal I˜ := σ∗λ(I) is principal and monomial at a˜.
I.A.c(m,n). Let I be a privileged ideal and let a ∈M . There exist open neighbour-
hoods V of a and W of b = Φ(a), and a finite number of commutative diagrams
(7.1), satisfying conditions (1)–(3) above, together with
(4) for all a˜ ∈ Vλ, the ideal I˜ = σ∗λ(I) is principal and monomial at a˜.
I.B.a(m,n). Let ψ : M → K denote a function of class Q. Assume that Ψ =
(Φ, ψ) : (M,D) → (N × K, F ) is a well-defined morphism, where F denotes the
divisor given either by E × K or by (E × K) ∪ (N × {0}) (see Definition 5.24 and
Remark 5.26). Let a ∈ M . There exist open neighbourhoods V of a and W of
b = Φ(a), and a finite number of commutative diagrams (7.1), satisfying conditions
(1)–(4) of I.A.a(m,n) above, together with
(5) for every a˜ ∈ Vλ, either
(a) the transformed morphism Ψλ = (Φλ, ψλ) = (Φλ, ψ◦σ) is pre-monomial
at a˜,
or (b) there exists a regular vector field X ∈ ∆Φλa˜ .
I.B.b(m,n). Let ψ : M → K be a function of class Q. Assume that Ψ = (Φ, ψ) :
(M,D) → (N × K, F ) is a well-defined morphism, where F denotes the divisor
given either by E × K or by (E × K) ∪ (N × {0}). Let a ∈ M . There exist open
neighbourhoods V of a and W of b = Φ(a), and a finite number of commutative
diagrams (7.1), satisfying conditions (1)–(3) of I.A.a(m,n), together with
(4) for every a˜ ∈ Vλ the morphism Ψλ = (Φλ, ψλ) = (Φλ, ψ◦σ) is pre-monomial
at a˜.
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II(m,n). Let a ∈ M and let ψ : M → K be a function of class Q; say ψ(a) = 0.
Assume that Ψ = (Φ, ψ) : (M,D) → (N × K, F ) is a well-defined morphism that
is pre-monomial at a, where F denotes either the induced divisor E × K or the
extended divisor (E × K) ∪ (N × {0}). There exist open neighbourhoods V of a
and W of b = Φ(a), and a finite number of commutative diagrams
(7.2)
(Vλ, Dλ) (V,D)
(Wλ, Fλ) (W,F )
Ψλ
σλ
Ψ
τλ
satisfying conditions (1) and (2) of I.A.a(m,n), together with
(3) each Ψλ is a monomial morphism;
(4) the pull-back σ∗λ(∆
Ψ) = ∆Ψλ .
Remark 7.2. We will use the following shorthand when referring to the asser-
tions above: I.A(m,n) means I.A.a(m,n), I.A.b(m,n) and I.A.c(m,n) (likewise,
I.B(m,n)); I(m,n) means I.A(m,n) and I.B(m,n); I.A means I.A(m,n), for all
(m,n); etc.
Before proving all the claims above, we show that our main theorems follow.
Theorem 1.17 and Corollary 1.18, in fact, are clearly equivalent to I.A.b and I.A.c
(respectively).
Proof of Theorems 1.8, 1.9. Let Φ : (M,D) → (N,E) denote a morphism, and let
a ∈ M . Consider a local coordinate system x = (x1, . . . , xn) for N at b = Φ(a),
such that E = {x1 · · ·xl = 0}, for some l ≤ n, and write Φ = (Φ1, . . . ,Φn) with
respect to these coordinates. For each k = 1, . . . , n, we consider the morphism
Φk = (Φ1, . . . ,Φk) : (M,D) → (Nk, Ek), defined in a neighbourhood of a, where
Nk := {xk+1 = · · · = xn = 0} and Ek := {x1 · · ·xl′ = 0}, l′ = min{k, l}. (In the
algebraic case, this makes sense as usual with respect to an e´tale neighbourhood of
b, perhaps including extension of the base field.)
We will prove the following claim by induction on k. (Theorems 1.3, 1.4 corre-
spond to the case k = n.)
Claim. For fixed k, 1 ≤ k ≤ n, there exist open neighbourhoods V of a in M and
W k of b := Φk(a) in Nk, and a finite number of commutative diagrams
(7.3)
(Vλ, Dλ) (V,D)
(W kλ , E
k
λ) (W
k, Ek)
Φkλ
σλ
Φk
τλ
where
(1) each σλ and τλ is a composite of finitely many smooth local blowings-up
(and local power substitutions);
(2) the families of morphisms {σλ} and {τλ} cover V and W k, (and there are
compact subsets Kλ ⊂ Vλ, Lλ ⊂ W
k
λ , for all λ, such that
⋃
σλ(Kλ) and⋃
σλ(Lλ) are (compact) neighbourhoods of a and b, respectively);
(3) each Φkλ is a monomial morphism.
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Assume that the claim is true for 0 ≤ k′ < k. Then we can assume (after
transformation by a finite family of commutative diagrams of the form (7.3)), that
Φk = (Θr, 0 . . . , 0,Φk), where Θ
r is a dominant monomial morphism of rank r ≤
k − 1. Consider the morphism Φ˜k := (Θr,Φk). By the assertions I.B.b(m, r)
and II(m, r), there is a finite family of commutative diagrams of the form (7.3),
transforming Φ˜k to a monomial morphism. Therefore, Φk is transformed to a
monomial morphism by a finite family of commutative diagrams (7.3). 
The inductive steps. Given (m,n), we will prove each of the assertions listed
above under the assumptions that all the assertions hold for (m′, n′) < (m,n), and
the preceding assertions in the list hold for (m,n).
To begin the induction, it is therefore enough to prove I.A.a(0, 0), which is trivial.
It follows that all of the assertions in the list are true, for all (m,n).
Remarks 7.3. (1) In fact, if m = 0, then all the assertions in the list above are
trivial, and, if n = 0, then all the assertions follow essentially from resolution
of singularities—I.A(m, 0) from desingularization of the ideal I (Remarks 5.16(1)
is enough for I.A.a(m, 0) and I.A.b(m, 0)), and I.B(m, 0) from desingularization of
the ideal generated by ψ (again Remarks 5.16(1) is enough for I.B.a(m, 0)); II(m, 0)
follows from the fact that, if n = 0, then every pre-monomial morphism is monomial
(see Remarks 5.25).
(2) In the proofs of each of our assertions, in the following subsections, it should
be understood that we are making the inductive assumptions above—we will not
repeat the assumptions.
We will begin with the proof of I.A.a(m,n), which is the most delicate. (The
proof of I.A.c(m,n), for example, is simpler and follows the same essential steps.)
Remark 7.4. In the analytic or algebraic cases, we can prove I.A.b(m,n) directly,
assuming I.A.b(m′, n′) and II(m′, n′), for (m′, n′) < (m,n), by induction. The
proof of II(m,n) below already requires only I.A.b(m,n) and, moreover, I.A.c is
obtained as a corollary of I.A.b, again by induction. In particular, in these cases,
the proofs of Theorem 1.17 and Corollary 1.18 (as well as of our monomialization
theorems) do not depend on I.A.a and I.B; we can begin by proving I.A.b(m,n) in
a way that mimics the proof of I.A.a(m,n) below, but is simplified using Remark
5.15. A brief idea will be given in Remark 7.5.
7.2. Desingularization relative to a monomial morphism: assertions I.A.
Proof of I.A.a(m,n). We can assume that there is no Φ-free variable in any Φ-
monomial coordinate system (otherwise, we would be done since condition (5)(b)
would be satisfied; see Lemma 5.9 and Remark 5.12).
We can monomialize the toroidal hull of I by combinatorial blowings-up (see
Example 5.2 and Remarks 5.16); then the transform of I is principal and monomial
at any m-point (a point lying in m components of D) over a, and condition (4) is
satisfied at such a point, by Corollary 5.19. Therefore, we can assume that a is not
anm-point; i.e., there is a Φ-monomial coordinate system (u1, . . . , ur, vr+1, . . . , vm)
at a with r < m. In particular, we can express the monomial morphism Φ as
Φ = (ϕ, ψ) at a, with
(7.4) either ψ(u,v, w) = w or ψ(u,v, w) = uβ (ξ + w),
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where w is a ϕ-free coordinate and, in the second case, ξ 6= 0 and β is Q-linearly
dependent on the exponents {αj} of the monomial morphism ϕ (using the notation
of (1.2)); here the variables (vr+1, . . . , vm) above are written (v, w).
The log derivations ∆ϕ, ∆Φ tangent to the morphisms ϕ, Φ have monomial bases
at a given by Lemma 5.9:
(7.5)
∆ϕ =
(
X1, . . . , Xm−n, Y
)
, where X i(ψ) = 0 and Y =
∂
∂w
,
∆Φ =
(
X1, . . . , Xm−n
)
.
Lemma 5.17 allows us to control the pull-back of ∆Φ (in order to get condition (4)),
provided that we control the pull-back of ∆ϕ; this is used implicitly throughout the
proof.
Consider the closure Iϕ∞ of I by ∆
ϕ (see Definition 5.20). By definition, Y (Iϕ∞) ⊂
Iϕ∞. Let K := I
ϕ
∞|w=0 denote the restriction of I
ϕ
∞ to {w = 0}. Then K and I
ϕ
∞
induce the same ideal in the ring of formal power series in (u,v, w) at a, by Lemma
5.14. Since ϕ and K are both independent of w, we can apply I.A.b(m − 1, n− 1)
to ϕ and K to reduce to the case that K is principal and monomial. We can also
assume that (7.4) is preserved; i.e., Φ is a monomial morphism. Therefore, Iϕ∞ is
principal and monomial, by the division and quasianalyticity axioms of Definition
3.1.
By Lemma 5.22, since Iϕ∞ is principal and monomial,
d := νa(I, ϕ) = µa(I,∆
ϕ) <∞;
moreover, d = 0 if and only if I is principal monomial—in this case, we are done.
We now argue by induction on d. We can assume that w is the only ϕ-free
variable since, otherwise, Φ would have a free variable and condition (5)(b) would
be satisfied.
As in Lemma 5.22, I has a system of generators Fι, ι ∈ I, of the form
(7.6) Fι(u,v, w) = u
γ
F˜ι(u,v, w)wd + d−1∑
j=0
fιj(u,v)w
j

where Iϕ∞ = (u
γ ), F˜ιd(0) 6= 0 for some ι = ιd ∈ I, and fιj(a) = 0 for all ι ∈ I,
0 ≤ j ≤ d− 1. By the implicit function theorem (Definition 3.1, axiom (2)) applied
to the equation ∂d−1Fιd(u,v, w)/∂w
d−1 = 0, we can make a change of coordinates
to reduce to the case that fιd,d−1 = 0 (i.e., Fιd has Tschirnhausen form).
But ψ is now of the form ψ(u,v, w) = uβ(ξ +w + h(u,v)), where h(a) = 0 (and
we admit the possibility that β = 0 and ξ = 0 to cover both cases of (7.4)). Let us
assume, more generally, that
(7.7) ψ(u,v, w) = g(u,v) + uβ(ξ + w + h(u,v)),
where dg ∧ dϕ = 0 (see Definition 5.24) because we will apply I.B.a(m − 1, n) in
the argument below, and will therefore need to use this weaker assumption in the
inductive step.
Consider the privileged ideal sheaves Kj := (fιj)ι∈I , j = 0, . . . , d − 1. After
applying I.A.a(m − 1, n − 1) to the monomial morphism ϕ and the ideals Kj , we
can assume that either Kj = (0) or Kj is principal and monomial, j = 0, . . . , d− 1;
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i.e.,
(7.8) Fι(u,v, w) = u
γ
F˜ι(u,v, w)wd + d−1∑
j=0
aιj(u,v)u
rjwj
 , ι ∈ I,
where aιd,d−1 = 0 and, for each j = 0, . . . , d − 1, either aιj = 0 for all ι, or there
exists ι(j) ∈ I such that aι(j)j(0) 6= 0.
We now transform Φ to a pre-monomial morphism without changing the coor-
dinate w: Applying I.B.a(m − 1, n) to the morphism Φ|w=0 = (ϕ, ψ)|w=0, we can
assume that
either there exists a Φ-free variable (not w), so that condition (5)(b)) is satisfied;
then we can apply II(m,n − 1) to transform Φ to a monomial morphism
satisfying conditions (4) and (5)(b) as a consequence of II(m,n− 1)(4);
or w is the only ϕ-free variable and ψ has the form
(7.9) ψ(u,v, w) = g(u,v) + uβ(ξ + w + ηuλ)
(with a change in the coordinate w), where dg∧dϕ = 0 and η is a constant;
moreover, we can assume that, if η 6= 0, then λ is independent of the αj
(otherwise, we can absorb ηuβ+λ into g).
We have to treat the latter case. Write w˜ := w + ηuλ . Then Φ = (φ, ψ) is
pre-monomial in the coordinates (u,v, w˜); i.e., in these coordinates, ∆ϕ, ∆Φ have
monomial bases (given by Lemma 5.9), as follows:
(7.10)
∆ϕ =
(
Z1, . . . , Zm−n, Z
)
, where Zi(w˜) = 0 and Z =
∂
∂w˜
,
∆Φ =
(
W 1, . . . ,Wm−n
)
, where W i = Zi.
Consider the auxiliary sheaf of derivations
∆ := ∆ϕ ∩Der(− log(w = 0)).
By Lemma 5.5 applied to (Fιd) with X = w ∂/∂w and f = 0, we have u
γwd ∈ I∆d−1.
Then, by Lemma 5.5 applied to (Fι(j)) with X = w ∂/∂w and f = u
γwd, we get
uγurjwj ∈ I∆d−1, j = 0, . . . , d− 1. Therefore, by (7.8) and Lemma 5.3(1),
I∆∞ = I
∆
d−1 = u
γ
(
wd,urjwj
)
,
and µa(I,∆) ≤ d− 1.
We now proceed to partially principalize I∆∞ in a way that preserves the property
that the morphism Φ is pre-monomial with respect to the coordinates (u,v, w˜). Let
K denote the closure of I∆∞ by ∆
Φ. A computation using Lemma 5.5 again (with
X = w ∂/∂w = (w˜ − ηuλ)∂/∂w˜) shows that
(7.11) K = uγ
(
w˜i(uλ)d−i, urj w˜i(uλ)j−i
)
= uγ
(
wi(uλ)d−i, urjwi(uλ)j−i
)
,
and we conclude that K is closed by ∆Φ and ∆.
We claim that K can be principalized by blowings-up that are combinatorial
simultaneously with respect to the coordinate systems (u,w) and (u, w˜). Indeed, the
first blowing-up has centre {w = uk = 0}, for some k such that λk 6= 0 (equivalently,
{w˜ = uk = 0}). Outside the strict transform of {w = 0} (or {w˜ = 0}), the result
follows from the fact that the pullbacks of w and w˜ are given by the same divisor.
Therefore, we only have to consider points in the strict transform of {w = 0}, i.e.
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in the uk-chart. After pulling back and factoring by uk, either K is principal, or it
again satisfies (7.11), and we can repeat the process.
PrincipalizingK in this way, since the blowings-up are combinatorial with respect
to (u, w˜), it follows from Corollary 5.19 that ϕ is a monomial morphism, Φ is pre-
monomial, and that ∆Φ satisfies the required pullback property. We note that,
moreover, ∆ϕ equals the pull-back of ∆ (rather than of the original ∆ϕ, since we
blow up with centres in {w = 0}). Now, one of the following three possibilities
holds.
(i) There exists a regular vector field in ∆Φ, and therefore there exists a Φ-free
variable. In this case, we can finish by applying II(m,n−1) to Φ, to obtain
the conditions (3), (4) and (5)(b).
(ii) There is no regular vector field in ∆Φ, but there is in ∆ϕ. Then, by Lemma
5.3(3), Iϕ∞ is principal and monomial, and, by Lemma 5.6, νa(I, ϕ) ≤ d−1.
Since Φ is pre-monomial, we can finish by induction on d.
(iii) There is a regular vector field neither in ∆Φ nor in ∆ = ∆ϕ. Then I is
principal and monomial, by Lemma 5.3(3), and we can finish by applying
II(m,n− 1) to Φ.

Proof of I.A.b(m,n). After applying I.A.a(m,n) to the monomial morphism Φ and
the ideal I, we can assume that either I is principal and monomial at a (so we are
done), or there exists a regular vector field X in ∆Φ at a.
In the latter case, by Remark 5.12, there exists a Φ-monomial coordinate system
(u,v,w) at a with at least one Φ-free coordinate (i.e., where w has at least one
component). Consider the ideal sheaf K := I|w=0; by hypothesis, K is ∆Φ-closed.
Moreover, by Lemma 5.14, K and IΦ∞ induce the same ideal in the ring of formal
power series in (u,v,w) at a. Since K is independent of the variables w, we can
apply I.A.b(m − 1, n) to Φ|w=0 and K, to reduce to the case that K is principal
and monomial. By the division and quasianalyticity axioms, we conclude that I is
principal and monomial. 
Proof of I.A.c(m,n). Consider the closure IΦ∞ of I by ∆
Φ (see Definition 5.1); by
definition, ∆Φ(IΦ∞) ⊂ I
Φ
∞. After applying I.A.b(m,n) to the monomial morphism
Φ and the ideal IΦ∞, we can assume that I
Φ
∞ is principal and monomial at a. By
Lemma 5.22, d := νa(I,Φ) < ∞; moreover, d = 0 if and only if I is principal and
monomial at a.
We now argue by induction on d (where the induction hypothesis requires that
IΦ∞ be principal and monomial). By Lemma 5.22, there is a Φ-monomial coordinate
system (u,v,w) = (u,v, w1, ŵ) at a, in which I has a system of generators Fι, ι ∈ I,
of the form
Fι(u,v,w) = u
γ
F˜ι(u,v,w)wd1 + d−1∑
j=0
fιj(u,v, ŵ)w
j
1
 ,
where IΦ∞ = (u
γ ), F˜ιd(0) 6= 0 for some ι = ιd ∈ I, and fιj(a) = 0 for all ι ∈ I,
0 ≤ j ≤ d− 1. As in the proof of I.A.a(m,n), after a change of coordinates, we can
assume that fιd,d−1 = 0.
Consider the ideal sheaves Kj := (fιj)ι∈I , j = 0, . . . , d − 1. After applying
I.A.c.(m − 1, n) to the monomial morphism Φ|w1=0 and the ideals Kj , we can
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assume that either Kj = (0) or Kj is principal and monomial, j = 0, . . . , d− 1; i.e.,
(7.12) Fι(u,v,w) = u
γ
F˜ι(u,v,w)wd1 + d−1∑
j=0
aιj(u,v, ŵ)u
rjwj1
 , ι ∈ I,
where aιd,d−1 = 0 and, for each j = 0, . . . , d − 1, either aιj = 0 for all ι, or there
exists ι(j) ∈ I such that aι(j)j(0) 6= 0.
We now make a codimension one blowing-up with center {w1 = 0} (which thus
becomes a component of the divisor). This blowing-up does not change any of the
local normal forms (in particular, Φ remains monomial), but it does change the
derivations ∆Φ tangent to Φ. In particular, ∂/∂w1 no longer belongs to ∆
Φ, but
X = w1 ∂/∂w1 does.
By Lemma 5.5 applied to (Fιd) with X = w1 ∂/∂w1 and f = 0, we have u
γwd1 ∈
I∆d−1, where ∆ = ∆
Φ. Then, by Lemma 5.5 applied to (Fι(j)) with X = w1 ∂/∂w1
and f = uγwd1 , we get u
γurjwjj ∈ I
∆
d−1, j = 0, . . . , d− 1. Therefore, by (7.12) and
Lemma 5.3(1),
I∆∞ = I
∆
d−1 = u
γ
(
wd1 ,u
rjwj1
)
,
and νa(I,Φ) = µa(I,∆) ≤ d− 1.
After principilizing IΦ∞ by combinatorial blowings-up, we can assume (using
Corollary 5.19 and Lemma 5.6(2)) that νa(I,Φ) ≤ d− 1, IΦ∞ is principal monomial
and Φ is monomial at a. The result follows by induction on d. 
Remark 7.5. In the analytic or algebraic cases, the proof of I.A.a(m,n) above can
be modified to prove I.A.b(m,n) directly; see Remark 7.4. We leave the full details
to the reader, but provide the following outline for guidance.
We can assume that there is no Φ-free variable in any Φ-monomial coordinate
system; otherwise, we are done by I.A.b(m − 1, n), because Remark 5.15 guaran-
tees that the ideal I has a system of generators independent of a Φ-free variable.
Following the proof of I.A.a(m,n) above, we can take K := Iϕ∞; since ϕ and K are
both independent of w (by Remark 5.15), and can apply I.A.b(m − 1, n − 1) to
reduce to the case that Iϕ∞ is principal and monomial.
Arguing by induction on d as in the proof of I.A.a(m,n), we can assume that w
is the only ϕ-free variable (otherwise, Φ has a free variable and we can conclude
by I.A.b(m − 1, n), using Remark 5.15). Again by Remark 5.15, I has a system
of generators (7.6), where each Fι is a eigenvector of ∆
Φ, and we can assume that
F˜ιd = 1 (using the Weierstrass preparation theorem). But ψ is now of the form
ψ(u,v, w) = uβ (ξ + w + h(u,v)), where h(a) = 0 and h is an eigenvector of ∆Φ
and of ∆ϕ, so that (7.7) can be replaced by the assumption that ψ(u,v, w) =
g(u,v) + uβ (ξ + w), where dg ∧ dϕ = 0—this is pre-monomial form.
The ideal sheavesKj are ∆ϕ- and ∆Φ-closed. After applying I.A.a(m−1, n−1) to
ϕ and the ideals Kj , we can assume that either Kj = (0) or we have (7.8). We note
that Φ is pre-monomial because condition (4) of I.A.b and Lemma 5.6 guarantee
that the characterization of pre-monomial in Lemma 5.29(1) is preserved.
We can now simply introduce ∆ as in the proof of I.A.a(m,n), and can principal-
ize I∆∞ by blowings-up that are combinatorial with respect to the coordinates (u,w);
this guarantees that the lifting of Φ is pre-monomial. Then one of the following
two possibilities holds.
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(i) There is a regular vector field in ∆Φ, and therefore a Φ-free variable. In
this case, we can finish by applying II(m,n− 1) to Φ (which preserves the
existence of a free variable at every point of the fibre) and then applying
I.A.b(m− 1, n) (since I has a system of generators independent of a Φ-free
variable, by Remark 5.15).
(ii) There is no regular vector field in ∆Φ. Then I is principal and monomial,
by Lemma 5.3(3), and we can finish by applying II(m,n− 1) to Φ.
7.3. Pre-monomialization: assertions I.B.
Proof of I.B.a(m,n). Consider the ideal sheaf JΨ1 := ∆
Φ(ψ) (see Definition 5.27).
After applying I.A.a(m,n) to the monomial morphism Φ and the ideal J Ψ1 , we can
assume that, either condition (5)(b) is satisfied, or J Ψ1 is principal and monomial
at a, by Lemma 5.6(1). In the later case, νa(Ψ) = 1, and (5)(a) follows from
5.29(1). 
Proof of I.B.b(m,n). Consider the log differential closure JΨ∞ of the ideal J
Ψ
1 =
∆Φ(ψ) (see Definition 5.27); by definition, ∆Φ(J Ψ∞) ⊂ J
Ψ
∞. After applying I.A.b(m,n)
to the monomial morphism Φ and the ideal JΨ∞, we can assume that J
Ψ
∞ is principal
and monomial at a. By Lemma 5.29, d := νa(Φ) <∞; moreover, d = 1 if and only
if the morphism Ψ = (Φ, ψ) is pre-monomial at a.
We argue by induction on d (where the induction hypothesis requires that JΨ∞ be
principal and monomial). By Lemma 5.29, there exists a Φ-monomial coordinate
system (u,v,w) = (u,v, w1, ŵ) at a, such that
ψ(u,v,w) = g(u,v) + uγ
H˜(u,v,w)wd1 + d−2∑
j=0
hj(u,v, ŵ)w
j
1
 ,
where J Ψ∞ = (u
γ ), H˜(0) 6= 0, each hj(0) = 0, and dg∧dΦ = dg∧dϕ1∧· · ·∧dϕn = 0.
If hj = 0 for all j = 0, . . . , d−2, then the morphism Ψ is pre-monomial after blowing
up with center (w1 = 0) in the source and (ψ = 0) in the target. In the following,
therefore, we assume that not all hj vanish identically.
After applying I.A.c(m−1, n) to the monomial morphism Φ and the ideal sheaves
(hj), j = 1, . . . , d− 2, we can assume that
ψ(u,v,w) = g(u,v) + uγ
H˜(u,v,w)wd1 + d−2∑
j=1
bj(u,v, ŵ)u
rjwj1 + h0(u,v, ŵ)
 ,
where either bj = 0 or bj(a) 6= 0, j = 1, . . . , d−2. Now, after applying I.B.b(m−1, n)
to Ψ|w1=0 = (Φ, ψ)|w1=0, we can assume that
(7.13)
ψ(u,v,w) = g(u,v) + uγ
H˜(u,v,w)wd1 + d−2∑
j=1
bj(u,v, ŵ)u
rjwj1 + ηu
λ(ξ + w2)
ǫ
 ,
where ǫ, η ∈ {0, 1} and, if ǫ = 1, then ξ 6= 0 and Ψ|w1=0 is pre-monomial. In
particular, either η = 0 or there exists a vector field Y ∈ ∆Φ such that Y (uγ+λ(ξ+
w2)
ǫ) = uγ+λ . It follows that
(7.14) ηuγ+λ +O(w1) ∈ J
Ψ
1 .
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We now consider the auxiliary divisor D′ := D ∪ {w1 = 0}, and we write Ψ′ to
denote the morphism Ψ with the divisorD replaced by D′. (Note that (Ψ′)−1(E) =
D ⊂ D′, but this will not intervene in the proof.) Using Lemma 5.5 (with X =
w1 ∂/∂w1), we can conclude from (7.13), (7.14) and Lemma 5.3(1), that
J Ψ
′
∞ = J
Ψ′
d−1 = u
γ
(
wd1 , u
rjwj1, η u
λ
)
.
This implies that νa(Ψ
′) ≤ d− 1. After making blowings-up that are combinatorial
(with respect to (u,w1)), we can assume that JΨ
′
∞ is principal and monomial. Now,
one of the following two possibilities holds.
(i) The transform of Ψ locally coincides with that of Ψ′. In this case, we
conclude (using Corollary 5.19 and Lemma 5.6(2)) that νa(Ψ) ≤ d − 1,
J Ψ∞ is principal and monomial, and Φ is monomial. So we can finish by
induction on d.
(ii) We are at a point in the strict transform of (w1 = 0). In this later case,
J Ψ
′
∞ is generated either by the pull of u
λ+δ (if η 6= 0) or by the pull-back
of uλ+rjwj1 (where j is minimal). After possibly making a codimension
one blowing-up of (w1 = 0) in the source, we can conclude that Ψ is pre-
monomial, directly from (7.13).

7.4. Monomialization: assertion II.
Proof of II(m,n). We use the notation of Definition 5.24. By Proposition 6.7 or
Proposition 6.22, we can assume that Ψ has a remainder g and relation R at a,
such that ρ := ρa(R) <∞ (we can assume that g(a) = 0). (Recall that, in the real
quasianalytic case, there is, in fact, a relation of the form R(x,y,z, t) = t−h(x,y,z),
so that ρ = 1; see Remark 6.8.)
In general, we will argue by induction on ρ. Let
ri(x,y,z) :=
1
i!
∂iR
∂ti
(x,y,z, 0), , i = 0, 1, . . . ,
so that R had formal expansion
∑
ri(x,y,z)t
i. Let R denote the privileged ideal
generated by the ri. The pulled back ideal Φ
∗R is clearly ∆Φ-closed. By applying
I.A.b(m,n) to the monomial morphism Φ and the ideal Φ∗R, we can reduce to the
case that Φ∗R is a principal monomial ideal, generated by Φ∗(ri0 ), for some i0.
Then, after applying Lemma 6.5 to ri0 , we can also assume that ri0 is a monomial
times a unit at b = Φ(a), and it follows from the division axiom that rio divides all
ri. (Lemma 6.23 guarantees that the pull-back of R by the blowings-up in the target
involved in I.A.b(m,n) and Lemma 6.5 is still a relation of order ≤ ρ.) Moreover,
since ri0 is a monomial independent of t, the quotient of R by ri0 is still a relation;
therefore, we can assume that
(7.15) R = U(x,y,z, t)tk +
k−1∑
i=0
ai(x,y,z)t
i,
where U(x,y,z, t) is a unit and ai(0) = 0, i = 0, . . . , k − 1. We can also assume
that k ≥ ρ (otherwise, we are finished, by induction). We consider two cases:
(1) F is the induced divisor E ×K. In this case, k = ρ. (In the real quasianalytic
case, with R as above, Ψ is already a monomial morphism at a, after codimension
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one blowings-up in the target and source if necessary, according to Remarks 5.25
and 6.8.) In general, by the implicit function theorem, after a coordinate change in
t, we can assume that
R = U(x,y,z, t)tρ +
ρ−2∑
i=0
ai(x,y,z)t
i.
By I.A.b(m,n) applied to Φ and the ideal generated by g, we can assume also that
g(u,v) = uδV (u,v), where V is a unit. Then, by further combinatorial blowings-
up in the source, we can reduce to the case that either δ < γ or γ ≤ δ (in the
notation of (6.20)), as in the proof of Lemma 6.24. Suppose that γ ≤ δ . Then,
in the second case of (6.20), γ < δ , and Ψ is a monomial morphism. In the third
case, ψ = uγ (η + uδ−γV + w1). In this case, if γ < δ , or if γ = δ but η + V is a
unit, then Ψ is a monomial morphism. If γ = δ but η + V is not a unit, then Ψ
is a monomial morphism after the codimension one blowing-up in the source with
centre {η+V (u,v)+w1 = 0}. Such blowing-up has no effect on the log derivations
∆Ψ because every X ∈ ∆Ψ annihilates ψ, g and uγ , so that X(w1) = 0. Therefore,
we can assume that δ < γ .
We can now make a codimension one blowing-up of the target with centre {t =
0}; the effect is to make {t = 0} a component of the divisor F , and the preceding
assumptions on g guarantee that Ψ is still a morphism. But ∆π is now generated
by t ∂/∂t. By Lemma 5.5 (applied to the ideal IR generated by R, and X = t ∂/∂t),
and Lemma 5.3(1),
IπR,∞ = I
π
R,ρ−1 =
(
tρ, ai(x,y,z)t
i
)
,
so that ρa(R) = ν(b,0)(IR, π) ≤ ρ− 1.
(2) F is the extended divisor F = (E×K)∪ (N ×{0}). In this case, we will reduce
to case (1) without changing ρ: By applying I.A.b(m,n) to the ideal generated by
g ·
∏k−1
i=0 Φ
∗(ai), and then applying Lemma 6.5 and using Lemma 6.23 (as in case
(1)), we can reduce to the case that g and R are of the form (6.17). By Lemma
6.24, we have a finite number of commutative diagrams (as in the latter) such that,
at every a˜ ∈ σ−1λ (a), for each λ, we have either a relation of order < ρ, or a relation
of order ρ, but F = E ×K (i.e., we reduce to case (1)). 
This completes the proof of our main theorems.
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