Abstract-In this paper, we give a detailed analysis of the accuracy of Zernike moments in terms of their discretization errors and the reconstruction power. It is found that there is an inherent limitation in the precision of computing the Zernike moments due to the geometric nature of a circular domain. This is explained by relating the accuracy issue to a celebrated problem in analytic number theory of evaluating the lattice points within a circle.
INTRODUCTION
ONE of the fundamental issues in the design of an imagery recognition system is related to the selection of appropriate numerical features in order to achieve high recognition performance. Furthermore, the features to be extracted from an object of interest should be invariant with respect to its position, size, and orientation. Moment descriptors provide characteristics of an object that uniquely represent its shape and, moreover, are invariant to linear transformations. Researchers have been interested in the utilization of moments for object characterization and recognition since the 1960s [4] . We refer to [12] and [17] for an extensive overview of moment-based techniques and applications.
Some nonlinear combinations of standard geometric moments are invariant under image translation, scale change, and rotation only when they are computed from the original analog image. In practice, however, one observes the digitized, and often noisy version of the image and the invariant properties are satisfied only approximately. The error analysis of the resulting inaccuracies in moment computing has been rarely addressed. In [15] , the problem of the discretization error for the case of the geometric moments is studied. See also [11] and [9] for further studies in this direction.
Traditionally, geometric moments {M pq }, being the projection of an image function f(x, y) onto the monomials {x p y q }, have been utilized. The set of functions {x p y q }, however, is not orthogonal implying that {M pq } contain redundant information.
Teague [14] has suggested the use of orthogonal moments based on a certain class of orthogonal polynomials to overcome the aforementioned shortcomings associated with the geometric moments. In particular, he has proposed to use the orthogonal moments defined in terms of the Legendre and Zernike polynomials. A number of studies on the Legendre and Zernike moments reconstruction and classification power has been carried out [1] , [7] , [8] , [9] , [11] , [12] , [14] , [16] , [17] . Nevertheless, the error analysis and analytic characterization of the orthogonal moments have been rarely investigated. In [11] and [9] , the vulnerability of the orthogonal Legendre moments against discretization and noise has been examined. The Legendre moments, however, despite their good reconstruction properties, are not invariant to linear operations. The method of Zernike orthogonal moments, which are invariant to linear transformations, has been used as an attractive alternative. Some experimental studies and applications in image analysis with the Zernike moments have been performed and implemented [1] , [7] , [16] , [17] . Fast algorithms for calculating the Zernike moments are proposed in [10] . Applications in optical engineering are discussed in [14] .
In this paper, the detailed discretization error analysis for the Zernike moments is carried out. Our main result, concerned with socalled geometric error, reveals an inherent limitation in the accuracy of the Zernike moments computing related to the fact that the Zernike moments are confined to a unit circle rather than a square. This is explained by using a celebrated problem in the analytic number theory referred to as the lattice points of a circle, due originally to Gauss and further studied by a number of authors. See [6] and Section 3.1 in this paper for an historical account of this problem.
The numerical accuracy of the Zernike moments computing is also examined. Some new techniques utilizing various twodimensional numerical integration methods for increasing the overall accuracy of the Zernike moments are proposed. The performance of our algorithms is assessed by means of the image reconstruction. By reconstructing an image from the extracted moments, one may visually check how many moments are required to capture its essential structure [16] , [17] . This is illustrated by reconstructing a set of Chinese characters with Zernike moments.
The paper is organized as follows. Section 2 gives a brief review of the Zernike moments. Section 3 presents the accuracy analysis of the digital approximation of the Zernike moments. The image reconstruction scheme from the computed Zernike moments is studied in Section 4. Experimental studies utilizing a set of Chinese characters are presented in Section 5.
ZERNIKE MOMENTS
The use of the Zernike moments in image analysis was pioneered by Teague [14] . Since then, the Zernike moments have been frequently utilized for a number of image processing and computer vision tasks [1] , [7] , [8] , [10] , [12] , [16] , [17] .
In order to define the Zernike moments, we need to introduce the concept of Zernike functions. A set of complex orthogonal functions with a simple rotational property which forms a complete orthogonal basis over the class of square integrable functions defined over the unit disk was introduced by Zernike [18] . The (p, q) order Zernike function is defined as
where ρ = + x y 2 2 is the length of the vector from the origin to the pixel (x, y), and q = arctan(y/x) is the angle between the vector and the x axis. In (1), R pq (r) is a polynomial in r of degree p ≥ 0, containing no power of r lower than |q|. See, e.g., [16] for an explicit formula of R pq (r). The integer q takes positive, negative, or zero values, and it satisfies
where p -|q| is an even number.
It has been shown in [2] that any polynomial of degree p will be invariant with respect to rotations of axes about the origin if and only if the polynomial is of the form given by (1) . The Zernike system is a distinguish case of such a class of invariant polynomials which satisfies the condition in (2) .
The orthogonality relation for {V pq (x, y)} is
where δ pp′ = 1 if p = p¢ and 0 otherwise. 
The fundamental feature of the Zernike moments is their rotational invariance. If f(x, y) is rotated by an angle a, then we can obtain that the Zernike moment ′ A pq of the rotated image is given by
Thus, the magnitudes of the Zernike moments can be used as rotationally invariant image features.
The aforementioned favorable properties of the Zernike moments are valid as long as one uses a true analog image function. In practice, the Zernike moments have to be computed from sampled data. Thus, let us define the following discrete version of A pq over the pixel set {(
where 
This is in sharp contrast with the digital approximation for the geometric and Legendre moments for which there is equality in (9), see [9] . Hence, there is an inherent error in computing $ A pq which is related to the circular nature of the support of {V pq (x, y)}. In what follows, we refer to such an error as the geometric error. For a general image function, not necessarily constant, the error between $ A pq and A pq can be decomposed as
where E pq g is the geometric error and E pq n is the numerical error related to the need of numerical integration in (8) . The geometric and numerical error components of the overall error (10) are studied in the following section.
ERROR ANALYSIS
In this section, we examine two sources of error in $ A pq , i.e., the geometric and numerical errors.
Geometric Error
In order to reveal the fundamental nature of the geometric error, we consider the following expression
This is equal to $ A A 00 00
In fact, let us observe that
π 00 1, and that in our case, the unit disk is located in the [-1, 1] 2 square which is composed of n 2 pixels, i.e., Dx = Dy = 2/n.
The term G(n) is not equal to zero due to the fact that if the center of a pixel falls inside the border of the unit disk {(x, y) : x 2 + y 2 £ 1}, this pixel is used in the computation of the Zernike moments; otherwise, the pixel is discarded. Therefore, the area used for the moment computing is not equal to that of the unit disk. Fig. 1 shows the union of the pixels whose centers fall inside the unit circle. Note that some pixels are not entirely inside the circle; on the other hand, some parts of the circle are not covered by pixels. The quantity
in (11) denotes the number of the points {(x i , y j ) : 1 £ i, j £ n} inside the unit circle. Hence, G(n) can be rewritten as
The formula in (12) fully describes the nature of the geometric error, and it is crucial to know the size of G(n), i.e., how fast G(n) tends to zero as n AE •. This turns out not to be a trivial problem [6] . Nevertheless, the quantity G(n) has been extensively examined in the analytic number theory with the relation to the so-called lattice points of a circle problem due originally to Gauss [5] , [6] . Gauss' problem on the number of points inside a circle is to determine the correct order of magnitude of G(n) as n AE •. First of all, it is known after Gauss that
). This result was improved by Sierpinski in 1906 to the form of
with the following significant steps in the history of finding the smallest possible q: • Gauss (1834), θ = = See also [5] for a slightly sharper result, equivalent to the latter one up to a logarithmic factor. Hardy's conjecture says that the value of q can be arbitrary close to q = 1/4 = 0.25. It is also known that q = 1/4 is impossible. This still remains an open problem in analytic number theory. See [5] , [6] , and the references cited therein. Hence, with the latest result due to Iwaniec and Mozzochi [6] , we have the following result for the size of G(n)
The relationship of G(n) to the geometric error in the decomposition proposed in (10) is described by the following result.
THEOREM 1. Let f be a bounded function on D. Then for any p, q ≥ 0 we have
where G(n) is defined in (12) and f fxy ).
Numerical Error
The numerical error is caused by the need of calculating twodimensional integrals appearing in the definition of A pq . The following result describes the size of the numerical error in the decomposition proposed in (10) for a wide class of image functions.
THEOREM 2. Let f be a function of bounded variation on D. Then for any p, q ≥ 0 we have
where V(f) is the total variation of f, f fxy
The proof of Theorem 2 is deferred to the Appendix, where we also give the precise formula for E pq n . It is worth noting that the bound for the numerical error can be further improved if stronger than bounded variation assumption on the image function f(x, y) is imposed, e.g., that f(x, y) has a number of derivatives. 
where {(u l , v l ), 1 £ l £ L} is a set of design points belonging to the (i, j) pixel centered at (x i , y j ) and {w l , 1 £ l £ L} is a set of weights [3] .
With an appropriate selection of the design points and weights, one can reduce the approximation error in (17) to O((DxDy) L+1 ) and therefore to achieve a subpixel accuracy. For simplicity of notation, let us denote (±1, ±1) the corner points of an individual pixel. Then the five-dimensional cubature formula (see Fig. 2a 
Another type of the five-dimensional cubature formula shown in Fig. 2b 
The number of nodes in each pixel can be increased further to achieve even higher accuracy. An example is to use the 13-dimensional cubature formula, whose nodes are shown in Fig. 3 .
Two different ways of calculating weights yield the following formulas referred to as the 13-D(I) and 13-D(II) integration methods, respectively: 
We refer to [8] for further details on the above two-dimensional numerical integration techniques. Generally, the higher-dimensional integration rules are more accurate for calculating two-dimensional integrals. It should be stressed, however, that this is not the case in our situation since we are dealing with circular area. In fact, for multidimensional cubature formulas, some V u v 
where g is a small adjustable parameter. Observe that $ $ A A pq pq 0 1 6 = .
The choice γ = 2 n implies that only pixels completely falling into the unit circle are taken into account in (22). This, however, increases the geometric error, i.e., leads to poorer digital approximation of the circle. A less conservative choice is
where e is a small number, e.g., e = 0.0001. With this choice, the number of the design points falling outside the unit disk will be reduced to 16, zero, 68 for the formula C 
IMAGE RECONSTRUCTION FROM
In order to assess the performance of a set of image descriptors, one can look at their reconstruction power. Using (4) and replacing
A pq with $ A pq , we can define the following reconstruction algorithm
where T is the truncation parameter informing us how many moments are taken into account. 
where p -|q| = even. Note that the term F T is a result of using a finite number of moments in the reconstruction algorithm. It is also clear that D T increases with T, whereas F T decreases with T. This reveals that there is T * which minimizes an apparent trade-off between the terms in (26). In order to find such an optimal T, let us evaluate D T and F T . 
Concerning the term
With the help of the best known result from the number theory, see (13) 
Concerning the term F T in (26), let us observe that F T AE 0 as T AE •. The rate at which F T AE 0 depends on the smoothness of the image function f(x, y), i.e., the smoother f(x, y) is the faster F T tends to zero. For the class of bounded variation functions, by using the Picone's and Jackson's theorem [13, p. 202 
Thus, the truncation parameter T minimizing this bound is of the form
for some constant c > 0. The optimal choice of T says how many moments should be taken into account in order to achieve the smallest possible reconstruction error. This gives the accuracy of our reconstruction method of the order
One can conjecture that this is an optimal rate of convergence for $ f T within the class of image functions of bounded variation. Exact constants in the above bounds can be computed for particular image functions.
EXPERIMENTAL RESULTS
A set of five Chinese characters is employed as the test images. Each image consists of 24 ¥ 24 pixels and the range of gray levels for each pixel is 32, where all characters have the gray level 11 and the background has the value 21. Fig. 4 illustrates these five Chinese characters projected onto the unit disk.
Traditional Zernike Moment Method
Here we calculate A pq employing the simplest one-dimensional integration formula in (16) . The normalized mean square error 
Modified Zernike Moment Method
We have introduced a modified version $ A pq γ 1 6 of the Zernike moments in (22) of Section 3.2. In our experiment, the parameter g is chosen as g = n -1 + 0.0001.
For the sake of comparison, the same Chinese character C 1 is employed as the test image, and the normalized mean square error defined in (36) is used. 
CONCLUSIONS
In this paper, we have studied the accuracy problem for Zernike moments determined from discrete data observed on the n ¥ n pixels image domain. It has been observed that two kinds of errors determine the accuracy of Zernike moments computing, i.e., the numerical error related to the usual need of calculating twodimensional integrals and the geometric error being a distinctive feature of Zernike moments. We have shown that the geometric error plays a critical role for the accuracy of the Zernike moments computing. Employing the most recent results from number theory on the lattice points of a circle, we establish that the error of estimation of the Zernike moments is of order O n The numerical error related to the computation of the Zernike moments is studied as well. We have introduced some multidimensional cubature formulas and a modified version of the Zernike moments in order to decrease the computation errors. With the increased overall accuracy in the Zernike moments computing, we have reconstructed some images from finite Zernike moments. We also evaluated the integrated squared error of the reconstruction technique based on the maximum T order estimated Zernike moments. For a large class of image functions, we have found that the optimal value of T minimizing the reconstruction error is of order n 5/11 . The corresponding minimal value of the reconstruction error is O n Redefining the (p, q) Zernike polynomial as V pq (x, y) on D and zero otherwise, we can decompose A pq as
