Almost a decade ago Morton and Torgerson indicated that perceived medical benefits could be due to ''regression to the mean.'' Despite this caution, the regression to the mean ''effects on the identification of changes in institutional performance do not seem to have been considered previously in any depth'' (Jones and Spiegelhalter). As a response, Jones and Spiegelhalter provide a methodology to adjust for regression to the mean when modeling recent changes in institutional performance for one-variable quality indicators. Therefore, in our view, Jones and Spiegelhalter provide a breakthrough methodology for performance measures. At the same time, in the interests of parsimony, it is useful to aggregate individual quality indicators into a composite score. Our question is, can we develop and demonstrate a methodology that extends the ''regression to the mean'' literature to allow for composite quality indicators? Using a latent variable modeling approach, we extend the methodology to the composite indicator case. We demonstrate the approach on 4 indicators collected by the National Database of Nursing Quality Indicators. A simulation study further demonstrates its ''proof of concept.''
Almost a decade ago Morton and Torgerson indicated that perceived medical benefits could be due to ''regression to the mean.'' Despite this caution, the regression to the mean ''effects on the identification of changes in institutional performance do not seem to have been considered previously in any depth'' (Jones and Spiegelhalter) . As a response, Jones and Spiegelhalter provide a methodology to adjust for regression to the mean when modeling recent changes in institutional performance for one-variable quality indicators. Therefore, in our view, Jones and Spiegelhalter provide a breakthrough methodology for performance measures. At the same time, in the interests of parsimony, it is useful to aggregate individual quality indicators into a composite score. Our question is, can we develop and demonstrate a methodology that extends the ''regression to the mean'' literature to allow for composite quality indicators? Using a latent variable modeling approach, we extend the methodology to the composite indicator case. We demonstrate the approach on 4 indicators collected by the National Database of Nursing Quality Indicators. A simulation study further demonstrates its ''proof of concept.'' Key words: provider profiling; individual changes; National Database of Nursing Quality Indicators; regression to the mean; Bayesian analysis. (Med Decis Making 2013;33: [396] [397] [398] [399] [400] [401] [402] [403] [404] [405] [406] O ne of the first policy responses to the Institute of Medicine reports 1,2 by governments and regulatory organizations was the requirement for health care providers, including nurses, to define, collect, and monitor health care quality indicators relative to peers and track individual improvement over time. Several indicators may reflect the quality of care. In the interests of parsimony, it is useful to aggregate individual quality indicators into a composite score. 3 To that end, we are interested in developing a methodology for providing guidance regarding when a provider has significantly improved or declined on overall quality as measured by several indicators.
There have been several methodological approaches to developing composite quality indicators. One example of measuring quality with several indicators includes a multilevel, multidimensional latent variable model that examines the performance of a network of hospitals. 4 Another cross-sectional approach is a model-based score developed with a latent variable model using item response theory.5 An extension of Teixeira-Pinto and Normand5 discusses the merits of an item response theory latent variable approach to modeling multivariate indicators.6 Serial dependence among latent variables is modeled through pairwise correlations. 7 We use a latent variable approach that extends the ''regression to the mean'' literature to allow for multiple variables.
Jones and Spiegelhalter 8 provide a methodology to adjust for regression to the mean when modeling recent changes in institutional performance for 1 variable. More on the history of regression to the mean, including its connection to test-retest literature, is found in Jones and Spiegelhalter. The methodology relies on an analysis of covariance-type argument by predicting a particular institution's performance using its time 1 outcome to predict what would have happened at time 2. The standardized difference between the observed and the prediction provides the test statistic for determining the institutions that have significant improvement or decline. Note that one can use an appropriate cut point for this test statistic to adjust for false discovery rates. 8 We examine quality on individual acute care nursing units (''institution'') to track their quality improvement. The individual nursing unit does not necessarily care about adjusting for all units across the nation. Therefore, if the unit wants a 0.05 type I error for an indicator, it can use a usual 2-sided cut point of Z = 1.96. If units are interested in tracking several quality indicators at once-in our case, there are 4-they will likely be interested in controlling for an individual nursing unit's type I error rate. To control for the error rate, the unit can use a Bonferoni adjustment (.05/4 = .0125) or, alternatively, the multivariate approach that we propose here.
The research question that we address is, can we develop and demonstrate a methodology that extends the ''regression to the mean'' literature to allow for composite quality indicators? To account for multivariate data, we propose to take advantage of a single latent variable that may represent the nursing unit's quality. Latent variable models (or structural equation modeling) have become popular methods for multivariate health care data modeling. 9, 10 They are most useful when one can define a finite number of constructs (usually smaller than number of variables) to summarize the multiple dimensions. We will show that the construct unit quality adequately explains the variation when the appropriate distributions are used. For example, total nursing hours per patient day (TNHPPD) tends to resemble log-normal distribution; job enjoyment (JE), a normal distribution; fall rates, a Poisson distribution; and pressure ulcers (PrUs), a binomial distribution. After these technical modeling details are established, we show that all temporal quality improvement (or decline) can be monitored on the construct unit quality. Not only does this approach control for type I error and provide a parsimonious interpretation, but it also adjusts for regression to the mean.
METHODS: GENERAL MODELING AND DATA
In this section we lay the groundwork for adjusting for regression to the mean of the construct unit quality. We review the univariate version of the test, further introduce the American Nurses Association's National Database of Nursing Quality Indicators (NDNQI; see http://www.nursingquality.org/), and show an example of a univariate test from the NDNQI.
This article focuses on the development of composite quality indicators for hospital-based nursing care using data from the NDNQI. Today, over 1800 hospitals with more than 17,000 nursing units participate in the database. Nursing care is provided on the individual unit or ward, and so the quality of care is assessed at the unit level. The types of quality indicators that the NDNQI develops and monitors are reflective of Donabedian's quality improvement model, in which the structure and process of care influence the outcomes of care. 11 An example of a structural indicator is the number of nursing hours per patient day. The number of nurses assigned to care for patients is determined by state policy (in some cases), professional standards, institutional resources, and, arguably, the general structural dedication to the quality of care in a unit. An example of a process measure is registered nurse JE. Two sample patient outcomes include the fall rate and the hospitalacquired PrU rate. A fall is an ''unplanned decent to the floor,'' and a PrU is also known as a ''bed sore.'' We define quality as a nursing unit's commitment to quality. High staffing, happy staff, and safe patients reflect a commitment to high quality. We focus the rest of this article on these 4 quality indicators. The NDNQI routinely demonstrates the reliability and validity of these indicators through carefully designed and analyzed studies. [12] [13] [14] [15] [16] Univariate Adjustment for Regression to the Mean: Jones and Spiegelhalter Using Jones and Spiegelhalter notation, 8 let Y i1 and Y i2 be 2 realizations of a performance indicator for the ith institution at time 1 and time 2, respectively. Under the null hypothesis of no change, the ''true'' unit performance is denoted by u i , and the distributions of Y i1 |u i and Y i2 |u i are conditionally independent, N (u i , s 2 ). Via hierarchical model, we can set u i = m 1 d i where d i~N (0, t 2 ). Thus, the marginal distribution of Y i1 and Y i2 are both N (m, t 2 1 s 2 ) and intraclass (i.e., between period) correlation r = t 2 / (t 2 1 s 2 ). Note that this approach assumes constant s 2 , both across units and across time. Jones and Spiegelhalter also present a test statistic for the case of nonconstant s 2 . The alternative hypothesis is that u i does change over time. The adjusted test statistic, under the null hypothesis, is conditioned on observing the institution's first value:
and Y i2 ÀŶ i2 is the adjusted measure of individual change (i.e., adjusted for regression to the mean). Jones and Spiegelhalter indicate the test static is superior to the naïve version of Z5 Y i2 À Y i1 ð Þ = ffiffiffiffiffiffiffiffi 2s 2 p because unlike Z, Z * is uncorrelated with Y i1 , so it adjusts for the classic ''regression to the mean.'' While Jones and Spiegelhalter mainly use a frequentist justification for this test based on the sampling distribution of Y i2 j Y i1 5y i1 f g , they briefly point out that the same test statistic has predictive distribution justification: ''Equivalently, this tests the ''surprisingness'' of Y 2 based on a simple random effects predictive distribution, whereas Z is the test statistic based on a fixed effects (independent) predictive distribution.'' 8(p1649) Their article has frequentist foundation, but we believe that it can be conceptualized from a Bayesian point of view. Specifically, Y p i2 (posterior predictive distribution given Y i1 5y i1 ) has mean Y i2 5ry i1 1ð1 À rÞm and variance 11r ð Þs 2 . A frequentist would plug in point estimates of r, m, and s 2 .
A fully Bayesian approach involves accounting for uncertainty in the population-level parameters in each predictive distribution. The test statistic itself, Z * , is not what would arise from a fully Bayesian approach. One way to accomplish a fully Bayesian approach is to use a software program tailored for such models (e.g., WinBUGS). This allows s 2 and m to vary, as well as r and t 2 , although r = t 2 /(t 2 1 s 2 ). We accomplish such a fit in the univariate case after introducing the data. The univariate case motivates the multivariate model.
Data: NDNQI
The NDNQI reports that are generated for member units are stratified by bed size and unit type (as well as other hospital characteristics). We focus on unit type in this article. The different unit types include critical care, step down, medical, surgical, combined medical-surgical, and rehabilitation. Our example focuses on combined medical-surgical units aggregated up to the unit level for the years 2006 and 2007. We focus on the NDNQI indicators: TNHPPD, registered nurse JE, fall rates, and PrU rates.
The relative nursing effort in a unit is indicated as a ratio: TNHPP. JE data are from a survey of registered nurses. This indicator is an average of 7 questions on a 6-point Likert scale (1, strongly disagree; 6, strongly agree). Sample items include ''Nurses are satisfied with jobs'' and ''Find real enjoyment in their job.'' The number of falls per thousand patient days defines fall rates. The number of patients in a 24-hour period that have at least 1 hospital-acquired PrU as a proportion of all patients assessed is the PrU rate. Note that, as discussed in Gajewski et al., 17 we are not performing risk adjustment for our modeling, which is consistent with how NDNQI reports are presented to members. Table 1 indicates that across the 2-year average, TNHPPD is about 8 hours per patient day. That converts to about 3 patients for every registered nurse. The mean JE is close to the midpoint (1-6 scale). The fall rates' mean is about 4 falls for every 1000 patient days. The mean percentage of patients with PrUs is about 5.5%.
Example: TNHPPD
To illustrate Jones and Spiegelhalter's method on our data, as well as its Bayesian analog discussed above, we examine the log-transformed version of TNHPPD: Y i1 5 log TNHPPD:1 i ð Þ and Y i2 5 log TNHPPD:2 i ð Þ . We fitted a one-way random effects analysis of variance (ANOVA) model and estimated parameters using ANOVA-expected mean squared error 18(p133-34) asm52:11,ŝ 2 50:0032, t 2 50:0240, andr50:0240= 0:024010:0032 ð Þ 5:8824. Note that while Jones and Spiegelhalter found that the increase in power due to the adjustment was very small with r as large as 0.8, we simply illustrate the approach on TNHPPD. The value for r is much smaller in the multivariate example. We then flagged all of the units as significantly improving or declining that had Z * . 1.96 or Z * \ -1.96, respectively. There are only 2 units out of 290 that are significantly decreasing. Unit A dropped from 10.4 to 8.2 TNHPPD (Z * = -2.74), while unit B dropped from 6.8 to 5.8 (Z * = -2.22). This is depicted on the log scale in Figure 1 . Unit A started above the overall mean, so part of its drop is explained by regression to the mean. Unit B had only a 1-point drop, but it is significant because it is trending opposite the overall mean. There are 11 units that had significant improvement. The unit with the largest improvement started with a rate of 6.9 and improved to 10.3 (Z * = 4.9). As theory dictates, corr (Y i1 , Z * ) = -.035~0 and corr (Y i1 , Z) = -.288 \ 0, illustrating advantage of Z * over Z. Note that as mentioned earlier, from NDNQI viewpoint, we are controlling for an individual nursing unit's type I error rate. However, we warn here that from an overall perspective, for the 290 units, 1 in 20 (~15 units) is expected to be ''significant'' by chance alone. We also applied a Bayesian calculation via WinBUGS. We essentially placed flat priors on all unknown parameters and then calculated the posterior predictive distribution at each iteration of simulation to be Y P i2 ;N ry i1 1ð1 À rÞm; 11r ð Þs 2 À Á and then calculated
) . 11r ð Þs 2 because of the propagation of error from posterior distributions of r and s 2 . But because of the relative large sample size, this propagation is negligible. We burned in 1000 iterations and used the next 10,000 for inference. The Bayes estimates were very similar to the ANOVA-based estimates, E m ð Þ52:11, E s 2 À Á 50:0033, E t 2 À Á 50:0242, and E r ð Þ50:8801. The same units were significant under both approaches (Z *P or Z * ). Note that in both approaches it is likely that the assumption of multivariate log-normal distribution is important. Examination of the marginal q-q plots indicates that this assumption is valid.
METHODS: COMPOSITE INDICATOR (MULTI-VARIATE) ADJUSTMENT FOR REGRESSION TO THE MEAN
Almost a decade ago, Morton and Torgerson 19(p1084) indicated that perceived medical benefits could be due to ''regression to the mean.'' Despite this caution, Jones and Spiegelhalter indicate that ''the phenomenon's effects on the identification of changes in institutional performance do not seem to have been considered previously in any depth.'' 8(p1646) Therefore, in our view, Jones and Spiegelhalter provide a breakthrough methodology for performance measures. We expand this methodology for composite indicators.
The previous section illustrates the univariate approach for recognizing a unit's significant improvement or decline. Now that we have a goal to create a reflective-type model, we use the same idea for recognition of significant units from a composite indicator (multivariate) approach via latent variable modeling.
Composite Indicators via a Multivariate Latent Variable Model
Building from the univariate model described above, we begin the multivariate model by letting Y jit be the jth variable where j = 1, 2, 3, 4; i is the ith unit where i = 1, 2, 3, . . . , 290; and t = 1, 2 where t = 1 is from 2006 and t = 2 is 2007. The sampling distribution of each is
where u jit is a location parameter such that
and s 2 jit is the variance of the sampling distribution. Equation 2 is the single-factor measurement model that allows for the ith unit's tth time point to correlate with latent variable f it . The a j represents the intercept for jth variable. The b j represents the respective regression coefficient (loading) between latent construct (f it ) and the transformed location parameter g u jit À Á . The g j is a link function to the measurement model via usual generalize linear model. 20 The g j link function can vary in form, such as logistic or exponential transformations. One clear advantage of this transformation is that it forces the parameters to be in the correct space. For example, logistic keeps probabilities between 0 and 1, and exponential keeps fall rates positive. We allow the latent factor to correlate across time points using the same idea as in the univariate model with 2 normal distributions, For each of the 4 manifest variables, we need to define the variance components (s 2 jit ), sampling distribution (h j ), and link function (g j ).
Variable 1: TNHPPD. As discussed in the TNHPPD example, the TNHPPD is justifiably modeled by a lognormal distribution. Therefore the variance, distribution, and link will be defined as
, respectively. The symbol LN stands for log-normal distribution. The average TNHPPD for the ith unit is thus exp u 1it 1s 2 1 =2 À Á .
Variable 2: Registered Nurse JE. Let Y 2it be the observed average score for unit i at time t, and s 2 2it , the standard deviation for n i registered nurses in unit i. We assume that Y 2it is normally distributed, which is substantiated in Gajewski et al. 17 We set
À Á , and g 2 u 2it ð Þ[u 2it , respectively. Note that based on previous studies, s 2 2 50:726873. 17 Note that the variance of the sampling distribution is weighted by the number of registered nurses in each unit for the sampling time frame. The average registered nurse JE for the ith unit is thus u 2it .
Variable 3: Fall Rate. For fall rates, we assume that Y 3it is the number of falls for the tth year and w it represents the respective number of patient days divided by 1000. We assume that Y 3it follows a Poisson distribution and that u 3it is the average fall rate (per 1000 patient days) for the ith unit and tth year. Therefore, Y 3it |u 3it~h2 u 2it ð Þ[Poisson (u 3it w it ), which is substantiated in Gajewski et al. 17 The link function is
The average fall rate for the ith unit is thus u 3it .
Variable 4: PrU Rate. The final variable involves hospital-acquired PrUs. Let Y 4it be the number of patients out of n it who have a hospital acquired PrU. We assume that Y 4it is a binomial distribution with n j trials and that u j is the average PrU rate for unit j. Therefore, Y 4it |u 4it~B in (u 4it , n it ), also substantiated in Gajewski et al. 17 The link function is g 4 u 4it
ð Þ[logit u 4it ð Þ, where we are setting s 2 4it [1. The proportion of PrUs for the ith unit is thus u 4it .
Overall Model: Testing Improvement or Decline.
The overall latent variable model is summarized in Figure 2 using standard graphical descriptions-ovals for latent variables and squares for manifest variables. The f's represent the univariate latent variable quality, which manifests itself as u's after transformation using the intercepts (a's) and slopes (b's). The f's are allowed to vary through the variation in d's (random effect of units). The manifest variables (Y's) vary from the u's and sampling distributions. Before we can test for improvement in the ith unit, all of the nonrealized parameters in this model need estimation. We accomplish this estimation via Bayesian modeling, which we articulate further in the Computation, Model Fit, and Simulation section. We test the multivariate significant improvement or decline of a unit using the conditional distribution of the latent variable 
, which properly adjusts for ''regression to the mean'' in a manner similar to that of Jones and Spiegelhalter. While f i2 and f i1 are unknown (latent variable), like the other unknown parameters in the model, we are monitoring their posterior distributions in WinBUGS at each iteration. Some may argue that a Jones and Speigelhaltertype correction does not do anything, as it is applied to a latent variable as opposed to observed values. Since latent variables represent some underlying ''true value,'' it may seem that they are not subject to regression to the mean in the same way. However, as pointed out to us by reviewer, this fear is unjustified in the context of the model for the latent variables. A simple model, one that sets d ji = 0, is strictly analogous to the model given by Jones and Speigelhalter for random variables in section 2.1 (basic assumptions) and section 2. Given the assumption that the distributions are normal and that 0 r 1, then E (f i2 |f i1 ) = rf i1 1 (1 -r) m = rf i1 , since m = 0. Therefore, E (f i2 |f i1 ) lies between f i1 and m = 0. We later show that the value of the latent variable on the second occasion (year 2007 for the data set used) has regressed toward the mean, precisely as in section 2.2 of Jones and Spieghalter. 8(p1648-49) We have f i1 and f i2 analogous to Jones and Speiglehalter's Y i1 and Y i2 , d i analogous to Jones and Speigelhalter's u i , and so on. Furthermore, even for the more complex latent variable model (e.g., d ji 6 ¼ 0), this issue is clarified in both the substantive example and the proof-ofconcept simulation, where we show that the latent variable model does in fact suffer from regression to the mean because estimates of corr f i1 ; f i2 À f P i2 À Á are much closer to 0 than estimates of corr f i1 ; f i2 À f i1 À Á .
Priors
The final step of the Bayesian model requires the prior distributions, which we specify to be approximately ''flat'' or noninformative. The intercepts and slopes have the distributions a j ;Nð0; 100Þ and b j ;Nð0; 100Þ. All the variance components s 2 d ; s 2 d j ; and s 2 1 have a prior of IG 0:01; 0:01 ð Þ , where IG is the inverse-gamma distribution.
METHODS: COMPUTATION, MODEL FIT, AND SIMULATION
WinBUGS 21 was used to fit a Bayesian estimation via Markov chain Monte Carlo (MCMC). Following a burn-in of 5000 iterations, the posterior distributions were monitored over a further 10,000 iterations of the MCMC. Sensitivity analysis of the specification of the priors for the variance components 22 indicated negligible change in the posterior distributions. Therefore, we report only the posterior distribution using the priors above. For all parameters in the model, the 2.5 percentile, the median, and the 97.5% percentile were used to summarize the posterior distributions. For calculating significant improvement or decline in quality, we calculate the proportion of times that f i2 is larger than f P i2 , calling it Pr i . For reporting purposes, Bayesian P value i = min (Pr i , 1 -Pr i ), which reflects the one-sided Bayesian probability that there is significant improvement or decline.
Model assessment was accomplished through a relative fit as well as a goodness of fit of the correlation matrix of 2 models. An alternative model did not include the variance components that modeled the direct error correlations between indicators (specifically, s 2
That is, all of the correlations among variables were modeled only through the quality latent variables. The second model was the model described in the Methods: Composite Indicator section, which fits all variance components (specifically, s 2 d 1 . 0; s 2 d 2 . 0; s 2 d 3 . 0; s 2 d 4 . 0, and s 2 d . 0). First, for relative fit, we compare the deviance information criteria (DIC) 23 for both models. Second, we calculate the correlation matrix among all indicators across 2 periods and compare it to correlation matrices generated from posterior draws from the 2 models.
Finally, as a ''proof of concept, '' we simulate data to understand the properties of our basic approach. We would like to 1) demonstrate that our approach properly estimates parameters from simulated data and 2) understand how well the approach detects true change in quality (power). Pseudo-random numbers, using Matlab software, are used for all simulations. Our basic data set involves n = 100 nursing units and is simulated using the model in the Methods: Composite Indicator section and corresponding median of the posterior distribution of the parameters listed in Table 2 (Estimation of Full Model Parameters section below). Note that we are simulating a scenario in which there are no temporal changes-that
. We fit the MCMC algorithm and compare posterior distributions to this truth, demonstrating part 1. Part 2 adds some complexity to the basic data set by randomly selecting a unit (index it as i = 100) and taking it out of the sample. We replace the data from that unit with data using the following two-way factor design. The factors involve the assumption regarding the quality at time 1 (f 1 ), and the other, the difference in quality from time 1 to time 2 (f 2 -f 1 ). The first factor varies the starting point of where the unit's quality begins, either at the mean (f 1 = 0) or far from the mean (f 1 = 3). The second factor varies in how much the quality of the unit increases across time (f 2 -f 1 = 0.0, 0.50, 1.00, . . . , 5.0). This second simulation involves 5 iterations for each combination of the 2 factors. Thus, separate simulations are run for 2 3 11 = 22 combinations of factors.
The main outcome in this simulation is P value i described above, which is calculated for each combination. A multiple regression-including quality at time 1 (binary) and an interaction between the difference in quality from time 1 and time 2 (continuous) and the quality at time 1-will be estimated after a logit transformation to understand how P value varies across the 2 factors. Specifically, logit
After estimation, we will plot logit À1 ðB 0 1B 1 x i 1
RESULTS

Model Fit
The full proposed model, DIC = 8130.2 (all variance components), is much smaller than the alternative model, DIC = 11310.1 (some variance components set to 0). Call Rn the sample correlation matrix from the observed indicators-that is, correlation matrix from exp (Y 11 ), Y 21 , Y 31 /w 1 , Y 41 /n 1 in Table 1 -and Rp and RpA, posterior predictive correlations (one iteration each) from full model and alternative, respectively, which comes from posterior predictive data from the respective models. The mean absolute error (MAE) was calculated as MAE np 
Estimation of Full Model Parameters: Univariate and Multivariate
The model's intercepts (a's) across indicators have median values and intervals-after appropriate backtransformation to the original scale of quality indicators (Table 2 )-that either cover or are close to covering the mean observed values (Table 1) . This indicates a reasonable fit and is an appropriate comparison since the median value of a j 1b j f it 1d ji is a j .
Regarding the relationship between indicators and quality, all slopes (b) are significant since the posterior probability that the slopes are bigger than 0 is greater or less than 0.95; Pr (b . 0) . .95, (TNHPPD and JE) or Pr (b \ 0) . .95 (fall and PrU rates). Taking the ratio of posterior mean and standard deviation indicates the relative absolute strength of the association between quality and JE (|Z| = 7.6), PrU rates (|Z| = 7.1), fall rates (|Z| = 5.5), and TNHPPD (|Z| = 2.6). Thus JE and PrU rates are the most influential factors for the empirical definition of quality in nursing units.
The temporal associations across time are all significant (s 2 d 1 ; s 2 d 2 ; s 2 d 3 ; and s 2 d 4 ), as indicated in the analysis of the alternative model in the Model Fit section. The correlation across time for the quality variable runs from small to large since its 95% credible interval is .14 to .65, indicating a clear need for adjustment for regression to the mean.
Multivariate Profiling: Testing Improvement or Decline
As theory dictates, corrf i1 ;f i2 Àf P i2 = -0.23, which is much closer to 0 than corrf i1 ;f i2 Àf i2 = -0.67, wherex5E x ð Þ, thereby illustrating advantage of Z * over Z; thus, the regression adjustment is an improvement. Figure 3 shows the unit (call it unit A) with the largest adjusted increase in quality (P = 0.0195) from 2006 to 2007. Depicted in the plot is the predicted regression up toward mean quality (0); what is subtracted is this value from the estimated quality at 2007. Figure 3 additionally shows the unit (call it unit B) with the largest adjusted decrease in quality (P = 0.0644) from 2006 to 2007. Also depicted in the plot is the predicted regression down toward mean quality (0). Table 3 indicates that for all of the parameters except one (a 3 ), the 95% credible intervals cover the true parameter. This suggests ''proof of concept'' for our approach. Details regarding the estimates for quality also have promising properties. First, as theory dictates, corrf i1 ;f i2 Àf P i2 = -0.11, which is much closer to 0 than corrf i1 ;f i2 Àf i1 = -0.55, wherex5E x ð Þ, thereby illustrating advantage of Z * over Z. Second, there were 0 values of Pr i larger than 0.95 and 1 value smaller than 0.05 (Pr i = 0.0383). Since the simulation came from no change, this last value is considered a false positive.
Simulation
The results for part 2 of the simulation are summarized in Figure 4 : the inverse logit of the expected value from the multiple regression, logit À1 ðB 0 1B 1
Neither regression line has a significant intercept different from 0 (B 0 1B 1 = -.37, s x = .335, P = 0.274, andB 0 = -.032, s x = .277, P = 0.910), nor are the intercepts different from each other (B 1 = .34, s x = .435, P = .440). However, the f 1 = 3 slope is significantly negative (B 3 = -1.37, s x = .108, P\.001) and the f 1 = 0 slope is significantly higher than the f 1 = 3 slope (B 2 ÀB 3 = .54, s x = .143, P \ .001). This demonstrates that it is faster to detect significant change when a unit's quality starts away from the mean and continues ''against the grain.''
DISCUSSION AND CONCLUSION
The NDNQI is used for monitoring indicators of nursing quality, such as TNHPPD, average registered nurse JE, fall rates, and PrU rates. From an NDNQI data repository, data are summarized and published in reports that enable nursing units to compare results of their units for each quality indicator with comparable units in other hospitals. There are 2 disadvantages to this reporting scheme. First, the sampling variability is not explicit. Second, the correlation among indicators is not reflected in the reporting. In previous work, 17 we proposed a Bayesian report card system that involved reporting credible intervals as well as smoothed point estimates for a single time point. Jones and Spiegelhalter 8 provide a methodology to adjust for regression to the mean when modeling recent changes in institutional performance for 1 variable at 2 time points. We extend this model to allow for the 4 indicators above to be correlated via a latent variable model across time while adjusting for regression to the mean. Generalizing this approach for other indicators, allowing multiple constructs, and automating the approach to handle large databases would be welcome improvements and topics suitable for future research. In this article, we argue that the observed indicators are ''reflective'' (not ''causal'') because they are measured by the latent variable quality. A classical view of quality manifesting itself as reflective of structure, process, and outcomes is conceptually attractive.
However, some may believe that there are theoretical reasons to question the case study model structure as specified. In the Methods: General Modeling and Data section, we argue on treating the indicators as reflective rather than causal of quality of care. However, one may disagree with our choice in treating TNHPPD as a reflective indicator of quality. We are specifically saying that improvement in the latent variable quality of care causes a change in TNHPPD. One may argue that it may be that an increase in TNHPPD would lead to an improvement in the quality (e.g., more nurses leading to fewer falls).
However, fall rates and PrUs seem to be clear reflective indicators. One may argue that JE is less clear than fall and PrU rates but more than TNHPPD. It seems reasonable that working on a quality unit influences JE.
So what is the point of this part of the discussion? Two major points:
There are alternative models to the pure reflective approach. For example, a model with TNHPPD as a causal indicator and the others as reflective is an option to be considered. Other possible approaches include a cross-lag effect from TNHPPD at time 1 on quality at time 2. To empirically test these different models, one may want to consider performed the vanishing tetrad tests described in Bollen, Lennox, and Dahly. 9 Alternative models may lead to new approaches to adjusting for regression to the mean. If a model is a mix of causal and reflective indicators, then we would need to slightly adjust the overall approach that we present. A major strength of this article is that we considered the reflective model with 4 variables and demonstrated it with a case study and simulation. At the same time, a major limitation of the current work is that we did not develop the methodology for other types of composite indicators. This, too, is a topic for future research. Further reading on the issue of causal and reflective can be found in Fayers et al. 24 as well as Bollen. 25 Recent policy indicates a need for methodology that simultaneously builds composite indicators and adjusts for regression to the mean. Our approach addresses this for reflective models and can be applied very generally to perform performance measurement. After careful composite indicator development and decisions, the methodology can be used now.
