Introduction {#Sec1}
============

Recommender System (RS) is one of the most important applications in artificial intelligence \[[@CR15], [@CR20]\]. An intelligent RS can significantly reduce users' searching time, greatly enhance their shopping experience and bring considerable profits to vendors.

From the Reinforcement Learning (RL) perspective, RS is an autonomous agent that intelligently learns the optimal recommendation behavior over time to maximize each user's long term satisfaction through interacting with its environment. This offers us the opportunity to solve the recommendation task on top of the recent RL advancement. Considering that a previously collected customers' feedback dataset is often available for recommendation tasks, many researchers adopt the off-policy RL methods to extract patterns from the data \[[@CR4], [@CR21], [@CR23]\].

Off-policy RL algorithms are often expected to fully exploit off-policy datasets. Nevertheless, these methods can break down when the datasets are not collected by learning agents. Theoretically, \[[@CR2]\] points out that Bellman updates could diverge with off-policy data. The divergence issue would surely invalidate the performance of DQN agents. \[[@CR12], [@CR16]\] find that in off-policy learning, the fixpoint of Bellman updates may have poor quality even if the update converges. Empirically, \[[@CR9]\] shows that off-policy agents perform dramatically worse than the behavioral agent when trained by the same numerical algorithm on the same dataset. Moreover, many researchers observe that these methods can still fail to learn the optimal strategy even when training data are deliberately selected by effective experts. All these observations suggest that off-policy methods are unstable to static datasets.

The instability of off-policy methods is highly undesirable in training an RS. One would hope that the RS has learned sound policies before deploying into a production environment. If its performance turns out to be unpredictable, deploying the RS would be risky. To stabilize off-policy methods, one can compensate for the performance of the RS by online feedbacks. That is, allow the off-policy agent to interact with customers and use the customers' feedbacks to stabilize its performance. In practice, collecting user's feedback is time-consuming, and deploying an unstable RS to interact with customers would greatly reduce their satisfaction. As a result, designing a stable off-policy RL method for RS which has reasonable performance for any static training set without further exploration, is a fundamental problem.

As indicated in \[[@CR9], [@CR14]\], the instability issue of off-policy methods results from *exploration error* which is a fundamental problem with off-policy reinforcement learning. exploration error usually behaves as the value function is erroneously estimated on unseen state-action pairs. The exploration error can be unboundedly large, even if the value function can be perfectly approximated \[[@CR9]\]. Moreover, it can accumulate during the training iterations \[[@CR14]\]. It may misguide the training agent and make the agent take over-optimistic or over-pessimistic decisions. As a result, the training process becomes unstable and potentially diverging unless new data is collected to remedy those errors.

In this paper, we propose a novel off-policy RL method for RS to diminish the exploration error. Our method can learn recommendation policy successfully from large static datasets without further interacting with the environment. exploration error results from a mismatch in the distribution of data induced by the recommendation policy and the distribution of customers' feedback contained in the training data \[[@CR9]\]. The proposed Generator Constrained deep Q-learning (GCQ) utilizes a neural generator to simulate customers' possible feedbacks. This generative model is combined with a Q-network which select the highest valued action to form recommendation policy. Furthermore, to reduce the decision time, we design the generator's architecture based on Huffman Tree. We show that with the generator pruning unlikely actions, the decision complexity can be reduced to $\documentclass[12pt]{minimal}
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                \begin{document}$$O(\log |A|)$$\end{document}$ where \|*A*\| is the number of actions, namely the number of items.

Off-Policy Recommendation Problem {#Sec2}
=================================

A typical recommendation process can be formulated as a Markov Decision Process (MDP) $\documentclass[12pt]{minimal}
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                \begin{document}$$(\mathcal {S}, \mathcal {A}, r, P, \gamma )$$\end{document}$ which is defined as follows.
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                \begin{document}$$s^u_t = \{u, i_1, \ldots i_{c_t}\} $$\end{document}$ contains the active user *u* and his/her chronological clicked items.**Action space** $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathcal {A}$$\end{document}$: The action space is the item set.**Reward** $\documentclass[12pt]{minimal}
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                \begin{document}$$r(s^u, a^u)$$\end{document}$: Reward is the immediate gain of the RS after action $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} r(s^u, a^u) = {\left\{ \begin{array}{ll} 1 &{} \text {if user }u\,\text {clicks item }a^u \\ 0 &{} \text {otherwise} \end{array}\right. } \end{aligned}$$\end{document}$$**Transition probability** $\documentclass[12pt]{minimal}
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                \begin{document}$$P(s^u_{t+1} | s^u_{t}, a^u_t)$$\end{document}$: The state transits as follows. $$\documentclass[12pt]{minimal}
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                \begin{document}$$\gamma \in [0, 1]$$\end{document}$ is a hyperparameter. It is the tradeoff between the immediate reward and long term benefits.

The off-policy recommendation problem can be formulated as follows. Let $\documentclass[12pt]{minimal}
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                \begin{document}$$B= \{ (s^u_t, a^u_t, s^u_{t+1}, r^u_t) \}$$\end{document}$ be the dataset collected by a unknown *behavior policy*. Construct a recommendation policy $\documentclass[12pt]{minimal}
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                \begin{document}$$\pi : \mathcal {S}\rightarrow \mathcal {A}$$\end{document}$ such that the accumulated reward is maximized. For notation simplicity, we may omit the superscript of $\documentclass[12pt]{minimal}
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                \begin{document}$$s^u, r^u, a^u$$\end{document}$ in the following section.

Preliminaries {#Sec3}
=============

Q-Learning {#Sec4}
----------

Q-learning learns the state-action Q-function *Q*(*s*, *a*), which is the optimal expected cumulative reward when the RS starts in state *s* and takes action *a*. The optimal policy $\documentclass[12pt]{minimal}
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                \begin{document}$$\pi $$\end{document}$ can be recovered from the Q-function by choosing the maximizing action that is $\documentclass[12pt]{minimal}
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                \begin{document}$$ \pi (s) = \arg \max _{a\in \mathcal {A}} Q(s, a)$$\end{document}$. The Q-function is a fix point of the following Bellman iteration:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} Q^{k+1}( s_t, a_t ) = r_t + \gamma \max _{a} Q^{k}( s_{t+1}, a ) . \end{aligned}$$\end{document}$$with $\documentclass[12pt]{minimal}
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                \begin{document}$$(s_t,a_t,s_{t+1},r_t)$$\end{document}$ sampled from *B*. The above update formula is called Q-learning in reinforcement learning literature. According to \[[@CR9], [@CR14]\], Q-learning may have unrealistic value on unobserved state-action pairs, which results in large exploration error and makes the performance of an RS unstable.

Batch Constrained Q-Learning {#Sec5}
----------------------------

To cope with the exploration error, \[[@CR14]\] proposes the Batch Constrained Q-Learning (BCQ) method. BCQ avoids exploration error by explicitly constraining an agent's candidate actions in the training set. Specifically, BCQ estimates the Q-function by the following batch constrained Bellman update.$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} Q^{k+1}( s_t, a_t ) = r_t + \gamma \max _{(s_{t+1}, a) \in B} Q^{k}( s_{t+1}, a ) . \end{aligned}$$\end{document}$$where "$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$(s_{t+1}, a) \in B$$\end{document}$\" means that there exist state $\documentclass[12pt]{minimal}
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                \begin{document}$$(s_{t+1}, a, s', r') \in B $$\end{document}$. Due to the sparsity of recommendation dataset, for most observed state *s*, there exists at most one action *a* such that $\documentclass[12pt]{minimal}
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                \begin{document}$$(s,a)\in B$$\end{document}$. Thus, for most state-action pairs, the BCQ update ([3](#Equ3){ref-type=""}) can be simplified to the following iteration$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} Q^{k+1}( s_t, a_t ) = r_t + \gamma Q^{k}( s_{t+1}, a_{t+1} ). \end{aligned}$$\end{document}$$Such iteration implicitly assumes that the observed action $\documentclass[12pt]{minimal}
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                \begin{document}$$a_{t+1}$$\end{document}$ is optimal for state $\documentclass[12pt]{minimal}
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                \begin{document}$$s_{t+1}$$\end{document}$, which is unrealistic because users' feedbacks are noisy.

Methodology {#Sec6}
===========

Generator Constrained Q-Learning {#Sec7}
--------------------------------

To prevent BCQ from overfitting into noisy data, we propose a new off-policy RL algorithm named Generator Constrained Q-learning (GCQ). GCQ utilizes a neural generator to recover the distribution of observed dataset. Then, the Q-function is updated on a candidate set sampled from the generator. Specifically, the main iteration of GCQ can be formulated as follows.$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\left\{ \begin{array}{ll} A^k = \{ a_i \sim g_{\theta _k}( a | s_{t+1})\}_{i=1}^c\\ Q^{k+1}(s_t,a_t) = r_t + \gamma \max {\{ Q^{k}(s_{t+1}, a ) | a \in A^k \} }. \end{array}\right. } \end{aligned}$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$$(s_t, a_t,s_{t+1}, r_t)$$\end{document}$ is a randomly sampled tuple from *B* and $\documentclass[12pt]{minimal}
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                \begin{document}$$g_{\theta }( \cdot | s)$$\end{document}$ is a neural generator which gives the conditional probability of actions. The size of candidate set *c* is a hyperparameter of GCQ method. When *c* is fixed to *n*, the number of items, GCQ becomes Q-Learning method.

Since the state space of RS is large, it is impossible to compute the Q-function of each state-action pairs. To handle the difficulty, we approximate the unknown Q-function by a deep neural network $\documentclass[12pt]{minimal}
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                \begin{document}$$Q_{\theta }(s,a)$$\end{document}$ a.k.a deep Q-net where $\documentclass[12pt]{minimal}
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                \begin{document}$$\theta $$\end{document}$ is its parameter.Fig. 1.Neural architectures of proposed networks

Architecture of State Encoder {#Sec8}
-----------------------------

Obviously, both Q-net and generator need an encoder to extract features from a state $\documentclass[12pt]{minimal}
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                \begin{document}$$s = \{ u, i_1, \ldots i_T \}$$\end{document}$. According to \[[@CR3]\], a shared encoder generalizes better than multiple task-specified encoders. Therefore, we use the same encoder for Q-net $\documentclass[12pt]{minimal}
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                \begin{document}$$Q_{\theta }(s, \cdot )$$\end{document}$ and generator $\documentclass[12pt]{minimal}
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                \begin{document}$$g_{\theta }(\cdot | s)$$\end{document}$. We depict the structure of encoder in Fig. [1](#Fig1){ref-type="fig"}(a).

**Embedding Layer.** The embedding layer maps a user or an item to correspondent semantic vector. Formally, Let $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbf {U}\in \mathbb {R}^{m\times d}$$\end{document}$ and $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbf {V}\in \mathbb {R}^{n\times d}$$\end{document}$ be the embedding matrix of user and item respectively. The embedding vector of user *u* and item *i* can be expressed as follows.$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} p_u = \mathbf {U}[u],\quad q_i = \mathbf {V}[i] \end{aligned}$$\end{document}$$where we use $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbf {X}[k]$$\end{document}$ to denote k-th row of matrix $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbf {X}$$\end{document}$.

**Residual Recurrent Layer.** The layer transforms the sequence $\documentclass[12pt]{minimal}
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                \begin{document}$$i_T \}$$\end{document}$ into hidden states. In the field of sequence modeling, GRU \[[@CR6]\] and LSTM \[[@CR10]\] are arguably the most powerful tools. However, both recurrent structures suffer from gradient vanishing/exploding issues for long sequences. Inspired by that residual network has stable gradients \[[@CR19]\], we proposed a variant of GRU cell with residual structure. Specifically, we use the following recurrent to map the state *s* into hidden states $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} h_t = {\left\{ \begin{array}{ll} p_u &{} \text {if} \, t = 0 \\ h_{t-1} + \mathbf {W}\cdot \text {GRUCell}( h_{t-1}, q_{i_t} ) &{} \text { otherwise} \end{array}\right. } \end{aligned}$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$$p_u$$\end{document}$ is the embedding vector of user *u*, $\documentclass[12pt]{minimal}
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                \begin{document}$$q_{i_t}$$\end{document}$ is the embedding vector of item $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbf {W}$$\end{document}$ is an alignment matrix.

**Fast Attention Layer.** The layer utilizes attention mechanism to aggregate hidden states $\documentclass[12pt]{minimal}
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                \begin{document}$$\{h_t\}_{t=0}^{t=T}$$\end{document}$ into a feature vector *e*. For efficiency, we adopt a faster linear attention mechanism instead of the common tanh-based ones \[[@CR7]\]. The linear attention has two stages. **Stage one:** compute the signal matrix $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbf {C}_t$$\end{document}$ via the following recurrence.$$\documentclass[12pt]{minimal}
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                \begin{document}$$\alpha _t = \sigma (\mathbf {W}_{\alpha } h_{t} ) $$\end{document}$ is the forget gate and $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbf {W}_{\alpha }$$\end{document}$ its parameter. **Stage two:** output encoding feature via$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} e = \mathbf {C}_T h_{T}. \end{aligned}$$\end{document}$$The output vector *e* is the encoded feature vector of *s*.

Architecture of Q-Net {#Sec9}
---------------------

Considering that actions with high cumulative rewards shall have close correlations with the current state, we use the inner product of the two object's feature vectors to model the Q-function, that is$$\documentclass[12pt]{minimal}
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                \begin{document}$$q_{a} = \mathbf {V}[a]$$\end{document}$ is the embedding vector of action *a*.

Architecture of Generator {#Sec10}
-------------------------

Since Huffman tree uses shorter codes for more frequent items, it results in a faster sampling process and is widely used in NLP tasks \[[@CR17], [@CR18]\]. To reduce training time, we build a novel neural structure based on Huffman tree. The proposed structure is depicted in Fig. [1](#Fig1){ref-type="fig"}(b). The Huffman tree is built according to the popularity of items *f* which is defined by$$\documentclass[12pt]{minimal}
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### Remark 1 {#FPar1}

The recommendation policy of GCQ can be derived by selecting an optimal action which has highest Q-value among a candidate set, that is$$\documentclass[12pt]{minimal}
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Parameter Inference {#Sec11}
-------------------

**Loss Function of the Generator.** We use the negative log-likelihood of the generator to evaluate the performance of the generator.$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} nll(\theta ) = -\frac{1}{|B|} \sum _{(s, a) \in B} \log g_{\theta }( a | s ). \end{aligned}$$\end{document}$$**Loss Function of the Q-Net.** According to the framework of fitted Q-iteration \[[@CR1]\], the loss function of Q-net is the mean square error between the Q-net and its bellman update, namely$$\documentclass[12pt]{minimal}
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**Joint Inference.** Since the Q-net and the generator share the same encoder, We jointly train them via iteratively minimizing the following loss.$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \min _{\theta } qloss(\theta ) + \lambda nll(\theta ) \end{aligned}$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$$\lambda > 0$$\end{document}$ is a tuning parameter controlling the balance of mean square loss and log-likelihood. The joint loss can be optimized via stochastic gradient descent, as showed in Algorithm 1.

Experiments {#Sec12}
===========

In this section, we compare the performance of proposed GCQ method with state-of-the-art recommendation methods. We assess the performance of considered methods on both real-world offline datasets and simulated online environments. Besides, empirical studies on the hyperparameter sensitivities and computing time are conducted on several datasets. The baseline methods are listed as follows.

**MF** \[[@CR13]\]: It utilizes the latent factor model to predict the unknown ratings.**W&D** \[[@CR5]\]: W&D uses wide & deep neural architecture to learn nonlinear latent factors.**GRU4Rec** \[[@CR11]\]: It applies GRU to model click sequences.**DQN**: It recommends items by a deep Q-net. For fairness, We set the Q-net to the same one as the proposed method.**DDPG** \[[@CR8]\]: DDPG utilizes deterministic policy gradient descent to update parameters.**DEERS** \[[@CR22]\]: It tries to incorporate a user's negative feedback via sampling from the unclicked items.

Experiment Settings {#Sec13}
-------------------

We use three publicly available datasets: MovieLens 1M (M1M), MovieLens 10M (M10M) and Amazon 5-core grocery and gourmet food (AMZ) to compare the considered methods. These datasets contain historical ratings of items with scoring timestamps. Now according to timestamps, we can transform the datasets into replay buffers of the form $\documentclass[12pt]{minimal}
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                \begin{document}$$\{(s^u_t, a^u_t, s^u_{t+1}, r^u_t)\}$$\end{document}$.

For simplicity, we set the dimension of user embedding, the dimension of item embedding, and the dimension of hidden states of the proposed neural architectures to the same value *d*. We call *d* the model dimension. We set the model dimension $\documentclass[12pt]{minimal}
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                \begin{document}$$\gamma = 0.9$$\end{document}$, the size of sampling size $\documentclass[12pt]{minimal}
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                \begin{document}$$\lambda = 0.1$$\end{document}$ as default. All these hyperparameters are chosen by cross-validation. The hyperparameters of baseline methods are set to default values.

Offline Evaluation {#Sec14}
------------------

According to the temporal order, we use the top $\documentclass[12pt]{minimal}
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                \begin{document}$$70\%$$\end{document}$ tuples in the derived replay buffers for training and hold out the remaining $\documentclass[12pt]{minimal}
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                \begin{document}$$30\%$$\end{document}$ for testing. In an offline environment, we cannot obtain the immediate reward of the recommendation policy. As a result, we cannot use the cumulative reward to evaluate the performance of the compared learning agents. Considering that a Q-net $\documentclass[12pt]{minimal}
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                \begin{document}$$Q_\theta (s,a)$$\end{document}$ with high cumulative reward shall assign large value to clicked items and give small value the ignored ones, $\documentclass[12pt]{minimal}
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                \begin{document}$$Q_\theta (s,a)$$\end{document}$ can be viewed as a scoring function which ranks the clicked items ahead of ignored ones. Thus, we can use the ranking metric such as Recall\@k and Precision\@k to evaluate the compared methods.Table 1.Offline Recall\@k of compared methodsM1MM10MAMZReca\@1Reca\@5Reca\@10Reca\@1Reca\@5Reca\@10Reca\@1Reca\@5Reca\@10DQN0.00880.04160.07700.00520.02480.04290.04450.18770.3091GRU4Rec0.00790.03080.05400.00540.02350.03730.27350.45680.543MF0.00860.03240.0561**0.0074**0.02620.04390.25170.43590.5224W& D0.00690.03130.05190.00550.02380.03890.37340.54050.5982DEERS0.00480.02570.04610.00370.01930.03730.29260.60130.7176DDPG0.00830.03530.05960.00450.02100.03440.23590.41600.4743GCQ**0.01100.04950.0897**0.0054**0.02700.05390.37640.60150.6747** Table 2.Offline Precision\@k of compared methodsM1MM10MAMZPrec\@1Prec\@5Prec\@10Prec\@1Prec\@5Prec\@10Prec\@1Prec\@5Prec\@10DQN0.15430.14620.13960.07340.07540.07220.05230.04890.0432GRU4Rec0.12230.10430.09100.09220.07320.05880.33090.12630.0798MF0.11870.09200.0807**0.1207**0.09070.06950.31330.12200.0779W& D0.09920.08620.07400.10740.08360.06410.45390.15590.0920DEERS0.07700.07890.07570.05390.05820.05850.34140.16800.1110DDPG0.15980.13130.11550.07270.06790.05800.30160.12770.0791GCQ**0.17890.16580.1547**0.0930**0.09310.09300.47030.18290.1092**

Fig. 2.Cumulative rewards of compared methods v.s. number of iterations

To reduce randomness, we run each model five times and report their average performances in Table [1](#Tab1){ref-type="table"} and Table [2](#Tab2){ref-type="table"}. From the tables, we can see that GCQ consistently outperforms DQN. Since the two methods share the same Q-net, such result shows that GCQ has a lower exploration error during the learning process. GCQ also has higher accuracy than DEERS. The reason is that the proposed encoder is more expressive than DEERS's GRU based one. Compared with DDPG, our GCQ consistently has better accuracy. This is because the policy-gradient-based method DDPG has higher variances during the learning process. Both Table [1](#Tab1){ref-type="table"} and Table [2](#Tab2){ref-type="table"} exhibit that GCQ outperforms non-RL methods, namely MF, W&D and GRU4Rec. These results demonstrate that taking the long term reward into consideration can improve the accuracy of recommendation.Table 3.Computational time of compared methodsDQNDDPGDEERGCQM1M116.2 (s)120.5129.1**86.1**M10M1175.71219.21306.3**870.9**AWZ139.9145.2155.5**103.7**

The computational time of compared RL methods is recorded in Table [3](#Tab3){ref-type="table"}. The table exhibits that GCQ takes significantly less computational time in handling the benchmark datasets. This is because GCQ only takes $\documentclass[12pt]{minimal}
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                \begin{document}$$O(\log |A|)$$\end{document}$ flops to make a recommendation decision while the decision complexities of other baseline methods are *O*(\|*A*\|).

Online Evaluation {#Sec15}
-----------------

To simulate online environment, we train a GRU to model users' sequential decision processes. The GRU takes a user, the user's last clicked 20 items, and a candidate item as input. Then, it outputs the click probability of the candidate item. Such a simulation GRU is widely used in evaluating the online performance of RL-based recommender agent \[[@CR22]\]. We split the datasets into the front 10%, the middle 80% and the tail 10% sub-datasets by temporal order. The front sub-dataset is used for initializing the learning agents. The middle sub-dataset is utilized for training the simulation GRU. The simulator will be validated on the tail sub-dataset. After training, we find that the simulator has classification accuracy greater than 75%. Therefore, the simulator quite precisely models a user's click decision. After the simulator is trained, we collect the simulated responses of users and then obtain cumulative reward.

The cumulative reward curves are reported in Fig. [2](#Fig2){ref-type="fig"}. From the figure, we find that GCQ yields much higher cumulative rewards than baseline methods. Its superior performance results from the smaller exploration error and better encoder structure. These figures also show that GCQ is more stable than the baseline methods. This confirms that GCQ has a lower exploration error during the learning process.

Model Stability {#Sec16}
---------------

We find that the most important hyperparameters include: the model dimension parameter *d* which controls the model complexity of GCQ; and the size of candidate set *c* which controls exploration error.

We report Precision\@10 of GCQ under different settings of *d* in Fig. [3](#Fig3){ref-type="fig"}(a). Figure [3](#Fig3){ref-type="fig"}(b) records Precision\@10 of GCQ under different values of *c*. The experimental results in Fig. [3](#Fig3){ref-type="fig"}(a)(b) fluctuate within an acceptable range. This demonstrates the performance of our model is stable.Fig. 3.Precision\@10 of GCQ under different settings of hyperparameters

Conclusion {#Sec17}
==========

We proposed a novel Generator Constrained Q-learning technique for recommendation tasks. GCQ reduce the decision complexity of Q-net from *O*( \|*A*\| ) to $\documentclass[12pt]{minimal}
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                \begin{document}$$O(\log |A|)$$\end{document}$. In addition, GCQ enjoys lower exploration error through better characterization of observed data. Further, GCQ employs a new multi-layer encoder to handle long sequences through attention mechanism and skip connection. Empirical studies demonstrate GCQ outperforms state-of-the-art methods both in efficiency and accuracy.
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