study difference equations which arise as discrete approximations to two-point boundary value problems for systems of second-order ordinary differential equations.
INTRODUCTION
We consider the two-point boundary value problem
= G ((Y(O), y(l)) 7 (y'(O), ~'(1))) > (2)
and its discrete approximation
D2Yk+l
= f (Xkr Yk, DY&) , k= l,...,n-1, 
where f is continuous, vector-valued and possibly nonlinear, the step size h = l/n and grid points Xk = kh for k = 0,. . . , n. The equation defining the boundary conditions G is continuous and We denote the first (backward) difference quotient by Dyk = (yk -&-1)/h forIc=l,..., 12, so that v2yk+i = (&+I -2yk + y&i)/h2 for k = 1,. . . ,n -1.
Numerical solutions to (1) ,( 2) involve discretizations. Agarwal's paper [l] provides some excellent examples illustrating that when a continuous boundary value problem is discretized, the nature of the solution may change. For example, extra solutions (or "ghost" solutions) to (3), (4) can appear which may be "large" and "irrelevant" to the continuous problem as the step size tends to zero (see [2] ). M oreover, [l] gives an example where the continuous problem possesses a solution, whereas the discrete problem does not. In Section 6, we apply our results to show that solutions to the discrete problem converge to solutions of the continuous problem in an aggregate sense. We denote the space of m times continuously differentiable functions mapping from U to V by C" (U;V) endowed with the usual maximum norm. If V = Iw then we omit the V. With y E C([O, 11) we will sometimes associate the vector $j E Y defined by jj = (y(O), y(h), . . . , y(nh)). For jj and Z in Y, we will write jj 5 z if yi 5 zi, for all i = 0,. . . , n.
NOTATION AND PRELIMINARY RESULTS

Let
By a solution to problem (l), we mean a twice continuously differentiable vector function y(x) satisfying (1) for all z E [0, 11.
By a solution to problem (3), we mean a vector a = (~0,. . . , yn) E Wcn+'Jd satisfying (3) for all k = l,... , n -1. The value of the kth component, yk, of a solution b of (3) is expected to approximate y(zk), for some solution y Of (1).
If U is a bounded, open subset of JP, q E Iws, F E C(l?;W'), and q $ F(BU), we denote the corresponding Brouwer degree of F on U at q by d(F, U, q).
A PRIORI BOUNDS
The following condition was studied by Hartman [6] for the continuous problem and provides an instrument to acquire bounds on the derivatives of solutions to (1) in terms of a bound on the solutions. In this section, we prove a similar result for difference equations.
The subsequent theorem is a discrete analogue of [6, Lemma 21. 
I%'kI 5 0 IlDYkll + cl, k= l,...,n,
then II'D& 11 5 M for k = 1,. . . , n.
PROOF. Let 0 < I_L < n and 1 I k 5 n -p. Using a discrete Taylor expansion, we obtain 
nom (6), the choice of p = n/2 or ,u = (n + 1)/2 in (7) and (8) shows that for k = 1,. . . , n IIvy,,II 5 (Ml + ") 
where pk+l = Cr(lyk+ll12 for k = 1,. . . ,n -1 then IIvykII I M for k = 1,. . . ,n.
PROOF. The conditions of Theorem 1 are satisfied if we choose Pk = allyk112 and use Iv& 5 c~l(yk + y/lc_1,2)yk)l <2&RIIvykII with 0 = 2aR < 1.
COMPATIBILITY OF BOUNDARY CONDITIONS
For the convenience of the reader, we restate the concept of compatible boundary conditions due to Thompson (see [4, 7] ) for the special case R = [0, l] x BR. 
( 11) where
G(C, D) = G((C, D), 9(C, D)), for all (C, D) E 6.
Moreover, if (10) holds for all strongly inwardly pointing vector fields, then we may choose Q(C, D) = (D -C, D -C) when computing the Brouwer degree (11).
The boundary conditions under consideration are natural and include the Picard, periodic, Neumann, and Sturm-Louiville boundary conditions while also applying to more general nonlinear cases (see [4, 7] for more detail).
EXISTENCE RESULTS
We now present some existence results. 
and Jet G E C(n x R 2d; ILX2d) be strongly compatible with R. Then there exists a solution g of problem (3), (4) with I[~[/ I: R, for h sufficiently small.
PROOF. Let gj E BR be a solution of
and (4). Our first step is to show (13) ensures a priori estimates on llDykII 
Thus, f satisfies (12) and (13) 
Then Theorem 2 is applicable and guarantees a solution exists to the discretization of (17), (18) 
CONVERGENCE OF SOLUTIONS
We have the following convergence theorem which generalizes [2, Theorem 2.51. 
forO<x<xl.
The proof is similar to that of [2] and so is omitted. 
