The paper aims to establish a fully discrete finite element (FE) scheme and provide cost-effective solutions for one-dimensional time-space Caputo-Riesz fractional diffusion equations on a bounded domain Ω. Firstly, we construct a fully discrete scheme of the linear FE method in both temporal and spatial directions, derive many characterizations on the coefficient matrix and numerically verify 
Introduction
In recent years, there has been an explosion of research interest in numerical solutions for fractional differential equations, mainly due to the following two aspects: (i) the huge majority can't be solved analytically, (ii) the analytical solution (if luckily derived) always involve certain infinite series which sharply drives up the costs of its evaluation. Various numerical methods have been 5 proposed to approximate more accurately and faster, such as finite difference (FD) method [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] , finite element (FE) method [11] [12] [13] [14] [15] [16] [17] , finite volume [18] method and spectral (element) method [19] [20] [21] [22] [23] [24] [25] . An essential challenge against standard differential equations lies in the presence of the fractional differential operator, which gives rise to nonlocality (space fractional, nearly dense or full coefficient matrix) or memory-requirement (time fractional, the entire time history of evaluations) 10 issue, resulting in a vast computational cost.
Preconditioned Krylov subspace methods are regarded as one of the potential solutions to the aforementioned challenge. Numerous preconditioners with various Krylov-subspace methods have been constructed respectively for one-and two-dimensional, linear and nonlinear space-fractional diffusion equations (SFDE) [26] [27] [28] [29] [30] . Multigrid method has been proven to be a superior solver 15 and preconditioner for ill-conditioned Toeplitz systems as well as SFDE. Pang and Sun propose an efficient and robust geometric multigrid (GMG) with fast Fourier transform (FFT) for onedimensional SFDE by an implicit FD scheme [31] . Bu et al. employ the GMG to one-dimensional multi-term time-fractional advection-diffusion equations via a fully discrete scheme by FD method in temporal and FE method in spatial directions [32] . Jiang and Xu construct optimal GMG for two-20 dimensional SFDE to get FE approximations [33] . Chen et al. make the first attempt to present an algebraic multigrid (AMG) method with line smoothers to the fractional Laplacian through localizing it into a nonuniform elliptic equation [34] . Zhao et al. invoke GMG for one-dimensional Riesz SFDE by an adaptive FE scheme using hierarchical matrices [35] . From the survey of references, in spite of quite a number of contributions to numerical methods and preconditioners, there are no calculations 25 taking into account of fully discrete FE schemes and AMG methods for time-space Caputo-Riesz fractional diffusion equations.
In this paper, we are concerned with the following time-space Caputo-Riesz fractional diffusion
2β u(x, t) ∂|x| 2β + f (x, t), t ∈ I = (0, T ], x ∈ Ω = (a, b)
u(x, t) = 0, t ∈ I, x ∈ ∂Ω (2)
u(x, 0) = ψ 0 (x), x ∈ Ω
with orders α ∈ (0, 1) and β ∈ (1/2, 1), the Caputo and Riesz fractional derivatives are respectively 1−2β uds.
The remainder of this paper proceeds as follows. A fully discrete FE method of (1)- (3) is developed in Section 2. Section 3 comes up with the theoretical estimation and verification experiments on the condition number of the coefficient matrix. The classical AMG method is introduced in Section 4 followed by its uniform convergence analysis and the construction of an adaptive AMG method. Section 5 reports and analyzes numerical results to show the benefits. We close in Section
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6 with some concluding remarks.
Fully discrete finite element scheme for the CR-FDE
For simplicity, following [36] , we will use the symbols , and ≃ throughout the paper.
c 3 and C 3 are generic positive constants independent of variables, time and space step sizes. 
Reminder about fractional calculus
In this subsection, we briefly introduce some fractional derivative spaces and several auxiliary results. Here the L 2 inner product and norm are denoted by
Definition 1. (Left and right fractional derivative spaces) For constant
and let J 
and let
, whereũ is the Fourier transform of u.
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Remark 1. The equivalence between (4) and the general definition of the norm has been established in [14] , which implies the reasonability of Definition 2.
Lemma 2. (see [11] , Lemma 2.4) For constant µ > 0, we have
Lemma 3. (Fractional Poincaré-Friedrichs inequality, see [11] , Theorem 2.
Derivation of the fully discrete scheme
By Lemma 1, we get the variational (weak) formulation of (1)
and Q t := Ω × (0, t), to find u ∈ H subject to u(x, 0) = ψ 0 (x) and
where
In order to acquire numerical solutions of u, we firstly make a (possibly nonuniform) temporal 55 discretization by points 0 = t 0 < t 1 < · · · < t N = T , and a uniform spatial discretization by points
, where h = (b − a)/M represents the space step size. Let
We observe that it is convenient to form the FE spaces in tensor products
and P k denotes the set of all polynomials of degree ≤ k.
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Remark 2. Apparently, for a given u hτ (x, t) ∈ V n , we have ∂u hτ /∂t ∈ V * n , where ∂u hτ /∂t is obtained by differentiating u hτ with respect to t on each subinterval
We obtain a fully discrete FE scheme in temporal and spatial directions of problem (7): given
Note that
where φ l (x) is the shape function at x l ∈ Ω h . Using
we have
Substituting (9)- (12) into (8) , yields
where the coefficient matrix
the right-hand side vector
the mass matrix
the stiffness matrix
the vector
and the fully FE approximations
Remark 3. (13) is reduced via dividing both sides of (8) by the factor τ
the severe loss in convergence of the fully discrete FE scheme.
Next, a number of characterizations are established regarding A β h just defined by (16) .
Theorem 1.
The stiffness matrix A β h is symmetric and satisfies
The following relation holds for the particular case when h ≤ 1/7
Proof. The symmetric property of A β h is an obvious fact by (16) . Since β ∈ (1/2, 1), then 4−2β < 3 and cos(βπ) < 0, which give immediately a h ii > 0, i = 1, · · · , M − 1. This proves the first part of the theorem. The second part is an immediate consequence of the facts that on the interval β ∈ (1/2, 1), 85 f (β) = 3 3−2β − 2 5−2β + 7 is a strictly increasing function, and the bivariate function
In fact, it is evident that
and
using Taylor's expansion with
where g(x) = (x − a) 3−2β and x l = lh + a.
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To prove the third part, use
,
Assume that Ω = (0, 1) without loss of generality, one can easily derive
j=1 a h i,j > 0 by Taylor's formula and β ∈ (1/2, 1). Another step to do in the proof is the result 4, which follows from
Finally, according to properties 1 and 2, the result 5 will be proved by showing that (A
nonnegative, which can be easily proved by contradiction with property 3.
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Observe from (15)- (16) that M h and A β h are both symmetric Toeplitz matrices independent of any time terms. The under-mentioned corollaries are natural consequences of Theorem 1. Corollary 1. The coefficient matrix C n hτ is a symmetric Toeplitz matrix. Furthermore, it will be independent of time level n if the temporal discretization is also uniform. 
Proof. This result will follow from Theorem 1, if we can show that
which is an immediate application of the condition (17).
Numerical experiments and the saturation error order
Example 1. Consider (1)- (3) with Ω = (0, 1), T = 1, ψ 0 (x) = 0 and
In the case of uniform temporal and spatial meshes, Tables 1 and 2 present errors e 0 := u(·, 1) − u hτ (·, 1) L 2 (Ω) and convergence rates.
110 Table 1 : Error results and convergence rates in spatial direction with h = τ . Table 2 : Error results and convergence rates in spatial direction with h = √ τ . From Tables 1 and 2 , we can obtain that the fully FE solution u hτ achieves the saturation error 
Condition number estimation
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This section is devoted to deriving the condition number estimation on the coefficient matrix of (13) in uniform temporal and and spatial discretizations.
Theorem 2. For the linear system (13), we have
Proof. Let C α = Γ(3 − α)/2, we divide our proof in three steps. First, it is trivially true that C n hτ is spectrally equivalent to the matrix
The next thing to do in the proof is to verify
which is equivalent to
Set
It is sufficient to verify that (M h u h , u h ) ≃ h( u h , u h ). It follows by (15) and the Cauchy-Schwarz inequality that
Thus (20) will follow if we can show that
showing the second inequality. Utilizing Theorem 1 and the Cauchy-Schwarz inequality, we arrive
which proves the second inequality. To prove the left inequality, set u h := Φ h u h , we rewrite it as
which can be deduced by (5)- (6), where Φ h = (φ 1 , · · · , φ M−1 ).
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Finally, we have to show that
This completes the proof based on the spectral equivalence relation (19) . An important particular case of Theorem 2 is singled out in the following corollary.
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Corollary 3. Let τ be proportional to h µ with µα ≥ 2β. Then
In what follows, we examine the correctness of (18) concerning Example 1 with typical α and β for three specific cases: τ = h, τ = h 2 and τ is fixed (doesn't change along with h). In under-mentioned tables, λ min and λ max respectively indicate the smallest and largest eigenvalues, κ represents the condition number and ratio is the quotient of the condition number in fine grid divided by that in 140 coarse grid. It is observed from Tables 3-5 that numerical results are in good agreement with our theoretical estimation.
AMG's convergence analysis and an adaptive AMG method
Within the section, involving FFT to perform Toeplitz matrix-vector multiplications, we intro-145 duce the so-called Ruge-Stüben or classical AMG method [37] with low algorithmic complexity, fulfill its theoretical investigation, and then propose an adaptive AMG method through Corollary 3. Algorithm 1. The classical AMG method for the linear system (13).
Step 1 Perform the Setup phase to the coefficient matrix C n hτ .
1.1
Set the strength-of-connection tolerance θ; 150 1.2 Build the ingredients required by a hierarchy of levels, coarsest to finest, including the grid transfer operator P .
Step 2 Invoke the classical V(̺ 1 ,̺ 2 )-cycle to solve (13) until convergence. Below is the description of two-grid V(̺ 1 ,̺ 2 )-cycle.
2.1 Do ̺ 1 pre-smoothing steps on (13); For theoretical investigations, we rewrite (13) and the grid transfer operator P in block form regarding a given C/F splitting
and introduce the following inner products 
where S is a relaxation operator usually chosen as damped-Jacobi or Gauss-Seidel iterative method.
Combining Corollary 2 and the two-level convergence theory in the work [38] , leads to the fol-170 lowing lemmas and theorem.
Lemma 4.
Under the condition (17), for all e h ∈ R M−1 , damped-Jacobi and Gauss-Seidel relaxations satisfy the smoothing property
with σ 1 independent of e h and step sizes h and τ n .
Proof. On the strength of Theorem A.3.1 and A.3.2 in [38] , we produce that damped-Jacobi relax-ation with parameter 0 < ω < 2/η satisfies (23) with
and Gauss-Seidel relaxation satisfies (23) with
, both independent of e h , where 
which implicitly mean that η, γ − and γ + can be chosen to be independent of h and τ n , and complete the proof. suggests that Jacobi relaxation with ω = 1 is available in such a case.
Remark 7. For all symmetric M-matrices, σ 1 ≤ 1/η < 1 holds for damped-Jacobi relaxation, while (1/4, 1) for Gauss-Seidel relaxation.
Lemma 5. Under the condition (17) and a given C/F splitting, for all e h = (e
with σ 2 independent of e h , h and τ n .
Proof. According to Theorem A.4.3 in [38] , I F C satisfies (25) with σ 2 of the form regarding a given C/F splitting
independent of e h , where N i = {j = i : c ij = 0}, C i is the subset of N i whose values will be used to interpolate at F-point i. As a result of (26) and the fact that c ij (j ∈ N i ) are all negative, the 195 following relation holds: σ 2 > 1.
Notice here that the classical Ruge-Stüben based coarsening strategy generates at least one of points i − 1 and i + 1 to be C-points and strongly influence i -viz. it retains i − 1
Therefore, it can be seen that
, indicating that σ 2 is independent of h and τ n by plugging (17), and thus prove the theorem.
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Theorem 3. Let any C/F splitting be given. Under the condition (17), there exist positive constants σ 1 and σ 2 independent of h and τ n and satisfying σ 2 > 1 > σ 1 , such that a uniform two-grid convergence is achieved as follows
Proof. The proof of this result is straightforward and is based on Theorem A.4.1 and A.4.2 in [38] , Lemma 4 and 5.
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Now observe from Theorem 3 that, despite the independence of h and τ n , σ 2 relies ruinously on θ in Step 1.1 of Algorithm 1 due to the fact that C n hτ is nearly dense leading to a quite complicated adjacency graph. In addition, it is found that σ 2 (θ) may be much larger than 1 as θ approaches zero, with that comes a sharp pullback in convergence rate. Hence, an appropriate θ is a critical component of Algorithm 1 to handle fractional diffusion equations.
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We now turn to reveal a reference formula on θ. Note the heuristic that the distribution of ratios of off-diagonal elements relative to the maximum absolute off-diagonal element (namely the minor diagonal element for C n hτ ) plays a major role in the choice of θ. Since C n hτ is a symmetric Toeplitz matrix from Corollary 1, its first row involving all off-diagonal elements of C n hτ is deserved to be the representative row. Taking β = 0.8 as an example, Fig. 2 shows the distribution of the ratios 215 c 1j /c 12 (j ≥ 2), which reminds us of the attenuation in off-diagonal elements, states 
where ǫ 0 is some small number, which can be chosen to be 10 −5 in one-dimensional realistic problems. As is known, Algorithm 1 is much more expensive for well-conditioned problems than basic iterative techniques, such as conjugate gradient (CG) or (plain) Jacobi iterative method. For the purpose of solving (13) in an optimal way, an adaptive AMG method is proposed below by combining
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Algorithm 1, the reference formula (27) and the condition number estimation (22) in Corollary 3 as the clear distinction to adaptively pick an appropriate solver.
Algorithm 2. An adaptive AMG method S ad for the linear system (13).
Step 1 If the condition (22) is unsatisfied, then goto Step 2, else set S ad as the CG or Jacobi iterative method;
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Step 2 Set S ad as the classical AMG method described in Algorithm 1, with θ chosen via the reference formula (27) . As expected, the results in Table 6 show that Jacobi, CG and AMG methods are robust with 245 respect to the mesh size and fractional order, which indicates indirectly the correctness of (18) . In addition, CG method runs 3.28 and 3.03 times faster than Jacobi and AMG methods for M = 4096
and α = β = 0.6, respectively. As shown in Table 7 , AMG method converges robustly regarding to the mesh size and may be weakly dependent of β, while the number of iterations of CG method is quite unstable, and sometimes CG method even break down. Furthermore AMG method runs 12.24 times faster than CG method for M = 4096 and β = 0.8. Table 8 shows the results of τ = h. Despite the advantage in computational cost and robustness 255 over CG method, AMG method is nearly independent of α and β in this circumstance. Meanwhile, by an investigation in terms of number of iterations in Tables 7 and 8 , CG method converges faster because of the improvement in condition number from
Example 4. Comparisons of S ad over the classical AMG and CG methods when the i-th time step size τ i is chosen to be
We can observe from Table 9 that S ad and AMG methods are fairly robust as to the mesh size, roughly 10 and 6 on the average. Yet the average number of iterations of CG method varies from 85 to 142. Moreover S ad has a considerable advantage over others in CPU time, runs 1.72 and 6.09 times faster than AMG and CG methods for M = 2048 and K 2 = 100. It is seen from Tables 10 and 11 that there is a unique threshold θ 0 independent of h which guarantees the robustness of the classical AMG method, and makes number of iterations of the classical AMG monotonically decreasing when θ < θ 0 , or even the classical AMG possibly diverge when θ is small enough, e.g., θ 0 = 0.16043 and θ 0 = 0.00685 for cases β = 0.8 and β = 0.99. By (27) and ǫ 0 = 10 −5 , the corresponding values of θ are respectively larger than those of θ 0 . This confirms the reasonability of the reference formula (27).
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Conclusion
In this paper, we propose the variational formulation for a class of time-space Caputo-Riesz 275 fractional diffusion equations, prove that the resulting matrix is a symmetric Toeplitz matrix, an Mmatrix by appending a very weak constraint and its condition number is bounded by 1 + O(τ α h −2β ), introduce the classical AMG method and prove rigorously that its convergence rate is independent of time and space step sizes, provide explicitly a reference formula of the strength-of-connection tolerance to guarantee the robustness and predictable behavior of AMG method in all cases, and 280 develop an adaptive AMG method via our condition number estimation to decrease the computation cost. Numerical results are all in conformity with the theoretical results, and verify the reasonability of the reference formula and the considerable advantage of the proposed adaptive AMG algorithm over other traditional iterative methods, e.g. Jacobi, CG and the classical AMG methods.
