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1. INTRODUCTION 
While substantial work has been done concerning the existence of solutions 
to random integral equations (see [l, Chap. 4; 7]), methods of actually finding 
or approximating such solutions or their statistics remain scarce and applicable 
to only a small class of problems. Recently the method of moments of functional 
analysis has been used to find the approximate mean and autocorrelation of the 
solution of a linear random initial value problem [4] and of a linear random 
boundary value problem [2]. This approach has been found valuable since it is 
valid for problems not solvable by the methods currently in vogue and it may 
be used effectively in conjunction with a computer to yield accurate results. 
The purpose of th is paper then is to theoretically justify the application of the 
method of moments to a class of random linear integral equations (RLIE’s) 
and to illustrate the effectiveness of this approach by means of several examples. 
The reader is referred to [g] for a comprehensive description of the version 
of the method of moments used in this paper. Here it suffices to state the following 
important theorem. 
THEOREM 1. Let ,4 be a completely continuous operator on a Hilbert space H. 
Let p be a regular value of the equation 
x =pAx+f. (1) 
Let A,, = E,,AE,, , where E,, is the projection operator from the Hilbert space H 
to the Hilbert space generated by {f, Af, AZf ,..., An-y}. Then for n su@iently 
large the equation 
x, = P&X, i-f 
has a solution f , and the sequence {Z,,} converges to 2, the sol&m of Eq. (l), in 
the sense that 
lim 11 B - Z:n 11 = 0, 
n-x 
where 11 . )I is the induced norm of H. 
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Using the above theorem it is shown in Section 2 that the method of moments 
may be used to solve an RLIE whose kernel and forcing function have a finite 
number of sample functions. Then a class of stochastic processes called dis- 
cretizable processes is introduced. Using the result obtained for the case of a 
finite number of sample functions we prove the key result of this paper which is 
that the method of moments may be used to solve an RLIE with a discretizable 
kernel and forcing function. Finally in Section 3, we investigate the practical 
application of the techniques derived in this paper to some simple examples. 
We note here that when we say “solve” we mean “find the mean and auto- 
correlation of the solution.” 
2. THE SOLUTION OF RANDOM LINEAR INTEGRAL EQUATIONS 
USING THE METHOD OF MOMENTS 
Consider the Fredholm RLIE with a finite number of sample integral equa- 
tions given by 
X(t, w) = f’ K(t , s, 4 X(s, w) ds + F(t, w), 0 .K t c; 1) (4 
‘0 
where w takes on values w, , i = l,..., 
and where St St K2(t 
m, such that~‘~~,p(w,) = 1 and p(w,) > 0, 
, s, wi) ds dt < cc for i = I,..., m. This problem can be 
written in operator form as follows: 
X(t, w) = AX(t, w) + F(t, w), 
AX(t, w) = j’ K(t, s, w) X(s, w) ds. 
0 
(3) 
We take the underlying Hilbert space on which A is defined to be L = {Z(t, w): 
Z(t, w) is a stochastic process with m sample functions Z(t, wi) with associated 
probabilities p(wJ, i = I,..., m; and s: E{P(t, w)} dt < co} with the inner 
product being given by (Y(t, w), Z(t, w)) = s: E{Y(t, w) Z(t, w)} dt. 
In order to apply Theorem 1 we first prove the following lemma. 
LEMMA 1. The operator A is completely continuous in the Hilbert space L. 
Proof. Let {Zk(t, w)} be a sequence in L such that (Zk(t, w), Zk(t, w)) < c, 
where c is a constant. To show that A is completely continuous, it suffices to 
find a subsequence, call it {Zkj(t, w)}, and #t, w) EL such that 
(AZ& w) -#t, w), A4zkj(t, w) - .#(t, w)) + 0. 
409/58/1-4 
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(Zk(t, w), Zk(tr w)) = j’ E{Zk2(t, w)) dt 
0 
= il (jol -G*(tt 4 d”) PW -c c, 
we know that 
J 
.I 
Zk2(t, wi) dt < ’ 
0 minp(z$ = Co ’ 
i=l.....iTh 
for i = I,..., m. Since the operator A(l) defined by 
L4(1k(t) = j1 Kct , s, ~1) 4s) ds 
0 
is completely continuous in L,([O, 11) (see [5, Chap. 3.1]), there exists a sub- 
sequence {Zk,Jt, w)} and q$(t) such that 
s,l [il K(t, s, ~1) Zrc,I(s> 4 ds - Cl(t)] * dt - 0. 
Similar reasoning leads to a subsequence {Zk,,(t, w)} of {ZkVJt, w)} and qS2(t) 
such that 
11 
s [S 0 0 
K(t, s, 4 Z,& 932) ds - ~&~]P dt ---f 0. 
Proceeding in this fashion we arrive finally at a subsequence {Z,Qt, w)> and 
$I ,...,+, such that 
1 
s u 
.’ K(t, s, WJ Zkvm(s, wi) ds -&(t)]* dt - 0 
0 0 
fori = 1 ,..., m. Thus if C(t, wi) = q&(t) for i = I,..., m, we have 
w,k”m(t, 4 - 4k 4, A&$, 4 - at, w)> - 0 
and A is completely continuous in L. 
Now we may combine Lemma 1 and Theorem 1 to obtain the following 
useful result. 
THEOREM 2. Let -4 be as dejned in Eq. (3) and let (Ak} be as defined in 
Theorem 1. Let 1 be a regular value of Eq. (2). Then the sequence {xk(t, w)} of 
solutions of 
xk(t, w) = AkXk(& w) + F(t, w) 
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generated by the method of moments converges to the solution ,T(t, w) of Eq. (2) 
in the sense tkat 
Having established that the method of moments is valid for RLIE’s with a 
finite number of sample integral equations, it seems natural to attempt to extend 
this result to RLIE’s whose random functions may be approximated in a 
sufficiently strong sense by random functions with a finite number of sample 
functions. Such a class of random functions was identified by Lax and Boyce [4] 
who named them “discretizable processes” and defined them as follows: 
DEFINITION 1. A stochastic process Q(t) defined for 0 ~1 t < 1 over the 
probability space (Sz, M, p), which has continuous sample functions, is called 
discretizable if 
(i) there exists a constant C such that es; sup 1 Q(t)\ < C, 
(ii) for each positive integer m there exists Q, ,..., Q,,, E dl such that 
(a) u:“, Qi = a - J’& and p(Qs) = 0. 
(b) Q2,nQj= G foralli#j. 
(c) p(sZ,) = I/m for i = l,..., m. 
(d) There exists wi E sZj , i = l,..., m, such that if we define Q,,,(t, ZL’) ~7 
Q(t, ~1~) for all w E Q; , i = l,..., m, then 
lim ess sup I Q(t) - Qwl(t)! = 0 for0 < t < 1. w--cc li’ 
It is also convenient to make the following definition. 
DEFINITION 2. Let PI(t),..., QJt) be discretizable stochastic processes. 13’e 
say that Ql(t),..., QJt) are jointly d iscretizuble if they are all discretizable for the 
same sets Sr, ,..., fiW, described in Definition 1. 
Here it may be noted that similar definitions can be made for stochastic processes 
of the form Q(t, s, w) where t, s are real variables. 
At this point we are prepared to consider the Fredholm RLIE 
qt, w) = L1 K( t, s, w) X(s, zu) ds + F(t, zc), 0 b t c: 1 ( (4) 
where K(t, s, w) and F(t, w) are jointly discretizable and where 1 is not an 
eigenvalue of this equation or the limit of a sequence of sample eigenvalucs of 
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this equation. It follows from the definition of jointly discretizable that there 
exist sequences {K,(t, s, w)> and {F,(t, w)} such that for each m 
A-&, w) = j-’ K,(t, s, w) A&, w) ds + F,n(t, 4, O,(t<l, (5) 
0 
is an RLIE with m equally probable sample integral equations; 
lim ess sup / K(t, s, w) - K,(t, s, w)I = 0 
m+m m 
for 0 < t < I, 0 < s < 1; and 
bi e;zj sup 1 F(t, w) - F,(t, w)l q = 0 for0 <t < 1. 
First we shall show that 
A!z ezs sup 1 X(t, w) - ZIJt, w)l = 0, 
where 3 is the solution of Eq. (4) and {;p,} is the sequence of solutions of 
Eq. (5). For fixed w = w. , K(t, s, wo) is a continuous deterministic function in 
0 < t < 1, 0 < s < 1. By the W eierstrass approximation theorem for each 
< > 0, there exists a degenerate kernel 
such that 
I K(4 s, wo) - h(t, s)l -=c E for O<t<l, O,(SGl. (6) 
It is known from Tricomi [6, Chap. 2.31 that 
1 - a11 - al2 ... - %N 
D,, z - f= 
1-a ... 
. 22 
- a2N 
. 7 
- aN1 - aN2 
::: 1 - &, 
where akl = li yk(t) 8,(t) dt, must be nonzero if h = 1 is not an eigenvalue of 
the integral equation 
y(t) = A l1 W, s) ~(4 ds. 
Since 1 is not the limit of a sequence of sample eigenvalues of Eq. (4), there are 
constants co , B > 0 such that for any 0 < E < co and w. E Q - In, there exists 
a degenerate kernel for which Eq. (6) holds and 1 Dh 1 > 8. 
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Now let z > 0, 
Ml = sup ess sup 1 K( t, s, eu)i , 
u<t<1 a' 
O(S<l 
M2 = sup ess sup (F(t, w)j , 
o<t<1 w 
-12, = 30(1 + MI + co)3 exp[2(113, + E~)~]. 
Fix m such that 
and 
‘2” sup / K(t, s, W) - K,(t, s, 20)’ < El 
ess sup 1 F(t, W) - F,,,(t, w)I < l 1 
rc 
for0 6 t :.> 1,0 <s < 1,whereEr = min(c,/2, ,8/4Ms , $P/16M&!Ja3). By the 
definition of K,,, and F,,, we know that 
X,,(t, w) = 1’ K,,,(t, s, ZU) A&, m) ds i F,,(t, w) 
‘0 
is a random integral equation with m sample integral equations 
(7) 
i --- l,..., M. For each i let h,,,i(t, s) be a degenerate kernel such that 1 k,,i(t, s) - 
k&, s)l < El 7 0 5; t < 1, 0 z.z s bz 1, and 1 Dhm, 1 : : ,B. Fix i. Let 5,,,! he the 
solution of Eq. (7) and let jr,,? be the solution of 
Y(t) = 1’ h,,&, s)Y(s) ds +f LII, (0. 
* 0 
Then from Tricomi [6, Chap. 2.61 
c-i(M*) a’(MJ + M,[a’2(M,) + Lx(M,) a”(MJ 
I &Ii(t) - 3?miw < Gf2 (- I Dtt,,,i ! Cl DT,,~~< - vWK)I ) 7 (8) 
where M., = M, + or and a(z) = (1 + z) exp(&za). Since a(&‘.,), CU’(JZ,), 
a”(MJ < AZ,, inequality (8) and the definition of or imply that 
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Consider any zu, E Qi where Qi is defined as in Definition 1. Then 
I K(t9 so wO) - &zilt, s)I 6 I K(t9 s, wo) - L(4 s)i + I k&, 4 - k,,dt, s)l 
< 29 
and it follows from similar reasoning to that just used above that 
I Z(t) - &i(t)/ < &, 
where a(t) is the solution of 
s(t) = 1’ K(t , s, ~0) 4s) ds + F(c w,,). 
0 
From inequalities (9), (lo), and the triangle inequality we have that 
1 2(t) - im<(t)l < 6, O<t<l. 
Since this may be done for i = l,..., m, we conclude that 
e;s sup 1 X(t) - XJt)i < l , O<t<1. 
(10) 
This result in conjunction with Theorem 2 and the triangle inequality yields 
the following important theorem. 
THEOREM 3. Let K(t, s, w) and F(t, w) be jointly discretizable processes. 
Suppose that 1 is not an eigenztalue of Eq. (4) or the limit of a sequence of sample 
eigenaalues of Eq. (4). Let {K,(t, s, w)] and {F,,,(t, w)> be as dejined abooe. For 
each m let (z,& denote the sequence of method of moments solutions which conaerge 
to the solution ‘q,,( of 
X,,,,,(t, w) = r l k;,,(f , s, ~0) &,(s, 4 ds + Fn,(t, 4. 
‘0 
Then if J? is the solution of Eq. (4), we haee that 
lim lim 
,r,+.z kc J 
-’ E{[r?(t, w) - -T&, w)]‘} dt = 0. 
o 
A similar analysis suffices to prove Theorem 3 for Volterra RLIE’s. Indeed 
using Gronwall’s lemma, Theorem 3 can be proved for 1Olterra RLIE’s where 
K, F need have only square integrable rather than continuous sample functions 
(see [3, Appendix 11). While Theorem 3 can be extended for this larger class 
of stochastic processes in Fredholm RLTE’s, the proof, which involves random 
Neumann series, requires the additional restrictive hypothesis that 
sup [ess sup / K(t, s, z~)l] < 1. 
o<t<1 M' 
O<SSgl 
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3. EXAMPLES 
Before using the method of moments on some specific examples, a couple of 
important practical considerations should be noted. First, the theory developed 
in the previous section suggests that an original problem with discretizable 
processes be approximated by a problem with processes having a finite number 
of sample functions. This intermediate problem is then solved by using a 
method of moments approximation. In actual practice determining the processes 
with a finite number of sample functions of the intermediate problem need not 
be done because when this finite number is large, the moments of these processes 
will be the same, up to computer accuracy, as the moments of the original 
processes which they were to approximate. Since only the moments of the 
known processes are needed to calculate the method of moments solution, the 
intermediate problem required to prove the theory, but inconvenient to produce 
in practice, can be successfully avoided. 
Also, performing the calculations required by the method of moments ma! 
become difficult if the known stochastic processes are ton complicated. This 
can be overcome in many cases by approximating such processes with random 
Taylor series (or random Fourier series) truncated after the first few terms. The 
following examples not only are of considerable interest in their own right, but 
also demonstrate the effectiveness of the method of moments when the known 
processes are in the form of truncated random Taylor series. 
NOW we present six examples, three Fredholm RLIE’s and three Yolterm 
RLIE’s, which were solved using the method of moments on an IB~I370 
computer. 
ExARIPLE 1. X(t) = 1; 2 eH(t--s) X(s) ds + f.-, where H, I- are independent 
random variables, H is uniformly distributed on [2, 41, and E{-f’) 1, 
E( l -“I 17. 
kMPLE 2, -Y(t) = si H(t - s) X(s) ds + V, where H, T- are independent 
random variables, H is uniformly distributed on [2, 41, and E[f7] I, 
E{l-“I z- 12. 
EXAMPLE 3. X(t) = si (HI + H2ts) X(s) ds + I-, where HI , Hz , 1. are 
independent random variables, H, is uniformly distributed on [2, 41, Hz is 
uniformly distributed on [l, 21, and I7{1/-> = 1, I?{(T,‘zj- =: 12. 
EXAMPLE 4. X(t) = $, H(s - t) X(s) ds f r’, where H, T- are independent 
random variables, H is uniformly distributed on [2. 41, and E(r) -m 1, 
jq I.-p,; : 12. 
ESAMPLE 5. -Y(t) = si H(s - t) X(s) ds + Fl + 17,t f b3t3 + lT4t4, where 
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H, VI , V, , Vs , V, are independent random variables, His uniformly distributed 
on [2,4], and E{Vl} = 1, E{V,} = 2, IC{V,) = 2, E(V,} == 4, E{Vr4) = 12, 
E(V,V,} = 4, E{V,V3} = 4, E(V,V,} = 8, E{V,2} = 8, E{V,V3} = 6, 
E{ V,V,} = 12, E{ Vsz} = 8, E{ V3Vd} = 12, E{ Vaz} = 20. 
EXAMPLE 6. X(t) = si (HI + H&S - t) X(s) ds + V, where HI, Hz, V are 
independent random variables, HI is uniformly distributed on [2,4], H, is 
uniformly distributed on [l, 21, and E(V) = 1, E{V*) = 12. 
The following table exhibits the level of accuracy attained in the above 
examples for values of N, the number of basis functions used, between 2 and 6. 
In Example 6 no exact solution exists, so the method of moments result was 
compared to a perturbation expansion truncated after two terms. Since the 
perturbation result itself only has a limited degree of accuracy, a > sign was 
placed in the table to indicate a greater agreement of successive method of 
moments results with each other than with the perturbation result. 
TABLE I 
Number of accurate digits obtained for 
Example 1, mean 
autocorrelation 
Example 2, mean 
autocorrelation 
Example 3, mean 
autocorrelation 
Example 4, mean 
autocorrelation 
Example 5, mean 
autocorrelation 
Example 6, mean 
autocorrelation 
N=2 N-3 N-4 N=S N=fi 
_____ 
Exact- _____ -_- ____ -- ____ ---__ 
Exact- _____ -_- ____ -- ____ ----_ 
1 1 3 3 4 
0 0 2 2 4 
0 0 2 3 3 
0 0 2 2 2 
1 3 5 8 8 
1 3 4 7 8 
1 3 5 7 9 
1 3 4 6 9 
1 3 4 >5 25 
1 2 >4 >4 
As may be seen by inspecting the above table, with just a small number of 
basis functions the method of moments provides an extremely accurate estimate 
of the mean and autocorrelation of the six examples considered in this paper. 
The method of moments approximations seem to converge faster for Volterra 
RLIE’s than for Fredholm RLlE’s; and slightly faster for means than for 
autocorrelations. Also (in examples 3,6) as the kernel of the RLIE is made more 
complicated in the sense of requiring more computer calculations to produce a 
RANDOM INTEGRAL EQUATIONS 55 
method of moments solution, the accuracy of the solution is somewhat dimin- 
ished. Nevertheless the consistently excellent results obtained in the examples 
cited above provide a strong recommendation of the method of moments as a 
viable approach to solving RLTE’s. 
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