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We propose upper and lower bounds on the maximum success probability for discriminating given
quantum states. The proposed upper bound is obtained from a suboptimal solution to the dual
problem of the corresponding optimal state discrimination problem. We also give a necessary and
sufficient condition for the upper bound to achieve the maximum success probability; the proposed
lower bound can be obtained from this condition. It is derived that a slightly modified version of
the proposed upper bound is tighter than that proposed by Qiu et al. [Phys. Rev. A 81, 042329
(2010)]. Moreover, we propose upper and lower bounds on the maximum success probability with a
fixed rate of inconclusive results. The performance of the proposed bounds are evaluated through
numerical experiments.
I. INTRODUCTION
Discrimination of quantum states is a basic and impor-
tant problem in the field of quantum information theory.
The objective of this work is to distinguish between a
given finite set of known quantum states as well as pos-
sible. As is well known, no measurement can discrimi-
nate perfectly between non-orthogonal states; thus, the
problem is to find a measurement that minimizes or max-
imizes a certain optimality criterion. Since the pioneering
work of Helstrom, Holevo, and Yuen et al. [1–3], quan-
tum state discrimination problems with several criteria
have been widely investigated.
The success probability is one of the most used criteria
for discriminating quantum states. A quantum measure-
ment maximizing the success probability, which is called
a minimum-error measurement, has been widely inves-
tigated. However, closed-form analytical expressions for
minimum-error measurements have only been obtained
in some particular cases (e.g., [4–10]). Another criterion
is based on the inconclusive probability; a quantum mea-
surement maximizing the success probability with a fixed
failure (i.e., inconclusive) probability which is called an
optimal inconclusive measurement, has also been inves-
tigated [11–13]. A minimum-error measurement and an
unambiguous measurement that maximizes the success
probability can be regarded as special cases of optimal
inconclusive measurements. Obtaining an optimal in-
conclusive measurement is generally a more difficult task
than obtaining a minimum-error measurement. In fact,
closed-form analytical expressions for optimal inconclu-
sive measurements are only known for very special cases
(e.g., [14–18]). Instead of analytical approaches, we can
use numerical methods. It is known that the design of
an optimal success probabilities can be treated as a pos-
itive semidefinite programming problems [19]. In many
cases, an optimal value can be computed in polynomial
time by well known algorithms for solving semidefinite
programs such with interior point methods. However,
in large scale problems, these methods require the vast
amount of calculation.
Instead of computing an exact optimal success prob-
abilities, several previous studies have given its upper
and/or lower bounds [20–28]. These methods are espe-
cially useful for large scale problems of which it is hard
to compute an exact value within feasible time; for ex-
ample, in Ref. [25], bounds are effectively used for com-
paring optimal success probabilities with different optical
states. In the case of minimum-error measurements, Qiu
et al. compared some of these upper bounds with each
other, and derived another upper bound [27], which im-
proves some upper bounds in some cases. In contrast, the
square root measurement (SRM, also called the pretty
good measurement), is well known as a suboptimal mea-
surement of the success probability criterion; the success
probability of the SRM is a good lower bound on the
optimal one. In the case of optimal inconclusive mea-
surements, an upper bound on the optimal success prob-
ability for binary quantum states has been derived by
Sugimoto et al. [28].
In the present study, new upper and lower bounds on
the success probabilities of minimum-error and optimal
inconclusive measurements are derived. The approach
to this derivation exploits the fact that the optimal suc-
cess probabilities are upper bounded by suboptimal solu-
tions to the dual problems of optimal state discrimination
problems. We also present a necessary and sufficient con-
dition for this new upper bound to be attainable, from
which the proposed lower bound can be obtained. In the
case of minimum-error measurements, we show that a
slightly modified version of the proposed bound is tighter
than Qiu et al.’s upper bound. We also evaluate the
performance of the proposed bounds through numerical
experiments. These experiments show that, on average,
the proposed upper bound for minimum-error measure-
ments is tighter than Qiu et al.’s upper bound, and the
proposed bound for optimal inconclusive measurements
is tighter than Sugimoto et al.’s one in the case of binary
2quantum states.
II. MINIMUM-ERROR AND OPTIMAL
INCONCLUSIVE MEASUREMENTS
We consider discrimination betweenM quantum states
represented by a set of density operators {σˆm}m∈IM with
prior probabilities {ξm}m∈IM , where Ik = {0, 1, · · · , k −
1}. σˆm satisfies σˆm ≥ 0 and Tr σˆm = 1, where Aˆ ≥ 0,
Aˆ ≥ Bˆ, and Aˆ ≤ Bˆ respectively denote that Aˆ, Aˆ − Bˆ,
and Bˆ−Aˆ are positive semidefinite. To simplify notation,
let ρˆm = ξmσˆm, which we refer to as a quantum state.
We can easily verify ρˆm ≥ 0, Tr ρˆm = ξm > 0 for any
m ∈ IM , and
∑M−1
m=0 Tr ρˆm = 1. A set of quantum
states, ρ = {ρˆm}m∈IM , is referred to as a quantum state
set. Let H be the state space of ρ, which is the Hilbert
space spanned by the supports of the operators {ρˆm}.
Let us consider a quantum measurement that may re-
turn an inconclusive answer, which can be described by
a positive operator-valued measure (POVM) with M +1
detection operators, Π = {Πˆm}m∈IM+1. The detection
operator Πˆm with m ∈ IM corresponds to identification
of the state ρˆm, while ΠˆM corresponds to the inconclu-
sive answer. It is assumed without loss of generality that
Πˆm is on H for any m ∈ IM+1. Let M be the entire set
of POVMs onH each of which consists ofM+1 detection
operators; then, any Π ∈M satisfies
Πˆm ≥ 0, ∀m ∈ IM+1, (1)
M∑
m=0
Πˆm = 1ˆ,
where 1ˆ is the identity operator on H.
The success probability, PC(Π), the error probabil-
ity, PE(Π), and the inconclusive probability, PI(Π), of
a POVM Π can be represented as
PC(Π) =
M−1∑
m=0
Tr(ρˆmΠˆm),
PE(Π) =
M−1∑
m=0
M−1∑
k=0
(m 6=k)
Tr(ρˆmΠˆk),
PI(Π) =
M−1∑
m=0
Tr(ρˆmΠˆM ) = Tr(GˆΠˆM ), (2)
where Gˆ is the Gram operator of ρ expressed as
Gˆ =
M−1∑
m=0
ρˆm. (3)
The sum of these probabilities is one, i.e.,
PC(Π) + PE(Π) + PI(Π) = 1, (4)
for any Π ∈ M.
An optimal inconclusive measurement Π with the in-
conclusive probability of p (0 ≤ p ≤ 1) is a measurement
maximizing the success probability PC(Π) under the con-
straint that PI(Π) = p; i.e., it is an optimal solution to
the following optimization problem:
P : maximize PC(Π)
subject to Π ∈Mp
(5)
with a POVM Π, whereMp is the entire set of POVMs,
Π ∈ M, satisfying PI(Π) = p. In particular, an optimal
solution with p = 0 is called a minimum-error measure-
ment, which always satisfies ΠˆM = 0. Let Qp be the
optimal value of problem P, i.e.,
Qp = max
Π∈Mp
PC(Π). (6)
Also, let Q = Q0, which is equal to the success probabil-
ity of a minimum-error measurement.
Problem P is semidefinite programming, and its dual
problem can be represented as [12]:
DP : minimize Tr Zˆ − ap
subject to Zˆ ∈ Sa
(7)
with a positive semidefinite operator Zˆ onH and a ∈ R+,
where R+ is the entire set of nonnegative real numbers,
and Sa is expressed as
Sa = {Zˆ : Zˆ ≥ ρˆm (∀ m ∈ IM ), Zˆ ≥ aGˆ}. (8)
The optimal value of problem DP is equal to that of
problem P, i.e., Qp [12]. The following inequality thus
holds:
Tr Zˆ − ap ≥ Qp, ∀a ∈ R+, Zˆ ∈ Sa. (9)
Similarly, the dual problem with p = 0 is represented as
[19]:
DPme: minimize Tr Xˆ
subject to Xˆ ∈ S0
(10)
with a positive semidefinite operator Xˆ. As in Eq. (9),
we have
Tr Xˆ ≥ Q, ∀Xˆ ∈ S0. (11)
III. BOUNDS ON SUCCESS PROBABILITY OF
MINIMUM-ERROR MEASUREMENT
A. Preparation
Let the spectral decomposition of a Hermitian operator
Aˆ be Aˆ =
∑
n λnEˆn, where λn is an eigenvalue of Aˆ, and
Eˆn is the corresponding projection operator. Let Aˆ+ be
Aˆ+ =
∑
λn>0
λnEˆn. (12)
3Also, let P+(Aˆ) and P+(Aˆ), respectively, be
P+(Aˆ) =
∑
λn>0
Eˆn, P+(Aˆ) =
∑
λn≥0
Eˆn. (13)
In other words, P+(Aˆ) is the projection operator onto
the support space of Aˆ+, and P+(Aˆ) is the projection
operator onto the kernel of (−Aˆ)+. From Eq. (13),
P+(Aˆ) ≥ P+(Aˆ) obviously holds.
In preparation for subsequent subsections, we show the
following lemma.
Lemma 1 Let Aˆ and Bˆ be positive semidefinite opera-
tors. We consider the following optimization problem
minimize Tr Yˆ
subject to Yˆ ≥ Aˆ, Yˆ ≥ Bˆ
(14)
with a variable Yˆ . Also, let Yˆ ⋆ = Bˆ + (Aˆ − Bˆ)+; ac-
cordingly, Yˆ ⋆ is the optimal solution to problem (14). In
addition, any operator Φˆ with 1ˆ ≥ Φˆ ≥ 0 satisfies
Tr Yˆ ⋆ ≥ Tr(AˆΦˆ) + Tr[Bˆ(1ˆ− Φˆ)]. (15)
The equality in Eq. (15) holds if and only if
P+(Aˆ− Bˆ) ≥ Φˆ ≥ P+(Aˆ− Bˆ). (16)
Proof The case of Tr(Aˆ + Bˆ) = 0, i.e., Aˆ = Bˆ = 0,
is obvious, so we concentrate on Tr(Aˆ + Bˆ) 6= 0. Let
c = 1/Tr(Aˆ+ Bˆ), ρˆA = cAˆ, ρˆB = cBˆ, and Xˆ = cYˆ ; then,
problem (14) can be reformulated as
minimize Tr Xˆ
subject to Xˆ ≥ ρˆA, Xˆ ≥ ρˆB.
(17)
This is the dual problem of the problem of obtaining a
minimum-error measurement for a binary quantum state
set {ρˆA, ρˆB}. Thus, the optimal solution is Xˆ
⋆ = ρˆB +
(ρˆA − ρˆB)+ (e.g., [29]). Moreover, for any operator Φˆ
with 1ˆ ≥ Φˆ ≥ 0, {Φˆ, 1ˆ − Φˆ} is a POVM for a binary
quantum state set; thus, it follows that
Tr Xˆ⋆ ≥ Tr(ρˆAΦˆ) + Tr[ρˆB(1ˆ− Φˆ)]. (18)
Dividing this equation by c gives Eq. (15). Obviously,
the equality in (15) holds if and only if {Φˆ, 1ˆ − Φˆ} is a
minimum-error measurement, i.e., (16) holds [29]. 
B. Proposed upper bound
According to Eq. (11), for any feasible solution to prob-
lem DPme, Xˆ ∈ S0, Q is upper bounded by Tr Xˆ. Here,
we consider obtaining a suboptimal solution to prob-
lem DPmeby using Lemma 1. For m ∈ IM−1, the fol-
lowing optimization problem is considered:
minimize Tr Xˆ ′m+1
subject to Xˆ ′m+1 ≥ ρˆm+1, Xˆ
′
m+1 ≥ Xˆm
(19)
with a positive semidefinite operator Xˆ ′m+1, where Xˆ0 =
ρˆ0, and Xˆm+1 (m ∈ IM−1) is an optimal solution
to problem (19). We derive a new upper bound on
Q, namely, Q = Tr XˆM−1. According to Lemma 1,
the optimal solution to problem (19) is expressed as
Xˆm+1 = Xˆm + (ρˆm+1 − Xˆm)+. The proposed upper
bound Q can thus be expressed as
Q = Tr XˆM−1,
Xˆ0 = ρˆ0,
Xˆm+1 = Xˆm + (ρˆm+1 − Xˆm)+, m ∈ IM−1. (20)
We can easily show that Q is upper bounded by Q:
Theorem 2 Q ≥ Q.
Proof From the constraint of problem (19), it is clear
that XˆM−1 ≥ Xˆm ≥ ρˆm holds for any m ∈ IM . Thus,
XˆM−1 ∈ S0 also holds, which gives Q ≥ Q from Eq. (11).

Remark 3 For a set of binary states, Q = Q holds.
Proof Since Xˆ1 = ρˆ0+(ρˆ1−ρˆ0)+ is the optimal solution
to problem DPme, Q = Tr Xˆ1 = Q holds. 
In Ref. [27], Qiu et al. proposed an upper bound on
Q, denoted as Q
Qiu
, expressed as
Q
Qiu
= min
k∈IM
Q
Qiu
(k),
Q
Qiu
(k) = ξk +
∑
IM∋m 6=k
Tr(ρˆm − ρˆk)+. (21)
Note that Q
Qiu
is identical to 1−L4 in Ref. [27]. Q
Qiu
(k)
is equivalent to Q
Qiu
(0) after permuting ρˆ0 and ρˆk. Here,
we give a slightly modified version of Q, denoted as Q
′
,
and show Q
′
≤ Q
Qiu
. Q
′
is defined as
Q
′
= min
k∈IM
Q(k), (22)
where Q(k) is Q obtained from Eq. (20) after permuting
ρˆ0 and ρˆk. Since Q(k) ≥ Q holds for any k ∈ IM , Q is
obviously upper bounded by Q
′
. Moreover, from Q(0) =
Q, Q
′
≤ Q holds. The following proposition also holds:
Proposition 4 Q
′
≤ Q
Qiu
.
Proof It suffices to show Q(k) ≤ Q
Qiu
(k) for any
k ∈ IM . Since Q(k) ≤ Q
Qiu
(k) is equivalent to
Q(0) ≤ Q
Qiu
(0) for the quantum state set that is ob-
tained by permutation of ρˆ0 and ρˆk, it is only neces-
sary to show Q(0) ≤ Q
Qiu
(0) for any quantum state set.
4Since Xˆm ≥ ρˆ0 gives ρˆm+1 − ρˆ0 ≥ ρˆm+1 − Xˆm for any
m ∈ IM−1, from Lemma 10 in Appendix A,
Tr(ρˆm+1 − ρˆ0)+ ≥ Tr(ρˆm+1 − Xˆm)+ (23)
is obtained. Therefore, Eqs. (20) and (21) give
Q(0) = Tr ρˆ0 +
M−2∑
m=0
Tr (ρˆm+1 − Xˆm)+
≤ ξ0 +
M−2∑
m=0
Tr (ρˆm+1 − ρˆ0)+ = Q
Qiu
(0). (24)

C. Attainability of proposed upper bound
A necessary and sufficient condition for the proposed
upper bound to achieve the optimal success probability
is provided by the following theorem:
Theorem 5 Q = Q holds if and only if {Eˆk}
M−1
k=1 exists
such that
P+[Aˆk(Xˆk−1 − ρˆk)Aˆ
†
k] ≥ Eˆk
≥ P+[Aˆk(Xˆk−1 − ρˆk)Aˆ
†
k],
k ∈ {1, · · · ,M − 1}, (25)
and
Aˆm(Xˆm−1 − ρˆm)+Aˆ
†
m = [Aˆm(Xˆm−1 − ρˆm)Aˆ
†
m]+,
m ∈ {1, 2, · · · ,M − 2}, (26)
where
Aˆm =
{
Eˆ
1
2
m+1Eˆ
1
2
m+2 · · · Eˆ
1
2
M−1, 0 ≤ m < M − 1,
1ˆ, m =M − 1.
(27)
Proof In preparation for the proof, a set of operators,
Π = {Πˆm}m∈IM , is defined as
Πˆm =
{
|Aˆm|
2 − |Aˆm−1|
2, 1 ≤ m ≤M − 1,
|Aˆ0|
2, m = 0,
(28)
where |Aˆ| = (Aˆ†Aˆ)1/2. For any {Eˆk}
M−1
k=1 with 1ˆ ≥ Eˆk ≥
0,
M−1∑
m=0
Πˆm = |AˆM−1|
2 = 1ˆ,
Πˆm = Aˆ
†
m(1ˆ− Eˆm)Aˆm ≥ 0, 1 ≤ m ≤M − 1,
Πˆ0 = |Aˆ0|
2 ≥ 0 (29)
holds. The second line of Eq. (29) follows from |Aˆm−1|
2 =
Aˆ†mEˆmAˆm, which is given by Eq. (27). Thus, Π is a
POVM. On the contrary, for any POVM Π = {Πˆm},
{Eˆk}
M−1
k=1 exists such that 1ˆ ≥ Eˆk ≥ 0 and Eq. (28) hold
(see Appendix B).
In the following, {Eˆk} satisfying 1ˆ ≥ Eˆk ≥ 0 (1 ≤
k ≤ M − 1) and its corresponding POVM Π, defined by
Eq. (28), are considered. From Lemma 13 in Appendix A
and Xˆm = Xˆm−1+(ρˆm−Xˆm−1)+, it follows that for any
m with 1 ≤ m ≤M − 1,
Tr(AˆmXˆmAˆ
†
m)
≥ Tr[AˆmρˆmAˆ
†
m(1ˆ− Eˆm)] + Tr(AˆmXˆm−1Aˆ
†
mEˆm)
= Tr(ρˆmΠˆm) + Tr(Aˆm−1Xˆm−1Aˆ
†
m−1), (30)
where the last line follows from Aˆ†m(1ˆ − Eˆm)Aˆm = Πˆm
and Aˆ†mEˆmAˆm = |Aˆm−1|
2. Using Eq. (30) recursively for
m =M − 1,M − 2, · · · , 1 yields
Q = Tr XˆM−1
≥
M−1∑
m=1
Tr(ρˆmΠˆm) + Tr(ρˆ0|Aˆ0|
2)
=
M−1∑
m=0
Tr(ρˆmΠˆm) = PC(Π). (31)
First, we prove the sufficiency of Theorem 5. Assume
Q = Q. Π = {Πˆm} is taken as a minimum-error measure-
ment. Eˆm is chosen to satisfy 1ˆ ≥ Eˆm ≥ 0 and Eqs. (27)
and (28). Then, from Q = Q = PC(Π), the equality in
Eq. (31) holds, implying that the equality in Eq. (30)
holds for any m ∈ {M − 1,M − 2, · · · , 1}. Therefore,
according to Lemma 13, Eqs. (25) and (26) hold.
Next, we prove the necessity of Theorem 5. Assume
that {Eˆk}
M−1
k=1 exists such that Eqs. (25) and (26) hold.
Also, let Π = {Πˆm} be the POVM defined by Eq. (28).
According to Lemma 13, the equality in Eq. (30) holds
for any m ∈ {M − 1,M − 2, · · · , 1}; thus, the equality in
Eq. (31), i.e. Q = PC(Π), holds. From Q ≥ Q ≥ PC(Π),
Q = Q therefore also holds. 
eˆm and aˆm are defined as
eˆm = P+[aˆm(Xˆm−1 − ρˆm)aˆ
†
m],
aˆm =
{
eˆm+1eˆm+2 · · · eˆM−1, 0 ≤ m < M − 1,
1ˆ, m =M − 1.
(32)
Note that if Eˆm = eˆm, then Aˆm = aˆm. The following
corollary (proof in Appendix C) holds:
Corollary 6 Assume that, for any m with 1 ≤ m ≤
M − 1,
supp[aˆm(Xˆm−1 − ρˆm)aˆ
†
m] = supp aˆmXˆmaˆ
†
m. (33)
Then, Q = Q holds if and only if
aˆm(Xˆm−1 − ρˆm)+aˆ
†
m = [aˆm(Xˆm−1 − ρˆm)aˆ
†
m]+,
m ∈ {1, 2, · · · ,M − 2}. (34)
5D. Proposed lower bound
The proof of Theorem 5 shows that if Q = Q, then
the POVM {Πˆm}m∈IM of Eq. (28), which is obtained
from the corresponding {Eˆk}
M−1
k=1 , is a minimum-error
measurement. In particular, substituting Eˆk = eˆk gives
that the POVM Π◦ = {Πˆ◦m}m∈IM defined as
Πˆ◦m =
{
|aˆm|
2 − |aˆm−1|
2, 0 < m ≤M − 1,
|aˆ0|
2, m = 0,
(35)
where eˆm and aˆm are given by Eq. (32). is also a
minimum-error measurement when Q = Q. Exploiting
this fact, we propose a lower bound on Q, denoted as Q,
expressed as
Q = PC(Π
◦) =
M−1∑
m=0
Tr(ρˆmΠˆ
◦
m). (36)
Since Π◦ is a POVM, Q ≤ Q obviously holds. The SRM
ΠSRM = {ΠˆSRMm }m∈IM , which is defined as
ΠˆSRMm = Gˆ
− 1
2 ρˆmGˆ
− 1
2 , (37)
is well known as a good approximation to a minimum-
error measurement. We will show in numerical experi-
ments in Section VI that Q tends to be closer to Q than
the success probability of the SRM.
IV. BOUNDS ON SUCCESS PROBABILITY OF
OPTIMAL INCONCLUSIVE MEASUREMENT
A. Proposed upper bound
The arguments presented in the previous section can
be extended to optimal inconclusive measurements as fol-
lows. Assume that a suboptimal solution, Xˆ◦, to prob-
lem DPmefor a quantum state set ρ is given. In this pa-
per, let Xˆ◦ = XˆM−1, which is defined by Eq. (20). Note
that if an optimal solution Xˆ⋆ to problem DPmeis given,
then Xˆ◦ = Xˆ⋆ can be used instead of Xˆ◦ = XˆM−1. A
suboptimal solution to problem DP can be obtained by
solving the following optimization problem:
minimize Tr Zˆ − ap
subject to Zˆ ∈ Za
(38)
with a positive semidefinite operator Zˆ onH and a ∈ R+,
where
Za = {Zˆ : Zˆ ≥ aGˆ, Zˆ ≥ Xˆ
◦}. (39)
Indeed, from Xˆ◦ ∈ S0, Zˆ ∈ Sa holds for any Zˆ ∈ Za; i.e.,
Zˆ is a feasible solution to problem DP. Accordingly, Qp
is upper bounded by the optimal value of problem (38).
Let
s(a) = min
Zˆ∈Za
Tr Zˆ − ap; (40)
Algorithm 1 An example of computing Qp.
Input: {ρˆm}m∈IM , p
1: Let Xˆ◦ = XˆM−1, where XˆM−1 is given by Eq. (20)
2: Qp ← 1− p
3: Initialize a
4: for j ← 1, 2, · · · do
5: Compute s(a) from Eq. (41)
6: Qp ← min{Qp, s(a)}
7: Update a
8: end for
Output: Qp
then, the optimal value of problem (38) is equal to
mina∈R+ s(a). Lemma 1 indicates that Tr Zˆ ≥ Tr Xˆ
◦ +
Tr(aGˆ − Xˆ◦)+ holds for any Zˆ ∈ Za and the equality
holds when Zˆ = Xˆ◦ + (aGˆ− Xˆ◦)+. Thus, we have
s(a) = Tr Xˆ◦ +Tr(aGˆ− Xˆ◦)+ − ap. (41)
Since it is difficult to obtain the optimal value,
mina∈R+ s(a), of problem (38) in general, we consider
computing the minimum s(a) for several values of a as
a suboptimal solution. We propose an upper bound on
Qp, denoted as Qp, expressed as
Qp = min
{
1− p,min
a∈A
s(a)
}
, (42)
where A ⊆ R+ is a set of candidates for a. Note that,
from Eq. (4), Qp ≤ 1−p always holds, and Eq. (42) guar-
antees that Qp does not exceed 1− p. It is expected that
Qp can be effectively obtained by adaptively selecting
appropriate candidates.
Theorem 7 Qp ≥ Qp.
Proof Since the case ofQp = 1−p is obvious, we assume
Qp < 1 − p. Recall that Zˆ ∈ Sa holds for any Zˆ ∈ Za.
Thus, Eqs. (9) and (40) give
s(a) = min
Zˆ∈Za
Tr Zˆ − ap ≥ min
Zˆ∈Sa
Tr Zˆ − ap ≥ Qp. (43)
Therefore, from Eq. (42), we have
Qp = min
a∈A
s(a) ≥ Qp. (44)

Algorithm 1 shows an example of computing Qp. We
will provide a concrete algorithm on how to initialize and
update a in Subsection IVC.
6B. Properties of s(a)
To appropriately update a in Algorithm 1, the prop-
erties of s(a) should be well understood. The following
proposition shows some of the properties (proof in Ap-
pendix D):
Proposition 8 Let λmax(Aˆ) and λmin(Aˆ) be the maxi-
mum and minimum eigenvalues of a positive semidefinite
operator Aˆ, respectively. s(a) satisfies the following con-
ditions:
(1) If a ≤ λmin(Gˆ
−1/2Xˆ◦Gˆ−1/2), then s(a) = Tr Xˆ◦−ap
holds. Also, 1/M ≤ λmin(Gˆ
−1/2Xˆ◦Gˆ−1/2) holds.
(2) If a ≥ λmax(Gˆ
−1/2Xˆ◦Gˆ−1/2), then s(a) = a(1 − p)
holds.
(3) s(a) is convex with respect to a.
Note that since Gˆ is a positive definite operator on H,
Gˆ−1/2 exists.
The following proposition also holds (proof in Ap-
pendix E):
Proposition 9 Let p˜(a) = Tr[GˆP+(aGˆ − Xˆ
◦)] and
p˜+(a) = Tr[GˆP+(aGˆ − Xˆ
◦)]; then, the following con-
ditions hold:
(1) If a < a′, then p˜+(a) ≤ p˜(a′) holds. In addition, p˜(a)
and p˜+(a) monotonically increase with respect to a.
(2) a minimizes s(a) if and only if p˜(a) ≤ p ≤ p˜+(a)
holds.
C. Algorithm for computing proposed upper bound
Propositions 8 and 9 are useful to update a in Algo-
rithm 1. For example, since p˜(a) monotonically increases
with respect to a, as stated in Proposition 9, a should be
updated to a larger value if p˜(a) < p or the smaller value
if p˜(a) > p.
A concrete example of Algorithm 1 is shown in Algo-
rithm 2. Let a⋆ ∈ argmina s(a). When initializing and
updating a, Algorithm 2 exploits Propositions 8 and 9.
In steps 4 and 7, aL and aR are respectively initialized
to λmin(Gˆ
−1/2Xˆ◦Gˆ−1/2) and λmax(Gˆ
−1/2Xˆ◦Gˆ−1/2) + ǫ,
where ǫ is a sufficiently small positive number. Accord-
ingly, since aLGˆ − Xˆ
◦ ≤ 0 and aRGˆ − Xˆ
◦ ≥ ǫGˆ hold
(see Eqs. (D1) and (D3) in Appendix D), p˜(aL) = 0 and
p˜(aR) = 1 hold. Thus, from p˜(aL) ≤ p ≤ p˜(aR) and
Proposition 9, aL ≤ a
⋆ ≤ aR holds. In step 11, an es-
timated a⋆, i.e., a, is computed on the assumption that
p˜(a′) is well approximated as linear in aL ≤ a
′ ≤ aR;
such a satisfies aL ≤ a ≤ aR. In steps 14–18, a is sub-
stituted into aL if p˜(a) ≤ p (i.e., a ≤ a
⋆); otherwise, a
is substituted into aR. As a result, steps 10–19 guaran-
tee that aL and aR satisfy aL ≤ a
⋆ ≤ aR and are closer
to a⋆ than those in the previous iteration. The itera-
tion process in Algorithm 2 stops after a fixed number
Algorithm 2 Concrete example of computing Qp.
Input: {ρˆm}m∈IM , p
1: Let Xˆ◦ = XˆM−1, where XˆM−1 is given by Eq. (20)
2: Qp ← 1− p
3: /* Initialize aL */
4: aL ← λmin(Gˆ
−1/2Xˆ◦Gˆ−1/2)
5: Qp ← min{Qp,Tr Xˆ
◦ − aLp}
6: /* Initialize aR */
7: aR ← λmax(Gˆ
−1/2Xˆ◦Gˆ−1/2) + ǫ
8: Qp ← min{Qp, aR(1− p)}
9: /* Iterate */
10: for j ← 1, 2, · · · , J do
11: a← [[p˜(aR)− p]aL + [p− p˜(aL)]aR]/[p˜(aR)− p˜(aL)]
12: Compute s(a) using Eq. (41)
13: Qp ← min{Qp, s(a)}
14: if p˜(a) ≤ p then
15: aL ← a
16: else
17: aR ← a
18: end if
19: end for
Output: Qp
of iterations; alternatively, it may continue until certain
stopping criteria (e.g., the difference between aL and aR
is sufficiently small) are met. It is obvious that the dif-
ference between Qp and Qp monotonically decreases as
the number of iterations, J , increases.
D. Attainability of proposed upper bound
A necessary and sufficient condition for Qp = Qp is
determined as follows. First, a⋆ is taken as the optimal
solution of a in problem DP. Then, we consider solving
the following optimization problem:
minimize Tr Zˆ
subject to Zˆ ∈ Sa⋆
(45)
with Zˆ. Since the optimal value of problem DP is
Qp, the optimal value of problem (45) is Qp + a
⋆p.
Comparing Eqs. (10) and (45) indicates that Eq. (45)
can be regarded as the problem of finding the success
probability of a minimum-error measurement for the set
of M + 1 quantum states ρ′ = {cρˆm}m∈IM+1, with
ρˆM = a
⋆Gˆ, where c = 1/(1 + a⋆) is a constant such
that
∑
m∈IM+1
Tr(cρˆm) = 1. Therefore, Theorem 5 and
Corollary 6 can be applied in the case of optimal incon-
clusive measurements.
E. Proposed lower bound
It is easy to extend the discussion in Subsection III D
to optimal inconclusive measurements. Assume that aL
7and aR satisfying p˜(aL) ≤ p ≤ p˜(aR) are given (such
aL and aR can be obtained from Algorithm 2). Π
(a) =
{Πˆ
(a)
m }m∈IM+1 is defined as
Πˆ(a)m =
{
|aˆ
(a)
m |2 − |aˆ
(a)
m−1|
2, 0 < m ≤M,
|aˆ
(a)
0 |
2, m = 0,
aˆ(a)m =
{
eˆ
(a)
m+1eˆ
(a)
m+2 · · · eˆ
(a)
M , 0 ≤ m < M,
1ˆ, m =M,
eˆ(a)m =
{
P+[aˆm(Xˆm−1 − ρˆm)aˆ
†
m], 0 < m ≤M − 1,
P+(XˆM−1 − aGˆ), m =M.
(46)
Therefore, as discussed in Subsection III D, it is clear that
Π(a) is a POVM. In addition, since
Πˆ
(a)
M = |aˆ
(a)
M |
2 − |aˆ
(a)
M−1|
2 = 1ˆ− P+(XˆM−1 − aGˆ)
= P+(aGˆ− XˆM−1) (47)
holds, the inconclusive probability of the POVM Π(a) can
be formulated as
Tr(GˆΠˆ
(a)
M ) = Tr[GˆP+(aGˆ− XˆM−1)] = p˜(a). (48)
Let us consider the POVM Π• = {Πˆ•m}m∈IM+1, where
Π• is defined as
Πˆ•m =
[p˜(aR)− p]Πˆ
(aL)
m + [p− p˜(aL)]Πˆ
(aR)
m
p˜(aR)− p˜(aL)
(49)
if p˜(aR) 6= p˜(aL), Πˆ
•
m = Πˆ
(aL)
m otherwise. It is easy to
verify that PI(Π
•) = p holds. We use the success prob-
ability of Π•, PC(Π
•), as a lower bound on Qp, denoted
as Qp; i.e., Qp is given by
Qp = PC(Π
•) =
M−1∑
m=0
Tr(ρˆmΠˆ
•
m). (50)
From PI(Π
•) = p, Qp ≤ Qp obviously holds.
V. COMPUTATIONAL COMPLEXITY
In this section, we discuss the computational complex-
ity of computing the proposed bounds.
First, the computational complexity of computing Q
and Q is investigated. With regard to Q, which is com-
puted from Eq. (20), the major computational cost is
computing (ρˆm+1 − Xˆm)+. It can be derived by com-
puting the eigenvalues and their corresponding eigen-
vectors of ρˆm+1 − Xˆm and then using Eq. (12). Let
N = dim H. The computation of the eigenvalues and
eigenvectors generally takes O(N3) time, which indicates
that the time complexity required by computing Q is
O[(M − 1)N3]. (Similarly, the time complexity of com-
putingQ
′
in Eq. (22) isO[M(M−1)N3].) In contrast, the
computation of Q
Qiu
in Eq. (21) requires O[M(M−1)N3]
time, which is O(M) times longer than that for comput-
ing Q. Although Q is not always tighter than Q
Qiu
, the
numerical results presented in the next section demon-
strate that Q < Q
Qiu
holds on average. With regard
to Q, it is assumed that Xm (m ∈ IM ) in Eq.(20)
is given; from Eqs. (32) and (36), the major computa-
tional cost is computing P+(·) and operator multiplica-
tion. Both of them generally require O(N3) time, and
thus the computation of Q takes O[(M − 1)N3]. Note
that Ref. [30] provides a method of computing the eigen-
values and eigenvectors of ρˆm+1−Xˆm from those of a cor-
responding (rank ρˆm+1 + rank Xˆm)-dimensional square
matrix; this method can reduce the cost of computing Q
and Q if rank ρˆm+1 + rank Xˆm is smaller than N .
Next, the computational complexity of computing
Qp and Qp is investigated. With regard to Qp,
which is computed by Algorithm 2, the major com-
putational cost is computing the following values: (a)
Xˆ◦ in step 1, (b) λmin(Gˆ
−1/2Xˆ◦Gˆ−1/2) in step 4 and
λmax(Gˆ
−1/2Xˆ◦Gˆ−1/2) in step 7, and (c) s(a) in step 12
and p˜(a) in step 14. Since the computational complexities
of computing the (−1/2)-th power of an operator, oper-
ator multiplication, and the eigenvalues and eigenvectors
are all O(N3), the computations of values (a)–(c) above
respectively require O[(M − 1)N3], O(N3), and O(JN3)
times. Therefore, the total computational complexity of
computing Qp is roughly O[(M +J)N
3]; in particular, in
the case of M ≫ J , it is close to that of computing Q.
With regard to Qp, we can make a similar discussion of
Q. Assume that Xm (m ∈ IM ) in Eq.(20) is given. From
Eqs. (46), (49), and (50), the major computational cost
is computing P+(·) and operator multiplication, both of
which generally take O(N3) time. Thus, the total com-
putational complexity of Qp is O(MN
3).
VI. NUMERICAL EXAMPLES
We discuss the accuracy of the proposed bounds on
the success probabilities of minimum-error and optimal
inconclusive measurements through numerical examples
as follows.
One-hundred sets of randomly generated M quantum
states, ρ = {ρˆm}m∈IM with rank ρˆm = R (m ∈ IM ),
where M and R are parameters, were used in these ex-
amples. Prior probabilities were also randomly selected.
The optimal success probability Qp and the average rel-
ative errors between an upper or lower bound, which is
defined as |Qp−Qp|/Qp or |Qp−Qp|/Qp, were computed.
In the case of optimal inconclusive measurements, the
inconclusive probability, p, was randomly selected in the
range from 0 to 0.2.
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FIG. 1. Average relative errors of upper bounds, Q, on the
success probability of minimum-error measurements for M
quantum states.
A. Case of minimum-error measurements
Figure 1 shows the average relative errors of the pro-
posed upper bound, Q, and Qiu et al.’s upper bound,
Q
Qiu
. We observed that, at least in the range of 3 ≤M ≤
9 and R ≤ 9, the average relative error of Q is more than
eight times smaller than that of Q
Qiu
, while Q < Q
Qiu
is
not guaranteed for each quantum state set. It also shows
that the average relative error of Q increases gradually
with increasing M , while that of Q
Qiu
increases rapidly.
Note that, in the case of M = 2, the average relative
errors of Q and Q
Qiu
are always zero.
Figure 2 shows the average relative errors of the pro-
posed lower bound, Q, and the success probability of the
SRM; the former is more than 5.8 times smaller than the
latter.
B. Case of optimal inconclusive measurements
Figure 3 shows the average relative errors of Qp with
J = 2 and 3 in the case of binary state sets. It also
shows the upper bound proposed by Sugimoto et al. [28],
which is based on the fidelity between the binary states.
In the case of R = 1, the analytical expression of the
optimal value, Qp, is given [28, 31]; Sugimoto et al.’s
upper bound exploits this expression, and achieves Qp
when R = 1. Although the proposed upper bound has
a nonzero error when R = 1, at least in the range of
2 ≤M ≤ 9, the average relative error of Qp is more than
three times smaller than that of Sugimoto et al.’s upper
bound.
Figures 4 and 5 respectively show the average relative
errors of the proposed upper and lower bounds, Qp and
Qp, in the case of M ≥ 3. It shows that the average
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FIG. 3. Average relative errors of upper bounds, Qp, on the
success probability of optimal inconclusive measurements for
binary quantum state sets (i.e., M = 2).
relative error increases gradually with increasing M . In
each case, we observed that at least in the range ofM ≤ 9
and R ≤ 9 the average relative error is less than 0.037
and 0.032 with J = 2 and 3, respectively.
VII. CONCLUSION
We proposed upper and lower bounds on the success
probabilities of minimum-error and optimal inconclusive
measurements. The proposed upper bounds are subopti-
mal solutions to the dual problems of the optimal state
discrimination problems. The proposed lower bounds are
obtained from the success probabilities of POVMs corre-
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FIG. 5. Average relative errors of lower bounds, Qp, on the
success probability of optimal inconclusive measurements for
M ≥ 3 quantum states.
sponding to suboptimal solutions to the dual problems.
Numerical examples show that, on average, the proposed
upper bound for minimum-error measurements is tighter
than Qiu et al.’s one, and the proposed bound for opti-
mal inconclusive measurements is tighter than Sugimoto
et al.’s one in the case of binary mixed quantum states.
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Appendix A: Lemmas on Hermitian operators
Let λ0(Hˆ) ≥ λ1(Hˆ) ≥ · · · ≥ λN−1(Hˆ) be the ordered
eigenvalues of an N -dimensional Hermitian operator Hˆ .
Lemma 10 Tr Aˆ+ ≥ Tr Bˆ+ holds for any Hermitian
operators Aˆ and Bˆ with Aˆ ≥ Bˆ, where the equality holds
if and only if Aˆ+ = Bˆ+.
Proof First, we show Tr Aˆ+ ≥ Tr Bˆ+. Let N be the
dimension of the space on which Aˆ and Bˆ act. Since
Aˆ ≥ Bˆ,
∑k
n=0 λn(Aˆ) ≥
∑k
n=0 λn(Bˆ) holds for any k ∈
IN [32]. In contrast, for any N -dimensional Hermitian
operator Hˆ, the following can be easily obtained:
Tr Hˆ+ ≥
k∑
n=0
λn(Hˆ), ∀k ∈ IN . (A1)
Therefore, it follows that
Tr Aˆ+ ≥
t−1∑
n=0
λn(Aˆ) ≥
t−1∑
n=0
λn(Bˆ) = Tr Bˆ+, (A2)
where t is the number of positive eigenvalues of Bˆ.
Next, we show that Aˆ+ = Bˆ+ holds if Tr Aˆ+ = Tr Bˆ+
(the converse is obvious). Let Pˆ = P+(Bˆ). From Aˆ+ ≥
Aˆ, Aˆ+ ≥ Bˆ holds. Premultiplying and postmultiplying
Aˆ+ ≥ Bˆ with Pˆ yields Pˆ Aˆ+Pˆ ≥ Bˆ+. Thus, we have
Tr Aˆ+ ≥ Tr(Aˆ
1/2
+ Pˆ Aˆ
1/2
+ ) = Tr(Pˆ Aˆ+Pˆ )
≥ Tr Bˆ+ = Tr Aˆ+, (A3)
where the first inequality follows from Aˆ+ ≥ Aˆ
1/2
+ Pˆ Aˆ
1/2
+ ,
which is obtained from 1ˆ ≥ Pˆ . From Eq. (A3), Tr Aˆ+ =
Tr(Pˆ Aˆ+Pˆ ) holds. It thus follows that supp Aˆ+ ⊆
supp Pˆ , i.e., Aˆ+ = Pˆ Aˆ+Pˆ , which gives Aˆ+ ≥ Bˆ+. Since
Tr(Aˆ+ − Bˆ+) = 0, Aˆ+ − Bˆ+ = 0 holds. 
Lemma 11 For any Hermitian operators Aˆ and Bˆ,
Tr Aˆ+ +Tr Bˆ+ ≥ Tr(Aˆ+ Bˆ)+ holds.
Proof Aˆ+ ≥ Aˆ and Bˆ+ ≥ Bˆ gives Aˆ+ + Bˆ+ ≥ Aˆ + Bˆ.
Thus, from Lemma 10, we have
Tr Aˆ+ +Tr Bˆ+ = Tr(Aˆ+ + Bˆ+)+ ≥ Tr(Aˆ+ Bˆ)+.(A4)

Lemma 12 For any Hermitian operator Aˆ and Bˆ with
Aˆ ≥ Bˆ,
Tr[(Aˆ− Bˆ)P+(Aˆ)] ≥ Tr[(Aˆ− Bˆ)P+(Bˆ)]. (A5)
Proof Let us consider the following optimization prob-
lem:
maximize Tr(CˆΦˆ)
subject to 1ˆ ≥ Φˆ ≥ 0, (A6)
10
where Cˆ is a Hermitian operator. It is clear that Φˆ =
P+(Cˆ) and Φˆ = P+(Cˆ) are optimal solutions to this prob-
lem. Substituting Cˆ = Aˆ and Cˆ = Bˆ, respectively, into
problem (A6) gives
Tr[AˆP+(Aˆ)] ≥ Tr[AˆP+(Bˆ)],
Tr[BˆP+(Aˆ)] ≤ Tr[BˆP+(Bˆ)]. (A7)
Therefore, Eq. (A5) holds. 
Lemma 13 For any operator Aˆ and any positive
semidefinite operators ρˆ, Xˆ , and Eˆ with 1ˆ ≥ Eˆ ≥ 0,
Tr[Aˆ[Xˆ + (ρˆ− Xˆ)+]Aˆ
†]
≥ Tr[AˆρˆAˆ†(1ˆ− Eˆ) + AˆXˆAˆ†Eˆ]. (A8)
The equality holds if and only if
Aˆ(Xˆ − ρˆ)+Aˆ
† = [Aˆ(Xˆ − ρˆ)Aˆ†]+, (A9)
P+[Aˆ(Xˆ − ρˆ)Aˆ
†] ≥ Eˆ ≥ P+[Aˆ(Xˆ − ρˆ)Aˆ
†]. (A10)
Proof It follows that
Tr[Aˆ[Xˆ + (ρˆ− Xˆ)+]Aˆ
†]
= Tr[Aˆ[ρˆ+ (Xˆ − ρˆ)+]Aˆ
†]
≥ Tr[AˆρˆAˆ† + (AˆXˆAˆ† − AˆρˆAˆ†)+]
≥ Tr[AˆρˆAˆ†(1ˆ− Eˆ) + AˆXˆAˆ†Eˆ], (A11)
where the second line follows from Xˆ + (ρˆ− Xˆ)+ = ρˆ+
(Xˆ − ρˆ)+. The third line follows from Lemma 10 by
substituting Aˆ(Xˆ − ρˆ)+Aˆ
† and Aˆ(Xˆ − ρˆ)Aˆ† for Aˆ and
Bˆ, respectively. Note that Aˆ(Xˆ − ρˆ)+Aˆ
† ≥ Aˆ(Xˆ − ρˆ)Aˆ†
holds from (Xˆ − ρˆ)+ ≥ Xˆ − ρˆ. The fourth line follows
from Lemma 1. From Lemmas 1 and 10, the equality in
Eq. (A11) holds if and only if Eqs. (A9) and (A10) hold.

Lemma 14 For any positive semidefinite operators Aˆ
and Bˆ with supp Aˆ ⊆ supp Bˆ and any operator
Cˆ, supp(CˆAˆCˆ†) ⊆ supp(CˆBˆCˆ†) holds. Moreover, if
supp Aˆ = supp Bˆ, then supp(CˆAˆCˆ†) = supp(CˆBˆCˆ†)
holds.
Proof supp Aˆ ⊆ supp Bˆ gives Ker Aˆ ⊇ Ker Bˆ. We
obtain
|x〉 ∈ Ker(CˆBˆCˆ†) =⇒ Bˆ
1
2 Cˆ† |x〉 = 0
=⇒ Cˆ† |x〉 ∈ Ker Bˆ
=⇒ Cˆ† |x〉 ∈ Ker Aˆ
=⇒ Aˆ
1
2 Cˆ† |x〉 = 0
=⇒ |x〉 ∈ Ker(CˆAˆCˆ†), (A12)
which indicates Ker(CˆAˆCˆ†) ⊇ Ker(CˆBˆCˆ†), i.e.,
supp(CˆAˆCˆ†) ⊆ supp(CˆBˆCˆ†). If supp Aˆ = supp Bˆ,
then, from supp Aˆ ⊆ supp Bˆ and supp Aˆ ⊇ supp Bˆ,
supp(CˆAˆCˆ†) = supp(CˆBˆCˆ†) obviously holds. 
Appendix B: Supplement of Theorem 5
Let PˆXˆ be the projection operator onto the support
space of a positive semidefinite operator Xˆ ; i.e., PˆXˆ =
P+(Xˆ).
For any POVM Π = {Πˆm}m∈IM , define Eˆm as
Eˆm = (Aˆ
−
m)
†
(
m−1∑
k=0
Πˆk
)
Aˆ−m,
m ∈ {1, 2, · · · ,M − 1}, (B1)
where Aˆm is defined as Eq. (27), and Aˆ
− denotes the
Moore-Penrose inverse operator of Aˆ. Now, we show that
Eq. (28) and 1ˆ ≥ Eˆm ≥ 0 hold.
First, we show Eq. (28). From Aˆ−mAˆm = Pˆ|Aˆm|, we
have that for any m ∈ IM−1,
|Aˆm|
2 = Aˆ†m+1Eˆm+1Aˆm+1 = Pˆ|Aˆm+1|
(
m∑
k=0
Πˆk
)
Pˆ|Aˆm+1|,
(B2)
where the first equality follows from Eq. (27). Using
Eq. (B2), we can show
|Aˆm|
2 =
m∑
k=0
Πˆk, ∀m ∈ IM (B3)
by induction as follows. The case ofm =M−1 is obvious.
Assume that Eq. (B3) holds when m = t + 1 with t ∈
IM−1; we have
supp Pˆ|Aˆt+1| = supp |Aˆt+1|
2 = supp
(
t+1∑
k=0
Πˆk
)
⊇ supp
(
t∑
k=0
Πˆk
)
, (B4)
which yields Pˆ|Aˆt+1|
(∑t
k=0 Πˆk
)
Pˆ|Aˆt+1| =
∑t
k=0 Πˆk.
Thus, Eq. (B3) also holds when m = t. Equation (28) is
readily obtained from Eq. (B3).
Next, we show 1ˆ ≥ Eˆm ≥ 0. Eˆm ≥ 0 obviously
holds, so we only need to show 1ˆ ≥ Eˆm. From Eq. (28),
|Aˆm−1|
2 ≤ |Aˆm|
2 holds. Premultiplying and postmul-
tiplying |Aˆm−1|
2 ≤ |Aˆm|
2 with (Aˆ−m)
† and Aˆ−m, respec-
tively, and using AˆmAˆ
−
m = PˆAˆAˆ† , we have that for any m
with 1 ≤ m ≤M − 1,
Eˆm = (Aˆ
−
m)
†|Aˆm−1|
2Aˆ−m ≤ (Aˆ
−
m)
†|Aˆm|
2Aˆ−m
= (AˆmAˆ
−
m)
†(AˆmAˆ
−
m) = PˆAˆAˆ† ≤ 1ˆ. (B5)
Appendix C: Proof of Corollary 6
The necessity is obvious from Theorem 5. We prove
the sufficiency as follows. Assume Q = Q. We choose
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{Eˆk}
M−1
k=1 satisfying Eqs. (25) and (26) (such {Eˆk}
M−1
k=1
exists from Theorem 5). To show Eq. (34), it is sufficient
to show that the following equations hold for any m with
1 ≤ m ≤M − 1:
Aˆm(Xˆm−1 − ρˆm)+Aˆ
†
m = aˆm(Xˆm−1 − ρˆm)+aˆ
†
m, (C1)
Aˆm(Xˆm−1 − ρˆm)Aˆ
†
m = aˆm(Xˆm−1 − ρˆm)aˆ
†
m, (C2)
where Aˆm is defined by Eq. (27). (Xˆm−1− ρˆm)+, Xˆm−1,
and ρˆm are positive semidefinite operators whose support
spaces are subspaces of supp Xˆm. Thus, if
AˆmxˆAˆ
†
m = aˆmxˆaˆ
†
m, ∀xˆ ≥ 0 s.t. supp xˆ ⊆ supp Xˆm
(C3)
for any m with 1 ≤ m ≤ M − 1, then substituting
(Xˆm−1 − ρˆm)+, Xˆm−1, and ρˆm into x in Eq. (C3) gives
Eqs. (C1) and (C2). Therefore, it suffices to show that
Eq. (C3) holds for any m with 1 ≤ m ≤M − 1.
In preparation for proving it, we show that if Eq. (C3)
holds for a certain m with 1 ≤ m ≤M − 1, then we have
that for any Hermitian operator yˆ with supp yˆ ⊆ Rm,
Eˆ
1
2
myˆEˆ
1
2
m = eˆmyˆeˆm, (C4)
where Rm = supp(aˆmXˆmaˆ
†
m). Let Tˆm = aˆm(Xˆm−1 −
ρˆm)aˆ
†
m; then, from Eq. (33), we have Rm = supp Tˆm.
Let eˆm = P+(Tˆm). Recall eˆm = P+(Tˆm). For any eˆ with
eˆm ≥ eˆ ≥ eˆm, supp ∆eˆ ⊆ Ker Tˆm holds, where ∆eˆ =
eˆ− eˆm, which indicates supp ∆eˆ is perpendicular to Rm.
Thus, for any Hermitian operator yˆ with supp yˆ ⊆ Rm,
from ∆eˆyˆ = yˆ∆eˆ = 0, we obtain
eˆyˆeˆ = (eˆm +∆eˆ)yˆ(eˆm +∆eˆ) = eˆmyˆeˆm. (C5)
In contrast, m satisfying Eq. (C3) also satisfies Eq. (C2),
which yields eˆm = P+[Aˆm(Xˆm−1 − ρˆm)Aˆ
†
m] and eˆm =
P+[Aˆm(Xˆm−1 − ρˆm)Aˆ
†
m]. Accordingly, from Eq. (25),
eˆm ≥ Eˆm ≥ eˆm holds; thus, eˆ
1
2
m ≥ Eˆ
1
2
m ≥ eˆ
1
2
m holds.
From eˆ
1
2
m = eˆm and eˆ
1
2
m = eˆm, this gives eˆm ≥ Eˆ
1
2
m ≥ eˆm.
Therefore, substituting eˆ = eˆm and eˆ = Eˆ
1
2
m into Eq. (C5)
gives
Eˆ
1
2
myˆEˆ
1
2
m = eˆmyˆeˆm = eˆmyˆeˆm, (C6)
i.e., Eq. (C4) holds.
We prove Eq. (C3) for any m with 1 ≤ m ≤M − 1 by
induction on m. This is obvious for m = M − 1, since
AˆM−1 = aˆM−1 = 1ˆ holds. Assume that, for a certain
m = k+ 1 ≤M − 1, Eq. (C3) holds. For any xˆ ≥ 0 with
supp xˆ ⊆ supp Xˆk, we obtain
AˆkxˆAˆ
†
k = Eˆ
1
2
k+1Aˆk+1xˆAˆ
†
k+1Eˆ
1
2
k+1
= Eˆ
1
2
k+1aˆk+1xˆaˆ
†
k+1Eˆ
1
2
k+1
= eˆk+1aˆk+1xˆaˆ
†
k+1eˆk+1
= aˆkxˆaˆ
†
k, (C7)
where the second line follows from supp xˆ ⊆ supp Xˆk ⊆
supp Xˆk+1 and Eq. (C3) with m = k + 1. The third line
follows from supp(aˆk+1xˆaˆ
†
k+1) ⊆ supp(aˆk+1Xˆk+1aˆ
†
k+1) =
Rk+1, which is obtained by supp xˆ ⊆ supp Xˆk+1 and
Lemma 14, and from Eq. (C4) with m = k + 1 and yˆ =
aˆk+1xˆaˆ
†
k+1. Therefore, Eq. (C3) holds for m = k. 
Appendix D: Proof of Proposition 8
(1) We have
λmin(Gˆ
−1/2Xˆ◦Gˆ−1/2) ≥ a ⇐⇒ Gˆ−1/2Xˆ◦Gˆ−1/2 ≥ a1ˆ
⇐⇒ Xˆ◦ ≥ aGˆ. (D1)
From Eq. (41), s(a) = Tr Xˆ◦− ap holds when Xˆ◦ ≥ aGˆ.
Moreover, Xˆ◦ ≥ ρˆm for any m ∈ IM gives
Xˆ◦ −
Gˆ
M
=
1
M
M−1∑
m=0
(Xˆ◦ − ρˆm) ≥ 0. (D2)
Thus, from Eq. (D1) with a = 1/M , 1/M ≤
λmin(Gˆ
−1/2Xˆ◦Gˆ−1/2).
(2) We have
a ≥ λmax(Gˆ
−1/2Xˆ◦Gˆ−1/2) ⇐⇒ a1ˆ ≥ Gˆ−1/2Xˆ◦Gˆ−1/2
⇐⇒ aGˆ ≥ Xˆ◦. (D3)
Thus, aGˆ − Xˆ◦ ≥ 0. From Eq. (41) and Tr Gˆ = 1, we
have
s(a) = Tr Xˆ◦ +Tr(aGˆ− Xˆ◦)− ap = a(1− p). (D4)
(3) For any t with 0 ≤ t ≤ 1 and a, a′ ∈ R+, substi-
tuting Aˆ = t(aGˆ− Xˆ◦) and Bˆ = (1 − t)(a′Gˆ− Xˆ◦) into
Lemma 11 gives
tTr(aGˆ− Xˆ◦)+ + (1 − t)Tr(a
′Gˆ− Xˆ◦)+
≥ Tr[[ta+ (1− t)a′]Gˆ− Xˆ◦]+, (D5)
where we use Aˆ+ Bˆ = [ta+(1− t)a′]Gˆ− Xˆ◦. Therefore,
from Eq. (41), ts(a) + (1 − t)s(a′) ≥ s[ta + (1 − t)a′]
obviously holds; i.e., s(a) is convex. 
Appendix E: Proof of Proposition 9
Let Φˆa = P+(aGˆ− Xˆ
◦) and Φˆ+a = P+(aGˆ− Xˆ
◦); then,
p˜(a) = Tr(GˆΦˆa) and p˜
+(a) = Tr(GˆΦˆ+a ) hold.
(1) For any a, a′ ∈ R+ with a < a
′, we have
(a′ − a)Tr(GˆΦˆa′) ≥ (a
′ − a)Tr(GˆΦˆ+a ), (E1)
which follows from substituting Aˆ = a′Gˆ− Xˆ◦ and Bˆ =
aGˆ−Xˆ◦ into Lemma 12. Dividing both sides of Eq. (E1)
by a′ − a yields p˜(a′) ≥ p˜+(a). In contrast, since p˜(b) ≤
p˜+(b) for any b ∈ R+, we obtain
p˜(a) ≤ p˜+(a) ≤ p˜(a′) ≤ p˜+(a′), (E2)
12
which indicates that p˜(a) and p˜+(a) monotonically in-
crease with respect to a.
(2) First, we show p˜(a⋆) ≤ p ≤ p˜+(a⋆), where a⋆ ∈
argmina s(a). The dual problem of problem (38) is ex-
pressed as (see Ref. [33]):
maximize Tr[Xˆ◦(1ˆ − Φˆ)]
subject to 1ˆ ≥ Φˆ ≥ 0,Tr(GˆΦˆ) = p.
(E3)
Let Φˆ⋆ be an optimal solution to problem (E3). Since
the optimal value of problem (38), s(a⋆), is equivalent to
the optimal value of problem (E3), we have
s(a⋆) = Tr[Xˆ◦(1ˆ − Φˆ⋆)]
= Tr[Xˆ◦(1ˆ − Φˆ⋆)] + Tr(aGˆΦˆ⋆)− ap, (E4)
where the second line follows from Tr(GˆΦˆ⋆) = p. In
contrast, s(a) + ap is equivalent to the optimal value of
problem (14) with Aˆ = aGˆ and Bˆ = Xˆ◦. Thus, from
Eq. (15), we have that for any operator Φˆ with 1ˆ ≥ Φˆ ≥ 0,
s(a) + ap ≥ Tr[Xˆ◦(1ˆ− Φˆ)] + Tr(aGˆΦˆ). (E5)
From Lemma 1, if the equality in Eq. (E5) holds, then
Φˆ+a ≥ Φˆ ≥ Φˆa holds. Thus, Eq. (E4) gives Φˆ
+
a⋆ ≥ Φˆ
⋆ ≥
Φˆa⋆ . Multiplying both sides by Gˆ and taking the trace
gives p˜(a⋆) ≤ p ≤ p˜+(a⋆).
Next assume that p˜(a) ≤ p ≤ p˜+(a); we show that a
minimizes s(a). Since problem (E3) is the dual problem
of problem (38), we have that for any operator Φˆ with
1ˆ ≥ Φˆ ≥ 0 and Tr(GˆΦˆ) = p,
s(a) ≥ s(a⋆) ≥ Tr[Xˆ◦(1ˆ − Φˆ)]. (E6)
Thus, to prove that a minimizes s(a), i.e., s(a) = s(a⋆),
it suffices to find Φˆ with 1ˆ ≥ Φˆ ≥ 0 and Tr(GˆΦˆ) = p
such that s(a) = Tr[Xˆ◦(1ˆ − Φˆ)]. We show that Φˆ =
cΦˆa + (1 − c)Φˆ
+
a is such a value, where c = 1 if p˜(a) =
p˜+(a); otherwise, c = [p˜+(a) − p]/[p˜+(a) − p˜(a)]. Note
that c obviously satisfies 0 ≤ c ≤ 1. It is easily seen
that 1ˆ ≥ Φˆ ≥ 0 and Tr(GˆΦˆ) = p hold. From Φˆ+a ≥ Φˆa,
Φˆ+a ≥ Φˆ ≥ Φˆa holds. Substituting Aˆ = aGˆ and Bˆ = Xˆ
◦
into Lemma 1 and using Eq. (15) gives
Tr Xˆ◦ +Tr(aGˆ− Xˆ◦)+ = Tr[Xˆ
◦(1ˆ− Φˆ)] + Tr(aGˆΦˆ)
= Tr[Xˆ◦(1ˆ− Φˆ)] + ap, (E7)
where the second line follows from Tr(GˆΦˆ) = p. There-
fore, from Eq. (41), s(a) = Tr[Xˆ◦(1ˆ− Φˆ)] holds. 
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