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In this study, a distinctive feature of quantum computation (QC) is characterized. To this end,
a seemingly-powerful classical computing model, called “stochastic ensemble machine (SEnM),” is
considered. The SEnM runs with an ensemble consisting of finite copies of a single probabilistic
machine, hence is as powerful as a probabilistic Turing machine (PTM). Then the hypothesis—that
is, the SEnM can effectively simulate a general circuit model of QC—is tested by introducing an
information-theoretic inequality, named readout inequality. The inequality is satisfied by the SEnM
and imposes a critical condition: if the hypothesis holds, the inequality should be satisfied by the
probing model of QC. However, it is shown that the above hypothesis is not generally accepted with
the inequality violation; namely, such a simulation necessarily fails, implying that PTM ⊆ QC.
PACS numbers: 03.67.Lx, 03.67.Ac
I. INTRODUCTION
By relating computation to physics, Feynman asked,
“can (quantum) physics be simulated by (classical) com-
puters?” and gave the negative answer [1]: It might be
impossible to efficiently simulate a quantum process on a
probabilistic Turing machine (PTM) [37]. Then, a quan-
tum computer that could simulate any quantum system
was conjectured by Feynman. Following Feynman’s origi-
nal arguments, Deutsch developed a physically realizable
model of a quantum computer, i.e., a quantum Turing
machine (QTM), a quantum analogue of the PTM [2].
After that, a formal argument that a QTM can be more
powerful than a PTM was provided [3, 4], and quan-
tum computation (QC) has been investigated intently
and more deeply with the advent of celebrated quantum
algorithms [5–7]. Today, it is widely believed that QC
solves hard problems much faster. However, skepticism
toward QC still exists since the identification of a clear
border between classical and quantum computations is
still obscure [8–10]. This would arise without ruling out
the potential of any classical probabilistic computation
model that is believed to imitate the QC [11–13].
With these open problems in mind, here we attempt
to find a dissimilar aspect between classical versus quan-
tum computations (without identifying the computa-
tional complexity [14]). For this purpose, we consider a
seemingly-powerful classical computing machine, called
“stochastic ensemble machine (SEnM),” which runs with
an ensemble consisting of a large (even infinite, in prin-
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ciple) number of single probabilistic machines (for exam-
ple, PTMs). Such SEnM can cover non-Markov chain
computation. Then, we immediately ask, “Can SEnM
simualte QC?” Our approach for seeking the answer is to
test the following hypothesis: there exists an SEnM that
effectively simulates a specific model of QC—we consider
the quantum circuit model in this study. Here, by the
simulation we mean that the SEnM is able to reproduce
quantum transition probabilities between all possible in-
termediate steps of our testing QC model. The test is car-
ried out on the basis of an information-theoretic temporal
inequality, called “readout inequality,” which imposes the
critical condition: if the above hypothesis holds, the in-
equality should also be satisfied by our testing QC model.
However, a violation of this inequality can be observed,
whereas it can never occur by the SEnM. Such a dis-
crepancy tells that the above hypothesis is generally not
accepted and such a simulation necessarily fails.
II. QC VERSUS SENM
We start with a brief description of QC. Convention-
ally, QC runs as follows. First, an input |ψ0〉 is ini-
tialized, and then, we place it into a kernel operation
(e.g., a quantum Fourier transformation or several iter-
ations of a nontrivial transformation), which consists of
the sequences of fundamental unitary (gates) operations
(hereafter, denoted by Cˆcomp). Finally, the solution in-
formation is extracted from the output state [38]. We
decompose Cˆcomp into the number of computation steps,
say L, such that
Cˆcomp = UˆL · · · Uˆ2Uˆ1, (1)
2where Uˆj (j = 1, 2, . . . , L) are the unitary transforma-
tions, realized as the possible transition maps in the
QTM [15]. Thus, the action of Cˆcomp is described as
|ψ0〉 → Uˆ1 |ψ1〉 → Uˆ2 · · · → UˆL |ψL〉, where |ψj〉 =∑
mj
ωmj |mj〉, and mj ∈ M denotes the readout sym-
bol (M is a set of symbols). The quantum probability
PQ(mj |ψj) of measuring mj at j is then defined as [2]
PQ(mj |ψj) =
∣∣ωmj ∣∣2 = |〈mj |ψj〉|2 . (2)
We note that the probabilities PQ(mj |ψj) are abstract
mathematical quantities and are not characterized in the
middle of the QC in general. However, they are to be
evaluated for our specific purpose, as described later.
Here, it is worth noting that there is a novel QC model,
called duality QC, which is originally proposed to exploit
the wave-particle duality so that it can also use the linear
combinations of Uj ’s [16–18]. The duality QC appears to
be more general than the typical QC model [18] and of-
fers more flexibility in quantum algorithm design [19, 20].
However, it will be sufficient for our purpose to consider
the (typical) QTM that runs the products of Uˆj ’s as in
Eq. (1); i.e., the superiority of the QTM over its classical
counterparts, if any, is directly generalized to that of the
duality QC model.
We then describe a seemingly-powerful classical com-
puting machine—an SEnM—that runs in parallel with an
ensemble of indistinguishable single-machine (e.g., PTM)
copies. Each copy consists of two components—a finite
processor and an infinite memory (or ‘tape’)—of which
only a finite portion is ever used, as in a conventional
Turing machine [39]. Each copy is assumed to be defi-
nitely in one of the following possible states: for the k-th
copy, its state sk ∈ S, where S is a finite set of possi-
ble states. The state collection of all copies is denoted by
sj = (s1, s2, · · · )j at any step j of the computation. Here,
let m(sk) ∈ M be the readout (or measurement) symbol
of the k-th copy sk. Then, the probability P (mj |sj) of
reading the symbol mj at step j can be defined as
P (mj |sj) = lim
N→∞
1
N
N∑
k=1
δm(sk),mj , (3)
and it characterizes the collection sj . Here, δm,m′ is the
Kronecker delta, and
∑
mj
P (mj |sj) = 1. Note that
these probabilities P (mj |sj) can be characterized in the
computation, however, the readout symbol m(sk) of a
specific k-th copy cannot be identified due to its indis-
tinguishability.
Each copy is allowed to have its own computation
routes, which may potentially reach the desired solu-
tion. The SEnM, however, executes a stochastic com-
putation in which the probability of reaching the tar-
gets is given by the sum of the probabilities along the
possible routes of the readout symbols of every k-copy.
However, particular routes of the readout symbols (e.g.,
mj−1(sk)→ mj(sk)) cannot be followed due to the indis-
tinguishability of the single-machine copies. Therefore, a
single step of the computation, a transition sj−1 → sj , is
stochastic and is specified by the conditional probabilities
(see Fig. 1). Here, a set of such conditional probabilities
corresponds to a table of the computation instructions
in a Turing machine [21]. More explicitly, a conditional
probability C(s1|s0) defines the first computational step
in which the ensemble is in s1 from a given initial s0. In
general, the computation at j-th step is defined by the
conditional probability C(sj |sj−1, ..., s0), conditioned to
the state collections sj′ (j
′ < j), which were obtained in
the earlier steps (except the initial s0). Thus, we have
a joint probability up to the j-th step, given in terms of
the conditional probabilities C by
P (s0, ..., sj) = C(sj |sj−1, ..., s0) · · ·C(s1|s0)P (s0), (4)
where P (s0) is the initial distribution of s0. Such an
SEnM is clearly beyond a Markov chain computation
[22], even though it is not possible to identify the states
of the individual copies in the computation. If we can
design an SEnM that is able to identify each copy and
its state, it is possible to follow the different copy-states
concurrently in the computation. However, it is trivial to
consider such an (imaginary) SEnM, since it is quite sim-
ilar to a non-deterministic Turing machine (NTM) (see
Fig. 1). Note that the NTM is believed to be superior to
the QTM; for example, NP-complete problems are poly-
nomially solvable by the NTM but not by the QTM (for
more details, see Ref. [14]).
III. HYPOTHESIS AND READOUT
INEQUALITY
Now, we shall test if there exists an SEnM model that
can simulate QC. To this end, we define the conditional
probability of reading out a symbol mj , given mj−1 at
every j-th step, as
P (mj |mj−1) = P (mj−1,mj)
P (mj−1)
. (5)
The pairwise joint probabilities P (mj−1,mj) are given as
the marginals of the grand joint probability of the readout
symbols:
P (m0, ...,mj) =
∑
{sj}
P (s0, ..., sj)
j∏
l=0
P (ml|sl). (6)
Then, we specify our hypothesis as follows.
H There exists an SEnM such that it provides
the conditional probabilities P (mj |mj−1) equal to
PQ(mj |mj−1) at each j-th step:
P (mj |mj−1) = PQ(mj |mj−1) (7)
for all j = 1, . . . , L, and then, P (mL|m0) for ob-
taining the final computation outcome mL given
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FIG. 1: (color online) A schematic of the SEnM computation. For simplicity, we consider only three copies. Each copy has its
own potential computation routes that reach their branches toward a local output area [as depicted in (a), (b), and (c)]. Here,
the computation route (i.e., sj → sj+1) are constructed by all of these copies—the computation is stochastic in this sense—
however, the SEnM cannot identify the changes of the copies (i.e., mj(sk) → mj+1(sk)). In a QC, it is possible to explore all
computation routes simultaneously and we also cannot identify the computation. Here, we also illustrate the computation of
a “nondeterministic Turing machine,” which can even cast and/or reject the computation routes concurrently [14]. Of course,
such an extraordinary ability is far from being realized.
the initial m0 is equal to the quantum probability
PQ(mL|m0):
P (mL|m0) = PQ(mL|m0). (8)
Here, it is easily inferred that the inverse of the hypoth-
esis H is true; namely, there exists a QTM that statis-
tically simulates the SEnM computation. For example,
one can drive his/her QTMs in a statistical way, such that
〈mj | ρˆj |mj〉 is equal to P (mj |sj), where ρˆj is a statistical
mixture of the symbol states decohered from |ψj〉.
To test this hypothesis H, we use an information-
theoretic inequality called the readout inequality as
H(ML|M0) ≤
L∑
j=1
H(Mj |Mj−1), (9)
which is derived by the validity of the grand joint
probability P (m0, . . . ,mL) in Eq. (6) (for details of
the derivation, see Appendix A). Here, H(Ml′ |Ml) =
−∑ml,ml′ P (ml,ml′) log2 P (ml′ |ml) are the conditional
Shannon entropies (l′ > l ∈ [0, L]) [23, 24], where
P (ml,ml′) are the marginals given from the grand joint
probability P (m0, . . . ,mL) in Eq. (6), and the condi-
tional probabilities P (ml′ |ml) are defined as Eq. (5).
This readout inequality imposes the critical condition:
if the hypothesis H holds, the readout inequality is also
obeyed by QC with the SEnM simulating it.
The test of H using the readout inequality in Eq. (9)
is suggestive of those that have been discussed in phys-
ical models of macro-realism and/or local-realism. In a
realistic theory, the measurement results are regarded as
a-priori properties independent of observation and they
are carried by a “hidden” variable, which is often called
reality. In addition to this, the macro-realism model as-
sumes that any measurements performed at an instant of
time has no influence on the subsequent dynamics, which
is called non-invasive measurability. Similarly, the local-
realism model assumes that the results obtained at a
place are independent of any measurements performed at
space-like separated place, which is called locality. These
constraints can be tested by Leggett-Garg inequality
and Bell inequality, respectively; namely, the inequalities
should be satisfied with the aforementioned constraints.
Quantum theory does not agree with both models violat-
ing the inequalities (for more details, see Refs. [25, 26]).
Adopting the view of these physical models (if one may
particularly wish), an SEnM implicitly assumes the real-
ity, i.e., the identity of the stochastic computation with
{s0, . . . , sL}. This condition is equivalent to the existence
of the probability distribution P (s0, . . . , sL) defined in
Eq. (4) [27]. It also has the non-invasive measurability,
namely that reading the symbol ml at the l-th step does
not have any effect on the state collection sl itself and
on the readouts at the subsequent steps. Thus, in such a
framework, we can predict that a violation of the readout
inequality is forbidden for any computation in which the
above two assumptions are implied.
Here, it should also be highlighted that the quantum
violations of the Leggett-Garg and/or Bell inequalities
can be simulated by a particular model where a certain
amount of information can be communicated between
locally or temporally separated testing points [28, 29].
Nevertheless, we clarify that the violation of the readout
inequality in Eq. (9) can never be observed in our SEnM,
because there is no communication of the readout sym-
4bols m of the single-machine copies; i.e., m is given for
the current ensemble state s, as defined in Eq. (3). Note
however that the SEnM can utilize the every information
about the past history of the ensemble in the stochastic
computation, as described in the previous section [also,
refer to Eq. (4)].
IV. QC VIOLATION OF READOUT
INEQUALITY
From now on, we investigate whether the hypothesis
H is true in general. As the readout inequality is obeyed
by every SEnM computation, the most general and di-
rect way is to examine whether or not the inequality in
Eq. (9) can be violated by QC. Thus, we first consider
a specific QC scheme, the so-called quantum amplitude
amplification (QAA), where the iterative runs of a given
unitary Gˆg enhance the probability amplitude (not the
probability itself) of the target |τ〉 among the number of
candidates (say, N) [30, 31]. Here, it is useful to know
that, for a certain condition, Gˆg is described as a rota-
tion of the angle Θ on the plane of the target |τ〉 and its
orthogonal state
∣∣τ⊥〉 as (for details, see B)
Gˆg = −eiΘσˆx , (10)
where Θ ≤ 2√PQ(m0 = τ |ψ0), and σˆx = |τ〉 〈τ⊥∣∣ +∣∣τ⊥〉 〈τ |. Note that Θ is supposed to be small because
the initial probability PQ(m0 = τ |ψ0) is vanishingly small
with a largeN . The total number of iterations nc is given
as
nc = CI
[
1
Θ
(
pi
2
−
√
PQ(m0 = τ |ψ0)
)]
, (11)
where CI[x] is the closest integer to x. Here, if PQ(m0 =
τ |ψ0) = 1N , we can obtain a quadratic speedup with nc =
O(pi4
√
N) compared to O(N) of the classical strategy [6,
32].
Then, we show that a violation of the inequality can
occur in QAA. First, we define Cˆcomp by cutting the en-
tire process of QAA; namely, we only consider a finite
number of iterations nd (< nc) such that
Cˆcomp = UˆL · · · Uˆ2Uˆ1 = Gˆndg (12)
by letting Uˆj = Gˆ
nd/L
g (∀j). Here, nd and L are initially
chosen so that nd/L becomes an integer number. To pro-
ceed, we define the measurement Mˆj = Πˆmj 6=τ − Πˆmj=τ ,
where Πˆmj=τ = |τ〉 〈τ |, and Πˆmj 6=τ = 1ˆ − |τ〉 〈τ |. We
then have
PQ(mj) = Tr(ρˆjΠˆmj ),
PQ(mj |mj−1) =
∣∣∣〈mj| Gˆnd/Lg |mj−1〉∣∣∣2 , (13)
where ρˆj = |ψj〉 〈ψj | = Gˆ(nd/L)jg ρˆ0 Gˆ(nd/L)jg
†
. Again,
we note that these measurements are performed only for
the purpose of our inequality test. Using Eq. (10) and by
simple calculations, the inequality in Eq. (9) is rewritten
as
h (ndΘ) ≤ Lh
(nd
L
Θ
)
, (14)
where h(x) = − (cos2 x) log2 (cos2 x) −(
sin2 x
)
log2
(
sin2 x
)
. Here, let us define the quan-
tity
D = Lh
(nd
L
Θ
)
− h (ndΘ) (15)
so that a negative value of D indicates a violation and
its degree. In such settings, let nd → pi4Θ by taking nd to
be 12nc. Note that, if nc is odd, nd = ⌊ 12nc⌋, where ⌊x⌋ is
the floor of x, the largest integer less than or equal to x.
Then, h(ndΘ) approaches the theoretical maximum; i.e.,
h(ndΘ)→ h(pi4 ) = 1. In contrast, Lh
(
nd
L Θ
) → Lh ( pi4L),
which can still be less than 1. This directly results in a
violation; namely,
D = Lh
( pi
4L
)
− 1 < 0 (16)
for an appropriately chosen L. Here, the maximum vio-
lation is given as
Dmin = CI
[ pi
4Θ
]
h (Θ)− h
(
CI
[ pi
4Θ
]
Θ
)
(17)
with L = nd = CI
[
pi
4Θ
]
. We particularly infer that
Dmin → −1 when Θ → 0, or equivalently, N → ∞ (for
more detailed analyses, see C).
Therefore, it is clear that, in general, QC does not
agree with a legitimate grand joint probability distribu-
tion P (m0, . . . ,mL) [as in Eq. (6)] constructed from the
conditional probabilities PQ(mj |mj−1). This points to-
ward the invalidity of the hypothesis H.
V. SUMMARY AND DISCUSSION
To summarize, we have studied a distinguishable fea-
ture of a specific model of QC by considering a power-
ful classical computing machine called the SEnM. Our
main question was “can SEnM simulate QC?” and the
answer was “generally, no.” To obtain such an answer,
we specified the following hypothesis H: there exists an
SEnM that statistically simulates QC. The test of this
hypothesis was carried out with the readout inequality.
By establishing the subtly connected link between the
physical assumptions implicitly involved in H, we explic-
itly showed that there is a discrepancy between a QC
and the SEnM’s QC simulation; QC can violate the read-
out inequality, even though the two computations should
satisfy the readout inequality if the hypothesis H holds.
This discrepancy directly indicates that H is not gener-
ally accepted. And further, this result implies that it is
generally not possible to prepare a classical setting which
5produces the desired output with the same number of QC
steps, particularly in a quantum circuit model. Thus,
noting that SEnM ⊇ PTM, we can conclude that QC is
characterized beyond the PTM.
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Appendix A: Derivation of the inequality in Eq. (9)
We derive the inequality in Eq. (9) by assuming the
validity of the grand joint probability P ({mj}) for j =
0, 1, . . . , L in Eq. (6). First, consider the joint Shannon
entropy
H({Mj}) = −
∑
m
P ({mj}) log2 P ({mj}), (A1)
where
∑
m
stands for
∑
mL
· · ·∑m1 ∑m0 , and the base
of the logarithm function is chosen to be 2. By the chain
rule for the Shannon entropy, we may factor the joint
entropy H({Mj}) as
H({Mj}) = H(ML|M0, . . . ,ML−1)
+H(ML−1|M0, . . . ,ML−2)
+ · · ·+H(M1|M0) +H(M0), (A2)
whereH(Ml′ |Ml) (l′ > l ∈ [0, L]) is the conditional Shan-
non entropy defined by
H(Ml′ |Ml) = −
∑
ml,ml′
P (ml,ml′) log2 P (ml′ |ml). (A3)
Here, the probabilities P (ml,ml′) are the marginals from
P ({mj}), and P (ml′ |ml) are given from Eq. (5). By
employing the information inequalities [23, 24],
H(Mj |M0, . . . ,Mj−1) ≤ H(Mj|Mj−1),
H(M0,Mj) ≤ H(M0,M1, . . . ,Mj), (A4)
we arrive at the information-theoretic inequality
H(ML|M0) ≤
L∑
j=1
H(Mj|Mj−1). (A5)
Appendix B: Quantum amplitude amplification
In general, the operation Gˆg consists of two reflections
as [30, 31]
Gˆg = −IˆQ(m)Iˆφ. (B1)
Here, Iˆφ is the quantum Householder reflection defined by
Iˆφ = 1ˆ −(1−eiφ) |ψ0〉 〈ψ0|, where 1ˆ is the identity opera-
tion. The phase φ is generally given from 0 to pi. Another
reflection IˆQ(m) is the quantum oracle operation defined
by IˆQ(m) =
∑
m e
iQ(m) |m〉 〈m|, where Q(m), called the
“query function,” is defined such that Q(τ) = ϕτ ∈ (0, pi]
and Q(m) = 0 for all m 6= τ . Here, we also note that
IˆQ(m) = 1ˆ − (1− eiϕτ ) |τ〉 〈τ |.
For further analysis, we let
∣∣τ⊥〉 = |ψ0〉 −
√
PQ(m0 = τ |ψ0) |τ〉√
1− PQ(m0 = τ |ψ0)
, (B2)
where it is assumed that
∣∣τ⊥〉 absorbs the relative phase.
Then, Gˆg is given as a 2× 2 unitary matrix on the plane
of |τ〉 and ∣∣τ⊥〉, assuming O (PQ(m0 = τ |ψ0))→ 0, as
Gˆg =
( −eiϕτ (1− eiφ)√PQ(m0 = τ |ψ0)(
1− eiφ) eiϕτ√PQ(m0 = τ |ψ0) −eiφ
)
. (B3)
6For a large-scale (i.e., N ≫ 1) problem, such an assump-
tion is reasonable because PQ(m0 = τ |ψ0) would be van-
ishingly small. We then write Gˆg explicitly, neglecting
the global phase factor e−i
φ+ϕτ
2 , as follows:
Gˆg = Rˆϕτ/2
[(
ei
ξ
2
e−i
ξ
2
)
+ iΘσˆx
]
Rˆ†ϕτ/2, (B4)
where
Rˆϕτ/2 =
(
1 0
0 −eiϕτ2
)
, (B5)
ξ = φ− ϕτ ,
Θ = 2
√
PQ(m0 = τ |ψ0) sin φ
2
, (B6)
and σˆx =
(
0 1
1 0
)
in the bases of {|τ〉 ,
∣∣τ⊥〉}. We rewrite
Gˆ2
m
g in Eq. (B4) as
Gˆ2
m
g = Rˆϕτ/2Hˆ
2m
Θ,ξRˆ
†
ϕτ/2
, (B7)
where HˆΘ,ξ is defined by
HˆΘ,ξ =
(
ei
ξ
2
e−i
ξ
2
)
+ iΘσˆx. (B8)
The operation Hˆ2
l
Θ,ξ is evaluated, for l = 1, 2, . . . ,m, as
Hˆ2
1
Θ,ξ =
(
ei2
ξ
2
e−i2
ξ
2
)
+ i2 cos
(
2−1ξ
)
Θσˆx,
Hˆ2
2
Θ,ξ =
(
ei2
2 ξ
2
e−i2
2 ξ
2
)
+ i22 cos
(
2−1ξ
)
cos
(
20ξ
)
Θσˆx,
...
Hˆ2
m
Θ,ξ =
(
ei2
m ξ
2
e−i2
m ξ
2
)
+ i2mΓΘσˆx, (B9)
where
Γ =
m−1∏
j=0
cos
(
2j
ξ
2
)
=
1
2m
sin
(
2m ξ2
)
sin ξ2
. (B10)
Here, if we assume that the phase factor e−i
ϕτ
2 is also
absorbed into
∣∣τ⊥〉, we can ignore Rˆϕτ/2 and Rˆ†ϕτ/2 in
Eq. (B7); thus, we have Gˆ2
m
g = Hˆ
2m
Θ,ξ.
Then, by using Eqs. (B8)–(B10), we can express Gˆ2
m
g
without a loss in generality as
Gˆ2
m
g = −e−i2
mΓΘσˆx −
(
1− e−i2m ξ2
1− ei2m ξ2
)
,(B11)
FIG. 2: (color online) We depict the inequality violations (i.e.,
the negative values of D) in the possible region of a two-
dimensional plane (β, α). Here, we consider four cases: (a)
Θ =
√
1/103, (b)
√
1/104, (c)
√
1/105, and (d)
√
1/106. In
each graph, we also draw the lines for α corresponding to
L = 2 (red dashed), L = 3 (blue dashed), L = 4 (green
dashed), and L = CI( pi
4Θ
) (magenta dashed).
where the first term −e−i2m ΓΘ σˆx is the main process of
amplitude amplification, and the last term represents the
inaccuracy or error. Here, we note that the condition ξ →
0, known as the “phase-matching condition,” should be
satisfied to successfully complete amplitude amplification
without error (see Refs. [31, 33] for the issues). Namely,
as Γ → 1 when ξ → 0 [with the property of the sine
function in Eq. (B10)], it is straightforward that
Gˆ2
m
g = −e−i2
mΘσˆx . (B12)
Appendix C: Detailed analyses of the inequality
violations in QAA
To see the violation more explicitly, we first define two
parameters, α and β, related to the factors L, nd, and
nc:
α = lognc L, and β = lognc nd, (C1)
where 0 ≤ α ≤ β ≤ 1, which is imposed by the condition
1 ≤ L ≤ nd ≤ nc. Another parameter for the inequality
test is Θ, which is given in terms of nc, or equivalently,
the problem scale N . Note that Θ is assumed to be
very small for very large N in a practical application.
For example, if we consider the original Grover’s search
algorithm, we have Θ = 2
√
1/N for φ = ϕτ = pi. In
this circumstance, we show the graphs of the inequality
violations (D < 0) in the possible region of the two-
dimensional space of β and α, i.e., α ≥ 0, β ≥ 0, and
α ≤ β ≤ 1 (see Fig. 2). Here, we consider four cases of
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FIG. 3: (color online) Graphs of D versus β are drawn for
L = 2 (red points), 3 (blue points), 4 (green points), and
CI( pi
4Θ
) (magenta points). Each graph corresponds to that in
Fig. 2: (a) Θ =
√
1/103, (b)
√
1/104 , (c)
√
1/105, and (d)√
1/106. An inequality violation (D < 0) is observed even for
a relatively small experimental scale (i.e., L = 2, 3, 4), but the
violations would be conspicuous when the experiment scale L
becomes large.
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FIG. 4: (color online) We plot the simulation data (blue
points) of the maximum violation, i.e., Dmin, for γ = 3, 4, 5, 6.
The data are very well matched to the theoretical values (red
lines) given by Eq. (C2).
Θ =
√
1/10γ with (a) γ = 3, (b) γ = 4, (c) γ = 5, and
(d) γ = 6. In each graph, we draw dashed lines for α
corresponding to L = 2 (red), 3 (blue), 4 (green), and
CI( pi4Θ ) (magenta). Note that the maximum violation is
observed on the line of CI( pi4Θ ). It is also seen that the
violations are conspicuous when L becomes large.
In Fig. 3, we additionally present the values of D along
the lines of L = 2, 3, 4,CI( pi4Θ ) drawn in Fig. 2 by increas-
ing L from 2 to nd (see the main text). Here, we note
that our inequality test would be realized in an experi-
ment for the reasonable problem scale Θ =
√
10−γ and
for a value of L that is not too large because the size of
the measurement settings becomes larger as L increases.
However, in order to see the maximum violation, i.e.,
Dmin (particularly, close to the lower bound −1), it is
necessary to increase the measurement settings for a large
problem scale N . In Fig. 4, we plot the data of the max-
imum violation Dmin (blue points) obtained from Monte
Carlo simulations compared with the theoretical values
(red lines) given by
Dmin = CI
( pi
4Θ
)
h (Θ)− h
(
CI
( pi
4Θ
)
Θ
)
. (C2)
The simulations are performed with the setting L = nd =
CI( pi4Θ ) to obtain the maximum violation by increasing
γ. However, to reduce the computing flops, the simula-
tions are performed on the two-dimensional space of |τ〉
and
∣∣τ⊥〉 by employing Eq. (B3). The conditional and
marginal probabilities for characterizing the conditional
entropies are evaluated by averaging 104 outcomes of the
measurements at each step. Each point is made by av-
eraging 1000 trials of inequality tests. It is seen that the
data are match the theoretical values well. The detailed
values are listed in Tab. I.
γ Dmin (Simul.) Dmin (Theor.)
3 ≃ −0.703 ± 0.013 ≃ −0.714
4 ≃ −0.878 ± 0.006 ≃ −0.884
5 ≃ −0.941 ± 0.011 ≃ −0.955
6 ≃ −0.977 ± 0.004 ≃ −0.983
TABLE I: Values of Dmin obtained from the numerical simu-
lations and those using Eq. (C2) for γ = 3, 4, 5, 6.
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