Abstract. Motivated by the classical results of G. Frobenius and O. Perron on the spectral theory of square matrices with nonnegative real entries, D. Evans and R. Høegh-Krohn have studied the spectra of positive linear maps on general (noncommutative) matrix algebras. The notion of irreducibility for positive maps is required for the Frobenius theory of positive maps. In the present article, irreducible positive linear maps on von Neumann algebras are explicitly constructed, and a criterion for the irreducibility of decomposable positive maps on full matrix algebras is given.
Let A and A + denote a C * -algebra and its cone of positive elements. A linear map ϕ : A → A is positive if it leaves the cone A + invariant; that is, ϕ(x) ∈ A + for every x ∈ A + . If A is an n-dimensional commutative C * -algebra, then a positive map ϕ on A has a representation as an n × n matrix with nonnegative real entries. Therefore, the classical matrix theoretic results (see [7, Ch.8] ) of O. Perron and G. Frobenius on matrices with nonnegative entries can be viewed as an important case of a more general theory that deals with positive maps on operator algebras. This is the viewpoint taken by D. Evans and R. Høegh-Krohn [6] , S. Albeverio and R. Høegh-Krohn [2] , and U. Groh [8] , [9] in their works on the spectra of positive maps on operator algebras. In both the classical theory and its various generalisations [12] , and in the one put forward in [6] , [2] , [8] , and [9] , a positive map that is "strictly" positive, or that is "irreducible", will possess certain interesting spectral properties. Although the spectral theory of such maps has been studied, the issue of how one is to determine whether a given positive linear map on an operator algebra is strictly positive or irreducible (or neither) has received much less attention. For matrices with nonnegative entries a simple and readily verifiable criterion exists, dating back to Frobenius: ϕ is strictly positive if and only if each entry of ϕ is positive, and ϕ is irreducible if and only if the directed graph of ϕ is strongly connected. However for positive maps on noncommutative operator algebras, it is somewhat more difficult to make this determination. Indeed this difficulty appears to be hampered even further by the fact that there is no tractable structure theory for positive maps.
The purpose of this article is twofold. First of all we aim to develop a "usable" criterion for the irreducibility of certain positive maps on operator algebras; this is done in order to facilitate the construction of concrete irreducible positive maps to accompany the more theoretical works [2] , [6] , [8] on spectral theory. The second point to be made here is that the notion of irreducibility for positive maps on operator algebras is combinatorial, just as it is for nonnegative matrices; this fact is of interest because, in general, cone-preserving maps are not usually explicitly described by combinatorial data.
In what follows the term operator algebra is to mean a von Neumann algebra A, with identity 1, of operators acting on some complex Hilbert space H. For the definition and study of irreducible positive linear maps on C * -algebras, see the papers of Groh [8] , [9] . Proof. To prove that (1) implies (2), we assume without loss of generality that ||ϕ|| ≤ 1, and that F is a nontrivial weakly-closed face of A + that is invariant under ϕ, and that if F is minimal, then F = {λ1} for some real λ ≥ 0. Let 
Definition. A face F of the cone
Because ϕ is a contraction and F is ϕ-invariant, F 1 is invariant under ϕ. Now as F 1 is a nontrivial face, at least one of p 1 , p 2 is a nontrivial projection. If p 2 = 1, then ϕ(p 2 ) ∈ F 1 implies that ϕ(p 2 ) ≤ p 2 , which yields the desired conclusion. If p 1 = 1, then p 2 = 0 and p 2 = 1 (because of the restrictions on F ), and ϕ(1) ≤ 1, as ϕ(1) ∈ F 1 . Hence,
, which is the desired conclusion.
Assume now that (2) holds; so there is a nontrivial projection p ∈ A and a scalar λ > 0 such that ϕ(p) ≤ λp. If a ∈ A + , then pap ≤ ||a||p and so, by the positivity of ϕ, ϕ(pap) ≤ ||a||ϕ(p) ≤ λ||a||p. Hence ϕ(pap) ∈ (pAp) + . As every x ∈ A is a linear combination of elements of the form pap, for certain a ∈ A + , it follows that ϕ leaves pAp invariant.
Lastly, suppose that the hereditary C * -subalgebra pAp is ϕ-invariant, where p is a nontrivial projection. Let F = {x ∈ A + : x ≤ µp for some real µ > 0}, a weakly-closed nontrivial face of A + . If x ∈ F, then x ≤ µp for some real µ > 0 implies that x ∈ pAp and so x = pap for some a ∈ A. Hence ϕ(x) ≤ λp for every λ > ||a||, and so ϕ(x) ∈ F .
Using Proposition 1, one can deduce some straightforward necessary conditions that must be satisfied in order for a positive linear map ϕ on A to be irreducible. Proof. Statements (2) and (3) are evident. To prove (1), suppose that x ∈ ker ϕ ∩ A + , and that x = 0. If x = λ1, then for every a ∈ A + , a ≤ ||a||1 implies that ϕ(a) ≤ λ||a||ϕ(1) = 0 and so ϕ is identically zero, which an irreducible map cannot be. Thus we may assume x is nonzero and has at least two spectral values; this means that if E is the spectral resolution of the identity for x, then there is a real number 0 < δ < ||x|| such that p = E(δ, ∞) is a nontrivial projection. From 
and so ϕ is reducible, which contradicts our hypothesis that ϕ is irreducible. Therefore the range of ϕ(1) must be dense in H. Now suppose that x is a positive invertible element of A. Then there is a real number δ > 0 such that 0 < δ1 ≤ x; hence, δϕ(1) ≤ ϕ(x). Now if ϕ(x) fails to have dense range, then there exists a nonzero vector ξ ∈ H that is annihilated by ϕ(x). The inequality δϕ(1) ≤ ϕ(x) implies, therefore, that ϕ(1)ξ = 0, which is in contradiction to the fact that ϕ(1) has dense range. Hence, it must be that the range of ϕ(x) is dense in H.
The criterion for irreducibility given by Evans and Høegh-Krohn is a direct parallel to one used by linear algebraists, although it is difficult to use for practical purposes; nevertheless, the criterion is important in that it shows an exact relationship between irreducibility and strict positivity.
An irreducibility criterion. Suppose that ϕ is a positive linear map on a von
Neumann algebra A of operators acting on an n-dimensional Hilbert space, and that τ is a faithful, normalised trace on A. The following statements are equivalent.
(1) ϕ is irreducible.
(2) There is a positive integer k < n such that (I + ϕ) k is strictly positive.
A few of the main results concerning spectral theory, in the finite-dimensional case, are summarised in the following theorem. See [2] and [8] for analogous results in infinite dimensions. In order to produce nontrivial examples of irreducible positive maps, and in some cases to characterise all irreducible maps within a specific class, Theorem 2 below will be our main tool. The description in Theorem 2 is combinatorial, as it depends on invariant subspace lattices. This is in keeping with the flavour of Frobenius's matrix-theoretic notion of irreducibility, which is typically viewed as a property concerning directed graphs. Recall that a directed graph G on n vertices is said to be strongly connected if for each pair of distinct vertices v i and v j there is a directed path in G connecting v i with v j . The directed graph of a matrix T ∈ M n (C) is the directed graph which contains an edge directed from vertex v i to vertex v j if and only if the (i, j)-entry of the matrix T is nonzero; a matrix T is said to be irreducible if and only if its directed graph is strongly connected. It is useful to note here that matrix-theoretic irreducibility is also a property concerning the invariant subspace lattice: namely, a matrix T is irreducible in the sense of Frobenius if and only if T has no nontrivial invariant subspace that is spanned by a subset of the standard orthonormal basis vectors ξ 1 , . . . , ξ n of C n . For a more explicit link between Frobenius's notion of irreducibility and irreducible positive linear maps on matrix algebras, refer to Example 2.
Theorem 1 ([6]). Suppose that ϕ is a positive linear map on a finite-dimensional von Neumann algebra
A collection S of (closed) subspaces of a Hilbert space H will be called trivial if S contains only {0} and H. Given an operator a ∈ B(H), Lat-a will denote the invariant subspace lattice of a.
Theorem 2. Suppose that a positive linear map ϕ on a von Neumann algebra
Proof. Suppose that the operators a j ∈ B(H) are such that j Lat-a j is trivial, and assume that ϕ(p) ≤ λp for some real λ ≥ 0 and projection p ∈ A. If ξ ∈ ker p, then
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use implies that (pa j ξ, a j ξ) = 0 for each j, which is equivalent to pa j ξ = 0 for each j. Thus ker p ∈ j Lat-a j and so ker p is either H or {0}. Hence, ϕ has no nontrivial invariant projections.
Suppose, conversely, that ϕ is an irreducible positive map on M n (C) of the form ϕ(x) = j a * j xa j . Assume K ∈ j Lat-a j is a nontrivial subspace; we will prove that this assumption contradicts the irreducibility of ϕ. Let q be the projection onto K ⊥ . Because K is invariant under each a j , with respect to the decomposition
which implies that ϕ is reducible, a contradiction. Proof. Because a is irreducible, a and a * have no common nontrivial invariant subspaces and therefore the map x → a * xa+axa * is irreducible. By (2) of Corollary 1, the addition of ψ to an irreducible map produces another irreducible map.
Example 1 gives a very simple and explicit method for constructing irreducible positive linear maps on A and, in particular, on B(H). The remainder of the paper treats positive maps on the matrix algebra M n (C), for it is here where the Evans/Høegh-Krohn spectral theory is developed and where the connections with Frobenius's notion of irreducibility are the strongest. At the end of the article, one further construction for general operator algebras is discussed.
To fully link the notion of irreducibility for positive maps with combinatorics, it is necessary to assume these positive maps have some sort of structure, namely that they are decompsable. Recall that a positive linear map is decomposable [14] if it is a sum of completely positive and copositive linear maps. If A is the full matrix algebra M n (C), then from the theorem [4] of M.-D. Choi, every decomposable map ϕ is of the form ϕ = ψ + , where ψ is completely positive and of the form ψ(x) = k j=1 a * j xa j , for some canonical choice of linearly independent matrices a 1 , . . . , a k ∈ M n (C), and is copositive, of the form (
. . , b m . As decomposable maps on M n (C) have a defined structure, Theorem 2 can be modified slightly to describe the irreducibility of these maps in terms of the canonical matricial coefficients a j , b i that arise. (It  is implicit that the cardinality of the set {a 1 , . . . , a k , b 1 , . . . , b m } is at least 2.)
Irreducible Decomposable Maps. If ϕ is a positive linear map on
M n (C) of the form ϕ(x) = j a * j xa j + i b * i x t b i , for some matrices a 1 , . . . , a k , b 1 , . . . , b m ∈ M n (C),
then ϕ is irreducible if and only if
Proof. If ϕ is irreducible, then the latter part of the proof of Theorem 2 applies equally well here to yield the conclusion that 
Proof. If u is unitary, then the maps x → u
* xu and x → u * x t u are reducible; this proves (1) 
and (2). A positive map sending M n (C)
+ onto itself is decomposable and of the form x → a * xa or of the form x → a * x t a, for some a ∈ M n (C) [13] ; such maps are, by the criterion, reducible. Finally for (4), commuting matrices have a common eigenvector, which spans a common 1-dimensional invariant subspace. The assertion concerning the spectral radius of ϕ is a special case of a theorem in [11] .
With the following example we have one case where the combinatorial information provided by Theorem 2 can be set in a graph-theoretic context. The standard matrix units of M n (C) are the n 2 matrices e ij that have (i, j)-entry equal to 1 and all other entries equal to 0. Unital positive maps are sometimes called stochastic maps; if τ denotes a faithful normalised trace on A, then a positive linear map ϕ on A is said to be doubly stochastic if ϕ is stochastic and trace-preserving. The doubly stochastic maps on an n-dimensional commutative algebra are precisely the doubly stochastic matrices, that is, the set of n × n matrices S with nonnegative entries such that the sum in each row and each column of S is 1. Proof. Suppose that ϕ is irreducible. Let S n denote the group of permutations on n elements; for each σ ∈ S n , let p σ be the unitary matrix that maps each standard orthonormal basis vector ξ j to ξ σ(j) . Let E = a∈E a, a zero-one matrix. Assume that E is reducible in the sense of Frobenius; then there is a σ ∈ S n such that
σ Ep σ is a block matrix of the form
, where E 11 is a k × k zero-one matrix with k < n. Thus, the subspace spanned by ξ σ −1 (1) , . . . , ξ σ −1 (k) is nontrivial and E-invariant. We can interpret p −1
σ Ep σ as a sum of matrix units as well: namely,
As Span{ξ 1 , . . . , ξ k } is evidently invariant for every matrix unit e σ(µ)σ(ν) , where e µν ∈ E, then Span{ξ σ −1 (1) , . . . , ξ σ −1 (k) } is invariant for every matrix unit e µν ∈ E. But this contradicts the fact that, by Theorem 2, the matrix units a ∈ E have no common nontrivial invariant subspaces; hence the matrix E must be irreducible. Assume, conversely, that E = a∈E a is an irreducible nonnegative matrix in M n (R). Let K ∈ a∈E Lat-a be a nonzero subspace of minimal dimension. We shall prove that K = C n . Because K is a-invariant for each a ∈ E, K is invariant for (the irreducible matrix) E as well. Each matrix unit a ∈ E is of rank 1; hence, given a matrix unit a, either a(K) = {0}, or a(K) = Span{ξ i } if a = e ij for some j. Therefore the subspace L of K generated by a∈E a(K) is spanned by a subset of the standard orthonormal basis vectors of C n ; moreover, L is a-invariant for each a ∈ E and so, by the minimality hypothesis, L = K. Hence K is an E-invariant subspace that is spanned by some subset of the standard orthonormal basis of C n ; by the irreducibility of E, this means that K = C n . By Theorem 2, the condition a∈E Lat-a = {0, C n } is equivalent to the irreducibility of ϕ(·) = a∈E a * (·)a. This completes the proof of statement (1) .
If E = a∈E a is doubly stochastic, then because E is a zero-one matrix, E must be a permutation matrix: E = p σ , for some σ ∈ S n . Therefore, ϕ is the map ϕ(x) = j x jj e σ(j)σ(j) , which is plainly doubly stochastic. Conversely, if ϕ is doubly stochastic, then for each j the matrix ϕ(e jj ) is a matrix unit and has trace 1; as ϕ(1) = 1, it follows that ϕ is a permutation on the set of projections e 11 , . . . , e nn , and so there is a permutation σ ∈ S n such that ϕ(e jj ) = e σ(j)σ(j) , for all j. Fix j; if e µν ∈ E, then e νµ e jj e µν is either 0 or a matrix unit e jν , and so e νµ e jj e µν = e σ(j)σ(j) if and only if µ = j and ν = σ(j). Thus, from ϕ(e jj ) = eµν ∈E e νµ e jj e µν = e σ(j)σ(j) , for every j , we conclude that E = {e jσ(j) : 1 ≤ j ≤ n} and that E = p σ , a doubly stochastic matrix.
We now establish statement (3). Assume to begin with that ϕ is strictly positive. We will prove that E must be the entire set U of matrix units. This conclusion, in turn, is clearly equivalent to statement that ϕ(x) has the form x → τ x 1, which implies that ϕ is strictly positive. Suppose that E = U and that e µν ∈ U but e µν ∈ E. If a ∈ E, then e µν a = 0 only if a = e νj for some j; in this case, a * e µν a = e jν e µj , which is zero unless ν = µ. Thus, if µ = ν, then ϕ sends e µν to zero. If ν = µ, then for every a ∈ E, a * e µν a is either zero or a projection of the form e jj , for some j = µ. Thus
which implies that ϕ(e µµ ) is not invertible. Therefore, ϕ cannot be a strictly positive map if E = U.
Observe that in Example 2 above, the range of ϕ lies in the commutative subalgebra D n of diagonal matrices. The matrix E is, therefore, intimately related to the map ϕ. Indeed the matrix representation of the restriction of ϕ to D n is E; hence the Perron values of ϕ and E coincide.
The following proposition illustrates some of the properties held by strictly positive maps. Proof. The equivalence of statements (2) and (3) is a theorem of S.-H. Kye [10] .
Obviously statement (1) implies (2). Suppose, then, that statement (2) is true. Given any projection p, there is a rank-1 projection q such that q ≤ p. Thus, ϕ(q) ≤ ϕ(p) and ϕ(q) invertible imply that ϕ(p) is invertible. Now because the cone M n (C) + is generated by projections, it follows that ϕ(x) is bounded below for each nonzero positive matrix x; that is, ϕ is strictly positive.
An immediate consequence of this proposition is that every reducible positive linear map ϕ on the n × n matrices lies on the boundary of the cone of all positive linear maps on M n (C). As the boundary of this cone will consist of both reducible and irreducible maps, the following example is of some interest. Proof. Suppose that ϕ that generates an extremal ray in the cone of decomposable positive linear maps on M n (C). By definition, ϕ is a sum ϕ = ψ + , where ψ is completely positive and is copositive. From ψ ≤ ϕ and the fact that ϕ generates an extremal ray, there is a real number µ ∈ [0, 1] such that ψ = µϕ; hence (1 − µ)ψ = µ . Because ψ is completely positive and is not, µ must be either 0 or 1. If µ = 0, then ϕ is completely positive and generates an extremal ray in the cone of completely positive maps on M n (C); by [3, Cor1.4.3] , ϕ must therefore be a compression of an irreducible representation of M n (C). However as all irreducible representations of M n (C) are unitarily equivalent to the identity representation, ϕ must have the form ϕ(x) = a * xa, for all x, for some matrix a. By Theorem 2, such a map is reducible. Similar arguments show that in the case where µ = 1, there is a matrix a such that ϕ will have the form ϕ(x) = a * x t a, for all x, which is a reducible map by the criterion for irreducibility.
Is it possible to remove the condition that ϕ be decomposable from the hypothesis of (3) above? In this direction it is noteworthy that the Choi-Lam example [5] Suppose that A j is a von Neumann subalgebra of B(H), for j = 1, . . . n, and consider the operator algebra
(H ⊕ · · · ⊕ H).
Let G be a strongly connected graph on n vertices and suppose that whenever there is a directed edge from vertex i to vertex j in the graph G, we have a specified positive linear map ϕ ij : A j → A i such that ϕ ij (x) has dense range for every nonzero positive x ∈ A j . Now "fill out" the matrix ϕ = (ϕ ij ) 1≤i,j≤n by arbitrarily choosing a positive map ϕ µν : A ν → A µ whenever there fails to be a directed edge from vertex µ to vertex ν in the graph G. Standard matrix arguments (left to the reader) show that the positive linear map ϕ on A has the property that (I + ϕ) n−1 is dense-range positive; by the remarks above on dense-range positivity, this conclusion implies that ϕ is irreducible.
The spectral theory of Evans and Høegh-Krohn concerns operator algebras acting on finite-dimensional Hilbert spaces; it would be interesting, nevertheless, to have more complete information, beyond Corollary 1, Theorem 2, and Example 1, regarding the irreducibility of positive linear maps on infinite-dimensional operator algebras. For example, if one looks for an extension of Example 3, say, then the following statement, which is only a partial extension, is not difficult to prove: A completely positive map ϕ on A that generates an extremal ray in the cone of completely positive maps A → B(H) cannot be dense-range positive. The argument runs as follows. Suppose that ϕ generates an extremal ray of the cone of all completely positive maps A → B(H). By [3, Cor1.4.3] , there is an irreducible * -representation π of A on a Hilbert space H π , and a nonzero operator w : H → H π such that w(H) is a cyclic subspace for π(A) and ϕ(x) = w * π(x)w for every x ∈ A. Let ξ ∈ H be a fixed unit vector for which wξ = 0. Because π is irreducible, by Kadison's transitivity theorem there is a nonzero x ∈ A with π(x)wξ = 0; hence, wξ is in the kernel of π(x * x) and ϕ(x * x) has ξ in its kernel, implying that the range of ϕ(x * x) fails to be dense in H.
