The present work points out that the Deutsch-Jozsa algorithm was the first formal description of a quantum decider. Particularly it is studied here the category of languages whose indicator functions allow the Deutsch-Jozsa algorithm to respond with a monochromatic spectrum of quantum computed states, not only the z=0 case for constant indicator functions. Thus, we are introducing here a new category of balanced languages named monochromatic languages. Moreover it is shown that monochromatic languages can be represented as a combination of a narrower category of balanced languages, named binary periodic languages. To check out the predicted monochromatic languages, it is performed some classical computer simulations of the Deutsch-Jozsa quantum algorithm, using 4 and 6 qubits to check out the proposed language model.
Introduction
Anyone who has started their studies in quantum computing certainly marveled at the parallelism power of the quantum computation, embedded in the relatively simple universal quantum computer introduced by (Deutsch and Jozsa, 1992 , abbreviated as DJ92 hereafter), described as the quantum circuit shown in Figure 1 . versity, Rio Claro, SP, Brazil -e-mail: emarinho@rc.unesp.br, pereira.marinho@unesp.br The DJ92 algorithm is an improved version of that presented in a original work of Deutsch (1985) , in which a quantum generalization of Turing machines was proposed, favored by the exponential speedup of the quantum parallelism, which would be physically impossible of being reproduced by a classical computer. Further improvement on the DJ92 method, exploring additional potentialities, was presented by Cleve et al. (1998) .
The most striking demonstration of the power of quantum parallelism, whose central idea resided in the DJ92 algorithm, was the quantum algorithm for prime decomposition of large integers formulated by Shor (1994 Shor ( , 1996 . To date, no algorithm can decompose large integers into polynomial time when reproduced by a deterministic Turing machine, and it is in the class NP (e.g. Garey and Johnson, 2000) .
To realize how fast a quantum algorithm is in comparison to the classical methods of solving computationally difficult tasks, let us consider the best conventional algorithm known at present, which is the general sieve number (GNFS) algorithm, famous for factoring large n-bit integers, N ≤ 2 n − 1, larger than 10 100 , in the sub-exponential time of O exp 3 64 9 n(log n) 2
On the other hand, the Shor quantum algorithm is only O(n 3 ) time, at the cost of O(n) quantum gates. Thus, the Shor's quantum algorithm is O exp 3 64 9 n(log n) 2 O( 3 √ n) = O exp 3 64 9 n(log n) 2 .
faster than the GNFS method, which is at least a fascinating speedup, not to saying fantastic. Another very clever application, having as kernel the DJ92 algorithm, is the also famous Grover (1996) algorithm. The Grover key-search method is a quantum algorithm capable of violating a password authentication system, such as the RFS encryption system in only O( √ N ) steps, where N = 2 n is the number of possibilities of matching the oracle's kept-in-secret n-bit key. To realize its exponential speedup, the Grover's algorithm would be O(2 128 ) faster than the conventional brute force method to break a 256-bit secret key.
As mentioned in the abstract, there exists in the DJ92 algorithm an underlying problem of decidability, so that the quantum oracle acquires a more elegant perspective if discussed in the context of quantum languages, as will be done in the following paragraphs.
Mixing the jargon of quantum computation with the formal concepts of computability theory (e.g., Sipser, 1996; Hopcroft and Ullman, 1979; Kelley, 1995) , it can be said that the Deutsch-Jozsa algorithm was the first formal propose of a quantum decider, even that it was not explicitly quoted by the authors. Formal languages can be defined according to Chomsky's grammatical formalism and can also be defined in the recognizers formalism given by Alan Turing. In the grammatical formalism, a language is defined by a grammar from which all strings of the language are derived. The broader category of languages is called unrestricted. According to Chomsky's theory of syntactic structures, the grammatical complexity is connected to the abstraction level of their languages, which decreases with number of restrictions imposed to their grammars, running from 0 through 3 restrictions:
Type 0: is the top-level category of formal languages, known as unrestricted languages, whose grammars have production rules in the form α → β, where α and β are replacement patterns, aka sentential forms, which are strings involving zero or plus terminal and non-terminal symbols -terminals are the symbols of the language alphabet, whereas non-terminal are temporary symbols, used for recursive replacements, until reaching productions whose right-hand-side β comprises terminal symbols only;
Type 1: is the category called context sensitive languages, whose grammars have only one constraint: their production rules cannot be contractivenamely, the right side β of the production rules cannot be smaller than the left form α, |α| ≥ |β|;
Type 2: is the class known as context-free languages, and are imposed 2 restrictions to their grammars -they are context-sensitive languages with a further restriction that the left-hand-side α can only be a solo nonterminal, namely α = A, so that all productions are in the form A → β;
Type 3: is the lowest level category, well known as regular languages have their corresponding grammars with 3 restrictions -they are type-2 languages whose grammars have a further restriction which is that the right-handside, α, is totally made of terminals, with an optional appending nonterminal, say β = ω or β = ωA, where ω is a terminal string and A a solo non-terminal.
In the recognizers formalism, unrestricted languages are the collection of strings that are accepted by a Turing machine, also called recognizer or acceptor. By accepting means that the machine halts at a specific set of states, called acceptance states. Such language is said to be acceptable. It can be proved that, if a language is acceptable, then there exists a Turing machine, known as recursive enumerator, programmed to indefinitely list all the strings of the language. Such a process of infinitely listing the strings of a language, through the reuse of the elements of a finite set, is known as recursive enumeration. The process of deriving strings from a grammar, in crescent order of lengths, is an example of recursive enumeration. Any formal language is a recursively enumerable language.
The fact that a language is recursively enumerable does not guarantee that it will ever be possible to program a Turing machine that will stop for any input. To be more specific, an acceptor is a Turing machine that stops if the input string belongs to the language. On the other hand, if the input string does not belong to the language, nothing can be stated about how long the Turing machine takes until it stops, and if at some point it will stop.
The category of languages whose Turing machine stops under any circumstances is called decidable languages. This particular machine that can either accept or reject the input strings in a finite number of steps is called a decider, also known as a total Turing machine. The process of recursively listing a decidable language can be done by listing all the strings of a given alphabet, separating them from those belonging to those that do not belong to a decidable language. This is the reason why decidable languages are also called recursive languages. One can prove that Chomsky's type 1 is exactly the universe of recursive languages (e.g., Sipser, 1996; Hopcroft and Ullman, 1979; Kelley, 1995) . As the Chomsky's type-2 and 3 are subcategories of the type 1 languages, it follows that both the latter are also recursive.
A decider can also be interpreted as the total Turing machine which reproduces an indicator function f : Σ * → {0, 1} for a source language L, namely
which means that the f -exercising Turing machine reads the input string x from one tape and writes, say, in another tape a bit 0 or 1 in response to the query x.
The domain Σ * is known as the universe language, which is defined as the Kleene's closure over the alphabet Σ, namely
where, the exponentiation Σ n , with n ∈ N, abbreviates the recursive concatenation of Σ by itself in n − 1 times, namely
For example, if Σ = {0, 1}, then Σ 2 = {00, 01, 10, 11}, Σ 3 = Σ 2 Σ = {000, 010, 100, 110, 001, 011, 101, 111}, and, alternatively, Σ 3 = ΣΣ 2 = {000, 010, 001, 011, 100, 110, 101, 111}.
The null exponentiation Σ 0 = {ε} is required for consistency, where ε is the null string ε, which is the zero-length string, and is the neutral element of the string operation of concatenation. In fact, doing the replacement n = 0 in equation (3), we find Σ = Σ 0 Σ = ΣΣ 0 .
All of the previous paragraph applies to concatenation between languages. Thus, if A and B are languages, then the concatenation AB is defined as the following set AB = {ω = uv | u ∈ A ∧ v ∈ B}. The exponentiation of concatenation is recursively defined as in equation (3), namely A n+1 = A n A = AA n . If A = ∅, A 0 = {ε}. The Kleene closure A * , with A = ∅, is given as in equation (2).
A more elegant view of the indicator function is that of a universal Turing machine U , which receives the formal description of a language L at its input, and outputs a Turing machine U (L) to respond to input strings, at a later stage, according to equation (1), namely U (L) :
Since the alphabet must be finite, the universe language itself is infinitely enumerable. To be more specific, Σ * is a recursive set since every string derived from Σ is already in Σ * , so that U (Σ * , x) = 1 is a constant function in Σ * . The complement language of Σ * is of course the empty set ∅, which would result in another constant function, namely U (∅, x) = 0, since no string can belong to ∅.
The quantum oracle as conceived by Deutsch-Jozsa (1992) One can easily conclude from the foregoing paragraphs that Deutsch-Jozsa's idea of a quantum oracle, as illustrated in Figure 2 , is equivalent to having a quantum computer running a very sophisticated and complex program, which compiles an input code describing the characteristics of the source language, whose object code is a quantum subroutine to reproduce the indicator function for this language. At a later stage, this object code is then loaded and executed by the idealized quantum computer to parse the source language, responding through the response qubit if the input string is syntactically correct or not. By syntactically correct, the reader certainly understands that the input code globally attends the lexical (type-3), syntactic (type-2) and semantic (type-1) requirements of the language, depending on its Chomsky's classification.
As a generalization, a language L is said to be quantum decidable, or quantum recursive, if and only if it is possible to programming a quantum oracle, like the one sketched in Figure 2 , so that for any input string x ∈ {0, 1} n , bound to an answer bit y ∈ {0, 1}, one finds the quantum parser response, namely
The reader has certainly noticed that if the number n of qubits in the querybus, in the circuit of Figure 2 , could be previously chosen, the n-bit domain, {0, 1} n , would be just representing a generic term of the Kleene closure {0, 1} * , defined in equation (2).
The implementation of a quantum decider requires consideration of what might turn out to be a language that will not be decided by a quantum computer. Such concern stems from the halting problem, which can be interpreted in terms of quantum computing as follows. Is there a quantum analog for the halting problem? Is it possible that a classical problem, known as undecidable, can be decided by a quantum computer? When searching the literature of quantum computing, one can easily conclude that the quantum version of the quantum shutdown problem is not yet closed (e.g., Deutsch, 1985; Song, 2008; Linden and Popescu, 1998) . An example to illustrate the time complexity of a quantum algorithm is the Grover algorithm, which was described earlier in the opening paragraphs of this introduction. Suggestively, the quantum search algorithm described in Figure 3 gives us a rough sketch of what might be filling of the quantum oracle of the Figure 2 , certainly something far more complex than the Grover circuit.
The difference between classical and quantum architectures radically alters the concept of temporality of quantum algorithms. For example, iterative loops, which are easily transposed into von Neumann's architecture, are replaced by connecting identical quantum modules, similarly to the O( √ N ) replicas of the Grover's subroutine. So the halting problem for a quantum computer can be equivalent to asking the following question: "Is there a finite number of quantum gates necessary to solve a quantum computing problem?" Now we have another fundamental question. Are there classical problems, admittedly undecidable, that could be quantum decidable? In other words, are Chomsky's type-0 languages equivalent to âĂŃâĂŃquantum type 1? This question is as strong as asking: "There exists an NP-complete problem that could be solved in polynomial time by a quantum computer?". The answer is not yet known (e.g., Aaronson, 2005) .
Of course the above question will not be answered here. So the best we can do now is to focus on the category of languages that are decided by the quantum oracle as the one proposed in the DJ92 algorithm, in behalf of an idealization of a reliable quantum computer, which is capable of running a versatile operating system, perhaps manned/interrupted by a classic computer, so that the oracle is a quantum version of a category of programs which compiles a compiler, as discussed below.
We already admit that the DJ92 quantum oracle is the idealization of a universal quantum computer, running a very complex program, which was designed to automatically generate a parser for an arbitrary language, formally described by a source code such as a context-sensitive grammar. Such idea is, in some sense, equivalent to the quantum idealization of a compiler compiler, similar to the well known UNIX command yacc, which is the anachronism for "yet another compiler compiler" (Aho et al., 1988) . Unfortunately, yacc is limited to LR(1) grammars, a subcategory of the context free grammars.
Thus, it is reasonable to idealize the DJ92's oracle as the quantum compiler compiler, which works in two stages. The first stage is the preparation time at which the oracle learns the syntax of an input language, e.g., by means of its grammar. The second stage is the running time, when the machine starts a quantum process which takes the combined query ⊗ answer registers.
Paper's aim
The objective of this work is to reintroduce the quantum oracle, central actor in the DJ92 algorithm, as a quantum-computational model to define a new category of formal languages, namely the quantum-recursive languages, even that, by now, we are neglecting the existence of languages which could fit in this category that would not be classically recursive.
As a case study, we focus on the category of languages whose indicator functions are either constant or balanced throughout the n-bit domain {0, 1} n which is a particularity of the Kleene's universe {0, 1} * of the bit alphabet. As a supplementary study, we investigate a more specific category of languages which allows the DJ92 algorithm to output monochromatic states, namely, pure n-qubit states | z , with z ∈ N.
Paper structure
The present manuscript is structured as follows: In Section 2 a brief summary of the relevant aspects of the formal languages and quantum computation will be done, necessary for a good understanding of the formalism adopted in the subsequent sections.
In Section 3 we study balanced languages, defined solely in terms of the expected results from the Deutsch-Jozsa algorithm. Also in the referred section, it is introduced the definition of binary periodic languages, which is shown to be the building blocks of a broader category of languages, namely the monochromatic languages, which is the main objective of the present paper.
The detailed study and also some illustrative computer simulation of monochromatic languages will be given in Section 4. Finally, we conclude the present study in Section 5.
Preliminary considerations
As the reader has certainly noticed from the previous paragraphs, strings has been represented in boldface font, e.g., x, whereas variables and constants are represented in simple italic font. For instance, indices and numerals are preferentially named as i, k, m, n. However, to avoid confusion with the imaginary unity i , the variable name i will be omitted.
Another enforcement to justify the boldface notation here adopted for strings is that they can be interpreted as the lattice coordinates of a hypercube in the n-dimensional euclidean space, R n . In such interpretation, the n-bit string the expected position vector
x ≡ x n−1 x n−2 . . . x 1 x 0 (5) of a particle whose motion is confined to migrate from one vertex to another in the hypercubic lattice. The boolean coordinates x j , 0 ≤ j ≤ n − 1, stands for which end (either 0 or 1) of the j th edge of the hypercube the particle is.
If we had to be more formal, the numeric meaning x, denoted in scalar notation, of a bitstring x would be interpreted as the output of a string-tonumber conversion function, say
into a nonnegative integer x:
Conversely to equation (6), we can find the bitstring x ∈ {0, 1} n , derived from a nonnegative integer in the n-bit interval x ∈ [0, 2 n − 1], by means of the homomorphism, namely bstr : [0, 2 n − 1] → {0, 1}
n :
where the bstr(n, x) operation is computed by means of the Algorithm 1.
Algorithm 1 x ← ε 3:
for j = 0 to n − 1, do 4:
x j ← x mod 2 j+1 5:
x ← x x j 6: end do 7:
return x
According to the Algorithm 1, Line 2 performs the initialization of the bitstring variable x, defined as an instance of the abstract type string, namely x : {0, 1} * . The builtin constant ε is the null string. Line 4 is self explanatory, but Line 5 abstracts the recursive concatenation of the older right stacked string x with the new bit x j got from the bitwise operation x j ← x mod 2 j+1 , at iteration j. Thus, x = x 0 for j = 0, x = x 1 x 0 for j = 1, and so on, until j = n − 1, which forces the for-loop exiting, followed by Line 7 which returns the just computed bitstring x.
Praising the pragmatism, we have to abandon the details above by simply identifying x with its numeric meaning; namely, the string x is itself a nonnegative, n-bit number x ≡ bitstrval(x), culling out any low-level computer detail regarding the abstract type bitstring, namely the object type within Σ * {0, 1}.
We call an n-bit register as the physical device which stores a sequence of n bits, which is usually an auxiliary memory used to fetch the instruction operands.
Another essential bit operations are the pair, bitget(j, x) and bitput(j, x, b), which grants read/write access to single bit located at position j in an n-bit register.
A register is any physical device which stores, for ulterior recall, a spatial arrangement of flip-flop memory cells, whose status are represented by boolean variables disposed along an n-position bit array, say (x 0 , x 1 , . . . , x n−2 , x n−1 ).
For example, if x ≡ (1, 0, 1, 1) were the status of a 4-bit register, then the function bitget(0, x) would return the value 1, and the value 0 for bitget(1, x).
On the other hand, if the bitput were called as bitput(1, x, 1) on the just supposed 4-bit string, we would have the string changed to ≡ (1, 1, 1, 1). Such a pair of bit access operations requires a bit-ordering convention to correctly interpret the numerical meaning of a string x ∈ {0, 1} n . A quantum register is a physical device capable of storing, even provisionally, the combined states of multiple qubits. The pure states that can be stored in a quantum recorder result from the tensor product between the pure states of the individual qubits of the computational basis, namely
where each individual state | x j , 0 ≤ j ≤ n − 1 is a pure state in basis {| 0 , | 1 } of the Hilbert-qubit space, H. The set {| 0 , | 1 } ⊗n constitutes the basis of the n th power tensor of H, denoted as H ⊗n , which is in turn a 2 n -dimension Hilbert space.
Each pure state | x ∈ {| 0 , | 1 } ⊗n can be identified with its label x ∈ {0, 1} n . Thus, | x can be denoted as follows
Further note is required with respect to the usual summation conventions. For instance, let us suppose an information is encoded as the following n-qubit superposition:
This is the quantum superposition (aka quantum parallelism) of all the 2 n ψentangled qubits from the basis Z ⊗n , and the 2 n respective strings in {0, 1} n . By ψ-entangled we mean that the functional probability amplitude in the latter equation is not necessarily factored into individual bit-functions, say
In the spirit of the numerical meaning assigned to n-bit strings, we can rewrite equation (11) as follows
The lowest-level representation for equation (11), and also for both equations above, is the following n-factor, tensor product of the ψ(x 0 , . . . , x n−1 )-entangled qubits
For the sake of curiosity, if the amplitude function ψ(x) were separable, namely
we would have equation (14) a little bit more simplified:
In synthesis, aside the linguistic meaning we are giving here to the DJ92 algorithm, the string x, or analagously the n-dimensional particle position vector, is interpreted as the eigenvalue of the observablex, whose eigenstate | x corresponds to the quantum encoded information denoted by the mentioned string, namely:
Thus, the quantum observablex abstracts the measuring device which converts some of the 2 n states of a quantum register to a classical one. Before going to the heart of the matter, we shall first give a brief review on the DJ92 algorithm, or more specific, to the problem that the authors proposed to test the quantum parallelism, reducing the classic time O(2 n ) down to a constant quantum time O(1).
The Deutsch-Jozsa algorithm
The DJ92 authors has proposed an apparently naive problem whose bruteforce classical solution is O(2 n ), stated as follows. It is supposed a hidden function f : {0, 1} n → {0, 1} with the hint that the function is either constant or balanced in the domain {0, 1} n with no other possibility. In these terms, how to decide in O(1) if the function is constant or, otherwise, balanced?
From the previous paragraph, one should infer the properties of the occult language by studying all quantum responses of the oracle, translated in the form of the spectral lines detected in the output measurement device, from which the user infers the indicating function as constant or balanced.
The Deutsch-Jozsa algorithm is detailed in the Algorithm 2, whose requirements are that there exists a quantum computer as depicted in Figure 1 , that the quantum oracle works as an indicator function, under the promise that the decided language is such that its indicator function is either constant or balanced in the n-bit domain, and that the input quantum state is the prepared (n + 1)-qubit state, | ψ 0 ≡ | 0 ⊗n ⊗ | 1 .
Algorithm 2 The Deutsch-Jozsa algorithm Require: 1: the following (n + 1)-qubit quantum transform
, which is prior known to be either constant or balanced in {0, 1} n ;
3: a prepared pure state | ψ 0 ≡ | 0 ⊗n ⊗ | 1 . Ensure: the mixed state | ψ out ⊗ H| 1 revealing the hidden function as constant or balanced. 4:
Step 1: perform the quantum parallelism
Step 2: transform the 2 n+1 simultaneous states through the oracle gate
Step 3: apply H ⊗n only to the upper n-qubits resulting from U f
The procedural part of the algorithm is performed in three steps. The first step corresponds to quantum-parallel covering all the {0, 1} n domain, through H ⊗n | 0 ⊗n , times the two quantum parallel states coming out from the answer qubit, namely H| 1 . Thus, the first stage corresponds to the (n + 1)-qubit Hadamard gate, namely H ⊗(n+1) = H ⊗n ⊗ H, from which outcomes the combined state
described as the Step 1 statement at Line 4 of the referred algorithm. The second stage corresponds to the application of the quantum oracle itself, described as the Step 2 at Line 5 of the Algorithm 2. According to equation (4), the outcome state | ψ 2 from the second stage is given by
which can easily be found to be equivalent to the following result
The answer qubit leaves out the oracle as it has input, namely H| 1 remains unchanged but it has participated on causing the useful interference that produced the factor
The third stage corresponds to the combined quantum gate H ⊗n ⊗I, where I is the identity quantum gate, which abstracts a solo wire in the quantum circuit. This stage is described as Step 3, at Line 6 of the algorithm, which transforms the quantum state | ψ 2 , in equation (18), into the result state | ψ 3 , namely
Observing that
where the n-qubit result is given by
under the probability amplitudes
The bitwise dot product used in the latter equation corresponds to the boolean inner product, defined as
Once the summation appearing in the exponent of the factor (−1) in equation (20), the latter interpretation can be omitted whenever convenient. The balanced function supposition requires a very large number Ω b of solutions throughout the {0, 1} n space, which shall be proved as follows. Firstly we observe that the {0, 1} n space is homomorphic to the n-bit numerical interval [0, 2 n −1]. To alleviate the notation, we do the following substitution N = 2 n . One can easily conclude that any homomorphism h : n → {0, 1} n equals the number N ! of arrangements made on the original sequence of points in the [0, N − 1]-range. If, for example, {X 0 , X 1 } is a binary partition that includes the points for which f = 0, that is, f (X 0 ) = 0, and f (X 1 ) = 1, respectively, one finds that the number (N/2)! of internal arrangements in X 0 , and also in X 1 , do not change the value of the function, ie f •h(X 0 ) = f (h(X 0 )) = 0, regardless the homomorphism h. In this case, one has to discount the number of internal arrangements within the partition members X 0 and X 1 , respectively, to correctly account the number of different binary solutions one has as output of the Algorithm 2, namely
which is easy to show that it is also O(N !), hence a huge number regarding the fact that N = 2 n . There exists a trivial situation in which the algorithm results in a solo state z = 0 ≡ 0 n . This is the case in which the function is constant. Accordingly to the Deutsch-Jozsa problem statement, if z = 0, the only conclusion is that the function is balanced. However, in what situation does the algorithm generate balanced results? Particularly, is there a kind of balanced languages whose indicator functions allow monochromatic results? Say, is there a category of balanced functions for which equation (20) results in
for a constant k ∈ {0, 1} n ? Of course, k = 0 is the case for f being constant. We answer this question in the following sections, starting from the study of some peculiarities of balanced functions, which we presume here to be the indicator function for the category of Deutsch-Jozsa decidable languages, namely balanced and constant languages.
Balanced and constant languages
Let us suppose the category L ⊆ 2 {0,1} n of languages whose instances L n fit in one of the following cases:
1. L n is either empty or saturated in {0, 1} n , namely either L n = ∅ or L n = {0, 1} n ;
2. L n is any collection in 2 {0,1} n which comprises half of the strings in {0, 1} n , namely |L| = 1 2 |{0, 1} n | = 2 n−1 .
Thus, L satisfies the Item 1 above if and only if its characteristic function
n if and only if L = ∅. On the other hand, according to Item 2 above, L n is balanced: f (x) = 0 for a subset X 0 ⊂ {0, 1} n and f (x) = 1 for a subset X 1 ⊂ {0, 1} n , where {X 0 , X 1 } is an arbitrary balanced partition of {0, 1} n , namely |X 0 | = |X 1 | = 1 2 |{0, 1} n | = 2 n−1 . Of course, the following functional closures are immediate f (X 0 ) = 0, f (X 1 ) = 1. Obviously, L n = X 1 and {0, 1} n − L n = X 0 . All of the previous paragraph can be summarized by the following metric constraints:
if and only if |L| = 0 : L = ∅; 2 n , if and only if |L| = 2 n : L = {0, 1} n ;
The task is then to determine if f is constant or balanced by using the quantum oracle U f of Figure 2 , which identifies the kind of language the input strings belong to, according to the previous paragraph, satisfying some of the conditions summarized in equation (24).
Before we define balanced and constant languages, let us explore a little bit more some languages examples which satisfy the focused decision problem of balanced or constant indicator functions. To know, there exist languages L for which is always possible to find a positive integer n to define a layer L n = {x ∈ L | |x| = n} ⊆ L so that L n is constant for some n. Otherwise, there exists a minimum length m > 0 for which all the positive integers n ≥ m sets up a balanced language L n .
Examples of constant languages
The universe Σ * of strings is formally defined as the Kleene closure on the recursive concatenation of the alphabet Σ. To be more specific, it is given Σ * a unique partition P(Σ * ) = {{ε}, Σ, Σ 2 , . . .} for which any recursive language L has a sub-language L n ⊆ Σ n , for some nonnegative integer n, as illustrated in the following example.
Example 1 (perfect squares languages) Let us consider, for example, the language L n 2 = {x ∈ Σ * | |x| = n 2 , ∀n ∈ N}, which comprises the strings x whose lengths |x| are perfect squares, named perfect squares language, regardless their alphabets. Of course, for each x ∈ L n 2 , it is always possible to find a perfect square integer m = n 2 , n ∈ N, so that L n 2 can be partitioned as L 0 = {ε}, L 1 = Σ, L 4 = Σ 4 , . . ., or, equivalently:
It is immediate that L is recursive since its complementary language can also be enumerated as the collection of all strings in Σ * whose lengths are not perfect squares, say Σ 2 , Σ 3 , Σ 5 etc. The indicator function for the perfect squares language is given as
We readily conclude that the indicator function for the perfect-squares language would be constant throughout the n-bit domain {0, 1} n , accordingly to the equation above. Namely, if the number n of qubits in the query bus were a perfect square, the indicator function would be constantly returning 1. Otherwise, if √ n were not an integer, the indicator function would be constantly returning 0.
Another example of constant languages can be the following Example 2 (perfect-exponential languages) Let us consider, for example, the language L 2 n = {x ∈ Σ * | |x| = 2 n , ∀n ∈ N}, which comprises the strings x whose lengths |x| are perfect base-2 exponential, named perfect-exponential language, regardless their alphabets. Of course, for each x ∈ L 2 n , it is always possible to find a perfect exponential integer m = 2 n , n ∈ N, so that L 2 n can be partitioned as L 1 = Σ, L 2 = Σ 2 , . . ., or, equivalently:
It is immediate that L is recursive since its complementary language can also be enumerated as the collection of all strings in Σ * whose lengths are not perfect exponential, say Σ 0 , Σ 3 , Σ 5 etc. The indicator function for the perfect-exponential language is given as
The languages exemplified in 1 and 2 are some of the countless samples of languages whose indicator function would be constant for a given n in the DJ92 apparatus. Trivially the n-bit domain itself fits the category of languages whose indicator function would be f (x) = 1, regardless the input string x. We simply label such a category of language as constant languages.
Let us now explore some examples of languages, which would have balanced indicator functions, according to the DJ92 algorithm:
Examples of balanced languages
Example 3 (palindromes) Let us consider the following context-free grammar:
where ε denotes the null string, as previous explained in the introductory text. The language derived from this grammar is the set of palindromes over the bit alphabet {0, 1}. It is quite easy to show that any string derived from the grammar above may have any length, from 0 until a prefixed upper limit n. The minor length to have the set of palindromes decided by a balanced function f is of course n = 2, whose domain is {0, 1} 2 = {00, 01, 10, 11}, and the length-2 strings derived from this grammar is L 2 = {00, 11}, which is half the {0, 1} 2 universe, namely f (00) = f (11) = 1, and f (01) = f (10) = 0. For n = 3, we can easily derive S ⇒ 0S0 ⇒ 000 | 010; alternatively: S ⇒ 1S1 ⇒ 101 | 111
(30) so that, it totals the following sub-language
which is also indicated by a balanced function in the {0, 1} 3 domain, namely f (000) = f (010) = f (101) = f (111) = 1, and f (001) = f (011) = f (100) = f (110) = 0. By induction, it is easy to prove that the indicator function for palindromes is balanced for any string x ∈ Σ * whose length |x| = n is greater or equal to 2, namely n ≥ 2.
Example 4 (anti-palindromes) It follows a second example, which is the collection of the anti-palindromes, namely, the antagonist of the palindromes. Hence, if L is the set of palindromes of the previous example, then the antipalindromes belong in the complementary set,L = {0, 1} * − L, whose grammar can be written as
One can easily conclude that anti-palindromes have indicator function balanced in {0, 1} n , for n ≥ 2.
Now we can say that we have a phenomenological basis to explain the reason why the DJ92 algorithm is a quantum decider for a category of languages L, which can be sliced into layers L n comprising only strings with length n, which, in turn, can be either L n = ∅, L n = Σ n or L n being balanced, namely |L n | = 1 2 |Σ n |, for some m ∈ N such that n ≥ m. Then, we invoke the following definition:
Definition 1 (Balanced and constant languages) A language L ⊆ Σ * is said to be balanced, over the universe Σ * , if and only if there exists a minimum nonnegative integer m such that, for each n ≥ m, the indicator function f : Σ n → {0, 1} is balanced over its domain Σ n .
Of course, in order to have a balanced language it is necessary that the alphabets Σ have even cardinality to comprise the balanced partition requirement given in the beginning of the present section, which will be discussed latter.
Particularly, we are interested in the bit alphabet, say {0, 1}, which is of course isomorphic to any other binary alphabet as for example {a, b}. In this case, there exists a very peculiar category of balanced languages, which are the ones defined as follows:
Definition 2 (Binary periodic languages) A language L n ⊆ {0, 1} n is said to be binary periodic, with period T = 2 m+1 , if and only if all its strings have constant bit at a constant bit address m in the generic string
where c is a constant in {0, 1} at the bit address m.
It follows immediately that the indicator function for a binary periodic language can be written as
where c is an arbitrary constant in {0, 1}. Alternatively, observing that x m = x mod 2 m+1 , the indicator function above can be rewritten as The language whose indicator function is written as
corresponds to the simplest case of binary periodic function, whose period is T = 2 m+1 = 2, since m = 0, which is the address of the constant bit, x 0 = 0. This language is the collection of n-bit strings numerically interpreted as the set of even numbers, namely {0, 2, . . . , 2 n − 4, 2 n − 2}. Figure 4 illustrates, the n = 4-case. The example of the another extreme of the binary periodic function is illustrated in Figure 5 , where n = 4 and T = 2 m+1 = 16, for m = 3. This is the highest period a digital signal can be sampled with 4 bits.
Exploring a bit further the binary periodic languages, one may find that the m = −1 exceptional case the indicator function (33) has no period, namely T = 2 m+1 = 1, which no longer oscillates since the smallest period to sample a digital periodic signal is exactly T = 2 in the n-bit interval [0, 2 n − 1]. In this case, the indicator function becomes a constant, f (x) = c, since every number is dividable by 1: x mod 1 = 0.
Computer simulation of the Deutsch-Jozsa experiment
In order to realize how the quantum numbers z distribute according to equation (20) we perform some computer simulations. The results were obtained by randomly distributing the binary balanced partition {X 0 , X 1 } throughout the {0, 1} n space. The summation in the right-hand-side of equation (20) is then computed by brute force once known the randomly balanced indicator function f . Then, the probabilities are computed from the results from equation (20), yielding |ψ(z)| 2 against z. To illustrate what happens with the binary periodic case, it was performed the classical experiment to reproduce the 4+1-qubit experiment similarly to the discussed in the paragraph above, but using a T = 2 m+1 = 4 periodic function, where m = 1. Figure 8 illustrates the periodic function. The corresponding observed spectrum, also assuming that a large number of runs were performed, is shown in Figure 9 . The reader has certainly noticed that the binary periodic function corresponds to a monochromatic spectrum, differently from the arbitrarily balanced case of the Figures 6 and 7 .
From the above paragraph, we have a certain: periodic binary functions reveal monochromatic quantum computing spectra, outgoing the Deutsch-Jozsa device. Nevertheless, the periodic binary spectrum is monochromatic for quantum numbers as z = 2 0 , 2 1 , . . . , 2n − 1. This result reinforces the idea that there exists the analogous to the linear combination of the orthogonal function, if we write the indicator function as the linear combination of binary periodic functions, replacing . Thus, the spectrum of binary periodic functions works like as orthogonal functions, as will be studied in further detail in the next subsection.
Binary periodic functions as an orthogonal basis
The binary periodic languages are very important since they are the building blocks of the monochromatic languages studied in the next section. Firstly we shall notice that there exists the boolean analogous to the function vector space. In fact, for our purposes, the analogous to the linear combination of functions we have for instance the ⊕-combination between boolean functors f : {0, 1} n → {0, 1} and g : {0, 1} n → {0, 1}, in the form af ⊕ bg, to denote the boolean result (af ⊕bg)(x) = af (x)⊕bg(x), where a and b are boolean coefficients, a, b ∈ {0, 1}. The product (not a concatenation) af (x) is equivalent to doing the bitwise-and operation. Moreover, there exists the analogous to the null vector, denoted by the zero bit, 0, which is the resulting functor from the ⊕ operation of two identical functors, namely 0 ≡ f ⊕ f : {0, 1} n → {0, 1} | 0(x) = 0, ∀x ∈ {0, 1} n . There exists a category of languages whose indicator functions are simple ⊕-combinations in the F boolean space. Such a category will be defined in the next subsection as the monochromatic languages. Analogously, we give the same denomination to their indicator functions as follows:
n a constant string, or equivalently an integer in the [0, 2 n − 1]-interval in accordance to equation (6). A boolean function f k is said to be monochromatic in the domain {0, 1} n if and only if it is expressed as a spectral decomposition in terms of binary periodic functions, {f 0 , f 1 , . . . , f n−1 }, having as coefficients the bits {k 0 , k 1 , . . . , k n−1 } in the string k, namely
Proposition 1 Equation (35) is equivalent to the following boolean dot product:
where the string transform function f : {0, 1} n → {0, 1} n was defined as the functional string
right concatenated by the binary-periodic orthogonal basis {f 0 , f 1 , . . . , f n−1 } One can prove that a monochromatic function is also balanced or constant in {0, 1} n according to the following lemma:
Lemma 2 A monochromatic function is either constant or balanced throughout the domain {0, 1} n .
Proof. The proof is eased by inspecting equation (35). If k = 0, it is immediate that k · x = 0, and then constant. On the other hand, if k = 0, at least one of the k bits is nonzero. Let {j 1 , . . . , j m } be the index set for which the k-bits are nonzero, namely k j1 = k j2 = . . . = k jm = 1. In this case,
x j l If m = 1, one trivially finds that k · x is balanced. For m = 2, one has x j l Thus k · x is in fact balanced.
It follows immediately from Lemma 2 that the modulo 2 summation of binary periodic functions is either balanced or constant:
Theorem 3 The modulo 2 summation of binary periodic functions is either constant or balanced in {0, 1} n .
Proof. Recalling the definition of the binary periodic function, all terms of the module-2 summation fall into Lemma 2. Thus, it follows immediately that such a summation of binary periodic functions, namely p j=1 x mj , with the index set M = {m j , j = 1, . . . , p; 0 ≤ m j ≤ n − 1}, is equivalent to finding the binary representation of a nonnegative integer k = k n−1 . . . k 0 with all its bits null except the bits at position indices in M . Thus, the binary periodic function summation is equivalent to p j=1
x mj ≡ k · x which was already proved to be either constant or balanced in the previously referred lemma
The just proved theorem is fundamental on defining the category of constant and balanced languages named monochromatic languages, and how the Deutsch-Jozsa algorithm (Algorithm 2) responds on deciding such a category of languages.
Monochromatic languages
Straightforwardly, with basis with all of what was discussed in the previous section, we define the very special category of Deutsch-Jozsa decidable languages, named monochromatic languages:
Definition 4 A language L ⊆ Σ * is said to be monochromatic if and only if each of its layers L n ⊂ L comprising strings in Σ n is decided by the Deutsch-Jozsa algorithm revealing a solo n-bit solution z = k according to equation (35), namely
Theorem 4 A language is monochromatic if and only if its indicator function f : {0, 1} n → {0, 1} can be decomposed as
for an n-bit constant k
Tests
Similarly to the classical simulations of the Deutsch-Jozsa quantum process in the previous section, we perform here some tests based on the latter theorem. Thus, we have programmed a more specific version of the C code of the previous section to generate the monochromatic function given in equation (38), having the user defined parameters n and k.
The program performs the bitwise dot product, assuming c = 0 and uses an integer array f [2 n ] to map the monochromatic function defined in the latterly referred equation. Then, the program just replace the mapped values of f into the exponent in the right-hand-side of equation (20) to fill up the floating point array ψ[2 n ] with the computed values.
Summarily, the present test is checking out the prediction made of a monochromatic function from equation (38), which is confirmed by the Deutsch-Jozsa derived equation (20). Adopting n = 4 and k = 1110 ≡ 14 we have the results shown in Figures 10  and 11 .
For the sake of curiosity, we have tested the n = 6 qubits case, and randomly choosing 4 bits in k to be set, and the remaining 2 bits reset. Figures 12 and  13 illustrate the k = 011110 ≡ 30 case.
Miscellaneous
The original idea of an indicator function is that it maps not only a set but also their operations. For instance, let A and B be languages in {0, 1} n . If Where does all in the paragraph above fit in the monochromatic language concept? If we redefine the monochromatic language by reinterpreting equation (38). The ⊕ operator is also interpreted as the bitwise xor. The logical meaning of f A (x)⊕f B (x) is that of the indicator function for the exclusive union of A and B, namely the indicator function for A∪B−A∩B. Thus, if A and B are binary periodic languages, then the exclusive union of them yields a monochromatic language, according to Definition 4. In this case, L = A ∪ B − A ∩ B is a two-component monochromatic language, with its indicator function given as f = f A ⊕f B .
Let us now consider the family B n comprising all the binary periodic languages until the string length n, including the constant case
We are neglecting the particular cases appearing in Definition 2 with no loss in generality. Thus, the family referred in the paragraph above is composed of binary periodic languages
for each j = 0, 1, . . . , n − 1, and the family of binary periodic languages can be written as L = {B 0 , . . . , B n−1 }. Let us, additionally, choose some of the languages in B n by means of the index set I = {j 1 , j 2 , . . . , j m } ⊆ {0, 1, . . . , n − 1}. Now we define an arbitrarily chosen family of binary periodic languages, indexed by the set I, namely L = {X l ∈ B n | l ∈ I}. Finally, we can redefine the monochromatic language M n as the following collection
Discussion and conclusion
The present work has concentrated in a particular class of languages whose indicator functions are balanced and allow the Deutsch-Jozsa algorithm to respond with a monochromatic spectrum. This is the reason why we have named such a category of languages as monochromatic languages.
We have pointed out that the full potentiality of the Deutsch-Jozsa quantum algorithm, even regarding the case of balanced languages, is expressed in equation (22), which is O(N !), where N = 2 n . The very particular case studied here, but expressively more clarifying in the sense that there exist languages which are not only decided by a balanced indicator function but also reveals monochromatic results. The number of monochromatic languages in the nqubit representation is 2 n − 1 = N − 1 = O(N ), which is negligible if compared to the complexity O(N !) of the universe of balanced languages.
We have also proved that there is a subclass of monochromatic languages, namely binary periodic languages, which are the category of languages whose bit strings have one of their bits that is constant (0 or 1) at a constant position (index) in the string. The indicator functions of binary periodic languages constitute a spectrum of orthogonal functions, which are the atoms of monochromatic functions. Opportunely, we conclude that monochromatic language is also constructed from a spectrum of binary periodic languages.
