Density matrix embedding theory (DMET) is a fully quantum-mechanical embedding method which shows great promise as a method of defeating the inherent exponential cost scaling of multiconfigurational wave function-based calculations by breaking large systems into smaller, coupled subsystems. However, we recently [JCTC 2018[JCTC , 14, 1960 encountered evidence that the approximate single-determinantal bath picture inherent to DMET is sometimes problematic when the complete active space self-consistent field (CASSCF) is used as a solver and the method is applied to realistic models of strongly-correlated molecules. Here, we show this problem can be defeated by generalizing DMET to use a multiconfigurational wave function as a bath without sacrificing practically attractive features of DMET, such as a secondquantization form of the embedded subsystem Hamiltonian, by dividing the active space into unentangled active subspaces each localized to one fragment. We introduce the term local- can be obtained by the DMET algorithm itself in a self-consistent manner, and we refer to this approach, introduced here for the first time, as the localized active space self-consistent field (LASSCF) method. LASSCF exploits a modified DMET algorithm, but it requires no ambiguous error function minimization, produces a whole-molecule wave function with exact embedding, is variational, and it reproduces full-molecule CASSCF in cases where comparable DMET calculations fail. Our results for test calculations on the nitrogen double-bond dissociation potential energy curves of several diazene molecules suggest that LASSCF can be an appropriate starting point for a perturbative treatment. Outside of the context of embedding, the LAS wave function is inherently an attractive alternative to a CAS wave function because of its favorable cost scaling, which is exponential only with respect to the size of individual fragment active subspaces, rather than the whole active space of the entire system.
ORMAS-SCF), the "fragment" is the collection of active molecular orbitals (MOs). A large configuration interaction (CI) calculation is carried out in the Fock space of the fragment, while the "environment" is modeled as a single-determinantal wave function in the Fock space of non-active orbitals. This approach is known as multi-configurational self-consistent field (MC-SCF). Note that in MC-SCF, unlike most real-space embedding methods, the actual partition of a system into "fragment" and "environment" is itself variationally optimized.
Active-space methods such as CASSCF suffer from exponential computational cost scaling in the size of the active space, and are not usually practical methods for calculations of large molecules or materials such as metal-organic frameworks. [25] [26] [27] [28] [29] [30] When the effects of strong electron correlation are investigated for these systems, the usual procedure is to perform active-space calculations on small model molecules or clusters. 27 Practical MC-SCF calculations on large systems could be greatly facilitated by the combination of the active-space approach with real-space embedding via methods such as DMET.
DMET is based on the concept of a Schmidt decomposition, 31, 32 which exactly expresses the wave function of a large system in terms of a state space no larger than twice the size of a state space of any given fragment, by performing singular-value decomposition (SVD) of the wave function's coefficient tensor. This generates an "impurity" state space, consisting of fragment states and bath states, which is guaranteed to contain the trial wave function used to generate it. Projecting the molecular Hamiltonian into the impurity subspace makes the solution of the Schrödinger equation vastly more computationally affordable. Additionally, this embedding method, unlike electrostatic embedding or QM/MM techniques, 33, 34 explicitly accounts for the effects of entanglement and the whole model remains quantum-mechanical.
Standard DMET uses a single-determinantal trial wave function to generate the impurity space, in which it then obtains a correlated, multi-determinantal wave function using, for example, full configuration interaction (FCI) methods. Even though single determinants, by definition, cannot model strongly-correlated systems with even qualitative accuracy, DMET calculations have repeatedly been demonstrated to produce accurate results for stretched hydrogen chains, sheets, and rings, 16, 35, 36 as well as strongly-correlated Hubbard models 15 and other abstract strongly-correlated model systems. 37 Clearly, the reliance on a single-determinantal trial wave function is not necessarily fatal for DMET. However, note that the above examples exhibit high symmetry and are fairly abstract in comparison to real molecules and solids, and the literature currently has fewer records of DMET being applied to more sophisticated molecules with large basis sets.
We recently investigated 36 the performance of DMET using CASSCF as an "impurity solver"
for the projected Schrödinger equations. One goal was to determine if this "CAS-DMET" approach could generate CASSCF-quality descriptions of molecular models of strong correlation; specifically, homolytically broken nitrogen-nitrogen double bonds. The quality of the CAS-DMET results depended on the system and on the level of approximation in DMET, but for the case of the dissociation of the nitrogen-nitrogen double bond of the azomethane molecule, a post-hoc modification of DMET, in which all but a small number of the most strongly-entangled bath orbitals of the nitrogen fragment were dropped from the impurity subspace, was necessary in order to generate a qualitatively accurate potential energy curve. This hints that the high accuracy of DMET calculations performed on simple, high-symmetry models of strong electron correlation may not necessarily generalize robustly to more detailed chemical models, to impurity solvers less complete than FCI, or to both.
Could the single-determinantal trial wave function of standard DMET be replaced with a correlated wave function, and would this render results for strongly-correlated molecules more accurate?
Although correlated trial wave functions have occasionally been used in the literature, [38] [39] [40] this approach carries a drawback. The single-determinantal trial wave function of DMET guarantees that the impurity subspace generated by Schmidt decomposition is a simple Fock space of orbitals occupied by an integer number of electrons. This is a significant practical appeal of DMET, since ab initio quantum chemistry methods such as CASSCF are defined in these terms. Thus, DMET can be interfaced with existing performant implementations of powerful quantum chemistry approximations with very little modification. But if a correlated trial wave function is used, then the impurity space is not necessarily a Fock space and it does not even necessarily contain an integer number of electrons.
However, a single determinant is not the only form of a trial wave function which generates an impurity subspace corresponding to a Fock space of orbitals. In this work, we define for the first time a localized active space (LAS) wave function as the lowest on a systematic hierarchy of MC-SCF wave functions, wherein the active space is split into unentangled subspaces located on different fragments. We will show that, so long as the choice of fragments obeys a certain constraint, the numerical recipe for Schmidt decomposition of a single determinant and for projection of the molecular Hamiltonian into the impurity space also applies to a LAS trial wave function without modification. Thus, the standard DMET algorithm can be adapted straightforwardly to the variational optimization of a LAS wave function, provided the orbitals defining the fragments are allowed to "relax," as described below.
We define this new approach as localized active-space self-consistent field (LASSCF). LASSCF is a union of DMET and MC-SCF which breaks the relaxation of active orbital coefficients and CI vectors into coupled localized subsystem problems. As the name implies, LASSCF generates a true wave function and the embedding is exact at convergence, unlike standard DMET, which must make use of a one-body correlation potential and an arbitrary error function to optimize its trial wave function. We test LASSCF and CAS-DMET on several model molecules, including azomethane, to further examine whether CAS-DMET may fail for strongly-correlated systems and under what conditions, and whether LASSCF constitutes a qualitative improvement. We find that LASSCF provides results extremely close to whole-molecule CASSCF for systems for which standard DMET barely functions -the bath states generated by Schmidt decomposition of the restricted Hartree-Fock (RHF) wave function are qualitatively bad, and the minimization of the error function appears to be impossible.
The remainder of this work is organized as follows: Sec. 2.1 reviews standard DMET, and Sec. 2.2 analyzes the Schmidt decomposition to determine how LASSCF can be efficiently implemented. Sec. 3 then provides essential technical details of the LASSCF algorithm. Sec. 4 presents test calculations of LASSCF as well as standard DMET on three model molecules, and analyzes the comparative performance. Sec. 5 offers some conclusions. An appendix discusses technical details of our LASSCF implementation.
Theory

DMET review
In DMET, a large molecule or extended system is separated by the user into several (in the "democratic" 16 formalism) non-overlapping fragments, here indexed with capital Roman letters K, L, M, N, . . .. Each fragment is defined by the partition of the whole system's M mol spinorbitals into M F K "fragment" orbitals, indexed as f Kn , n = 1, 2, . . ., and
orbitals, e Kn . A trial wave function is subjected to a Schmidt decomposition,
where ). Projecting the molecular Hamiltonian into the fragment-andbath ("impurity") subspace,Ĥ
results in a reduced-dimensional Schrödinger equation that has the trial wave function as one of its solutions,Ĥ
Equations (1)- (4) 
whereĥ is, e.g., the standard Fock operator from a whole-molecule Hartree-Fock (HF) calculation, andû K is a local correlation potential affecting the orbitals of the Kth fragment. The latter is adjusted iteratively to minimize the difference between the one-body reduced density matrices
(1-RDMs) of |Φ tr and those of the impurity wave functions [|Ψ I K from Eq. (4)]. Energies and properties are computed from weighted sums of impurity reduced density matrices,
and so forth, where 
whereN F K counts the electrons occupying the Kth fragment's spinorbitals and µ is determined so that N mol , the total number of electrons in the system, is fixed:
[Equations (6)-(9) apply to the "democratic" form of DMET, in the terminology of Ref. 16 ; alternatively, in a "single-embedding" calculation, only one fragment is defined and its |Ψ I K and E I K are taken as the wave function and energy of the whole system.]
The many-body bath states from Eqs. (1) and (3) (|B K ) for a single determinant, |Φ tr , take the form 
which has negligible computational cost compared to SVD of the coefficient tensor. Transforming the fragment and environment orbitals by the left-(u The fragment and bath orbitals combined make
indexed as i Kn .
The direct-product basis of all | b K and all | f K is the complete Fock space of all impurity orbitals. Thus, the projection of the Hamiltonian into the impurity space [Eq. (2)] is accomplished by representing it in the single-particle embedding basis and integrating over the core orbitals,
where i Kn , c Kn → i n , c n and we invoke Einstein summation for readability, and where V 0 , h, v, and
) respectively refer to the external potential energy, the one-and two-electron Hamiltonian integrals, and electron annihilation (creation) operators. The number of electrons in the impurity subspace, N I K , is computed by the trace of the trial 1-RDM in the impurity block,
which must be an integer, since the 1-RDM of a single determinant is idempotent (i.e., has eigenvalues of 0 or 1). As Fig. 1 shows, the 1-RDM in the embedding basis is block-diagonal by construction between impurity and core, so the eigenvalues (and therefore the traces) of the two blocks are necessarily integers.
The second-quantized form of the impurity Hamiltonian presented by Eqs. (12)- (14), with a guaranteed integer electron number given by Eq. (15), is practically significant, because this form is particularly amenable to computation. Algorithms for zero-temperature ab initio wave function methods with number-preserving, second-quantized Hamiltonian operators of this form are mature in quantum chemistry.
There are a few different ways to obtain the bath orbitals which are mathematically equivalent to Eq. (11), if the 1-RDM involved is idempotent. However, in the above review, we have chosen to present Eq. (11) specifically, and we have also chosen not to simplify Eqs. (13) and (14) using the single-determinantal form of |Φ C K , in order to highlight the difficulty in generalizing DMET to multi-determinantal |Ψ tr . It appears that one could perform the SVD in Eq. (11) and build the Hamiltonian in Eqs. (12)- (14) using any trial wave function or indeed any 1-and 2-RDM, but then 1. the Fock space of bath orbitals would not generally contain the true many-body bath states, and 2. the right-hand side of Eq. (15) would not generally evaluate to an integer.
The first problem simply represents an approximation, but the second is a severe practical difficulty if interface with existing quantum-chemistry programs is desired. It is the single-determinantal form of |Φ tr that prevents these problems.
One might suspect that DMET therefore cannot be useful for chemical systems characterized by strong electron correlation, since for such systems, by definition, no single-determinantal wave function can be even qualitatively accurate. Clearly, the literature shows 15, 16, [35] [36] [37] that this is not necessarily the case. The trial wave function only needs to generate bath states which span the same space as the bath states which would be obtained by Schmidt decomposition of the true, correlated wave function. It does not need to be accurate in that space for DMET to be accurate.
However, as discussed in Sec. 1, the literature record does not prove that DMET is robustly useful for strong correlation in general.
Schmidt decomposition of MC-SCF wave functions
Some multi-determinantal wave functions also have structure that can be used to simplify Schmidt decomposition. In particular, a CAS(N A ,M A ) wave function, which is the standard way of modeling strong correlation in quantum chemistry, describes a molecule as two unentangled subsystems: an active-space part, A, defined by a general correlated wave function, |Ψ A , involving N A electrons occupying M A "active orbitals" indexed as a n , n = 1, 2, . . ., and an "external" part, X, consisting of a single determinant, |Φ X , in the space of
The two subsystems are unentangled because, in terms of excitations from a reference determinant, the wave function contains neither any excitations between |Φ X and |Ψ A nor any excitations spanning both. Thus, the coefficient tensor in term of active and external orbitals is factorizable,
which holds for any choice of active orbitals and any choice of external orbitals, so long as the two sets remain non-overlapping. If we specify that the active and external orbitals are each separately localized in real space, and we use these semi-localized orbitals to define fragments consisting of M A K active and M X K external orbitals,
so that
then we can write
or, more simply,
This implies that, as long as fragments are chosen to satisfy Eq. (19), the Schmidt decomposition of a CAS wave function can be carried out as two separate Schmidt decompositions for |Ψ A and |Φ X . The overall bath states are direct products of the two subsystem sets of bath states,
where the parenthetical superscripts (X) and (A) remind the reader whether the corresponding factor describes electrons in external orbitals or in active orbitals. The bath states from |Φ X are simplified as per Eq. (10), because |Φ X is a single determinant, but the bath states from |Ψ A remain general.
The simplification of the bath states to the form of Eq. (22) is not yet practical, if the goal is to facilitate CASSCF by breaking it into coupled impurity problems. One still has to perform
, which grows exponentially with the size of the active space, if not the size of the whole system. This makes Schmidt decomposition comparable in computational expense to the CASSCF calculation itself, just as Schmidt decomposition of a general wave function without any approximation is comparable in expense to a FCI calculation on the whole system.
However, CASSCF can be approximated to simplify the determination of |B
K , without losing its applicability to strongly-correlated systems. For our purposes, the obvious application is to divide the active space into subspaces based on the real-space localization to fragments: A K , A L , etc. The simplest example of such a wave function has the active subspaces unentangled to each other, which is what we call LAS,
which has no intersubspace excitations and no connected excitations (in the sense of the linked cluster theorem of many-body perturbation theory 41, 42 ) spanning two or more subspaces. The active-space part of a LAS wave function thus has a coefficient tensor that factorizes,
or, recalling Eq. (19),
Note that in order for the whole wave function to observe electron number symmetry (i.e.,N|LAS = N mol |LAS ), each active subspace must individually observe electron number symmetry,
The SVD of a coefficient tensor that obeys Eq. (25) is trivial: there is one nonzero singular value, equal to unity, and the left and right singular vectors are just the left and right factors themselves. Thus, the Schmidt decomposition generates only one bath state,
for the Kth fragment. Combining this with Eq. (22) we see that the bath states for the whole LAS wave function are
which, for a single fragment, differ from each other only in the bath-orbital part, | b provided that they are evaluated exactly as written and that the choice of entangled local fragments observes Eq. (19) . We say that overall, the LAS wave function with appropriately-chosen fragments has the same Schmidt decomposition as a single determinant. The external orbitals are rotated among themselves, similar to what is depicted in Fig. 1 , but the active orbitals are not, because there is no entanglement of the active subsystems. Instead, the active-space part of fragment K is assigned in its entirety to the impurity, since it is contained in the fragment [Eq. (19) ], and all other active subspaces are assigned, in their entireties, to the This suggests an obvious method for variational optimization of a LAS wave function by adapting the algorithm of standard DMET. This is the method we name LASSCF. In essence, it exploits the fact that the Schmidt decomposition of a LAS wave function is much less costly than variationally obtaining a LAS wave function otherwise would be, and that therefore cycling through Eqs. (1)- (4) The catch is that in each iteration, the active orbitals are shifted by the CASSCF impurity calculation in a way that generally does not respect Eq. (19) . This is essential, because we cannot precisely know the shapes of the optimized active orbitals ahead of time. Fortunately, nothing obligates a DMET-like method to use a single set of fragment orbitals chosen by the user at the beginning of the calculation. Instead, in LASSCF, the user provides an initial guess for a set of localized fragment orbitals. In successive iterations, these fragment orbitals "relax:" they shift to repeatedly restore Eq. (19) , while remaining as close as possible to the initial guess. We discuss how to accomplish this, and how to initialize the self-consistent cycle, in the next section. After defining the molecule and the atomic orbital (AO) basis set, both DMET and LASSCF must first transform the AO basis into a form that is both orthonormal and localized, using, for example, the Foster-Boys 43 or "meta-Löwdin" 44, 45 method. Then, the LASSCF self-consistent cycle is Although the theoretical development of LASSCF was presented in terms of spinorbitals for the sake of conceptual simplicity, our implementation assumes spin-symmetric spatial orbitals, and
Eqs. (11)- (15) are evaluated in terms of spin-summed density matrices. 
LASSCF initialization
Updating the trial wave function
The impurity calculations relax the active orbitals from each active subspace independently and so, in general, cause them to overlap,
This must be corrected at this stage. We carry out Löwdin orthogonalization of the overlapping |a Kn to generate orthogonal whole-molecule active orbitals, |a n . In the new orthogonal basis, we sum the RDMs from the active subspaces to generate RDMs for the whole-molecule active space,
where λ refers to the cumulant expansion of the RDMs,
Whole-molecule external orbitals, |x n , are constructed by diagonalizing the projection operator
|x n x n |, = 1 − a n |a n a n |.
The molecular Hamiltonian is then projected into the external space. This corresponds to Eqs. (12)- (14), with the substitutions I K → X mol , i n → x n , and c n → a n throughout. A HF calculation using this projected Hamiltonian for N X mol = N mol − K N A K electrons produces the whole-molecule external determinant, |Φ X , which gives the external part of the updated trial 1-RDM used for the Schmidt decompositions [Eq. (11) ] in the next iteration.
Updating the fragment orbitals
After updating the trial wave function, the next iteration's fragment orbitals are constructed,
where |a Kn (|x Kn ) is a linear combination of various whole-molecule active (external) orbitals, |a n (|x n ) from Sec. 3.2. We find that the active orbital overlap induced by orbital optimization in separate impurities is small, so that orthogonalization changes little and it is straightforward to assign each orthonormal active orbital to one fragment, |a n → |a Kn , without further transformation.
As for the external orbitals, our implementation approximately corresponds to solvinĝ
whereP
and retaining the M X K highest-eigenvalue solutions of Eq. (34) a Ln , which go to zero as LASSCF converges. In practice, we ignore these by just projecting γ tr into the external space (i.e., the light green region of Fig. 3 ) before evaluating Eq.
(11). More importantly, it may cause the number of electrons in each active subspace to deviate from an integer. The electron number error must be evaluated,
In our implementation, an error is raised if any A K is greater in magnitude than 10
. This never happens in our calculations reported below, and A K also always goes to zero as LASSCF converges.
Test calculations
All equilibrium molecular geometries in this work were obtained at the B3LYP/6-31g(d,p) level of theory using Gaussian 09, 47 and the 6-31g basis set was used in subsequent potential energy scans. We use the terminology of Ref. 36 and that discussed in Sec. 2.1 in describing variants of DMET examined in this section. "scCAS-DMET" refers to a DMET calculation utilizing CASSCF Figure 4 : Three molecules whose nitrogen-nitrogen bond dissociation (purple arrows) potential energy curves were examined by LASSCF in this work: azomethane (left), C 2 H 6 N 4 (center), and C 2 H 4 N 4 (right), depicted at their B3LYP/6-31g(d,p) optimized geometries. The fragments in DMET and the guess fragments in LASSCF used in our calculations are defined by the orthogonalized atomic orbitals of sets of atoms enclosed by dashed rectangles. Red dashed rectangles indicate impurities with an active space of (4,4), grey dashes indicated (0,0), and green dashes indicate that both (0,0) and (2,2) were tested. For the two bisdiazenes, the potential energy surface was scanned along simultaneous stretching of both nitrogen-nitrogen bonds.
as the impurity solver, in which the correlation potential, {û K } of Eq. (5), is fully optimized by minimizing the error function
"CAS-DMET" refers to a "one-shot" approximation in which the correlation potential is dropped and |Φ tr is taken to be the RHF wave function. Most calculations reported here use the "democratic" form of DMET, but in Sec. 4.1 below we also explore the "single-embedding" variant.
We tested LASSCF's performance in replicating comparable CASSCF potential energy curves of the three molecules depicted in Fig. 4 : azomethane, 2-diazenylethyldiazene (hereafter C 2 H 6 N 4 ), and 2-diazenylethenyldiazene (hereafter C 2 H 4 N 4 ). We scan the potential energy surface along the N 2 bond length coordinate. For the two bisdiazenes, we scan along the simultaneous stretching of both bonds; at the equilibrium geometries, they have the same length due to point-group symmetry.
We split each of the three molecules into three fragments in our DMET and LASSCF calculations, as depicted in Fig. 4 , and assign those fragments containing an N 2 an active space of (4,4) in the CASSCF impurity calculations. To the remaining fragments we assign an active space of (0,0) for the azomethane and C 2 H 6 N 4 molecules, and either (0,0) or (2,2) for the C 2 H 4 N 4 molecule. Most it is close to the point at which spontaneous symmetry breaking at the mean-field level occurs, as
Azomethane
shown by the splitting of the UHF and RHF curves.
By contrast, the LASSCF potential energy curve is nearly indistinguishable from the CASSCF curve on this scale; numerically, the LASSCF dissociation energy is 2 mE h higher than the CASSCF prediction. What causes DMET to encounter such difficulties in this system, compared to LASSCF?
Reference 36 reported that truncating the bath; i.e., removing all but a small number of the most strongly-entangled bath orbitals from the impurity subspace of the N 2 fragment, improves the qualitative shape of the CAS-DMET curve. This implies that the trial wave function is providing a bad bath space to the impurity. But why then do we not, in the scCAS-DMET calculations, find a correlation potential that solves this problem?
The orbitals depicted in to nonzero off-diagonal Fock matrix elements coupling these degrees of freedom. In principle, this could be prevented with a correlation potential that cancels these off-diagonal Fock matrix terms.
However, the DMET correlation potential cannot do this, because these pathologically-entangled degrees of freedom are on separate fragments, and the DMET correlation potential is local.
LASSCF does not have any such difficulty. LASSCF has exact embedding with a qualitatively correct form of the wave function, and the only guesses that the user must provide (fragment choice, active subspace choice, and active orbital initialization) correspond to user-supplied parameters that are also required by standard DMET. LASSCF also has no computational step with a higher cost scaling than standard DMET. In fact, for these small systems, LASSCF is significantly faster than the successful scCAS-DMET calculations; for the latter, at least in our implementation, the slowest step was the correlation-potential minimization problem.
Bisdiazenes
Single-embedding DMET performs somewhat better than CAS-DMET for azomethane and is nearly identical to CASSCF in the pentyldiazene calculations reported in Ref. 36 . However, it is inapplicable to systems with multiple strongly-correlated fragments, such as our C 2 H 6 N 4 and and CAS-DMET, as well as RHF and UHF in order to once again highlight the putative onset of strong electron correlation. CAS-DMET's performance, in terms of replicating the CASSCF curve, is very poor and this curve is (probably) completely unphysical in the region where meanfield spin-symmetry breaking is significant (R NN > 1.6 Å). Democratic DMET is not variational, unlike single-embedding DMET or LASSCF, so the lower energy predicted by CAS-DMET for 1.2 Å ≤ R HH ≤ 3.5 Å does not suggest superiority to CASSCF. We also note that it was significantly more difficult to generate the CAS-DMET curve in Fig. 7 than it was to generate the LASSCF curve, in that the former was much more sensitive to the quality of the initial guess active orbitals than the latter. For C 2 H 6 N 4 , LASSCF again follows the CASSCF curve closely enough to be indistinguishable on the scale of Fig. 7 ; the difference in dissociation energies is 4 mE h . In this case, we expect the active subspaces not to be strongly entangled, so this result is unsurprising. On the other hand, for C 2 H 4 N 4 , the disagreement between LASSCF and CASSCF at dissociation is closer to 38 mE h for the (8, 8) active space and 74 mE h for the (10,10) active space. The constraint of unentangled subspaces in LAS wave functions seems to be more severe for this system due to the coupling of the active electrons through the central double bond, although it may be that a different partition of 
Conclusions and future work
DMET is a fully quantum-mechanical embedding method that has shown great promise in applicability to strongly-correlated molecules and materials in tests on several simple model systems. The cost of interface with the DMET algorithm for LASSCF is that it significantly constrains the CI vectors for the active space, more so than even a GAS wave function with "disconnected" subspaces (i.e., each subspace has fixed electron number). The latter may still have linked terms between subspaces in the coupled-cluster expansion of its CI vector, but in LAS, the active subspace parts of the wave function are constrained to a product form. Our initial numerical tests show that LASSCF results are indistinguishable from CASSCF in situations in which it is various LAS wave functions are reasonably unentangled, as in, for example, the C 2 H 6 N 4 system where the two N=N double bonds are separated by a single C-C bond. In the C 2 H 4 N 4 case, on the other hand, where there are three consecutive double bonds, the wave function cannot be easily separated into localized, unentangled parts. However, in the latter case the LAS wave function still gives a reasonable N-N dissociation curve.
Moreover, the LAS wave function is an interesting concept in itself that can be explored also in conventional quantum mechanical calculations that do not require an embedding scheme. The computational cost of conventional CASSCF, RASSCF, or GASSCF calculations grows exponentially with respect to the size of the active space of the entire system. LAS, on the other hand, due to its localized product-form wave function, has an exponential cost scaling only with the growth of the individual fragment active subspaces. 
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A Additional technical aspects of LASSCF implementation A.1 Selection of external fragment orbitals
In LASSCF, the selection of fragment orbitals must obey Eq. (19) , which implies that the active orbitals, |a Kn , are fully orthonormal across all fragments. However, there is no such restriction for the external fragment orbitals, |x Kn . In standard DMET, in the democratic 16 formalism, the only reason fragments must be non-overlapping is ensure the applicability of Eqs. (6) and (7), in order to evaluate the whole-molecule 1-and 2-RDMs; since LASSCF has a wave function, this concern is not directly relevant. (6) and (7) will have to be used, at which point non-overlapping fragments become mandatory. Therefore, in our current implementation, we construct both.
Specifically, the "enlarged fragment orbitals," |f Kn (bottom label of Fig. 2) , are a superset of "fragment orbitals," | f Kn (top label of Fig. 2) ,
where |x Kn is a non-overlapping external fragment orbital such that all | f Kn tile the molecule, and |x Kn is also confined to the external space but overlaps with external orbitals assigned to other fragments, f Kn |x Ln 0 for K L. For the purposes of Eqs. (11)- (15), |f Kn are the fragment orbitals; for the purpose of Eqs. (6) and (7), | f Kn are the fragment orbitals.
Both |x Kn and |x Kn are related to the solutions of Eq. (34) from Sec. 3.3. For the nonoverlapping |x Kn , we repeatedly cycle over the fragment index K, solve Eq. (34), and assign up to M X K solutions with eigenvalue greater than 0.5 to the Kth fragment. We then remove those assigned |x Kn from the projector before continuing to the next fragment,
whereQ
This ensures that |x Kn for different K are mutually orthogonal. We continue cycling over K in this manner until all external orbitals are assigned and each fragment has M X K non-overlapping external fragment orbitals.
The overlapping external fragment orbitals, |x Kn , are constructed by solvinĝ
(note unity eigenvalue) wherePX
In words: we project the guess-fragment orbitals, |g Kn , onto the whole-molecule external space [Eq. (44)], orthonormalize and remove linear dependencies [Eq. (43)], and retain linear combinations of these that are orthogonal to the external orbitals that K already has, |x Kn [Eqs. (42) and (41)]. This restores degrees of freedom from the guess fragment that were lost by enforcing Eq. (19) ; there are always as many eigenorbitals ofPX K with unity eigenvalue as there are active orbitals, MX K = M A K , unless some active orbitals are entirely contained within the guess fragment.
A.2 CASSCF impurity calculation
A CASSCF(N A K , M A K ) calculation for the Kth impurity is standard, provided the implementation can accept arbitrary values for the one-and two-electron Hamiltonian integrals. However, the quality of CASSCF results depends strongly on the initial guess for the coefficients defining occupied, active, and virtual MOs which is provided to the solver. In both LASSCF and CAS-DMET, Schmidt decomposition complicates this guess by rotating both occupied and virtual orbitals among themselves.
In the first iteration of both LASSCF and DMET, a set of guesses for |a Kn need to be explicitly constructed. Let |a n be a reasonable (unlocalized) guess for an active orbital of a comparable
We generate reasonable guesses for |a Kn by projecting the guess-active orbitals onto the guess-fragment space:
retaining the M A K highest-eigenvalue solutions, wherê
|a n a n |.
Of course, we also import (and project) converged |a Kn from adjacent points on the potential energy surface, if we are doing a potential energy scan.
In general, a set of guesses for |a Kn may not be contained in the impurity space, since bath orbitals cannot be perfectly anticipated ahead of time. After Schmidt decomposition, the activeorbital guesses must be projected into the impurity space,
[P I K is here a one-body operator, as opposed to the many-body projector of Eq. (3) .] We retain all of the solutions to Eq. (48) . Sorting them from smallest eigenvalue to largest, we then also solvê
and again sort solutions from lowest to highest eigenvalue, whereĥ I K is the one-body Hamiltonian or a realistic Fock operator for the Kth impurity, and wherê
Thus, of the complete sorted set of |p Kn , the first N I K − N A K (in terms of spinorbitals) are the guesses for the occupied MOs, the last M A K are the guesses for the active MOs, and the remainder are the guesses for the virtual MOs.
Graphical TOC Entry Table S1 : Azomethane B3LYP/6-31g(d,p) equilibrium molecular geometry in Å. Table S5 : Azomethane electronic energy in E h , calculated using variants of DMET and LASSCF(4,4) and the 6-31g basis set at various N=N bond lengths in Å.
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