



























Aided Design）、CAE（Computer Aided 
Eng ineer ing）、CAM（Computer  A ided 
























































































































































































































6） HPL - A Portable Implementation of the High-
Performance Linpack Benchmark for Distributed-






















































































































































































































8） Penn Engineering - ENIAC: Celebrating Penn 




























CM-5 Los Alamos National Lab 米国
Numerical Wind Tunnel National Aerospace Laboratory of Japan 日本
Intel XP/S 140 Paragon Sandia National Labs 米国
Hitachi SR2201 University of Tokyo 日本
CP-PACS University of Tsukuba 日本
ASCI Red Sandia National Laboratory 米国
ASCI White Lawrence Livermore National Laboratory 米国
The Earth Simulator Earth Simulator Center 日本
BlueGene/L Lawrence Livermore National Laboratory 米国
Roadrunner Los Alamos National Laboratory 米国
Jaguar Oak Ridge National Laboratory 米国
Tianhe-1A National Supercomputing Center in Tianjin 中国
K Computer RIKEN Advanced Institute for Computational Science 日本
Sequoia Lawrence Livermore National Laboratory 米国
Titan Oak Ridge National Laboratory 米国



















































































































が、1987年　 日 立「HITAC S-820」、1988年　
























































































　 欧 州 の 研 究 共 同 体 で あ るPRACE 














「SCC-Computing (Strategic collaboration with 



























































































































































































































































 ・ 南海トラフ巨大地震 広域詳細な高精度地
震動・津波シミュレーション





























ピュータ「京」及びHPCI共用計算資源 平成 26 
年度利用研究課題募集の選定結果について －
「京」の産業利用枠を1.6倍に－」, （2014年）.
20） 平尾公彦 「ポスト「京」プロジェクトについて」, 
文部科学省「ポスト「京」で重点的に取り組む
べき社会的・科学的課題についての検討委員会













































































































FsTech㈱ 住友化学㈱ 兵庫県立大学 産学連携・研究推進機構































GSIC Center, Tokyo 
Institute of Technology
（日本）
TSUBAME-KFC - LX 
1U-4GPU/104Re-1G Cluster, Intel 
Xeon E5-2620v2 6C 2.100GHz, 





Wilkes - Dell T620 Cluster, Intel 
Xeon E5-2630v2 6C 2.600GHz, 
Infiniband FDR, NVIDIA K20
52.62
3 3,517.84
Center for Computational 
Sciences, University of 
Tsukuba（日本）
HA-PACS TCA - Cray 3623G4-
SM Cluster, Intel Xeon E5-2680v2 






Cartesius Accelerator Island - Bullx 
B515 cluster, Intel Xeon E5-2450v2 








Piz Daint - Cray XC30, Xeon 
E5-2670 8C 2.600GHz, Aries 
interconnect , NVIDIA K20x Level 
3 measurement data available
1,753.66
6 3,131.06
ROMEO HPC Center - 
Champagne-Ardenne
（フランス）
romeo - Bull R421-E3 Cluster, Intel 
Xeon E5-2650v2 8C 2.600GHz, 





CSIRO GPU Cluster - Nitro G16 
3GPU, Xeon E5-2650 8C 2GHz, 
Infiniband FDR, Nvidia K20m
86.2
8 2,951.95
GSIC Center, Tokyo 
Institute of Technology
（日本）
TSUBAME 2.5 - Cluster Platform 
SL390s G7, Xeon X5670 6C 




Exploration & Production 
- Eni S.p.A.
（イタリア）
HPC2 - iDataPlex DX360M4, Intel 
Xeon E5-2680v2 10C 2.8GHz, 





iDataPlex DX360M4, Intel Xeon 


























































コ ン「TSUBAME2.5」 もGPGPUを「NVIDIA 






















「NVIDIA Tesla K40」とコプロセッサ「Intel 
Xeon Phi 7120P」の性能比較表を示す。倍精
度浮動小数点性能では、両者に大きな違いは
26） NVIDIA Corp., CUDA ZONE,　http://www.nvidia.
co.jp/ object/cuda-jp.html






29） Aoki,M., Tomono,H., Iitaka,T., and Tsumuraya,K., 
‘Acceleration of orbital-free first principles 
calculation with graphics processing unit GPU’, J. 































































































　1946年、 米 国 で 最 初 の コ ン ピ ュ ー タ
「ENIAC」が産声を上げてから、トランジス
タや集積回路を用いたコンピュータが次々と





































































































































































































Aoki,M., Tomono,H., Iitaka,T., and Tsumuraya, 
K., ‘Acceleration of orbital-free f irst 
principles calculation with graphics processing 













HPL - A Portable Implementation of the 
High-Performance Linpack Benchmark for 
Distributed-Memory Computers, http://www.
netlib.org/ benchmark/hpl/








NVIDIA Corp., CUDA ZONE, http://www. 
nvidia.co.jp/object/cuda-jp.html
Penn Engineering - ENIAC: Celebrating Penn 
Engineering History,  http://www.seas.upenn.
edu/about-seas /eniac/
PGI CUDA Fortran Compiler, http:// www.
pgroup.com/resources/ cudafortran.htm
PRACE, http://www.prace-ri.eu/
SCC-Computing, http://www.scc-computing.eu/
en/
TOP500, http://www.top500.org

