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Abstract
Unlike terrestrial networks that mainly rely on radio waves for communica-
tions, underwater acoustic (UWA) networks utilize acoustic waves, which poses
a new research challenge in the networking area. In this dissertation, we address
three important networking problems which are: (1) how to improve the normal-
ized throughput via MAC (Medium Access Control) design; (2) how to enhance
the packet delivery ratio (PDR) when packets are routed in mobile UWA net-
works; and (3) how to reduce the time synchronization error in mobile UWA
networks.
To address the ﬁrst problem, we propose two simple random access MAC
protocols which are suitable for small UWA networks. The protocols attempt
to avoid collisions in a distributed manner, by making use of the information
that it overhears, as well as the knowledge of inter-nodal propagation delays.
The normalized throughput performance has been evaluated in both simulations
and theoretical framework against the terrestrial-designed random access MAC
protocols.
For larger networks, we propose a handshaking-based MAC protocol for
multi-hop UWA networks. The design addresses the channel’s long propaga-
tion delay characteristic by utilizing receiver-initiated reservations, as well as by
Abstract
coordinating packets from multiple neighboring nodes to arrive in a packet train
manner at the receiver.
As for the second problem, we introduce a location-based routing protocol
that only assumes rough knowledge of the node’s own location and the destina-
tion’s location (e.g. sink) which enables the node to select the next best forwarder
eﬃciently when it is combined with our sector-based routing mechanism. Fur-
thermore, the need for precise knowledge in locating the destination node can be
relaxed when the protocol is coupled with the location prediction mechanism.
In addressing the last problem, we develop a cluster-based synchronization
algorithm for mobile UWA networks. Our design is the ﬁrst to take both the long
and time-varying propagation delays into account in the skew and oﬀset estima-
tion process. As a result, it can achieve a signiﬁcant improvement in reducing
the synchronization errors of mobile UWA networks.
Keywords: underwater acoustic network, MAC protocol, location-based routing,
long propagation delay network, time synchronization.
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In recent years, there has been increasing interest in real-time exploration of
underwater environments around the world [1] for diverse applications in envi-
ronmental monitoring, natural resource exploration, military surveillance, and
tsunami warning, etc. For these applications, it will be attractive to deploy
networks of underwater sensors (either static or mobile, such as autonomous un-
derwater vehicles (AUVs)) that could sense and relay data in real-time.
Unlike the terrestrial wireless networks that the technology has already been
well-established, underwater acoustic (UWA) networks are still in its infancy stage
and many areas have not yet been adequately explored. This dissertation deals
with the protocol design for UWA networks. This includes the issues of medium
access control (MAC), routing, and time synchronization.
1.1 Background and Motivation
In this section, we shall describe some background information on the nature and
characteristics of underwater networks as well as the motivation of our disserta-
tion work.
1 1
1.1 Background and Motivation
1.1.1 Communication Channel
Unlike the terrestrial wireless sensor networks that rely mainly on radio waves
for communications, underwater networks utilize acoustic waves. This is because,
radio waves can only propagate for a very short range, in the order of several
meters in underwater environments, due to high attenuation (e.g., 6-10 m at 1-
8 bps with the carrier frequency of 122 kHz [2]). Although radio waves can still be
used for long range communication at very low frequencies (30 Hz-300 Hz), it is
impractical to do so because of the need for large antennas and high transmission
powers [3].
Optical signals are not suitable for long-range communication because light
is highly scattered and absorbed underwater. For example, in the very clear
water, it is possible to transmit with data rates up to several Mbps at the ranges
of up to 100 m [4]. Hence, optical signals are being considered only for low-cost,
short-range (1-2 m) and low-rate (57.6 kbps) data communication [2, 5].
As another alternative, acoustic waves appear to be a good choice for un-
derwater communications because of their lower loss when compared to radio
waves. As discussed in [6], the three main contributors for acoustic signal loss
in underwater are spreading loss, absorption loss, and scattering loss. Spreading
loss is distance dependent and can be either cylindrical or spherical. Cylindrical
spreading happens in shallow water whereby the wave can only spread out to the
limit of the upper and lower boundaries of the ocean (e.g. ocean surface and sea
ﬂoor) while spherical spreading, on the other hand, occurs in deep water. Be-
tween the two, spherical spreading is a more severe loss because the signal energy
decays at a higher loss exponent (the loss exponent for spherical spreading and
cylindrical spreading are 2 and 1, respectively). Absorption loss is the amount
of signal energy that converts into heat. It is frequency dependent and increases
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with increasing frequency [7]. Scattering loss is a portion of the wave that is re-
ﬂected away from the receiver and is a result of the dynamic and roughness of the
sea surface. The experimental study in [8] shows that the time spread of the path
taken by each of the scattered signal increases as a function of range, frequency
and wind speed. The high delay spread can result in rapidly ﬂuctuating of the
channel and causes diﬃculties in channel estimation [6].
Although it is clear that acoustic communication is the most practical means
for long-range communication underwater, it has some certain undesirable char-
acteristics that need to be addressed when designing UWA networks. First, it is
characterized by its narrow available bandwidth, which leads to low data rate.
Speciﬁcally, the amount of available bandwidth depends on both the communi-
cation range and the carrier frequency; a long-range system that operates over
several tens of kilometers may have a bandwidth of only a few kilohertz, while a
short-range system operating over several tens of meters may have more than a
hundred kilohertz of bandwidth [9]. As a result, the current range-rate product of
the acoustic communications is limited, by the physical properties of the channel,
to approximately 40 km·bps for vertical channels in deep water. This performance
can dramatically degrade for horizontal channels in shallow-water [10]. More-
over, within this small available bandwidth, UWA channel experiences a time-
varying multi-path, resulting in inter-symbol interference (ISI), Doppler shifts
and spreads, that are more severe than that encountered in radio channels used
in terrestrial wireless networks.
Second, acoustic waves travel slowly with the speed varying between 1433 and
1554 m/s, depending on the properties of sea water (e.g., temperature, pressure
and salinity). The variation of the sound speed introduces the propagation delay
variance which leads to the diﬃculty in time synchronization between nodes.
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In general, we assume that the speed is approximately 1500 m/s, which is ﬁve
orders of magnitude slower than radio waves. The low speed introduces a large
propagation delay (6.7 s/km), which can lead to the low normalized throughput
and the diﬃculty in sensing the channel’s status.
While the time-varying multi-path, signal absorption, frequency-selective ab-
sorption, temporal spreading, Doppler induced frequency distortion are being ad-
dressed as a problem at the physical layer, the narrow available bandwidth of the
UWA channel and the slow speed of the acoustic waves remain a big challenge in
the data-link and the network layer.
1.1.2 Node Mobility
Underwater sensor nodes tend to exhibit some degree of mobility due to wind
and ocean current, even if they are designed to be “static” nodes without any
self-propelling capability. In addition, a group of AUVs may also be deployed for
sensing tasks [11]. Node mobility often leads to dynamic network which can be
very diﬃcult to deal with when designing network protocols. For example, the
dynamic nature of network makes the routing problem very challenging because
route stability and route management become important issues in addition to
energy and bandwidth eﬃciency [12]. Moreover, for routing protocols that assume
the knowledge of network topology, the long propagation delay makes it highly
likely that this information becomes stale by the time it reaches the intended
node. From empirical observations, the ocean current typically moves at the rate
of 3 - 6 km/hr (around 0.83 - 1.67 m/s) [13], while existing AUVs typically move
at a rate of up to 2 m/s.
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1.1.3 Node Density
In contrast to terrestrial sensor networks that generally assume fairly dense and
fully connected coverage using small and inexpensive sensor nodes, nodes in UWA
networks tend to be sparsely deployed [9], in the order of several kilometers
apart, and network disconnectivity can be quite common. The reasons for low
node density in UWA networks are discussed as follows. Firstly, the high cost
of underwater sensor nodes limits the size of most UWA networks. Secondly,
although less signiﬁcant in shallow-water networks, in order to cover the whole
water column in an area of interest, nodes in underwater networks are usually
deployed in diﬀerent depths, resulting in a 3D-network. According to [14], to
achieve the same node density in a 2D square area of a2 and a 3D cube volume
of a3 while having the same communication radius of r, a 3D network requires 3a
4r
more nodes than a 2D network.
Node density has signiﬁcant eﬀect on network protocol design, especially in
the area of routing. Speciﬁcally, some of the protocols proposed for a 2D network
cannot be easily extended to work well in a 3D system. For example, in the
Blind Geographic Routing (BGR [15]), a node speciﬁes a forwarding area (e.g.,
sector, circle) using the location information (of the sender and of itself). Only
nodes within this forwarding area are allowed to relay the packet. However, when
the node cannot ﬁnd any relay node within its current forwarding area, it tilts
its forwarding area 60◦ in an arbitrary direction and rebroadcasts the packet.
It is shown in [14] that in 3D, the forwarding volume only covers half of the
communication volume of the corresponding forwarding areas in 2D, resulting in
a higher number of packets sent and a low packet delivery ratio (PDR). Note that
the low density of sensor nodes coupled with a node’s mobility makes it highly
likely to have a disconnected (network’s void) network. The disconnectivity and
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the delay problem make it a major challenge when designing network protocols
for UWA networks.
1.1.4 Other Issues
Although sensor nodes in both terrestrial and underwater networks are battery-
operated, it is much more diﬃcult to recharge the battery for an underwater
sensor once it has been deployed. Unlike a terrestrial sensor node that may
utilize a solar cell to recharge its battery, manually replacing the battery is more
common for an underwater sensor node. In order to reduce the cost of network
maintenance, network protocols designed for underwater networks need to focus
on reducing energy consumption, e.g., by focusing on schemes such as collision
avoidance and link-layer acknowledgment.
It is also interesting to note that the relative ratios of power consumption
in underwater acoustic modems among the diﬀerent operating modes are very
diﬀerent from those of terrestrial radio-based modems. In general, a terrestrial
radio-based modem in either receive or idle mode consumes approximately half of
the amount of energy that it consumes in transmit mode [16]. On the other hand,
an UWAmodem, such as the one used in WHOI [17], consumes less than 1% of the
transmit power when it is in either receive or idle mode. The signiﬁcant diﬀerence
on power consumption between diﬀerent modes of the modem implies that the
trade-oﬀ criteria among the diﬀerent modes of operation in UWA modems are
likely to be diﬀerent from those used in terrestrial RF modems [16].
Other than the energy eﬃciency issue, underwater sensor nodes are prone to
failure due to fouling and corrosion from sea water, resulting in even higher of
network dynamic, due to topology changes (e.g., nodes leave the network). Net-
work protocols must also adapt quickly to the change of network parameters (e.g.
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node density, topology) due to these eﬀects.
1.2 Thesis Objectives
The following summarizes the thesis objectives of this dissertation:
1. We would like to enhance the normalized throughput while reducing the
energy consumption of UWA networks via the MAC design. This is to
be achieved by designing the MAC protocols that allow sensor nodes to
eﬃciently avoid collisions. The collision avoidance mechanism is designed
by taking the channel’s unique characteristics into account along with the
cross-layer design technique.
2. We would like to improve the PDR when packets are routed in mobile UWA
networks. We propose the design to improve the existing UWA routings by
focusing on the channel’s long propagation delay and the node mobility.
The location-based routing and location prediction mechanism will be con-
sidered in this study.
3. We would like to achieve smaller errors in time synchronization of mobile
UWA networks. This is possible by allowing the node to take the long and
time-varying propagation delay into account during the process of the skew
and the oﬀset estimation.
1.3 Main Contributions
The main research contributions of this dissertation are as follows:
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1. The study of Aloha-based variant protocols in both theoretical and sim-
ulation frameworks is carried out, in order to understand the behavior of
each protocols in the long propagation delay networks. From this study,
we realized that with the knowledge of inter-nodal propagation delays, a
node could help avoid collisions in a distributed manner by utilizing the
information that it picks up from overheard packets. This only arises in a
long propagation delay environment such as UWA networks.
Therefore, the design of two novel but yet simple random access MAC pro-
tocols that adopt the idea of using the overheard information to help the
node in avoiding collisions are proposed. The usefulness of overheard in-
formation is also discussed and the theoretical derivation of the normalized
throughput of one of the proposed protocols is also provided. From ex-
tensive simulations, both schemes have shown that the collision avoidance
mechanism that uses the overheard information is simple but very eﬃcient,
leading to the enhancement of the normalized throughput.
2. The design of a handshaking-based MAC protocol that is suitable for multi-
hop UWA networks. The scheme utilizes a packet train technique to over-
come the low normalized throughput which results from the long propa-
gation delay. Unlike other existing works that the packet train can only
be formed from a single node, our packet train is formed from multiple
neighboring nodes. This helps to improve the normalized throughput even
when the network is operating at low load. In addition to the use of packet
train, our design utilizes a receiver-initiated reservation approach which can
greatly help the node to avoid collisions.
3. The development of a location-based routing scheme that can work well even
when the network is encountering network disconnectivity, node mobility
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and high bit error rate (BER) experienced in mobile UWA networks. The
proposed routing protocol is able to achieve high PDR while maintaining
low overhead. It is also shown that the assumption that the destination
node’s location is known can be relaxed when the protocol is coupled with
a simple destination location prediction scheme.
4. The development of the ﬁrst synchronization scheme for mobile UWA net-
works. Our scheme takes node mobility into account in the skew and the
oﬀset estimation process, resulting in the more accurate value of both the
estimated skew and the estimated oﬀset. This results in smaller time syn-
chronization errors when compared to the previously proposed schemes.
1.4 Organization of the Thesis
The remaining of this dissertation is organized as follows. Chapter 2 presents the
survey of the literature in the ﬁelds of MAC, routing, and time synchronization
that are designed for UWA networks. Chapter 3 provides the detailed study of
Aloha-based variants and the design of two novel random access MAC protocols
that utilize channel’s long propagation delay to be their advantage, resulting in
the enhancement of their normalized throughput. Chapter 4 introduces a design
and performance evaluation of the handshaking-based protocol that is suitable
for multi-hop UWA networks. Chapter 5 deals with the location-based routing in
mobile UWA networks. Chapter 6 describes the design of time synchronization
scheme that can tolerate long and time-varying propagation delay in mobile UWA
networks. Finally, Chapter 7 provides a summary of our research contributions,




Although there are many diﬀerences between terrestrial wireless and UWA net-
works as we have previously discussed in the last chapter, both networks do share
some similarities and common requirements (e.g., energy eﬃciency, bandwidth
limitation, etc.). As such, we shall see that the design of existing UWA network
protocols are heavily inﬂuenced by the already well-established technologies of
the terrestrial wireless networks. In this chapter, we discuss the related works in
the ﬁelds of UWA networks, focusing in three major areas: (1) MAC protocol,
(2) routing, and (3) time synchronization.
2.1 MAC Protocols in UWA Networks
2.1.1 Applicability of Terrestrial MAC Techniques
Many MAC protocols have been proposed for terrestrial wireless networks with
the goal of achieving high normalized throughput and low collision rate. Some
recent schemes have also added features such as sleep-wake scheduling, topology
management, and power control, etc. Although the goals of both underwater and
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terrestrial MAC protocols may be the same, the high performance of the latter
could be severely degraded when they are applied blindly in underwater, without
considering the high propagation delay and low bit rate of the UWA channel.
In the following, we provide some insights into the performance of terrestrial
MAC techniques in the underwater environment, and explain why new techniques
are necessary.
2.1.1.1 Deterministic MAC Techniques
1. Frequency Division Multiple Access (FDMA): The splitting of the
available frequency band into multiple channels requires the node to be
equipped with multiple transceivers, in order to support multiple frequency
channels. This consequently will increase the system cost.
2. Time Division Multiple Access (TDMA): TDMA’s performance relies
heavily on clock synchronization. In terrestrial networks where synchroniza-
tion is relatively cheap, TDMA can achieve high normalized throughput by
proper scheduling of data transmission by a node in the network. However,
in underwater applications, there are two main reasons why TDMA will not
work well. First, underwater nodes usually need to operate for long periods
without any maintenance. Even if these nodes are perfectly synchronized
at the time of initial deployment, they will eventually lose their synchro-
nization, especially if inexpensive clocks are used. As a result, periodically
resynchronization is required. Second, owing to the long propagation de-
lay in UWA networks, the slot lengths need to be long (the slot length
must be long enough to accommodate both the DATA packet transmission
time and the maximum inter-nodal propagation delay), thus resulting in
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a low normalized throughput. Speciﬁcally, the maximum achievable nor-
malized throughput of TDMA depends on the ratio of the DATA packet
transmission time to the maximum inter-nodal propagation delay. For ex-
ample, in a long-range communication (e.g. 10 km transmission range), the
maximum inter-nodal propagation delay can be as high as 6.67 s. If the
DATA packet is 1 s-long, the maximum achievable normalized throughput
is approximately only 13%.
3. Code Division Multiple Access (CDMA): In order to diﬀerentiate
between diﬀerent senders, CDMA uses a diﬀerent pseudo-noise code for
each sender. The study in [18] reveals that CDMA’s normalized throughput
in UWA networks is actually lower than that of TDMA.
2.1.1.2 Non-deterministic MAC Techniques
1. Polling: The advantage of using polling is that each node has guaranteed
channel access without the need for contention, thus allowing packet delays
to be guaranteed as well. However, in underwater networks with long prop-
agation delays, the need to poll each node before it is allowed to transmit
a data packet is ineﬃcient. In particular, a node that is polled but has no
data to transmit still introduces a potentially long round-trip delay, thus
resulting in under-utilization of the channel. In addition, the polling node
also makes the network susceptible to single node failures.
2. Channel Listening: The channel listening technique, as employed by the
Carrier Sense Multiple Access (CSMA) protocol, avoids collisions by re-
quiring each node to listen to the channel before transmitting a packet.
However, this does not work well in underwater networks due to the high
12






























Figure 2.1: Packets sent at the same time may or may not collide at receiver.
propagation delay. The underwater channel may well be perceived to be
idle by a node, say, A, even though a neighboring node, B, has already
started transmitting for some time. Nevertheless, even if A subsequently
decides to transmit a packet, it may or may not result in collisions at their
respective intended receivers. Note that a “collision” that leads to data
corruption only occurs when packets overlap at an intended receiver, but
not when the packets pass each other in the transmission medium. As we
will see in the examples shown in Fig. 2.1, a node’s failure to sense an on-
going transmission before transmitting its own packet does not necessarily
result in collisions, even if all the nodes concerned are within each other’s
transmission range. Suppose nodes 1, 2 and 3 coincidentally decide to send
packets to node 4 at the same instant. In the network on the left, nodes 1,
2 and 3 are equidistant from node 4, thus all the three packets collide at
node 4. In the network on the right, however, none of the packets collides
at node 4, because of the diﬀerences in propagation delays.
Similarly, when a node senses that there is an ongoing transmission in the
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Figure 2.2: Channel listening may back oﬀ a packet unnecessarily.
channel, it does not necessarily mean that it cannot transmit a packet. This
is because its packet may not overlap with the previously sensed packet at
the intended receiver. Fig. 2.2 shows an example in which a packet may
be backed oﬀ unnecessarily when it is alright to transmit1. Here, node 2
transmits a packet to node 3, which is overheard by node 1. Suppose
node 1 generates a packet that it wishes to send to node 2 at the time when
it overhears the packet “2-3”. Based on pure channel listening without
any additional information, node 1 may back oﬀ from transmitting the
packet “1-2”, although it will not have collided with packet “2-3” at both
nodes 2 and 3. Thus, from the above examples, we see that there are certain
circumstances in which pure channel listening in underwater networks not
only does not help to avoid collision, but may also result in low normalized
throughput because it is over-conservative.
3. Handshaking: The handshaking technique exchanges short control mes-
sages, namely, Request-To-Send (RTS) and Clear-To-Send (CTS), prior
to transmitting each data packet. In terrestrial networks, the RTS/CTS
frames also help alleviate the “hidden” and “exposed” terminal problems
1The number pair inside the packet, e.g., “2-3”, denotes that the packet’s sender is node 2,
and its intended receiver is node 3.
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in multi-hop networks. However, when implemented in UWA networks, the
exchange of multiple (albeit short) control messages between the sender
and the receiver is very expensive. The slow speed of sound in underwater,
compounded by the sparse deployment of underwater nodes (typically hun-
dreds to thousands of meters apart), introduce long delays that seriously
impair the normalized throughput. In fact, both [19] and [20] have shown
that the handshaking technique oﬀers a lower normalized throughput than
Aloha in the case of single-hop UWA networks.
4. Aloha: As one of the earliest proposed random access MAC protocols,
Aloha is seldom chosen for terrestrial networks when normalized through-
put is of main concern. It is well-known that the pure Aloha protocol
can only achieve a maximum normalized throughput of 18% in terrestrial
wireless networks when no synchronization is present, and 36% with its
slotted variant. These normalized throughput levels have always been re-
garded as too low for terrestrial network applications. However, the Aloha
concept should not be overlooked when designing underwater MAC proto-
cols. Firstly, it has been shown in [19] that pure Aloha still maintains its
maximum normalized throughput of 18% underwater, while retaining its
simplicity. More importantly, as has been discussed above, the more com-
plex schemes previously designed for terrestrial networks do not necessarily
oﬀer better normalized throughput than Aloha when they are applied to
the underwater environment.
2.1.2 UWA MAC protocols
Currently, research eﬀorts in UWAMAC protocols are still relatively young. Some
work in the literature, such as [21], has adopted a centralized control approach
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in which a master node performs the access scheduling of its slaves. While this
is simpler, the distributed control approach in which each node schedules its own
channel access is preferred because it is more scalable, responds faster to topology
changes, has lower overheads in the number of control messages, and does not
suﬀer from a single node (master node) failure.
In [22], Rodoplu and Park propose a MAC protocol that achieves energy
eﬃciency by reducing the number of collisions. Each node schedules its own time
to transmit the next packet, and broadcasts this information by attaching it to
the current data packet. Upon hearing the broadcast, other nodes will know
when to wake up for the subsequent packet, and they may go to sleep at other
times. However, in order to maintain a low collision rate, each node must operate
with a small duty cycle, which makes it diﬃcult to achieve a high normalized
throughput performance.
In [18], Morns et al. propose two scheduling protocols to control data packet
transmission and arrival times. One protocol is based on CDMA, while the other
one is based on TDMA. However, both protocols require clock synchronization
between all the nodes. Also, the time slot allocation for individual nodes be-
comes hard to manage when the number of nodes grow. Guo et al. introduce
the propagation-delay-tolerant collision avoidance protocol (PCAP) in [19], which
is a handshaking-based protocol. It also requires clock synchronization between
neighboring nodes, similar to [18]. Its uniqueness is that it allows a sender to per-
form other actions during the long wait between the RTS and the CTS frames.
Although its maximum normalized throughput is 20%, which is higher than what
a typical RTS-CTS handshaking-based protocol such as MACA [23] can achieve
underwater, this is merely comparable to Aloha’s normalized throughput. Its
enhanced version, the adaptive-PCAP (APCAP), is recently proposed in [24, 25].
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By allowing the destination node to negotiate with the source node on when to
transmit the CTS, the normalized throughput can be greatly improved. However,
clock synchronization is still required. Molins and Stojanovic propose in [26] a
slotted random access MAC protocol, which also requires clock synchronization.
It is also handshaking-based, but an RTS or CTS frame can only be transmitted
at the beginning of each time slot. Although the protocol achieves guaranteed
collision avoidance for its data packets, its normalized throughput is considerably
lower due to both the long slot length requirement and the long delay introduced
by the handshaking mechanism. Peleato and Stojanovic [27] improve the normal-
ized throughput eﬃciency of the handshaking-based protocol by allowing a node
to use diﬀerent handshake lengths in which are determined by the inter-nodal
distance. In addition, collision avoidance mechanism is also implemented such
that the node sends the warning packet to defer the data transmission form the
current handshaking node if there is possible collision.
Sozer et al. propose, in [28], another handshaking-based protocol that com-
bines the capability of error detection using a Stop-and-Wait Automatic Repeat
Request (ARQ). By adding a WAIT packet, it is possible to reduce the repetitive
transmission request by telling the source node to wait while the destination node
is busy and cannot immediately respond to the transmission request.
In [29], the adaptation of the original MACA to be used in a large propa-
gation delay environment is studied. The authors propose the state transition
which is suitable for MACA that is implemented in a high propagation delay
environments. The derivation of the theoretical upper and the lower bound of
MACA’s normalized throughput in a single-hop network is also given in their
study. The modiﬁcation of the terrestrial MACAW [30] to be implemented in
underwater is suggested by Foo et al. in [31]. The authors claim that diﬀerent
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priority level should be given at each node. This way, when two nodes happen
to transmit the RTS to each other, a node with higher priority will eventually
win the channel. Similarly, in [32], Ng et al. propose that in order to enhance
the normalized throughput of MACA in underwater, modiﬁcations in three poten-
tial areas should be considered: state transition rules, packet forwarding strategy,
and backoﬀ algorithm. The authors then propose MACA-U, a handshaking-based
protocol that can alleviate the problem of being over-conservative encountered
in the original MACA by allowing the node to persistently wait for the CTS or
DATA packet, instead of transiting itself to a silent state, even if it receives or
overhears another RTS or CTS packet from other nodes. In addition, MACA-U
gives higher priority to the node that are relaying a packet over the one that
sending a newly generated at the node itself. As a result, MACA-U is less likely
to have packet drop at the intermediate node. For the backoﬀ, the original Binary
Exponential Backoﬀ (BEB) appears to generate aggressive contention which may
result in higher collision. To solve the problem, the authors suggest that the long
propagation delay should be considered in the determination of the BEB backoﬀ
interval. Speciﬁcally, the backoﬀ interval should be set as b · (Tctrl + pmax), where
b is the number chosen randomly in the backoﬀ window size W and Tctrl is the
transmission time of the control (e.g, RTS, CTS) packet. In [33], Kebkal et al.
achieve normalized throughput eﬃciency with the adaptation of MACAW. This
is possible by scheduling the data transmission in parallel with the acknowledg-
ment (ACK). The data chunk is divided into two portions such that the trans-
mission time of the second portion can be scheduled to transmit in parallel with
the ACK without collision.
The analytical study of the suitability of both random access and handshaking-
based protocol in single-hop underwater networks are carried out in [34]. In [35],
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Kredo and Mohapatra propose a hybrid protocol that bridges the TDMA with
the random access scheme, in order to achieve beneﬁts of both schemes.
Recently, Aloha-based protocols have also gained attention due to their sim-
plicity. The normalized throughput analyses of both pure and slotted Aloha in
underwater are recently presented in [36] and [37]. Syed et al. [37] also discuss
the eﬀects of space-time uncertainty on the performance of high latency networks,
such as underwater networks. Unlike terrestrial wireless networks in which space
uncertainty has negligible eﬀects (due to the extremely small propagation delay),
the performance of high latency networks is aﬀected by both space and time un-
certainties. In particular, space uncertainty is caused by the nodes’ locations,
which result in diﬀerent propagation delays, while time uncertainty is caused by
the randomness of packet transmissions. Since both eﬀects are not negligible in
high latency networks, it may not provide any beneﬁt to take care of just one of
the uncertainties in a MAC protocol design; it has been shown in both [36] and [37]
that the classic slotted Aloha degrades to pure Aloha in high latency networks.
The authors also propose a propagation delay tolerant Aloha (PDT-Aloha), a
protocol that can enhance the normalized throughput of the traditional slotted
Aloha by simply adding a proper-size guard band in the transmission slot. Later,
Ahn and Krishnamachari show the performance analysis of PDT-Aloha in [38].
This gain of interest shows that Aloha should not be overlooked due to its low
normalized throughput experienced in wireless terrestrial networks.
Other research concentrates on the optimization techniques to increase the
channel eﬃciency. Stojanovic [39] shows that in order to maximize the eﬃciency
of the normalized throughput performance in a stop-and-wait automatic repeat
request (ARQ) system, selecting an optimal packet size is essential. This opti-
mal packet size is a function of link parameters such as range, rate, and error
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probability. Pompilini et al. [40] propose a closed-loop distributed algorithm to
set the optimal transmit power and code length in a CDMA system. The work
by Harris et al. [41] suggests that normalized throughput can be maximized by
considering the packet train length adaptation, the forward error correction, and
the packet size adaptation in associated with distance between the sender and
the receiver.
2.2 Routing in UWA Networks
In this section, we review existing works on UWA routing, according to their clas-
siﬁcation. Because routing algorithms are application- and network architecture-
oriented, there are numerous ways to classify them. Here, we classify them into
three main categories: data-centric, hierarchical-based and geographical-based.
Only a short description of each category is given here. More details can be
found in [42, 12, 43].
2.2.1 Data-centric Routing
With data-centric routing, due to the lack of global addressing, data is usually
transmitted from multiple sensors within the region of an event. Data aggrega-
tion and in-network processing is commonly utilized so that the number of data
transmissions can be reduced.
In [44], Lee et al. propose a multi-hop ad hoc routing and in-network process-
ing protocol for time-critical aquatic applications, namely, “Under-Water Diﬀu-
sion (UWD)”. The UWD aims to minimize the number of packet transmissions
so that channel contentions can be greatly reduced. Although the UWD adopts
data diﬀusion and in-network data aggregation techniques that are widely used
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in terrestrial sensor network, it tries to limit the number of transmissions by
reducing the number of ﬂooding packets. While direct diﬀusion needs to period-
ically ﬂood interests and route status (e.g., link failure has occurred) to handle
topology changes due to node mobility, the UWD only ﬂoods the interest once
in the initialization phase. When the sink wants to modify its interest, instead
of ﬂooding, it piggybacks the new interest on another packet.
Nevertheless, signiﬁcant ﬂooding is still required when applying the UWD in
a mobile environment. This is because ﬂooding is the only way to ﬁnd the path
from a node (that the event occurs) to the destination. While the UWD can
perform well in static networks, its performance can be degraded signiﬁcantly if
the network is highly dynamic. This is because when the network is dynamic,
topology is expected to be changed often.
In [45], Seah and Tan propose a virtual sink architecture that exploits the
multipath nature of broadcasting communication to achieve a robust and en-
ergy eﬃcient routing protocol. When multipath data delivery is combined with
multiple virtual sinks, the scheme can overcome the problem of high traﬃc con-
tention occurring near the sink, which is a common problem encountered by
typical multipath-based routing protocols. This results in a signiﬁcant enhance-
ment in the data packet deliver ratio. In contrast to the typical multipath routing
scheme that aims to set up multiple routes between a pair of nodes [46], the vir-
tual sink architecture maintains multiple spatial routes to diﬀerent sinks, which
are connected to the actual sink via a high speed communication link to avoid
contention and collisions, thus achieving high reliability.
However, the virtual sink architecture assumes that the sensor nodes are
densely deployed (e.g., 100 nodes in the area of 2.5 km by 2.5 km) which may
not be practical due to the high cost of the underwater sensor nodes. Despite the
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fact that the sender utilizes a hop count mechanism to ﬁnd the diverse path back
to the sinks, the issues of reacting to a dynamic network have not been addressed
in the paper. Furthermore, the network is assumed to be fully connected for the
whole simulation duration, which ignores the possibility of network voids forming.
2.2.2 Hierarchical-based Routing
Another approach in data aggregation is using hierarchical-based routing which
usually assumes that there are special nodes (e.g. cluster-head, master node) that
have higher capability in terms of processor, memory or available energy. These
special nodes are responsible for data aggregation and route decision making.
To date, the hierarchical-based approach has not gained much interest from the
underwater routing community due to its high overheads required in cluster for-
mation and management. A delay-sensitive routing protocol has been proposed
in [47]. The authors suggest a centralized control approach in which a node relies
on the topology information gathered from the surface station which decides on
the optimal path to route a packet.
2.2.3 Geographical-based Routing
Recently, geographical or location-based routing has attracted signiﬁcant interest
from the underwater routing community due to its suitability for mobile underwa-
ter sensor networks. Because network topology is unavailable in these networks,
non-geographic routing algorithms need to ﬁnd suitable routes to the destination
node through ﬂooding. However, ﬂooding should be avoided because it is very
expensive in terms of bandwidth and energy utilization. Geographical routing
eliminates the need for ﬂooding by utilizing the available location information (as-
suming that all nodes are aware of their own and the destination’s positions), to
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limit the number of nodes that can direct a packet toward the destination.
The ﬁrst routing algorithm designed for mobile underwater sensor networks,
the vector-based forwarding (VBF), is proposed in [48]. In VBF, each of a sender’s
neighboring nodes determine its candidacy to be the next relay node by ﬁrst com-
puting the distance between itself and a virtual vector from the sender (S) to the
destination (D), denoted as a “routing vector SD”. The predeﬁned radius from
the routing vector forms a “routing pipe”. If the node is located within this rout-
ing pipe, it is a candidate to be the next relay node. Multiple candidates compete
among themselves to be the next relay node using a desirableness factor. More
speciﬁcally, each candidate calculates its desirableness factor which tells the node
how long it should hold the packet before attempting to relay the packet. Because
the desirableness factor favors the node that is located nearest to the destination,
thus giving it a higher priority to be a next relay (holding the packet shorter than
others). The VBF is extended to the HH-VBF (hop-by-hop VBF) in [49] in order
to overcome two problems encountered in the VBF: small data delivery ratio in
sparse networks and sensitivity of the routing pipe radius. Speciﬁcally, instead of
using a single routing pipe from the source to the destination, the HH-VBF forms
the routing pipe in a hop-by-hop fashion. As a result, HH-VBF can improve the
PDR of VBF.
Although the HH-VBF can achieve better PDR than VBF, the sensitivity of
the PDR to the routing width still exists in a sparse network, especially when it
is often that there is no sensor node lying within the routing pipe.
Focused Beam Routing (FBR) has been recently proposed in [50]. It is a
geographical routing algorithm integrated with an open loop power control mech-
anism that allows the sender to select its transmit power levels from P1 to Pn.
The protocol starts with a sender node (S) broadcasting a request-to-send (RTS)
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to its neighbors using a certain power level (e.g., say Pi). A node hearing this
RTS packet will ﬁrst determine its relative distance from a virtual line drawn
from the sender to the destination (D), denoted as SD, by using the sender’s and
destination’s locations included in the RTS packet and its current position. The
node becomes a candidate relay node only if it is positioned within the cone of
angle ±θ, referred as a “transmitting cone”. Only nodes that are candidate relay
nodes respond with the clear-to-send (CTS) packet including the their locations.
Next, among all the candidate relay nodes, the sender selects the next relay node
that is located nearest to the destination. If there is no node within the trans-
mitting cone, the sender increases its transmit power level from Pi to Pi+1 where
i + 1 ≤ n. In the case that there is still no neighbor node even after the sender
has exhausted with its maximum power level, Pn, it will shift its cone in either
right or left direction to cover the entire vicinity.
Similarly to the VBF and the HH-VBF, the performance of the FBR is highly
sensitive to the size of its transmitting cone, especially in a sparse network.
2.3 Time Synchronization in UWA Networks
Since there are very limited work on time synchronization proposed for UWA
networks, we shall also discuss some of interesting approaches in time synchro-
nization proposed for terrestrial wireless sensor networks that could be adapted
for implementation in underwater. The previously proposed synchronization
schemes found in the literature can be divided into two categories: the receiver–
receiver based approach, and the sender–receiver based approach. An example
of the receiver-receiver based approach is the Reference Broadcast Synchroniza-
tion (RBS) scheme [51]. In RBS, a node sends a beacon pulse to its neighbors.
Upon receiving the pulse, the receiver marks its local time at which it receives the
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beacon pulse. By assuming that the propagation delay is negligible, each of the
receivers is assumed to have received the beacon pulse at the same instance. Next,
each pair of the receivers simply exchange their pulse receiving time to calculate
the diﬀerence in their oﬀsets. For higher accuracy, the scheme can be extended
to use multiple beacon pulses to determine both the clock skew and the clock
oﬀset by using linear regression and statistical technique, respectively. As we can
see, the RBS does not rely on the time stamp from the sender side; this reduces
the sender’s nondeterministic eﬀect. Although the authors claim that RBS can
achieve very high accuracy (1.6 μs using 30 beacon pulses), its performance can
degrade drastically when operating in mobile UWA networks, in which long and
varying propagation delay is dominant. Moreover, with the use of unidirectional
beacon pulse, it is impossible to compute and compensate for the propagation
delay, thus leading to large synchronization error.
On the other hand, instead of using unidirectional message exchange as in the
RBS, the sender-receiver approach combines bidirectional message exchange with
local time stamping, in order to retrieve the node’s oﬀset and skew. Ganeriwal et
al. proposed TPSN [52], a two-phase network-wide synchronization algorithm for
wireless sensor networks. The TPSN ﬁrst uses a level discovery phase to deﬁne the
hierarchical topology of the whole network. Then, in the synchronization phase,
a pair of nodes can learn their clock drift using bidirectional message exchange,
with the sending node inserting its local time stamp on each message. The drift
and propagation delay can be extracted from the time stamp collected from the
two-way message exchange. The main drawback of TPSN is that it computes the
clock drift by only estimating the oﬀset. Without correcting the clock’s skew, it
is obvious that the TPSN will need frequent re-synchronization.
Although there has been extensive study in the ﬁeld of UWA networks from
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all around the world, the work in the area of underwater synchronization is still
very limited. Syed and Heidemann recently propose the TSHL [53], which is a
time synchronization algorithm designed for high latency networks. The design
tries to minimize the synchronization error by estimating and compensating both
the clock skew and oﬀset, utilizing MAC-layer time stamping and bidirectional
message exchange. While assuming that all the nodes in the network are static,
the TSHL takes into account the long propagation delay when determining the
clock oﬀset. The clock skew estimation can be achieved by applying linear re-
gression over multiple two-way reference packet exchanges. The major drawback
in TSHL is that it assumes constant propagation delay during the n reference
packet exchanges. This assumption is no longer valid in mobile networks.
Recently, Tian et al. proposed a localization and synchronization scheme for
3D UWA networks in [54], using atomic multilateration and iterative multilat-
eration techniques. The scheme utilizes external anchor nodes that are located
on the surface of the ocean, which already know their locations and time with-
out error. The synchronization packet broadcasted from the anchor i includes
the current location (xi, yi, zi) of the anchor, and the time of transmitting the
packet (ti). In order to compute its location, each node needs to hear from at
least ﬁve anchor nodes. Upon receiving enough synchronization packets, the node
performs multilateration in order to obtain its location. Next, the node learns the
drift between itself and the anchor by comparing its local time of receiving the
packet with ideal time (ti plus the propagation delay). The main drawback of this
scheme is that it may not always be practical to have anchor nodes ﬂoating on
the surface of the ocean, due to security reason. Moreover, the algorithm utilizes
a hierarchical approach for network-wide synchronization (multi-hop networks).
This means that, in order to synchronize a node, it needs to have at least ﬁve
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neighboring nodes of a higher hierarchical level, acting as beacon nodes. This
may be quite diﬃcult to achieve in UWA networks since the number of sensor
nodes are typically limited due to economical reasons. The most serious draw-
back is that the scheme only aims to estimate the oﬀset. Without estimating the
clock skew, frequent resynchronization is expected.
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Chapter 3
Aloha-based MAC Protocols with
Collision Avoidance
From Chapter 2, we ﬁnd that the protocols that employ handshaking techniques
can inevitably amplify the eﬀects of the long propagation delay which limits the
normalized throughput. On the other hand, those that rely on time slot allocation
generally require slot lengths that are longer than the maximum propagation
delay, which not only limits normalized throughput but incurs synchronization
problems due to clock drift. These lead us to consider whether simpler MAC
protocols may, in fact be more capable of achieving high normalized throughput
and low collision rate for underwater networks.
In this chapter, we study Aloha-based protocols and show that their per-
formance in underwater networks can be quite attractive, especially when en-
hanced with modiﬁcations that take into consideration the long propagation de-
lays. Speciﬁcally, we propose two Aloha-based random access MAC protocols,
namely, Aloha with collision avoidance (Aloha-CA) and Aloha with advanced
notiﬁcation (Aloha-AN), for single-hop UWA networks. In both schemes, each
node avoids collisions in a distributed manner by utilizing information that it
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overhears as well as the knowledge of inter-nodal propagation delays.
The remainder of this chapter is organized as follows. In Section 3.1, we de-
scribe two simple Aloha-based variants, before presenting our proposed schemes
in Section 3.2 and Section 3.3, respectively. In Section 3.4, we provide a theo-
retical analysis of the Aloha-based protocols. We then describe in Section 3.5,
the simulations that we have carried out to compare the performance of the pro-
posed scheme with several others. Section 3.6 shows the simulation results of the
proposed protocols. Finally, we conclude in Section 3.7.
3.1 Aloha-based Variants and the Usefulness of
Information Overheard
Ideally, MAC protocols for UWA networks need to tolerate high propagation
delays while oﬀering high normalized throughput and low collision rates. They
must also be simple because underwater nodes oﬀer limited resources in terms of
memory, CPU speed and power (batteries cannot be easily replaced or recharged).
The Aloha protocol is one of the simplest MAC protocols, therefore, we have
chosen to study Aloha-based variants in this work. In the following, we ﬁrst
describe an intuitive variant that can improve performance over pure Aloha. We
then illustrate with an example how this variant could have avoided collisions if
it were to utilize some information extracted from overheard packets. This forms
the motivation for our proposed Aloha-CA, which will be described in the next
section.
In pure Aloha, a node simply transmits a packet whenever it has anything
to send, regardless of whether it is currently receiving a packet. This is very
ineﬃcient since the packet being received will deﬁnitely be discarded, resulting
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in a lower normalized throughput and higher energy wastage. A possible variant
to pure Aloha, which we shall call “Aloha half-duplex (Aloha-HD)”, removes
this ineﬃciency by having a node that is receiving a packet defer sending a new
packet. Hence, any new packet generated while the node is receiving a packet
will be backed oﬀ. Note that the above decision requires the node to decode the
packet’s header for the destination address.
Aloha-HD can still transmit a packet indiscriminately so long as it is not the
intended receiver for the packet it currently overhears. Speciﬁcally, its transmit-
ted packet may collide with the overheard packet at the former’s or the latter’s
intended receiver, or both. An example is illustrated in Fig. 3.1, where node 3
sends a packet intended for node 2. Although node 1 overhears the packet “3-2”,
it transmits a packet to node 2 because the overheard packet is not meant for
it. Packet “1-2” thus subsequently collides with packet “3-2” at node 2. This
example depicts the worst case, in which both packets “3-2” and “1-2” are cor-
rupted at their common intended receiver, i.e., node 2. Note, however, that if
node 1’s packet were intended for node 3, then only packet “3-2” would have been
destroyed at node 2, while node 3 will receive the packet from node 1 successfully.
From the above example, we observe that each node can help avoid collisions
by using the “sender-receiver” information that it picks up from overheard pack-
ets to make more informed decisions on when to avoid transmitting a packet.
This opportunity only arises in a long propagation delay environment such as
underwater networks, as opposed to typical terrestrial wireless networks in which





























Figure 3.1: An example of how Aloha-HD can miss an opportunity to avoid
a collision. In this example, assuming that p12, p13, p23 are 1.5, 2 and 3.5 s,
when pxy denotes the inter-nodal propagation between Node x and Node y. Also,
the packet transmission time is assumed to be 1 s. Furthermore, the packets
generated at Node 3 and Node 1 are at the time t = 0 and 2.5 s, respectively.
3.2 Aloha-CA
In this section, we propose a distributed random access MAC protocol, known as
Aloha-CA, for single-hop UWA networks. The protocol takes advantage of the
information overheard to help avoid collisions. In addition to “sender-receiver”
information that can be picked up from overheard packets, Aloha-CA requires
knowledge of the propagation delays between every node pair in the network (O(N2),
where N is the total number of nodes). In an underwater network with static
nodes, this information can be obtained (and subsequently distributed to all
nodes) during initialization by having every node in the network exchange “hello”
messages. For a network with mobile nodes, if each node knows its own location
(e.g., through its navigation system), the nodes can periodically broadcast their
location information, enabling other nodes to estimate the relevant inter-nodal
propagation delays. Furthermore, for slow moving nodes, which are quite com-
mon in underwater networks (existing AUVs move at a rate of up to 2 m/s),
their positions could be predicted based on their trajectories and bearings. It is
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important to note that we do not require precise information about the nodes’
positions, since a ten-meter positioning error only translates into approximately
6.7 ms of error in propagation delay estimation, which is relatively small com-
pared to the typical inter-nodal propagation delays (in the order of seconds).
We will illustrate in Section 3.6.5 the eﬀects of positioning errors on Aloha-CA’s
normalized throughput.
For Aloha-CA to work, each packet must have two distinct segments, namely,
a header segment and a data segment. The header segment must be decodable
independently1, and must be kept short so that the information it carries can
be extracted and utilized as soon as possible by those nodes that overhear it.
Speciﬁcally, the information is only useful to an overhearing node from the time
the header segment is decoded, till the end of the data segment, because any
packet transmitted by the overhearing node after this time will never collide with
the overheard packet. Hence, the header segment should contain only essential
information such as the sender’s ID, receiver’s ID, packet size (if variable) and
header checksum or error correcting bits. Upon hearing a packet, a node refrains
from transmitting any packet until the packet’s header segment can be decoded.
If it is the intended receiver, it simply receives the packet; otherwise, it computes
the busy duration of every neighboring node as a result of the overheard packet,
along with indications of whether these busy states are caused by transmitting,
receiving, or overhearing the packet. Fig. 3.2 shows an example of the database
table stored at a node that overhears a packet. In this particular example, node 1
transmits a packet to node 4 at time t = 0 s, and the transmission time of the
packet and the header are 1 s and 0.1 s, respectively. Based on the busy durations
and the inter-nodal propagation delays, the node can compute the constraints
1Although there is some ineﬃciency arising from the need to decode the header separately,
and the actual throughput in practical implementations may be slightly lower. However, this
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Figure 3.2: An example of the database table at a node in Aloha-CA.
caused by every other node on the time it can transmit. When it has a packet
to transmit, besides making sure that it is not currently receiving a packet itself,
it also checks its database table to ensure that doing so at this instant does
not result in a collision at any other neighboring node. Speciﬁcally, it must not
disrupt the reception of the overheard packet at the latter’s receiver. Also, its
own packet’s intended receiver must not be busy by the time the packet arrives.
In our example, to avoid interfering with node 4’s reception, node 2 must not
transmit before t = 1.5 s, regardless of its packet’s intended receiver. In addition,
if node 2 intends to transmit to node 3, it can only do so after t = 0.9 s. If
any of the above constraints cannot be satisﬁed, the packet transmission will be
postponed using a random backoﬀ technique.
It is important to note that collisions are still possible in Aloha-CA neverthe-
less because the database table is maintained only based on the information that
the node has already overheard and this may not be a complete representation of
transmission activities in the network. When a collision2 occurs, a node will by
2Note that in practice, packet collisions may be detected by underwater acoustic modems
via preamble detection, especially if each source node could be assigned a diﬀerent preamble.
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default wait until the channel clears before it attempts to transmit a packet. We
will describe in Section 3.6.3 a diﬀerent variant which allows a node to transmit
even before the channel clears.
In order for a node that overhears an ongoing transmission to be able to
utilize the extracted information for collision avoidance, two conditions must be
achieved: (1) the header must be decoded correctly and (2) the node must be
within a bounded region that is determined by the relative positions of the sender
and the receiver, the packet’s transmission time, as well as the length of the
packet’s header. We shall now analyze this useful region. The notations used are
shown in Table 3.1. Referring to Fig. 3.3, suppose node S sends a packet that is
destined for node R at time t = 0, and node O overhears the packet. Assuming an
error-free transmission and that the time taken to process the header information
is negligible, node O will be aware of the sender-receiver information at time
t = pSO + Th. On the other hand, the packet will be received by node R from
time t = pSR to t = pSR + T . Therefore, node O can utilize the information
overheard to help avoid a collision if it refrains from transmitting any packet
from t = pSO + Th to t = pSR + T − pOR. It can be observed that the information
overheard will only be useful if the following holds:
pSO + Th < pSR + T − pOR. (3.1)
After some manipulation, we obtain
dSO + dOR < dSR + v(T − Th). (3.2)
For a particular S-R pair, an overhearing node O can utilize the information
overheard so long as the topology satisﬁes (3.2). Therefore, the useful region is
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Table 3.1: Notations used for explaining useful region.
Notation Meaning
dxy Distance between nodes x and y.
pxy Propagation delay between nodes x and y.
T Transmission time of an entire packet.
Th Transmission time of a packet’s header.
v Speed of acoustic wave in underwater, assumed to be












Figure 3.3: Useful region in which overhearing can help avoid collision.
deﬁned by all possible locations of node O around the S-R pair that satisﬁes (3.2).
By varying the position of node O while keeping the rest of (3.2) constant, we
observe that the RHS of (3.2) is a constant. The boundary of the useful region is
thus an ellipse, with nodes S and R being the foci. Note that for 3-D deployment,
where the nodes can be placed at diﬀerent depths, the useful region becomes a
spheroid; Fig. 3.3 then becomes its cross-section that cuts through nodes S, R,
and the particular node O being examined.
We can make two important observations from (3.2). First, we see that the
longer the packet (directly proportional to T ), the larger the useful region. This
is intuitive because a long packet increases the likelihood that even by the time
a distant node overhears the transmission, the receiver still has a long time to
go before it ﬁnishes receiving the entire packet. The second observation is that,
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the shorter the header (directly proportional to Th), the larger the useful region.
Here, if the header can be fully received sooner, then those nodes that are farther
away will also be able to extract the information before it expires.
Although any node within the useful region that overhears a packet will be
able to help avoid collision, the usefulness of the overheard information is strongly
dependent on the time window from the moment the information is extracted,
to the moment it expires. This time window can be normalized by the packet
transmission time, and we shall call it the “usefulness index (U)”:
U = (pSR + T − pOR − pSO − Th)/T, (3.3)
= (pSR − pOR − pSO)/T + (T − Th)/T. (3.4)
For a node O that resides within the useful region, U ranges from 0 to
(T − Th)/T , or approximately 1 if Th  T . Note that U is at its maximum if
node O falls directly between the sender and the receiver. For a node O that
falls outside the useful region, U will be negative. By considering all node pairs





sender-receiver node pairs) with equal probability, while all other nodes acting
overhearing nodes, the average U (Uavg) across the entire network can be obtained
as a sender as
Uavg = U1 + U2 + ...+ Uj , (3.5)
where Uj denotes the useful index of node-pair j
th. (3.5) can be manipulated
such that we can obtain
Uavg = −p/T + (T − Th)/T, (3.6)
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where p is the average inter-nodal propagation delay. The ratio p:T , which
we shall call the “pT-ratio”, thus has an important signiﬁcance in Aloha-CA’s
performance. That is, in order for Aloha-CA to work well (assuming that all nodes
have the same probability to act as the sender and the receiver), the average U
must be positive; this implies that the pT-ratio must be smaller than (T −Th)/T ,
which is approximately 1.
The above analysis can also be extended to CSMA in general. Since a node
exercising CSMA will refrain from transmitting its own packet so long as it over-
hears an ongoing transmission (i.e., without the need to decode the packet’s
header), its Uavg is simply
−p/T + 1, (3.7)
meaning that CSMA can work well only if the pT-ratio is smaller than 1.
3.3 Aloha-AN
In Aloha-CA, because the data segment is sent out right after the header, a node
that has successfully overheard a packet’s header will not be able to overhear a
subsequent packet’s header until the previous overheard packet ends, due to a
collision between the data segment and the new header. Thus, the node loses
the opportunity to overhear more packets during this time. In addition, just
like the problem encountered by NP-CSMA [55], sometimes the information may
already be obsolete when the node overhears it. As we can see, the table entries
in Aloha-CA are indeed a very small subset of the overall picture. Also, since
Aloha-CA assumes that the header is decoded independently from the rest of the
packet, this may lead to an ineﬃciency in error correction code which usually
works better over a longer block length. To overcome such problems, we propose
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in this section Aloha-AN.
The Aloha-AN is built upon the similar idea as Aloha-CA, that the informa-
tion overheard by a node may sometimes help to reduce collisions. However, it
goes one step further by providing the potentially useful information much earlier,
and hence its name “Aloha with advance notiﬁcation”. Speciﬁcally, a small ad-
vance notiﬁcation packet (NTF), which contains similar information as a normal
header segment, will be transmitted ﬁrst. The sender will then wait for a period
of time, called the lag-time, before sending out the actual DATA packet. As the
lag-time will be set as a network parameter, every node in the network that hears
the NTF packet will know when to expect the associated DATA packet. The
main advantage of having a lag-time between the NTF and the DATA packets
is that it is now possible for a node to receive multiple NTF packets from its
neighbors. This gives the node a bigger subset of the overall picture compared to
Aloha-CA, thus allowing it to make better decisions in trying to avoid collisions.
Similarly to Aloha-CA, the Aloha-AN requires each node to maintain its own
database table to monitor the busy durations of every neighboring node. Each
entry in the table identiﬁes which node is making the particular neighboring
node busy, and whether the busy state is caused by transmitting, receiving, or
overhearing a packet. Every time when a node successfully receives an NTF
packet, it calculates the busy duration caused by the associated DATA packet at
every node, including itself. However, before it inserts the entry into the table, it
needs to check whether the associated DATA packet will cause any conﬂict with
its own scheduled DATA packet transmissions. If there is no conﬂict, the entry
will be inserted without further test. However, if there is a conﬂict, a resolution
mechanism will be invoked before deciding whether the entry should still be
inserted. Here, a conﬂict may arise if the impending DATA packet associated
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with the NTF overheard appears to collide with the node’s scheduled DATA
packet at the intended receiver, or when the node itself is the intended receiver
but it is scheduled to transmit a DATA packet during this time. The conﬂict-
resolution mechanism checks to see which node among the two that cause the
conﬂict will transmit ﬁrst. If the current node loses, it will refrain from sending
its own DATA packet by applying random backoﬀ, and inserts the entry into the
table. Otherwise, the entry will be discarded.
Whenever a node has a packet to transmit, it will check its database table
to ensure that the packet does not result in a collision at any other neighboring
nodes. While this test is similar to that of Aloha-CA, an important diﬀerence
is that the node also needs to make sure that the new DATA packet’s schedule
does not overlap with the other DATA packet transmissions already scheduled
in the pipeline. If the node decides not to transmit after these tests, it applies
random backoﬀ to the packet concerned3. In Aloha-AN, nodes are allowed to
drop packets that have been backed oﬀ a speciﬁc number of times (e.g., 10). A
node that has dropped a signiﬁcant number of packets inherently learns that the
network is busy, and will then try to alleviate the problem, such as reducing its
own packet generation rate temporarily.
Although it appears that the decision on whether to transmit the DATA in
both Aloha-CA and Aloha-AN depends highly on the nodes’ position, this will not
cause a fairness problem because packet arrivals among all nodes are distributed
randomly and thus the transmission attempts are also random among all nodes.
3Deadlock on DATA packet transmission will not happen in Aloha-AN since the node decides
to hold its DATA only if it ﬁnds that another node has transmitted the NTF prior its NTF
transmission. Note that the time at which each node transmits its NTF can be computed at
the other node, by using the arrival time of other nodes’ NTF and the inter-nodal propagation
delay between the two nodes. Although the decision on whether the node should transmit
DATA is computed locally at each node and it is possible that the node misses other nodes’
NTF, this again will not cause a deadlock but could aﬀect the accuracy on the node’s decision
making.
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The fairness problem will arise only when the same nodes repeatedly attempt
to transmit their DATA at the same instance, which is unlikely to occur if the
random backoﬀ is applied after each of the unsuccessful transmission attempt.
3.4 Normalized Throughput Analysis
In this section, our aim is to understand the normalized throughput performance
of diﬀerent protocols analytically using a mathematical model. Speciﬁcally, we
analyze the normalized throughput of the terrestrial random access MAC proto-
cols (e.g., pure Aloha, Slotted Aloha, NP-CSMA), in the presence of high propa-
gation delay (such as in underwater acoustic networks), as well as Aloha-HD and
Aloha-CA.
In the analytical model, we assume that there are an inﬁnite number of
nodes in the network, each of which is independent of the other nodes. The
aggregate packet arrivals in the network are assumed to be Poisson with a rate
of λ′ packets/s, and are distributed evenly among all the nodes in the network
while the rate of aggregate packet attempts to transmit in the network is λ
packets/s, also assumed to be Poisson. Here, note that λ′ includes only those
packets arriving from the network layer, while λ includes transmission attempts
from both packets arriving from network layer and previously backed oﬀ packets
at the MAC layer. We also deﬁne G′ as the total number of packets arriving from
the network layer per packet transmission time, while G (also called oﬀered load)
is deﬁned as the total number of packets attempting transmission at the MAC
layer per packet transmission time. Thus, we have G′ = λ′T and G = λT where T
is the transmission time of the ﬁxed length packet (L bits). The maximum inter-
nodal propagation delay is denoted as pmax. Finally, the channel is assumed to
be error-free so that any collision that arises is solely due to the MAC protocol’s
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behavior.
3.4.1 Pure Aloha and Slotted Aloha
In Pure Aloha, each node transmits its packets in an unsynchronized fashion.
When a node has a packet to transmit, it switches to transmitting mode regard-
less of whether it is currently receiving a packet. As a result, the normalized
throughput, S, of Pure Aloha is
SPure Aloha(λ) = GPs, (3.8)
where Ps denotes the probability of a successful transmission (for a given λ),
which occurs when the received packet does not overlap with any other packet
at the receiver. In order for this to happen, every other node (except the trans-
mitter) has a period of 2T over which it must not have transmitted a packet.
This period is called the “silent period”. Since Pure Aloha transmits a packet
when it arrives from the network layer, the time interval when there must not be
any packet arrival from the network layer—commonly known as the “vulnerable
period”—coincides exactly with the silent period. Note that, in the presence of
non-negligible propagation delays, the vulnerable periods of the diﬀerent nodes
are staggered with respect to each other, as shown in Fig. 3.4. Nevertheless, they
all have the same duration of 2T . Hence, we can calculate Ps using
Ps(λ) = e
−2λT = e−2G. (3.9)
By combining (3.8) and (3.9), we obtain the normalized throughput of Pure Aloha
as
SPure Aloha(λ) = Ge
−2G. (3.10)
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Figure 3.4: The vulnerable periods of Pure Aloha in high latency networks; they
are staggered with respect to each other depending on inter-nodal distances.
Since the normalized throughput of Pure Aloha in underwater as shown in (3.10)
matches exactly with its well-known normalized throughput obtained for terres-
trial networks, we can see that the long propagation delays in underwater acoustic
networks have no eﬀect on the normalized throughput of Pure Aloha. This is con-
sistent with results in [37].
Slotted Aloha introduces discrete timeslots and a node can only transmit
a packet at the beginning of a timeslot. In terrestrial networks, it is generally
assumed that the timeslot duration is equal to the transmission time of a single
packet, i.e., T [37, 55]. Based on this assumption, both [36] and [37] have shown
that Slotted Aloha degrades to Pure Aloha in high latency networks. Fig. 3.5
shows the timing diagram of Slotted Aloha in the presence of long propagation
delays. Since it will be rare for a packet to be perfectly aligned with a timeslot
when it arrives at the receiver, the receiver usually needs to remain silent over two
timeslots (which we shall refer to as “silent slots”) in order to avoid a collision,
instead of one. This gives rise to a vulnerable period of 2T at the receiver in
most cases. For every other node, the number of silent slots is usually two as
well, and the corresponding vulnerable period is 2T . Exceptions to this, for which
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Figure 3.5: The vulnerable periods of Slotted Aloha in high latency networks.
the vulnerable period is reduced to T , are if the propagation delay between the
node concerned and the receiver is equal to the propagation delay between the
transmitter and the receiver, or if these two delays diﬀer by an exact multiple of
T (e.g., node 2’s delay from the receiver is shorter than the transmitter-receiver
delay by 2T in Fig. 3.5). Since these exceptions are rare, the average vulnerable
period of Slotted Aloha in high latency networks is close to that of Pure Aloha
(i.e., 2T ). This explains why Slotted Aloha degrades to Pure Aloha in high
latency networks.
In order to reinstate the advantages of synchronization in Slotted Aloha,
Syed et al. [37] propose the addition of guard bands to the timeslots. Speciﬁcally,
the slot duration is increased to T + β · pmax, where 0 < β ≤ 1. We now examine
the enhanced Slotted Aloha’s normalized throughput for the special case where
β = 1, which ensures that only packets that are transmitted within the same
timeslot could collide at the receiver. With this, the vulnerable period at each
node is reduced to the duration of a single timeslot again. However, the timeslot
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duration is now T + pmax. Therefore, the normalized throughput is given by
SSlotted Aloha (β=1) = Ge
−λ(T+pmax) = Ge−G(1+a), (3.11)
where a = pmax/T . Note that the above equation is only valid for a ≤ 1. For
the case where a > 1, more than one packet can actually ﬁt within a single
timeslot without any overlap. This implies that the normalized throughput will be
higher than (3.11). Nevertheless, it has been observed in [37] that the normalized
throughput actually falls below that of Pure Aloha when a > 1. For the case
where a ≤ 1 over which (3.11) is valid, we can see from the equation that it
outperforms Pure Aloha when a < 1 and is identical to Pure Aloha when a = 1.
3.4.2 NP-CSMA and Aloha-HD
In [55], it is shown that the normalized throughput of NP-CSMA can be expressed
in terms of a and G as follows:
SNP-CSMA(λ) =
Ge−aG
G(1 + 2a) + e−aG
. (3.12)
However, it can be observed through their analysis that their approach does not
hold when a > 1, which can be quite common in long-range underwater acoustic
networks. When a > 1, Equation (3.12) suggests that the normalized throughput
will keep decreasing until it reaches zero as a → ∞, which is untrue. In the
following, we show that the normalized throughput of NP-CSMA is always equal
or better than that of Pure Aloha.
Let us examine the vulnerable periods at the respective nodes when a trans-
mitter sends a packet to its receiver, using Fig. 3.6 as an illustration. As shown in
the ﬁgure, the vulnerable period at the receiver is T , because NP-CSMA does not
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Figure 3.6: The vulnerable periods of NP-CSMA when a > 1.
allow a node to switch to transmit mode when it is receiving a packet. This is in
contrast to Pure Aloha’s vulnerable period of 2T at the receiver. For each of the
remaining nodes that overhears the transmission (referred to as the “overhearing
nodes”), its silent period during which there must not be any transmission is
2T . However, its corresponding vulnerable period is not 2T , but 2T −Δ, where
0 ≤ Δ ≤ T . The value of Δ is determined by the relative locations of the trans-
mitter, the receiver, and the particular overhearing node. Speciﬁcally, Δ is the
overlap duration between an overhearing node’s silent period and the time over
which it overhears the packet. This overlap duration does not count toward the
vulnerable period of the overhearing node, because it already senses the packet
and will not transmit its own packet. Thus, Δ = 0 when there is no overlap be-
tween the silent period and the instant the packet is overheard, and Δ = T when
the overheard packet falls entirely within the silent period. Since the vulnerable
period of an overhearing node is as large as 2T only in the worst-case, and the
receiver’s vulnerable period is T , the normalized throughput of NP-CSMA can
never be lower than that of Pure Aloha.
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For Aloha-HD, the diﬀerence from Pure Aloha is that, a receiver will not
switch to transmit mode once it realizes that the current packet is intended for
itself. Since the receiver only ﬁnds this out after receiving the packet’s entire
header, its vulnerable period is hence T + Th. For all other overhearing nodes,
their respective vulnerable periods remain as 2T . Thus, Aloha-HD will always
perform better than Pure Aloha, but worse than NP-CSMA:
SPure Aloha < SAloha-HD < SNP-CSMA.
Also, since Aloha-HD’s sole advantage over Pure Aloha is that its receiver has a
vulnerable period of T + Th instead of 2T , we would expect its gain over Pure
Aloha to be signiﬁcant only when the number of nodes is small. As the number
of nodes grows, its gain over Pure Aloha diminishes, and in the extreme case, it is
expected that SAloha-HD ≈ SPure Aloha. Nevertheless, it works well for underwater
acoustic networks because the number of nodes deployed is usually small.
3.4.3 Aloha-CA
Since Aloha-CA works well when the pT-ratio is smaller than 1, our derivation in
the following will be under this condition. Speciﬁcally, we will derive the lower-
bound of Aloha-CA’s normalized throughput by assuming that the inter-nodal
propagation delay between any pair of nodes is always pmax. This conﬁguration
represents the worst-case scenario because the average U (i.e., usefulness index)
across the entire network as given by (3.6) will be at its minimum when p = pmax.
We also assume that Th  pmax, because the packet’s header segment is generally
kept small as explained in Section 3.2.
The channel alternates between a busy state (B) and an idle state (I), with
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random durations tB and tI, respectively. A busy period is deﬁned as the time
over which the channel is being utilized, while an idle period is deﬁned as the time
interval between two consecutive busy periods. If t¯B is the expected duration of
a busy period, t¯I the expected duration of an idle period, and t¯U the expected
duration within a busy period that the channel is used for transmitting data





The channel is considered to be in a busy state so long as there is at least
one packet propagating in the medium. Hence, if a packet’s transmission starts
at time t = 0, the channel will remain in a busy state till at least t = T + pmax as
a result. A busy period can be sustained over multiple packet transmissions by
diﬀerent nodes without encountering any collision (which we shall refer to as a
“packet train” in the sequel). Although each packet’s channel occupancy time is
T +pmax, the busy period resulting fromm successful packet transmissions within
a packet train can be less than m(T + pmax). This is because there can be partial
overlap in time between successive packets’ channel occupancy (by up to pmax),
and yet these packets do not collide at their respective receivers, as explained
previously in Section 3.1. In fact, so long as a node is not the intended receiver
for the previous packet, it is allowed to start transmitting its own packet during
the ﬁnal pmax of the previous packet’s channel occupancy.
A busy period can end either because no other node transmits a packet dur-
ing the ﬁnal pmax of the last packet’s channel occupancy, or because a collision
has occurred between two or more packets, causing all other nodes to wait until
the channel clears. Here, we have assumed in our analysis that a collision between
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multiple packets can be detected by all other nodes4. Thus, a busy state can be
divided into two diﬀerent types as illustrated in Fig. 3.7(a) and 3.7(b), labeled
as B1 and B2 with corresponding random durations tB1 and tB2, respectively.
Speciﬁcally, a busy state of type B1 consists entirely of successful packet trans-
missions, with m (where m ≥ 1) packets within a packet train; it ends because
no other node transmits before the mth packet clears the channel. On the other
hand, a busy state of type B2 consists of k successful packet transmissions (where
k ≥ 0), but always ends with a collision. A collision occurs when one or more
other nodes transmit during a packet’s vulnerable period. Since we have assumed
in our analysis that the inter-nodal propagation delay between any pair of nodes
is always pmax, the vulnerable period of each packet is simply the initial pmax,
beyond which all other nodes would have overheard the packet and would back
oﬀ their own packets during the next T − pmax. Note that k can be 0, in which
case the entire busy state of type B2 consists of only failed transmissions.
Let t¯U1 and t¯U2 respectively denote the expected durations in type B1 and
B2 busy periods that the channel carries successful transmissions, and let t¯B1 and
t¯B2 respectively denote the expected durations of the busy periods tB1 and tB2 .
We can then rewrite (3.13) as
SAloha-CA LB(λ) =
t¯U1 + t¯U2
t¯I + t¯B1 + t¯B2
. (3.14)
We note from Fig. 3.7 that the durations of tB1, tB2 , tU1 and tU2 depend on
the total number of consecutive packets that are successfully received in each of
the busy periods (i.e., m for type B1 and k for type B2). In the following, we ﬁrst
derive the expressions for t¯U1 and t¯B1 . We will then derive t¯U2 and t¯B2 using a
4Note that in practice, packet collisions may be detected by underwater acoustic modems
via preamble detection, especially if each source node could be assigned a diﬀerent preamble.
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Figure 3.7: (a) Busy period of type B1, which ends without any collision. Here,
there are m = 4 successful packet transmissions. (b) Busy period of type B2,
which ends with a collision between at least two packets. Here, there are k = 3
successful packet transmissions.
similar approach. From Fig. 3.7, we obtain,
tU1(m) = mT, (3.15)
tB1(m) = mT +
m−1∑
i=1
xi + pmax, (3.16)
where xi is the i
th instance of x, which is the random duration from the time
the previous successful packet completely leaves its source node, to the time the
next packet starts its transmission. We also note that, 0 ≤ x ≤ pmax, which is
the criterion for the packet train (and hence the busy period) to continue. The
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random duration x has the following distributions:
F (x) = P{no arrival during x | 0 ≤ x ≤ pmax},
f(x) =
λe−λx
(1− e−λpmax) ,where 0 ≤ x ≤ pmax. (3.17)









(1− e−λpmax) . (3.18)
Next, we compute the probability of a busy period being of type B1 and
contains m successful packets, denoted as Pm,B1. For the case of m = 1 in B1,
there must be no other transmission during the vulnerable period pmax of the one
and only packet. In addition, there must be no other packet arrival during the
ﬁnal pmax of the packet’s channel occupancy in order for the busy period to end.
Thus,
Pm=1,B1 = (P{no arrival during pmax})2
= e−2λpmax .
For the case of m = 2 in B1, a second packet must arrive during the ﬁnal pmax of
the ﬁrst packet’s channel occupancy. There must also be no other arrival during
both the ﬁrst and the second packets’ vulnerable periods. Finally, there must be
no other packet arrival during the ﬁnal pmax of the second packet in order for the
busy period to end. Thus,
Pm=2,B1 = (P{no arrival during pmax})3 · P{x ≤ pmax}
= e−3λpmax(1− e−λpmax).
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Following the same reasoning as the above, we can obtain the general expression
for Pm,B1 for any m ≥ 1 as,
Pm,B1 = e
−2λpmax [(1− e−λpmax)e−λpmax](m−1) . (3.19)

















Next, we proceed to derive the expressions for t¯U2 and t¯B2. From Fig. 3.7,
we obtain,
tU2(k) = kT (3.22)
tB2(k) = kT +
k∑
i=1
xi + y + T + pmax, (3.23)
where y is the random time interval between the ﬁrst and the last packets involved
in a collision. The variable y is constrained by the vulnerable period pmax, beyond
which all other nodes would have overheard the ongoing transmissions, and back
oﬀ their own packets. Since there is no packet arrival from the time the last packet
starts its transmission till the end of the vulnerable period, the distributions of
y can be obtained as follows:
F (y) = P{no arrival during pmax − y | 0 ≤ y ≤ pmax},
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f(y) =
λe−λ(pmax−y)
(1− e−λpmax) ,where 0 ≤ y ≤ pmax. (3.24)










In order to derive t¯U2 and t¯B2 , we ﬁrst need to derive the probability of a
busy period being of type B2 and contains k successful packets (denoted as Pk,B2),










[k(T + x¯) + y¯ + T + pmax] · Pk,B2
=
(T + x¯)(1− e−λpmax)A
(1− A)2 +
(y¯ + T + pmax)(1− e−λpmax)
(1− A) . (3.27)
Finally, the average idle period is simply equal to the average inter-arrival





By substituting (3.20), (3.21), (3.26), (3.27) and (3.28) into (3.14), we can obtain
Aloha-CA’s normalized throughput lower-bound.
The above analysis expresses Aloha-CA’s normalized throughput as a func-
tion of λ, which is the aggregate packet arrival rate seen at the MAC layer. Since
λ includes the eﬀects of a MAC protocol’s backoﬀ strategy, it is often more use-
ful to express normalized throughput in terms of λ′, the arrival rate of packets
from the network layer; this yields a fairer comparison between diﬀerent MAC
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j), for j ≥ 1, (3.29)
where λ′1 = λ
′, λ = λ′∞, and Pbo(λ
′
j) is the probability that a packet upon ar-
rival at the MAC layer gets backed oﬀ when the aggregate arrival rate is λ′j.
From (3.14) and (3.29), SAloha-CA LB(λ
′) can be obtained. Note that (3.29) typi-
cally converges after a small number of iterations, such that λ′j+1 ≈ λ′j .


















where the notations used are summarized in Table 3.2, and (λ′j) has been dropped
from the RHS terms for simplicity. The derivations of these probabilities are
presented in Appendix B. We will also show in Section 3.6.1 that our analytical
normalized throughput lower-bound for Aloha-CA as a function of G′ (where
G′ = λ′T ) matches our simulation results very well.
3.5 Simulation Model
In this section, we describe the simulations performed to verify our ﬁndings from
the previous section, as well as to investigate the performance of the Aloha-CA
protocol relative to the other single-hop MAC protocols discussed above. We
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Table 3.2: Notations used for evaluating backoﬀ probability
Notation Description
PBi Probability that a packet, upon arrival, ﬁnds itself in a
type Bi busy period
Pbo|Bi Probability that a packet is backed oﬀ, given that it arrives
in a type Bi busy period
Pbo|(n,Bi) Probability that a packet is backed oﬀ, given that it arrives
in a type Bi busy period with n successful packets
Pn|Bi Probability that there are n successful packets in the busy
period, given that it is a type Bi busy period
consider two single-hop network topologies, namely, a small network with only
four nodes, and a large network with 100 nodes. The results obtained from the
100-node network approximate what one would expect from a network with inﬁ-
nite number of nodes, which corresponds to the assumption made in our earlier
analysis. On the other hand, the 4-node network resembles a more practical sce-
nario whereby underwater sensor nodes are typically deployed in a sparse manner
due to the high cost of each node. All the nodes are assumed to be static and
randomly deployed with a uniform distribution, within a deployment area of
1000 m by 1000 m. Although the assumed topologies are two-dimensional, all
the MAC protocols studied here are expected to exhibit similar behavior when
they are applied to three-dimensional network topologies with similar inter-nodal
distances. The average inter-nodal distances are approximately 474 m and 539 m
while the maximum inter-nodal distances are 604 m and 1292 m, in the 4-node
and 100-node networks, respectively. All the nodes are assumed to be equipped
with half-duplex and omnidirectional modems, with a ﬁxed data rate of 2400 bps.
The speed of underwater acoustic waves is assumed to be ﬁxed at 1500 m/s. The
packet generation at each node is assumed to be Poisson with rate λ′ packets/s,
and each packet’s intended receiver is randomly chosen with equal probability.
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We have also used a number of diﬀerent packet lengths to examine their eﬀects
on the MAC protocols. Regardless of the packet length (L), we assume that each
packet includes a 32-bit header. Since we focus on single-hop networks in this
chapter, we assume that all nodes are within each other’s range. Also, we assume
that the channel is error-free, so that packet losses are only caused by collisions
at the receivers. Finally, we do not consider any kind of packet retransmission
when a collision occurs.
For each scheme that we have simulated, we are interested in its normal-
ized throughput, S, versus the load from the network layer, G′. Speciﬁcally, we
compute S as follows:
S =
No. of packets received × Packet length (L)
Data rate× Simulation duration (3.31)
3.6 Simulation Results
3.6.1 Verifying Aloha-CA’s Analytical Normalized Through-
put Lower-bound
In our earlier analysis of Aloha-CA, we have derived its normalized throughput
lower-bound by assuming that the inter-nodal propagation delay between any
pair of nodes is always pmax. Here, we verify our derivation by comparing the
analytical results with simulation results for the 100-node network. In this part
of our simulations, we artiﬁcially set the inter-nodal propagation delay between
any pair of nodes to be pmax, where pmax = 0.861 s (corresponding to 1292 m).
Fig. 3.8 shows the results obtained for diﬀerent packet lengths. As can be seen,
the simulation results match the analytical results very well, thus validating the
accuracy of our previous analysis.
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 L = 2400 bits
 L = 4800 bits
 L = 9600 bits
Figure 3.8: Veriﬁcation of Aloha-CA’s analytical normalized throughput lower-
bound via comparison with simulation results. Note that all inter-nodal propa-
gation delays are set to pmax in the simulation network.
We note that, in a realistic network, many of the node pairs would have inter-
nodal propagation delays that are much smaller than pmax. Therefore, we would
expect the analytical normalized throughput lower-bound to be loose compared
to the average normalized throughput. In an attempt to better approximate
Aloha-CA’s average normalized throughput, we consider substituting the value
of pmax in the analytical results with the value of average inter-nodal propaga-
tion delay, p, where p = 0.359 s (corresponding to 539 m). Fig. 3.9 compares
the resulting analytical results after the substitution of pmax with p against the
simulation results from the same 100-node network with the actual inter-nodal
propagation delays retained. Interestingly, we see that the results are quite close
to each other, especially when the load G′ is not too large. This shows that our
earlier analysis of Aloha-CA’s normalized throughput lower-bound could also be





























 L = 2400 bits
 L = 4800 bits
 L = 9600 bits
Figure 3.9: Approximating Aloha-CA’s average normalized throughput by sub-
stituting pmax with p in the analytical normalized throughput lower-bound.
3.6.2 Performance of Aloha-HD and NP-CSMA
Fig. 3.10 compares the normalized throughput of Pure Aloha, Aloha-HD, and
NP-CSMA in underwater networks when the packet size is 2400 bits. As can
be seen, the results satisfy our earlier analysis that their relative normalized
throughput conforms to the relationship, SPure Aloha < SAloha-HD < SNP-CSMA.
From the ﬁgure, we also observe that Aloha-HD’s improvement over Pure Aloha
becomes insigniﬁcant for the 100-node network. This agrees with our earlier
analysis in Section 3.4.2 that Aloha-HD’s normalized throughput diminishes to
that of Pure Aloha as the number of nodes becomes large.
Another observation that can be made from Fig. 3.10 is that the normalized
throughput of each scheme for the 4-node network is higher than that of the 100-
node network. This can be explained as follows. Suppose we have a ﬁnite network
withN nodes. When a node transmits a packet, it cannot transmit another packet
concurrently that will collide with the prior packet. Consequently, the aggregate
load that could result in a collision can only come from the remaining N−1 nodes.
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Figure 3.10: Comparing the normalized throughput of Pure Aloha, Aloha-HD,
and NP-CSMA when the packet size is 2400 bits.
With 1/N of the network load not contributing towards collision probability, the
smaller the value of N , the lower would be the collision probability, and hence
the larger the normalized throughput.
In Fig. 3.11, we examine the eﬀects of diﬀerent packet lengths on NP-CSMA
for the 4-node network. As can be seen, increasing the packet length from 200 bits
to 800 bits does not have much eﬀect on the normalized throughput. However,
for longer packets, we see that increasing the packet length also leads to a cor-
responding increase in the normalized throughput. In order to understand this,
we focus our attention on the pT-ratio, previously deﬁned in Section 3.2 as the
ratio of the average inter-nodal propagation delay to the packet’s transmission
time. Fig. 3.12 shows the maximum possible normalized throughput correspond-
ing to diﬀerent pT-ratios for both NP-CSMA and Aloha-CA (to be discussed
next). As can be seen, when the pT-ratio is less than 1, the maximum normal-
ized throughput increases dramatically as the pT-ratio decreases. On the other
hand, when the pT-ratio is greater than 1, the maximum normalized throughput
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 L = 200 bits
 L = 800 bits
 L = 2400 bits
 L = 4800 bits
 L = 9600 bits
Figure 3.11: Eﬀects of diﬀerent packet lengths on NP-CSMA for 4-node network.
stays low. In our simulation model used for generating Fig. 3.11, since the data
rate is 2400 bps and the average inter-nodal distance in the 4-node network is
around 474 m, the pT-ratio is equal to 1 when the packet length is approximately
758 bits. This explains why we have observed in Fig. 3.11 that NP-CSMA’s
normalized throughput starts improving signiﬁcantly when the packet lengths
are longer than 800 bits. The above observation also agrees with (3.7) that the
pT-ratio threshold for NP-CSMA to perform well is approximately 1.
Another observation that we can make from Fig. 3.12 is that, even for very
large values of pT-ratio, the normalized throughput of NP-CSMA is still better
than that of Pure Aloha. This also agrees with our analysis in Section 3.4.2 that
the normalized throughput of NP-CSMA can never be lower than that of Pure
Aloha.
Although it may seem from Fig. 3.11 that the normalized throughput of
NP-CSMA can continue to grow with longer packets, this is not practical because
longer packets will also be more susceptible to corruptions due to bit errors. In
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Figure 3.12: Maximum normalized throughput vs. pT-ratio for NP-CSMA and
Aloha-CA. Note that “maximum normalized throughput” refers to the peak
point in the respective normalized throughput vs. G′ plots, and the peaks may
occur at diﬀerent G′ for diﬀerent pT-ratios.
our simulations, we have assumed that the channel is error-free. If bit errors were
introduced, we expect the normalized throughput to grow with increasing packet
length only up to a certain level, beyond which the normalized throughput will
drop due to higher likelihood of packets being corrupted by channel errors.
3.6.3 Performance of Aloha-CA and Its Enhanced Variant
We now examine the normalized throughput of Aloha-CA. As can be seen from
Fig. 3.12, the maximum normalized throughput of Aloha-CA is consistently bet-
ter than that of NP-CSMA across all pT-ratios. Also, its maximum normalized
throughput increases dramatically as the pT-ratio decreases below 1. This agrees
with (3.6) that the pT-ratio threshold for Aloha-CA to perform well is approxi-
mately 1.
In Fig. 3.13, we take a closer look at the relative performance between
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 L = 9600 bits
 L = 2400 bits
Figure 3.13: Comparing the normalized throughput of NP-CSMA, Aloha-CA,
and an enhanced Aloha-CA scheme for the 4-node network.
Aloha-CA and NP-CSMA for the 4-node network across diﬀerent loads. As can
be seen, Aloha-CA outperforms NP-CSMA slightly when the load G′ is in the
moderate range, but their normalized throughputs converge when G′ is large.
The convergence at high load can be explained as follows. When the load is high,
there is a higher tendency for packets to collide not only at the intended receiver,
but also at other overhearing nodes. Since the overhearing nodes cannot extract
the header information from the collided packets, they will not have any useful
information to help them decide whether they should avoid transmitting their
own packets. The default mechanism of Aloha-CA requires such nodes to refrain
from transmitting any packet until the corrupted packets can no longer be sensed.
This behavior mimics that of NP-CSMA’s carrier sensing, and thus explains why
the normalized throughputs of Aloha-CA and NP-CSMA converge at high load.
In an attempt to boost Aloha-CA’s normalized throughput, we consider a
possible variant, which we shall call “Enhanced Aloha-CA”. Recall from Sec-
tion 3.2 that when a collision occurs, a node will by default wait until the channel
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clears before it attempts to transmit a packet. In Enhanced Aloha-CA, a node
is now allowed to transmit its own packet when it realizes that the packet it is
currently overhearing/receiving has been corrupted by another incoming packet.
Note that its own transmission is still subject to the constraints imposed by its
database table entries that doing so does not result in a collision at some other
nodes. As can be seen in Fig. 3.13, the Enhanced Aloha-CA has higher normalized
throughput than the original Aloha-CA, especially in the high load region.
It should be noted that both variants of Aloha-CA perform better than
NP-CSMA because they allow a node to transmit a packet even when it over-
hears another packet if it determines that doing so will not result in a collision
at either packet’s intended receiver. This is based on the information the node
collects from the overheard packet, which in turn leverages on the long propa-
gation delay in underwater acoustic networks. Although the performance gains
of both variants over NP-CSMA diminishes as the packet length becomes longer,
the packet lengths used in underwater acoustic networks are typically short due
to the high bit error rates.
3.6.4 Performance of Aloha-AN
In the following, we study the performance of Aloha-AN. When comparing
Fig. 3.13 with Fig. 3.14, we see that Aloha-AN oﬀers even better results than
Enhanced Aloha-CA. The normalized throughput is now much higher, along
with better stability in the high load region. At the low load region when the
oﬀered load ranges from 0.1 to 0.4 (look at the plots of lag-time = 0.403 s), the
normalized throughput is almost as high as it could get. On the other hand,
in the high load region, even when the oﬀered load goes above 1, the normal-
ized throughput does not fall steeply. Note that the normalized throughput will
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lag−time = 1 s
lag−time = 2 s
L = 9600 bits
L = 2400 bits
Figure 3.14: Normalized throughput of Aloha-AN in the 4-node network.
always be smaller than the oﬀered load for our Aloha-AN, because we do not
count the NTF packets towards the normalized throughput, as they are overhead
incurred.
In Fig. 3.14, we also observe that diﬀerent choices of lag-time will give us
signiﬁcantly diﬀerent normalized throughput and stability levels. Now, let us
consider the plots of L = 2400 bits in Fig. 3.14. When the lag time is too
small (lag-time = 0.2 s), the normalized throughput is low and decreases at high
load because the nodes do not have suﬃcient windows to acquire enough NTF
packets from their neighbors, which subsequently degrade their ability to make
informed decisions about packet transmissions. This in turn leads to a higher
number of collisions. On the other hand, when the lag time is too long (lag-
time = 2 s), the normalized throughput will again become lower, because each
node will spend a lot of time listening for NTF packets, such that the channel
bandwidth becomes under-utilized. When lag-time is set to 1 s, the normalized
throughput is stable but still lower than that in the case of lag-time equals to
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pmax. We observe that a lag-time of pmax provides the best normalized throughput
for both packet lengths.
Our Aloha-AN can be viewed as an extension of our Aloha-CA. Since the
Aloha-CA works well only if the packet is long enough, in the Aloha-AN, we
make the packet artiﬁcially “long” by introducing a lag time between the NTF
packet (like a header segment) and the remaining DATA packet. This not only
improves normalized throughput performance, but is also less susceptible to bit
errors compared to a truly long packet. Ideally, the Aloha-AN’s DATA packet size
should be as large as possible to improve normalized throughput performance. At
the minimum, its transmission time should be at least equal to the lag time, else
the normalized throughput will be very low. It is also important to note that,
by allowing packets to be dropped if they have been repeatedly backed oﬀ, the
protocol (when the suitable lag-time is chosen) is very stable even in the face of
high traﬃc load.
We now give some insights about how the lag time can be picked. Ideally, it
should be just long enough for a source node to be able to hear the NTF packets
from all its neighbors whose transmissions of the associated DATA packets could
potentially collide with the source node’s own scheduled DATA packet. This helps
the source node to better determine whether it needs to cancel the transmission
of its scheduled DATA packet. Thus, it appears that the lag time should be set as
the maximum propagation delay in the network. In a real implementation, this
implies that users should select the packet length to be longer than the parameter
pmax. If the packet length is ﬁxed and smaller than the value of pmax, the series



























Enhanced Aloha−CA, no error
Enhanced Aloha−CA, error = 33 ms
Enhanced Aloha−CA, error = 133 ms
NP−CSMA
Aloha−AN, no error
Aloha−AN, error = 33 ms
Aloha−AN, error = 133 ms
Figure 3.15: Normalized throughput of Enhanced Aloha-CA and Aloha-AN with
ﬁxed delay estimation errors of 0, 33 ms and 133 ms for the 4-node network with
2400-bit packets.
3.6.5 Eﬀects of Inter-nodal Propagation Delay Estimation
Errors
Since both Aloha-CA and Aloha-AN require the knowledge of inter-nodal prop-
agation delays to help avoid collision, their performances are dependent on the
accuracy of the delay estimates. In static networks, the inter-nodal propagation
delay between any pair of nodes could be estimated reasonably well by measur-
ing the round-trip time between them. It should be noted that even when the
nodes are anchored, there could still be some sway movements due to underwater
currents, and hence the delay estimations can never be perfectly accurate. For
networks with mobile nodes, the round-trip delay measurement technique could
be augmented with readings from the individual nodes’ navigation systems, as
well as mobility prediction algorithms; nevertheless, the delay estimation errors
in mobile networks are usually more signiﬁcant than those of static networks.
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We now examine the eﬀects of inter-nodal propagation delay estimation er-
rors on the performance of the Enhanced Aloha-CA and Aloha-AN. Fig. 3.15
shows their normalized throughput for the 4-node network with 2400-bit packet
length, for the cases of (i) no error, (ii) delay estimation error of 33 ms (50 m
error in distance estimation), and (iii) delay estimation error of 133 ms (200 m
error in distance estimation).
As can be seen, although the normalized throughput of Enhanced Aloha-CA
deteriorates when the error increases, it can tolerate signiﬁcant amount of delay
estimation errors (133 ms in this case) and yet still outperform the NP-CSMA
scheme.
Similarly to Enhanced Aloha-CA, the normalized throughput of Aloha-AN
also decreases as the error increases. For the same error, we can observe that the
amount of normalized throughput decrement in Aloha-AN is higher than that of
Enhanced Aloha-CA. However, Fig. 3.15 shows that even for the error of as large
as 133 ms (200 m error in distance estimation), Aloha-AN is still able to maintain
stable normalized throughput and perform better than Enhanced Aloha-CA.
3.7 Conclusion
In this chapter, we have studied the normalized throughput of diﬀerent Aloha-
based MAC protocol variants in single-hop UWA networks via both theoretical
analysis and simulations. We have also demonstrated that with the knowledge
of inter-nodal propagation delays, a node could help avoid collisions in a dis-
tributed manner by utilizing the “sender-receiver” information that it picks up
from overheard packets, provided it is within a bounded region deﬁned by the
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relative positions of the sender and the receiver, as well as the packet’s transmis-
sion time. This opportunity only arises in a long propagation delay environment
such as underwater acoustic networks. Based on this strategy, we propose two
Aloha-based random access MAC protocol, namely, Aloha-CA and Aloha-AN, for
UWA networks. Like pure Aloha, both protocols are simple, and do not require
any handshaking or clock synchronization.
To understand the performance of Aloha-CA, we have provided a theoret-
ical analysis of its normalized throughput lower-bound, which is veriﬁed using
discrete event-driven simulations. Our simulations also show that Aloha-CA,
and especially its enhanced variant, is able to outperform NP-CSMA and other
Aloha-based variants. The enhanced Aloha-CA is able to maintain its advantage
over NP-CSMA even in the presence of considerable errors in the inter-nodal
propagation delay estimates.
The performance of Aloha-AN has been studied through simulations which
reveal that Aloha-AN outperforms both the Aloha-CA and the enhanced Aloha-CA
signiﬁcantly, when a suitable lag-time is chosen. Speciﬁcally, the lag time should
be set as the maximum propagation delay in the network while keeping the
packet’s transmission time longer than the maximum propagation delay.
Between our two protocols, Aloha-CA is simpler and more scalable, as it
only needs a small amount of memory, and does not rely on additional control
messages. Aloha-AN, on the other hand, requires the use of additional NTF
packets, which serve as advance notiﬁcation to neighboring nodes, so that they
can avoid transmitting packets that could result in collisions. The Aloha-AN
needs to collect and store more information, therefore it requires more resources
than Aloha-CA. Due to the need to select a suitable lag time for a given net-
work setting, the scheme is less scalable as it needs to check if its lag time is still
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appropriate whenever there are any signiﬁcant topology changes. However, the
extra cost allows the Aloha-AN to achieve much better normalized throughput
and collision avoidance. In addition, Aloha-AN is more suitable than Aloha-CA
for a system that the decoding time of the header packet (NTF packet) is sub-
stantial. This is because the lag-time in Aloha-AN can be adjusted according
to the length of the decoding time, which is deterministic [56], such that the
overheard information is still useful in collision avoidance.
68
Chapter 4
Handshaking-based MAC protocols for
UWA networks
4.1 Introduction
Although the normalized throughput of random access MAC protocols in a single-
hop UWA network can be improved by simply implementing a collision avoidance
mechanism, as being done in Aloha-CA and Aloha-AN in the last chapter, this en-
hancement is diminished when the protocols are to be implemented in a multi-hop
network. In such a network, it is widely known that hidden and exposed terminal
problems are the main causes of low normalized throughput. The hidden-terminal
problem causes high collision rate, while the exposed-terminal problem causes a
node to become over-conservative when transmitting packets. These problems
tend to result in under-utilization of the channel.
In terrestrial wireless networks, there are two main approaches in MAC pro-
tocol designs to alleviate the abovementioned problems. The ﬁrst approach is the
use of a busy signal to inform the hidden node about an ongoing transmission.
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Upon hearing the busy signal, the hidden node will avoid accessing the chan-
nel until the busy signal ends. This could help resolve the hidden and exposed
terminal problems to some extent, depending on the variation of those tech-
niques that fall within this category. Examples of such protocols are BTMA [57],
RI-BTMA [58], and DBTMA [59]. In order to utilize the busy signal approach,
every node needs to be equipped with more than one transceiver. This may not
be feasible for some applications such as sensor networks, in which cost is a major
concern. The second approach, on the other hand, uses a handshaking mecha-
nism to reduce the hidden and exposed terminal problems without requiring any
additional hardware. “Handshaking” refers to the exchange of multiple small
control packets prior to transmitting a longer data packet. This approach has
been studied extensively, and many ad-hoc MAC protocols are designed based
on this idea. MACA [23] was the ﬁrst MAC protocol that uses the handshak-
ing mechanism. Some other examples of handshaking-based MAC protocols are
MACAW [30], MACA-BI [60] and the widely used IEEE 802.11 protocol.
For UWA networks, the narrow available bandwidth implies that it may
not be practical to set aside a separate frequency band for transmitting busy
signals. The long propagation delay, on the other hand, makes it very expensive
to transmit multiple control packets (e.g., RTS/CTS frames) before every data
packet transmission. In fact, both [19] and [20] have shown that such a technique
oﬀers a lower normalized throughput than the well-known Aloha protocol when
applied in UWA networks.
The high latency overhead introduced by the control packets of handshaking-
based protocols implies that the channel’s utilization may be improved if multiple
data packets in the form of a packet train can be transmitted for every set of
handshaking. This is one of the key motivations underlying our proposed MAC
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protocol, which we call the “Receiver-initiated Packet Train” (RIPT) protocol.
While the RIPT protocol is also handshaking-based, the key diﬀerence here is
that the reservations are receiver-initiated. As will be explained in Section 4.2
later on, the use of receiver-initiated reservations is crucial in reducing data packet
collisions in the presence of long propagation delays. Another novel concept of
the RIPT protocol is that the “packet train” that arrives at the receiver after each
set of handshaking is actually formed by transmissions from multiple neighboring
nodes. This is built on the assumption that every node knows the inter-nodal
propagation delay between itself and each of its immediate neighbors, so that it
can schedule its transmissions accordingly to ensure that a packet train can be
formed at the receiver. This design results in high normalized throughput, as
well as low data packet collisions.
The remainder of this chapter is organized as follows. We present in Sec-
tion 4.2 the RIPT protocol that we propose for UWA networks with distributed
topology. Section 4.3 and Section 4.4 describe the simulations that were carried
out to compare the performance of the proposed scheme with several others. In
Section 4.5, we provide further insights into our proposed scheme, and ﬁnally, we
give our conclusions in Section 4.6.
4.2 RIPT
4.2.1 Overview of RIPT
Although the RTS/CTS mechanism is widely used for alleviating the hidden and
exposed terminal problems in terrestrial multi-hop networks, they suﬀer from two
main drawbacks when they are applied in UWA networks. Firstly, the need for
at least one full round-trip exchange of control packets prior to sending every
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data packet introduces considerable latency, due to the long propagation delay.
This leads to under-utilization of the channel, and low normalized throughput.
Secondly, the long propagation delay also seriously impacts the ability of the
RTS/CTS handshake mechanism to resolve the hidden terminal problem, be-
cause it now takes much longer for a node to receive RTS and CTS packets from
its neighbors, which extends the vulnerable period. This leads to higher collision
rate, and again, low normalized throughput. For the ﬁrst drawback, some pre-
viously proposed protocols [26, 39] attempt to increase the normalized through-
put by sending a train of packets after each successful handshake. Note that
the packet train concept has also been proposed for terrestrial wireless networks
in [61]. For the second drawback, it appears that receiver-initiated reservations
are better at avoiding collisions in the presence of long propagation delay, since
the receiver has accurate information on its own current state.
The important observations above lead us to propose the RIPT protocol.
While it also seeks to alleviate the hidden and exposed terminal problems through
a handshaking mechanism, it does a better job at avoiding collisions by utilizing
receiver-initiated reservations. In order to improve channel eﬃciency, we pro-
pose the idea of “multiple-node polling”, in which multiple nodes are allowed to
transmit data packets to a single receiver within each round of handshake. By
assuming that every node knows the propagation delays between itself and its
neighboring nodes, the transmissions can be scheduled in such a way that the
data packets will be received by the receiver in the form of a packet train. This
is diﬀerent from the packet train approach in [26, 61, 39], in which the train of
packets that a receiver receives are sent by a single transmitter.
We now give more insights into the RIPT protocol’s design. As discussed
in [37], the performance of high latency networks, such as underwater networks, is
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aﬀected by both space and time uncertainty. The space uncertainty is caused by
the nodes’ locations, which result in diﬀerent propagation delays, while the time
uncertainty is caused by the randomness of packet arrivals. The RIPT overcomes
the space uncertainty by carefully scheduling the data packet transmissions to
avoid collision at the receiver, using the knowledge of inter-nodal propagation
delays. For the time uncertainty, we realize that those techniques widely used in
terrestrial MAC (e.g., synchronizing transmission, sensing channel [37]) are not
appropriate in underwater since they only remove the uncertainty at the trans-
mitter, but not at the receiver. Moreover, unlike other transmitter-initiated pro-
tocols that encounter two types of data packet collision, namely, “transmit-receive
collision” and “receive-receive collision”, a receiver-initiated approach only expe-
riences receive-receive collision. This is because a receiver knows exactly when
the current handshake will end, and how long it should defer its own transmission
in order to avoid a transmit-receive collision. The above reasonings explain why
we have adopted a receiver-initiated approach in designing the RIPT protocol.
Note that transmit-receive collision refers to the scenario whereby an incoming
packet arrives at a node while it is transmitting. In this case, the incoming packet
will not be heard. On the other hand, receive-receive collision occurs when two
or more packets arrive at a receiver simultaneously, causing all packets to be
corrupted.
Instead of the typical 3-way (RTS/CTS/DATA) handshake found in proto-
cols such as MACA, the RIPT protocol utilizes a receiver-initiated 4-way hand-
shake (RTR/SIZE/ORDER/DATA). The RTR (Ready-To-Receive) packet serves
to inform all of the initiating receiver’s neighbors that the receiver node is ready
to act as a receiver for a certain duration of time. A series of SIZE packets will



















If there is any DATA to be 
broadcasted, it will be transmitted 
along with the ORDER packet.
Node #3 defers transmitting its SIZE 
packet by tdefer,3,to avoid collision.
Guard time
 (if necessary)
Figure 4.1: 4-way handshaking with multiple-node polling.
of packets that each neighbor wishes to send to it. The receiver then sends an
ORDER packet, which informs its neighbors the relative order to transmit their
data packets, and how many packets they are allowed to transmit. Finally, the
respective neighbors transmit their DATA packets.
4.2.2 Details of RIPT
As mentioned earlier, the RIPT protocol requires every node to know the inter-
nodal propagation delay between itself and each of its immediate neighbors.
Therefore, the protocol works best in either a static network, or one with limited
mobility but every node can determine its own position. For static networks, such
inter-nodal propagation delays can be estimated during initialization, in which all
nodes take turns to broadcast some control packets to its neighbors. Upon hear-
ing such a packet from one of its neighbors, a node can calculate its propagation
delay by comparing the timestamp on the packet with its local clock. Although
this procedure requires time synchronization among all the nodes, the assump-
tion is quite reasonable because the initialization stage is short, and thus any
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Table 4.1: Notations used for explaining the RIPT protocol.
Notation Description
tj Time at which the neighbor of order j ﬁnishes receiving the RTR
packet
tSIZE,j Time at which the neighbor of order j starts transmitting its SIZE
packet
tbusy Time at which receiver ﬁnishes receiving last SIZE packet
tout,rcv Timeout at receiver
tout,x Timeout at node x
ttx,x Time at which node x starts transmitting DATA packet
trx,x Time at which node x’s DATA packet ﬁrst arrives at receiver
trx Time at which ﬁrst DATA packet within the packet train may arrive
at receiver
Mtrain Number of DATA slots currently reserved at receiver
Mtrain,max Maximum allowable value for Mtrain
Nb Number of broadcast packets (if any) from the receiver
Nslots,i Number of DATA slots allocated to the i
th node to transmit
px Propagation delay between node x and the receiver
px(j) Propagation delay between the receiver and node x(j) which has
order j
pmax Maximum px among all ﬁrst-hop neighbors of the receiver
px, y Propagation delay between node x and node y
n Average number of ﬁrst-hop neighbors per node
nhidden Average number of hidden terminals per node
TRTR Transmission time of each ﬁxed-length RTR packet
TORDER Transmission time of each ﬁxed-length ORDER packet
TSIZE Transmission time of each ﬁxed-length SIZE packet
TDATA Transmission time of each ﬁxed-length DATA packet
Tavg Average time interval between initiating RTRs at a node




clock drift will be negligible if the synchronization is carried out right before de-
ployment. Note that the RIPT protocol no longer requires time synchronization
beyond the initialization stage. For the case where each node has positioning ca-
pability, messages could be exchanged between neighboring nodes to update each
other about their locations, which can then be used for computing the inter-nodal
propagation delays.
We now explain how the RIPT protocol works. Table 4.1 shows the notations
that are used, while Fig. 4.1 shows an example of how the 4-way handshake is
carried out.
4.2.2.1 4-way handshake initiation by the RTR packet
When an idle node wishes to become a receiver, it initiates the 4-way handshake
by broadcasting an RTR packet. In order to avoid any confusion, we shall clar-
ify that the terms “receiver”, and “senders”, refer to the initiating node that
intends to be a receiver, and its immediate neighbors that have packets to send
to it, respectively. The RTR packet contains the initiating receiver’s node ID,
the number of DATA slots reserved at the receiver (M train), and the inter-nodal
propagation delay from itself to each of its neighbors, if necessary; for the case
of a static network, the inter-nodal propagation delay information can be ex-
changed during initialization, and does not need to be retransmitted with every
RTR packet. Note that these inter-nodal propagation delays will be used by each
neighboring node to compute the time at which it needs to send its SIZE packet,
which will be explained later in Section 4.2.2.2. In order to accommodate the
need to broadcast DATA packets, the RTR packet also includes a ﬂag to indicate
whether the receiver has any DATA packet to broadcast, as well as a ﬁeld that
indicates the total number of DATA packets it will broadcast (Nb). As mentioned
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earlier, the RTR packet serves to inform all of the receiver’s neighbors that the
former is ready to act as a receiver for a certain duration of time.
4.2.2.2 Transmission slot request using the SIZE packet
When a neighboring node hears the RTR packet, it needs to respond with a
SIZE packet. The rule of thumb is to transmit the SIZE packet immediately
upon receiving the RTR packet, subject to the condition that it will not collide
with another node’s SIZE packet at the receiver. Any such collision will be
costly because the receiver will not allocate any DATA slot to a neighboring node
if it does not hear the latter’s SIZE packet, and will result in low normalized
throughput. Fortunately, such collisions can be easily avoided if the inter-nodal
propagation delay between the receiver and each of its neighbors are known to all
of these neighbors. Note that the overhead incurred to maintain this information
is of the order of O(n2) per node (where n is the average number of ﬁrst-hop
neighbors per node), if it is statically maintained at each node. If this information
is provided by the RTR packet instead, then the overhead is in the order of O(n).
The information allows each neighboring node to compute the time at which it is
supposed to transmit its SIZE packet without colliding with other SIZE packets at
the receiver. The node ﬁrst arranges the inter-nodal propagation delays between
the receiver and each of the neighboring nodes in ascending order. If there are
multiple nodes having the same propagation delay, the conﬂict is resolved by
granting priority to the node with the smaller node ID. Suppose the node ﬁnds
that it has the order j, and tj is the time at which it ﬁnishes receiving the RTR
packet. The time at which it should transmit its SIZE packet is given by
tSIZE,j = max[tj , (tSIZE,j − 1 + px(j−1) + Tguard + TSIZE − px(j))], (4.1)
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where tSIZE,1 = t1, px(j) is the propagation delay between the receiver and the
neighboring node x(j) that has order j, and Tguard is a small guard time that can
be inserted to protect against any estimation error in the inter-nodal propagation
delays. We will discuss more about how the value of Tguard may be chosen in
Section 4.5, but it should be noted for now that the amount of Tguard required is
usually very small compared to the DATA packet’s transmission time.
In order to better understand the above algorithms, we shall look at the
example in Fig. 4.1. As can be seen, if both neighboring nodes #2 and #3
respond with their SIZE packets immediately upon hearing the RTR packet,
their SIZE packets will collide at the receiver. Here, neighboring node #3 defers
transmitting its SIZE packet, so as to ensure that it will only arrive at the receiver
after neighboring node #2’s SIZE packet has been completely received.
Having resolved the time to transmit its SIZE packet, the neighboring node
will also compute the busy duration at the receiver that will be caused by all the
SIZE packets sent from the receiver’s neighbors. The end of this busy duration
is denoted by tbusy (see Fig. 4.1), which is the time at which the receiver ﬁnishes
receiving the SIZE packet sent from its most distant neighbor of order n, where
n is the number of ﬁrst-hop neighbors that the receiver has. Every ﬁrst-hop
neighboring node can then calculate tbusy locally as follows:
tbusy = tSIZE,n + px(n) + TSIZE. (4.2)
The value of tbusy will then be used to compute tout,rcv, which is the time at which
the receiver is expected to ﬁnish receiving the entire packet train. Speciﬁcally,
tout,rcv = tbusy + 2pmax + TORDER + (Nb · TDATA)
+(Mtrain · TDATA) + n · Tguard. (4.3)
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We now describe the information contained within a neighboring node’s SIZE
packet. It contains the number of relay DATA packets, as well as the number of
its own DATA packets that it wishes to transmit to the receiver. It also contains
its own timeout, calculated as
tout,x = tout,rcv − px, (4.4)
where px is the propagation delay between the receiver and the node itself. Note
that tout,x is the timeout that node x sets to release itself from the current hand-
shaking loop. This timeout needs to be large enough to allow the receiver to
ﬁnish receiving all the DATA packets in the current handshaking loop. However,
it does not need to be as large as tout,rcv, because of the propagation delay px
between the receiver and itself. It simply needs to be large enough such that
any transmission from this node beyond the timeout will not interfere with the
receiver.
The SIZE packet serves two purposes. Besides informing the receiver about
the number of relay and new DATA packets to be transmitted, it also informs each
of the receiver’s second-hop neighbors (i.e., its hidden nodes) to avoid initiating an
RTR handshake until a certain timeout. For a second-hop neighbor (say, node y),
upon receiving the SIZE packet sent by the ﬁrst-hop neighbor (say, node x), its
timeout is
tout,y = tout,x + px, y, (4.5)
where px, y is the propagation delay between node x and node y. The need for the
second-hop neighbors to avoid becoming receivers is key for achieving a stable
normalized throughput. If the second-hop neighbors were to act as receivers,
they may lose some DATA packets due to collisions arising from the ﬁrst-hop
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Table 4.2: An example illustrating the slot assignment strategy, where Mtrain =
4.
Priority Node ID Relay packets New packets Slots assigned
1 Neighbor #2 0 3 2
2 Neighbor #1 2 1 2
3 Neighbor #3 0 3 0
Total number of slots assigned 4
neighbors’ transmissions.
It is also important to note that the RIPT protocol still functions properly
even when some of the receiver’s neighbors miss the RTR broadcast. When such
a case arises, the only impact on RIPT is that the particular neighbor will not
respond with a SIZE packet, and subsequently, it will not be allocated any DATA
slot for the current round of handshake.
4.2.2.3 Transmission order broadcast through the ORDER packet
After the receiver has acquired all the SIZE packets from its neighbors, it al-
locates its available DATA slots (i.e., M train) using a simple strategy. The rule
of thumb is to prioritize all relay DATA packets over new DATA packets, be-
cause the relay packets have already consumed channel resources to reach the
intermediate nodes, and it would be wasteful if they were to be discarded due
to buﬀer overﬂow. We now explain the assignment strategy using the example
shown in Table 4.2, where M train = 4. First, each of the neighboring nodes is as-
signed a unique priority randomly. Their requirements are then sorted according
to decreasing node priority. Next, the receiver runs through the “relay packets”
column according to the node priorities, and accommodate as many relay packets
as possible. If there are still available DATA slots after considering the relay
packets, the node will then run through the “new packets” column, and assign
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the remaining DATA slots accordingly. Upon completing the slot assignment,
the receiver then transmits the ORDER packet, which contains the total number
of DATA slots assigned to each neighboring node, the order of transmission, the
broadcast ﬂag, as well as the number of DATA packets to broadcast. Notice that
the receiver resends the information on broadcast packets so as to improve the
chances of its neighbors to be ready for them. Immediately after transmitting
the ORDER packet, the receiver transmits its broadcast packets, if any.
4.2.2.4 DATA Train Transmission
Upon hearing the ORDER packet, a node that has been allocated at least one
DATA slot must compute the time at which it shall start its DATA transmission,
so that its packets will form a packet train at the receiver with the other senders’
packets. Note that the transmission start time must take into account the prop-
agation delay to the receiver. For instance, if node x’s DATA packet is expected
to reach the receiver at time trx,x, it shall start transmitting the packet at
ttx,x = trx,x − px. (4.6)
Suppose node x is assigned by the receiver as the lth node to transmit, we can
obtain trx,x as
trx,x = tbusy + 2pmax + TORDER + (Nb · TDATA)
+(l − 1) · Tguard +
l−1∑
i=1
Nslots,i · TDATA, (4.7)




4.2.3 Adaptive Train Size
In actual implementation, the packet train size M train for each handshaking loop
should not be held constant, because the oﬀered load would ﬂuctuate with time.
When the load is low, only a few neighbors may have DATA packets to transmit,
or, in the worst case, no neighbor has any DATA packet to transmit. On the other
hand, when the load is high, many neighbors may wish to transmit DATA packets.
A self-adaptive algorithm would allow each node to adapt the M train parameter
according to the current load observed. In particular, the total number of DATA
packets that all neighbors wish to transmit during the current handshaking loop
could be used to predict a suitable M train value for the future handshaking loop.
We now describe a possible approach as follows. If the receiver ﬁnds that its
M train is not large enough to accommodate all the slot requests from its neighbors,
it increases M train by 2 for the next round. If it ﬁnds that there are insuﬃcient
slot requests to ﬁll up its M train, it decreases M train by 1. The main reason why
the algorithm is more conservative when decreasing M train is due to the relative
reliability of the above two triggers. To understand this, we need to be aware
that the sum of slot requests computed from those SIZE packets that it receives
does not always reﬂect the true number of packets that its neighbors wish to
send. The inaccuracy may arise because some neighbors’ SIZE packets might
have been corrupted, or it may be because some neighbors are required to remain
silent as they are currently involved in other handshaking loops. Although the
computed sum may not be accurate, if it happens to be higher than the current
M train, there is no ambiguity that the current M train is indeed too small. On the
other hand, if the sum is less than M train, the receiver cannot be sure whether
its M train is indeed too large, because there might be missing information. Note
that the change in M train only aﬀects the next round of handshake. Also, there
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should be a maximum limit for M train, so as to avoid any receiver from capturing
the channel for too long.
4.2.4 When to Initiate an RTR Packet
Because the RIPT protocol requires a node that wishes to act as a receiver to
initiate the handshaking loop by broadcasting an RTR packet, the timing of
initiating RTR packets is an important issue. Although a traﬃc prediction scheme
might be useful for helping a node to schedule the proper time to initiate the
handshaking loop, it is beyond the scope of our study. Here, we simply pick the
exponential distribution for the time between RTR-initiations, with an average
of T avg.
In order to avoid the same node from acting as a receiver successively before
other neighboring nodes have a chance at playing the role, we make use of a
“fairness bit” at each node. If a node has just been released from a handshaking
loop while acting as a receiver, it will set this bit to ‘0’. While in this state, it
will not initiate any RTR packet. The fairness bit can only be reset once the
node has served as a sender in any subsequent handshaking loop. However, if the
node’s fairness bit has been set to ‘0’ for longer than a threshold time tlimit, it
will reset the fairness bit back to ‘1’ to avoid any deadlock.
4.3 Simulation Model
Our simulation model consists of 36 static nodes arranged in a grid topology,
as shown in Fig. 4.2. However, instead of precisely placing each node at a grid
intersection point, we introduce some degree of randomness by allowing each
node to deviate from the grid intersection point by a maximum of 10% of its grid
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Figure 4.2: Our simulation network topology. Note that the nodes are not placed
precisely at the grid intersection points. Also, the arrows in the ﬁgure only show
the routes between a single node and its 16 two-hop neighbors.
spacing, in both the x and y directions. The deviations from the grid intersection
points are introduced here in order to ensure that the network topology resembles
a real scenario, whereby the nodes are usually non-equidistantly placed. Note,
however, that the RIPT still works even if the neighboring nodes are equidistant.
The transmission range of each node is assumed to be 1.75 times the grid spacing,
such that each node has exactly eight neighbors within its range. In order to avoid
edge eﬀects, we have adopted the wraparound strategy, such that even the nodes
at the boundaries will have eight one-hop neighbors. Note that, in a real scenario
where edge eﬀects exist, we expect the normalized throughput to be higher than
our simulation results; this is because the nodes at the network edge usually have
lower number of hidden and exposed nodes, thus resulting in lower number of
collisions.
We assume that the traﬃc load is divided evenly among all nodes according
to the Poisson distribution. For routing, in order to make it easier to interpret
the results, we consider two-hop routes only, rather than varying number of hops.
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For each packet that is generated by a node, we randomly pick its destination to
be any of the node’s 16 two-hop neighbors with equal probability. Also, we apply
static routing here. The arrows in Fig. 4.2 show the routes originating from one
particular node (the round node) to each of its 16 two-hop neighbors. We do not
show the two-hop routes for each of the remaining 35 nodes when they behave as
source nodes, but their two-hop routes have exactly the same pattern.
We also assume that all the nodes are equipped with half-duplex, omnidi-
rectional modems, with a ﬁxed data rate of 2400 bps. The acoustic propagation
speed is assumed to be 1500 m/s. Since the RIPT is designed to perform in-
dependently of the physical layer, and our simulation study only focuses on the
RIPT’s performance in the MAC layer, we do not specify the modulation scheme
used. Here, the channel is also assumed to be error-free, so that all packet losses
are purely due to the MAC protocol’s performance. We also do not implement
ACK for any of the schemes simulated, thus there is no retransmission for lost
packets. All control packets (i.e., RTR, SIZE, and ORDER) have the same size
of 100 bits, while DATA packets are 2400-bit long. The buﬀer size for both new
packets and relayed packets are set to 100 each, and the parameter M train is ini-
tialized to 1. We choose to benchmark our protocol with three other schemes,
namely, Aloha-AN [62] and MACA [23] and MACA with packet train (MACA-
PT). In these three schemes, we set the control packet length (i.e., NTF packet for
Aloha-AN, and RTS/CTS packets for MACA and MACA-PT) to 64 bits, while
keeping all other parameters the same. Note that MACA-PT is very similar to
MACA but its DATA transmission is in a form of a packet train. Similarly to
RIPT, the size of the packet train (Mtrain) in MACA-PT is adaptive within the
range between 1 and Mtrain,max.
Note that, all the protocols in our simulation study are random access MAC
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Figure 4.3: Eﬀects of M train,max and T avg on normalized throughput.
protocols that do not require any time synchronization. We also investigate both
700 m and 7000 m grid spacings to evaluate the performance of the protocols
under diﬀerent average propagation delays.
4.4 Simulation Results
Here, we adopt the deﬁnition of “normalized throughput” from [20], and deﬁne
“normalized throughput per node” as the average normalized throughput over 36
nodes as follows:










4.4.1 Factors Aﬀecting the RIPT’s Performance
• M train,max and T avg: Fig. 4.3 shows how the parameters M train,max and
T avg aﬀect the RIPT’s normalized throughput when the oﬀered load per
node is 0.07. Note that this is the oﬀered load that is high enough to cause
the RIPT’s normalized throughput to saturate. From the ﬁgure, we can
observe that when T avg becomes large, the normalized throughput actually
decreases. Ideally, T avg should be as small as possible, in order to reduce
the packet delays. For the case where the grid spacing is 700 m, we observe
that the suitable range of M train,max varies with T avg. For example, when
T avg is 10 s, the suitable range ofM train,max would be approximately [25,40].
However, when T avg increases to 100 s, the suitable range of M train,max also
increases to [35,70]. This is intuitive since a larger T avg would imply that
there are more DATA packets waiting to be transmitted in each hand-
shake. When M train,max is outside these suitable ranges, we see that the
RIPT’s normalized throughput deteriorates. Furthermore, for any T avg,
the normalized throughput initially increases as M train,max increases, but
begins to decrease when M train,max is too large. This can be explained as
follows. If M train,max is too small, the network actually spends more time
exchanging control packets rather than transmitting DATA packets, which
results in low normalized throughput. On the other hand, if M train,max is
too large, the normalized throughput may also be low due to the higher
chances of collisions, and also due to more unutilized reserved slots. Note
that, despite using a receiver-initiated handshaking approach, the RIPT
still encounters collisions, just like other transmitter-initiated handshaking
approaches. Collisions can occur between the various combinations of con-
trol packets and DATA packets. When a node transmits longer train of
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packets, there is a higher chance that it may miss the control packets from
its other neighbors, thus losing the opportunity to keep an accurate view of
its neighbors’ status (e.g., when they are acting as receivers); this in turn
reduces the node’s capability to avoid collisions. In addition, if a neigh-
boring node misses an RTR packet, it will not be able to transmit DATA
packets to the receiver, even if it has many packets to send; this may result
in unutilized reserved slots at the receiver. Another point worth mentioning
about Mtrain,max is its eﬀect on packet delay. Although not shown here, we
have found via simulations that the packet delay tends to increase when
Mtrain,max becomes larger.
• Inter-nodal Propagation Delay: When the grid spacing is increased
from 700 m to 7000 m, we can see from Fig. 4.3 that the normalized through-
put becomes less sensitive to the variation in T avg. However, changes in
M train,max still produce signiﬁcant changes in the normalized throughput.
The suitable ranges of M train,max have also increased compared to the previ-
ous case. This is intuitive since more DATA packets should be transmitted
in each round of handshake in the presence of longer propagation delay, in
order to stay eﬃcient. It should also be mentioned that the overall normal-
ized throughput has also dropped signiﬁcantly compared to the previous
case. This is a common observation among handshaking-based MAC pro-
tocols.
• Packet Length: We have also performed simulations for the case where
the packet length is increased to 4800 bits. However, we do not show the
results here because similar conclusions can be made as above. Nevertheless,
it should be mentioned that a larger DATA packet length is observed to
reduce the eﬀects of M train,max on normalized throughput.
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4.4.2 Performance Comparison Against Aloha-AN andMACA
For a better understanding of the RIPT protocol’s performance when compared
against Aloha-AN, MACA and MACA-PT, we use four metrics as our perfor-
mance measure, as follows:
• Normalized Throughput: As can be seen in Fig. 4.4, the RIPT outper-
forms all other schemes signiﬁcantly as the load increases. The normalized
throughput of Aloha-AN, when implemented in the current multi-hop net-
work setting, becomes lower than that of MACA and MACA-PT at high
load, although the latter are designed for terrestrial networks. This is be-
cause Aloha-AN does not address the hidden terminal issue in its design,
which becomes worse when the load is high. The results obtained from
the study of MACA and MACA-PT has proven that handshaking-based
schemes could help reduce collisions in multi-hop underwater networks by
alleviating the hidden terminal problem. They also guarantee a stable nor-
malized throughput at high load. However, as seen in Fig. 4.4, their nor-
malized throughputs are signiﬁcantly lower when compared to our RIPT
protocol. This is largely due to MACA’s ineﬃciency in underwater since
it only transmits a single data packet per round of handshake, which suf-
fers from under-utilization of the channel when the propagation delay is
high. Although the transmission of the DATA packets in a form of packet
train is allowed in MACA-PT, its normalized throughput is still lower than
RIPT since the handshake in MACA-PT is only involves with only a sin-
gle neighboring node. In contrast, our RIPT protocol improves normalized
throughput by forming a packet train for multiple neighboring nodes for
each round of handshake.
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RIPT ( Mtrain,max = 20, Tavg = 10 s)
MACA−PT ( Mtrain,max = 10, Tavg = 5 s)
Figure 4.4: Comparing the througput of RIPT, MACA, MACA-PT, Aloha-AN
(grid spacing = 700 m).
• Number of DATA Packet Transmissions and Collisions: In Fig. 4.5,
it is shown that the number of transmissions and collisions of the three pro-
tocols do not increase (beyond a certain value) even when the load increases.
This is because at this point the channel has been saturated. Increasing
the load (or increasing a number of generated packets) beyond this satura-
tion point will only result in a higher number of backoﬀs but not a higher
number of packet transmissions. Consequently, the number of collisions
is also constant beyond this point. We also notice that the RIPT trans-
mits approximately as many DATA packets as the Aloha-AN, while having
less number of collisions. This conﬁrms that the RIPT avoids collisions
by maintaining more accurate information about the receiver compared to
Aloha-AN. When comparing the RIPT against MACA and MACA-PT,
the RIPT transmits much more packets. This arises from our technique
of using multiple neighbors to form a packet train at the receiver, which
is much more eﬃcient than MACA and MACA-PT. Despite being able
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Aloha−AN (lag−time = 0.82 s)
MACA
RIPT ( Mtrain,max = 20,  Tavg = 10 s)
MACA−PT ( Mtrain, max = 10,  Tavg = 5 s)
No. of transmissions
No. of collisions
Figure 4.5: Comparing the number of DATA packet transmissions and the number
of DATA packet collisions of RIPT, MACA, MACA-PT and Aloha-AN. Note that
the simulation duration is 8× 105 s for every point.
to oﬀer a high and stable normalized throughput, the RIPT suﬀers from
much higher number of collisions than MACA and MACA-PT. Although
the RIPT’s handshaking-based mechanism can greatly alleviate the hid-
den terminal problem in multi-hop networks, it cannot resolve the problem
completely. Thus, whenever a collision occurs, a large number of DATA
packets within a packet train may be corrupted. In contrast, MACA and
MACA-PT transmit less number of DATA packets during each round of
handshake, and hence, they lose less packets in a collision.
• Delay: Fig. 4.6 shows the delay performance of all schemes. At very low
load (below 0.01), the RIPT has the worst delay performance. This is
because of its receiver-initiated approach, whereby a sender needs to wait
until there is a handshake initiated by the receiver before it can attempt
transmit a DATA packet to the latter. Moreover, its packet train tends
to be very short when the load is low, thus making the overhead of its
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RIPT ( Mtrain,max = 20,  Tavg = 10 s)
MACA−PT ( Mtrain, max = 10,  Tavg = 5 s)
Figure 4.6: Comparing the packet delays of RIPT, MACA, MACA-PT and Aloha-
AN.
4-way handshake mechanism more signiﬁcant. However, beyond a load of
0.01 and 0.015, its delay becomes shorter than the MACA and MACA-
PT, respectively. This is the point where the average packet train size has
grown large enough to overcome the overheads incurred by both the 4-way
handshake, and the average waiting time for the handshake initiation by the
receiver. The Aloha-AN is seen to have the best delay performance among
all the three schemes. This is due to the fact that it is not a handshaking-
based protocol, and only uses a one-way notiﬁcation mechanism.
4.5 Discussion
An important point that we would like to stress about the RIPT protocol is that,
a neighboring node can compute the time at which it needs to transmit its SIZE
packet and its DATA packet train, based on the time at which it receives the
RTR packet; in other words, there is no need for absolute clock synchronization.
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In a way, this bears some similarity with the MAC protocol proposed in [22], in
which the neighboring nodes can achieve a locally synchronized schedule without
absolute clock synchronization. Therefore, the purpose of the guard times in
the RIPT protocol is merely to buﬀer any error in the inter-nodal propagation
delays that were previously estimated. These small guard times are required at
strategic instances within the 4-way handshake. It is important to note that we
do not require the guard time to be inserted between every DATA packet that
is sent; it is only inserted between the string of packets that are transmitted
from diﬀerent neighbors. Also, the guard time only needs to be as large as the
maximum expected error in the inter-nodal propagation delay estimation, which
may be in the order of tens of milliseconds. Note, also, that it is possible for the
RIPT protocol to correct any error in the delay estimates through the following
enhancement. A receiver can examine the timings at which the SIZE packets
are arriving from its neighbors, and calculate their deviations from the expected
arrival times. The receiver can then include the timing corrections the next time
it broadcasts an RTR packet to these neighbors.
Earlier in Section 4.4, we have seen that ifM train,max is too large, it may result
in low normalized throughput as well. In the following, we provide some guidelines
for selecting an appropriate M train,max. As the receiver and the senders need to
exchange control packets before the DATA packet train can be transmitted, the
inter-nodal propagation delays thus introduce some amount of ﬁxed-cost (Cﬁx)
in each handshake. Assuming that the receiver does not have any packet to
broadcast, and also assuming the worst-case scenario whereby all the n ﬁrst-hop
neighbors are located at pmax from the receiver, the 4-way handshake incurs a
ﬁxed-cost overhead of
Cﬁx = 4pmax + TRTR + nTSIZE + TORDER. (4.9)
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Thus, the total transmission time of the DATA packet train must be longer than
Cﬁx, in order to justify this overhead. Besides the above constraint, M train,max
should also be able to accommodate all the DATA packets waiting to be transmit-
ted in each of the receiver’s neighbors. Assuming that the network is operating
in the high load region, at which all nodes are backlogged. Thus, in each hand-
shake, M train,max should ideally be large enough to accommodate (nhidden + n)
DATA packets, where n is the average number of ﬁrst-hop neighbors per node,
and nhidden is the average number of hidden terminals per node. Thus, the size







, nhidden + n
)⌉
. (4.10)
So far, we have assumed a scenario whereby all nodes are statically deployed,
and set up at the same time. We now discuss how the RIPT can be modiﬁed
to handle network dynamics caused by new nodes joining an existing network.
Suppose a new node, Node y, wishes to be considered by a receiver as one of its
possible transmitting neighbors. In order to cope with this, a receiver’s 4-way
handshake can include an additional listening interval, T join, right after the time
at which it expects the last bit of the last SIZE packet, which we denote by
T SIZE end. In order to declare its presence, Node y ﬁrst listens to the receiver’s
RTR packet, and calculates the value of T SIZE end from the inter-nodal propa-
gation delay information attached within the RTR packet. Next, it transmits
a short JOIN packet that will be received at the receiver some time within the
T join interval. This can be ensured if T join is larger than the maximum propaga-
tion delay between one-hop neighbors, which depends on the transmission range.
Since clock synchronization is no longer available, Node y must try to estimate
the propagation delay between itself and the receiver as half of the round-trip
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time (RTT) instead. The RTT can be obtained using a technique that exchanges
time-stamped messages (as nicely described in [53]); in our case, the ORDER
packet is used to piggyback the time-stamped message in the reverse direction.
Once Node y obtains the propagation delay to the receiver, it transmits this in-
formation to the receiver during the next round of handshake, to be received
within the receiver’s T join interval again. It can then be formally included as one
of the receiver’s neighbors. Note that a receiver does not need to include T join in
every handshake; it can use a ﬂag within its RTR packet to indicate whether the
current 4-way handshake includes the interval T join. In this way, the receiver can
control the overhead incurred, which is a tradeoﬀ with how soon a new node can
join as its neighbor.
Although we have omitted the eﬀects of channel packet losses (e.g., due
to bit errors) in our discussion so far, we will now discuss them brieﬂy. Note
that, a neighboring node can calculate when to transmit its SIZE packet and
DATA train, so long as it has received the RTR packet and the ORDER packet
correctly. If these packets were corrupted, the neighboring node simply does not
get to transmit any DATA train in the current round of handshake, which causes
the normalized throughput to drop. Nevertheless, the other neighboring nodes
can still proceed without any timing conﬂict. Conversely, if a receiver does not
receive a neighbor’s SIZE packet correctly, it will not allocate any DATA slot for
that neighbor, which also reduces the normalized throughput performance. This,
however, only has an isolated eﬀect on that neighbor, but not other neighbors.
4.6 Conclusion
In this chapter, we have proposed and studied a MAC protocol for multi-hop
UWA networks – RIPT. The RIPT protocol is a handshaking-based protocol
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that addresses the channel’s long propagation delay characteristics by utilizing
receiver-initiated reservations, as well as by coordinating packets from multiple
neighboring nodes to arrive at the receiver node in a packet train fashion. The
utilization of receiver-initiated reservations helps to combat the eﬀect of the space
and the time uncertainties. These uncertainties usually lead to the high number
of packet collisions. The coordination of packets (e.g., packet train), on the other
hand, helps to enhance the low normalized throughput that is caused by the use
of handshaking mechanism in a long propagation delay environment.
We have conﬁrmed through simulations that the RIPT can achieve high and
stable normalized throughput with proper values of packet train size, M train, as
well as average time between handshake initiations, T avg.
Overall, the RIPT is suitable for delay-tolerant underwater applications that
are required to operate at high load, such as undersea exploration and data col-
lection. In particular, it is eﬃcient for networks in which every node has a large
number of neighbors. This is because the RIPT allows multiple neighbors to
transmit to a receiver at one go to form a packet train, in contrast to other
handshaking-based protocols that would require every neighbor to perform ded-
icated handshake with the receiver. Furthermore, due to its receiver-initiated
handshaking nature, the RIPT would be more appropriate for applications in
which the oﬀered load does not ﬂuctuate too rapidly. Otherwise, the system
parameter Mtrain may not adapt fast enough, which leads to ineﬃciency.
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Chapter 5
Routing in UWA Networks
5.1 Introduction
In the previous two chapters, we have been focusing on the design of MAC pro-
tocols for UWA networks. Next, we will turn our interest to routing, as it is also
one of the integral factors to achieving the desired network performance. Given
the numerous routing algorithms available, ones would expect that we could eas-
ily adopt some of these protocols for UWA networks since such networks have
many similarities with terrestrial ad-hoc networks such as the absence of infras-
tructure, energy constraints and contentions between sensors, etc. However, due
to the diﬀerences between the two systems as discussed in Chapter 1, extra atten-
tion must be given to these diﬀerences when design routings for UWA networks.
More speciﬁcally, the challenges in routing in mobile UWA networks arises from:
• The use of an acoustic channel: the low bandwidth and high propa-
gation delay characteristics of the channel make it highly likely that the
topology information becomes stale by the time it reaches the intended
node. Without the topology information, the problem in routing becomes
very interesting. Moreover, disconnectivity can be experienced more often
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in UWA networks, due to the high error rate of the channel.
• Node mobility: network dynamic makes the routing problem very chal-
lenging because route stability and route management become important
issues in addition to energy and bandwidth eﬃciency.
• The low density of sensor nodes: when coupled with a node’s mobility
makes it highly likely to have a disconnected (networks void) network.
From the literature review given in Chapter 2, we ﬁnd that location-based
scheme is an eﬃcient approach for UWA routing, as it requires small amount of
overheads and low power consumption when routing a packet. Hence, we propose
in this chapter a routing protocol for mobile UWA network, called, “Sector-based
Routing Protocol (SBR)”. It is a location-based routing protocol that is designed
to maximize the packet delivery ratio (PDR) in both low and high node density
conditions. As other location-based routings, SBR assumes a knowledge of a
node’s own and a destination’s location (e.g. the sink is static and its location
is known to all the nodes) to enable the node to eﬃciently select the next best
forwarding node based on a sector-based routing mechanism. Such mechanism
takes long propagation delay and node movement into account, resulting in the
enhancement of the PDR.
In order to work well in networks with mobile sink, we propose the “SBR-
DLP”. It is the SBR that couples with the Destination Location Prediction
scheme. Speciﬁcally, the node in SBR-DLP utilizes the destination’s pre-planed
path and the simple location prediction mechanism, in order to estimate the po-
sition of the mobile destination node. This estimated location is then used in the
ﬁnding of the node’s next best forwarder to route the packet.
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The remainder of this chapter is organized as follows. We present the pro-
posed routing protocols, SBR and SBR-DLP, in Section 5.2 and Section 5.3, re-
spectively. Section 5.4 describes the detail of the simulations that were carried out
to evaluate the protocol and the simulation results are discussed in Section 5.5.
Finally, we conclude this chapter in Section 5.6.
5.2 SBR
5.2.1 Overview of SBR
The SBR is a location-based routing protocol in which each of the sensor nodes
does not carry any information of its neighboring nodes or the network topology.
However, each node knows its current and the destination node’s positions. In
practice, on-board navigation equipment allows each AUV to know its current
location. While such positional information may not be very accurate, the SBR
does not require exact knowledge of a node’s location to perform well. For the
destination’s location, we assume that the SINK is ﬁxed, thus its location can be
made available prior to node deployment.
The main objective in designing the SBR is to enhance the PDR in a sparse
network such as a network that is purely established with a ﬂeet of costly AUVs.
Typically, in a single-sector scheme (e.g., the FBR [50]) the PDR is very sensitive
to the chosen sector size. For example, by setting the sector size small, a single
routing sector scheme can achieve good PDR; however its performance can be
signiﬁcantly degraded in a sparse network. The SBR overcomes this problem by
considering not only a single sector, but multiple sectors simultaneously, in order
to cover the whole communication area, which makes much more sense in a sparse
network. Thus, it is expected to be less sensitive to sector size.
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To address the problem of the long propagation delay, the SBR utilizes hop-
by-hop routing which means that a node only tries to ﬁnd the best relay node
locally (among its neighbors), instead of ﬁnding the complete path from the sender
to the destination. Although ﬁnding a complete path before actually transmitting
a packet can potentially prevent a routing loop, which can be very harmful in a
resource constraint system such as an UWA network, the node’s mobility and the
long propagation delay may render the selected path stale.
At this point, it is important to note that SBR is diﬀerent from both the
VBF [48] and the HH-VBF [49] in that instead of allowing each candidate node
to decide whether it should relay the packet, the SBR lets the sender determine
its next hop using the information given from all the candidate nodes. This
eliminates the problem of having multiple nodes acting as relay nodes which
is encountered in both the VBF and the HH-VBF. Moreover, because of the
constant radius of the routing pipe in both VBF and HH-VBF, it is possible that
there is no node within the routing pipe.
When compared with the FBR, although the SBR adopts a similar idea to
the FBR (e.g. both protocols let the sender decide its next relay node), instead of
using a single transmitting cone which covers only a fraction of the communication
area, the SBR considers the whole communication area to locate the candidate
relay nodes. While the FBR needs to rebroadcast the RTS packet every time it
cannot ﬁnd a candidate node within its transmitting cone, the SBR can handle
this situation without the need for any retransmission of the RTS packet. Note
that even if the FBR extends its transmitting cone to have its angle width of
360◦, due to the lack of a collision avoidance mechanism, collisions from the CTSs
coming from diﬀerent neighbors may occur, resulting in a degraded performance.
Such a problem is highly pronounced in a dense network. In the SBR, this
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problem has been addressed in its design which will be discussed in the following
section.
5.2.2 Details of SBR
5.2.3 Finding the Next Relay Node
When a node, S, wishes to send a packet (either a new or relay packet) to the
destination node D, it ﬁnds its next relay node by broadcasting a Chk Ngb packet,
which includes the sender’s current position and the packet ID. Upon hearing the
Chk Ngb, each neighboring node x checks whether it is nearer to Node D than
the distance between Nodes S and D (this is possible since all nodes assume the
knowledge of the destination node). If the condition is met, Node x will have to
respond to node S by transmitting a Chk Ngb Reply packet.
In order to reduce possible collisions at node S among the Chk Ngb Reply
responses, each neighboring node ﬁrst determines the sector that it is in, and
then schedules the transmission time of its Chk Ngb Reply accordingly. For a
given k-sector system, the node starts to locate the ﬁrst sector by ensuring that
the sector is bisected by the virtual vector SD. The subsequent sectors are then
labeled according to their priorities, which are determined using their angular
diﬀerences from SD. Figure 5.1 illustrates how a four-sector system is labeled.
After determining the sector that it is in (say, j), a neighboring node writes into
its Chk Ngb Reply the sector number j, its node ID, and its estimated distance
from the predicted destination location. It then schedules the transmission to
occur after an oﬀset given by



















Figure 5.1: Forwarder selection at the sender.
where α (0 ≤ α ≤ 1) and Pmax are a parameter used to alleviate the chance
of collision caused by the transmissions from diﬀerent sectors and the maximum
propagation delay, respectively. As a general guideline, α can be selected based
on the number of sectors, k, such that if k is large, a small α would suﬃce because
the probability of collisions from diﬀerent sectors would also be small. This also
helps shorten the duration that Node S needs to wait before acquiring all the
responses from all the k sectors.
After gathering all the Chk Ngb Reply from its candidate neighbors, node S
ﬁlters out those nodes that might travel out of its range before being able to
acknowledge the receipt of its packet. This is estimated using its propagation
delay from each candidate node, the time at which it receives the Chk Ngb Reply,
and the maximum possible relative velocity. Note that the ﬁltering is necessary
because the change in their relative distance may be quite signiﬁcant over the
long delay incurred, as a result of the slow propagation speed of UWA waves.
Also, if a more accurate estimation of the candidate node’s movement is desired,
one may consider including the node’s direction and speed in the Chk Ngb Reply
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Table 5.1: How Node S picks its next relay node.
Sector Candidates Distance to D After Filtering




Next relay node B
to the sender. After performing the ﬁltering, the remaining candidates are sorted
according to their sector priorities. If there is more than one candidate having the
same priority at the top of the list, the one that has the closest predicted distance
to Node D will be picked. Table 5.1 illustrates how Node S picks Node B to be its
relay node, based on the topology shown in Figure 5.1. After selecting its relay
node, Node S transmits its data packet to this node. The relay node then acts as
a sender using the same procedure above, until the packet reaches its destination.
Now, suppose that there is no response from any of the sender’s neighboring
nodes. The sender shall wait for a time interval of Twait for the topology to
change, before making another attempt. If the sender fails to ﬁnd any neighbor
for a number of ndiscard times, it discards the packet.
5.2.4 Implicit/Explicit Acknowledgments
For a high error rate channel such as the UWA channel, the acknowledgment is
preferably done in a hop-by-hop fashion, while leaving the end-to-end acknowl-
edgment for the higher layers. Moreover, to achieve energy eﬃciency, the ac-
knowledgment in the SBR-DLP is done implicitly through overhearing whenever
possible. The sender assumes that the packet is successfully received if it over-
hears the Chk Ngb packet from its relay node while the latter is trying to ﬁnd
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the next relay node. An explicit acknowledgment (ACK) packet will be used in
the case where the packet is received by its destination node. If a sender does
not receive any acknowledgment after a certain timeout, it makes another trans-
mission attempt by broadcasting the Chk Ngb again. For the case where a relay
node has successfully received the data packet but its acknowledgment fails to
reach the sender, it will reply to the sender with an explicit ACK when it hears
the sender’s subsequent Chk Ngb for the same packet ID.
5.2.5 The Analysis of SBR
Theorem 5.1. Given the same sector size with an angle of θk, and α = 1 for the
SBR, if a packet is routable in the single-sector scheme, it is also routable in the
SBR.
Proof. : Assuming that the sets of nodes, N and M, exist in the routing sector
of the single-sector scheme and Sector 1 of the SBR, respectively. For the same
network topology, because the alignment of Sector 1 in the SBR is exactly the
same as the routing sector in the single-sector scheme, we thus have N = M.
Now, α = 1 ensures that there will be no collision between responses coming
from diﬀerent sectors in the SBR. Thus, if a single-sector scheme picks Node p as
the relay node, where p ∈ N , the SBR will also pick Node p.
Theorem 5.2. Given the same sector size with an angle of θk, and α = 1 for the
SBR, a packet that cannot be routed using the single-sector scheme may still be
possibly routed by the SBR.
Proof. : Again, since α = 1, there is no collision between responses coming from
diﬀerent sectors in the SBR. We prove this lemma by examining the total routing
angle of the two schemes. More speciﬁcally, the larger the total routing angle
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that a scheme has, the higher the chance that a node could ﬁnd a relay node.
In the single-sector scheme, it is obvious that the total routing angle is the same
as its routing sector’s angle, which spans from −θk/2 to θk/2. On the other
hand, due to the criterion of lxD < lSD, only those nodes that are nearer to the
SINK (node D) than the sender (node S) can respond to the sender and become
candidate relay nodes. Hence, the total routing angle in the SBR ranges from
−90◦ to 90◦. Because the criterion of lxD < lSD also applies to the single-sector
scheme, the total routing angle in a single-sector scheme can never be larger than
that of the SBR.
The two lemmas discussed above lead to the conclusion that the PDR of the
SBR is lower-bounded by the PDR of the single-sector scheme.
5.3 SBR-DLP
In this section, we present an enhanced version of the SBR which we shall call
“SBR-DLP”. The SBR-DLP is designed to relax the need of precise knowledge
of the destination’s location in the SBR. As a result, broader range of UWA
applications are possible. In SBR-DLP, each node assumes the knowledge of
its own position, and the destination node’s pre-planned movements. Here, we
are more interested in applications such as sea exploration and monitoring, etc.,
that may require the destination node to move along with the mobile network in
order to cover the entire exploration/monitoring area. For such applications, the
destination node acts as a moving sink, and its movement is usually predeﬁned
prior to launching the network.
Although the SBR-DLP tackles the mobility issue of the destination node
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by assuming that its pre-planned movements (e.g., its waypoints and their cor-
responding schedule) are made known to all other nodes before launching, it is
important to note that the destination node may still deviate from its schedule
due to the ocean current. Also, the SBR-DLP does not assume the knowledge of
all other nodes’ movements.
In detail, when there is a packet to be routed, the node in the SBR-DLP
adopts the exact operations (e.g., ﬁnding candidates, choosing the next relay
node, acknowledging the received packet) as if it were implemented with the
SBR. The only diﬀerence between the two protocols is how the sender node
acquires the destination’s location. While SBR assumes that the destination’s
location is available accurately (e.g., static sink) at all time, SBR-DLP relies on
the “destination location prediction” scheme, in order to predict such information.
In the following sub-section, we discuss the destination location prediction scheme
that is implemented in the SBR-DLP in detail.
5.3.1 Destination Location Prediction
In order to help predict the destination location, the SBR-DLP requires the des-
tination node to periodically broadcast a “Notiﬁcation (NTF)” packet to notify
its one-hop neighbors if it deviates from its schedule signiﬁcantly. We choose to
notify only its one-hop neighbors, rather than the entire network, because the
long propagation delay can cause the NTF packet to become stale by the time it
reaches a node that is several hops away. In addition, since the destination node
itself is mobile, other nodes within the network may also hear its NTF packet at
a diﬀerent time. In order to trigger the NTF packet, the destination node checks
if it has deviated from its schedule every time when it reaches a predeﬁned way-
point. If it ﬁnds that the diﬀerence (Δ) between the current time (tNTF) and the
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scheduled time (texpect) is greater than a threshold (Δthreshold), it will broadcast
the NTF packet, which contains the parameters tNTF and Δ. Upon hearing the
NTF packet, a node stores these parameters for later use.
Now, suppose that a node has just heard the Chk Ngb packet from a sender
at time tnow. It ﬁrst checks if it has previously heard the NTF packet. If so, it will
estimate the current location of the destination by looking at the destination’s
predeﬁned movement at the time that is oﬀset by Δˆ from its schedule, where Δˆ
is the estimated time diﬀerence from the predeﬁned schedule. The node uses the






In our simulation setup, there are N sensor nodes moving randomly within a 2D
network of 1000 m by 1000 m. All nodes (including the SINK) are equipped with
half-duplex and omnidirectional modems, which operate at a ﬁxed data rate of
2400 bps, and a communication range of 300 m. We assume that the speed of
sound in underwater is constant at 1500 m/s, while the maximum speed (Vmax)
of the sensor node is 2 m/s unless speciﬁed otherwise. The speed and direction of
each sensor node are randomly picked from the range of [0, Vmax] and [−45◦, 45◦],
respectively, according to uniform distribution. These remain constant for an
exponentially distributed period of time with an average interval of 300 s, before
they are randomly picked again. If the node reaches the boundary of the testing
area, it is reﬂected by the boundary, so that it goes back within the testing area.
The DATA and control packets (e.g., Chk Ngb, Chk Ngb Reply, NTF and ACK )
are 4800-bit and 32-bit long, respectively, while the other parameters used are:
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ndiscard = 3, α = 0.5, Δthreshold = 30 s and Twait(nfail) = 30nfail s, where nfail is the
number of failed attempts to transmit a packet and 1 ≤ nfail < ndiscard.
There is only one destination node, referred to as a SINK. While the SINK
is ﬁxed and located at the point (1000, 1000) for the study of the mobile network
with a static sink, it is constantly moving with a pre-planed path in the fully
mobile network. The movement pattern of the SINK is replica to the mobile
node in which described in the previous paragraph and this pre-planned path is
stored in each of the sensor nodes. However, due to the ocean current, the SINK
deviates from its pre-planned path in such a way that, for any given pair of con-
secutive waypoints, X and Y , instead of moving from X to Y directly, the SINK
travels from X to Z to Y . The position of point Z is dmax away perpendicularly
from the midpoint of XY . Although the deviation path is assumed to be linear,
the important factor used in deviation calculation is actually the duration that
the SINK has deviated from its preplanned path not the actual position. Also,
since the direction of deviation can be changed randomly as discussed above, the
deviation path can be considered as a random walk.
In order to easily interpret and understand the behavior of the protocols
under diﬀerent settings, we eliminate the eﬀects of the MAC layer by allowing
only one packet in the network at any instant. For each packet, the source node
is selected randomly among the N nodes.
In our simulations, we evaluate the protocols’ performance by varying the
following parameters: sector size, node density, and node’s speed. The routing
performance’s metrics that we have used are: the PDR, which is deﬁned as the
ratio of the number of unique DATA packets that are successfully received at the
SINK to the total number of DATA packet transmissions; and the average packet
delay, which is deﬁned as the average duration that a packet takes to travel from
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the source to the SINK.
5.5 Simulation Results
5.5.1 Performance of SBR in Mobile Networks with Static
Sink
In this sub-section, we choose to benchmark the SBR with a single-sector routing
scheme, so that we can evaluate both schemes under the same parameter set-
tings. Speciﬁcally, the single-sector scheme is a replica of the SBR, except that it
allows a sender node to pick its next relay node from one sector only (Sector 1 in
Figure 5.1). In order to make the comparison as fair as possible, the sector size
used in both schemes are the same, i.e., each sector has an angle of θk = 360
◦/k,
where k is the number of sectors that the SBR uses.
5.5.1.1 The Eﬀects of Sector Size
As can be seen in Figure 5.2, in a sparse network (where N = 10 and 20), when
the number of sectors is varied from 3 to 10 in which the sector size θk decreases
from 120◦ to 36◦, both schemes have better PDR when the sector size is large. In
addition, the SBR achieves a higher and much more stable PDR when compared
with the single-sector scheme. It is quite intuitive for the single-sector scheme
to have higher PDR when the sector size is large because this can enhance the
chances of having neighbors to relay the packet. For the SBR, although one
might think that the sector size does not have any impact on the PDR since the
total area covered by the communication range remains the same regardless of
the sector size, it should be realized that the sector size could actually aﬀect the
choice of the relay node. Recall that the SBR gives higher priority to a sector
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Figure 5.2: Eﬀects of sector size on the PDR.
that has a smaller index. Hence, if there is at least one candidate node within
Sector j that meets the criteria described in Section 5.2.3, it will be picked as the
relay node, even if there were another node within Sector j + 1 that is closer to
the SINK. However, as the sector size becomes larger, there will be lower chances
of picking a suboptimal node as the relay node arising from sector prioritization,
because there are now more nodes with the same sector priority. This explains
why the SBR also sees a higher PDR in general when the sector size is large.
Figure 5.3 shows the average packet delays of both schemes. In general,
the delay increases when the sector size decreases, except for the single-sector
scheme corresponding to the 10-node case, which will be explained at the end of
this sub-section. For the single-sector scheme corresponding to the 20-node case,
the average delay increases rapidly as the sector size decreases. This is because
a smaller sector size reduces the likelihood that a suitable relay node could be
found within the sector, which in turn causes the single-sector scheme to have to
frequently wait for the topology to change before making another attempt. For
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Figure 5.3: Eﬀects of sector size on the delay.
the SBR, the reasoning behind the observed trend is diﬀerent; the relay node is
picked from the entire communication range, hence a smaller sector size does not
reduce the likelihood that a suitable relay node could be found. Here, the delay
increases when the sector size decreases mainly because the sender node takes
longer time to collect all the Chk Ngh Reply responses from its neighbors when
there are more sectors.
As mentioned earlier, the delay behavior of the single-sector scheme cor-
responding to the 10-node case deviates from the general trend. This can be
explained as follows. The combination of a sparse network with small sector size
results in very low PDR (as seen in Figure 5.2); consequently, most of the packets
that are successfully routed to the SINK are those that were generated very close
to the SINK, which lead to very short average delays.
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1−sector (θk = 120°)
SBR (6−sector)
1−sector (θk = 60°)
Figure 5.4: Eﬀects of node density on the PDR.
5.5.1.2 The Eﬀects of Node Density
Unsurprisingly, Figure 5.4 illustrates that a higher node density results in a higher
PDR. This is because of the higher probability that there would be a potential
candidate node within the sender’s communication range for the case of the SBR,
or within the sector of interest for the case of the single-sector scheme. When
the sector size is small, the SBR (6-sector) performs signiﬁcantly better than the
single-sector scheme (θk = 60
◦) when N ranges from 10 to 70, while both schemes
have comparable PDR in a denser network where N is more than 70. A similar
trend is also observed when we compare the results for the larger sector size,
albeit not as signiﬁcant as the previous case.
Figure 5.5 shows that the average packet delay decreases in general as the
node density increases. In the SBR, a higher node density leads to a higher chance
that Sector 1 contains a suitable relay node, which is more desirable. When the
packets are routed more often through relay nodes that are chosen from Sector 1,
the paths would be generally shorter, which in turn result in smaller delays.
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1−sector (θk = 120°)
SBR (6−sector)
1−sector (θk = 60°)
Figure 5.5: Eﬀects of node density on the delay.
Moreover, a higher node density also implies that it is more likely to ﬁnd a relay
node that is closer to the SINK. In order to conﬁrm both claims, let us look at
the plots of the SBR for both 3-sector and 6-sector cases. When the number of
nodes increases from 20 to 40, the delay of both cases decreases, but the delay in
the 3-sector case is smaller due to the larger size of its Sector 1. Beyond N=40,
the delay of both cases merge due to the second reason. These explanations also
apply to the improvement of the single-sector scheme’s delay performance as the
node density increases.
Notice that when N=10, both schemes have smaller delay than when N=20.
This deviates from the general trend that we have discussed above. This is
because when the network is very sparse, those packets that are generated several
hops away from the SINK have high probability of being discarded eventually
and do not contribute towards the average delay calculation. Thus, most of the
packets that are routed successfully to the SINK are those that were generated
nearby, and would naturally experience lower delay.
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1−sector (20−node, θk = 120
°)
SBR (20−node, 6−sector)
1−sector (20−node, θk = 60°)
Figure 5.6: Eﬀects of node’s speed on the PDR.
5.5.1.3 The Eﬀects of Node Mobility
Next, we study the eﬀects of node mobility by varying the node’s speed from 1-
5 m/s. For a chosen speed, all the nodes move with the same speed throughout,
while their directions are still kept random.
We can see from Figure 5.6 that node mobility actually helps to enhance
routing in sparse networks for both schemes, as the PDR increases when node’s
speed increases. In general, node mobility can be either an advantage or a dis-
advantage for routing protocols, depending on their respective designs. On one
hand, the change in topology caused by node mobility may harmfully cause the
network to be disconnected; on the other hand, it may beneﬁcially allow the net-
work to be reconnected. For those protocols that do not address node mobility
adequately, they experience both eﬀects, and the end result depends on which
factor plays a more signiﬁcant role. In our case, the SBR takes node mobility
into account during the process of ﬁnding its potential candidate. Thus, it only
beneﬁts from the change in topology caused by node mobility.
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1−sector (20−node, θk = 120
°)
SBR (20−node, 6−sector}
1−sectr (20−node, θk = 60
°)
Figure 5.7: Eﬀects of node’s speed on the delay.
Figure 5.7 shows that the packet delay increases as the node’s speed increases
for both the SBR and the single-sector scheme. In order to understand this better,
recall from Figure 5.6 that more packets are routed successfully to the SINK as
the node’s speed increases. In other words, those packets that cannot be routed
in a low-mobility network can now be routed in a high-mobility network. Because
we have assumed that the channel is error-free, the main reason that a packet is
not successfully routed to the SINK is that it gets dropped by an intermediate
node when the latter cannot ﬁnd any relay node after ndiscard attempts. For a
sparse network, this problem can be alleviated by the change of network topology
caused by node mobility. However, when such packets are successfully routed to
the SINK, their packet delays also include the time spent by the intermediate relay
nodes waiting for the topology to change. These longer delays now contribute
towards the average delay calculation.
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5.5.2 Performance of SBR and SBR-DLP in Fully Mobile
Networks
In this study, in order to obtain the location of the SINK, SBR relies solely
on the original pre-planned path of the SINK while SBR-DLP utilizes both the
destination’s pre-planed path and the destination location prediction scheme. We
keep all other parameters the same for both schemes. The results in this study
provide us the understanding the gain in performance resulting from the use of
destination location prediction.
5.5.2.1 The Eﬀects of Sector Size
Figure 5.8 shows that the performance of both the SBR-DLP and the SBR are
rather independent of the number of sectors, as their PDR are quite stable with
respect to the number of sectors. Note that the SBR-DLP and the SBR are
equivalent when dmax is 0, because the destination node always conforms to its
pre-planned path. From the ﬁgure, we can also see the improvement in PDR
when location prediction is introduced. By comparing the plots from the SBR-
DLP with the ones from the SBR, we can see that when the maximum deviation
dmax is increased from 10 m to 100 m, the use of location prediction helps raise
the PDR signiﬁcantly for all dmax. An interesting observation from the SBR’s
plots is that, although one may expect that a higher deviation dmax would result
in a lower PDR, it is noted that the SBR’s performance does not decrease further
when dmax changes from 50 m to 100 m. This can be explained by focusing our
attention on the movement of the SINK. Keeping in mind that dmax is the amount
of the SINK’s deviation from its pre-planned path. When the deviation is large
enough to cause routing failure, increasing the deviation further would still result
in the same routing failure, without causing much change to the PDR.
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Figure 5.8: Eﬀects of number of sectors in a 30-node network, for SBR (dashed)
and SBR-DLP (solid).
Note that the PDR decreases with the increasing sector size when the SINK
is static (look at Fig. 5.6) while the PDR remains almost constant regardless of
the number of sectors when the SINK is mobile (as shown is Fig. 5.8). This two
opposing results arise from the diﬀerence in node density used in the two networks.
The result shown in Fig. 5.6 is obtained from a 20-node network while the result
shown in Fig. 5.8 is obtained from a 30-node network. With low node density,
increasing the sector size leads to a better PDR as discussed in Section 5.5.1.1.
However, when node density is high, increasing the sector size does not impact
the PDR since there is always a route to the SINK found within the ﬁrst sector.
5.5.2.2 The Eﬀects of Node Density
Next, we study the eﬀects of node density on both the SBR-DLP and the SBR.
As shown in Fig. 5.9, both algorithms exhibit similar trends when the number
of nodes in the network is varied from 10 to 40 nodes. Unsurprisingly, we notice
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Figure 5.9: Eﬀects of number of nodes in a 6-sector network, for SBR (dashed)
and SBR-DLP (solid).
that the PDR increases dramatically as the number of nodes increases in this
range. For the SBR-DLP, the PDR starts to get saturated when the number of
nodes exceeds 40 nodes, likely because network disconnectivity has now become
rare.
On the other hand, the SBR’s performance degrades slightly when the num-
ber of nodes exceeds 40 nodes. Without destination location prediction, the SBR
always relies on the SINK’s pre-planned path, which is no longer accurate. How-
ever, a low density network may not be aﬀected as much by the deviations in
the SINK locations, compared to a high density network. This is because, for
higher density networks, there are also higher chances that a sender would pick a
relay node that is much closer to both the destination and the virtual vector SD.
Thus, for such networks, the eﬀects of inaccurate SINK locations are naturally
more pronounced. To support this claim, let us compare the SBR with the SBR-
DLP for both low and high density regions in Figure 5.9. As can be seen, the
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Figure 5.10: Eﬀects of node speed in a 30-node and 6-sector network, for SBR
(dashed) and SBR-DLP (solid).
performance gain from the use of destination location prediction is much more
signiﬁcant in the higher density region.
5.5.2.3 The Eﬀects of Node Mobility
Now, let us look at Figure 5.10 to examine the eﬀects of node speed on the per-
formance of both the SBR-DLP and the SBR. Here, we only focus on the 30-node
network, since it has been shown to be dense enough to illustrate the signiﬁcant
gains brought by destination location prediction. As expected, the SBR-DLP
outperforms the SBR signiﬁcantly in all cases. It can also be seen that the PDR
of both the SBR-DLP and the SBR improves as the node speed increases. In
general, node mobility can be both advantageous and disadvantageous to routing
protocols. On the one hand, the change in topology caused by node mobility may
harmfully cause the network to be disconnected; on the other hand, it may ben-
eﬁcially allow the network to be reconnected. For those protocols that take node
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mobility into account adequately, they can make the advantages outweigh the
disadvantages. In our case, both the SBR-DLP and the SBR take node mobility
into account during the process of ﬁnding the next relay node. Thus, they beneﬁt
more from the change in topology caused by node mobility, which explains why
their PDR increases with node speed.
Although the results shown above correspond to the use of the SBR and
the SBR-DLP in 2D networks, similar trends also apply if they were to be im-
plemented in 3D networks. In a 3D network, the communication circle and the
sector become a communication sphere (assuming omni-directional antenna) and
a spherical wedge, respectively. As long as a node can locate itself within 3D
space, there is no burden scaling from 2D to 3D networks for these protocols.
5.6 Conclusion
In this chapter, we present two location-based routing protocols for mobile UWA
networks, the SBR and the SBR-DLP. Both protocols are suitable for both sparse
and dense networks. The designs take into account the unique characteristics of
such networks, namely, long propagation delay, node mobility, and low data rate.
In addition, both protocols consider multiple sectors, at the same time, in the
process of ﬁnding its relay node which is more eﬃcient than considering only a
single sector at a time. Also, SBR and SBR-DLP are highly adaptive to network
dynamics, such as nodes joining and leaving the network, because a node ﬁnd
its next relay node reactively on a hop-by-hop basis. For fully mobile networks,
our studies show that it is essential to account for the mobility of the destination
node. However, even a simple location prediction mechanism could help improve
the packet delivery ratio signiﬁcantly.
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For applications that have a static sink, such as ocean data collection in a
ﬁxed area, SBR is more suitable than SBR-DLP since it can achieve the high
PDR while keeping the number of overhead small. On the other hand, SBR-DLP
is more eﬃcient, although at the cost of higher overheads, for fully mobile UWA
networks where the destination nodes can also move along with other nodes in
the network such as in the application of undersea animal tracking.
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Time Synchronization in UWA Networks
6.1 Introduction
The clock synchronization problem has drawn considerable attention from re-
searchers in the past few decades, especially in the area of wireless sensor net-
works, due to its wide variety of possible applications in which it can be inte-
grated such as environmental monitoring, target tracking, security surveillance,
and many more. In wireless sensor networks, each node performs its task (e.g.,
sensing the environment) in a distributed manner; the often time-sensitive data
from multiple sensor nodes are then aggregated and converted to more meaning-
ful information by using techniques such as data fusion. For example, in a target
tracking application, while the interest object is moving, sensors in diﬀerent areas
sense the object and report the presence of the object in its local vicinity. These
distributed reports can then be fused to extract information such as the speed
and the direction of the moving object.
Most of the applications in sensor networks require that all sensor nodes
have a common time (e.g., all synchronized), so that they can coordinate and
collaborate with each other in order to accomplish their tasks. Basically, we
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can classify these applications into three categories based on the synchronization
level required [52, 63]. Some applications merely require the order of the event
occurrences, while there may be other applications that require the time interval
of each of the event occurrences. Yet, there may also be applications that re-
quire the absolute time at which each event occurs. In addition, not only would
the application layer ﬁnd time-synchronization useful; other layers, such as MAC
and networking layers, may also beneﬁt from time synchronization. For exam-
ple, PCAP [19], APCAP [24] and the Slotted FAMA [26] are examples of MAC
protocols that require time synchronization.
Because of the usefulness of time synchronization, numerous synchronization
algorithms have been recently proposed for terrestrial wireless sensor networks;
however, none of these can be directly applied to UWA networks for several rea-
sons. Firstly, the previously proposed algorithms are designed for high speed
radio communication, and they typically assume that the propagation delay is
negligible. In contrast, underwater communication mainly uses acoustic channel
with a low propagation speed, thus resulting in signiﬁcantly longer propagation
delay [62]. Secondly, the terrestrial synchronization algorithms typically do not
worry much about the re-synchronization frequency. In contrast, synchronization
overhead is an important issue in UWA networks, due to its low data rate result-
ing from its narrow available bandwidth. Thus, the synchronization algorithm
should be able to maintain a certain accuracy without the need for frequent re-
synchronization, in order to avoid excessive consumption of the traﬃc capacity.
Furthermore, when re-synchronization is required, the overhead incurred should
not degrade the system performance.
Moreover, the nodes in underwater sensor networks tend to exhibit some
degree of mobility. Thus, the synchronization algorithm must be able to cope
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with the sensors’ movement, which introduces time-varying delay.
In this chapter, we propose a cluster-based synchronization algorithm for mo-
bile UWA networks, called “MU-Sync”. Our design avoids frequent re-synchronization
by estimating both the clock skew and the oﬀset. As underwater mobile networks
experience both time-varying and long propagation delay, we estimate the skew
and oﬀset by performing least square error linear regression [64] twice over a set
of local time information gathered through message exchanges. With the help
of MAC-level time stamping, we can further reduce the nondeterministic errors
that are commonly encountered by those synchronization algorithms that rely on
message exchanges.
The remainder of this chapter is organized as follows. In Section 6.2, we
discuss possible causes of error typically found in time synchronization. We then
describe the model of the clock in Section 6.3. In Section 6.4, we provide the
details of the MU-Sync, as well as an analysis of the possible synchronization
error. Next, Section 6.5 describes the detail of the simulations that were carried
out to compare the performance of the proposed schemes with several others and
the simulation results are shown and discussed in Section 6.6. Section 6.7 then
provides a discussion of the algorithm, and ﬁnally, we give our conclusions in
Section 6.8.
6.2 The Causes of Error in Time Synchroniza-
tion
In any clock synchronization algorithm, an error may still exist even at the in-
stance immediately after the synchronization. As time progresses, this error grows
with time, and re-synchronization is hence required. In order to avoid frequent
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re-synchronization, the error should be minimized. In this section, we explore the
possible causes of error, and ways to reduce it. Speciﬁcally, we can divide them
into two categories as will be discussed next.
6.2.1 Errors Caused by Uncertainty of Message Delivery
Time
Many existing synchronization algorithms often utilize the technique of message
exchange between synchronizing nodes, in order to acquire their local clock drift.
By utilizing the message exchange technique, the common sources of error for
clock synchronization, (ﬁrst introduced by Koeptz and Schwab [65, 66]), come
from the uncertainty of the following:
• Send time: The time used to construct the message and send the request
to the MAC layer. It is non-deterministic and also dependent on the current
load as well as the operating system. The error arising from the send time
can be minimized by utilizing MAC-layer time stamping at the sender side.
• Access time: The delay incurred while waiting to access the channel until
the transmission begins. The amount of access time depends on the current
network traﬃc and the nature of the running MAC protocol. Physical layer
time stamping can be used to eliminate this error.
• Propagation time: The time it takes to transmit the message from the
sender to the receiver. The propagation time is highly deterministic de-
pending on the distance between the sender and the receiver. In terrestrial
sensor networks, it is often considered as a negligible contribution of syn-
chronization error due to the high speed of radio wave. However, when
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dealing with UWA networks, this becomes a major cause of synchroniza-
tion error, as will be discussed in Section 6.4.3.
• Receive time: The time it takes to process the notiﬁcation of an incoming
message.
• Encoding and Decoding time: The time it takes it needs to encode/decode
the packet at the physical layer. This is deterministic1 and is in the order
of hundred of microseconds [56].
6.2.2 Other Causes of Synchronization Errors
Even when the clocks of two nodes are perfectly synchronized at the beginning,
their clocks may drift if inconsistency occurs due to changes of the surrounding
environment, such as when the nodes experience changes in temperature, pres-
sure, battery voltage, etc. As underwater sensor nodes typically exhibit some
mobility, it is highly likely that they encounter changes in the abovementioned
parameters, and hence require re-synchronization more often than static terres-
trial sensor networks. Moreover, the clock can also be aﬀected by the interaction
of other components of the sensor system. For example, the sensor may miss an
interrupt while busy transmitting or receiving a packet, as described in [67].
6.3 Clock Drift Modeling
The timer inside each clock usually uses a crystal oscillator operating at a certain
angular frequency, which determines the rate at which the clock runs [63]; this
is also widely referred to as the clock’s “skew”. Typically, each clock may have
1To estimate encoding and decoding time accurately, one needs hardware support and appro-
priate time-stamping mechanisms (including sending time stamp of earlier transmitted packets
in later packets, after the time of sending is accurately known)
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Figure 6.1: Illustration of clock drifts.
slight diﬀerences in frequency due to the manufacturing process. These skew
diﬀerences cause the drift among the sensor nodes. In general, we often model
the local time of node i using two parameters, namely, its skew and its oﬀset, as
follows:
Ti(t) = ait+ bi, (6.1)
where ai and bi are the skew and the oﬀset of node i, and t is the ideal time or
Universal Time Coordinated (UTC). (6.1) can also be written as Ti(t) = ai(t)t+bi
for a clock that has a time varying skew. However, skew variation is assumed to
be small in this study, thus, we use (6.1) as our clock model. The oﬀset arises
when each sensor node has a diﬀerent starting time. Fig. 6.1 shows the drift of
two clocks having diﬀerent skews and oﬀsets. Note that, while the oﬀset causes
constant error independent of time, the skew can cause increasing error as time
progresses. Thus, in order to avoid the need for frequent resynchronization, the
synchronization algorithm must be able to accurately estimate both the clock
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skew and the oﬀset.
6.4 MU-Sync
6.4.1 Overview of MU-Sync
The MU-Sync is designed to minimize the drift between nodes by estimating and
compensating both the skew and the oﬀset using a two-phase operation, namely,
the skew and oﬀset acquisition phase, and the synchronization phase. In the ﬁrst
phase, the clock skew and oﬀset is estimated by applying linear regression twice
over a set of n reference beacons. While all of the existing synchronization al-
gorithms perform linear regression only once to retrieve the estimated skew, the
MU-Sync performs it twice. The ﬁrst regression allows the cluster head to extract
the amount of propagation delay that each reference (REF) packet encounters.
After adjusting the REF beacons’ timings with their respective propagation de-
lays, a second linear regression is performed over this new set of points, from
which the estimated skew ( ˆˆay) and oﬀset (
ˆˆ
by) of node y can be obtained.
Since the MU-Sync is cluster-based, it can easily be applied to mobile multi-
hop UWA networks. In contrast to the TSHL [53], in which each node computes
its own skew and oﬀset, the cluster head in the MU-Sync takes the responsibility
to start the synchronization process and calculate its neighbors’ skew and oﬀset.
6.4.2 Details of MU-Sync
In Phase 1, the synchronization process starts with the cluster head (also referred
to as Node x throughout the rest of this section) broadcasting the ith REF packet
to its neighbors at time T1,i, as shown in Fig. 6.2. Upon receiving the REF packet,
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the neighboring node marks its local time as T2,i and responds to the cluster head
at time T3,i, informing it about the T2,i and T3,i timestamps. Note that, in order
to reduce the chances of a collision, each neighboring node may introduce some
small random interval before responding to the REF packet. When the cluster
head receives the response from its neighboring node y at time T4,i, it waits for
some duration denoted as REF TX INT before transmitting the (i + 1)th REF
packet, and continues the same procedure until it has reached the number of
required REF packets, n, or until the error of the linear regression is below a
certain threshold. Next, the cluster head performs the ﬁrst linear regression over
the set of local times reported by node y to obtain its ﬁrst estimated skew (aˆy)
2,
as illustrated in Fig. 6.3. The value of aˆy is then used to compute the amount
of one-way propagation delay that each REF packet has encountered, using the









where px→ytm→tn,i denotes the propagation delay between node x’s location at time
tm and node y’s location at time tn of the i
th REF packet, where 1 ≤ i ≤ n. We
next subtract the estimated propagation delay corresponding to each of the data
points to obtain a new set of data points. The cluster head then runs the second
linear regression to obtain the ﬁnal estimated skew and oﬀset of neighboring
node y, denoted by ˆˆay and
ˆˆ
by, respectively.
In the synchronization phase shown in Fig. 6.4, the cluster head broadcast all
neighbors’ ˆˆay and
ˆˆ
by, so that every neighbor can keep track of these parameters.
When every node in the cluster knows the skew and the oﬀset of every other node
in the cluster, we can claim that cluster-wide synchronization has been achieved.











Figure 6.2: Phase 1: Skew and oﬀset acquisition phase. Note that the propagation
delay can vary during the REF packet exchange.
Time stamp: T1
Local time: T2
Point corresponding to 
the i th reference packet
Figure 6.3: Linear regression at the cluster head with a total of 10 reference
packet responses from node y.
6.4.3 Error Analysis of Propagation Delay Estimation
Now, let us assume that the clock of node x can be modeled by using its skew









Figure 6.4: Phase 2: Synchronization phase.
of equations of the node’s local time can hence be derived:
T1 = axt1 + bx (6.3)
T2 = ayt2 + by (6.4)
T3 = ayt3 + by (6.5)
T4 = axt4 + bx (6.6)
The ideal time of t2 and t4 can also be written as









Our objective is to estimate the one-way propagation delay px→yt1→t2 from the round
trip time3, which can be written as
px→yt1→t2 =
(t2 − t1) + (t4 − t3)
2
, (6.9)
By substituting (6.7) and (6.8) into (6.2), the estimated propagation delay










Since we are interested in the relative drift of node y compared to node x, we let






















As px→yt1→t2 is an average of the propagation delay obtained from t4 − t3 and
t2− t1, while the actual delay is t4− t3, we can calculate the error of propagation
delay estimation (Δ) as
Δ =









Equation (6.14) indicates that the error of the propagation delay estimation de-
pends on three parameters:
3Note that MU-Sync assumes that there is no motion of mobile nodes during the exchange
of the REF packet. However, motion of mobile nodes for multiple REF exchanges is taken




1. The relative drift between the estimated and the real skew: ay
aˆy
2. The time interval t3 − t1
3. The value of
∣∣∣py→xt3→t4 − ayaˆy px→yt1→t2
∣∣∣













where vnode and vs are the relative speed between node x and node y and the speed
of sound in underwater, respectively. Currently, mobile nodes (e.g., AUVs) can
travel at the maximum velocity of vnode= 2 m/s and the typical value for vs is
1500 m/s [13]. After obtaining the propagation delay, the cluster head is now able
to estimate node y’s oﬀset, bˆy, by ﬁrst deducting the propagation delay eﬀect and




In our simulation setup, the sensor nodes are allowed to move randomly within an
area of 1000 m by 1000 m. We assume that the speed of sound in underwater is
constant at 1500 m/s, and there is no skew variation arising from a change in the
environment as previously discussed in Section 6.2.2, so that we can concentrate
solely on the eﬀect of the parameters that we are interested in. The nondetermin-
istic errors encountered during the message exchange is modeled using Gaussian
distribution, as suggested by Elson and Estrin [51]. Unless speciﬁed otherwise,
we use the following set of parameters for our simulations:
• Maximum speed of the sensor node (Vmax) is 2 m/s.
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• Clock skew is 40 ppm.
• Clock oﬀset is 10 ppm.
• The number of beacons used to perform linear regression is 25.
• The duration t3 − t2 is 0 s.
• The time interval between two successive reference packets is 5 s.
• The sensor nodes change its speed randomly within the range of [0, Vmax],
with an average interval of 600 s.
• The sensor nodes change its direction randomly within the range of [−45◦, 45◦],
with an average interval of 600 s.
• Clock granularity is 1 μs.
• Receive jitter is 15 μs.
We study the following parameters in order to investigate their eﬀects on the
MU-Sync’s performance:
1. The node’s initial skew
2. The number of beacons
3. The duration of t3 − t2
4. The frequency at which the sensors change direction
5. The speed of the sensors
We choose to benchmark our scheme with the TSHL [53], as well as a network
that does not undergo any synchronization. Although the TSHL is designed for
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Figure 6.5: The error in time estimation VS the time elapsed since synchroniza-
tion.
static underwater sensor networks, which assume long but constant propagation
delay, it is the closest form of underwater synchronization scheme available so
far.
6.6 Simulation Results
In all the results shown in this section, each data point is obtained from the
average of 1000 simulation runs. The error bars in the ﬁgures represent the
standard deviations. Fig. 6.5 shows how the error in time estimation grows for
each scheme as time elapses since the last synchronization. As can be seen, the
MU-Sync perform better than the TSHL signiﬁcantly. In fact, the TSHL is even
worse than the case where no synchronization is performed. Its poor performance
arises from its poor accuracy in estimating the skew. This is due to its assumption
that the inter-nodal propagation delay is constant during the skew estimation
process. When a node moves, the propagation delay varies with time; hence, if
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Figure 6.6: Eﬀects of clock skew.
the linear regression is applied blindly without taking this into consideration, it
causes inaccurate skew estimation. The small error in skew estimation can cause
severe drift as time progresses. For example, the error can grow as large as 8 s
within a day of operation even with a skew error that is as small as 0.0001.
When we vary the neighboring nodes’ clock skew from 5-100 ppm, Fig. 6.6
shows that the MU-Sync’s performance is independent of the node’s initial skew.
However, when the initial skew error is less than 10 ppm, the MU-Sync’s perfor-
mance is worse than the unsynchronized one. We can also see in Fig. 6.6 that
both the TSHL and the MU-Sync achieve a constant average error regardless of
the neighboring node’s initial skew, because both algorithms estimate the skew
and try to compensate for it. However, the TSHL’s performance is much worse
than even the unsynchronized version. The high standard deviation noticed from
the error bars for the TSHL is due to the high variation of the propagation delay
arising from node mobility. This happens when the linear regression is applied
to estimate the skew over the set of points {T1,i, T2,i} where 1 ≤ i ≤ n. For the
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Figure 6.7: Eﬀects of changing the number of REF beacons.
rest of this section, we decide to continue our study without the TSHL as thus
far its performance is poorer than the unsynchronized version.
We next study the eﬀect of the number of beacons on the synchronization
error. It is obvious that a higher number of reference beacons used for linear
regression will result in a lower error in estimation. Fig. 6.7 illustrates that a ﬁner
synchronization can be achieved by adjusting the number of reference beacons fed
into the linear regression. With our cluster head synchronization approach, the
MU-Sync can easily adjust the number of beacons used adaptively. Note that
the larger the number of beacons to be collected for linear regression, the longer
it takes to ﬁnish the synchronization process; this also explains why the slope of
the unsynchronized version is linearly increasing as seen in Fig. 6.7.
The varying of the time interval t3 − t2 also aﬀects the synchronization er-
ror. As shown in Fig. 6.8, when we vary the duration of t3 − t2 from 0 s (the
neighboring node responds to the REF beacon right after it ﬁnishes receiving the
packet) to 25 s (the neighboring node responds 25 s after it receives the REF),
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Figure 6.8: Eﬀects of (t3 - t2).
the synchronization error of the MU-Sync increases with the duration of t3 − t2.
However, when the interval of t3 − t2 goes beyond 25 s, the error tends to sta-
bilize, or even decrease. The explanation is that the parameter t3 − t2 does not
directly aﬀect the synchronization error; instead, the relative distance between
the cluster head and the neighboring node at time t1 → t2 and t3 → t4 plays a
more important role. Since we are currently using half of the round trip time
to estimate the one-way propagation delay, the estimation error depends on the
value of
∣∣px→yt1→t2 − py→xt3→t4∣∣. We verify our claim by examining at the worst-case
plot. Here, we notice that the error increases steeply as the duration of t3 − t2
increases. This eﬀect is less signiﬁcant when the nodes move in a more random
manner.
Fig. 6.9 shows that changing the direction of the nodes frequently does not
signiﬁcantly aﬀect the synchronization error. Here, we vary the average direction
change interval from 10 s to 400 s.
Fig. 6.10 shows the impact of the sensor’s speed on the synchronization error.
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Figure 6.9: Eﬀects of the average direction change interval.
As can be seen, the synchronization error increases with the parameter Vmax (look
at the worst-case MU-Sync plot). This is because, when the sensor is allowed to
move very fast, the value of
∣∣px→yt1→t2 − py→xt3→t4∣∣ can be so large that using (6.12) to
estimate the propagation delay is no longer accurate enough. Fortunately, in most
networks, we would expect the nodes to undergo speed and direction changes over
time, rather than persisting in the worst-case setting all the time. Therefore, the
eﬀect of Vmax is, on the average, much less signiﬁcant on the synchronization error
(as indicated by the average MU-Sync plot).
6.7 Discussion
In this section, we discuss the applicability of the MU-Sync, and also how it may
be improved. The comparison of the key performances between MU-Sync and
TSHL is also given in Table 6.1.
• Although the MU-Sync seems to have a higher overhead than the TSHL, as
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The typical value of V
max
 = 2 m/s
Figure 6.10: Eﬀects of Vmax.
Table 6.1: A performance comparison of MU-Sync and TSHL when the simulation
parameters are set according to the setting presented in Section 6.5. Note that
the overhead cost is computed based on j synchronized nodes and n REF packets
while the resynchronization is triggered when the error exceeds 100 ms.
Key performance MU-Sync THSL
Achievable error 0.868 ms 38.7 ms
Overhead (no. of control packets) n + j + 1 n(1 + j) + 1
Resynchronization frequency every 9600 s every 200 s
it requires the neighboring node to send a response for every REF packet
received, it can easily be integrated with existing handshaking MAC proto-
cols such as MACA [23], Slotted FAMA [26], MACA-MN [68], PCAP [19],
etc., by piggybacking the REF and its response within the RTS/CTS pack-
ets. While the MU-Sync could achieve ﬁner synchronization by having a
higher number of beacons messages, the TSHL may not beneﬁt from this ap-
proach when the nodes are mobile, since it does not account for time-varying
propagation delay. In fact, since a higher number of beacon messages also
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require a longer duration to ﬁnish collecting the beacons, the TSHL may
become even more vulnerable to violating the constant propagation delay
assumption.
• From our simulation, Fig. 6.8 (look at the worst-case) shows that the
MU-Sync cannot cope when the duration of t3 − t2 is longer than approx-
imately 25 s. The major factor that causes the error comes from the tech-
nique used to estimate the one-way propagation delay. Although (6.12)
is widely used to calculate the one-way propagation delay from the round
trip time, it may not be suited in our scenario. Since the nodes keep mov-
ing during the interval (t2, t3), signiﬁcant error may be introduced when
the propagation delay is estimated as half the round-trip time. A better
method is hence needed in order to achieve higher accuracy.
• One advantage that the MU-Sync has over the TSHL is that, when the
cluster head broadcasts its neighboring nodes’ estimated skew and oﬀset,
every node learns the estimated skew and oﬀset of all other nodes in the
same cluster, instead of just the relative parameters between the cluster
head and a particular node.
• Although we do not discuss how a cluster selects its cluster head in this
chapter, the task can be achieved by applying an existing cluster head
selection algorithm as presented in [69, 70, 71].
6.8 Conclusion
In this chapter, we proposed a cluster-based synchronization algorithm for UWA
mobile networks, called “MU-Sync”. Our design avoids frequent re-synchronization
by estimating both the clock skew and oﬀset. As underwater mobile networks
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experience both time-varying and long propagation delay, previous works that
estimate the clock skew using a single least square error linear regression tend
to be inaccurate. In the MU-Sync, there are two phases of operation; (1) the
skew and oﬀset acquisition phase, and (2) the synchronization phase. In the ﬁrst
phase, the clock skew is estimated by performing the linear regression twice over
a set of local time information gathered through message exchanges. The ﬁrst
linear regression enables the cluster head to oﬀset the eﬀect of long and varying
propagation delay; the second regression in turn obtains the estimated skew and
oﬀset. With the help of MAC-level time stamping, we can further reduce the
nondeterministic errors that are commonly encountered by those synchronization
algorithms that rely on message exchanges. After obtaining the estimated skew
and oﬀset, the protocol precedes to the second phase in which the skew and oﬀset
distribution takes place.
We evaluate the performance of MU-Sync, comparatively to two other bench-
marking schemes: TSHL and a network that does not undergo any synchroniza-
tion, by varying the node’s initial skew, the number of beacons, the duration of
t3 − t2, the frequency at which the sensors change direction and the speed of the
sensors. From the simulation results, we can conclude that time synchronizations
that utilize message exchange technique must consider the time-varying propa-
gation delay into account at the skew and the oﬀset estimation process, in order
to avoid large synchronization errors which lead to frequent re-synchronization.
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Chapter 7
Conclusions and Directions for Future
Work
This chapter is the dissertation conclusion with a review of the main research
contributions and proposed directions for future researches.
7.1 Research Contributions
This dissertation addresses three important problems in UWA networks: (1) how
to improve the normalized throughput performance via MAC design; (2) how
to enhance the PDR when packets are routed in mobile UWA networks; and
(3) how to reduce the time synchronization error in mobile UWA networks. We
summarize our main research contributions as follows:
• In Chapter 3, we have studied the normalized throughput performance
of diﬀerent Aloha-based MAC protocol variants in single-hop underwater
acoustic networks via both theoretical analysis and simulations. From this
study, we found that the normalized throughput of Pure Aloha is unaﬀected
by the long propagation delay in UWA networks. On the other hand, the
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normalized throughput of Slotted Aloha, that usually performs much bet-
ter than Pure Aloha in terrestrial networks, degrades to Pure Aloha in
high latency networks. The Aloha-HD is shown to be able to outperform
the Pure Aloha when the number of sensor nodes in the network are kept
small (e.g., 4 nodes). For a very large number of nodes (e.g., 100 nodes),
Aloha-HD’s performance is comparable to that of Pure Aloha. Unsurpris-
ingly, the study of NP-CSMA shows that its performance is better than that
of Pure Aloha. However, the information obtained from channel sensing in
the long propagation delay networks may not be as useful as it is in the
terrestrial networks, in helping the node to avoid collision.
We have also demonstrated that with the knowledge of inter-nodal prop-
agation delays, a node could help avoid collisions in a distributed manner
by utilizing the sender-receive information that it picks up from overheard
packets, provided it is within a bounded region deﬁned by the relative po-
sitions of the sender and the receiver, as well as the packet’s transmission
time. This opportunity only arises in a long propagation delay environment
such as UWA networks.
Based on this strategy, we proposed two Aloha-based random access MAC
protocols, namely, Aloha-CA and Aloha-AN, for UWA networks. Between
the two protocols, Aloha-CA is simpler and more scalable, as it only needs a
small amount of memory, and does not rely on additional control messages.
Aloha-AN, on the other hand, requires the use of additional NTF packets,
which serve as advanced notiﬁcation to the neighboring nodes, so that they
can avoid transmitting packets that could result in collisions. Due to the
need to select a suitable lag time for a given network setting, the scheme
is less scalable as it needs to check whether its lag time is still appropriate
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whenever there are any signiﬁcant topology changes. However, the extra
cost allows the Aloha-AN to achieve much better normalized throughput
and collision avoidance.
• In Chapter 4, we proposed an asynchronous, handshaking-based MAC pro-
tocols for multi-hop UWA networks–RIPT. In order to improve the normal-
ized throughput performance, RIPT utilizes the concept of multiple-node
polling in which multiple nodes are allowed to transmit data packets to a
single receiver within each round of handshake. Also, RIPT makes use of
a 4-way handshake (RTS/SIZE/ORDER/DATA) and takes a more aggres-
sive approach in reducing the number of collisions by utilizing a receiver-
initiated reservation approach. As such, by allowing the receiver to request
for the data transmission, a number of collisions can be greatly reduced
because the uncertainty of the receiver’s status, which can be perceived at
the transmitter, is completely eliminated. This is conﬁrmed through simu-
lations that RIPT can achieve high and stable normalized throughput when
proper values of packet train size (M train), as well as average time between
handshake initiations (T avg) are chosen.
• In Chapter 5, we proposed the SBR, a hop-by-hop, location-based routing
protocol that is suitable for both sparse and dense mobile UWA networks.
Its design takes into account the UWA characteristics, namely, long prop-
agation delay, node mobility, and low data rate. In SBR, the node only
assumes rough knowledge of its own location and the destination’s location
which enables the node to select the next best forwarder eﬃciently when
it is combined with our sector-based routing mechanism. In addition, the
transmitter in SBR always takes node mobility into account when it chooses
its next forwarder. By doing so, the packet drops that could have caused
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from the two nodes (the transmitter and the receiver) moving away from
each other’s transmission range is completely eliminated, resulting in a bet-
ter PDR. In this chapter, we also proposed the enhanced version of the
SBR, namely SBR-DLP. In SBR-DLP, the need for precise knowledge in
locating the destination node can be relaxed due to the use of the location
prediction mechanism.
We have shown through simulations that routing designs for fully mobile
UWA networks need to account for the mobility of the destination node.
However, even a simple location prediction mechanism could help improve
the PDR signiﬁcantly. In addition to their superior performance, the SBR
and the SBR-DLP are highly adaptive to network dynamics, such as nodes
joining and leaving the network, because of their reactive hop-by-hop packet
routing mechanism.
• In Chapter 6, we have presented a cluster-based synchronization algorithm
for mobile UWA networks, known as MU-Sync. In order to minimize the
need of frequent re-synchronization, MU-Sync performs time synchroniza-
tion by estimating both the clock’s skew and the clock’s oﬀset. We also ﬁnd
that the major contributor to time synchronization error in UWA networks
is the long and time-varying propagation delay. Hence, unlike those existing
synchronization schemes that either treat the propagation delay as negli-
gible or constant, MU-Sync takes into account both characteristics in the
process of the skew and the oﬀset estimation. This consequently leads to
a more accurate estimation and smaller synchronization errors. The exten-
sive simulation results show that MU-Sync is able to reduce synchronization




As UWA research has just begun its major advancement for only the last few
decades, many research topics and issues remain for further studies before UWA
networks can fully be exploited in real applications. In the following, we dis-
cuss the possible directions for our future researches and the interesting research
problems for further investigation.
7.2.1 Future Study
As for our future work, it is important to analyze the normalized throughput
for an inﬁnite number of nodes since the number of sensor node deployed in
UWA networks usually small. Also, it is interesting to extend our analysis to
understand the behaviour of the average waiting time of a packet before it can be
successfully transmitted, in addition to the normalized throughput performance.
This understanding is useful in determining the average packet delay which is one
of key metric in MAC’s performance evaluation. Moreover, we plan to examine
our proposed MAC protocols in a more realistic network scenario, by relaxing
our assumption of having no BER, no time-varying propagation delay, as well
as no node mobility presence in the network model. Upon understanding how
these factors aﬀect the network performance of our proposed protocols, we shall
concentrate on a design or the modiﬁcation of MAC protocols for realistic mobile
networks. Although the speed of the AUV is typically low, approximately 2 m/s,
the lack of time synchronization and unavailable on-board positioning system
make the MAC design a very challenging task.
Our future plan for the SBR-DLP is to integrate it with several UWA MAC
protocols and investigate their relative performance. We also plan to relax the
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assumption that the SINK can lock back to its intended path fairly quickly after
a certain deviation, so as to create a more realistic mobility model. Moreover, in
the design of SBR and SBR-DLP, the network relies on node mobility to overcome
the problem of network disconnectivity. This may not be a good solution for a
network that is delay-intolerant. Thus, the study on a suitability of relying on
node mobility to overcome the problem of disconnectivity can be one of a future
direction in this area.
For MU-Sync, as we are currently using half of the round-trip time as an
estimation of the one-way propagation delay, this may result in low accuracy
if the propagation delay varies very signiﬁcantly within the round trip message
exchange. In our future work, we plan to concentrate on how the varying propaga-
tion delay can be estimated more accurately, while still maintaining low overhead.
More speciﬁcally, the assumption of constant propagation speed should be relaxed
such that the the spatial and temporal variations (e.g., due to temperature and
pressure variations) of the sound speed is taken into account.
7.2.2 Interesting Research Problems for Investigation
7.2.2.1 Cross-layer Design Optimization
In such a harsh environment such as UWA channels, a cross-layer design will
continue to gain interest from researchers since it has proved, in both the ex-
isting and our proposed protocols, that network performances (e.g., normalized
throughput, collision rate) can be enhanced by considering and associating the
information available among diﬀerent network layers. Based on our observations,
the research direction of a network protocol design will be focusing more on the
variety of Quality-of-Service (QoS) requirements, in order to ensure security, en-
ergy balance and network disruptive tolerance, etc. Besides the usual cross-layer
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approach of sharing information across the traditional network layering architec-
ture, the joint-optimization technique can provide beneﬁts for underwater net-
works. Considering the dynamic nature of underwater networks, it is diﬃcult
to determine which optimal settings can achieve the desired QoS. Thus, the op-
timization scheme could be integrated with the cross-layer design to adaptively
provide the optimal network parameters even when there are some unexpected
events occur. For example, the available topology could be useful in determin-
ing a routing path that can minimize the delay while at the same time maintain
the energy balance among sensor nodes. The right determination may also helps
in avoiding the network disruption caused by the power depletion of just a few
nodes.
7.2.2.2 Network Coding
Although coding was originally designed to be used at the physical layer, recent
studies [72, 73, 74] show that coding in network layer could also oﬀer beneﬁts such
as maximum rate transmission, load balancing, eﬃcient bandwidth utilization
and link failure recovery. Because of these beneﬁts, network coding for UWA
networks is expected to gain research interest in a near future.
One possible area in applying the network coding is to provide an eﬃcient
error recovery in the high error rate and long propagation delay UWA channel.
Traditionally, there are two techniques to overcome the error in a channel: the
ARQ-based schemes and the FEC (Forward Error Control). In the ARQ-based
schemes, a sender retransmits a packet only if it detects that the packet has
been lost. The detection of packet loss usually comes from the destination node.
In a long propagation delay channel, this error recovery means induces a long
delay before the packet can be retransmitted, exacerbating the long propagation
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delay already experienced by a packet. The FEC, on the other hand, adds extra
redundancy to the packet before transmission. With the bandwidth and energy
constraints, the amount of redundancy that needs a carefully determination is
very challenging in a highly dynamic UWA channel. Network coding, on the
other hand, groups transmissions at the intermediate node into multiple packets
to serve the objective that when receiving only some of the transmitted packets,
the destination node can extract the original packets. In addition, network coding
could be viewed as an eﬃcient routing that guarantees the low delay but high
PDR as well as the low power consumption.
Before network coding can be fully exploited and implemented underwater,
the relationship of the total number of coded packets to be transmitted, the
amount of energy saved in certain conditions of UWA channel, and the code
design, etc. need to be furthermore investigated.
7.2.2.3 Self-reorganization of UWA Networks
For some certain types of application, which their networks require quite a long
operational period, self-reorganization algorithm is of great importance. These
types are such as environmental monitoring and security surveillance, etc. The
self-reorganization allows networks to restore and recover itself even when they
are encountering security threats or strong network dynamics (e.g., nodes leave
or enter the network) that could lead to network failure. Without the need of re-
deployment and re-initiation of the network, the maintenance cost can be greatly
reduced. Speciﬁcally, self-reorganization in UWA networks can be achieved by
applying power control, reallocating the cluster, or re-initiating the network, etc.
Although this topic has not yet been largely explored currently, we strongly
believe that it is an essential part of the network stack that can enhance network
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robustness which is certainly one of the most important objectives in network
design.
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Appendix
A The Derivation of Pk,B2
Here, we compute the probability that a busy period is of type B2 and contains
k successful packets, Pk,B2 , where k ≥ 0. Consider the case where none of the
packets transmitted in the busy period is successful, i.e., k = 0. This implies that
there is at least one other packet arrival during the vulnerable period pmax of the
ﬁrst packet that started the busy period. Thus,
Pk=0,B2 = P{at least one arrival during pmax}
= 1− e−λpmax . (A1)
For the case of k = 1 in B2, one packet is successfully received without
any collision, followed by a collision between multiple packets that ends the busy
period. Since the ﬁrst packet is successful, there must be no arrival during its
vulnerable period. Also, in order to continue the busy period beyond the ﬁrst
packet, there must be one packet arrival during the ﬁnal pmax of the ﬁrst packet’s
channel occupancy. Finally, in order for the second packet to be involved in a
collision with one or more other packets, there is at least one other packet arrival
during its vulnerable period. Thus,
Pk=1,B2 = P{no arrival during pmax} · P{x ≤ pmax} ·
P{at least one arrival during pmax}
= e−λpmax(1− e−λpmax)(1− e−λpmax)
= A(1− e−λpmax). (A2)
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Following the same reasoning as the above, we can obtain the general ex-
pression for Pk,B2 for any k ≥ 0 as,
Pk,B2 = A
k(1− e−λpmax). (A3)
B Derivation of Backoﬀ Probability Pbo(λ
′
j)
From (3.30), we see that Pbo(λ
′
j) can be expressed in terms of PB1, PB2, Pbo|(m,B1),
Pbo|(k,B2), Pm|B1 , and Pk|B2 (we have dropped (λ
′
j) from these notations for sim-
plicity). Here, we provide their derivations.
First, let us derive Pbo|(m,B1). In a busy period of type B1 that contains
m successful packets, there are exactly m backoﬀ periods, each with duration
(T−pmax). In addition, there are exactly m arrivals outside these backoﬀ periods.
Since Pbo|(m,B1) can be obtained as the ratio of the average number of arrivals that
fall within the backoﬀ periods to the average number of arrivals within the entire






1 + λ′(T − pmax) , (B1)
which is independent of m.
Next, we derive Pbo|(k,B2) in a similar manner. In a busy period of type B2
that contains k successful packets, there are exactly k + 1 backoﬀ periods. Each
of the ﬁrst k backoﬀ periods has a duration of (T − pmax), while the ﬁnal backoﬀ
period, as can be seen from Fig. 3.7, has an average duration of T + y¯. Outside
these backoﬀ periods, we have k + 2 conﬁrmed packet arrivals, corresponding to
the k successful packets, as well as the ﬁrst and the last packets that are involved
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in a collision. In addition, some packet arrivals may also occur between the ﬁrst
and the last packets involved in a collision, with an average of λ′y¯. Hence, we
have,
Pbo|(k,B2) =
λ′[k(T − pmax) + (T + y¯)]
k + 2 + λ′y¯ + λ′[k(T − pmax) + (T + y¯)]
=
kλ′(T − pmax) + λ′(T + y¯)
k[1 + λ′(T − pmax)] + λ′(T + 2y¯) + 2 . (B2)









where N¯1 and N¯2 are the average number of packet arrivals that occur in a type 1





Pm,B1 ·m[1 + λ′(T − pmax)]
=
e−2λ
′pmax[1 + λ′(T − pmax)]




Pk,B2 · {k[1 + λ′(T − pmax)] + λ′(T + 2y¯) + 2}
= (1− e−λ′pmax) ·[
λ′(T + 2y¯) + 2
(1− A) +




Next, by applying Bayes’ theorem to both Pm,B1 in (3.19) and Pk,B2 in (A3),
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= (1− A)Ak. (B8)
Finally, by substituting (B1), (B2), (B3), (B4), (B7), and (B8) into (3.30),




The results shown in thesis are simulated using our own event-driven simulator
written in C++. We would like to devote this section to discuss on the simulation
environment so that the same results can be generated using other simulators.
C1 Aloha-CA and Aloha-AN
• Propagation delay: Fixed at the rate of 1500 m/s
• Channel error: Currently, we assume that the channel is error-free which
makes it easier in understanding and interpreting the behaviour of our pro-
tocol designs.
• Network size and deployment(N): 4 and 100 static nodes are randomly
deployed with a uniform distribution
• Area of interest: 2-D network with the size of 1000 m by 1000 m
• Communication range: Single-hop network–all nodes can hear every
other nodes in the network
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• Modem: Half-duplex omnidirectional modem with the data rate of 2400
bps
• Packet generation at each node: The packet generation is assumed to
be Poisson with rate λ′/N packet/s, and each packet’s intended receiver is
randomly chosen with equal probability.
• Packet length: L bits with 32-bit header within (Aloha-CA) and L bits
with a separate 32-bit NTF packet (Aloha-AN)
• Packet retransmission: No packet retransmission
• Random backoﬀ: The exponentially distributed backoﬀ with the average
duration of 1/λ′.
• Collision detection: It is assumed that the collision between multiple
packets can be detected by all other nodes.
C2 RIPT
• Propagation delay: Fixed at the rate of 1500 m/s
• Channel error: Currently, we assume that the channel is error-free which
makes it easier in understanding and interpreting the behaviour of our pro-
tocol designs.
• Grid spacing: 700 and 7000 m
• Network size and deployment: 36 static nodes are arranged in a grid
topology (See Fig. 4.2). However, instead of precisely placing each node at a
grid intersection point, we introduce some degree of randomness by allowing
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each node to deviate from the grid intersection point by a maximum of 10%
of its grid spacing, in both the x and y directions.
• Communication range: 1.75 times the grid spacing
• Modem: Half-duplex omnidirectional modem with the data rate of 2400
bps
• Packet generation at each node: The packet generation is assumed to
be Poisson with rate λ′/36 packet/s, and each packet’s intended receiver is
randomly chosen among its 16 two-hop neighbors with equal probability.
• Packet length: All control packets (i.e., RTR, SIZE and ORDER) have
the same size of 100 bits, while DATA packets are 2400-bit long.
• Routing: Static routing as shown in Fig. 4.2
• Buﬀer size at each node: 2 buﬀers, with the size of 100 each, are used
to separately store new packets and relayed packets
• Mtrain: Initially set to 1
• Packet retransmission: No packet retransmission
C3 SBR and SBR-DLP
• Propagation delay: Fixed at the rate of 1500 m/s
• Network size and deployment: N mobile nodes moving randomly within
a 2-D network with the size of 1000 m by 1000 m
• SINK: The SINK is ﬁxed and located at the point (1000, 1000) for the
study of the mobile network with a static sink, it is constantly moving with
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a pre-planed path in the fully mobile network. However, due to the ocean
current, the SINK deviates from its pre-planned path in such a way that,
for any given pair of consecutive waypoints, X and Y , instead of moving
from X to Y directly, the SINK travels from X to Z to Y . The position of
point Z is dmax away perpendicularly from the midpoint of XY .
• Node mobility: All mobile nodes has a maximum speed (Vmax) of 2 m/s
unless speciﬁed otherwise. The speed and direction of each sensor node are
randomly picked from the range of [0, V max] and [−45◦, 45◦], respectively,
according to uniform distribution. These remain constant for an exponen-
tially distributed period of time with an average interval of 300 s, before
they are randomly picked again. If the node reaches the boundary of the
testing area, it is reﬂected by the boundary, so that it goes back within the
testing area.
• Packet length: TheDATA and control packets (e.g., Chk Ngb, Chk Ngb Reply,
NTF and ACK ) are 4800-bit and 32-bit long, respectively.
• Other parameters: ndiscard = 3, α = 0.5, Δthreshold = 30 s and Twait(nfail)
= 30nfail s
• Modem: Half-duplex omnidirectional modem with the data rate of 2400
bps
• Communication range: 300 m
• MAC protocol: No MAC protocol–assuming there is only one packet to




• Propagation delay: Fixed at the rate of 1500 m/s
• Network size and deployment: Two mobile sensor nodes move ran-
domly within an area of 1000 m by 1000 m
• Node mobility: The maximum speed (Vmax) of a mobile node is 2 m/s
unless speciﬁed otherwise. The speed and direction of each sensor node are
randomly picked from the range of [0, V max] and [−45◦, 45◦], respectively,
according to uniform distribution. These remain constant for an exponen-
tially distributed period of time with an average interval of 600 s, before
they are randomly picked again. If the node reaches the boundary of the
testing area, it is reﬂected by the boundary, so that it goes back within the
testing area.
• Clock skew: 40 ppm and no skew variation
• Clock oﬀset: 10 ppm
• Number of beacons used to perform linear regression: 25
• Duration t3 − t2: 0 s
• Time interval between two successive reference packets: 5 s
• Clock granularity: 1 μs




This section presents our protocol designs in a ﬂow-chart form which allows bet-
ter understanding of how the node reacts when certain event has arrived. The









Schedules the next packet 
arrival according to 
Poisson distribution
Figure D1: Packet generation in Aloha-CA.
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Table D1: Notations used in explaining the protocol stack.
Notation Description
TX E Transmit event
Gen Pkt E Generate a new packet event
RX Header E Header packet received event
RX DATA E DATA received event
TX NTF E Transmit NTF packet event
RTR INT E RTR initiation event
TO SIZE E Timeout for acquiring the SIZE packets event
RX RTR E RTR packet received event
RX SIZE E SIZE packet received event
RX ORDER E ORDER packet received event
RX Chk Ngb E Chk Ngb packet received event
Chk Ngb Reply E Chk Ngb Reply packet received event
TO ACK E Timeout for acquiring the ACK packet event
TX REF E Transmit REF packet event
TO RSP E Timeout for acquiring the response packets (RSP REF)
event
RX REF E REF packet received event
RX RSP E RSP REF packet received event
IDLE The node is being idle
BUSY The node is being busy
TX The node is currently transmitting
RX NTF The node is receiving an NTF packet
RX DATA The node is receiving a DATA packet
CX The node is currently under collision. This includes the
transmit-receive and receive-receive collision
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 State == Idle Checks the database table 
Applies a random 
backoff and schedule 




Y OK to transmit
Collision will occur if 
transmit
N
Schedules next packet arrival 





Figure D2: Flowchart of packet transmission.
RX_Header_E
Schedules the time at 
which the node will finish 
hearing the packet 
(RX_DATA_E)
Calculates the busy period 
at other nodes that is 
caused by this packet and 
inserts in a database table
END












according to Poisson distribution
Schedules the 
transmission of 
the NTF packet 
(TX_NTF_E) 
END
Schedules the next packet 
arrival according to 
Poisson distribution
Figure D5: Packet generation in Aloha-AN
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 State == IDLE Checks the database table Transmits the NTF
Y OK to transmit the NTF
Collision will occur if 
transmit the NTFN
Schedules the time at which the 
node will attempt to transmit 




 State == CX
 State == 
RX_NTF
 State == 
RX_DATA
Applies Random backoff 
and schedule the time to 
transmit the NTF again 
(TX_NTF_E)
Is DATA packet being received 
destined to the node itself
Applies a random backoff 
and schedule the time to 
























Computes the busy period at other 
nodes that is caused by this NTF and 
its corresponding DATA 
Has the node scheduled its DATA 
transmission that can cause collision 
with this calculated busy period
If the other node has made its 
attempt for its NTF transmission  
before the node itself
Cancels its DATA 
transmission schedule
Applies Random backoff and 
schedules the time to 
transmit the NTF again 
(TX_NTF_E)
Inserts the calculated 








Figure D7: Flowchart of how the node reacts when an NTF packet is received.
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OK to transmit 
the DATA




 State == CX
 State == 
RX_NTF
 State == 
RX_DATA
Applies Random backoff 
and schedule the time to 
transmit the NTF again 
(TX_NTF_E)
Is DATA packet being received 
destined to the node itself
Applies a random backoff 
and schedule the time to 
























Schedules the next RTR initiation 
according to an exponential 
distribution with the average of Tavg 
(RTR_INT_E)
END
Figure D9: The start of RIPT.
State == IDLE Broadcasts the RTR packet
Sets timeout at which the node expects 




Is the node 






Schedules the next RTR 
initiation according to an 
exponential distribution with the 
average of Tavg (RTR_INT_E)
Figure D10: Flowchart of an RTR initiation.
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Computes tSIZE,j  by 
using Eq. (4.1)  
RX_RTR_E
Schedules the 
transmission of the 
SIZE packet at the 
time  tSIZE,j
Computes tbusy, tout,rcv and 
tout,x by using  Eq.(4.2), 
(4.3) and (4.4), 
respectively
Insert no. of relay DATA, 
no. of the node’s own 
DATA and tout,x into the 
SIZE packet
END
Figure D11: Flowchart of how the node reacts when the RTR packet is received.
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If the node is the receiver 
for this SIZE packet
Computes tout,y by 
using Eq. (4.5)
Sets itself into a 
silent state until 
the duration tout,y  
is over.
Collects the data 






Figure D12: Flowchart of how the node reacts when the SIZE packet is received.
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Assigns a unique 
priority randomly 
to each neighbor
Allocates the available Mtrain 
DATA slots, requested for 
relayed DATA, according to 
the priority of each neighbor
If there is any 
available DATA slot 
left
Allocates the available Mtrain 
DATA slots, requested for 
new DATA, according to the 
priority of each neighbor
Inserts the total no. of DATA slots 
assigned to each neighbor, order of 
transmission (according to the node’s 






If Mtrain > total 






Figure D13: Flowchart of how the node reacts after acquiring the SIZE packets




allocated to the 
node = 1
Computes ttx,x by using 
Eq. (4.6) and (4.7)
Schedules the 
transmission time of the 




Figure D14: Flowchart of how the node reacts when ORDER packet is received.
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Is the received DATA 
destined to itself
Does the DATA need to 





Stores the DATA 
into a buffer used 





Figure D15: Flowchart of how the node reacts when the DATA packet is received.
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D4 SBR and SBR-DLP
In the following, the protocol stacks shown are used for both SBR and SBR-DLP,
if not speciﬁed otherwise.
START
If there is a 




to check its 
neighboring nodes
END
Waits for the 
responses from its 
neighbors 




its location is closer to 
the SINK than the 
sender node
RX_Chk_Ngb_E
Responds to the 
sender with
Chk_Ngb_Reply
Computes the time (according to 
the sector in which the node is 
located) at which the node should 
respond with Chk_Ngb_Reply 
packet  
Determines the 




Checks if this packet has 
been previously received by 
looking at the packet ID









its location is closer to 
the SINK than the 
sender node
RX_Chk_Ngb_E
Responds to the 
sender with
Chk_Ngb_Reply
Computes the time (according to 
the sector in which the node is 
located) at which the node should 
respond with Chk_Ngb_Reply 
packet  
Determines the 





Checks if this packet ID has 
been previously received




Checks if there is 
any overheard NTF
Estimates the SINK’s 








Filters out the nodes that 
may travel out of its 
communication range to 
obtain the potential 
candidate nodes
All potential candidates 
are sorted according to 
their given sector 
priority
Picks the node 
with the highest 
priority to be a 
relay node
Forwards the DATA to 
the selected relay node
Waits for an ACK
END
START
Figure D19: Flowchart of how the node chooses the next-hop forwarder.
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Figure D20: Flowchart of how the node react when ACK is received.
If the time at which the SINK 
reaches the waypoint differs from 













Timestamps T1,i and 




Figure D22: Flowchart of how the synchronizing node initiate the synchronization
process.
i = n i++
Timestamps T1,i and 
then broadcasts the 
ith REF packet
Schedules the time at which 
the next REF packet will be 
sent (at the next REF_TX_INT)
(TX_REF_E)
Wait for response from 





















No. of RSP 
collected == n
Collects the data 
of T2,i T3,i T4,i 
RX_RSP_E
Broadcasts the new 
computed the skew and 
the offset





Performs the first linear regression over 
the set of n collected timestamps 
(T1,i and T2,i) to obtain the first skew 
estimation
Calculates one-way propagation 
delay experienced by each of   
       the REF packet using
Eq. (6.2)
Offsets the effect of long 
propagation delay from each of 
the T2,i , in order to obtain a new 
set of n data points
Performs the second 
linear regression (T1,i T2,i) 
over a new set of n data 
point to obtain the new 
skew and the offset          
Figure D25: Flowchart of how the synchronizing node reacts when it receives
RSP packet.
i = n





Has the response of the  
ith REF packet from 
the synchronized node 
(Node y) received
NY
Figure D26: Flowchart of how the synchronizing node checks for the RSP packet
from the synchronized node.
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