Introduction
The theory of Hankel transformation (1.
3)
It was shown by Zemanian that the Hankel transformation h µ is an automorphism on the space H µ (I ) and the generalized Hankel transformation h µ is an automorphism on H µ (I ).
Now we recall the definition of pseudo-differential operators which was studied in [2] . The pseudo-differential operator associated with a symbol a(x, ξ ) is defined by 
if ∆ exists and zero otherwise. Then D(x, y, z) 0 and that
where
The Hankel convolution is defined by
The Hankel convolution satisfies the following norm inequalities:
By using the theory of Fourier transformation, the L p -boundedness result of the classical pseudo-differential operators was introduced by Wong [3] and others.
Motivated from these results, Pathak 
is a bounded linear operator for 1 < p < ∞. Recently an L p -boundedness result for the localization operators associated to left regular representation of locally compact and Hausdorff group for 1 p < ∞ has been investigated by Wong [4] and an application to wavelet multipliers was given. Using the properties of Hankel transform and Hankel convolution transform our main aim in this paper is to expose the localization operators associated to left Bessel regular representations of locally and compact Hausdorff group and give an application to Bessel wavelet multipliers. For this we restate Theorems 3.1 and 3.2 from [1] which are useful for our further investigations. 
From [4] , we assume that G is a locally compact and Hausdorff group on which Haar measure is denoted by ν. Let X be an infinite dimensional, separable complex Hilbert space in which the inner product and the norm are denoted by . and . . Let π : G → B(X) be an irreducible and unitary representation of G on X such that there exists a non-zero element φ in X for which
where π g φ is defined as
Then the representation π of G on X is called left Bessel square, integrable regular representation. If φ ∈ X, φ L 2 µ (I ) = 1 and (1.18) is valid, then φ is called an admissible wavelet for the square integrable representation π : G → B(X) of G on X and we define the constant
In this paper an L p µ -boundedness of localization operators associated to Bessel left regular representation is investigated and the properties of Bessel left regular representation are obtained by using the theory of Hankel transformation.
An L p µ -boundedness of Bessel wavelet transform is exposed and it is shown how the Bessel wavelet transform can be expressed in form of pseudo-differential operators with symbol σ (ξ) associated with Bessel operator S µ . Finally we show that the Bessel wavelet multipliers can be seen as localization operators when the underlying group is taken to be an additive group G and we find that the wavelet multipliers is a bounded linear operator from
L p µ -Boundedness and L ∞ µ -boundedness
In this section we study L p µ -boundedness and L ∞ µ -boundedness of localization operators associated with left Bessel regular representation.
Theorem 2.1. Let G be a unimodular, locally compact Hausdorff group on which the left Haar measure is denoted by
Now, 
Using (2.2), we get
where φ * is defined by 
From (2.3) and (2.4) we get
Therefore, from (2.6) and (2.7) we have
where S 4 is the norm in the Schatten-von Neumann class S 4 . Now, we can express (2.8) in the following form:
where L 4 (Ĝ, S 4 ) is the Banach space of all S 4 -valued functions f onĜ for which
for all f in L 4 (Ĝ, S 4 ).
Theorem 2.2. Let φ be an admissible wavelet for the square integrable representation
Proof. From the right-hand side we have
Using Parseval relation, we get
From Parseval relation we obtain 1
associated with symbol F and the admissible wavelet φ are defined by
µ (I ) and h ∈ L r µ (I ). Then for
Proof. Let p, q, r 1; then we have
Using (1.12), we get 
Proof. This theorem is a particular case of Theorem 2.4. 2
Theorem 2.5. Let F ∈ L 1 µ (G). Then for 1 p < ∞, the localization operator
A µ,F,φ : L p µ (G) → L p µ
(G) is a bounded linear operator and satisfies the following norm inequality:
Proof. In view of (2.4) we have
Now, we use (2.4) and obtain
A µ,F,φ u, v 1 C φ G F (g) (u # φ)(g) (φ # v)(g) dσ ν (g).
From Theorem 2.4 and assuming U(g) = (F (u # φ))(g), we have
.
Now, applying the arguments of Theorem 2.3, we get
A µ,F,φ u, v 1 C φ F (g) L 1 µ (G) u L p µ (G) φ L p µ (G) v L p µ (G) φ L p µ (G) . 2 Theorem 2.6. Let F ∈ L ∞ µ (G). Then for 1 p < ∞ the localization operator A µ,F,φ : L p µ (G) → L p µ
(G) is bounded linear operator and
A µ,F,φ B(L p µ (G)) 1 C φ φ 2 L 1 µ (G) F L ∞ µ (G) .
Proof. By (2.4), we have
From (1.10) we get
for all u, v ∈ H µ (I ) and · is the inner product in L 2 µ (I ).
Proof. From right-hand side we have
Applying Parseval relation, we have
and is a bounded linear operator on L 2 µ (I ) and satisfies the following norm inequality:
Proof. The proof of the above theorem can be easily obtained by using Theorems 2.1, 2.5 and 2.6. 2
L p µ -Boundedness
In this section we study the L p µ -boundedness of Bessel's localization operators associated to left regular representation. In this connection we recall Riesz-Thorin Theorem from [3] . 
, f ∈ D and j = 1, 2, 3, . . . .
Then for
We have
µ and ν-simple functions F and G for which ν g ∈ G: F (g) = 0 < ∞.
Moreover,
Proof. We need to prove that the theorem for 1 r < ∞. Let T u be the linear transformation with domain D consisting of all ν-functions (simple) on G with property that ν{g ∈ G: F (g) = 0} < ∞,
By Theorems 2.5 and 2.6, we get
and
In order to apply Riesz-Thorin Theorem 3.1, we may assume x 1 = 1, x 2 = 0 and y 1 = y 2 = 1/p. Let x = 1/r, then θ = 1/r where r is the conjugate index of r. Now, we may put x = 1/r, y = 1/p and from (3.1), (3.2) and Riesz-Thorin theorem: (G) . Therefore by using density argument the above proof is complete. 2
Bessel wavelet transform
In this section we shall study the Bessel wavelet transform and shall try to show that how the Bessel wavelet transform can be expressed in form of pseudo-differential operators with symbol ψ(aξ ).
µ (I ) satisfy the admissibility condition 
Proof. The Bessel wavelet transform is defined by
Using [1, p. 142], we have 
Then by Plancherel's theorem, we have
(h µ φ)(t)J (yt)J (xt) dσ (t)
2 dσ (y) 
(h µ φ)(t)J (yt)J (xt) dσ (t) dσ (x)

σ (y) (h µ u)(t), J (yt)(h µ φ)(t) × J (yt)(h µ φ)(t), (h µ v)(t) dσ (y)
=
