Interleaved Reed-Solomon codes are applied in numerous data processing, data transmission, and data storage systems. They are generated by interleaving several codewords of ordinary Reed-Solomon codes. Usually, these codewords are decoded independently by classical algebraic decoding methods. However, by collaborative algebraic decoding approaches, such interleaved schemes allow the correction of error patterns beyond half the minimum distance, provided that the errors in the received signal occur in bursts. In this work, collaborative decoding of interleaved Reed-Solomon codes by multisequence shift-register synthesis is considered and analyzed. Based on the framework of interleaved Reed-Solomon codes, concatenated code designs are investigated, which are obtained by interleaving several Reed-Solomon codes, and concatenating them with an inner code.
I. INTRODUCTION
I N recent years, code designs with interleaved Reed-Solomon (IRS) codes were the topic of several scientific publications. They are investigated by different authors like Krachkovsky, Lee, and Garg [1] - [3] , Bleichenbacher, Kiayias, and Yung [4] , Brown, Minder and Shokrollahi [5] , [6] , Justesen, Thommesen, and Høholdt [7] , as well as Parvaresh and Vardy [8] . Moreover, IRS codes are considered in [9] - [11] , and other publications. Interleaved Reed-Solomon codes are mainly considered in applications where error bursts occur, since IRS codes are most effective if correlated errors affect all words of the interleaved scheme simultaneously. In [3] , [7] , and [10] , it is suggested to consider IRS codes also as outer codes in concatenated code designs, since even for channel models inducing statistically independent random errors, the decoder for the inner code will usually create correlated burst errors at the input of the decoder for the outer codes. For decoding IRS codes, Bleichenbacher, Kiayias, and Yung [4] propose an algorithm based on the Welch-Berlekamp approach. Parvaresh, and Vardy [8] consider IRS decoding in the context of multivariate polynomial interpolation, which yields a quite powerful list decoding algorithm.
In this paper, we consider IRS codes in a rather general way. More precisely we consider IRS codes consisting of Reed-Solomon codes of length and dimensions . We take a codeword from each code , and arrange them row-wise into a matrix like depicted in Fig. 1 . We call the set of matrices obtainable in this way an IRS code. If , we call the code homogeneous IRS code, if the codes are different, we call the resulting IRS code heterogeneous.
Most previous publications consider only homogeneous IRS codes. Heterogeneous constructions have first been considered in [3] (without calling them heterogeneous IRS codes), and some of their properties have been investigated in [12] . Heterogeneous IRS codes may be interesting, e.g., for decoding of a single Reed-Solomon code beyond half the minimum distance like described in [13] , where the problem of decoding a single low-rate Reed-Solomon code is transformed into the problem of decoding a heterogeneous IRS code. Moreover, decoding of heterogeneous IRS codes may be required if IRS codes are not only corrupted by column errors but in addition also by independent symbol erasures [9] . Heterogeneous IRS code structures may also be exploited in the context of generalized concatenated codes introduced and described by Blokh and Zyablov [14] and by Zinoviev [15] to reduce the number of decoding attempts. This has been discussed e.g., in [16] .
We propose a method for collaborative decoding of both homogeneous and heterogeneous IRS codes, which is based on multi-sequence shift-register synthesis. To analyze the behavior of this decoder, we derive bounds on the decoding error and decoding failure probability. These bounds allow for estimating of the gain, which can be achieved by collaborative decoding in comparison to decoding the Reed-Solomon codes independently up to half the minimum distance by a standard Bounded Minimum Distance (BMD) decoder.
If one column of the arrangement shown by Fig. 1 is corrupted by a burst error, i.e., an error which affects a complete column of the arrangement, the Reed-Solomon codewords may have an erroneous symbol at the same position. Hence, a collaborative decoding strategy can be applied, which locates the errors jointly in all Reed-Solomon codewords instead of locating them independently in the several words. This allows for uniquely locating up to errors, in many cases even if is larger than half the minimum distance of the Reed-Solomon code with the largest dimension.
Algebraic decoding of a single Reed-Solomon codeword can efficiently be performed by the Berlekamp-Massey algorithm [17] , [18] , which is based on a single-sequence shift-register synthesis approach. It is mentioned in [2] and [3] that decoding of interleaved Reed-Solomon codes can be performed on the basis of a multisequence shift-register synthesis algorithm. Such an algorithm is described by Feng and Tzeng in [19] and [20] . For homogeneous IRS codes, this algorithm provides an effective method for collaborative decoding. However, it is shown in [21] and [22] that the Feng-Tzeng algorithm does not always work correctly for sequences of varying length. Thus, it cannot be applied for the heterogeneous case, since the different dimensions of the codes result in syndrome sequences of different lengths. Hence, we use the multi-sequence shift-register synthesis algorithm proposed in [21] to decode both, homogeneous and heterogeneous IRS codes. The complexity of this shift-register based approach is similar to the complexity of applying the Berlekamp-Massey algorithm to all words of the interleaved Reed-Solomon code independently.
In the following sections, we describe the basic principles behind collaborative IRS decoding. Based on this, we derive the maximum correction radius. Furthermore, we discuss how the code properties and the decoding performance is influenced by the IRS code design, i.e., by the choice of the parameters of . Moreover, we derive bounds on the failure and error probability, which allow us to estimate the performance gain, which is achievable by collaborative decoding. On the basis of these results, we investigate concatenated code designs with outer IRS codes, and derive semi-analytical bounds on the overall decoding performance. These considerations are supplemented by Monte Carlo simulations, to assess the quality of our bounds.
II. INTERLEAVED REED-SOLOMON CODES
As already mentioned, the codewords of an IRS code are matrices whose rows are the codewords of the Reed-Solomon codes . Throughout this paper, we define Reed-Solomon codes in the well-known way by means of the Discrete Fourier Transform (DFT) (cf. [23] ).
For an element of order and a polynomial with coefficients from let the polynomial with coefficients be the discrete Fourier Transform over and let be its inverse, i.e.,
Moreover, let
be the set of all polynomials of with coefficients from , and let be some element of order . Then, a Reed-Solomon code of length , dimension , and minimum Hamming distance is the set of polynomials
The codewords of may be represented by the polynomials , or alternatively by the n-tuples . Using the notation introduced above, we now obtain an interleaved Reed-Solomon (IRS) code by taking codewords from Reed-Solomon codes and grouping them row-wise into a matrix.
Definition 1 (Interleaved Reed-Solomon (IRS) Code): Let
, be Reed-Solomon codes of length . Then, an interleaved Reed-Solomon code is the set of matrices . . . If all Reed-Solomon codes are equivalent, i.e., , the IRS code is called homogeneous. Otherwise, we say that the IRS code is heterogeneous.
Instead of considering an IRS codeword as matrix with elements from the extension field , we can also consider it as a row vector with elements from the extension field . In this extension field representation, an IRS code is a code of length , cardinality , and minimum distance over . Hence, for the homogeneous case, i.e., if , we obtain a code of length , dimension , and minimum distance over . This means that homogeneous IRS codes fulfill the Singleton Bound with equality and are therefore MDS. Though, since the minimum distance of a heterogeneous IRS code is determined by the weakest Reed-Solomon code, i.e., the Reed-Solomon code with the smallest minimum distance, heterogeneous IRS codes are generally not MDS. 
III. COLLABORATIVE DECODING OF INTERLEAVED REED-SOLOMON CODES
For decoding interleaved Reed-Solomon codes, we basically extend well-known syndrome based methods for Bounded Minimum Distance (BMD) decoding of ordinary Reed-Solomon codes, which are capable of correcting all errors up to half the minimum distance. To introduce an appropriate terminology and suited notation, we briefly describe the differences of the fundamental decoding principles we consider in the following.
A. Fundamental Decoding Principles
A maximum-likelihood (ML) decoder finds the codeword which has been most likely transmitted. In our context, this is equivalent to finding the codeword with has the smallest distance to the received word with respect to some metric.
In contrast to this, a classical bounded distance (BD) decoder finds a codeword inside a sphere of some radius around the received word. If there is no codeword inside the sphere, the decoder yields a decoding failure. We slightly generalize this definition by also allowing the BD decoder to fail in some cases if there are several codewords inside the decoding sphere.
A bounded minimum distance (BMD) decoder is a special case of a BD decoder where the decoding radius is limited by half the minimum code distance, that is This ensures that no decoding regions are overlapping.
The decoding regions realized by the different decoding principles discussed above are illustrated in Fig. 2 . In contrast to the decoding regions of an ML decoder and a BMD decoder, the decoding regions of a BD decoder may overlap as depicted in Fig. 2(b) , which means that there may exist several codeword within a decoding sphere.
B. BMD Decoding of Reed-Solomon Codes
Assume that a codeword is transmitted over a noisy channel, which adds an error polynomial over . This results in the word observed at the output of the channel. To decode , we calculate . Since the coefficients only depend on the transformed error , we use them as syndrome coefficients and denote them by .
A commonly used BMD decoding technique has been introduced by Peterson in [24] . For correcting errors, a polynomial is defined such that it has a zero coefficient , whenever the corresponding coefficient of the error polynomial is nonzero. For all error free positions, i.e., for all positions for which , the corresponding coefficient is defined to be nonzero. Consequently, holds for all positions . Using the DFT, this relation is transformed into
The polynomial is a polynomial of degree , whose roots correspond to the locations of the erroneous symbols and is therefore called error locator polynomial.
The polynomial may be normalized such that . In this case (1) can be rewritten as
which is a linear system of equations and unknowns. Equation (2) cannot have a unique solution if and hence we are never able to correct more than errors. If , solving (2) always yields a unique error locator polynomial.
To solve (2) efficiently, its special structure may be utilized to obtain the linear recursion (3) of length . In this way, the problem of calculating is transformed to the problem of finding the smallest integer and the connection weights for recursively generating the syndrome sequence . This problem is equivalent to the problem of determining the shortest possible linear feedback shift-register, which is capable of generating the syndrome sequence . It is well known that such a single-sequence shift-register synthesis problem may be solved very efficiently by the Berlekamp-Massey algorithm [17] , [18] .
After is determined, the most difficult part of decoding is accomplished. Once the error locations are known, the error values can always be uniquely determined, as long as . Error evaluation can be performed using several standard techniques like Recursive Extension [23] or the Forney algorithm [25] .
C. Collaborative Error Location
Now, we consider an interleaved Reed-Solomon code pursuant to Definition 1. We assume that we observe a received word
where the th row of consists of the coefficients of the received word . Each error polynomial has nonzero coefficients located at the indices . Hence, can be written as sum of a codeword and an error matrix with exactly nonzero columns. For each row in , we are able to calculate a syndrome sequence . However, since we allow the codes to have different dimensions , the calculated syndrome sequences may be of different lengths. Nevertheless, as long as , we are able to create the matrix . . . . . . . . . and a vector . . .
for each sequence . We use the matrices , and the vectors to state the linear system of equations
with unknowns. Note that if for some Reed-Solomon code , we are still able to state a system of equations similar to (4), simply by skipping the corresponding matrix and the corresponding vector . After determining from (4), we may use standard methods for error evaluation like Recursive Extension [23] or the Forney algorithm [25] to calculate the error values separately for each row of the IRS code. Hence, it is senseless to consider the case , since we are not able to uniquely reconstruct the Reed-Solomon codeword from less than uncorrupted symbols.
D. Error Location by Multisequence Shift-Register Synthesis
The basic structure of (4) is similar to the structure of (2). Thus, similar as before, we create the set of linear recursions (5) of length . For a given , the system of (4) and the linear recursion (5) are equivalent. All linear recursions use the same connection weights to combine the syndrome coefficients of the received words. Hence, the error locator polynomial can be calculated by finding the smallest integer and the connection weights for recursively generating all different syndrome sequences . This is equivalent to synthesizing the shortest linear feedback shift-register capable of generating the syndrome sequences . Formally we are able to state this problem as follows.
Problem 1 (Multisequence Shift-Register Synthesis): Given sequences
of length over a field . Find the smallest integer and an ordered set of weights , such that the linear recursions (5) are satisfied.
For a homogeneous Reed-Solomon code, i.e., if all sequences have the same length, this multi-sequence shift-register problem can be solved by the Feng-Tzeng algorithm [19] , [20] . However, for a heterogeneous IRS code, the sequences may be of different length. It is demonstrated in [21] and [22] that the Feng-Tzeng algorithm does not always yield the shortest shift-register for varying length sequences. Hence, we apply the varying length shift-register synthesis algorithm proposed in [21] to calculate for both homogeneous and heterogeneous IRS codes. A pseudocode description of this algorithm is given by Algorithm 1.
Theorem 1: Algorithm 1 always gives a solution of Problem 1.
The correctness of Theorem 1 has been proved in [21] , [26] and also in [27] .
In contrast to the original Feng-Tzeng algorithm, Algorithm 1 does not start processing all sequences simultaneously, but starts processing shorter sequences not until enough symbols of the longer sequences have been processed to match the length of the remaining subsequences with the shorter sequence. In other words, the Feng-Tzeng algorithm described in [20] aligns varying length sequences to the left, while Algorithm 1 aligns them to the right to avoid the minimum length solution to be excluded from the set of possible solutions.
Applying Algorithm 1 to the syndromes yields a polynomial and a shift register length . However, by the definition of the error locator polynomial, is only a valid error locator polynomial, if it has exactly distinct roots. Hence, we accept a -polynomial obtained from Algorithm 1 only if it conforms to the following definition.
Definition 2 ( -Valid -Polynomial): A polynomial over
is called -valid, if it is a polynomial of degree and possesses exactly distinct roots in .
Once a -valid error locator polynomial is successfully calculated for an IRS code, error evaluation can be performed independently for all Reed-Solomon codewords by the standard techniques also used for classical BMD decoding.
Using Algorithm 1 for calculating yields the same computational complexity as locating the errors in the codewords independently by the Berlekamp-Massey algorithm. Consequently, we are able to increase the error correction radius above half the minimum distance of the Reed-Solomon code with the smallest distance, without increasing the decoding complexity.
Altogether, our decoding strategy for IRS codes consists of four steps. First, we calculate syndromes , next, we synthesize an error locator polynomial , then we check whether this polynomial is -valid, and whether is smaller than some maximum error correcting radius , which will be specified later. If we have a -valid -polynomial, we calculate values of the errors independently for all received words , and obtain estimates for . If is not -valid, we get a decoding failure. The complete decoding algorithm is summarized by Algorithm 2.
Generally, depending on the errors added by the channel, Algorithm 2 may yield three different results as follows.
1) The algorithm may obtain a correct result, i.e.,
.
2) The algorithm may obtain an erroneous result, i.e.,
3) The algorithm may not yield a result at all, i.e., it may yield a decoding failure. All three events occur with a certain probability. In the following, we denote the probability for a correct decision by , the probability for an erroneous decision by , and the probability for a decoding failure by . Hence, the probability for obtaining a wrong decoding result is calculated by . If we would restrict our considerations to homogeneous IRS codes, the algorithm described in [4] would basically yield similar decoding results. However, the algorithm of Bleichenbacher, Kiayias, and Yung is based on the ideas of Welch and Berlekamp described in [28] , while we use a syndrome-based approach which allows us to utilize multisequence shift-register synthesis techniques for efficiently obtaining the locations of of the erroneous columns.
E. Joint Error and Erasure Correction
In [11] , an algorithm for joint error and erasure decoding of IRS codes is proposed. Like the algorithm presented in [4] for decoding errors only, the algorithm from [11] uses a Welch-Berlekamp approach, which is based on solving a linear system of equations. We now briefly explain how Algorithm 2 can be modified to allow joint error and erasure correction based on shift-register synthesis.
Technically, erasures occur if the receiver is not able to detect any meaningful symbol at the output of the channel. This means that the decoder does not know the value, but the position of an erased symbol. Formally, we define an erasure as follows: Let denote an erased symbol, and define it to be a special symbol . Moreover, let the addition of and be defined by . Now, assume that we observe a received word where the rows of the matrix . . . are the coefficients of the erasure polynomials over . Each nonzero element in indicates an erased symbol. In contrast to errors, the erased symbols are detectable in the received word , which means that they do not have to be located, only their values have to be determined. For this reason, we do not require the erasures to occur in column bursts.
To perform joint error and erasure decoding for IRS codes, we proceed like described in [29] and define an erasure locator polynomial for each of the rows in our IRS code. The roots indicate the positions of the erasures in the erasure polynomial , i.e., the coefficients of at the positions are equal to , and all other coefficients are zero. Now we consider the received polynomial whose coefficients are the th row of . From we create the polynomial by replacing all erasure elements by an arbitrary field element. Then, we calculate and . It is explained in [29] that is the spectrum of a modified received word with errors at the same positions as . Moreover, the last coefficients of are only influenced by the errors, so that we are able to obtain the modified syndromes , where . This means that each erasure symbol in the row reduces the length of the usable syndrome by one. In this way, we obtain (varying length) syndrome sequences, which we feed into Algorithm 1 to calculate a pair . Once, a -valid polynomial is calculated and , we proceed like described in [29] to obtain the error and erasure values for each row independently, using the error and erasure locator polynomial . In some sense, error and erasure decoding of an IRS code is equivalent to error only decoding of a heterogeneous IRS code, since in both cases we process varying length syndrome sequences. For this reason, we do not further consider the error and erasure case explicitly, but keep in mind that it is similar to the case of heterogeneous IRS codes.
IV. ERROR CORRECTING RADIUS
If the number of erroneous columns in a heterogeneous IRS code is smaller than half the minimum distance of the Reed-Solomon code with the smallest redundancy, independently decoding the rows would always yield the correct decoding result. Thus, intuitively is seems to be apparent that a collaborative IRS decoder based on Algorithm 2 will always obtain a correct solution. And indeed, if Algorithm 2 finds a solution, the error locators for the individual rows are simply factors of this solution. However, it is not obvious that Algorithm 2 cannot fail (especially in situations where the erroneous symbols in the individual rows are not completely overlapping). Hence, in [21] and [26] the correctness of the following theorem has been proven.
Theorem 2 (Guaranteed Correcting Radius):
Consider an interleaved Reed-Solomon code pursuant to Definition 1. Assume that this code is corrupted by an error matrix with nonzero columns. Then, Algorithm 2 always yields a unique and correct solution, i.e., all column errors can be corrected, as long as satisfies (6) where is the maximum dimension among the Reed-Solomon codes .
Beyond the guaranteed error correcting radius we may be able to locate the errors as long as the number of unknowns in (4) is not larger than the number of equations , i.e., as long as (7) is satisfied. Moreover, we are only able to evaluate the errors, if the number of errors does not exceed the number of redundancy symbols in the component code with the largest dimension. This gives rise to the following theorem on the maximum error correcting radius:
Theorem 3 (Maximum Correcting Radius):
Consider an interleaved Reed-Solomon code pursuant to Definition 1. Assume that a word of this code is corrupted by column errors. Then, Algorithm 2 may only find a unique and correct solution, if satisfies (8) where is the average dimension of the Reed-Solomon codes.
Proof: To find a unique and correct solution, the linear system of (4) with unknowns and the set of linear recursions (5) of length must have a unique solution, which means that . This is only possible, if (7) is satisfied, since otherwise the matrix has less than rows. Hence, in order to be able to locate the errors, must not be larger than the first argument in (8) . Even if the locations of the errors are known, the error values can only be calculated if is not larger than the number of redundancy symbols in every Reed-Solomon code. Thus, if , it is not possible to evaluate the errors in at least one Reed-Solomon codeword. Consequently, must also not be larger than the second argument in (8) .
Theorem 3 may be considered as generalization of the maximum error decoding radius derived in [4] for the case of heterogeneous IRS codes.
In summary, Theorem 2 and Theorem 3 together characterize the collaborative decoding approach described by the linear system of (4) or equivalently by the set of linear recursions (5) . If the number of column errors satisfy (6), i.e., if the number of errors is smaller than half the minimum distance of the Reed-Solomon code with the largest dimension, (4) and hence also (5) have a unique solution, and we are always able to correctly reconstruct the transmitted codeword . If the number of errors lies between the guaranteed error correcting radius specified by (6) and the maximum correcting radius specified by (8), (4) and (5) may still have a unique solution, which enables us to correct errors beyond half the minimum distance of the component codes. In this sense, our collaborative decoding approach yields a Bounded Distance (BD) decoder, whose maximum error correction radius lies beyond half the minimum distance. However, as soon as the number of column errors exceeds the limit specified by (6), we are not able any more to guarantee that (4) and hence also (5) has a unique solution. In fact, the solutions of (4) and (5) will be ambiguous with some probability , since may be smaller than for some error patterns.
V. DISTRIBUTION OF THE REDUNDANCY
Definition 1 does not restrict the choice of the dimensions of the Reed-Solomon codes used to construct a heterogeneous IRS code. However, to ensure a good performance under collaborative decoding, we should apply some restrictions on the dimensions . From (8) we observe that the maximum error correction radius depends on the average redundancy and the minimum redundancy of the components. If the correction radius is limited by the second restriction, our collaborative decoding strategy is not able to recover all errors, even if we are able to locate them. Hence, the redundancy should always be distributed in such a way that we are able to evaluate all errors if we manage to locate them. This is stated by the following theorem:
Theorem 4 (Redundancy Distribution): Consider an interleaved Reed-Solomon code pursuant to Definition 1. For a given code rate , the error correction radius is maximized, if the dimension of the component codes are chosen such that they satisfy (9) Proof: For a given rate is constant in terms of the choice of the dimensions in the codes . Hence, the error correcting radius is maximized for
Solving for yields
Clearly, there are not much reasons to consider IRS codes which do not fulfill (9) . Therefore, we always assume in the following that IRS codes are designed in accordance to Theorem 4.
By examining (9) we observe that asymptotically, i.e., for , the maximum dimension is limited by the average dimension. This means that for IRS code designs with a large , the redundancy should be distributed equally over all component codes.
However, for IRS codes of practical interest, is usually chosen to be rather small. In such cases, the redundancy may be distributed unequally as long as we only care about the maximum error correcting radius, and not about the minimum distance of the IRS code. In contrast to homogeneous IRS codes we do not obtain MDS codes and hence the minimum distance is not optimum in this sense. Though, the ability of decoding heterogeneous IRS codes has nevertheless rather interesting applications, whenever code constructions demand for heterogeneous IRS structures, or such structures inherently appear in decoding problems.
Heterogeneous IRS decoding may for example be applied for decoding ordinary Reed-Solomon codes beyond half the minimum distance. As described in [13] , a received word of a low-rate Reed-Solomon code may virtually be extended into a received word of a heterogeneous IRS code in the decoder. This allows for decoding errors beyond half the minimum distance without increasing the order of complexity in comparison to a standard BMD decoder based on the Berlekamp-Massey algorithm. Moreover, based on Theorem 3 it can be shown that the maximum obtainable error correcting radius in this case is equivalent to the error correcting radius which is achieved by the classical Sudan Algorithm [30] .
Furthermore, heterogeneous IRS codes may be rather interesting in the context of generalized concatenated code constructions introduced and described by Blokh and Zyablov [14] and Zinoviev [15] . In [16] it has been shown that the number of decoding attempts for decoding up to the minimum distance of a generalized concatenated code may be significantly reduced in comparison to the approach described in [31] by using IRS decoding techniques and choosing appropriate thresholds.
VI. COLLABORATIVE DECODING PERFORMANCE
To evaluate the performance of our decoding strategy, we would like to estimate the error probability , and the failure probability , which together result in the probability for obtaining a wrong decoding result. We are particularly interested in the failure probability in the range , since the proposed decoding strategy certainly makes only sense if is small enough, such that the decoder only fails in a very few cases as long as is below the maximum error correcting radius .
A. Maximum-Likelihood Certificate Property
Before we derive upper bounds on and , we consider another interesting property of our collaborative decoding strategy: we show that Algorithm 2 exhibits the Maximum Likelihood (ML) certificate property. This means that whenever the decoder does not fail, it yields the ML solution, i.e., the solution with the minimum Hamming distance to the received word. This property will help us later, to overbound .
Definition 3 (ML Certificate):
Consider a code , and assume that the word is received. Moreover, consider a decoding algorithm which either decodes into a codeword or yields a decoding failure. We say that the decoding algorithm exhibits the ML certificate property, if whenever the decoder decides on a codeword , there does not exist another codeword , which has a smaller distance to than .
To show that Algorithm 2 exhibits the ML certificate property, we state the following lemma, which immediately follows from the definitions of the error locator polynomial and the syndromes in Section III:
Lemma 1: Consider a codeword of an IRS code according to Definition 1. Assume that this word is corrupted by an error matrix with nonzero columns at the positions . Hence, we observe a matrix with rows, from which we are able to compute the syndromes . Then, the error locator polynomial is a -valid polynomial, which is a solution of the system of (4) with unknowns, and of the set of linear recursions (5) of length . Lemma 1 is helpful for proving the following theorem.
Theorem 5 (ML Certificate of Algorithm 2): The decoder specified by Algorithm 2 exhibits the ML certificate property.
Proof: If Algorithm 2 does not fail while decoding , it yields a pair , where is a -valid polynomial satisfying the system of (4) with unknowns, and the set of linear recursions (5) of length . From , the decoder computes an error word with nonzero columns, and a codeword which differs in columns from . Hence, the extension field representations and of the matrices and fulfill . Now, we assume that there exists a codeword whose extension field representation has a smaller Hamming distance to than , i.e., Applying Lemma 1 to and yields that there exists a -valid solution of the system of (4) with unknowns and the set of linear recursions (5) of length , where . However, since Algorithm 1 always finds a solution of (5) with the smallest , this yields a contradiction to the assumption that . Hence, if Algorithm 2 finds a solution, this solution corresponds to the codeword with the smallest Hamming distance to .
B. Error Probability
Now, we derive an upper bound on for the general case that a linear block code is decoded by a BD decoder which exhibits the ML certificate property. For this purpose, we assume that the transmitted word is corrupted by errors, and that the BD decoder is able to correct errors up to the radius . We consider a pair of codewords, and count the number of received vectors which may be decoded into wrong codewords. For this purpose, we use Lemma 4 which is stated and proved in Appendix I. Based on this, we use a union bounding technique to overbound the error probability . The bound obtained in this way is directly applicable to IRS codes by interpreting the IRS codewords as vectors over the extension field .
Theorem 6 (Error Probability): Let be a linear block code of length , dimension , and minimum distance over the field , decoded by a BD decoder which exhibits the ML certificate property. Assume that the decoding radius of this decoder is , and that it decodes a received word which is corrupted by errors. Then, the probability for a decoding error is overbounded by (10) where the function is defined by (29) in Appendix I, and describes the weight distribution of the code, i.e., is the number of codewords of weight .
Proof: Consider two codewords and with Hamming distance to each other. Assume that the codeword is corrupted by errors, and that the word is observed at the output of the channel. For this arrangement, we overbound the pairwise error probability , i.e., the probability that is decoded under the condition that has been transmitted. To do this, we consider a sphere of radius centered at . We count all points on the surface of , which lie inside a sphere of radius around , since they may be decoded into (see Fig. 3 ). However, we only count the points on , which have a maximum distance of to , since otherwise they are closer to than to , and due to the ML certificate property we know that they are correctly decoded into the codeword .
In other words, we count all points on , whose distance to is in the range . For this purpose, we consider the two concentric spheres and around . We select the sphere to have radius , and the sphere to have radius . This means that is a point on , and coincides with the sphere . Hence we are able to apply Lemma 4 stated in Appendix I to count the number of points on the surface of with distance to on , where . This is illustrated by Fig. 3 .
In this way, we obtain To overbound the total number of points which are decoded into wrong codewords, we use a union bounding technique and consider all codewords within distance to , since the sphere does not overlap with the correcting spheres of all other codewords. As there are codewords with distance to , we obtain (11) To calculate , we divide by the number of points on the sphere with radius , which is calculated by Since is overbounded by (11) , we obtain the statement of Theorem 6.
Note that if we set the radius to defined in (6) , that is, in Theorem 6, (10) coincides with the error probability for classical BMD decoding as described in [23] . The expression is actually exact in this case, since the spheres around the surrounding codewords do not overlap in the case . Theorem 6 basically holds for arbitrary linear block codes over the field , which are decoded up to the maximum error correcting radius by a decoder exhibiting the ML certificate property. To apply this theorem to IRS codes, we interpret them as codes over the extension field , and set . Due to Theorem 5, Algorithm 2 exhibits the ML certificate property, and hence (10) provides us with an upper bound on the error probability . However, to calculate (10), we require knowledge about the weight distribution of the code. A homogeneous IRS code can be interpreted as an MDS code over the extension field . Since the weight distribution of MDS codes is well-known (see e.g., [32] ), the weights can be calculated for this case by where . Unfortunately, heterogeneous IRS codes are usually not MDS. Hence can generally not be obtained in such a simple way. However, even if the weight distribution is not known for a heterogeneous IRS code, we are able to overbound on the basis of (10), by replacing by , where is such that .
C. Failure Probability
Collaborative decoding of IRS codes provides us with a method of decoding errors beyond half the minimum distance, if the errors affect the columns of the interleaved scheme like depicted in Fig. 1 . If the number of errors is smaller than the guaranteed correcting radius (6), we know from Theorem 2 that we are always able to correct these errors. Contrariwise, if the number of errors exceeds the maximum correcting radius (8), the decoder will always fail or take an erroneous decision.
In order to analyze the probability in the range , we assume that for each column of the interleaved Reed-Solomon code, each error pattern is nonzero and occurs equiprobable. More precisely, we assume, that the burst errors . . . are random vectors, uniformly distributed over . Under this assumption, bounds on have been derived in [4] , and [5] for homogeneous IRS codes. However, since these bounds are rather weak or do not depend on the error weight , they generally do not yield a good estimation of the decoding performance.
To obtain a bound for heterogeneous IRS codes, we generalize a bound from [10] for homogeneous IRS codes, which allows for estimating the failure probability in dependence of . For proving this generalized bound, we use similar but simpler techniques, which have been applied in [2] to bound the failure probability for folded Reed-Solomon codes. Using different techniques, a similar bound has also been obtained later in [6] for analyzing decoding of AG codes.
The techniques we describe here are based upon analyzing the linear system of (4), and overbounding the number of cases, in which the system of (4) with unknowns yields multiple solutions. To obtain an upper bound on the failure probability of Algorithm 2 from this analysis, we have to show, that whenever Algorithm 2 yields a decoding failure, then there exist multiple solutions for (4).
Lemma 2: Consider a codeword
of an IRS code pursuant to Definition 1. Assume that this word is corrupted by an error matrix with nonzero columns, and that Algorithm 2 yields a decoding failure. Then, the linear system of (4) with unknowns has multiple solutions.
Proof: Assume that a codeword has been transmitted and is received, where has nonzero columns. Algorithm 2 only yields a decoding failure, if Algorithm 1 computes a pair , such that is not -valid. First we show that . Applying Lemma 1 to and yields that there exists a -valid polynomial , which is a solution of (5). Since Algorithm 1 always yields the smallest length shift-register which is a solution of (5), we know that . Second, is a solution of the set of linear recursions (5) of length , and hence also for the system of (4) with unknowns. However, if is a solution for the set of linear recursions (5) of length , it is also a solution for length , since if fulfills (5) for , it obviously also fulfills it for . Hence, is not only a solution of the system of (4) with unknowns and the set of linear recursions (5) of length , but also for the system (4) with unknowns, and the set of recursions (5) of length . Consequently, the system of (4) with unknowns has at least the two solutions and . This proves the statement of Lemma 2.
Note that we only show that if Algorithm 2 yields a decoding failure, then (4) has multiple solutions. Contrariwise this does not necessarily mean that Algorithm 2 always fails if (4) has multiple solutions. However, since we are only interested in overbounding the failure probability , Lemma 2 is sufficient for our purposes, since the number of events for which (4) has multiple solutions is an upper bound for the number of events in which Algorithm 2 fails.
Hence, to overbound the probability that Algorithm 2 fails, we consider the following lemma. 
is overbounded by (13) Proof: Let be the set of all matrices whose rows fulfill (12) . Further, let be the set of all matrices with elements from , and let the subset be the set of matrices without any nonzero column. Then, the probability that a matrix without any all-zero column fulfills (12) can be calculated by The cardinality is obtained by and the cardinality is calculated by Consequently, is overbounded by Lemma 3 enables us, to state and prove the following theorem:
Theorem 7 (Failure Probability): Consider an interleaved Reed-Solomon code pursuant to Definition 1, which is decoded by Algorithm 2. Assume that the codes are chosen such that (9) is satisfied. Furthermore assume that is corrupted by column errors, where each column vector is an independent random vector uniformly distributed over . Then, the probability for a decoding failure is overbounded by (14) where is the maximum error correcting radius.
Proof: According to Lemma 2, the failure probability of Algorithm 2 can be overbounded by considering the cases, in which the system of (4) with unknowns has multiple solutions. We have such a case whenever , i.e., whenever there exists a column vector , such that . Equivalently we can say that (4) cannot have a unique solution, if (15) Since the syndrome matrices directly depend on the error matrix , we are able to express the failure probability in a general way by number of matrices satisfying (15) total number of matrices where denotes an error matrix with exactly nonzero columns. Now, we consider matrices with nonzero columns at fixed indices . More precisely, for a fixed set of indices, we consider the ensemble of matrices, in which every column with index is an independent random vector uniformly distributed over , and all other columns are zero vectors. Then, the probability that (15) is satisfied for matrices from the ensemble is calculated by
We will now derive an upper bound on , which does not depend on the selection of the indices , but only on the number of erroneous columns . Hence, this bound will directly provide us with the upper bound on , in which we are actually interested in.
For calculating , let the number of rows in be denoted by , i.e., . It is known (cf. e.g., [23] , which we denote by . We observe that the matrices and both have full rank. Therefore, the product defines a one-to-one mapping , such that . Consequently, the statement (16) is equivalent to (15) . With , and the fact that is a parity-check matrix of the code , we can state another equivalent condition for a decoding failure Assume that we have a vector with Hamming weight . Then, the vectors , have at most nonzero components. Now consider the matrix . . .
Since we know that all vectors
, are nonzero, and that all nonzero error patterns are distributed uniformly, we also know that contains exactly nonzero columns uniformly distributed over all nonzero vectors in . Assume that the nonzero columns in are located at the indices , let be a matrix consisting of the nonzero columns of , and let be obtained from by removing all columns whose indices are not in the set . Furthermore, denote by the code defined by the parity-check matrix . Then, the statements , and are equivalent. Consequently, we can apply Lemma 3 on , and to overbound the probability that a fixed vector of weight satisfies (17) We observe that the probability for a vector to fulfill (17) is independent of the positions of the nonzero symbols in , but only depends on the weight , i.e.,
Hence, the probability that (15) or equivalently (16) is satisfied can be overbounded using a union bounding technique, by summing up over all nonzero vectors (18) Since the right side of (18) is independent of the indices but only depends on , we see that (18) is also an upper bound on the failure probability . To improve (18) , we should take care about the following fact: if a vector fulfills (17) , a vector also fulfills (17) for all , and hence we should sum up only nonequivalent vectors in (18) . Therefore, we call and equivalent vectors. Since there are different nonzero elements in , there exist equivalent vectors for each nonzero vector over . Thus, the number of nonequivalent vectors of length with a certain weight is calculated by (19) Hence, to obtain a better upper bound on , we can multiply the probabilities bounded by (13) by the number of nonequivalent words of weight calculated by (19) , and sum up over all weights . In this way we obtain This proves Theorem 7.
For the case of homogeneous IRS codes, the bound (14) was mentioned the first time in [9] without proof. A similar but somewhat weaker bound is presented in [6] for decoding homogeneous interleaved algebraic geometry (AG) codes. Applied to homogeneous IRS codes, this bound basically differs from (14) by the factor .
D. Comparison of , and
The decoding performance of an IRS scheme is mainly influenced by the probabilities and in the range . To demonstrate the behavior of and , we consider a homogeneous IRS code composed of three codewords of the code . This Reed-Solomon code is used in several practical applications, and guarantees to decode all error patterns with a weight up to 16. The resulting IRS code can be considered as MDS code of length , dimension , and minimum distance over the field . According to Theorem 3, our collaborative decoding strategy is able to correct up to 24 errors. Hence, we calculate the upper bound on pursuant to (14) , and the upper bound on pursuant to (10) in the interval to figure out, in how many cases the decoder fails or yields an erroneous result in the worst case. The results are depicted by Fig. 4 . We observe that both probabilities decrease exponentially with decreasing , and that the error probability is smaller than the failure probability by several orders of magnitude in the complete range. Hence, the decoder performance is usually dominated by the failure probability , and not by the error probability .
Actually, for IRS codes over very small fields, it is possible to verify by simulations that the presented bound on is rather tight. Suitable simulation results for codes over and have been presented in [9] . However, as illustrated in Fig. 4 , for codes over larger fields the probabilities predicted by our bound are extremely small, so that reliable simulations are hardly feasible.
E. Overall Word Error Probability
The probability is the probability for Algorithm 2 to yield a wrong decoding result, i.e., the probability for obtaining a decoding error or a decoding failure. For errors of weight , we know from Theorem 2 that we never fail or get an erroneous decoding result, and consequently . For a received word with column errors, the probability is simply the sum of the error probability and the failure probability . Hence, is overbounded by the sum , or more precisely by (20) Now, we consider a codeword with elements from , which is corrupted by an error matrix . We assume that a nonzero column in occurs with probability , and that the nonzero column vectors are distributed uniformly over . With this error model, the probability for column errors is and we can overbound the overall word error probability by (21) 
VII. IRS CODES IN CONCATENATED CODE DESIGNS
Reed-Solomon codes are commonly used as outer codes in concatenated code designs. In many applications, we even find schemes with interleaved Reed-Solomon codes of some kind. However, usually the Reed-Solomon codewords of such schemes are decoded independently, i.e., the special interleaved structure is typically not taken into account by the decoder.
To investigate the applicability of collaborative decoding strategies for IRS codes in concatenated code designs, we consider simple concatenated schemes with outer IRS codes. As inner codes, we consider simple block codes, as well as tailbiting convolutional codes.
A. Concatenated Code Construction
To construct a concatenated code, we consider a codeword of an IRS code over the field , where . We group the elements of the codeword matrix . . . into the column vectors . . . Then, we select a linear code of length , dimension and minimum distance over the field and define a one-to-one mapping . We apply this mapping to the column vectors , of the matrix . In this way, we obtain a matrix (22) in which all columns are codewords of the inner code . We define the set of all matrices obtainable in this way to be the concatenated code . For practical applications, usually it is preferable to have codes with a binary representation. Therefore, Fig. 6 . Simulated decoding performance of the concatenated code C composed of three codewords from the outer code RS(2 ; 255; 223; 33), and an binary linear inner (30; 24; 4) code, AWGN channel, BPSK modulation.
we consider binary inner codes, i.e., , and outer IRS codes over an extension field of , i.e.,
. We assume that the concatenated code is used for transmission over an additive white Gaussian noise (AWGN) channel with binary phase shift keying (BPSK) modulation. In this case, a codeword , is mapped to the signal matrix by , and transmitted over the AWGN channel. At the output, we observe the matrix with . Since we use energy 1 to transmit a binary code symbol, the variables are statistically independent Gaussian random variables with zero mean and variance , where is the single sided noise power spectral density. Moreover, for a concatenated code of rate , the effective energy for transmitting a single information bit is specified by the code rate . Hence, we are able to characterize the AWGN channel by its signal-to-noise ratio, or more precisely by the ratio .
B. Decoding of the Concatenated Code
To decode with respect to the inner code, we use a Maximum Likelihood (ML) decoder for the code to find the ML estimates (23) for all columns of . Then, we use the inverse mapping to obtain the matrix . . .
Each row , of corresponds to an input word of the Reed-Solomon code . Hence, basically any row can be decoded independently from all others with respect to the corresponding Reed-Solomon code . However, since an erroneous decision of the inner ML decoder may affect a complete column of the matrix , it occurs to be more expedient to apply the collaborative decoding strategy described in Section III to decode all rows of the IRS code simultaneously. In this case, the word error probability at the output of the inner decoder will be the column burst error probability at the input of the collaborative decoder for the outer IRS code. In other words, the probability is the probability that a column of is erroneous.
C. Error Probability After Inner ML Decoding
The exact analytical calculation of is generally not feasible for most inner codes. However, there exist several well-known techniques to bound from both sides. Such techniques allow for deriving analytic upper and lower bounds on the concatenated decoding performance, which in turn allow for reliably estimating the decoding performance in operating points in which simulations are absolutely infeasible. In [26] Shannon's Sphere Packing Bound as well as Poltyrev's Tangential Sphere Bound is applied for overbounding the decoding performance of a concatenated scheme as described in the previous section.
Unfortunately, such fully analytical bounding techniques usually yield rather bulky expressions, are difficult to evaluate, or are not very tight in the region of interest. For this reason, we use another approach for overbounding the overall decoding performance. Usually, the ML decoding performance of inner codes can reliably be determined by Monte Carlo simulations. Hence, we derive semi-analytical bounds, in which we determine the word error rate after inner decoding by simulations, and use the techniques described in the previous sections for obtaining upper bounds on the overall word error rate after IRS decoding. In this way we obtain rather tight bounds for all operating points of practical interest.
D. Word Error Probability With Collaborative Outer Decoding
We first analyze the collaborative decoding strategy, which applies Algorithm 2 for decoding the outer code. To overbound the word error probability in this case, it would be helpful to apply the Theorems 6 and 7 derived in Section VI. However, Theorem 7 requires that all column errors occur equiprobable in the IRS scheme. Unfortunately, this is not true after decoding the inner code, since due to the characteristics of ML decoding, lowweight error patterns occur more frequently than high-weight patterns. To be able to apply Theorem 7 anyway, we slightly modify our concatenated coding scheme to randomize the error patterns after inner decoding. For this purpose, let be the set of all nonsingular matrices with elements from the field . Now we modify the encoding rule given by (22) into (25) where the matrices are statistically independent random matrices, uniformly distributed in . The reverse mapping after inner decoding described by (24) is modified to (26) This randomization procedure does not influence the uncorrupted columns in , but only ensures the erroneous columns after inner decoding to be transformed into uniformly distributed error patterns. Since the number of erroneous columns is not changed by randomization, it should have no negative impact on the decoding performance. However, this randomization procedure allows us to apply Theorem 7 for estimating the failure probability after outer decoding. Later, we will observe by means of experimental results that from a practical point of view randomization is not necessary, since the decoding results will be virtually the same, regardless whether we use randomization or not.
Theorem 8 (Upper Bound on
): Consider a concatenated code design with randomization as described above, and assume that the outer component codes are chosen such that (9) is satisfied. Furthermore, assume that the words of the inner code are decoded by a Maximum-Likelihood Decoder and the words of the outer interleaved Reed-Solomon code are decoded jointly by Algorithm 2. Then, the word error probability after decoding is overbounded by (27) where Proof: For proving Theorem 8, we simply consider the fact that the word error probability after inner decoding coincides with the column error probability at the input of the outer IRS decoder. Hence, if randomization is applied to the codewords of the inner code, Theorem 8 directly follows from (20) and (21) respectively.
E. Word Error Probability With Independent Outer Decoding
Now, we consider the case that we decode each row of independently by a classical BMD decoder. We overbound the word error probability for independent decoding, i.e., the probability that BMD decoding fails or is erroneous for at least one of the rows, by the following theorem:
Theorem 9 (Upper Bound on ): Consider a concatenated code design as described above, and assume that the outer component codes are chosen such that (9) is satisfied. Furthermore, assume that the words of the inner code are decoded by a Maximum-Likelihood Decoder and that the words of the outer interleaved Reed-Solomon code are decoded independently by a BMD decoder. Then, the word error probability after decoding is overbounded by (28) Proof: If the number of erroneous columns in is , we always obtain a correct decoding result. To overbound , we assume that for the independent decoding strategy based on standard BMD decoders never takes a correct decision, where is defined in (6) . In other words, we simply replace in Theorem 8 by one, which directly yields the statement of Theorem 9.
VIII. PERFORMANCE EVALUATION
The bounds described in the previous section allow for analytically assessing the decoding performance of collaborative decoding in comparison to decoding the codewords of the outer code independently by a BMD decoder. To verify our analytic results, to get a visual impression about the tightness of the bounds described in the previous section, and to demonstrate the achievable gain of practical concatenated coding schemes using collaborative IRS decoding, we complement our investigations by Monte Carlo simulations of thee different coding schemes.
We first consider two examples of concatenated codes with conventional inner block codes, which are obtained by directly applying the concatenated code construction described in Section VII, that is, we use an IRS code as outer code, as inner codes we use simple binary block codes. Such coding schemes are simple to realize and easy to analyze. However, they do not reflect the concatenated coding techniques usually applied in technical applications such as digital subscriber lines [33] , digital video broadcasting [34] or space telemetry applications [35] . These applications use concatenated coding schemes with outer Reed-Solomon codes and inner convolutional codes. Therefore we additionally consider a third example, which uses a concatenated coding scheme with a convolutional code as inner codes. More precisely, as already suggested in [7] , we use a tailbiting convolutional code in each column of the concatenated IRS coding scheme to account for the column structure of the outer IRS code. Since tailbitingconvolutional codes may simply be considered as block codes, the concatenated construction described in Section VII is also directly applicable for this class of inner codes.
A. Concatenated Codes With Inner Block Codes
As first example we consider the concatenated code , which is obtained from a homogeneous IRS code composed of codewords of the code . The columns of this IRS code are encoded by the well known Golay code . This yields a code of length , dimension , and rate over the binary field . The second code is composed of a homogeneous IRS code created from words of the Reed-Solomon code , and a binary inner code , obtained by doubly shortening the Reed-Muller code . In this way, we obtain a binary code of length , dimension , and rate . For moderate signal-to-noise ratios, the decoding performance can be analyzed by Monte Carlo simulations. We perform simulations for independent decoding and for collaborative decoding with the two codes and . For collaborative decoding we consider two variants: collaborative decoding with randomized errors like described in Section VII, and collaborative decoding without randomization. The codewords of the inner codes are always decoded by an ML decoder. The results for the code are presented in Fig. 5 , the results for are depicted in Fig. 6 . For signal-to-noise ratios above 4-4.5 dB, collaborative IRS decoding is able to improve the word error rate by more than two orders of magnitude at the same order of computational complexity in comparison to independently decoding the words of the outer Reed-Solomon codes.
To validate the upper bounds (28) and (27), we compare our simulation results with these bounds. It may be observed for both examples, that the calculated bounds are rather tight for both cases, independent and collaborative outer decoding.
Moreover, it may be observed that randomization of the inner codes has virtually no impact on the decoding performance for both examples. Hence, from a practical point of view, randomization is not required to exploit the power of collaborative IRS decoding. Clearly, from a theoretical point of view, (27) is formally not an upper bound in this case. Though, as the examples indicate it is still a good means for estimating the decoding performance. 
B. Concatenated Codes With Inner Tailbiting Convolutional Codes
As already mentioned, the concatenated schemes with inner block codes presented above do not reflect very well the concatenated coding schemes used in practical applications. Most standards use convolutional codes as inner codes, since convolutional codes posses a regular trellis structure, and hence can be efficiently be ML decoded by the Viterbi algorithm [36] . A widely known example of such a coding scheme is included in the CCSDS standard [35] , which is used by ESA and NASA for space telemetry applications, and is therefore also known as ESA/NASA coding scheme.
As outer codes, the ESA/NASA scheme uses interleaved Reed-Solomon codes with 1, 2, 3, 4, 5, or 8 rows. However, unfortunately the original ESA/NASA scheme is not very well suited for collaborative IRS decoding, since it uses one convolutional code to encode the IRS columns which is terminated at the end. Generally, convolutional codes tend to yield burst errors when decoded by the Viterbi algorithm. These bursts may occur at any time and are therefore not aligned to the columns of the outer IRS code. Thus, an error burst which occurs during decoding the inner code, often affects parts of two adjacent columns instead of causing a complete column of the IRS code to be erroneous.
To illustrate the different column error structures obtained by an inner tailbiting convolutional code in comparison to an ordinary convolutional code, we consider Fig. 7(a) and (b). Using an IRS code consisting of four codewords of the Reed-Solomon code , up to seven column errors may be corrected pursuant to (8) . However, since the burst errors obtained by decoding the inner convolutional code are not aligned to the IRS column boundaries, we obtain 10 column errors as depicted in Fig. 7(b) , which means that a collaborative IRS decoder fails in correcting this error pattern.
To resolve this problem, tailbiting can be used to transform the long convolutional code into shorter block codes without degrading the decoding performance of the inner code. In this way, error bursts become confined to IRS column, instead of spreading over several columns. As illustrated in Fig. 7(c) and Fig. 9 . Bounds on the decoding performance of the concatenated code C composed of two codewords from the outer code RS(2 ; 63; 54; 10), and an binary inner Golay code G(23), AWGN channel, BPSK modulation.
(d), the error patterns obtained from an inner tailbiting convolutional codes tend to yield less erroneous columns with more erroneous -ary symbols inside each of these columns. Hence, the error patterns obtained by an inner tailbiting convolutional code are well suited for collaborative IRS decoding. Admittedly, the decoding complexity of the inner code is somewhat increased by tailbiting. However, there exist several nearly optimum algorithms such as [37] for efficiently decoding tailbiting codes, which means that complexity does not need to be considered as a significant issue from a practical point of view.
To assess the performance on an experimental basis, we consider a rate tailbiting convolutional with constraint length . We use this code together with an outer IRS scheme consisting of three codewords of the Reed-Solomon code . As we may see from Fig. 8 , collaborative decoding yields a significant performance improvement also for this code construction. Moreover, the bounds derived in Section VII are extremely tight for this concatenated code. Remarkably, we may again observe that using randomization does not impact the decoding performance when using it with inner tailbiting convolutional codes, even though the error patterns after inner decoding may be arranged more in bursts due to the properties of convolutional codes.
C. Performance in Low-Noise Channels
Clearly, Monte Carlo simulations are only feasible, if the target block error probabilities are not too small. For applications which require very low block error rates like data storage systems or optical data transmission systems, analytical tools are required for reliably estimating the decoding performance. As we already saw above, the semi-analytic bounds derived in Section VII provide us with an excellent tool for assessing the decoding performance at operating points in which simulations are far away to be feasible. Actually, since the outer IRS code transforms the error rate after inner decoding down by several orders of magnitude, the bounds (28) and (27) can generally be precisely obtained for all operating points of practical relevance.
The bounded performance of the two concatenated constructions and are depicted in Figs. 9 and 10, respectively. Fig. 10 . Bounds on the decoding performance of the concatenated code C composed of three codewords from the outer code RS(2 ; 255; 223; 33), and an binary linear inner (30; 24; 4) code, AWGN channel, BPSK modulation. Moreover, the overbounded decoding performance of the tailbiting construction is illustrated in Fig. 11 .
Since we know from the simulation results that the bounds (28) and (27) are rather tight for all examples, we may assume that the calculated word error rates basically coincide with the true coding performance of the IRS coding schemes.
IX. CONCLUSION
In this paper, we presented a decoding algorithm for IRS codes, which is based on varying length multisequence shiftregister synthesis. This algorithm allows for efficiently decoding both homogeneous and heterogeneous IRS codes. We explained that homogeneous IRS constructions yield MDS codes with an optimum minimum distance, while heterogeneous IRS code designs provide a high degree of freedom for constructing generalized concatenated codes and other special applications like the decoding of low rate Reed-Solomon codes as explained in [13] .
The decoding of heterogeneous IRS codes is closely related to joint error and erasure correction. Hence, it is also possible to adopt our algorithm for performing joint error and erasure decoding.
The decoder described by Algorithm 2 is able to correct all error patterns within a sphere of radius , where is half the minimum distance of the IRS code. Furthermore, it is able to correct errors beyond half the minimum distance, as long as the number of errors is below the maximum error correcting radius If the decoding radius is increased beyond half the minimum distance, it is in principle not possible to decode all error patterns uniquely, since the received vector may lie in a region, where several correction spheres are overlapping. In such cases, the decoder may not be able to find a unique decoding result. Whenever this happens, our decoder declares a decoding failure. Clearly, such a strategy makes only sense, if the failure probability is small enough, and hence most of the error patterns can be corrected in the range . Therefore, we overbounded the failure probability and showed that it is in Fig. 11 . Bounds on the decoding performance of the concatenated code C composed of three codewords from the outer code RS(2 ; 255; 223; 33), and an inner rate 1=2 memory 6 tailbiting convolutional code, AWGN channel, BPSK modulation.
the order of , for , and decreases exponentially with decreasing . Besides of the failure probability , we also overbounded the error probability to be able to analyze the overall performance of collaborative decoding, or more precisely the probability for a wrong decoding result. Furthermore, we showed that whenever our decoder does not yield a decoding failure, its decoding result coincides with the decoding result found by an ML decoder (maximum likelihood certificate).
Moreover, we considered concatenated code designs with outer IRS codes and inner block codes and tailbiting convolutional codes, since inner decoding causes column burst errors, which are necessary for effective collaborative decoding. We applied the bound on and to analyze the decoding performance of such concatenated schemes. This analysis has been performed by deriving bounds on the word error probability after independent and collaborative outer decoding, and by using them to investigate, which decoding gains can be achieved by collaborative decoding in comparison to an independent decoding strategy. We complemented these considerations by Monte Carlo simulations for three specific code designs. We observed that for all operating points which could be of practical interest, we are able to achieve a collaborative decoding gain without increasing the decoding complexity in comparison to independent decoding.
APPENDIX I LEMMA FOR PROVING THEOREM 6
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