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SPIN REPRESENTATIONS AND CENTRALIZER
ALGEBRAS FOR THE SPINOR GROUPS
KAZUHIKO KOIKE
Abstract. We pursue an analogy of the Schur-Weyl reciprocity
for the spinor groups and pick up the irreducible spin representa-
tions in the tensor space ∆
⊗⊗
k
V . Here ∆ is the fundamental
representation of Pin(N) and V is the natural (vector) represen-
tation of the orthogonal group O(N). We consider the centralizer
algebra CPk = EndPin(N)(∆
⊗⊗k
V ) for Pin(N), the double
covering group of O(N) and define two kinds of linear basis in
CPk (one comes from invariant theory and the other from repre-
sentation theory), both of which are parameterized by the ’gener-
alized Brauer diagrams’. We develop analogous argument to the
original Brauer centralizer algebra for O(N) and determine the
transformation matrices between the above two basis and give the
multiplication rules of those basis. Finally we define the subspaces
in ∆
⊗⊗
k
V , on which the symmetric group Sk and Pin(N) or
Spin(N) act as a dual pair.
1. Introduction
In this paper we consider analogs of the Brauer centralizer algebras
for the spinor groups and define the subspace T 0k,s of the tensor space
∆
⊗⊗k V , on which the symmetric group Sk and Pin(N) act as the
dual pair. (See Definition 10.1 and Theorem 10.3.) Here V ∼= RN is
the vector (natural) representation of O(N) and ∆ is the fundamental
representation of Pin(N).
For the irreducible representations of the orthogonal groups, together
with the other classical groups, this procedure is carried out by H. Weyl
in his book The Classical Groups. Namely the centralizer algebra of
the orthogonal group in
⊗k V is generated by the symmetric group Sk
and the contractions and the immersions of the invariant form and is
called the Brauer centralizer algebras. The basis of this algebra is pa-
rameterized by the diagrams, which is called the Brauer diagrams and
the multiplication rules of the basis elements are given in [3]. H. Weyl
defined the subspace consisting of the traceless tensors in
⊗k V and he
showed that the symmetric group Sk and the orthogonal group act on
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this space as the dual pair and he picked up the irreducible representa-
tions of O(N) as the images of the Young symmetrizers corresponding
to the highest weights of the irreducible representations.
So we follow this line and first determine the basis of the centralizer
algebra
CPk = HomPin(N)(∆
⊗ k⊗
V,∆
⊗ k⊗
V ).
In this case, we can define two kinds of basis of the centralizer algebra
CPk and the basis elements of both bases are parameterized by the
same diagrams, which we call ‘the generalized Brauer diagrams’. (See
figure 1.)
The generalized Brauer diagrams are, by definition, the graphs of
two lines of vertices with k vertices in the upper row and l vertices in
the lower row, in which vertices are connected with each other as in the
usual Brauer diagrams except for admitting isolated vertices. Namely
they are graphs with no loops in which the number of edges connected
to each vertex is either 0 or 1.
y1 y2 y3 y4 y5
y6 y7 y8 y9 y10
Figure 1. The generalized Brauer diagrams of k = 2
and l = 2
Let us denote the set of the generalized Brauer diagrams with k
vertices in the upper row and l vertices in the lower row by GBk
l
.
Precisely speaking, for each element of GBk
l
, we define two elements
inCPk
l
= HomPin(N)(∆
⊗⊗k V,∆⊗⊗l V ), one of which comes from
the invariant theory (we call this element an invariant theoretic ele-
ment.) and the other of which comes from the representation theory
(we call this element a representation theoretic element.). The edges
in the generalized Brauer diagram convey the same meaning as in the
usual Brauer diagrams. As for the exact definitions of the above ele-
ments, see the part after Lemma 5.6 in the section 5 for the invariant
theoretic elements and the part after Definition 6.5 in the section 6 for
the representation theoretic elements.
For any element d ∈ GBk
l
, let us denote the corresponding invariant
theoretic element by dinv and the corresponding representation theo-
retic element by drt respectively. Then we can show that both of the
sets {dinv|d ∈ GBkl } and {drt|d ∈ GBkl } are bases of the centralizer
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space CPk
l
= HomPin(N)(∆
⊗⊗k V,∆⊗⊗l V ) if k ≦ n and l ≦ n,
here N = 2n or N = 2n + 1. If k = l and k ≦ n, we obtain two kinds
of basis of the centralizer algebra CPk.
In Theorem 7.2 and Theorem 7.6, we give the transformation matri-
ces between the above two bases explicitly.
If k > n or l > n, the sets {dinv|d ∈ GBkl } and {drt|d ∈ GBkl }
are not basis of CPk
l
at all, but the invariant theory tells us that the
elements of the set {dinv|d ∈ GBkl } still span the whole space CPkl .
(Lemma 5.6.)
We also give a series of the formulas to calculate the products of the
basis elements in Theorem 8.1, from which all the products of the basis
elements can be calculated.
Those formulas tell us that we can define the ‘generic’ centralizer
algebra of CPk if we put N = X (X is an indeterminate.) as in the
usual Brauer centralizer algebras.
From the definition, CPk naturally contains the ordinary Brauer
centralizer algebra and the symmetric group of degree k.
Since we already know the decomposition rules (see the formula
(2.2.3), (2.2.4), (2.4.2).) of the tensor products, all the irreducible spin
representations (that is, the representations not coming from O(N) or
SO(N) ) of Pin(N) or Spin(N) occur in this space ∆
⊗⊗k V for
some k. (See Section 2.)
So we define the subspace T 0k,s (s = 1, 2, . . . ,min(k, n)) of ∆
⊗⊗k V
to be the intersection of the kernels of all the projections from∆
⊗⊗k V
to ∆ (See Definition 6.4.) and of the contractions and of the alternat-
ing operators of degrees greater than s. This space is an analog of the
traceless tensors in the classical arguments ([21]).
Then on this space T 0k,s, the symmetric group Sk of degree k and
Pin(N) act as a dual pair and we obtain an analogy of Schur-Weyl
reciprocity for Pin(N). (See Theorem 10.3.)
For odd spinor groups, the irreducible Pin(2n+ 1) modules are still
irreducible as Spin(2n + 1)-modules, hence Spin(2n + 1) and Sk act
on this space T 0k,s as a dual pair.
For Spin(2n), if we define the ‘associator’ A of End(∆) by
A = id⊕− id on the direct sum ∆ = ∆+⊕∆− and consider the endo-
morphism (A⊗ id) ∈ End(∆⊗⊗k V ), then (A⊗ id) is an involution
and the action of (A⊗ id) commutes with those of CPk and Spin(2n).
(See Lemma 10.6.)
The centralizer algebra CSk = EndSpin(2n)(∆
⊗⊗k V ) for Spin(2n)
is generated by CPk and (A⊗ id).
We denote the ±1 eigenspaces of (A⊗ id) in the spaces T 0k,s by T 0,±k,s .
On each of the spaces T 0,±k,s , Spin(2n) and Sk act as the dual pair. (See
Theorem 10.8.)
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The key theorems, which connect the fundamental pin or spin rep-
resentations to the tensor calculus, are Theorem 4.1, 4.4 and Theo-
rem 4.3, 4.6, which give the explicit Pin(N)-equivariant (or Spin(N)-
equivariant) embeddings from
∧ℓ V to ∆⊗∆∗ under the specified ba-
sis of both spaces. The transformation matrices of the same weight
spaces in the direct sum of the exterior products and ∆
⊗
∆∗ are given
by the Hadamard matrices.
We note that the construction here goes over a field Q(
√
2).
2. parametrization of the Irreducible Representations
We take a symmetric anti-diagonal matrix S = (δi,N+1−i) of size N ,
where δi,j is Kronecker’s delta and define the orthogonal group as
O(N,R) = {g ∈ GL(N); gStg = S}.
Then its Lie algebra is given by
so(N,R) = {X ∈M(N,R);XS + StX = 0}.
As a Cartan subalgebra H, we can take the intersection of the above
Lie algebra and the diagonal matrices and let ei be a homomorphism
from Cartan subalgebra to R defined by taking the (i, i)-th component
of the diagonal matrices.
Let P+ be the set of the dominant integral weights for so(N,R).
Namely for N = 2n + 1, P+ is given by
P+ = {λ1e1 + λ2e2 + . . .+ λnen;λ1 ≥ λ2 ≥ . . . ≥ λn ≥ 0}
and for N = 2n, P+ is given by
P+ = {λ1e1 + λ2e2 + . . .+ λnen;λ1 ≥ λ2 ≥ . . . ≥ |λn| ≥ 0}.
Here all the λi’s are integers or half-integers (namely 1/2+Z) simul-
taneously.
We put λ = (λ1, λ2, . . . , λn) and denote the corresponding irreducible
character by λSpin(N).
The set of the dominant integral weights of the group SO(N) is the
subset of the above, defined by the condition that all the λi’s are inte-
gers. So in that case we also write λSO(N) for λSpin(N). Then the vector
representation (the natural representation) is denoted by (1)SO(N) and
the representation
∧i V of so(N) (i = 1, 2, . . . , n) is denoted by ei as
usual. ei is the irreducible representation (1
i)SO(N) if i < n or if i = n
and N = 2n + 1.
If i = n and N = 2n, en is not irreducible and is decomposed into
the sum of two irreducible representations e+n = (1
n)SO(2n) and e
−
n =
(1n−1,−1)SO(2n). Later we give an explicit description of e+n and e−n in∧n V .
We note that
∧i V ∼= ∧N−i V as SO(N) module.
For a partition δ = (δ1, δ2, . . . , δn), we denote the irreducible repre-
sentations of Spin(N) as follows.
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For Spin(2n+ 1), we put λ = (1/2 + δ1, 1/2 + δ2, . . . , 1/2 + δn) and
denote this irreducible representation by λSpin(2n+1) = [∆, δ]Spin(2n+1).
Then [∆, δ]Spin(2n+1) can be considered as an irreducible character of
Pin(2n+1). When we consider this as the representation of Pin(2n+
1), we write [∆, δ]Pin(2n+1). (See also Remark 3.9.)
For Spin(2n), we put
(1/2 + δ)+Spin(2n) = (1/2 + δ1, 1/2 + δ2, . . . , 1/2 + δn)Spin(2n)
and
(1/2+ δ)−Spin(2n) = (1/2+ δ1, 1/2+ δ2, . . . , 1/2+ δn−1,−1/2−δn)Spin(2n).
We denote simply by ∆+ the irreducible representation (1/2+∅)+Spin(2n)
and by ∆− the irreducible representation (1/2 + ∅)−Spin(2n).
Then we have
∆ = ∆+ +∆− =
n∏
i=1
(xi
1/2 + xi
−1/2)
and
∆+ −∆− =
n∏
i=1
(xi
1/2 − xi−1/2).
Here xi denotes the i-th diagonal component of the maximal torus (the
diagonal matrices = {diag(x1, x2, . . . , xn, x−1n , . . . , x−11 )} ) of the group
SO(2n). We put ∆′ = ∆+ − ∆−. Moreover we introduce the sum
character and the difference character for Spin(2n) and denote them
by
[∆, δ]Spin(2n) = λ
(+)
Spin(2n) = (1/2 + δ)
+
Spin(2n) + (1/2 + δ)
−
Spin(2n)
and
[∆′, δ]Spin(2n) = λ
(−)
Spin(2n) = (1/2 + δ)
+
Spin(2n) − (1/2 + δ)−Spin(2n).
Then [∆, δ]Spin(2n) becomes the irreducible character of Pin(2n) and
when we consider this as the representation of Pin(2n), we write [∆, δ]Pin(2n).
(See the section 3.)
For a partition µ = (µ1, µ2, . . . , µn), we also denote the sum character
and the difference character for SO(2n) by
µ
(+)
SO(2n) = (µ1, µ2, . . . , µn)SO(2n) + (µ1, . . . , µn−1,−µn)SO(2n)
and
µ
(−)
SO(2n) = (µ1, µ2, . . . , µn)SO(2n) − (µ1, . . . , µn−1,−µn)SO(2n).
Then if ℓ(µ) < n, µ
(+)
SO(2n) = 2µSO(2n) and µ
(−)
SO(2n) = 0. For a partition
µ with ℓ(µ) < n, µSO(2n) becomes an irreducible character of O(2n), so
we sometimes write µO(2n) for µSO(2n) in this case.
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If ℓ(µ) = n, µ
(+)
SO(2n) is the irreducible character of O(2n) and we
sometimes write µO(2n) for µ
(+)
SO(2n) in this case.
First we give complementary formulas which are not dealt with in the
previous paper [14]. We fix some notations. For a partition λ with its
length at most n, we denote the irreducible character of the Symplectic
group Sp(2n) by λSp(2n). Then
nCλµ,ν denotes the multiplicity of λSp(2n)
in the irreducible decomposition of the tensor product µSp(2n)νSp(2n).
Namely
µSp(2n)νSp(2n) =
∑
λ
nCλµ,νλSp(2n).
We note that we can calculate these structure constants nCλµ,ν explic-
itly by using the Littlewood-Richardson rules. ( See Theorem 3.1 in
[12] and also [14],[15], [16].)
Theorem 2.1 (Decomposition of Tensor Products for Spin(2n)). (i)
If ℓ(µ) = n, we have
(2.1.1)
[∆, δ]Spin(2n)µ
(−)
SO(2n) =
∑
ν,λ
δ/ν:vertical strip
(−1)|δ/ν| nCλν,(µ−(1n))
∑
κ⊇λ,ℓ(κ)≦n
κ/λ:vertical strip
[∆′, κ]Spin(2n).
Here (µ−(1n)) denotes the partition (µ1−1, µ2−1, . . . , µn−1)
and δ/ν denotes the skew Young diagram and |δ/ν| denotes the
size of the skew Young diagram.
(ii) If ℓ(µ) = n, we have
(2.1.2)
[∆′, δ]Spin(2n)µ
(−)
SO(2n) =
∑
ν,λ
δ/ν:vertical strip
(−1)|µ|+|ν| nCλν,(µ−(1n))
∑
κ⊇λ,ℓ(κ)≦n
κ/λ:vertical strip
(−1)|κ|[∆, κ]Spin(2n).
Proof. The proof is almost same as in the proof of Theorem 1.2 of [14].
From Theorem 10.1 in [14], we have
[∆, δ]Spin(2n)(x1, x2, . . . , xn) =
n∏
i=1
(xi
1/2 + xi
−1/2)
∑
δ/µ:vertical strip
(−1)|δ/µ|µSp(2n)(x1, x2, . . . , xn)
=
n∏
i=1
(xi
1/2 + xi
−1/2)(−1)|δ|δSO(2n+1)(−x1,−x2, . . . ,−xn)
and
[∆′, δ]Spin(2n)(x1, x2, . . . , xn) =
n∏
i=1
(xi
1/2 − xi−1/2)
∑
δ/µ:vertical strip
µSp(2n)(x1, x2, . . . , xn)
=
n∏
i=1
(xi
1/2 − xi−1/2)δSO(2n+1)(x1, x2, . . . , xn)
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and for a partition µ with ℓ(µ) = n, we have the following.
µ
(−)
SO(2n)(x1, x2, . . . , xn) =
n∏
i=1
(xi − xi−1)(µ− (1n))Sp(2n)(x1, x2, . . . , xn).
Here xi denotes the (i, i)-th component of the diagonal matrices
which we take as a maximal torus for each of the classical groups.
Moreover from Lemma 10.2 in [14], we have
n∏
i=1
(xi
1/2+xi
−1/2)2δSp(2n)(x1, x2, . . . , xn) =
∑
κ/δ:vertical strip
ℓ(κ)≦n
κSO(2n+1)(x1, x2, . . . , xn).
If we write the above in the form
∏n
i=1(1 + xi)
2
x1x2 · · ·xn δSp(2n)(x1, x2, . . . , xn) =
∑
κ/δ:vertical strip
ℓ(κ)≦n
κSO(2n+1)(x1, x2, . . . , xn).
and substitute −xi for xi, we have
(−1)n+|δ|
n∏
i=1
(xi
1/2−xi−1/2)2δSp(2n)(x1, x2, . . . , xn) =
∑
κ/δ:vertical strip
ℓ(κ)≦n
κSO(2n+1)(−x1,−x2, . . . ,−xn).
We note that δSp(2n)(−x1,−x2, . . . ,−xn) = (−1)|δ|δSp(2n)(x1, x2, . . . , xn).
So we have ( for abbreviation, we write x for x1, x2, . . . , xn.)
[∆, δ]Spin(2n)µ
(−)
SO(2n)
=
n∏
i=1
{(xi1/2 + xi−1/2)(xi − xi−1)}(µ− (1n))Sp(2n)(x)
∑
δ/ν:vertical strip
(−1)|δ/ν|νSp(2n)(x)
=
n∏
i=1
{(xi1/2 + xi−1/2)(xi − xi−1)}
∑
δ/ν:vertical strip
(−1)|δ/ν| nCλν,(µ−(1n))λSp(2n)(x)
Since
n∏
i=1
(xi
1/2 + xi
−1/2)2λSp(2n)(x) =
∑
κ/δ:vertical strip
ℓ(κ)≦n
κSO(2n+1)(x), we
have the formula (2.1.1).
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Also we have
[∆′, δ]Spin(2n)µ
(−)
SO(2n)
=
n∏
i=1
{(xi1/2 − xi−1/2)(xi − xi−1)}(µ− (1n))Sp(2n)(x)
∑
δ/ν:vertical strip
νSp(2n)(x)
=
n∏
i=1
{(xi1/2 + xi−1/2)(xi1/2 − xi−1/2)2}
∑
δ/ν:vertical strip
nCλν,(µ−(1n))λSp(2n)(x)
Since (−1)n+|λ|
n∏
i=1
(xi
1/2 − xi−1/2)2λSp(2n)(x) =
∑
κ/δ:vertical strip
ℓ(κ)≦n
κSO(2n+1)(−x1,−x2, . . . ,−xn),
and |λ| ≡ |ν|+ |(µ− (1n))| mod 2, we have the formula (2.1.2).

From the above and Theorem 1.2 of [14], we can deduce the fol-
lowings. For abbreviation, we introduce the following convention. For
ǫ ∈ {±1}, if ǫ = 1, we consider ∆ǫ = ∆+, eǫn = e+n , (1/2 + δ)ǫSpin(2n) =
(1/2 + δ)+Spin(2n), etc. and if ǫ = −1, ∆ǫ = ∆−, eǫn = e−n , (1/2 +
δ)ǫSpin(2n) = (1/2 + δ)
−
Spin(2n), etc.
Theorem 2.2. For ǫ, ǫ1, ǫ2 ∈ {±1}, we have the following formulas.
(i)
(2.2.1) (∆ǫ)2 = eǫn +
∑
0≦2i≦n
en−2i.
(2.2.2) ∆+∆− =
∑
0≦2i≦n−1
en−1−2i.
(ii) For a partition δ with its length ℓ(δ) < n, we have
(1/2 + δ)ǫSpin(2n)(1)SO(2n)
= (1/2 + δ)−ǫSpin(2n) +
∑
µ⊃δ
|µ/δ|=1
(1/2 + µ)ǫSpin(2n) +
∑
δ⊃µ
|δ/µ|=1
(1/2 + µ)ǫSpin(2n).
(2.2.3)
Here µ/δ denotes the skew diagram.
If ℓ(δ) = n, we have
(1/2 + δ)ǫSpin(2n)(1)SO(2n) =
∑
µ⊃δ
|µ/δ|=1,
ℓ(µ)≦n
(1/2 + µ)ǫSpin(2n) +
∑
δ⊃µ
|δ/µ|=1
(1/2 + µ)ǫSpin(2n).
(2.2.4)
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(iii) For a partition µ with ℓ(µ) < n, we have
(2.2.5)
∆ǫµSO(2n) =
∑
µ⊇ν
µ/ν vertical strip
|µ/ν|≡0 mod 2
(1/2+ν)ǫSpin(2n)+
∑
µ⊇ν
µ/ν vertical strip
|µ/ν|≡1 mod 2
(1/2+ν)−ǫSpin(2n).
(iv) For a partition µ = (µ1, µ2, . . . , µn) with ℓ(µ) = n, we write
µ+SO(2n) = µSO(2n) and µ
−
SO(2n) = (µ1, . . . , µn−1,−µn)SO(2n).
Then we have
(2.2.6) ∆ǫ1µǫ2SO(2n) =
∑
µ⊇ν
µ/ν vertical strip
(−1)|µ/ν|=ǫ1ǫ2
(1/2 + ν)ǫ2Spin(2n).
Particularly, for the exterior products ei’s if i < n, we have
∆ǫ(1i)SO(2n) =
∑
0≦2s≦i
(1/2+(1i−2s))ǫSpin(2n)+
∑
0≦2s≦i−1
(1/2+(1i−1−2s))−ǫSpin(2n)
and for eǫn, we have
∆ǫeǫn =
∑
0≦2s≦n
(1/2 + (1n−2s))ǫSpin(2n)
and
∆−ǫeǫn =
∑
0≦2s≦n−1
(1/2 + (1n−1−2s))ǫSpin(2n).
(v)
(e+n )
2 =
∑
s≡n mod 2
t≡0 mod 2
0≦s+t≦n
(2s, 1t)SO(2n), (e
+
n )(e
−
n ) =
∑
s≡n−1 mod 2
t≡0 mod 2
s+t≦n−1
(2s, 1t)SO(2n).
(e−n )
2 = (2n−1,−2)SO(2n)+
∑
s≡n mod 2
s≦n−2
(2s, 1n−s−1,−1)SO(2n)+
∑
s≡n mod 2
t≡0 mod 2
s+t≦n−2
(2s, 1t)SO(2n).
Proof. All these formulas can be deduced easily from Theorem 2.1 and
Theorem 1.2 of [14]. We note that the diagram obtained by attaching a
vertical strip to (µ−(1n)) is equal to the diagram obtained by removing
the vertical strip from µ. 
Remark 2.3. In Example 10.3 of [14], the formulas (2.2.3), (2.2.4) are
stated in different forms, since the author considered there that if we
allow µn to take the value −1, the formulas become slightly of unified
form. But this notation is not compatible with the other formulas in
[14]. So it might cause some misunderstandings. Also the author must
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apologize for writing down the incorrect formula in Example 10.3 of
[14],
∆′∆′ = en − en−1 + en−2 − · · ·+ (−1)n−1e1 + (−1)n.
The correct formula deduced from the formula (2.2.1), (2.2.2) in the
Theorem thm repeven is
∆′∆′ = en − 2en−1 + 2en−2 − · · ·+ (−1)n−12e1 + (−1)n2.
The rest of the formulas are correct in Example 10.3 of [14].
For Spin(2n + 1), we quote here several formulas, which we can
deduce easily from the formulas in the Theorem 1.2 in [14] and Theorem
3.1 in [12].
Theorem 2.4. We have the following formulas.
(i)
(2.4.1) ∆2 = e0 + e1 + e2 + . . .+ en.
(ii)
[∆, δ]Spin(2n+1)(1)SO(2n+1)
= [∆, δ]Spin(2n+1) +
∑
µ⊃δ
|µ/δ|=1, ℓ(µ)≦n
[∆, µ]Spin(2n+1) +
∑
δ⊃µ
|δ/µ|=1
[∆, µ]Spin(2n+1).
(2.4.2)
Here ℓ(µ) denotes the length of µ and µ/δ denotes the skew
diagram.
(iii) For any partition λ with ℓ(λ) ≦ n, we have
(2.4.3) ∆
⊗
λSO(2n+1) =
∑
λ⊇µ
λ/µ:vertical strip
[∆, µ]Spin(2n+1).
Hence ∆
⊗
λSO(2n+1) contains ∆ if and only if λ = (1
k) for
some k (1 ≦ k ≦ n). In this case, we have
∆
⊗
(1k)SO(2n+1) =
k∑
i=0
[∆, (1i)]Spin(2n+1).
3. Clifford Algebras and Spin groups
In this section we give explicit actions of the Lie group Pin(N) and
its Lie algebra so(NR) on the spaces ∆ and its dual ∆∗ and
∧iRN
with respect to their specified bases, since later in the section 4, we
need to show that the linear embedding from
∧iRN to ∆⊗∆∗ given
explicitly there is equivariant homomorphism by verifying the actions
of generaters of Pin(N) or Pin(N) on both sides. As for the reference,
see [5].
We consider the spin groups and their Lie algebra mainly over R.
Let V be a vector space of dimension N (N = 2n+1 or N = 2n) over
the real number field R and we take a basis< u1, u2, . . . , un, (u0), un, . . . , u1 >
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of V . Here {1, 2, . . . , n, (0), n, . . . , 1} is an index set and we consider
that for the case N = 2n, we omit the index 0 and that for the case
N = 2n + 1, we add the index 0. We introduce an order in the index
set such that 1 < 2 < . . . < n (< 0) < n < n− 1 < . . . < 1.
Let B( , ) be a non-degenerate symmetric bilinear form on V
defined by
B(uk, uℓ) = 0, B(uk, uℓ) = 0, B(uk, uℓ) =
1
2
δk,ℓ(k, ℓ > 0).
(B(u0, uk) = 0, B(u0, uk) = 0 (k > 0), B(u0, u0) = 1.)
In the tensor algebra T(V ) =
∞∑
i=0
⊗i V , let IB be an ideal generated
by < v⊗v−B(v, v) >v∈V ( here v runs over all the elements in V .) and
we define the Clifford algebra Cl(V ) by the quotient Cl(V ) = T(V )/IB.
We note that < uk+uk, uk−uk (k > 0), (u0) > is an orthog-
onal basis of V and B(uk + uk, uk + uk) = 1, B(uk − uk, uk − uk) =
−1, (B(u0, u0) = 1).
Then Pin(N) and Spin(N) are defined by
Definition 3.1.
Pin(N,B) := {±v1v2 . . . vr; vi ∈ V,B(vi, vi) = ±1}
and
Spin(N,B) := {±v1v2 . . . v2r; vi ∈ V,B(vi, vi) = ±1}.
Remark 3.2. Since the quadratic form B is the form of maximal index
([5]), that is, it has the signature (n, n) for N = 2n and (n + 1, n) for
N = 2n+ 1 , Pin(N,B) and Spin(N,B) are not compact groups.
The Lie algebra L(Pin(N)) = L(Spin(N))(∼= so(N,B)) in Cl(V ) is
generated by the degree 2 elements < ukuℓ >, (k 6= ℓ).
From now on, we simply write Pin(N) and Spin(N) for Pin(N,B)
and Spin(N,B) because we fix the defining quadratic form B for the
Clifford algebras.
We define the subspace Vk = Ruk + Ruk ( k = 1, 2, . . . , n ) (and
V0 = Ru0) of V . Then B|Vk is non-degenerate and Cl(Vk) is isomorphic
to all the 2 × 2 matrices M(2,R). This isomorphism φ2 is given by
φ2(uk) = X and φ2(uk) = Y and φ(ukuk − ukuk) = H , here {X, Y,H}
is the standard triple in sl(2) and is given by
X =
(
0 1
0 0
)
, Y =
(
0 0
1 0
)
, H =
(
1 0
0 −1
)
.
Since V = V1
⊕
V2
⊕ · · ·⊕ Vn(⊕ V0) is the orthogonal direct sum,
we have the following isomorphism in this case.
Cl(V ) ∼= Cl(V1)
⊗
Cl(V2)
⊗ · · ·Cl(Vn)(⊗Cl(V0)).
Here Cl(Vk) is isomorphic to M(2,R) for k > 0 and Cl(V0) is a two
dimensional semisimple commutative algebra.
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Remark 3.3. In [5] (see p38 Theorem 3.3.), the tensor products of the
clifford algebras are considered in the category of graderd algebras and
there appear the signatures in the products. But here in the above we
consider the tensor products in the usual (not graded ) ways. So we
need to say about the above isomorphism.
Lemma 3.4 ([20]). Let (V,B) be a pair of vector space V over R and a
non-degenerate symmetric bilinear form B on V . Let V1, V2 be a vector
subspace of V such that (V,B) is the orthogonal direct sum of (V1, B|V1)
and (V2, B|V2).) Let α be the involutive automorphism of Cl(V1) i.e.,
α(v1) = −v1 for any elements v1 ∈ V1.
If there exists an involutive element θ ∈ Cl(V1) such that Ad(θ) = α,
(i.e. θ2 = 1 and α(x) = θxθ−1 for any x ∈ Cl(V1).) then we have
Cl(V ) ∼= Cl(V1)⊗ Cl(V2).
Here the tensor product is an ordinary tensor product (i.e., not graded
one) and the isomorphism Φ from Cl(V ) to Cl(V1)
⊗
Cl(V2) is given
by
Φ(u) =
{
u⊗ 1 if u ∈ V1
θ ⊗ u if u ∈ V2.
Proof. Since both the algebras have the same dimension, it is enough
to show that Φ is surjective homomorphism.
For any v = (v1, v2) ∈ V1
⊕
V2 (vi ∈ Vi), Φ(v)Φ(v) = (v1 ⊗ 1 + θ ⊗
v2)
2 = v1
2⊗1+θ2⊗v22+v1θ⊗v2+θv1⊗v2 = (B(v1, v1)+B(v2, v2))1⊗1,
since α(v1) = −v1 = θv1θ−1. From the universality, Φ becomes a
homomorphism and Cl(V1) is included in the image of Φ, so θ⊗ 1 is in
the image. Hence Φ is surjective. 
For the orthogonal direct sum V = V1
⊕
V2
⊕ · · ·⊕ Vn(⊕ V0), the
above θ in the lemma for each direct summand is given by θ = ukuk −
ukuk, φ(θ) = H.
From the above, V1
⊗
V2
⊗ · · ·⊗Vn(⊗V0) becomes a representa-
tion space of Cl(V ).
The central primitive idempotents in Cl(V0) are given by
1± u0
2
.
Then u0 acts on V
±
0 = R
1± u0
2
by ±1.
And so if dimV = 2n + 1, for the Clifford algebra Cl(V ), we have
the two different irreducible representations φ± according to V
±
0 .
Since the dimensions of V ±0 are one, so we omit the last tensor and de-
fine the representation space of φ± by the same ∆ = V1
⊗
V2
⊗ · · ·⊗Vn.
If dimV = 2n, Cl(V ) is a central simple algebra over R and the above
∆ is the unique irreducible representation of Cl(V ) and we denote it
by φ.
Explicit representation matrices of φ, φ± are given in the following.
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Lemma 3.5. The representation matrices of φ, φ± on∆ = V1
⊗
V2
⊗ · · ·⊗Vn
are given as follows.
uk 7−→ H ⊗ · · ·H ⊗
k
X ⊗ 12 · · · ⊗ 12,
uk 7−→ H ⊗ · · ·H ⊗
k
Y ⊗ 12 · · · ⊗ 12,
(u0 7−→ ±H ⊗H ⊗H ⊗ · · · ⊗H, )
,where k ∈ {1, 2, . . . , n} and 12 denotes the identity matrix of size 2
and the sign of the image of u0 is +1 for φ+ and −1 for φ−.
If N = 2n, ∆ is not irreducible as Spin(2n) module and is decom-
posed into two irreducible representations ∆+ and ∆−. We note that
∆ is irreducible as a Pin(2n) module.
If N = 2n + 1 and φ± are restricted to Spin(2n + 1), it is known
that they give equivalent irreducible representations of Spin(2n + 1).
As Pin(2n+ 1) modules, they are different in the tensor product with
the linear character det. By ‘det ’, we denote the linear representa-
tion of Pin(N) induced from the natural homomorphism Pin(N) −→
O(N)
det−→ {±1}.
We fix a base of the representation space ∆ = V1
⊗
V2
⊗ · · ·⊗Vn.
From the definition, the set of vectors up1 ⊗ up2 ⊗ · · · ⊗ upn’s (here
p1 ∈ {1, 1¯}, p2 ∈ {2, 2¯}, . . ., pn ∈ {n, n¯} ) becomes a basis. We pick up
the indices I = {ij|pij = ij} and denote the above vector up1⊗· · ·⊗upn
by [i1, i2, . . . , ir] = [I], where I = {i1, i2, . . . , ir} and i1 < i2 < . . . < ir.
From Lemma 3.5, we can write down the action uk and uk on this
base. Since Huk = uk, Huk = −uk¯, Xuk = 0, Xuk¯ = uk, and Y uk =
uk¯, Y uk¯ = 0 (H , X , Y is the standard triple in sl(2,R)), we have the
following lemma.
Lemma 3.6.
uk[i1, i2, i3, . . . , ir] =
{
(−1)s−1[i1, . . . , îs, . . . , ir] if k = is for some is
0 otherwise,
where îs denotes the removal of the index is from the index set and
uk[i1, i2, . . . , ir] =
{
(−1)s−1[i1, . . . , is−1, k, is, . . . , ir] if k /∈ I and is−1 < k < is
0 otherwise.
(u0[i1, i2, i3, . . . , ir] = ±(−1)r[i1, i2, i3, . . . , ir] according to φ±.)
This representation is sometimes called the Fock space representa-
tion since it is realized as the action on the exterior algebra of the
isotropic subspace of V generated by u1, u2,. . .un. That is, under the
correspondence of [i1, i2, i3, . . . , ir] = ui1 ∧ ui2 ∧ . . . ∧ uir , uk acts on
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this space by the interior product (here we must adjust the inner prod-
uct such as (uk, uℓ) = δk,ℓ.) and uk acts on this space by the exterior
product uk∧ and u0 acts by the degree operator (−1)deg.
Therefore for later convenience, we introduce the following conven-
tion. For the indices in the bracket [i1, i2, i3, . . . , ir] which are not
necessarily in increasing order, we correspond this element to 0 if the
indices are not distinct, otherwise we correspond this to the signed base
element ǫ(σ)[iσ(1), iσ(2), iσ(3), . . . , iσ(r)], where σ is the permutation of
{1, 2, . . . , r} such that iσ(1) < iσ(2) < iσ(3) < . . . < iσ(r) and ǫ(σ) de-
notes the signature of σ. This convention is compatible with the base
of the Fock space representation.
The explicit action of the Lie algebra L(Spin(N,B)) on V is given
by
ad(uv)w = [uv, w] = uvw − wuv = 2B(w, v)u− 2B(w, u)v,
where u, v, w ∈ V and the product here is that of the Clifford algebra,
therefore we can calculate the explicit actions of the standard root vec-
tors of so(N) with respect to the base < u1, . . . , un, (u0), un, . . . , u1 >
of V . The standard root vectors of L(Spin(N)) for the simple roots
are given by Xk = ukuk+1, Yk = uk+1uk (1 ≦ k ≦ n − 1) and
hi =
uiui − uiui
2
(1 ≦ i ≦ n) and for L(Spin(2n + 1)), Xn = unu0,
Yn = u0un and for L(Spin(2n)), Xn = un−1un, Yn = unun−1. There-
fore the actions of the above root vectors on V and ∆ are given as
follows.
Lemma 3.7. For k (1 ≦ k ≦ n− 1) and i (1 ≦ i ≦ n), we have
ad(Xk) = Ek,k+1 − Ek+1,k, dφ±(Xk) = −12 ⊗ · · ·12 ⊗
k
X ⊗ Y ⊗ 12 · · · ⊗ 12,
ad(Yk) = Ek+1,k − Ek,k+1, dφ±(Yk) = −12 ⊗ · · · 12 ⊗
k
Y ⊗X ⊗ 12 · · · ⊗ 12,
ad(hi) = Ei,i − Ei,i, dφ±(hi) =
1
2
12 ⊗ · · · 12 ⊗
i
H ⊗ 12 · · · ⊗ 12.
And for L(Spin(2n+ 1)), we have
ad(Xn) = 2En,0 − E0,n, dφ±(Xn) = ∓12 ⊗ 12 ⊗ · · · ⊗ 12 ⊗X,
ad(Yn) = E0,n − 2En,0, dφ±(Yn) = ∓12 ⊗ 12 ⊗ · · · ⊗ 12 ⊗ Y.
And for L(Spin(2n)), we have
ad(Xn) = En−1,n − En,n−1, dφ(Xn) = −12 ⊗ · · · ⊗ 12 ⊗X ⊗X,
ad(Yn) = En,n−1 −En−1,n, dφ(Yn) = −12 ⊗ · · · ⊗ 12 ⊗ Y ⊗ Y.
Then for any 1 ≦ k ≦ n − 1, we have [Xk, Yk] = hk − hk+1 = Hαk
and for L(Spin(2n+ 1)), [Xn, Yn] = 2hn = 2Hαn and for L(Spin(2n)),
[Xn, Yn] = hn−1 + hn = Hαn .
For Spin(2n), ad is a Lie algebra isomorphism from L(Spin(2n))
to so(V,B). Since B =
1
2
S with respect to the fixed basis (S is the
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defining symmetric form of so(N,R) in the section 2.) , so(V,B) is
identified with the Lie algebra so(R2n, S).
So from now on, we consider V has the standard basis < ui, ui >
such that the defining symmetric bilinear form is given by S. Namely
V has the inner product ( , ) such that (uk, uℓ) = δk,ℓ and the values
of the inner products between the other base elements are all 0.
For Spin(2n+ 1), we need to change basis. Let us put u0′ =
1√
2
u0.
Then B(u0′, u0′) =
1
2
and we take a new basis < ui, u0′, ui > of V . The
representation matrices ofXn and Yn under ‘ad’ change into ad(unu0) =
ad(Xn) =
√
2(En,0′−E0′,n) and ad(u0un) = ad(Yn) =
√
2(E0′,n−En,0′).
Then ad is a Lie algebra isomorphism from L(Spin(2n+1)) to so(V,B)
and the symmetric matrix corresponding to B on the new base is given
by
1
2
S.
So similarly as above, we consider V has the standard basis< ui, u0′, ui >
such that the defining symmetric bilinear form is given by S. Namely
V has the inner product ( , ) such that (uk, uℓ) = δk,ℓ, (u0′u0′) = 1
and the other inner products between these basis elements are all 0.
From Lemma 3.7, We can write down the action of Xi’s and Yi’s
explicitly on the fundamental spin representation space ∆ (the dual of
∆) of so(N) with respect to the basis [i1, i2, . . . , ir]’s.
Lemma 3.8. In this lemma, I denotes the index set {i1, i2, . . . , ir},
where i1, i2, i3, . . . , ir are in the increasing order. If 1 ≦ k ≦ n− 1, we
can write down the actions of Xk’s and Yk’s simultaneously for so(N)
with respect to the basis [i1, i2, . . . , ir]’s as follows.
Xk[I] =
{
−[i1, . . . , is−1, k+ 1, is+1, . . . , ir] if k = is and k + 1 < is+1
0 otherwise,
and
Yk[I] =
{
−[i1, . . . , is−1, k, is+1, . . . , ir] if k + 1 = is and k > is−1
0 otherwise,
and hi[I] = −1
2
[I] if i ∈ I and hi[I] = 1
2
[I] if i /∈ I.
For L(Spin(2n+ 1)), we have
dφ±(Xn)[i1, i2, . . . , ir] =
{
∓[i1, i2, . . . , ir−1] if ir = n
0 otherwise,
and
dφ±(Yn)[i1, i2, . . . , ir] =
{
∓[i1, i2, . . . , ir, n] if ir 6= n
0 otherwise.
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For Spin(2n), we have
Xn[i1, i2, . . . , ir] =
{
−[i1, i2, . . . , ir−2] if ir−1 = n− 1 and ir = n
0 otherwise,
and
Yn[i1, i2, . . . , ir] =
{
−[i1, i2, . . . , ir, n− 1, n] if ir < n− 1
0 otherwise
Remark 3.9. As noted before, for Spin(2n + 1), φ± are equivalent if
we restrict them to the group Spin(2n+1) and the derivations dφ± only
differ in the sign of the representation matrices of Xn and Yn, where
Xn and Yn are fixed short root vectors.
As so(2n + 1) modules, if we take a new base {[i1, i2, . . . , ir]− =
(−1)r[i1, i2, . . . , ir]} in the representation space of dφ−, then the rep-
resentation matrices of Xi, Yi, hi under dφ− with respect to this new
base coincide with those of them under dφ+.
So hereafter, in the representation space of φ− for Pin(2n+1) (and
in its dual space), we only consider the elements [i1, . . . , ir]− instead
of [i1, . . . , ir].
And from now on, we change the definition of the notation [i1, i2, . . . , ir]
in the representation space φ− and by [i1, i2, . . . , ir], we denote the el-
ement [i1, i2, . . . , ir]− in φ−.
For dimV = 2n + 1, the center Z(Cl(V )) of the Clifford algebra
Cl(V ) is given by Z(Cl(V )) = R
⊕
Rz, where z = (u1 − u1)(u1 +
u1) · · · (un − un)(un + un)u0. We have z2 = 1 and z acts on V by the
scalar −1 and acts on the representation spaces φ± by the scalar ±1.
The Clifford theorem tells us that there are exactly two non-equivalent
irreducible representations of Pin(2n+1) with the same character and
that one is obtained from the other by the tensor product with the linear
character det.
Since z /∈ Spin(2n + 1), we can distinguish them by the action
of z. By [∆, δ]Pin(2n+1),±, we denote the irreducible representation of
Pin(2n + 1) with its character [∆, δ]Spin(2n+1), on which z acts by the
scalar ±1.
For the representation space of φ±, we simply denote them by ∆±
instead of ∆Pin(2n+1),±. We have (∆±)
∗ ∼= ∆±.
In this paper, for abbreviation, ∆ stands for ∆+ or ∆− with the base
{[i1, i2, . . . , ir]} noted above, if not specified.
For so(2n), from Lemma 3.8, the parity of the number of the in-
dices in the base element [i1, i2, i3, . . . , ir] under the above action is
preserved. We define ∆+ to be the linear space spanned by all the
base elements with even parity of the number of indices and ∆− to
be the linear space spanned by all the base elements with odd parity
of indices. Then the highest weight vector with the highest weight
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1
2
(e1+e2+ · · ·+en) of ∆+ is given by [∅] and the highest weight vector
with the highest weight
1
2
(e1+ · · ·+en−1−en) of ∆− is given by [n]. As
for the dual representation (∆+)∗ and (∆−)∗, if n ≡ 0 mod 2, we have
(∆+)∗ ∼= ∆+ and (∆−)∗ ∼= ∆−. If n ≡ 1 mod 2, we have (∆+)∗ ∼= ∆−
and (∆−)∗ ∼= ∆+.
As a Pin(2n) module, the action of the element uk ± uk in Pin(2n)
on ∆ is given by
φ(uk ± uk) = H ⊗⊗ · · ·H ⊗
k
(X ± Y )⊗ 12 ⊗ · · · ⊗ 12
The adjoint action of the element un−un on the Lie algebra L(Spin(2n))
in the Clifford algebra Cl(V ) gives the standard outer automorphism
of Spin(2n) and the sum characters [∆, δ]Spin(2n) are the irreducible
characters for Pin(2n).
Also the element un − un acts on ∆ by (un − un)∆± = ∆∓ and
(un − un)2 = − id. Then the Clifford theorem tells us that as Pin(2n)
modules, (∆
⊗
det) ∼= ∆. The associator A which realizes this isomor-
phism is ,by definition, the linear isomorphism on ∆ = ∆+
⊕
∆− given
by
A = id∆+ ⊕− id∆− .
For, it is easy to see that (un−un)A = −A(un−un) and A commutes
with the action of Spin(2n). This fact tells us that if two irreducible
representations λ and λ˜ of O(2n) are associated, i.e., λ ∼= λ˜⊗ det, we
have the equivalent representation ∆
⊗
λ ∼= ∆⊗ λ˜ of Pin(2n).
A acts on ∆ by the degree operator A[I] = (−1)|I|[I].
Also by the same reasoning, all the [∆, δ]Pin(2n) become self-associated
since [∆, δ]Pin(2n) is decomposed into two non-equivariant representa-
tions under Spin(2n) and the Clifford theorem tells us that it occurs
if and only if [∆, δ]Pin(2n) is self-associated. (See p161 in [21].) So we
have [∆, δ]Pin(2n) ∼= [∆, δ]Pin(2n)
⊗
det. This fact means that the char-
acters [∆, δ]Spin(2n) uniquely determine the irreducible representations
of Pin(2n).
Since [∆, δ] = (1/2+δ)+Spin(2n)
⊕
(1/2+δ)−Spin(2n) and (un−un)(1/2+
δ)±Spin(2n) = (1/2 + δ)
∓
Spin(2n), the associator A is given by
A = id(1/2+δ)+
Spin(2n)
⊕− id(1/2+δ)−
Spin(2n)
.
We write down the above as a lemma and use this fact later.
Lemma 3.10. We have the isomorphism [∆, δ]Pin(2n) ∼= [∆, δ]Pin(2n)
⊗
det.
The associator A which realizes this Pin(2n) isomorphism is given by
A = id(1/2+δ)+
Spin(2n)
⊕− id(1/2+δ)−
Spin(2n)
.
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Hence the characters [∆, δ]Spin(2n) uniquely determine the irreducible
representations of Pin(2n). Since (∆
⊗
det) ∼= ∆, we have∆⊗(λ⊗det) ∼=
∆
⊗
λ.
A compact real form so(N)cpt of L(Spin(N))
⊗
C ∼= so(N,C) is
generated by the elements
√−1hi and
√−1(Xi + Yi), Xi − Yi, (i =
1, 2, . . . , n) as a real Lie algebra.
Then we can introduce the invariant hermitian inner products with
respect to so(N)cpt in the space V and ∆
(±) respectively. Such invariant
hermitian forms are given explicitly as follows. If we define a hermitian
inner product in V such that the basis < ui, (u0′), ui > are orthonor-
mal basis, then we can show easily that the hermitian inner product
becomes invariant under the action of so(N)cpt. Also if we define a
hermitian inner product on ∆ such that the basis {[i1, i2, i3, . . . , ir]}
({i1, i2, . . . , ir} runs over all the subsets of [1, n] = {1, 2, . . . , n}.) is
orthonormal basis, then we can show easily that the hermitian inner
product becomes invariant under the action of so(N)cpt. So we con-
sider V , ∆, ∆± are the hermitian metric spaces with these invariant
hermitian metrics.
Let us consider the dual action of ∆ and V . Let ∆∗ and V ∗ be the
dual vector space of ∆ and V respectively and let < u∗i , (u
∗
0′), u
∗
i
> and
{[i1, . . . , ir]∗} be the dual basis of < ui, (u0′), ui > and {[i1, . . . , ir]}
respectively. Since the representations matrices of the dual representa-
tions on the dual basis are given by the minus sign of the transposed
matrices, we can write down the dual actions explicitly as in Lemma
3.7 and Lemma 3.8.
We fix some notations.
In the exterior product
∧r V , we have the natural basis {ui1 ∧ ui2 ∧
. . . ∧ uir}, where ik ∈ {1, . . . , n, (0′), n, . . . , 1}. We denote these basis
elements only by their indices
< i1, i2, . . . , ir >=
1
r!
∑
σ∈Sr
ǫ(σ)uiσ−1(1) ⊗ uiσ−1(2) ⊗ . . .⊗ uiσ−1(r).
We define an order in the index set by 1 < 2 < . . . < n < (0′) <
n < . . . < 1 and introduce the following convention. For any I, J, W ⊆
[1, n] = {1, 2, . . . , n}, < I, W, W, J > denotes the exterior product uI ∧
uW ∧ uW ∧ uJ, where for any subset K of the index set, uK denotes the
exterior product < k1, k2, . . . , kr > for K = {k1, k2, . . . , kr} and the
indices are arranged in the increasing order defined above, namely k1 <
k2 < . . . < kr. Also we put < I, W, 0
′, W, J >= uI ∧ uW ∧ u0′ ∧ uW ∧ uJ.
For example, for subsets I = {1, 4} and W = {2, 5} and J = {3, 6}
of [1, 7], < I, W, W, J > denotes the exterior product u1 ∧ u4 ∧ u2 ∧ u5 ∧
u5 ∧ u2 ∧ u6 ∧ u3.
Also for the base {[i1, i2, . . . , ir]} of ∆, we introduce a similar no-
tation. Namely for mutually disjoint subsets I and K of [1, n], {[I, K]
denotes the element [i1, . . . , ir, k1, . . . , ks], where the indices i1, i2, . . .,
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ir are in the increasing order and the same for K. We note that the
indices in the bracket have the alternating property. For the dual space
∆∗, We introduce the same notation [J, K]∗, conveying the same mean-
ing.
Then {[I, K] ⊗ [J, K]∗} becomes a base of ∆⊗∆∗ if I and K and J
run over all the mutually disjoint subsets of [1, n].
Since V is a hermitian space, so the exterior products
∧k V of V are
naturally endowed with the hermitian inner product. Namely {ui1 ∧
ui2 ∧ . . . ∧ uir} becomes an orthonormal basis of
∧k V .
Since V has the O(N)-invariant bilinear form S, we can identify the
vector space V and its dual V ∗.
Let ι be the R-linear map from V to V ∗ defined by ι(uk) = uk
∗.
Here k ∈ {1, . . . , n, (0′), n, . . . , 1} and we consider k = k, 0′ = 0′. Then
ι : V −→ V ∗ is an O(N)-equivariant isomorphism. We also denote the
O(N)-equivariant isomorphism from V ∗ to V by the same notation ι,
i.e., ι(u∗k) = uk.
The dual base is given by< I, W, (0′), W, J >
∗
= k! < I∗, W∗, (0′∗), W
∗
, J
∗
>
(here k is the degree of the exterior product and ∗ denotes the element
obtained by replacing each tensor component by its dual base).
Definition 3.11. Let ι = (−1)(k2)∧k ι : ∧k V −→ (∧k V )∗ be the
O(N)-equivariant isomorphism defined by
ι(< I, W, (0′), W, J >) =
1
k!
< J, W, (0′), W, I >
∗
.
We also denote the inverse of the above by the same letter ι, that
is, ι is also the map ι = (−1)(k2)∧k ι : (∧k V )∗ −→ ∧k V defined by
ι(< I, W, (0′), W, J >
∗
) = k! < J, W, (0′), W, I >.
To prove the next lemma, we also introduce the linear map ι′ :∧ℓ V −→ ∧ℓ V .
Definition 3.12. ι′(< J, W, (0′), W, I >) =< I, W, (0′), W, J >.
Then we can check easily that ι′Xk = −Ykι′, ι′Yk = −Xkι′ and
ι′hk = −hkι′ on
∧ℓ V .
Lemma 3.13. The so(2n + 1)-isomorphism rℓ :
ℓ∧
V −→
2n+1−ℓ∧
V is
given by follows.
rℓ(< J, W, W, I >) = (−1)|W| < J, Wc, 0′, Wc, I >
and
rℓ(< J, W, 0
′, W, I >) = (−1)|Wc| < J, Wc, Wc, I >,
where W ⊔ Wc = [1, n]− J− I.
The so(2n)-isomorphism rℓ :
ℓ∧
V −→
2n−ℓ∧
V is given by follows.
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rℓ(< J, W, W, I >) = (−1)|I| < J, Wc, Wc, I >,
where W ⊔ Wc = [1, n]− J− I.
Proof. For so(2n+1), we note that we can deduce the above easily from
the Theorem 4.1, but we also can check it directly as in the following
argument. So we give proof for so(2n) here.
We show that rℓ is so(2n)-equivariant.
Then we have ι′ ◦ rℓ = (−1)ℓrℓ ◦ ι′, since i+ j + 2w = ℓ.
From the argument just before this lemma, it is enough to show that
all the Yk commute with rℓ, since rℓXk = −rℓι′Ykι′ = (−1)ℓ+1ι′rℓYkι′ =
(−1)ℓ+1ι′Ykrℓι′ = −ι′Ykι′rℓ = Xkrℓ.
Let us prove rℓYk(< J, W, W, I >) = Ykrℓ(< J, W, W, I >) for k =
1, 2, . . . , n− 1.
Here the action of so(2n) is the adjoint action and is given by
ad(Yk) = Ek+1,k −Ek,k+1.
Case 1. k, k + 1 ∈ J or k, k + 1 ∈ I.
In this case, both sides are zero and the equality holds.
Case 2. k ∈ J and k + 1 ∈ I.
Then we have k, k + 1 /∈ W and
Yk(< J, W, W, I >) = ǫ < J− {k}, W+ {k+ 1}, W+ {k+ 1}, I− {k+ 1} >
− ǫ < J− {k}, W + {k}, W+ {k}, I− {k+ 1} >
, where ǫ = (−1)|{j∈J:j>k+1}|+|{i∈I:i>k+1}|.
So we have
rℓYk(< J, W, W, I >) = ǫ(−1)|I|−1 < J− {k}, Wc + {k}, Wc + {k}, I− {k+ 1} >
− ǫ(−1)|I|−1 < J− {k}, Wc + {k + 1}, Wc + {k + 1}, I− {k + 1} > .
On the other hand, we have
Ykrℓ(< J, W, W, I >) = ǫ
′ < J− {k}, Wc + {k+ 1}, Wc + {k+ 1}, I− {k+ 1} >
− ǫ′ < J− {k}, Wc + {k + 1}, Wc + {k}, I− {k} > .
Here ǫ′ = (−1)|I|+|{j∈J:j>k+1}|+|{i∈I:i>k+1}| and the equality holds.
Case 3. k ∈ J and k + 1 ∈ W.
Then we have
Yk(< J, W, W, I >) =< J− {k}+ {k+ 1}, W− {k+ 1}+ {k}, W− {k+ 1}+ {k}, I > .
So we have
rℓYk(< J, W, W, I >) = (−1)|I| < J− {k}+ {k+ 1}, Wc, Wc, I > .
On the other hand, since k, k + 1 /∈ Wc, we have
Ykrℓ(< J, W, W, I >) = (−1)|I| < J− {k}+ {k+ 1}, Wc, Wc, I > .
So we have the equality.
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We omit the proof for the other cases since the proofs are almost
similar.
Let us prove rℓYn(< J, W, W, I >) = Ynrℓ(< J, W, W, I >), where
ad(Yn) = En,n−1 −En−1,n.
Case 1. n− 1, n ∈ J or n− 1, n ∈ I.
If n− 1, n ∈ J, we have
Yn(< J, W, W, I >) = − < J− {n} − {n− 1}, W+ {n− 1}, W+ {n− 1}, I >
− < J− {n− 1} − {n}, W+ {n}, W+ {n}, I > and
rℓYn(< J, W, W, I >) = (−1)|I|+1(< J− {n} − {n− 1}, Wc + {n}, Wc + {n}, I >
+ < J− {n− 1} − {n}, Wc + {n− 1}, Wc + {n− 1}, I >).
The right hand of the above is equal to Ynrℓ(< J, W, W, I >).
So we have the equality. The proof is almost same for the case
n− 1, n ∈ I.
Case 2. n− 1 ∈ J and n ∈ I.
In this case both sides are zero and the equality holds.
Case 3. n− 1 ∈ J and n ∈ W.
Yn(< J, W, W, I >) = − < J− {n− 1}, W− {n}+ {n− 1}, W− {n}+ {n− 1}, I+ {n} >
and rℓYn(< J, W, W, I >) = (−1)|I|(< J− {n− 1}, Wc, Wc, I+ {n} > .
The right hand of the above is equal to Ynrℓ(< J, W, W, I >).
Case 4. n− 1 ∈ J and n /∈ I, W.
Yn(< J, W, W, I >) =< J− {n− 1}, W, W, I+ {n} > and rℓYn(< J, W, W, I >
) = (−1)|I|+1(< J− {n− 1}, Wc − {n}+ {n− 1}, Wc − {n}+ {n− 1}, I+ {n} >
.
Since n ∈ Wc, the right hand of the above is equal to Ynrℓ(< J, W, W, I >
).
The rest of the proof follows from similar direct verifications and we
omit it. 
From the above, we can define the explicit base elements of the irre-
ducible constituents e+n and e
−
n of
∧n V under the action of Spin(2n).
The spaces e+n and e
−
n are given respectively by the ±1 eigenspaces
of the Spin(2n)-equivariant involution rn on
∧n V defined in Lemma
3.13.
Definition 3.14. For an exterior product < J, W, W, I > of degree n,
we denote the basis elements of e±n respectively by
< J, W, W, I >
(±)
=
1√
2
(
< J, W, W, I > ±(−1)|I| < J, Wc, Wc, I >) ,
if the right-hand sides are non-zero.
In the case of |I| + |J| = n, we have < J, I >(+) = √2 < J, I >,
< J, I >
(−)
= 0 if |I| ≡ 0 mod 2 and < J, I >(−) = √2 < J, I >,
< J, I >
(+)
= 0 if |I| ≡ 1 mod 2.
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Hence we have
< J, W, W, I >=
1√
2
(
< J, W, W, I >
(+)
+< J, W, W, I >
(−)
)
.
We introduce some other duality maps.
For Spin(2n+1), since ∆ is self-dual, the isomorphism ι∆ : ∆ −→ ∆∗
is given by ι∆([I]) = (−1)(n+1)|I|−
∑
I[Ic]∗. Here Ic is the complement
of I in {1, 2, . . . , n} i.e., I ⊔ Ic = {1, 2, . . . , n} and ∑ I = ∑i∈I i and
|I| denotes the number of the elements in I.
Then we can check easily ι∆ dφ+ = dφ
∗
+ ι∆.
Also for Spin(2n), if n is even positive integer, ∆± is self-dual and
the isomorphism ι∆ : ∆
± −→ (∆±)∗ is given by ι∆([I]) = (−1)
∑
I[Ic]∗.
If n is odd positive integer, then (∆±)∗ ∼= ∆∓ and the isomorphism
ι∆ : ∆
± −→ (∆∓)∗ is given by ι∆([I]) = ±(−1)
∑
I[Ic]∗.
Then we can check easily ι∆ dφ = dφ
∗ ι∆.
Also we define an involutive linear automorphism ι′ on ∆
⊗
∆∗ as
follows.
Definition 3.15. For any disjoint subsets I, J in [1, n], ι′ is defined
by
ι′([I]⊗ [J]∗) = [J]⊗ [I]∗.
Then for so(N), it is easily checked that ι′Xk = −Ykι′, ι′Yk = −Xkι′
and ι′hk = −hkι′ on ∆
⊗
∆∗.
IfN = 2n, ι′ is the linear map satisfying ι′(∆ǫ1
⊗
(∆ǫ2)∗) = ∆ǫ2
⊗
(∆ǫ1)∗,
where ǫ1, ǫ2 ∈ {±1}.
4. The equivariant embeddings of
∧k V to ∆⊗∆∗
In this section we give the key theorems, which bridge the gap be-
tween the spin representations and the tensor calculus.
Theorem 4.1. For any k (1 ≦ k ≦ 2n+1), there exists an so(2n+1)-
equivariant embedding φk from
∧k V to ∆⊗∆∗ defined as follows.
(4.1.1) φk(< J, W, W, I >) =
∑
[1,n]−J−I⊇K
(−1)|W−W∩K|
2(n−|J|−|I|)/2
[I, K]⊗ [J, K]∗
(4.1.2) φk(< J, W, 0
′, W, I >) =
∑
[1,n]−J−I⊇K
(−1)|K−K∩W|
2(n−|J|−|I|)/2
[I, K]⊗ [J, K]∗
Moreover the above φk is an isometric embedding with respect to the
invariant hermitian inner products.
We give proof of the above theorem in the last of this section.
Remark 4.2. Here ∆ stands for ∆+ or ∆− and in the tensor parts cor-
responding to ∆−, as for the bracket notation, we obey the convention
of Remark 3.9.
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If we compare the actions of the center z (see Remark 3.9.) on both
sides, as Pin(2n+ 1) modules, we have
(4.1) ∆±
⊗
∆± ∼=
n⊕
i=0
(
2i∧
V )
and
(4.2) ∆±
⊗
∆∓ ∼=
n⊕
i=0
(
2i+1∧
V )
and the above φk’s give Pin(2n+ 1)-equivariant embeddings.
So for the group Pin(2n+ 1), we have the following theorem.
Theorem 4.3. For any k (1 ≦ k ≦ 2n+1), there exists a Pin(2n+1)-
equivariant isometric embedding φk from
∧k V to ∆ǫ1⊗∆∗ǫ2 defined by
(4.1.1) and (4.1.2) in Theorem 4.1. Here ǫ1, ǫ2 ∈ {±1} and (−1)k =
ǫ1ǫ2.
We move to the case N = 2n.
For ǫ1, ǫ2 ∈ {±1}, by φǫ1ǫ2ℓ , we denote an so(2n)-equivariant embed-
ding from
∧ℓ V to ∆ǫ1⊗(∆ǫ2)∗. For example, φǫ1ǫ2ℓ = φ+−ℓ if ǫ1 = 1
and ǫ2 = −1 and so on.
Theorem 4.4. If n is even, we have (∆+)∗ ∼= ∆+ and (∆−)∗ ∼= ∆−
and only the embeddings φǫ1ǫ2ℓ for any ℓ (1 ≦ ℓ ≦ 2n) satisfying the
condition ǫ1 = (−1)n−ℓǫ2 occur.
If n is odd, we have (∆+)∗ ∼= ∆− and (∆−)∗ ∼= ∆+ and only the
embeddings φǫ1ǫ2ℓ for any ℓ (1 ≦ ℓ ≦ 2n) satisfying the condition ǫ1 =
−(−1)n−ℓǫ2 occur.
For ℓ 6= n, φǫ1ǫ2ℓ is given by
(4.4.1) φǫ1ǫ2ℓ (< J, W, W, I >) =
∑
[1,n]−J−I⊇K
(−1)i+k=ǫ1
(−1)j+k=ǫ2
(−1)|W−W∩K|
2(n−|J|−|I|−1)/2
[I, K]⊗ [J, K]∗.
Here by small letters, we denote the number of the elements in the
set indexed by their capital letters.
For e+n and e
−
n , φ
ǫ1ǫ2
n is given by
(4.4.2)
φǫ1ǫ2n (< J, W, W, I >
(ǫ1)) =
∑
[1,n]−J−I⊇K
(−1)i+k=ǫ1
(−1)j+k=ǫ2
(−1)|W−W∩K|
2(n−|J|−|I|−1)/2
[I, K]⊗ [J, K]∗.
Moreover each of the above φǫ1ǫ2ℓ ’s is an isometric embedding with
respect to the invariant hermitian inner products.
We give proofs of the above theorems for Spin(2n+1) and Spin(2n)
in the last of this section simultaneously.
24 KAZUHIKO KOIKE
Remark 4.5. For e+n and e
−
n , we note that only the above case occurs
from (2.2.1) and (2.2.2).
The last statements in Theorem 4.1 and Theorem 4.4 follow easily
from the following fact.
Since φk and φ
ǫ1ǫ2
k become the so(N,C)-equivariant map, then of
course it becomes so(N,C)cpt equivariant map.∧k V and e+n and e−n are irreducible under the action of so(N,C)cpt.
Hence the invariant hermitian products only differ in a scalar multiple.
If we take the highest weight vector of
∧k V and compare its value of
the hermitian inner product with that of its image, the last statements
follow easily.
Before we prove the theorem for Pin(2n), we state several properties,
which follow from the theorems easily.
For Spin(2n + 1), from Theorem 4.1, we have the isomorphism⊕n
i=0
∧2i V ∼= ∆⊗∆∗.
So we give the inverse of the above isomorphism.
Let us compare the same weight spaces in both sides. For simplicity,
we omit φk since the degrees of the exterior products tell us which
φk we are considering in the argument. Let I = {i1, i2, . . . , ir} and
J = {j1, j2, . . . , js} be disjoint subsets of [1, n].
Let eJ − eI denote the weight eJ − eI = ej1 + ej2 + . . .+ ejs − ei1 −
ei2 − . . . − eir . Then a base of the weight space of weight eJ − eI in⊕n
i=0
∧2i V is given by {< J, W, W, I >} if |J| + |I| ≡ 0 (mod 2) and
{< J, W, 0′, W, I >} if |J| + |I| ≡ 1 (mod 2). Here W runs over all the
subsets in [1, n]− J− I.
Also a base of the weight space of weight eJ− eI in ∆
⊗
∆∗ is given
by {[I, K]⊗ [J, K]∗}, where K runs over all the subsets in [1, n]− J− I.
Since both bases are hermitian orthonormal bases of
⊕n
i=0
∧2i V and
∆
⊗
∆∗ respectively, the transformation matrices
1
2(n−|J|−|I|)/2
((−1)|W−W∩K|)W,K
are unitary matrices. Moreover all the components in the above are
real, so the transformation matrices are orthogonal matrices over R,
hence HJ,I,n = ((−1)|W−W∩K|)W,K (W and K run over all the subsets in
[1, n] − J − I.) are Hadamard matrices of size 2|[1,n]−J−I|. These
Hadamard matrices are equivalent to the tensor products of the stan-
dard Hadamard matrix of size 2.
So the inverse matrices of these matrices are given by transposing
the original matrices.
Therefore if |J|+ |I| ≡ 0 (mod 2), we have
[I, K]⊗ [J, K]∗ =
∑
[1,n]−J−I⊇W
(−1)|W−W∩K|
2(n−|J|−|I|)/2
< J, W, W, I >
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and if |J|+ |I| ≡ 1 (mod 2), we have
[I, K]⊗ [J, K]∗ =
∑
[1,n]−J−I⊇W
(−1)|K−K∩W|
2(n−|J|−|I|)/2
< J, W, 0′, W, I > .
Similarly for Spin(2n), from Theorem 4.4, we have the isomorphism
eǫ1n
⊕
en−2
⊕ · · ·⊕ e0 ∼= ∆ǫ1⊗(∆ǫ2)∗, here ǫ1, ǫ2 ∈ {±1} and ǫ2 =
(−1)nǫ1.
We give the inverse of the above isomorphism.
As before, if we compare the same weight spaces in both sides, we
obtain the inverse as follows. We also omit φǫ1ǫ2k since the degrees of
the exterior products and the parities of the indices in the brackets tell
us which φǫ1ǫ2k we are considering in the argument.
For the irreducible decomposition ∆ǫ1
⊗
(∆ǫ2)∗ with ǫ2 = (−1)nǫ1,
in the case of (−1)k+i = ǫ1 and (−1)k+j = ǫ2, we have
[I, K]⊗ [J, K]∗ =
∑
[1,n]−J−I⊇W
i+j+2w≦n−2
(−1)|W−W∩K|
2(n−|J|−|I|−1)/2
< J, W, W, I >
+
∑
[1,n]−J−I⊇W
i+j+2w=n
(−1)|W−W∩K|
2(n−|J|−|I|+1)/2
< J, W, W, I >
(ǫ1).
We note that in the second sum, if n−i−j > 0, (−1)|W−W∩K|< J, W, W, I >(ǫ1)
= (−1)|Wc−Wc∩K|< J, Wc, Wc, I >(ǫ1) and we count it twice.
For the irreducible decomposition ∆ǫ1
⊗
(∆ǫ2)∗ with ǫ2 = −(−1)nǫ1,
in the case of (−1)k+i = ǫ1 and (−1)k+j = ǫ2, we have
[I, K]⊗ [J, K]∗ =
∑
[1,n]−J−I⊇W
i+j+2w≦n−1
(−1)|W−W∩K|
2(n−|J|−|I|−1)/2
< J, W, W, I > .
The matrix
(
(−1)|W−W∩K|)
K,W
is an Hadamard matrix of size 2n−|J|−|I|−1,
where W and K run over the subsets in [1, n] − J − I satisfying |W| ≦
(n−1− i− j)/2 and (−1)|K|+i = ǫ1. These Hadamard matrices are also
equivalent to the former ones. 1
Using the above theorem, we obtain the following Pin(2n) (O(2n))
equivariant isometric embeddings.
Theorem 4.6. As Pin(2n) (O(2n)) modules, for any even ℓ (1 ≦ ℓ ≦
2n), there exists an equivariant isometric embedding φℓ :
∧ℓ V −→
∆
⊗
∆∗ given by
φℓ(< J, W, W, I >) =
∑
[1,n]−J−I⊇K
(−1)|W−W∩K|
2(n−|J|−|I|)/2
[I, K]⊗ [J, K]∗
1We thank Prof. E. Bannai for this comment.
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and for any odd ℓ (1 ≦ ℓ ≦ 2n), there exists an equivariant isometric
embedding φℓ :
∧ℓ V −→ ∆⊗∆∗ given by
φℓ(< J, W, W, I >) =
∑
[1,n]−J−I⊇K
(−1)|W−W∩K|+|I|+|K|
2(n−|J|−|I|)/2
[I, K]⊗ [J, K]∗.
Remark 4.7. This theorem is crucial for us to consider the invariant
theory for the group Pin(2n) (O(2n)). The above φℓ is defined as the
sum
1√
2
(
φ++ℓ + φ
−−
ℓ
)
for even ℓ( 6= n) and 1√
2
(
φ+−ℓ − φ−+ℓ
)
for odd
ℓ( 6= n) and φn = φ++n
⊕
φ−−n for even n and φn = φ
+−
n
⊕−φ−+n for
odd n.
Proof. From the above remark, φℓ is SO(2n)-equivariant. So in order to
prove the theorem, it is enough to check that φℓ is (un−un)-equivariant.
We note that the action of (un−un) on V is given by the transposition
of un and un.
We first prove the case for even ℓ( 6= n).
Case 1. n /∈ I, J, W.
Then we have (un − un) < J, W, W, I >=< J, W, W, I > and calculate
(un − un)φℓ(< J, W, W, I >). We take cases for n ∈ K and n /∈ K in the
the expansion of φℓ(< J, W, W, I >) in Theorem 4.6.
Case 1-1. n ∈ K.
We put K1 = K−{n}. From the Lemma 3.6, the action of (un−un) is
given as follows. (We note that in that lemma, the action is described
only for the base elements with the increasing indices in the brackets.)
(un − un)[I, K]⊗ [J, K]∗
= ǫ
(
I, K
I+ K1, {n}
)
ǫ
(
J, K
J+ K1, {n}
)
(−1)|I|+|K1|+|J|+|K1|[I + K1]⊗ [J + K1]∗
= (−1)|I|+|J|[I, K1]⊗ [J, K1]∗.
Here I+ K1 denotes the union of the set I and K1 and we have the
convention that the indices in the set I + K1 are arranged in the in-
creasing order. ǫ
(
I, K
I + K1, {n}
)
denotes the sign of the permutation
obtained by arranging I, K into I+ K1, {n} in this order.
Case 1-2. n /∈ K.
We put K1 = K. The action of (un − un) is given by
(un − un)[I, K]⊗ [J, K]∗
= ǫ
(
I, K1
I+ K1
)
ǫ
(
J, K1
J+ K1
)
(−1)|I|+|K1|−1+|J|+|K1|−1[I+ K1, n]⊗ [J+ K1, n]∗
= (−1)|I|+|J|[I, K1 + {n}]⊗ [J, K1 + {n}]∗.
Since |I|+ |J|+ 2|W| = ℓ, we have (−1)|I|+|J| = 1.
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So in this case, the equality holds.
Case 2. n ∈ I.
Then n /∈ W, J, K and (un−un) < J, W, W, I >=< J+ {n}, W, W, I− {n} >.
The image of φℓ is
φℓ(< J + {n}, W, W, I− {n} >) =
∑
[1,n]−J−I⊇K
(−1)|W−W∩K|
2(n−|J|−|I|)/2
[I− {n}, K]⊗[J + {n}, K]∗.
We calculate (un − un)φℓ(< J, W, W, I >). Then we have
(un − un)[I, K]⊗ [J, K]∗
= ǫ
(
I, K
I− {n}+ K, {n}
)
ǫ
(
J, K
J + K
)
(−1)|I|−1+|K|+|J|+|K|+1[I− {n}+ K]⊗ [J+ K, n]∗
= (−1)|I|+|J|[I− {n}, K]⊗ [J + {n}, K]∗.
Here I− {n}+ K denotes the set obtained by the set theoretical dif-
ference and sum and we consider the indices in it are arranged in the
increasing order.
So we have the equality.
The proof for the case n ∈ J is almost the same and we omit it.
Case 3. n ∈ W.
Then n /∈ I, J, K and (un − un) < J, W, W, I >= − < J, W, W, I >.
The image of φℓ of this element is−
∑
[n]−J−I⊇K((−1)|W−W∩K|/2(n−|J|−|I|)/2)[I, K]⊗
[J, K]∗.
We calculate (un − un)φℓ(< J, W, W, I >). We take cases for n ∈ K
and n /∈ K.
Case 3.1 n ∈ K.
We put K1 = K−{n} and the image of the sum over such K’s is given
by
∑
[n]−J−I−{n}⊇K1
((−1)|W−W∩K1|−1/2(n−|J|−|I|)/2)[I, K1]⊗ [J, K1]∗.
Case 3.2 n /∈ K.
We put K1 = K and the image of the sum over such K’s is given by∑
[n]−J−I−{n}⊇K1
((−1)|W−W∩K1|/2(n−|J|−|I|)/2)[I, K1 + {n}]⊗ [J, K1 + {n}]∗.
If we note |W− W∩ K1| ≡ |W− W∩ (K1 + {n})|+1 mod 2, we have the
equality.
Next we prove the case for odd ℓ( 6= n).
Case 1. n /∈ I, J, W.
Then (un − un) < J, W, W, I >=< J, W, W, I >.
We calculate (un − un)φℓ(< J, W, W, I >).
Case 1.1 n ∈ K.
We put K1 = K− {n}, the action of (un − un) is given by
(un− un)[I, K]⊗ [J, K]∗ = (−1)|I|+|J|[I, K1]⊗ [J, K1]∗ = −[I, K1]⊗ [J, K1]∗,
Since |I|+ |J|+ 2|W| = ℓ, we have (−1)|I|+|J| = −1.
Case 1.2 n /∈ K.
We put K1 = K, the action of (un − un) is given by
(un − un)[I, K]⊗ [J, K]∗ = −[I, K1 + {n}]⊗ [J, K1 + {n}]∗.
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In both cases the signatures are −1 and the parities of the numbers
of the elements in K change. Since the signatures in the definition of
φℓ are given by (−1)|W−W∩K|+|I|+|K| in this case, we have the equality.
Case 2. n ∈ I.
Then n /∈ W, J, K and (un−un) < J, W, W, I >=< J+ {n}, W, W, I− {n} >.
The image of φℓ is
φℓ(< J + {n}, W, W, I− {n} >) =
∑
[n]−J−I⊇K
(−1)|W−W∩K|+|I|+|K|
2(n−|J|−|I|)/2
[I− {n}, K]⊗[J + {n}, K]∗.
We calculate (un − un)φℓ(< J, W, W, I >).We have
(un−un)[I, K]⊗[J, K]∗ = (−1)|I|+|J|[I− {n}, K]⊗[J + {n}, K]∗ = −[I− {n}, K]⊗[J + {n}, K]∗.
In this case the parity of I changes and we have the equality.
The proof for the case n ∈ J is almost the same and we omit it.
Case 3. n ∈ W.
Then n /∈ I, J, K and (un − un) < J, W, W, I >= − < J, W, W, I >.
The image of φℓ of this element is−
∑
[n]−J−I⊇K((−1)|W−W∩K|+|I|+|K|/2(n−|J|−|I|)/2)[I, K]⊗
[J, K]∗.
We calculate (un − un)φℓ(< J, W, W, I >). We take cases for n ∈ K
and n /∈ K.
Case 3.1 n ∈ K.
We put K1 = K−{n} and the image of the sum over such K’s is given
by
∑
[n]−J−I−{n}⊇K1
((−1)|W−W∩K1|+|I|+|K1|+1/2(n−|J|−|I|)/2)[I, K1]⊗ [J, K1]∗.
Case 3.2 n /∈ K.
We put K1 = K and the image of the sum over such K’s is given by∑
[n]−J−I−{n}⊇K1
((−1)|W−W∩K1|+|I|+|K1|+1/2(n−|J|−|I|)/2)[I, K1 + {n}]⊗[J, K1 + {n}]∗.
If we note |W−W∩K1|+|I|+|K1| ≡ |W−W∩(K1 + {n})|+|I|+|(K1+{n})|
mod 2, we have the equality.
In the case of ℓ = n, only the difference from the other is a scalar
multiple
1√
2
and the above proof goes well in this case.
The verifications for the other cases are almost similar and we omit
it.

Remark 4.8. As before, if we compare the same weight spaces in both
sides of the above, we obtain the inverse as follows.
If |J|+ |I| ≡ 0 (mod 2), we have
[I, K]⊗ [J, K]∗ =
∑
[1,n]−J−I⊇W
(−1)|W−W∩K|
2(n−|J|−|I|)/2
< J, W, W, I >
and if |J|+ |I| ≡ 1 (mod 2), we have
[I, K]⊗ [J, K]∗ =
∑
[1,n]−J−I⊇W
(−1)|K−K∩W|+|I|+|K|
2(n−|J|−|I|)/2
< J, W, W, I > .
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As for the composition of rℓ in Lemma 3.13 and φℓ, φ
ǫ1ǫ2
ℓ , we have
the following.
Lemma 4.9. For so(2n+1), as a homomorphism from
∧ℓ V to ∆⊗∆∗,
it holds that φ2n+1−ℓ ◦ rℓ = φℓ.
For so(2n), as a homomorphism from
∧ℓ V to ∆ǫ1⊗(∆ǫ2)∗, it holds
that
φǫ1ǫ22n−ℓ ◦ rℓ = ǫ2(−1)nφǫ1ǫ2ℓ .
Proof. The verification is straightforward. So we omit the proof.

Remark 4.10. If we admit Theorem 4.1 and Theorem 4.4, from this
lemma, we obtain the result in Lemma 3.13, which says that that rℓ is
an so(N)-equivariant isomorphism. For, φℓ and φN−ℓ are equivariant
embedding to the same irreducible component in ∆
⊗
(∆)∗ respectively.
This rℓ comes from the determinant of SO(N).
Finally we give the proofs of Theorem 4.1 and 4.4 simultaneously.
Proof. Since
∧ℓ V (ℓ 6= n for so(2n)), e+n and e−n are irreducible, in
order to prove the theorem, it is enough to show that φℓ and φ
ǫ1ǫ2
ℓ are
non-zero equivariant homomorphisms.
First we check the images of the highest weight vectors under the
map φℓ and φ
ǫ1ǫ2
ℓ are non-zero.
For abbreviation (and to avoid some confusion), we use the following
notation hereafter.
For 1 ≦ k ≦ r ≦ n, by [k, r], we denote the set {k, k + 1, . . . , r} and
by [r, k], we denote the set {r, r − 1, . . . , k}.
For so(2n + 1), the image of the highest weight for ℓ ≦ n is φℓ(<
[1, ℓ] >) =
∑
[ℓ+1,n]⊇K 2
(n−ℓ)/2[K]⊗ [J, K]∗ 6= 0 and for ℓ ≧ n, the image of
the highest weight is φℓ(< [1, n], 0
′, [n, ℓ+ 1] >) =
∑
[ℓ+1,n]⊇K 2
(n−ℓ)/2[K]⊗
[J, K]∗ 6= 0 , since W = [ℓ + 1, n].
For so(2n), the image of the highest weight for ℓ < n is
φǫ1ǫ2ℓ (< [1, ℓ] >) =
∑
[ℓ+1,n]⊇K
2(n−ℓ−1)/2[K]⊗ [[1, ℓ], K]∗ 6= 0
and if ℓ > n, the image of the highest weight is
φǫ1ǫ2ℓ (< [1, n], [n, ℓ+ 1] >) =
∑
[ℓ+1,n]⊇K
2(n−ℓ−1)/2(−1)n−ℓ−|K|[K]⊗[[1, ℓ], K]∗ 6= 0,
since W = [ℓ + 1, n]. For ℓ = n, if we put ǫ = (−1)n, we have
φ+ǫn (< [1, n] >) = [∅]⊗ [[1, n]]∗ 6= 0
φ−ǫn (< [1, n− 1], n >) = [n]⊗ [[1, n− 1]]∗ 6= 0.
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For so(2n) and ℓ = n, if we define the linear homomorphism φevenn =
φ++n
⊕
φ−−n for even ℓ = n and φ
even
n = φ
+−
n
⊕
φ−+n for odd ℓ = n, then
φevenn is of the form
φevenn (< J, W, W, I >) =
∑
[1,n]−J−I⊇K
(−1)|W−W∩K|
2(n−|J|−|I|)/2
[I, K]⊗ [J, K]∗.
If the above φevenn is so(2n)-equivariant isomorphism, then φ
ǫ1ǫ2
n are
so(2n)-equivariant isomorphism. We note that the above φevenn is of the
same form to (4.1.1).
For so(N), from the definitions (3.12) and (3.15), we can check easily
φℓι
′ = ι′φℓ and φ
ǫ1ǫ2
ℓ ι
′ = ι′φǫ2ǫ1ℓ .
Therefore to prove the theorem, it is enough to show Xiφℓ = φℓXi
and Xiφ
ǫ1ǫ2
ℓ = φ
ǫ1ǫ2
ℓ Xi for any i ∈ {1, 2, . . . , n}, since Xi = −ι′Yiι′ in
both spaces
∧ℓ V and ∆⊗∆∗. Since Xi’s and Yi’s generate the Lie
algebra so(N), we have the theorems.
We note that the definitions of φℓ, φ
ǫ1ǫ2
ℓ and φ
even
n for the elements
< J, W, W, I > are the same up to the scalar and the action of Xi and Yi
for i = 1, 2, . . . , n− 1 are also same for the exterior products of V and
∆ and ∆∗. So if we show Xpφℓ(< J, W, W, I >) = φℓXp(< J, W, W, I >)
(1 ≦ p ≦ n− 1) for so(2n+ 1), the proof holds for the rest.
The proof goes by case-by-case verifications.
Proof of Xpφℓ(< J, W, W, I >) = φℓXp(< J, W, W, I >) for 1 ≦ p < n
Case 1. p+ 1 ∈ J and p ∈ W.
Then p, p+ 1 /∈ I and p /∈ J and p+ 1 /∈ W. We calculate φℓXp.
Since Xp < J, W, W, I > = − < J, W, W− {p}+ {p+ 1}, I > = <
J− {p+ 1}+ {p}, W− {p}+ {p+ 1}, W− {p}+ {p+ 1}, I >, we have
φℓ(Xp < J, W, W, I >)
=
∑
[1,n]−(J−{p+1}+{p})−I⊇K
(−1)|(W−{p}+{p+1})−K∩(W−{p}+{p+1})|
2(n−|J|−|I|)/2
[I, K]⊗ [J− {p+ 1}+ {p}, K]∗.
We take two cases for p+1 ∈ K and p+1 /∈ K. (We note that p /∈ K.)
Case 1-1. p+ 1 ∈ K.
We put K1 = K − {p + 1}. Then if we note that the indices in the
bracket have alternating property, we have [I, K]⊗[J− {p+ 1}+ {p}, K]∗ =
−[I, K1 + {p + 1}]⊗[J, K1 + {p}]∗. So the coefficient of [I, K1 + {p+ 1}]⊗
[J, K1 + {p}]∗ is (−1)|W−K1∩W|/2(n−|J|−|I|)/2.
Case 1-2. p+ 1 /∈ K.
We put K1 = K. The coefficient of [I, K1]⊗ [J− {p+ 1}+ {p}, K1]∗ is
(−1)|W−K1∩W|/2(n−|J|−|I|)/2.
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Next we calculate Xpφℓ.
Xpφℓ(< J, W, W, I >) =
∑
[1,n]−J−I⊇K
(−1)|W−W∩K|
2(n−|J|−|I|)/2
Xp([I, K]⊗ [J, K]∗).
We take two cases for p ∈ K and p /∈ K. (We note that p+1 /∈ K since
p+ 1 ∈ J.)
Case 1-1′. p ∈ K.
We put K1 = K− {p}. Then Xp([I, K]⊗ [J, K]∗) = Xp([I, K1 + {p}]⊗
[J, K1 + {p}]∗) = −[I, K1 + {p+ 1}] ⊗ [J, K1 + {p}]∗. The coefficient of
the base element [I, K1 + {p+ 1}]⊗[J, K1 + {p}]∗ is (−1)|W−W∩K1|/2(n−|J|−|I|)/2.
Case 1-2′. p /∈ K.
We put K1 = K. ThenXp([I, K]⊗[J, K]∗) = Xp([I, K1]⊗[J1 + {p+ 1}, K1]∗) =
[I, K1]⊗ [J1 + {p}, K1]∗. Here we put J1 = J− {p+ 1}.
The coefficient of [I, K1]⊗ [J1 + {p}, K1]∗ is (−1)|W−W∩K1|/2(n−|J|−|I|)/2.
So comparing the corresponding cases, we obtain Xpφℓ = φℓXp for
this base element.
Case 2. p+ 1 ∈ J and p ∈ I.
In this case, p, p+1 /∈ W and we put J1 = J−{p+1} and I1 = I−{p}.
ThenXp < J1 + {p+ 1}, W, W, I1 + {p} >=< J1 + {p}, W, W, I1 + {p} >
− < J1 + {p+ 1}, W, W, I1 + {p + 1} > and< J1 + {p}, W, W, I1 + {p} >=
ǫ < J1, W+ {p}, W+ {p}, I1 > and< J1 + {p+ 1}, W, W, I1 + {p+ 1} >=
ǫ < J1, W+ {p + 1}, W+ {p+ 1}, I1 >.
Here we put ǫ = (−1)#{j∈J1:j>p}+#{i∈I1:i>p} = (−1)#{j∈J1:j>p+1}+#{i∈I1:i>p+1}.
Then we have
φℓ(Xp < J, W, W, I >) =ǫ
∑
[1,n]−J1−I1⊇K
(−1)|(W+{p})−K∩(W+{p})|
2(n−|J1|−|I1|)/2
[I1, K]⊗ [J1, K]∗
− ǫ
∑
[1,n]−J1−I1⊇K
(−1)|(W+{p+1})−K∩(W+{p+1})|
2(n−|J1|−|I1|)/2
[I1, K]⊗ [J1, K]∗).
We have four cases here, but if p, p+1 ∈ K, or if p, p+1 /∈ K, the two
terms in the right-hand side are canceled out. So we take two cases for
p ∈ K, p+ 1 /∈ K and p /∈ K, p+ 1 ∈ K.
Case 2-1. p ∈ K, p+ 1 /∈ K.
We put K1 = K − {p}. Then the base element of the first term in
the right-hand side is [I1, K1 + {p}]⊗ [J1, K1 + {p}]∗ = ǫ[I1 + {p}, K1]⊗
[J1 + {p}, K1]∗ and the coefficient of [I1 + {p}, K1] ⊗ [J1 + {p}, K1]∗ is
(−1)|W−K1∩W|/2(n−|J1|−|I1|)/2.
Also the base element of the second term in the right-hand side is
[I1 + {p}, K1]⊗[J1 + {p}, K1]∗ and its coefficient is (−1)|W−K1∩W|/2(n−|J1|−|I1|)/2.
So the coefficient are the same and the total coefficient of [I1 + {p}, K1]⊗
[J1 + {p}, K1]∗ in this case is given by (−1)|W−K1∩W|/2(n−2−|J1|−|I1|)/2 =
(−1)|W−K1∩W|/2(n−|J|−|I|)/2.
Case 2-2. p /∈ K, p+ 1 ∈ K.
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We put K1 = K−{p+1}. By a similar calculation as above, the total
coefficient of [I1 + {p+ 1}, K1]⊗ [J1 + {p+ 1}, K1]∗ in this case is given
by (−1)1+|W−K1∩W|/2(n−|J|−|I|)/2.
Next we calculate Xpφℓ. We have
Xpφℓ(< J, W, W, I >) =
∑
[1,n]−J−I⊇K
(−1)|W−W∩K|
2(n−|J|−|I|)/2
×
(−[I1 + {p + 1}, K]⊗ [J1 + {p + 1}, K]∗ + [I1 + {p}, K]⊗ [J1 + {p}, K]∗).
Since p, p + 1 /∈ K, we put K = K1 and compare the coefficients in
Case 2-1 and Case 2-2, we obtain Xpφℓ = φℓXp for this base element
< J, W, W, I >.
Case 3. p+ 1 ∈ W and p /∈ I, J, W.
Then p+ 1 /∈ I and p + 1 /∈ J and we put W1 = W− {p+ 1}.
Since Xp < J, W, W, I >= ǫ < J+ {p}, W1, W1, I+ {p + 1} >, we have
φℓ(Xp < J, W, W, I >)
= ǫ
∑
[1,n]−(J+{p})−(I+{p+1})⊇K
(−1)|W1−W1∩K|
2(n−|J|−|I|−2)/2
[I + {p+ 1}, K]⊗ [J+ {p}, K]∗
= 2
∑
[1,n]−(J+{p})−(I+{p+1})⊇K
(−1)|W1−W1∩K|
2(n−|J|−|I|)/2
[I, K+ {p + 1}]⊗ [J, K+ {p}]∗.
Here we put ǫ = (−1)#{j∈J:j>p}+#{i∈I:i>p+1}.
We calculate Xpφℓ. Since W = W1 + {p+ 1}, we have
φℓ(< J, W, W, I >) =
∑
[1,n]−J−I⊇K
(−1)|(W1+{p+1})−(W1+{p+1})∩K|
2(n−|J|−|I|)/2
[I, K]⊗ [J, K]∗.
If p, p + 1 ∈ K or if p, p+ 1 /∈ K, then the action of Xp on the above
element reduces to 0. So we have two cases for p ∈ K, p + 1 /∈ K and
p /∈ K, p+ 1 ∈ K.
Case 3-1. p ∈ K, p+ 1 /∈ K.
We put K1 = K− {p}. Then we have
Xpφℓ(< J, W, W, I >)
=
∑
[1,n]−J−I⊇K
(−1)|(W1+{p+1})−(W1+{p+1})∩(K1+{p})|
2(n−|J|−|I|)/2
Xp([I, K1 + {p}]⊗ [J, K1 + {p}]∗)
=
∑
[1,n]−J−I⊇K
(−1)|W1−W1∩K1|
2(n−|J|−|I|)/2
[I, K1 + {p+ 1}]⊗ [J, K1 + {p}]∗.
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Case 3-2. p /∈ K, p+ 1 ∈ K.
We put K1 = K− {p+ 1}.
Xpφℓ(< J, W, W, I >) =
∑
[1,n]−J−I⊇K
(−1)|W1−W1∩K1|
2(n−|J|−|I|)/2
[I, K1 + {p+ 1}]⊗[J, K1 + {p}]∗.
So by adding the Case 3-1 and Case 3-2, we have Xpφℓ = φℓXp for
the base element < J, W, W, I >.
For so(2n+1), we must show that Xpφℓ = φℓXp (p = 1, 2, . . . , n−1)
for the base element < J, W, 0′, W, I >, but the proof is almost similar
as above, so we omit it.
Next, we show that Xnφℓ = φℓXn for so(2n+ 1).
Proof of Xnφℓ = φℓXn.
Case 1. n ∈ I.
We put I1 = I−{n}. ThenXn < J, W, W, I >= −
√
2 < J, W, W, 0′, I1 >
and we have
φℓ(Xn < J, W, W, I >) =
∑
[1,n]−J−I1⊇K
(−1)|K−K∩W|+|W|+1
2(n−|J|−|I|)/2
[I1, K]⊗ [J, K]∗
We take the cases for n ∈ K and n /∈ K.
Case 1-1. n ∈ K.
We put K1 = K−{n}. Then in the right-hand side, the base element
is [I1, K1, n]⊗[J, K1, n]∗ and its coefficient is (−1)|K1−K1∩W|+|W|/2(n−|J|−|I|)/2.
Case 1-2. n /∈ K.
We put K1 = K. Then in the right-hand side, the base element is
[I1, K1]⊗ [J, K1]∗ and its coefficient is (−1)|K1−K1∩W|+|W|+1/2(n−|J|−|I|)/2.
Next, we calculate Xnφℓ.
φℓ(< J, W, W, I >) =
∑
[1,n]−J−I⊇K
(−1)|W−W∩K|
2(n−|J|−|I|)/2
[I, K]⊗ [J, K]∗
and since n ∈ I, n /∈ J, K. If we write K = K1, we have
Xnφℓ(< J, W, W, I >)
=
∑
[1,n]−J−I⊇K1
(−1)|W−W∩K1|
2(n−|J|−|I|)/2
((−1)|K1|+1[I1, K1]⊗ [J, K1]∗ + [I, K1]⊗ [J, K1, n]∗).
Here we note that Xn[I, K1] = Xn[I1, n, K1] = (−1)|K1|Xn[I1, K1, n] =
(−1)|K1|+1[I1, K1].
So the coefficient of [I1, K1] ⊗ [J, K1]∗ is equal to (−1)
|W−W∩K1|+|K1|+1
2(n−|J|−|I|)/2
,which is equal to that of Case 1-2. Since [I, K1]⊗[J, K1, n]∗ = [I1, n, K1]⊗
[J, K1, n]
∗ = (−1)|K1|[I1, K1, n] ⊗ [J, K1, n]∗, the coefficient of [I1, K1, n] ⊗
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[J, K1, n]
∗ is given by
(−1)|W−W∩K1|+|K1|
2(n−|J|−|I|)/2
, which is equal to that of Case
1-1.So we have done the verification in this case.
Next we check the equation for the base element < J, W, 0′, W, I >.
(We are still in the Case 1 and assume I ∋ n.)
Since Xn < J, W, 0
′, W, I >=
√
2 < J, W, n, W, I >=
√
2(−1)|W| <
J, W+ {n}, W+ {n}, I1 >, we have
φℓ(Xn < J, W, 0
′, W, I >) =
√
2(−1)|W|
∑
[1,n]−J−I1⊇K
(−1)|W+{n}−(W+{n})∩K|
2(n−|J|−|I|+1)/2
[I1, K]⊗[J, K]∗.
We take the cases for n ∈ K and n /∈ K.
Case 1-3. n ∈ K.
We put K1 = K−{n}. Then in the right-hand side, the base element
is [I1, K1, n]⊗ [J, K1, n]∗ and its coefficient is (−1)|W−K1∩W|+|W|/2(n−|J|−|I|)/2.
Case 1-4. n /∈ K.
We put K1 = K. Then in the right-hand side, the base element is
[I1, K1]⊗ [J, K1]∗ and its coefficient is (−1)|W−K1∩W|+|W|+1/2(n−|J|−|I|)/2.
Next we calculate Xnφℓ. Since n ∈ I, n /∈ J, K, we write K = K1 and
we have
Xnφℓ(< J, W, 0
′, W, I >)
= Xn
∑
[1,n]−J−I⊇K
(−1)|K1−K1∩W|
2(n−|J|−|I|)/2
[I, K1]⊗ [J, K1]∗
=
∑
[1,n]−J−I⊇K1
(−1)|K1−K1∩W|
2(n−|J|−|I|)/2
((−1)|K1|+1[I1, K1]⊗ [J, K1]∗ + [I, K1]⊗ [J, K1, n]∗).
So the coefficient of [I1, K1]⊗[J, K1]∗ is equal to (−1)|K1−W∩K1|+|K1|+1/2(n−|J|−|I|)/2,
which is equal to that of Case 1-4.
As before, [I, K1]⊗[J, K1, n]∗ = [I1, n, K1]⊗[J, K1, n]∗ = (−1)|K1|[I1, K1, n]⊗
[J, K1, n]
∗, the coefficient of [I1, K1, n]⊗[J, K1, n]∗ is given by (−1)|K1−W∩K1|+|K1|/2(n−|J|−|I|)/2,
which is equal to that of Case 1-3.
Case 2. n ∈ W.
Then n /∈ I and n /∈ J and we put W1 = W− {n}.
We calculate φℓXn. Since Xn < J, W1 + {n}, {n}+ W, I >= −
√
2 <
J, W1 + {n}, 0′, W1, I >= (−1)|W|
√
2 < J + {n}, W1, 0′, W1, I >, we have
φℓ(Xn < J, W, W, I >) = 2
∑
[1,n]−J1−I⊇K
(−1)|K−K∩W1|+|W|
2(n−|J|−|I|)/2
[I, K]⊗ [J1, K]∗.
Here we put J1 = J + {n}. Since n ∈ J1, n /∈ K and we put K1 = K.
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Then in the right-hand side, the base element is [I, K1] ⊗ [J1, K1]∗ =
[I, K1] ⊗ [J+ {n}, K1]∗ = (−1)|K1|[I, K1] ⊗ [J, K1 + {n}]∗ and the coeffi-
cient of [I, K1] ⊗ [J, K1 + {n}]∗ is (−1)|K1−K1∩W1|+|W|+|K1|/2(n−2−|J|−|I|)/2 =
(−1)|W−K1∩W|/2(n−2−|J|−|I|)/2.
We calculate Xnφℓ. Since
φℓ(< J, W, W, I >) =
∑
[1,n]−J−I⊇K
(−1)|W−W∩K|
2(n−|J|−|I|)/2
[I, K]⊗ [J, K]∗
and n ∈ I, n /∈ J, we take two cases for n ∈ K and n /∈ K.
Case 2-1. n ∈ K.
We put K1 = K− {n} and we have
Xnφℓ(< J, W, W, I >) =
∑
[1,n]−J−I⊇K
(−1)|W−W∩K|
2(n−|J|−|I|)/2
(−[I1, K1]⊗[J, K1 + {n}]∗).
So the coefficient of the base element [I1, K1]⊗[J, K1 + {n}]∗ is−(−1)|W−W∩K|/2(n−|J|−|I|)/2 =
(−1)|W−W∩K1|/2(n−|J|−|I|)/2.
Case 2-2. n /∈ K.
We put K1 = K and we have
Xnφℓ(< J, W, W, I >) =
∑
[1,n]−J−I⊇K1
(−1)|W−W∩K1|
2(n−|J|−|I|)/2
([I1, K1]⊗ [J, K1 + {n}]∗).
So the coefficient of the base element [I1, K1]⊗[J, K1 + {n}]∗ is (−1)|W−W∩K1|/2(n−|J|−|I|)/2.
By adding the results of Case 2-1 and Case 2-2, we have φℓXn = Xnφℓ
in this case.
There are several remaining cases, in which we must show φℓXn =
Xnφℓ, but the proof is almost similar, so we omit it.
We must show that φǫ1ǫ2ℓ Xn = Xnφ
ǫ1ǫ2
ℓ and φ
even
n Xn = Xnφ
even
n , but
the proofs go in a similar way by (lengthy) case-by-case verifications
and so we omit it.

5. Invariant theory and the centralizer algebras
In this section we define a set of elements based on the invariant the-
ory in the centralizer algebraCPk = HomPin(N)(∆
⊗⊗k V,∆⊗⊗k V ).
They are parameterized by the generalized Brauer diagrams. In the
classical situation for the orthogonal group O(N), R. Brauer ([3]) con-
sidered the centralizer algebra HomO(N)(
⊗k V,⊗k V ) and he deter-
mined the special basis (parameterized by the Brauer diagrams) and
the multiplication rules of the basis elements by using the first and the
second fundamental theorem of the invariant theory of O(N).
Since we have already the explicit isomorphisms between the exterior
algebras
∧i V and the irreducible components of ∆⊗∆∗ as Pin(N)
(O(N)) modules in the previous section, we can follow the above way.
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More generally, we define the spaces of the equivariant homomor-
phisms.
Definition 5.1.
CPk
l
= HomPin(N)(∆
⊗ k⊗
V,∆
⊗ l⊗
V ).
and
CSk
l
= HomSpin(N)(∆
⊗ k⊗
V,∆
⊗ l⊗
V ).
We write CPk and CSk for CP
k
k
and CPk
k
respectively.
Remark 5.2. We note that for Pin(2n+1), ∆ stands for ∆±, so there
are four cases for CPk
l
. (But two of them are trivial. See Lemma 5.4.)
For Spin(2n), we can change ∆ into ∆± in the above and so there are
also four cases for CSk
l
.
We note that from the formulas (2.2.3), (2.2.4), for ǫ1, ǫ2 ∈ {±1},
the irreducible representation (1/2 + δ)ǫ1Spin(2n) of Spin(2n) occurs in
∆ǫ2
⊗⊗k V if and only if (−1)k−|δ| = ǫ1ǫ2.
So we have HomSpin(2n)(∆
ǫ1
⊗⊗k V,∆ǫ2⊗⊗l V ) = 0 if ǫ1ǫ2 6=
(−1)(k−l).
We interpret them as the elements of the invariant subspace of the
tensor spaces under the action of Pin(N).
From Theorem 4.3 and Theorem 4.6 and V ∼= V ∗, we have the
following lemma.
Lemma 5.3. For Pin(2n), we have
(5.3.1)
HomPin(2n)(∆
⊗ k⊗
V,∆
⊗ l⊗
V ) ∼=⊕2ni=0(( i∧V )⊗ k+l⊗ V )O(2n).
For Pin(2n+ 1), we have
(5.3.2)
HomPin(2n+1)(∆±
⊗ k⊗
V,∆±
⊗ l⊗
V ) ∼=
n⊕
i=0
((
2i∧
V )
⊗ k+l⊗
V )O(2n+1).
and
(5.3.3)
HomPin(2n+1)(∆±
⊗ k⊗
V,∆∓
⊗ l⊗
V ) ∼=⊕ni=0((2i+1∧ V )⊗ k+l⊗ V )O(2n+1).
Here the superscript O(N) denotes the subspace obtained by taking
the O(N)-invariants.
First let us recall the first main theorem and the second main the-
orem for the polynomial invariants under the action of the orthogonal
groups.
Let V = KN be a vector space over a field K of characteristic 0
and let P (
⊕k V ) be the polynomial ring over the vector space ⊕k V .
Let ( , ) be a non-degenerate symmetric bilinear form which defines
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the orthogonal group O(N). Then ‘The First Main Theorem’ (see [21]
p53 Theorem 2.9A, p64 Theorem 2.11A.) tells us that the polynomial
invariants P (
⊕k V )O(N) are generated by the scalar products (vi,vj)
(1 ≦ i, j ≦ k), where vi denotes the vector in the i-th direct summand
in
⊕k V . ‘The Second Main Theorem’ (see [21] p75 Theorem 2.17A
.) tells us that the relations of the polynomial invariants (vi,vj)’s in
P (
⊕k V )O(N) are generated by the determinants det((vis,vjt)) (0 ≦
s, t ≦ N) of size N + 1. We note that the minimum (total) degree of
the relations is 2N + 2.
We consider the invariant tensors (
∧r V ∗⊗s V ∗)O(N). This space is
included in the tensor space (
⊗r+s V ∗)O(N) and we regard this space as
the subspace of P (
⊕r+s V )O(N). The elements in this space are multi-
linear (i.e., degree 1) in each of the tensor components and alternating
concerning the first r components. Since the invariants are generated
by the scalar products of degree 2, the multi-linear property tells us
that (
⊗r+s V ∗)O(N) = 0 if r + s ≡ 1 mod 2.
So we have the following.
Lemma 5.4. If (−1)k+lǫ1ǫ2 = −1, then
CPk
l
= HomPin(2n+1)(∆ǫ1
⊗ k⊗
V,∆ǫ2
⊗ l⊗
V ) = 0.
Remark 5.5. From the above lemma, we only consider the case (−1)k+lǫ1ǫ2 =
1 for the centralizer algebras of Pin(2n + 1). If we write simply ∆ in
the formulas for Pin(2n+1), we always assume this condition without
mentioning it.
We can write down the elements in (
∧r V ∗⊗s V ∗)O(N) as follows. If
s < r,
⊗s V does not contain the representations ∧r V , so this space
must be 0.
Let s ≧ r. For the subsets t = {t1, t2, . . . , tr} (t1 < t2 < . . . < tr
and r ≦ N) of [1, s] and the sets of u =
s− r
2
pairs of indices {m, l} =
{{m1, l1}, {m2, l2}, . . . , {mu, lu}} such that [1, s] = t ⊔m ⊔ l (disjoint
unions), where we put m = {m1, . . . , mu} and l = {l1, . . . , lu}.), we
define the invariant elements Tt,{m,l} by
Tt,{m,l} =
1
r!
det((xi,ytj ))×
u∏
j=1
(ymj ,ylj).
Here xj (j = 1, 2 . . . , r) are the components of the first r tensors
in
⊗r+s V and yj (j = 1, 2 . . . , s) are the components of the latter s
tensors in
⊗r+s V .
Moreover
1
r!
det((xi,ytj )) is the invariant element in ((
∧r V )∗⊗(∧r V )∗)O(N).
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Since
∧r V is an irreducible O(N) module, the trivial representation
occurs in (
∧r V )∗⊗∧r V with multiplicity one. The invariant element
is given by
Ir =
∑
[1,n]⊇J⊔I⊔W (disjoint sets)
|J|+|I|+2|W|=r
< J, W, W, I >
∗⊗ < J, W, W, I >
(+
∑
[1,n]⊇J⊔I⊔W (disjoint sets)
|J|+|I|+2|W|=r−1
< J, W, 0′, W, I >
∗⊗ < J, W, 0′, W, I >).(5.1)
Here the second term in the parentheses are considered only for
O(2n+ 1).
So
1
r!
det((xi,ytj )) must be a scalar multiple of (id⊗ι)(Ir) (see Def-
inition 3.11.) and the scalar is given by (−1)(r2). (To obtain the scalar,
take cases of the parity of r and compare the values of both sides at
the special elements x1 = u1, x2 = u2, etc..)
Lemma 5.6. For Pin(2n), if we take only t’s such that |t| ≡ k + l
mod 2 and |t| ≦ 2n, then the above Tt,{m,l}’s span linearly the whole
space of the CPk
l
= HomPin(2n)(∆
⊗⊗k V,∆⊗⊗l V ).
Moreover if k + l < 2n+ 2, Tt,{m,l} ( t⊔m⊔ l = [1, s] ) are linearly
independent.
For Pin(2n + 1), if we take only t’s such that |t| ≦ 2n + 1 and
|t| ≡ k+ l ≡ 0 mod 2, then the above Tt,{m,l}’s span linearly the whole
space of the CPk
l
= HomPin(2n+1)(∆±
⊗⊗k V,∆±⊗⊗l V ).
For Pin(2n + 1), if we take only t’s such that |t| ≦ 2n + 1 and
|t| ≡ k+ l ≡ 1 mod 2, then the above Tt,{m,l}’s span linearly the whole
space of the CPk
l
= HomPin(2n+1)(∆±
⊗⊗k V,∆∓⊗⊗l V ).
In both cases, if k + l < 2n + 3, Tt,{m,l} (t ⊔ m ⊔ l = [1, s]) are
linearly independent.
Proof. The statements follow from the argument developed above and
the Second Main Theorem. 
From Lemma 5.3, we consider this invariant element Tt,{m,l} as a
homomorphism from ∆
⊗⊗k V to ∆⊗⊗l V .
By the original definition, Tt,{m,l} are the elements in (
∧r V ∗)⊗⊗k V ∗⊗⊗l V ∗
for r ≡ k + l mod 2. We denote the degree 2 tensor corresponding to
the invariant symmetric bilinear form defined by S on V × V by idV .
Then as the homomorphism in HomPin(N)(∆
⊗⊗k V,∆⊗⊗l V ),
Tt,{m,l} is given as follows.
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The pair (ymj ,ylj ) with mj , lj ≦ k corresponds to the contraction of
the specified tensor components (i.e., mj-th and lj-th components) in
∆
⊗⊗k V . We denote this contraction by C{mj,lj}.
The pair (ymj ,ylj) withmj , lj > k corresponds to the insertion of the
invariant tensor (idV ) into the specified tensor components (i.e., mj−k-
th and lj − k-th components) in ∆
⊗⊗l V . We denote this insertion
by idV mj−k,lj−k. (We introduce the numbering such that the first k
tensors correspond to the domain and the last l tensors correspond to
the range in HomPin(N)(∆
⊗⊗k V,∆⊗⊗l V ).)
The pair (ymj ,ylj) with mj ≦ k and lj > k (resp. with lj ≦ k and
mj > k) corresponds to the map which transfers the mj-th (resp. lj-
th ) component of the domain tensor ∆
⊗⊗k V into lj − k-th (resp.
mj − k-th ) component of the image tensor ∆
⊗⊗l V . Namely this
corresponds to the partial permutation of the tensor components.
The above three operators are the same in the usual Brauer central-
izer algebras. For the remaining part det((xi,ytj )) (1 ≦ i, j ≦ r) in
Tt,{m,l}, we will give the explicit description as the homomorphism.(See
Theorem 7.1.)
Let us use a diagrammatic parametrization of the elements {Tt,{m,l}}
of HomPin(N)(∆
⊗⊗k V,∆⊗⊗l V ) as follows. We consider the di-
agrams of two lines vertices, with k vertices in the upper row and l
vertices in the lower row, in which vertices are connected with each
other as in the usual Brauer diagrams except for admitting isolated
vertices. Namely they are graphs with no loops, in which the number
of edges connected to each vertex is either 0 or 1.
We call such diagrams the generalized Brauer diagrams and denote
the set of the generalized Brauer diagrams by GBk
l
. (Later we use
another parametrization using the same diagrams GBk
l
from the rep-
resentation theoretical viewpoint.)
The explicit bijection is given as follows. Let us number the vertices
from 1 to k from left to right in the upper row and from 1 to l in the
lower row.
1 2 3 4 5 6
1 2 3 4 5
Figure 2. An example of the generalized Brauer dia-
grams with k = 6 and l = 5
We correspond each of Tt,{m,l} to a generalized Brauer diagram as
follows. We consider the tensor components in the range ∆
⊗⊗l V
are indexed by k+1, k+2, . . . , k+ l in this argument. For the vertices
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with indices in t, we leave them the isolated vertices and for the other
vertices ( namely the vertices with indices in l and m ), we connect
lj-th vertex and mj-th vertex. Except for the isolated vertices, the
edges in the diagrams convey the same meaning as in the usual Brauer
diagrams.
So we obtain the bijective correspondence between the elements
{Tt,{m,l}} of CPkl and the diagrams with the isolated vertices of at
most N in GBk
l
.
From the formula (2.4.2) in Theorem 2.4 and (2.2.3) and (2.2.4) in
Theorem 2.2, the multiplicity of [∆, λ]Pin(N) in ∆
⊗⊗k V is equal to
the number of the ‘up-down-stable (n-) tableaux’ of degree k start-
ing with the empty set ∅ and ending with the Young diagram λ and
consisting of the diagrams with their lengths at most n. We show an
example of up-down-stable tableaux.
∅
Figure 3. An example of ‘up-down-stable tableaux’ of
λ = (2, 2) and k = 8
Namely by definition, the ‘up-down-stable (n-)tableaux’ of degree
k are the k + 1 sequences of Young diagrams, in which the adjacent
diagrams are obtained by attaching a cell to or removing a cell from the
previous one or are the same (if its length is less than n for N = 2n).
So figure 3 is not an ‘up-down-stable 2-tableau’ for Pin(4) because
there exist adjacent diagrams which are the same and its length is 2.
Since CPk and Pin(N) are the dual pair on the space ∆
⊗⊗k V ,
the irreducible representations of CPk are in bijective correspondence
with the irreducible representations of Pin(N) on this space.
So we can expect the base of the irreducible representation λ of CPk
(corresponding to [∆, λ]Pin(N)) are parameterized by the ‘up-down-
stable (n-) tableaux’ of degree k, starting with ∅ and ending with λ
and consisting of the diagrams with their lengths at most n.
From the above, the number of the ‘up-down-stable (n-) tableaux’ of
degree 2k+1, starting and ending with ∅ and consisting of the diagrams
with their lengths at most n, is equal to the dimension CPk. (We note
that dimCPk also depends on n if n ≦ k.)
It seems to be interesting problem to determine the explicit action
of CPk on the ‘up-down-stable n-tableaux’ base.
We can identify the elements in GBk
k
with the involutions in the
symmetric group of degree 2k. So we can expect a bijective correspon-
dence between the ‘up-down-stable tableaux’ of degree 2k + 1 defined
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above and the involutions inS2k. The author heard from I. Terada that
Tom Roby privately communicated to him that the method used in his
Thesis [19] also gives such a bijection. Namely the pictorial rules of
the Robinson-Schensted correspondence initiated by Sergey Fomin [7]
give a bijective correspondence between the ‘up-down-stable tableaux’
of degree k and the involutions in Sk.
Finally we give the dimension of CPk.
Lemma 5.7. If k ≦ n, we have
dimCPk = (2k−1)!!+
(
2k
2
)
(2k−3)!!+
(
2k
4
)
(2k−5)!!+. . .+
(
2k
2k − 2
)
(1)!!+
(
2k
2k
)
,
where (2k − 1)!! =∏k−1i=0 (2k − 1− 2i).
6. Representation Theoretic parametrization
In this section we first give explicit formulas for the projection from
∆
⊗∧k V to ∆ and the injection from ∆ to ∆⊗∧k V to ∆.
Then we give another kind of parametrization of the elements in
CPk
l
by the generalized Brauer diagrams, using the above operators.
From Theorem 2.4 and Theorem 2.2, we have ∆
⊗∧k V = k∑
i=0
[∆, (1i)]Spin(N)
for any k ≦ n.
For Pin(2n), the representations [∆, (1i)]Pin(2n) are determined by
their characters and the above decomposition literally holds for Pin(2n).
But for Pin(2n+1), if we consider the action of the center z, we have the
following. For ǫ1 ∈ {±1}, ∆ǫ1
⊗∧k V = k∑
i=0
[∆, (1i)]Pin(2n+1),ǫ2 , where
ǫ2 = (−1)kǫ1.
We note that the above decomposition is multiplicity free. So the
Pin(N)-equivariant projection from ∆
⊗∧k V to ∆ and the Pin(N)-
equivariant embedding from ∆ to ∆
⊗∧k V are determined uniquely
up to scalars. We write down those maps explicitly.
The Pin(N)-equivariant projection in HomPin(N)(∆
⊗ k∧
V,∆) (∼=
(∆∗
⊗
∆
⊗
(
k∧
V )∗))Pin(N)) is given by the image of the following ele-
ment under the map φk ⊗ id. (See Theorem 4.3 and 4.6.)∑
[1,n]⊇J⊔I⊔W (disjoint sets)
|J|+|I|+2|W|=k
< J, W, W, I > ⊗< J, W, W, I >∗
(+
∑
[1,n]⊇J⊔I⊔W (disjoint sets)
|J|+|I|+2|W|=k−1
< J, W, 0′, W, I > ⊗< J, W, 0′, W, I >∗)
42 KAZUHIKO KOIKE
For convenience sake, we multiply 2n/2 to the above and denote the
corresponding homomorphism by prk. We note that for Pin(2n + 1)
and odd k, prk is the projection from ∆±
⊗ k∧
V to ∆∓.
Definition 6.1. For Pin(2n+ 1), the projection prk is given by
prk([T]⊗ < I, W, W, J >) =

0 if I * T,
ǫ
(
T
I, K
)
(−1)|W−W∩K|2(|I|+|J|)/2[J, K] if I ⊆ T,
and
prk([T]⊗ < I, W, 0′, W, J >) =

0 if I * T ,
ǫ
(
T
I, K
)
(−1)|K−W∩K|2(|I|+|J|)/2[J, K] if I ⊆ T.
Here we put K = T−I and ǫ
(
T
I, K
)
denotes the sign of the permutation
obtained by arranging T into I, K in this order.
For Pin(2n), the projection prk is given as follows. If k is even, we
define
prk([T]⊗ < I, W, W, J >) =

0 if I * T,
ǫ
(
T
I, K
)
(−1)|W−W∩K|2(|I|+|J|)/2[J, K] if I ⊆ T.
If k is odd, we define
prk([T]⊗ < I, W, W, J >) =

0 if I * T,
ǫ
(
T
I, K
)
(−1)|W−W∩K|+|K|+|J|2(|I|+|J|)/2[J, K] if I ⊆ T.
Similarly we have dim(HomPin(N)(∆(ǫ1),∆(ǫ2)
⊗∧k V )) = 1. (If
N = 2n, ignore the subscripts (ǫ1) and (ǫ2) of ∆. The subscripts (ǫ1)
and (ǫ2) of ∆ are only considered for the case N = 2n + 1. From now
on, we assume this convention. Here we also assume that ǫ2 = (−1)kǫ1
is satisfied for N = 2n+ 1. )
HomPin(N)(∆(ǫ1),∆(ǫ2)
⊗ k∧
V ) ∼= (∆∗(ǫ1)
⊗
∆(ǫ2)
⊗ k∧
V )Pin(N)
and the corresponding invariant element is given by Ik (ref. (5.1)).
So as in the case of prk, we obtain the corresponding homomorphism
injk (after a scalar multiplication by 2
n/2) as follows. We note that for
Pin(2n+ 1) and odd k, injk is the immersion of ∆± into ∆∓
⊗ k∧
V .
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Definition 6.2. For Pin(2n+ 1), the immersion injk is given by
injk([T]) =∑
T⊇I
K=T−I
ǫ
(
T
I, K
)
(
∑
J⊆([1,n]−T)
W⊆([1,n]−I−J)
|J|+|I|+2|W|=k
(−1)|W−W∩K|2(|J|+|I|)/2[J, K]⊗ k! < J, W, W, I >
+
∑
J⊆([1,n]−T)
W⊆([1,n]−I−J)
|J|+|I|+2|W|+1=k
(−1)|K−W∩K|2(|J|+|I|)/2[J, K]⊗ k! < J, W, 0′, W, I >).
For Pin(2n), the immersion injk is given as follows. For even k, we
define
injk([T]) =∑
T⊇I
K=T−I
ǫ
(
T
I, K
)
(
∑
J⊆([1,n]−T)
W⊆([1,n]−I−J)
|J|+|I|+2|W|=k
(−1)|W−W∩K|2(|J|+|I|)/2[J, K]⊗ k! < J, W, W, I >)
For odd k, we define
injk([T]) =∑
T⊇I
K=T−I
ǫ
(
T
I, K
)
(
∑
J⊆([1,n]−T)
W⊆([1,n]−I−J)
|J|+|I|+2|W|=k
(−1)|W−W∩K|+|J|+|K|2(|J|+|I|)/2[J, K]⊗ k! < J, W, W, I >).
Using the above projection prp , we introduce a Pin(N)-equivariant
homomorphism prT from ∆(ǫ1)
⊗⊗k V to ∆(ǫ2)⊗⊗k−p V as follows.
(If N = 2n+ 1, we assume ǫ2 = (−1)pǫ1 is satisfied.)
Let T = {t1, t2 . . . , tp} (t1 < t2 < . . . < tp) be a subset of [1, k] and
denote the positions in the tensor product
⊗k V .
First we prepare a general notation.
Definition 6.3. Let AltT be the alternating operator of the tensor com-
ponents of
⊗k V whose positions are in T. Namely
AltT(v1 ⊗ v2 ⊗ . . .⊗ vk) =
1
p!
∑
σ∈Sp
ǫ(σ)v1 ⊗ . . . vtσ−1(1) ⊗ . . .⊗ vtσ−1(2) ⊗ . . .⊗ vtσ−1(p) ⊗ . . .⊗ vk.
Then AltT acts naturally on ∆
⊗⊗k V and we consider the operator
AltT itself has the alternating property with the indices in T.
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Definition 6.4. prT : ∆(ǫ1)
⊗⊗k V −→ ∆(ǫ2)⊗⊗k−p V is defined
by the composition of AltT and prp, namely prT = prp ◦AltT. Here prp
acts on the alternating tensors of the position T in ∆
⊗⊗k V .
From the definition, prT is the element in HomPin(N)(∆(ǫ1)
⊗⊗k V,∆(ǫ2)⊗⊗k−p V )
and has the alternating property with the indices in T.
Next we define the element injT in HomPin(N)(∆(ǫ1)
⊗⊗k−p V,∆(ǫ2)⊗⊗k V )
as follows.
Definition 6.5. injT : ∆(ǫ1)
⊗⊗k−p V −→ ∆(ǫ2)⊗⊗k V is defined by
the composition of injp : ∆ −→ ∆
⊗∧p V and the linear immersion of
the alternating tensor to the positions indexed by T. Namely the image
of this linear immersion of the exterior product < J, W, W, I > with the
(ordered) index set T is the tensor obtained by inserting the first com-
ponent of this alternating tensor in the t1-th position of ∆
⊗⊗k−p V
and inserting the second component in the t2-th position of the resulting
tensor in ∆
⊗⊗k−p+1 V and so on. We write this linear immersion
by the exterior bracket with the subscript T e.g., < J, W, W, I >T.
From the definition, injT has also the alternating property with the
indices in T.
So we define another parametrization of the elements in CPk
l
by the
generalized Brauer diagrams GBk
l
.
To a given generalized Brauer diagram, let us denote the indices of
the isolated vertices in the upper row by Tu and in the lower row by
Tℓ. We correspond the following Pin(N)- equivariant homomorphism
to it.
To the isolated vertices in the upper row, we correspond prTu and the
rest is determined by the same rule as in the usual Brauer diagrams.
To the isolated vertices in the lower row, we correspond injTℓ and the
rest is determined by the same rule as in the usual Brauer diagrams.
We call this parametrization the representation theoretical parametriza-
tion by the generalized Brauer diagrams and to distinguish the invari-
ant theoretical ones, we add the subscript rt for the representation the-
oretical ones and the subscript inv for the invariant theoretical ones
to the generalized Brauer diagrams. At this moment, we have not yet
known that these representation theoretical operators span the whole
space of the centralizer spaces linearly. If k ≦ n and l ≦ n, we show
this in the section 7, namely they become linearly independent and a
base of CPk
l
.
7. Description of the invariant theoretical equivariant
homomorphisms
In this section, we give the description of the invariant theoret-
ical equivariant homomorphisms. First in the invariant theoretical
parametrization, we interpret the invariant element Ir (ref. (5.1))
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corresponding to the isolated vertices in a generalized Brauer dia-
gram as the equivariant homomorphism. The corresponding element
in ∆(ǫ1)
⊗
∆∗(ǫ2)
⊗∧r V is given by ((φr ◦ ι)⊗ id)(Ir). (If N = 2n+1,
we assume ǫ2 = (−1)rǫ1 is satisfied.)
Let us recall that the index set t which parameterizes Tt,{m,l} corre-
sponds to the isolated vertices in the generalized Brauer diagrams. (We
note that we numbered the vertices from 1 to k + l when we defined
Tt,{m,l} .) We put Tu = t∩ [1, k] and define Tℓ = {s1, s2, . . . , sq} ⊆ [1, l]
by {k + s1, k + s2, . . . , k + sp} = t ∩ [k + 1, k + l]. We put p = |Tu|
and q = |Tℓ| and then p + q = r. We consider the homomorphism
caused by the isolated vertices in Tt,{m,l} and for convenience sake,
we multiply 2n/2 to it and we denote the resulting homomorphism by
ψTuTℓ . When we need not to show the index set explicitly, we just write
ψpq . As a homomorphism from ∆
⊗⊗p V to ∆⊗⊗q V (here we pick
up only the Tu-th components in the upper row ∆
⊗⊗k V and Tℓ-th
components in the lower row ∆
⊗⊗l V ), ψTuTℓ is the composition of
three homomorphisms, namely AltTu : ∆
⊗⊗p V −→ ∆⊗∧p V and
the homomorphism caused by the Ir from ∆
⊗∧p V to ∆⊗∧q V and
finally the linear immersion of the exterior products of degree q to the
prescribed positions in the tensor products. We note that in the space∧p V ⊗∧q V , ∧r V (r = p+ q) occurs exactly once for any r ≦ N .
We divide the exterior product
∧r V occurring in Ir into the first
p tensor product and the remaining q tensor product. We also con-
sider ψTuTℓ has the alternating property both in the superscripts and the
subscripts respectively.
Direct computation tells us that the equivariant homomorphism ψpq
is given as follows.
Theorem 7.1. For Pin(2n + 1), the homomorphism ψpq is given as
follows.
ψpq ([T]⊗ < I, S2, S2, J >) =
∑
i2+j2+s1+s3+2s4=q
(−1)
∑4
i=1 |Si−Si∩K|2(i1+j1+i2+j2)/2(−1)j2s1+s3j2+s3+i1q
× ǫ
(
T
I1, I2, K
)
ǫ
(
I
I1, S3
)
ǫ
(
J
S1, J1
)
[J1, J2, K]⊗ q! < J2, S3, S4, S4, S1, I2 >
+
∑
i2+j2+s1+s3+2s4=q−1
(−1)|K−K∩(∪4i=1Si)|2(i1+j1+i2+j2)/2(−1)j2(s1+s3)+s2+i1q
× ǫ
(
T
I1, I2 K
)
ǫ
(
I
I1, S3
)
ǫ
(
J
S1, J1
)
[J1, J2, K]⊗ q! < J2, S3, S4, 0′, S4, S1, I2 > .
In the above , the sums run over all the I1 ( I1 ⊆ T ∩ I ) and
J1 ( J1 ⊆ ([1, n] − T) ∩ J ) and I2 (I2 ⊆ T − (T ∩ (I ∪ S2 ∪ J)))
and J2 (J2 ⊆ ([1, n] − T) − (([1, n] − T) ∩ (I ∪ S2 ∪ J))) and S4 (S4 ⊆
[1, n]− I− J− S2 − J2 − I2). We also put I− I1 = S3 and J− J1 = S1
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and T− I1 − I2 = K and we denote the sizes of the sets by their small
letters. As before, we assume that the indices in the sets I, J and the
rest are in the increasing order.
For the element < I, S2, 0
′, S2, J >, we have
ψpq ([T]⊗ < I, S2, 0′, S2, J >) =∑
i2+j2+s1+s3+2s4=q
(−1)|K−K∩(∪4i=1Si)|2(i1+j1+i2+j2)/2(−1)j2(s1+s3+1)+s4+i1q×
ǫ
(
T
I1, I2, K
)
ǫ
(
I
I1, S3
)
ǫ
(
J
S1, J1
)
[J1, J2, K]⊗ q! < J2, S3, S4, S4, S1, I2 >
and the notations are the same as above.
For Pin(2n), the homomorphism ψpq is given as follows.
For even r = p+ q, we have
ψpq ([T]⊗ < I, S2, S2, J >) =∑
i2+j2+s1+s3+2s4=q
(−1)
∑4
i=1 |Si−Si∩K|2(i1+j1+i2+j2)/2(−1)j2s1+s3j2+s3+i1q×
ǫ
(
T
I1, I2, K
)
ǫ
(
I
I1, S3
)
ǫ
(
J
S1, J1
)
[J1, J2, K]⊗ q! < J2, S3, S4, S4, S1, I2 >,
and the notations are the same as above.
For odd r = p+ q, we have
ψpq ([T]⊗ < I, S2, S2, J >) =∑
i2+j2+s1+s3+2s4=q
(−1)
∑4
i=1 |Si−Si∩K|+|J1|+|J2|+|K|2(i1+j1+i2+j2)/2(−1)j2s1+s3j2+s3+i1q×
ǫ
(
T
I1, I2, K
)
ǫ
(
I
I1, S3
)
ǫ
(
J
S1, J1
)
[J1, J2, K]⊗ q! < J2, S3, S4, S4, S1, I2 >,
and the notations are the same as above.
For any σ ∈ Sk and τ ∈ Sl, we have τ ◦ ψTuTℓ ◦ σ = ψσ
−1(Tu)
τ(Tℓ)
. So
it is enough to give the explicit description for ψ
[1,p]
[1,q] in terms of the
representation theoretical operators.
Theorem 7.2. Let p ≦ n and q ≦ n.
Then we have
ψ
[1,p]
[1,q] =
min(p,q)∑
i=0
ǫ(i)
∑
σ∈Sq
τ∈Sp
ǫ(σ) ǫ(τ)
inj{σ([i+1,q])}
(q − i)!
(
τ([1, i])
σ([1, i])
)
i!
pr{τ([i+1,p])}
(p− i)! .
(7.2.1)
Here ǫ(i) = (−1)(p−i)(q−i) for Pin(2n + 1) and ǫ(i) = 1 for Pin(2n)
( 0 ≦ i ≦ min(p, q) ).
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Also we have
(7.2.2)
inj[1,q] ◦ pr[1,p] =
min(p,q)∑
i=0
ǫ(i)
∑
σ∈Sq
τ∈Sp
ǫ(σ) ǫ(τ)
ψ
{τ([i+1,p])}
{σ([i+1,q])}
(q − i)!(p− i)! ⊗
(
τ([1, i])
σ([1, i])
)
i!
.
Here ǫ(i) = (−1)i+pq for Pin(2n + 1) and ǫ(i) = (−1)i for Pin(2n)
( 0 ≦ i ≦ min(p, q) ).
We denote σ([i + 1, q]) = {σ(i+ 1), σ(i+ 2), . . . , σ(q)} and τ([i + 1, p]) =
{τ(i + 1), τ(i+ 2), . . . , τ(p)} and
(
τ([1, i])
σ([1, i])
)
stands for the partial
permutation of the tensor components obtained by sending the τ(1)-
th component in ∆
⊗⊗p V in the upper row to the σ(1)-th component
in ∆
⊗⊗q V in the lower row and so on.
So if k ≦ n and l ≦ n, the generalized Brauer diagrams under the rep-
resentation theoretical parametrization also span the whole space CPk
l
and become a linear base of CPk
l
.
Remark 7.3. The right-hand side of (7.2.1) can be considered as
the composition of the homomorphisms in this order, but the formula
(7.2.2) cannot. So we put ⊗ in the right-hand side to show that each
summand becomes a homomorphism as a whole.
Proof. Both sides of the formula (7.2.1) are the homomorphisms from
∆
⊗⊗p V to ∆⊗⊗q V and moreover both of them are the composi-
tions of the alternating operators Alt[1,p] and the homomorphisms from
∆
⊗∧p V to ∆⊗∧q V and the linear immersion from ∧q V to⊗q V .
As we noted before, we have dimHomPin(N)(∆(ǫ1)
⊗∧p V,∆(ǫ2)⊗∧q V ) =
min(p, q) + 1. Here we assume that ǫ1ǫ2 = (−1)p+q for Pin(2n + 1).
(ref. Lemma 5.4.)
On the way to proving the formula (7.2.1), we show that the terms
occurring in the right-hand side of the formula are linearly independent.
The proof goes as follows.
For 0 ≦ i ≦ min(p, q), let us put
iφ
[1,p]
[1,q] =
∑
σ∈Sq
τ∈Sp
ǫ(σ) ǫ(τ)
inj{σ([i+1,q])}
(q − i)!
(
τ([1, i])
σ([1, i])
)
i!
pr{τ([i+1,p])}
(p− i)! .
We find a sequence of pairs of elements {xi, yi} (here xi ∈ ∆
⊗⊗p V ,
yi ∈ ∆
⊗⊗q V and 0 ≦ i ≦ min(p, q)) satisfying the following condi-
tion.
For Pin(2n + 1), the coefficients of yi in the image
jφ
[1,p]
[1,q](xi) is 0 if
j 6= i and non-zero if j = i.
48 KAZUHIKO KOIKE
For Pin(2n), the coefficients of y2i in the image
jφ
[1,p]
[1,q](x2i) is 0 if
j 6= 2i and non-zero if j = 2i and the coefficients of y2i+1 in the image
jφ
[1,p]
[1,q](x2i+1) is 0 if j 6= 2i, 2i+ 1 and non-zero if j = 2i, 2i+ 1.
If we find such a sequence, iφ
[1,p]
[1,q]’s (0 ≦ i ≦ min(p, q)) are linearly in-
dependent and span the intertwining space HomPin(N)(∆(ǫ1)
⊗∧p V,∆(ǫ2)⊗∧q V ).
We put
ψ
[1,p]
[1,q] =
min(p,q)∑
i=0
di
iφ
[1,p]
[1,q]
and give the above sequence {xi, yi} and apply both sides to the ele-
ments xi and compare the coefficients of yi. Then we determine the
coefficients di inductively.
We first prove the formula (7.2.1) for Pin(2n+ 1).
For abbreviation, we write ⊗{i1, i2, . . . , ir} for the tensor product of
the base elements ui1⊗ui2⊗ . . .⊗uir and denote ⊗{k, k + 1, . . . , k+ r}
by ⊗{[k, k+ r]} and ⊗{k + r, k+ r− 1, . . . , k} by ⊗{[k + r, k]} and
we use the juxtaposition of the above notations.
We take cases for the parities of p and q.
Case 1 p = 2r and q = 2s
We note r + s ≦ n.
Case 1-0. The determination of d0.
We take y0 = [∅]⊗{[r + 1, r + s], [r+ s, r + 1]}, x0 = [∅]⊗{[1, r], [r, 1]}.
To calculate the image of ψ
[1,p]
[1,q](x0), we put S2 = {[1, r]} and T = J =
I = ∅. So I1 = J1 = I2 = S3 = S1 = K = ∅ and J2 ⊆ [1, n] − S2 and
S4 ⊆ [1, n] − J2 − S2 and apply Theorem 7.1. Since we consider the
coefficients of y0, J2 = ∅ and S4 = {[r + 1, r + s]} and the coefficient
is given by (−1)r+s. On the other hand, since there are no common
numbers in the sets {[1, r]} and {[r + 1, r + s]}, only the term coming
from i = 0 contributes to the coefficient.
We calculate inj{[1,q]} ◦ pr{[1,p]}(x0). Since I = J = T = ∅ and W =
{[1, r]} in the definition 6.1, pr{[1,p]}(x0) = (−1)r[∅]. We calculate the
coefficient of y0 in the image inj{[1,q]}((−1)r[∅]). Since T = ∅, I = K = ∅
and we only consider the case J = ∅ and W = {[r + 1, r + s]} in the
definition 6.2. So the coefficient is given by (−1)r+s. Therefore we have
d0 = 1 = (−1)pq in this case.
Case 1-1. The determination of d1.
We take y1 = [r + 1] ⊗ {1, [r+ 1, r + s], [r+ s, r + 2]}, x1 = [∅] ⊗
{[1, r], 0′, [r, 2]}.
In the left-hand side, since I = {1}, S2 = {[2, r]}, J = ∅, T = ∅,
we have J1 = ∅, S1 = ∅, K = ∅, I1 = ∅, I2 = ∅. Only the case
of S3 = {1}, J2 = {r + 1} and S4 = {[r + 2, r + s]} contributes to
the coefficient of [r+ 1] ⊗ {1, [r+ 1, r+ s], [r+ s, r + 2]}. Namely
we have ψ
[1,p]
[1,q]([∅] ⊗ {[1, r], 0′, [r, 2]}) =
√
2(−1)s−1+1+1[r + 1] ⊗ q! <
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r+ 1, 1, [r+ 2, r+ s], [r+ s, r+ 2] > + the other terms. So the coef-
ficient is
√
2(−1)s in the left-hand side.
On the other hand since {1, [r+1, r+s], [r+ s, r + 2]}∩{[1, r], 0′, [r, 2]} =
{1}, the possible terms to contribute to the coefficient are only i = 0
or i = 1. Moreover if we consider the weight of [∅] ⊗ {[1, r], 0′, [r, 2]},
this is not in the weight set of ∆, so the image of pr must be 0 and
i = 0 term also does not contribute to the coefficient.
In the case of i = 1, to obtain the coefficient, σ(1) and τ(1) must be 1
and in the i = 1 term, we have only to consider the term d1 inj{[2,q]}
(
1
1
)
pr{[2,p]} .
Since pr{[2,p]}([∅]⊗ < [2, r], 0′, [r, 2] >) = [∅] and inj{[2,q]}([∅]) =√
2(−1)s−1[r + 1] ⊗ (q − 1)! < [r+ 1, r + s], [r+ s, r+ 2] >, the co-
efficient of the right-hand side is d1
√
2(−1)s−1. So we have d1 = −1.
The similar argument goes on for the general case and we only give
the elements xi and yi and di for each of the cases.
Case 1-2i The determination of d2i.
We take y2i = [∅]⊗{[1, 2i], [r+ i+ 1, r + s], [r+ s, r+ i + 1]}, x2i =
[∅]⊗ {[1, r+ i], [r + i, 2i+ 1]}. In this case d2i = 1.
Case 1-2i+ 1 The determination of d2i+1.
We take y2i+1 = [r+ i + 1]⊗{[1, 2i + 1], [r + i+ 1, r+ s], [r+ s, r+ i + 2]},
x2i+1 = [∅]⊗ {[1, r+ i], 0′, [r+ i, 2i + 2]}. In this case d2i+1 = −1.
Case 2. p = 2r + 1 and q = 2s.
In this case, we have r + s < n.
Case 2-2i. The determination of d2i.
We take y2i = [∅]⊗{[1, 2i], [r+ i+ 1, r + s], [r+ s, r+ i + 1]}, x2i =
[∅]⊗ {[1, r+ i], 0′, [r+ i, 2i + 1]}. In this case d2i = 1.
Case 2-2i+ 1. The determination of d2i+1.
We take y2i+1 = [∅]⊗{[1, 2i + 1], [r+ i + 2, r+ s], 0′, [r+ s, r+ i + 2]},
x2i+1 = [∅]⊗ {[1, r+ i + 1][r + i+ 1, 2i + 2]}.
In this case d2i+1 = 1.
Case 3. p = 2r and q = 2s+ 1.
In this case, we have r + s < n.
Case 3-2i. The determination of d2i.
We take y2i = [∅]⊗{[1, 2i], [r+ i+ 1, r + s], [r+ s, r+ i + 1]}, x2i =
[2i + 1]⊗ {[1, r+ i], 0′, [r+ i, 2i + 2]}.
In this case d2i = 1.
Case 3-2i+ 1. The determination of d2i+1.
We take y2i+1 = [∅]⊗{[1, 2i + 1], [r+ i + 1, r+ s], [r + s, r+ i+ 1]},
x2i+1 = [∅]⊗ {[1, r+ i], 0′, [r+ i, 2i + 2]}.
In this case d2i+1 = 1.
Case 4. p = 2r + 1 and q = 2s+ 1.
In this case, we note that r + s ≦ n− 1.
Case 4-2i. The determination of d2i.
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We take y2i = [r+ i+ 1]⊗{[1, 2i], [r+ i+ 1, r + s+ 1], [r+ s+ 1, r + i+ 2]},
x2i = [∅]⊗ {[1, r+ i], 0′, [r+ i, 2i + 1]}.
In this case d2i = −1.
Case 4-2i+ 1. The determination of d2i+1.
We take y2i+1 = [∅]⊗{[1, 2i + 1], [r+ i + 2, r+ s + 1], [r+ s + 1, r+ i+ 2]},
x2i+1 = [∅]⊗ {[1, r+ i + 1], [r+ i + 1, 2i+ 2]}.
In this case d2i+1 = 1.
We verify all the cases and we have proved the formula (7.2.1) for
Pin(2n+ 1).
We will prove the formula (7.2.1) for Pin(2n).
Case 1. p = 2r and q = 2s.
We note r + s ≦ n.
Case 1-0. The determination of d0.
We take y0 = [∅]⊗{[r + 1, r + s], [r+ s, r + 1]}, x0 = [∅]⊗{[1, r], [r, 1]}.
In this case d0 = 1.
Case 1-1. The determination of d1.
We take y1 = [1, r+ 1]⊗{1, [r+ 1, r+ s], [r+ s, r+ 2]}, x1 = [∅]⊗
{[1, r], [r, 1]}.
In this case, the coefficient of the left-hand side is 0.
On the right-hand side, since {1, [r+ 1, r+ s], [r+ s, r+ 2]}∩{[1, r], [r, 1]} =
{1}, the possible terms to contribute to the coefficient are only i = 0
or i = 1.
We first calculate the contribution coming from the term i = 1.
The image of pr2r−1([∅] ⊗ {[2, r], [r, 1]} is (−1)r−1+1
√
2[1]. The image
inj2s−1([1]) is given by (−1)s−1+1+1
√
2[r+ 1, 1]⊗(2s−1)! < [r + 1, r+ s], [r+ s, r+ 2] >
+the other terms. So the contribution from this term to the coefficient
is 2(−1)r+s.
We calculate the contribution coming from the term i = 0. The
image of pr2r([∅] ⊗ {[1, r], [r, 1]} is (−1)r[∅]. The image inj2s([∅]) is
given by (−1)s−12[1, r+ 1] ⊗ (2s)! < 1, [r + 1, r+ s], [r + s, r+ 2] >
+the other terms. So the contribution from this term to the coefficient
is 2(−1)r+s−1. Hence we have d1 = 1.
Case 1-2i. The determination of d2i.
We take y2i = [∅]⊗{[1, 2i], [r+ i+ 1, r + s], [r+ s, r+ i + 1]}, x2i =
[∅]⊗ {[1, r+ i], [r + i, 2i+ 1]}.
In this case d2i = 1.
Case 1-2i+ 1. The determination of d2i+1.
We take y2i+1 = [2i+ 1, r+ i+ 1]⊗{[1, 2i + 1], [r+ i + 1, r+ s], [r + s, r+ i+ 2]},
x2i+1 = [∅]⊗ {[1, r+ i], [r+ i, 2i + 1]}. In this case d2i+1 = 1.
For the remaining cases of parities of p and q, the similar argument
goes on and so we omit it.
Next we show the formula (7.2.2).
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For 0 ≦ i ≦ min(p, q), let us put
iψ
[1,p]
[1,q] =
∑
σ∈Sq
τ∈Sp
ǫ(σ) ǫ(τ)
ψ
{τ([i+1,p])}
{σ([i+1,q])}
(q − i)!(p− i)! ⊗
(
τ([1, i])
σ([1, i])
)
i!
We find a sequence of pairs of elements {xi, yi} (here xi ∈ ∆
⊗⊗p V ,
yi ∈ ∆
⊗⊗q V and 0 ≦ i ≦ min(p, q)) such that the coefficients of yi
in the image jψ
[1,p]
[1,q](xi) is 0 if j > i and non-zero if j = i.
In this case iψ
[1,p]
[1,q] is equal to Alt[1,q] ◦(φ[i+1,p][i+1,q]
⊗([1,i]
[1,i]
)
) ◦Alt[1,p] up to
scalar and so iψ
[1,p]
[1,q] ’s (0 ≦ i ≦ min(p, q)) are linearly independent. (See
Lemma 5.6.)
We first put
inj[1,q] ◦ pr[1,p] =
min(p,q)∑
u=0
du
′ uψ
[1,p]
[1,q]
and give the above sequence {xu, yu} and apply both sides to the el-
ements xu and compare the coefficients of yu as before. Then we can
determine the coefficients du
′
inductively.
We take cases for the parities of p and q.
Case 1. p = 2r and q = 2s.
We note r + s ≦ n because of p ≦ n and q ≦ n.
Case 1-0 The determination of d0
′
.
We take y0 = [∅]⊗{[r + 1, r + s], [r+ s, r + 1]}, x0 = [∅]⊗{[1, r], [r, 1]}.
In this case d0
′
= 1.
Case 1-1. The determination of d1
′
.
We take y1 = [1, r + 1]⊗{1, [r+ 1, r+ s], [r+ s, r+ 2]}, x1 = [1]⊗
{[1, r], 0′, [r, 2]}. The coefficient of the left-hand side is 2√2(−1)s−1.
In the right-hand side, by considering the number of the common
letters, the u term with u > 1 never contributes to the coefficient. We
calculate the contribution coming from the u = 0 term. Then we have
I = {1}, S2 = {[2, r]}, J = ∅ and T = {1}. Only the case of J2 = {r+1},
K = {1}, S4 = {[r+2, r+s]}, S3 = {1}, I1 = ∅, J1 = ∅, I2 = ∅ and S1 =
∅ contributes to the coefficient. The image of the u = 0 term is given by√
2(−1)s−1[r+ 1, 1]⊗ q! < r + 1, 1, S4, S4 > +the other terms and the
coefficient is given by
√
2(−1)s−1d0′ . Next we consider the u = 1 term.
Then only the case τ(1) = σ(1) = 1 contributes to the coefficient and
we calculate d1
′
ψ
{[2,p]}
{[2,q]}. At this time only the case I = ∅, S2 = {[2, r]},
T = {1}, J2 = {r + 1}, J = J1 = ∅, S1 = ∅, S4 = {[r + 2, r + s]}
, K = {1}, I1 = ∅, I2 = ∅ and S3 = ∅ contributes to the coefficient.
The image of the u = 1 term is given by ψ
{[2,p]}
{[2,q]}([1]⊗ < S2, 0′, S2 >) =
(−1)1+1+s−1√2[r + 1, 1] ⊗ (q − 1)! < r + 1, S4, S4 > +the other terms
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and the coefficient is
√
2(−1)sd1′ because of [r+ 1, 1] = −[1, r + 1] in
∆.
So we have d1
′
= −1.
We prove di
′
= (−1)i by induction on i in this case.
We assume that the above holds for i = 1, 2, . . . , 2u − 1 and prove
the case of i = 2u.
We take y2u = [[1, 2u]]⊗{[1, 2u], [r+ u + 1, r+ s], [r+ s, r+ u + 1]},
x2u = [[1, 2u]]⊗ {[1, r+ u], [r+ u, 2u + 1]}.
The coefficient of the left-hand side is 22u(−1)r+s.
We calculate the right-hand side.
The contribution to the coefficient under consideration from the i = 0
term comes from I = {[1, 2u]}, S2 = {[2u + 1, r + u]}, T = {[1, 2u]},
J = J1 = ∅, S1 = ∅, S4 = {[r+u+1, r+s]}, K = {[1, 2u]}, I1 = ∅, I2 = ∅,
J2 = ∅ and S3 = {[1, 2u]}. The coefficient is given by (−1)s−u+r−u+2sd0′ .
We consider the contribution from the i = 1 term. Then we must
have 1 ≦ τ(1) = σ(1) = j ≦ 2u and for each j, the right-hand side of
the i = 1 term is reduced to ψ
{[1,p]−{j}}
{[1,q]−{j}} from the alternating property
with the indices.
The contribution to the coefficient from this term comes from I =
{[1, 2u]−{j}}, S2 = {[2u+1, r+u]}, T = {[1, 2u]}, J2 = ∅, J = J1 = ∅,
S1 = ∅, S4 = {[r + u + 1, r + s]}, K = T, I1 = ∅, I2 = ∅ and S3 = I.
Then we have ψ
{[1,p]−{j}}
{[1,q]−{j}}([[1, 2u]]⊗{[1, r + u]− {j}, [r+ u, 2u + 1]}) =
(−1)s−u+r−u+2u−1[T]⊗(q−1)! < S3, S4, S4 >{[1,q]−{j}} +the other terms.
So the total contribution to the coefficient from the i = 1 term is
given by
(
2u
1
)
(−1)s+r−1d1′.
We consider the contribution from the i = 2 term. Then we must
have τ(1) = σ(1) and τ(2) = σ(2) and the right-hand side of the i = 2
term is given by
∑
1≦j1<j2≦2u
ψ
{[1,p]−{j1}−{j2}}
{[1,q]−{j1}−{j2}}
⊗
(
j1 j2
j1 j2
)
.
The contribution to the coefficient from this term comes from I =
{[1, 2u]− {j1} − {j2}} = S3, S2 = {[2u+ 1, r + u]}, T = {[1, 2u]} = K,
J2 = ∅, J = J1 = ∅, S1 = ∅, S4 = {[r + u + 1, r + s]} and I1 = I2 = ∅.
The coefficient of the image under consideration by this map is given
by (−1)s−u+r−u+2u−2 and the total contribution coming from the i = 2
term is given by
(
2u
2
)
(−1)s+rd2′.
So from the same argument, we can deduce that the total contribu-
tion to the coefficient from the i term is given by
(
2u
i
)
(−1)s+r−idi′ .
From the induction hypothesis, we have d2u
′
= 1 since 22u =
∑2u
i=0
(
2u
i
)
.
Next we assume that the di
′
= (−1)i holds for i = 1, 2, . . . , 2u and
prove the case of i = 2u+ 1.
We take y2u+1 = [[1, 2u+ 1], r+ u+ 1]⊗{[1, 2u + 1], [r+ u + 1, r+ s], [r + s, r+ u+ 2]},
x2u+1 = [[1, 2u + 1]]⊗ {[1, r+ u], 0′, [r+ u, 2u + 2]}.
The coefficient of the left-hand side is 22u+1+1/2(−1)s−u−1.
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We calculate the right-hand side.
The contribution to the coefficient under consideration from the
i = 0 term comes from I = {[1, 2u + 1]} = S3, S2 = {[2u + 2, r +
u]}, T = {[1, 2u + 1]} = K, J2 = {r + u + 1}, J = J1 = ∅, S1 =
∅, S4 = {[r + u + 2, r + s]}, I1 = ∅ and I2 = ∅. The image of
ψ is
√
2(−1)1(2u+1+1)+s−u−1[r + u+ 1, T] ⊗ q! < r + u+ 1, S3, S4, S4 >
+the other terms and the coefficient is given by
√
2(−1)s−u−1d0′ .
We consider the contribution from the i = 1 term. As before, we
must have 1 ≦ τ(1) = σ(1) = j ≦ 2u and for each j, the contribution
to the coefficient from this term comes from I = {[1, 2u+1]−{j}} = S3,
S2 = {[2u+2, r+u]}, T = {[1, 2u+1]} = K, J2 = {r+u+1}, J = J1 = ∅,
S1 = ∅, S4 = {[r + u + 2, r + s]}, I1 = ∅ and I2 = ∅. Then we
have ψ
{[1,p]−{j}}
{[1,q]−{j}}([[1, 2u + 1]] ⊗ {[1, r+ u]− {j}, 0′, [r+ u, 2u + 2]}) =√
2(−1)1+1(2u+1)+s−u−1[r + u+ 1, T]⊗(q−1)! < r + u+ 1, S3, S4, S4 >{[1,q]−{j}}
+the other terms. From the alternating property, we have [r + u+ 1, T]⊗
(q−1)! < r + u+ 1, S3, S4, S4 >= −[T, r + u+ 1]⊗(q−1)! < S3, r+ u+ 1, S4, S4 >
and the total contribution to the coefficient from the i = 1 term is given
by
(
2u+1
1
)√
2(−1)s−ud1′.
Similarly we can calculate the contribution coming from the i = 2
term. As before, we must have τ(1) = σ(1) and τ(2) = σ(2) and the
right-hand side of the i = 2 term is given by
∑
1≦j1<j2≦2u
ψ
{[1,p]−{j1}−{j2}}
{[1,q]−{j1}−{j2}}
⊗(
j1 j2
j1 j2
)
.
The contribution to the coefficient from this term comes from I =
{[1, 2u+1]−{j1}−{j2}} = S3, S2 = {[2u+2, r+u]}, T = {[1, 2u+1]} =
K, J2 = {r + u + 1}, J = J1 = ∅, S1 = ∅, S4 = {[r + u + 2, r + s]} and
I1 = I2 = ∅. So from the same argument, the total contribution to the
coefficient from the i = 2 term is given by
(
2u+1
2
)√
2(−1)s−u−1d2′ .
Similarly we can calculate the contribution to the coefficient from
the i term and it is given by
(
2u+1
i
)√
2(−1)s−u−1+idi′ .
So from the induction hypothesis, we obtain di
′
= (−1)i in this case.
For the remaining cases of parities of p and q, the proof goes almost
in a similar way. So we omit it and summarizing all the cases, we have
di
′
= (−1)pq+i.
For Pin(2n), the proof goes almost same and we omit it.
From the above two formulas, if n ≧ k, the generalized Brauer dia-
grams under the representation theoretical parametrization also span
the full centralizer algebra CPk and they become a linear base of CPk
since dimCPk is equal to the number of the generalized Brauer dia-
grams.

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Corollary 7.4. Let p ≦ n and q ≦ n. For 0 ≦ i ≦ min(p, q), if we put
iφ
[1,p]
[1,q] =
∑
σ∈Sq
τ∈Sp
ǫ(σ) ǫ(τ)
inj{σ([i+1,q])}
(q − i)!
(
τ([1, i])
σ([1, i])
)
i!
pr{τ([i+1,p])}
(p− i)! ,
then iφ
[1,p]
[1,q]’s (0 ≦ i ≦ min(p, q)) are linearly independent and span the
intertwining space HomPin(N)(∆(ǫ1)
⊗∧p V,∆(ǫ2)⊗∧q V ).
Example 7.5. We show a few example of the relations of two parametriza-
tion in figure 4 for n ≧ 2.
inv
=
rt
−
rt
+
rt
+
rt
−
rt
+
rt
−
rt
inv
=
rt
− +
rt
Figure 4. The relations of two parametrization for
Pin(2n+ 1)
In figure 4, if we change simultaneously the signatures of the dia-
grams which have exactly one vertical edge (the edge from the upper
row to the lower row), we have the result for Pin(2n).
If p > n, we have ∆(ǫ)
⊗∧p V ∼= ∆(ǫ)⊗∧N−p V ⊗ det ∼= ∆(−ǫ)⊗∧N−p V .
For Pin(2n+1), the isomorphism A : ∆ǫ
⊗
det ∼= ∆−ǫ is given by the
map A[I] = [I] for any I. Here we obey the convention in Remark 3.9.
Then we have the Pin(2n+ 1) isomorphism A⊗ rp : ∆(ǫ)
⊗∧p V −→
∆(ǫ)
⊗∧2n+1−p V . Here rp is defined in Lemma 3.13.
For Pin(2n), let A be the associator in Lemma 3.10, the isomor-
phism from ∆
⊗
det to ∆. Then we have the isomorphism A ⊗ rp :
∆
⊗∧p V −→ ∆⊗∧2n−p V .
As before, we define a homomorphism r
[1,p]
[1,2n−p] by the composition
of the alternating operator Alt[1,p] and rp and the immersion of the
alternating tensor to the positions [1, 2n− p].
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Theorem 7.6. Let p > n and p + q ≦ N . As a homomorphism
from ∆(ǫ1)
⊗⊗p V to ∆(ǫ2)⊗⊗q V ( we assume (−1)p+q = ǫ1ǫ2 for
Pin(2n+ 1). ), we have
(7.6.1)
ψ
[1,p]
[1,q] = ǫ
∑
σ∈SN−p
τ∈Sq
ǫ(σ) ǫ(τ)
(
σ([1, q])
τ([1, q])
)
q!
pr{σ([q+1,N−p])}
(N − p− q)! (A⊗ r
[1,p]
[1,N−p]).
Here ǫ = 1 for Pin(2n+ 1) and ǫ = (−1)q+n for Pin(2n).
Let q > n and p+q ≦ N . As homomorphisms from ∆(ǫ1)
⊗⊗p V to
∆(ǫ2)
⊗⊗q V ( we assume (−1)p+q = ǫ1ǫ2 for Pin(2n + 1). ) is given
by
(7.6.2)
ψ
[1,p]
[1,q] = ǫ
q!
(N − q)!(A⊗r
[1,N−q]
[1,q] )
∑
σ∈Sp
τ∈SN−q
ǫ(σ) ǫ(τ)
inj{τ([p+1,N−q])}
(N − p− q)!
(
σ([1, p])
τ([1, p])
)
p!
.
Here ǫ = 1 for Pin(2n+ 1) and ǫ = (−1)p+n for Pin(2n).
Proof. We prove the formula (7.6.1) for Pin(2n + 1). Let p > n and
q ≦ n. Since q ≦ 2n+ 1− p and Corollary 7.4, we can put
ψ
[1,p]
[1,q] =
q∑
i=0
di
iφ
[1,2n+1−p]
[1,q] (A⊗ r[1,p][1,2n−p]).
As before, we find a sequence of pairs {xi, yi} and apply both sides
of the above to xi’s and compare the coefficients of yi’s and determine
the coefficients di from i = q to i = 0 inductively.
We take cases for the parities of p and q.
Case 1 p ≡ 1 mod 2 and q ≡ 0 mod 2.
We put 2n + 1− p = 2r and q = 2s. We have r ≧ s.
We determine the coefficients dq first.
Case 1- 2s. d2s = 1.
We take y2s = [∅]⊗{[1, 2s]}, x2s = [∅]⊗{[1, 2s], [r+ s+ 1, n], 0′, [n, r+ s+ 1]}.
If i < 2s, the term i never contributes to the coefficient since the image
of pr is 0 because of the weight argument. And the direct calculation
tells us that d2s = 1.
Case 1- 2s− 1. d2s−1 = 0.
We take y2s−1 = [∅]⊗{[1, 2s− 1], 0′}, x2s−1 = [∅]⊗{[1, 2s− 1], [r+ s, n], [n, r+ s]}.
Only the terms 2s and 2s − 1 contribute to the coefficient because of
the weight argument. And the direct calculation tells us that d2s−1 = 0
We assume that d2s = 1, d2s−1 = . . . = d2s−2i+1 = 0 and we show
that d2s−2i = 0.
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Case 1- 2s− 2i. d2s−2i = 0.
We take y2s−2i = [∅] ⊗ {[1, 2s− i], [2s− i, 2s− 2i + 1]}, x2s−2i =
[∅] ⊗ {[1, 2s− 2i], [r+ s+ 1− i, n], 0′, [n, r+ s + 1− i]}. From the
induction hypothesis and the weight argument, only the terms 2s and
2s− 2i contribute to the coefficient and the direct calculation tells us
that d2s−2i = 0.
We assume that d2s = 1, d2s−1 = . . . = d2s−2i = 0 and we show that
d2s−2i−1 = 0.
Case 1- 2s− 2i− 1 d2s−2i−1 = 0 (i ≧ 1).
We take y2s−2i−1 = [∅] ⊗ {[1, 2s− i− 1], 0′, [2s− i− 1, 2s− 2i]},
x2s−2i−1 = [∅]⊗ {[1, 2s− 2i− 1], [r+ s− i, n], [n, r+ s− i]}.
For the remaining cases of parities of p and q, the proof goes almost
in a similar way. So we omit it. Summarizing all the cases, we have
dq = 1 and di = 0 if i < q in the formula (7.6).
Next we prove the formula (7.6) for Pin(2n+ 1).
Let p ≦ n and q > n.
We can put
ψ
[1,p]
[1,q] =
p∑
i=0
di
q!
(2n+ 1− q)!(A⊗ r
[1,2n+1−q]
[1,q] )
iφ
[1,p]
[1,2n+1−q]
We determine the coefficients di just as in the above.
We take cases for the parities of p and q.
Case 1 p ≡ 0 mod 2 and q ≡ 1 mod 2.
We put p = 2r and 2n+ 1− q = 2s. We have s ≧ r.
We determine the coefficients dp first.
Case 1- 2r. d2r = 1.
We take y2r = [∅] ⊗ {[1, 2r], [r+ s+ 1, n], 0′, [n, r+ s+ 1]}, x2r =
[∅]⊗ {[1, 2r]}. We have d2r = 1.
Case 1- 2r − 1. d2r−1 = 0.
We take y2r−1 = [∅]⊗{[1, 2r− 1], [r+ s, n], [n, r+ s]}, x2r−1 = [∅]⊗
{[1, 2r− 1], 0′}. We have d2r−1 = 0.
We assume that d2r = 1, d2r−1 = . . . = d2r−2i+1 = 0 and we show
that d2r−2i = 0.
Case 1- 2r − 2i. d2r−2i = 0. (i ≧ 1).
We take y2r−2i = [∅]⊗{[1, 2r − 2i], [r+ s− i+ 1, n], 0′, [n, r+ s− i + 1]},
x2r−2i = [∅]⊗ {[1, 2r− i], [2r− i, 2r− 2i+ 1]}. We have d2r−2i = 0.
We assume that d2r = 1, d2r−1 = . . . = d2r−2i = 0 and we show that
d2r−2i−1 = 0.
Case 1- 2r − 2i− 1. d2r−2i−1 = 0. (i ≧ 1).
We take y2r−2i−1 = [∅]⊗{[1, 2r− 2i− 1], [r+ s− i, n], [n, r+ s− i]},
x2r−2i−1 = [∅] ⊗ {[1, 2r− i− 1], 0′, [2r− i− 1, 2r− 2i]}. We have
d2r−2i−1 = 0.
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For the remaining cases, proof goes almost in a similar way. So we
omit it and summarizing all the cases, we have dp = 1 and di = 0 if
i < p in the formula (7.6).
For Pin(2n), the proof is almost similar to the above and we omit
it.

8. Relations between Pin(N)- equivariant homomorphisms
In this section we give the relations between the compositions of pr
and inj and the contractions and the immersion of the invariant forms,
from which we can deduce the multiplication rules of the generalized
Brauer diagrams.
We recall some notations. Let C{i,j} be the contraction operator of
the i-th and j-th tensor components (with respect to S ) and let idV {i,j}
be the linear immersion of the invariant element idV =
∑n
i=1(ui⊗ ui+
ui ⊗ ui)(+u0′ ⊗ u0′) to the i-th and the j-th position.
As in Corollary 7.4, we define the equivariant homomorphism from
∆
⊗⊗p (here we consider the tensor⊗p V sits in the positions {[r+
1, r + p]} ) to ∆⊗⊗q (here we consider the tensor ⊗q V sits in the
positions {[s+ 1, s+ q]} ) by
iφ
[r+1,p+r]
[s+1,s+q] =
∑
σ∈Sq [s+1,s+q]
τ∈Sp[r+1,r+p]
ǫ(σ) ǫ(τ)
inj{σ([s+i+1,s+q])}
(q − i)!
(
τ([r + 1, r + i])
σ([s+ 1, s+ i])
)
i!
pr{τ([r+i+1,r+p])}
(p− i)! .
Here Sq[s+ 1, s+ q] and Sp[r+ 1, r+ p] denote the symmetric groups
of degree q and p acting on the sets {s+ 1, s+ 2, . . . , s+ q} and {r +
1, r + 2, . . . , r + p} respectively.
Then from Corollary 7.4, iφ
[r+1,p+r]
[s+1,s+q]’s (0 ≦ i ≦ min(p, q)) become a
base of HomPin(N)(∆
⊗∧p V,∆⊗∧q V ).
Theorem 8.1. The following formulas hold for pr, inj, C{i,j} and
idV {i,j}.
(i) If p ≦ n, as the homomorphisms from ∆
⊗⊗p V to ∆, (here
we consider the tensor
⊗p V sits in the positions {[q+1, p+q]}
), we have
(8.1.1) pr{[1,q+p]} ◦ inj{[1,q]} = (N − p)q ǫ pr{[q+1,q+p]} .
Here ǫ = 1 for Pin(2n+ 1) and ǫ = (−1)(p+q)q for Pin(2n).
(N − p)q denotes the lower factorial, that is, for any x and
non-negative integer i, we define (x)i = x(x−1)(x−2) · · · (x−
(i− 1)).
The above also holds for p = 0 and in this case we regard pr
in the right-hand side as the identity map of ∆.
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(ii) If p ≦ n, as the homomorphisms from ∆ to ∆
⊗⊗p V (here
we consider the tensor
⊗p V sits in the positions {[q+1, p+q]}
), we have
(8.1.2) pr{[1,q]} ◦ inj{[1,q+p]} = (N − p)q ǫ inj{[q+1,q+p]} .
Here ǫ = 1 for Pin(2n+ 1) and ǫ = (−1)(p+q)q for Pin(2n).
(iii) If p ≦ n and q ≦ n, as the homomorphisms from ∆ to ∆
⊗⊗p+q V ,
we have
inj{[1,q]} ◦ inj{[q+1,q+p]} =
min(p,q)∑
i=0
ǫ(i)
∑
σ∈Sq
τ∈Sp[q+1,q+p]
ǫ(σ) ǫ(τ)
∏i
u=1 idV {σ(u),τ(q+u)}
i!
inj{σ([i+1,q]),τ([q+i+1,q+p])}
(q − i)!(p− i)! .
(8.1.3)
Here ǫ(i) = (−1)qi+(i+12 ) for Pin(2n+1) and ǫ(i) = (−1)qi+(i+12 )+pq
for Pin(2n).
(iv) If p ≦ n and q ≦ n, as the homomorphisms from ∆
⊗⊗p+q V
to ∆, we have
pr{[1,q]} ◦ pr{[q+1,q+p]} =
min(p,q)∑
i=0
ǫ(i)
∑
σ∈Sq
τ∈Sp[q+1,q+p]
ǫ(σ) ǫ(τ)
pr{σ([i+1,q]),τ([q+i+1,q+p])}
(q − i)!(p− i)!
∏i
u=1C{σ(u),τ(q+u)}
i!
.
(8.1.4)
Here ǫ(i) = (−1)qp+qi+(i2) for Pin(2n+1) and ǫ(i) = (−1)qi+(i2)
for Pin(2n).
(v) If p ≧ t and p − t ≦ n and q ≦ n, as the homomorphisms
from ∆
⊗⊗p−t V to ∆⊗⊗q V , ( here we consider the tensor⊗p−t V sits in the positions {[q + t+ 1, q + p]}.) we have
(8.1.5)
pr{[q+1,q+p]} ◦ inj{[1,q+t]} =
min(p−t,q)∑
i=0
ǫ(i)(
i∑
u=0
(
i
u
)
(N−p−q+t+i−u)t) iφ[q+t+1,q+p][1,q]
Here ǫ(i) = (−1)(q−i)(p−i)+it for Pin(2n + 1) and ǫ(i) =
(−1)pq+t(p+q) for Pin(2n) and ( i
u
)
in the parentheses denotes
the ordinary binomial coefficient. If t = 0, (N − p − q + 0 +
i− u)0 = 1 and the sum in the parentheses is equal to 2i.
(vi) If p ≦ n and q ≦ n, as the homomorphisms from ∆
⊗⊗q V
to ∆
⊗⊗p V , ( here we consider the tensor ⊗q V sits in the
positions {[p+ q + 1, p+ 2q]}.) we have
(8.1.6)
q∏
i=1
C{i,p+q+i} inj{[1,q+p]} =
min(p,q)∑
i=0
ǫ(i) iφ
[p+q+1,p+2q]
[q+1,q+p] .
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Here ǫ(i) = (−1)pq+(q2)+i(p+q−1) for Pin(2n + 1) and ǫ(i) =
(−1)(q2) for Pin(2n).
(vii) If p ≦ n and q ≦ n, as the homomorphisms from ∆
⊗⊗q V
to ∆
⊗⊗p V , (here we consider the tensor ⊗q V sits in the
positions [1, q] and
⊗p V sits in the positions {[p+ q +1, 2p+
q]}.) we have
(8.1.7) pr{[1,q+p]}
p∏
i=1
idV {q+i,p+q+i} =
min(p,q)∑
i=0
ǫ(i) iφ
[1,q]
[p+q+1,q+2p].
Here ǫ(i) = (−1)(p2)+i(p+q+1) for Pin(2n + 1) and ǫ(i) =
(−1)(p2)+pq for Pin(2n).
Remark 8.2. If we change N in the above formulas into an indetermi-
nate X simultaneously, we can define the ‘generic’ centralizer algebra
of CPk just as in the ordinary Brauer algebras.
Proof. We prove the formula (8.1.1). If we note that Alt[1,p+q](Alt[1,q]×Alt[q+1,p+q]) =
Alt[1,p+q](Alt[1,q]) = Alt[1,p+q], both sides factor through the homomor-
phisms from ∆
⊗∧p V to ∆. Because of dim HomPin(N)(∆⊗∧p V,∆) =
1, they only differ in some scalar if they are non-zero. We compare the
coefficients of [∅] of the images of [[1, p]] ⊗ {[1, p]} under both sides
of the formula (8.1.1). Direct calculation tells us that the scalar is
given by (2n + 1 − p)q for Pin(2n + 1) and the scalar is given by
(−1)(p+q)q(2n− p)q for Pin(2n).
We prove the formula (8.1.2).
Both sides of the above can be considered as the homomorphisms
from ∆ to ∆
⊗∧p V . As before, they only differ in some scalar. We
compare the coefficients of [[1, p]]⊗ {[1, p]} of the images of [∅] under
both sides of the formula (8.1.2).
Direct calculation tells us that the scalar is given by (2n + 1 − p)q
for Pin(2n+ 1) and (−1)(p+q)q(2n+ 1− p)q for Pin(2n).
Next we prove the formula (8.1.3).
From Theorem 2.4 and Theorem 2.2, ∆ occurs in the representa-
tion ∆
⊗
µO(N) if and only if µO(N) = (1
i) and then the multiplicity
is one. Also the character theory tells us that in the representation∧q V ⊗∧p V , ∧p+q−2i V (0 ≦ i ≦ min(p, q)) occurs exactly once and
the other exterior products never appears.
So the left-hand side in (8.1.3) can be considered as the homomor-
phism in HomPin(N)(∆,∆
⊗∧q V ⊗∧p V ) ∼=⊕min(p,q)i=0 HomPin(2n)(∆,∆⊗∧p+q−2i V ).
A Pin(2n) equivariant embedding from
∧p+q−2i V to∧q V ⊗∧p V is
given as follows. For any subset U ⊆ {[1, n], (0′), [n, 1]} of size p+q−2i,
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we define
< U >−→
∑
σ∈Sq
τ∈Sp[q]
ǫ(σ) ǫ(τ)
i∏
u=1
idV {σ(u),τ(q+u)}× < U >{σ([i+1,q]),τ([q+i+1,q+p])} .
Here the indices in U are in the increasing order.
So in the formula (8.1.3), the i term in the right-hand side is the
homomorphism in the direct summand HomPin(N)(∆,∆
⊗∧p+q−2i V ).
So we can put
inj{[1,q]} ◦ inj{[q+1,q+p]} =
min(p,q)∑
i=0
di
∑
σ∈Sq
τ∈Sp[q+1,q+p]
ǫ(σ) ǫ(τ)
∏i
u=1 idV {σ(u),τ(q+u)}
i!
inj{σ([i+1,q]),τ([q+i+1,q+p])}
(q − i)!(p− i)! .
As before, we find a sequence of pairs {xi, yi} and apply both sides
of the above to xi’s and compare the coefficients of yi’s and determine
the coefficients di inductively.
We prove the formula (8.1.3) for Pin(2n+ 1).
We take the cases for the parities of p and q.
Case 1. p = 2r and q = 2s.
We note r + s ≦ n because of p ≦ n and q ≦ n.
Case 1-0. The determination of d0.
We take y0 = [∅]⊗{[1, s], [s, 1], [s+ 1, r + s], [r+ s, s + 1]}, x0 = [∅].
In this case d0 = 1.
Case 1-1. The determination of d1.
We take y1 = [s + 1]⊗{1, [2, s], 0′, [s, 2], 1, [s + 1, r+ s], [r + s, s+ 2]},
x1 = [∅]. In this case d1 = −1.
We prove di = (−1)(
i+1
2 ) by induction on i in this case.
Case 1-2u. The determination of d2u.
We assume that the above holds for i = 1, 2, . . . , 2u − 1 and prove
the case of i = 2u. We take
y2u = [∅]⊗
{[2u, 1], [2u+ 1, s+ u], [s+ u, 2u + 1], [1, 2u], [s + u+ 1, r+ s], [r+ s, s+ u + 1]}
and x2u = [∅]. Then in the right-hand side, only the terms from 0 to
2u contribute to the coefficient and we have d2u = (−1)(
2u+1
2 ).
Case 1-2u+ 1. The determination of d2u+1.
We take
y2u+1 = [s + u+ 1]⊗
{[1, 2u + 1], [2u+ 2, s + u], 0′, [s + u, 2u+ 2], [1, 2u+ 1], [s + u+ 1, r+ s], [r+ s, s+ u + 2]}
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and x2u+1 = [∅].
For the remaining cases for Pin(2n + 1) and for Pin(2n + 1), the
proof goes in a similar way and so we omit it.
Next we prove the formula (8.1.4). As in the proof of the formula
(8.1.3), the left-hand side can be considered as the homomorphism in
HomPin(N)(∆
⊗∧q V ⊗∧p V,∆) ∼=⊕min(p,q)i=0 HomPin(N)(∆⊗∧p+q−2i V,∆).
A Pin(N)-equivariant embedding from
∧q V ⊗∧p V to ∧p+q−2i V is
given as follows. For any subsets Q, P ⊆ {[1, n], (0′), [n, 1]} of size q, p
respectively, we define
< Q > ⊗ < P >−→ Alt{[i+1,q],[q+i+1,q+p]}
i∏
u=1
C{u,q+u}Alt{[1,q]}(⊗Q)⊗Alt{[q+1,q+p]}(⊗P )
=
∑
σ∈Sq
τ∈Sp[q+1,q+p]
1
q!p!
ǫ(σ) ǫ(τ) Alt{σ([i+1,q]),τ([q+i+1,q+p])}
i∏
u=1
C{σ(u),τ(q+u)}(⊗Q)⊗ (⊗P )
Here if Q = {ℓ1ℓ2, . . . , ℓq}, (⊗Q) denotes the ordinary tensor product
(not exterior one) ⊗{ℓ1ℓ2, . . . , ℓq}.
So in the formula (8.1.4), the i term in the right-hand side corre-
sponds to the homomorphism in the direct summand HomPin(N)(∆
⊗∧p+q−2i V,∆).
So we can put
pr{[1,q]} ◦ pr{[q+1,q+p]} =
min(p,q)∑
i=0
di
∑
σ∈Sq
τ∈Sp[q+1,q+p]
ǫ(σ) ǫ(τ)
pr{σ([i+1,q]),τ([q+i+1,q+p])}
(q − i)!(p− i)!
∏i
u=1C{σ(u),τ(q+u)}
i!
.
The rest of the proof is almost similar to (8.1.3) and we omit it.
Next we prove the formula (8.1.5).
Both sides of the above can be considered as the homomorphisms
from ∆
⊗∧p−t V to ∆⊗∧q V .
So we can put (see Corollary 7.4.)
pr{[q+1,q+p]} ◦ inj{[1,q+t]} =
min(p−t,q)∑
i=0
di
iφ
[q+t+1,q+p]
[1,q] .
We show di = (−1)(q−i)(p−i)+it(
∑i
u=0
(
i
u
)
(2n+1−p−q+t+i−u)t) for
Pin(2n+1) and di = (−1)pq+t(p+q)(
∑i
u=0
(
i
u
)
(2n+1−p−q+ t+ i−u)t)
for Pin(2n).
As before, we find a sequence of pairs {xi, yi} and apply both sides
of the above to xi’s and compare the coefficients of yi’s and determine
the coefficients di inductively.
We prove the formula (8.1.5) for Pin(2n+ 1).
We take the cases for the parities of p− t and q.
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Case 1. p− t = 2r and q = 2s.
We note r + s ≦ n.
Case 1-0. The determination of d0.
We take y0 = [∅]⊗{[1, s], [s, 1]}, x0 = [∅]⊗{[n− r+ 1, n], [n, n− r + 1]}.
In the left-hand side, from the definition 6.2, we have
injq+t([∅]) =
∑
J⊆[1,n]
W⊆([1,n]−J)
j+2w=q+t
(−1)w2j/2[J]⊗ (q + t)! < J, W, W >
+
∑
J⊆[1,n]
W⊆([1,n]−J)
j+2w+1=q+t
2j/2[J]⊗ (q + t)! < J, W, 0′, W > .
(8.1)
In the above only the W’s which include the set {[1, s]} contribute
to the coefficient and for them, we put W1 = W− {[1, s]}. The exterior
products can be rewritten as (q + t)! < J, W, W >= ⊗{[1, s], [s, 1]} ⊗
t! < J, W1, W1 > +the other terms and (q + t)! < J, W, 0
′, W >= (−1)s ⊗
{[1, s], [s, 1]} ⊗ t! < J, W1, 0′, W1 > +the other terms.
We tensor ⊗{[n− r+ 1, n], [n, n− r+ 1]} after the exterior products
in the above and alternate them. If (J∪W1)∩{[n−r+1, n]} 6= ∅, then the
resulting exterior products are 0. So we can assume (J∪W1)∩{[n− r+
1, n]} = ∅. Then we have t! < J, W1, [n− r+ 1, n], [n, n− r + 1], W1 >
and t!(−1)r < J, W1, [n− r+ 1, n], 0′, [n, n− r+ 1], W1 >.
So the coefficient in the left-hand side is equal to
∑
{[s+1,n−r]}⊇W1⊔J (disjoint)
j+2w1=t
(−1)w1+s2j/2t!2j/2(−1)w1+r +
∑
{[s+1,n−r]}⊇W1⊔J (disjoint)
j+2w1+1=t
2j/2t!(−1)s+r2j/2
= (−1)r+st!((1 + 2x+ x2)n−r−s[t] + (1 + 2x+ x2)n−r−s[t− 1])
= (−1)r+st!(1 + x)2n+1−p+t−q[t] = (−1)r+s(2n+ 1− p+ t− q)t.
Here for the formal power series f(x), by f(x)[t] we denote the co-
efficient of the power xt in f(x).
In the right-hand side, only the i = 0 term contributes to the coeffi-
cient and it is given by (−1)r+sd0 and we have d0 = (2n+1−p+t−q)t.
Case 1-1. The determination of d1.
We take y1 = [s + 1]⊗{[1, s + 1], [s, 2]}, x1 = [∅]⊗{1, [n− r+ 2, n], 0′, [n, n− r+ 2]}.
We calculate the left-hand side.
In the equation (8.1), only the first sum contributes to the coefficient
and moreover in the first sum the W’s and J’s such that W ⊇ {2, . . . , s}
and J ∪ W ⊇ {1, s + 1} contribute to the coefficient. There are four
subcases, 1) W ⊇ {1, s + 1} (if t ≧ 2) 2) J ⊇ {1}, W ⊇ {s + 1} 3)
J ⊇ {s+1}, W ⊇ {1} 4) J ⊇ {1, s+1}. We put J1 = J−J∩{1, s+1}
and W1 = W− W ∩ [s+ 1].
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In the subcase 1), we have the coefficient∑
{[s+2,n−r+1]}⊇J1⊔W1 (disjoint)
j1+2+2w1=t
−2j1+1/2t! = −
√
2t!(1 + x)2n−2r−2s[t− 2].
In the subcase 2) we have the coefficient∑
{[s+2,n−r+1]}⊇J1⊔W1 (disjoint)
j1+1+2w1=t
−2j1+1+1/2t! = −2
√
2t!(1 + x)2n−2r−2s[t− 1].
In the subcase 3) we have the coefficient∑
{[s+2,n−r+1]}⊇J1⊔W1 (disjoint)
j1+1+2w1=t
−2j1+1/2t! = −
√
2t!(1 + x)2n−2r−2s[t− 1].
In the subcase 4) we have the coefficient∑
{[s+2,n−r+1]}⊇J1⊔W1 (disjoint)
j1+2w1=t
−2j1+1+1/2t! = −2
√
2t!(1 + x)2n−2r−2s[t].
So the total coefficient of the left-hand side is−√2t!((1+x)2n+1−2r−2s[t]+
(1+x)2n+1−2r−2s+1[t] = −√2((2n+1−p−q+t)t+(2n+1−p−q+t+1)t).
If t = 1, the subcase 1) does not occur, but the result also holds in this
case since (1 + x)2n−2r−2s[−1] = 0.
In the right-hand side, only the i = 1 term contributes to the coef-
ficient and it is given by
√
2d1 and we have d1 = −((2n + 1 − p− q +
t)t + (2n+ 1− p− q + t + 1)t).
Case 1-2. The determination of d2.
We take y2 = [∅] ⊗ {[1, s + 1], [s+ 1, 3]}, x2 = [∅] ⊗ {1, 2, [n − r +
2, n], [n, n− r + 2]}.
We calculate the left-hand side.
In the equation (8.1), only the W’s and J’s such that W ⊇ {[3, s+ 1]}
and J∪W ⊇ {1, 2} contribute to the coefficient. There are four subcases,
1) W ⊇ {1, 2} (if t ≧ 2) 2) J ⊇ {1}, W ⊇ {2} 3) J ⊇ {2}, W ⊇ {1}
4) J ⊇ {1, 2}. We put J1 = J− J ∩ {1, 2} and W1 = W− W ∩ [s + 1].
In the subcase 1) we have the coefficient∑
{[s+2,n−r+1]}⊇J1⊔W1 (disjoint)
j1+2+2w1=t
(−1)s+r2j1t!+
∑
{[s+2,n−r+1]}⊇J1⊔W1 (disjoint)
j1+2+2w1+1=t
(−1)s+r2j1t!.
In the subcase 2) we have the coefficient∑
{[s+2,n−r+1]}⊇J1⊔W1 (disjoint)
j1+1+2w1=t
(−1)s+r2j1+1t!+
∑
{[s+2,n−r+1]}⊇J1⊔W1 (disjoint)
j1+2+2w1=t
(−1)s+r2j1+1t!.
64 KAZUHIKO KOIKE
In the subcase 3) we have the coefficient∑
{[s+2,n−r+1]}⊇J1⊔W1 (disjoint)
j1+1+2w1=t
(−1)s+r2j1+1t!+
∑
{[s+2,n−r+1]}⊇J1⊔W1 (disjoint)
j1+2+2w1=t
(−1)s+r2j1+1t!.
In the subcase 4) we have the coefficient∑
{[s+2,n−r+1]}⊇J1⊔W1 (disjoint)
j1+2w1=t
(−1)s+r2j1+2t!+
∑
{[s+2,n−r+1]}⊇J1⊔W1 (disjoint)
j1+2w1+1=t
(−1)s+r2j1+2t!.
So the total coefficient in the left-hand side is given as follows.
(−1)s+rt!{(1 + x)2n−p−q+t[t − 2] + 2(1 + x)2n−p−q+t[t − 1] + 2(1 +
x)2n−p−q+t[t − 1] + 4(1 + x)2n−p−q+t[t] + (1 + x)2n−p−q+t[t − 3] + 2(1 +
x)2n−p−q+t[t− 2] + 2(1 + x)2n−p−q+t[t− 2] + 4(1 + x)2n−p−q+t[t− 1]}.
Here we prove the following lemma.
Lemma 8.3. For any indeterminate X and for any non-negative in-
tegers t and i, we have
i∑
u=0
(
i
u
)
2u
(
X
t− i+ u
)
=
i∑
u=0
(
i
u
)(
X + i− u
t
)
.
Proof. This follows easily from the formula(
X + i
t
)
=
i∑
u=0
(
X
t− u
)(
i
u
)
.

From this lemma, the coefficient of the left-hand side is (−1)s+r{(2n+
3− p− q + t)t + 2(2n+ 2− p− q + t)t + (2n+ 1− p− q + t)t}.
In the right-hand side, only the i = 2 term contributes to the coeffi-
cient and it is given by (−1)s−1+r−1d2. So d2 = (2n+ 3− p− q + t)t +
2(2n+ 2− p− q + t)t + (2n+ 1− p− q + t)t.
Case 1-2i+ 1. The determination of d2i+1.
We take y2i+1 = [s + i+ 1]⊗{[1, s + i+ 1], [s+ i, 2i + 2]}, x2i+1 =
[∅]⊗ {[1, 2i+ 1], [n− r+ i+ 2, n], 0′, [n, n− r+ i + 2]}.
In the equation (8.1), only the W’s and J’s such that W ⊇ {[2i+2, s+i]}
and J ∪ W ⊇ {[1, 2i+ 1], s+ i+ 1} contribute to the coefficient.
We put J2 = J ∩ [1, 2i+ 1] and J1 = J ∩ {[s + i + 2, n− r + i + 1]}
and W2 = W∩ [1, 2i+1] and W1 = W∩ {[s+ i+2, n− r+ i+1]} . We fix
a subset J2 ⊆ [1, 2i+ 1] with |J2| = v and take cases for s + i + 1 ∈ J
and s+ i+ 1 /∈ J.
Subcase 1-2i+ 1-1. s+ i+ 1 /∈ J.
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In this subcase we have the coefficient
− t!
∑
{[s+i+2,n−r+i+1]}⊇W1⊔J1 (disjoint)
j1+2w1+2i+2−v=t
2j1+v+1/2
= −t!2v+1/2
∑
j1+2w1+2i+2−v=t
(
n− r − s
j1
)(
n− r − s− j1
w1
)
2j1
= −t!2v+1/2(1 + 2x+ x2)n−r−s[t− 2i− 2 + v].
Subcase 1-2i+ 1-2. s+ i+ 1 ∈ J.
In this subcase we have the coefficient
− t!
∑
{[s+i+2,n−r+i+1]}⊇W1⊔J1 (disjoint)
j1+2w1+2i+1−v=t
2j1+v+1/2
= −t!2v+1/2(1 + 2x+ x2)n−r−s[t− 2i− 1 + v].
Therefore for a fixed J2 ⊆ [2i+1], we have the coefficient −t!2v+1/2(1+
x)2n+1−p−q+t[t− 2i− 1 + v] and the total coefficient is
− t!
√
2
2i+1∑
v=0
(
2n+ 1− p− q + t
t− 2i− 1 + v
)
2v
(
2i+ 1
v
)
= −t!
√
2
2i+1∑
v=0
(
2i+ 1
v
)(
2n + 1− p− q + t+ 2i+ 1− v
t
)
.
In the right-hand side, only the 2i+ 1 term contributes to the coef-
ficient and it is given by
√
2d2i+1. So d2i+1 = −
∑2i+1
v=0
(
2i+1
v
)
(2n + 1 −
p− q + t+ 2i+ 1− v)t.
Case 1-2i. The determination of d2i.
We take y2i = [∅]⊗ {[1, s+ i], [s+ i, 2i+ 1]},
x2i = [∅]⊗ {[1, 2i], [n− r + i+ 1, n], [n, n− r + i+ 1]}.
In the equation (8.1), only the W’s and J’s such that W ⊇ {2i +
1, . . . , s+ i} and J ∪ W ⊇ {[1, 2i]} contribute to the coefficient.
We put J2 = J ∩ [1, 2i] and J1 = J ∩ {[s + i + 1, n − r + i]} and
W2 = W ∩ [1, 2i] and W1 = W ∩ {[s + i + 1, n − r + i]} . We fix a subset
J2 ⊆ [1, 2i] with |J2| = v. We take the cases.
Subcase 1-2i-1. The terms do not contain 0′.
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In this subcase we have the coefficient
t!
∑
{[s+i+1,n−r+i]}⊇W1⊔J1 (disjoint)
j1+2w1+2i−v=t
(−1)s−i+r−i2j1+v
= (−1)s+rt!2v
∑
j1+2w1+2i−v=t
(
n− r − s
j1
)(
n− r − s− j1
w1
)
2j1
= (−1)s+rt!2v(1 + x)2n−p−q+t[t− 2i+ v].
Subcase 1-2i-2. The terms contain 0′.
In this subcase we have the coefficient
t!2v(−1)s+r
∑
{[s+i+1,n−r+i]}⊇W1⊔J1 (disjoint)
j1+2w1+2i+1−v=t
2j1
= t!2v(−1)s+r(1 + 2x+ x2)n−r−s[t− 2i− 1 + v].
Therefore for a fixed J2 ⊆ [1, 2i], we have the coefficient t!2v(−1)s+r(1+
x)2n+1−p−q+t[t− 2i+ v] and the total coefficient is
t!(−1)s+r
2i∑
v=0
(
2n+ 1− p− q + t
t− 2i+ v
)
2v
(
2i
v
)
= t!(−1)s+r
2i∑
v=0
(
2i
v
)(
2n+ 1− p− q + t + 2i− v
t
)
.
In the right-hand side, only the 2i term contributes to the coefficient
and it is given by (−1)s+rd2i. So d2i =
∑2i
v=0
(
2i
v
)
(2n+ 1− p− q + t +
2i− v)t.
Therefore in this case we have di = (−1)i
∑i
v=0
(
i
v
)
(2n+ 1− p− q +
t+ i− v)t.
The proof goes in a similar way for the remaining cases and so we
omit it. di is given by (−1)(q−i)(p−i)+it
∑i
u=0
(
i
u
)
(2n+1−p−q+t+i−u)t
for Pin(2n+ 1) and di is given by (−1)qp+t(p+q)
∑i
u=0
(
i
u
)
(2n− p− q +
t+ i− u)t for Pin(2n).
Next we prove the formula (8.1.6).
Both sides of the formula can be considered as the homomorphisms
from ∆
⊗⊗q V to ∆⊗⊗p V .
So we can put
q∏
i=1
C{i,p+q+i} inj{[1,q+p]} =
min(p,q)∑
i=0
di
iφ
[p+q+1,p+2q]
[q+1,q+p]
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As before, we find a sequence of pairs {xi, yi} and apply both sides
of the above to xi’s and compare the coefficients of yi’s and determine
the coefficients di inductively.
We determine di for Pin(2n+ 1).
Case 1 p = 2r and q = 2s.
We note r + s ≦ n.
Case 1-2i. The determination of d2i.
We take y2i = [∅]⊗{[1, 2i], [s+ i+ 1, s + r], [s+ r, s+ i + 1]}, x2i =
[∅]⊗ {[1, s+ i], [s + i, 2i+ 1]}. In this case d2i = (−1)(
q
2).
Case 1-2i+ 1 The determination of d2i+1.
We take y2i+1 = [s+ i + 1]⊗{[1, 2i + 1], [s + i+ 1, s+ r], [s+ r, s+ i + 2]},
x2i+1 = [∅]⊗{[1, s + i], 0′, [s+ i, 2i + 2]}. In this case d2i+1 = (−1)s+1.
The proof goes in a similar way for the remaining cases and so we
omit it. Summarizing all the calculation, we have di = (−1)pq+(
q
2)+i(p+q−1)
for Pin(2n+ 1).
For Pin(2n), a similar calculation gives us di = (−1)(
q
2).
Finally we prove the formula (8.1.7).
Both sides of the formula can be considered as the homomorphisms
from ∆
⊗⊗q V to ∆⊗⊗p V .
So we can put
pr{[1,q+p]}
p∏
i=1
idV {q+i,p+q+i} =
min(p,q)∑
i=0
di
iφ
[1,q]
[p+q+1,q+2p].
As before, we find a sequence of pairs {xi, yi} and apply both sides
of the above to xi’s and compare the coefficients of yi’s and determine
the coefficients di inductively.
We determine di for Pin(2n+ 1).
Case 1. p = 2r and q = 2s.
We note r + s ≦ n.
Case 1-2i. The determination of d2i.
We take y2i = [∅]⊗{[1, 2i], [s+ i+ 1, s + r], [s+ r, s+ i + 1]}, x2i =
[∅]⊗ {[1, s+ i], [s + i, 2i+ 1]}.
In this case d2i = (−1)r.
Case 1-2i+ 1. The determination of d2i+1.
We take y2i+1 = [s+ i + 1]⊗{[1, 2i + 1], [s + i+ 1, s+ r], [s+ r, s+ i + 2]},
x2i+1 = [∅]⊗ {[1, s+ i], 0′, [s+ i, 2i + 2]}.
In this case d2i+1 = (−1)r−1.
The proof goes in a similar way for the remaining cases and so we
omit it. Summarizing all the calculation, we have di = (−1)(
p
2)+i(p+q+1)
for Pin(2n+ 1).
For Pin(2n), a similar calculation gives us di = (−1)(
p
2)+pq.

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9. Examples of products of the generalized Brauer
diagrams
From the result of the previous section, we can calculate the product
of the generalized Brauer diagrams.
As we remarked after the statement of Theorem 8.1, we change N in
the formulas of the theorem into an indeterminate X simultaneously
and we write down the relations of the ‘generic’ centralizer algebra of
CPk.
We summarize other relations between the contractions and the im-
mersions and pr and inj which follow easily from the definitions. We
fix the index set of the tensor positions of
⊗k V from 1 to k and after
the contraction C{i,j} we consider the i-th and the j-th components
are occupied by the empty set and idV {i,j} is allowed if the positions i
and j are occupied by the empty set.
Then we have the followings.
Lemma 9.1. (i)
C{s,t} idV {i,j} = idV {i,j}C{s,t} if {s, t} ∩ {i, j} = ∅.
(ii)
C{s,t} idV {t,j} =
(
s
j
)
if s 6= j.
Here
(
s
j
)
denotes the (partial) permutation which sends s-th
component to the j-th position.
(iii)
C{s,t} idV {s,t} = N id .
(iv) If s, t ∈ T, we have
C{s,t} injT = 0, prT idV {s,t} = 0.
(v) If s, t1, t2, . . . , tr ∈ [1, n] are different from each other, we have(
ti
s
)
inj{t1,...,ti,...,tr} = inj{t1,...,
i
s,...,tr}
,
(
t1
s
)
idV {t1,t2} = idV {s,t2}.
(vi) If s, t1, t2, . . . , tr ∈ [1, n] are different from each other, we have
pr{t1,...,ti,...,tr}
(
s
ti
)
= pr
{t1,...,
i
s,...,tr}
, C{t1,t2}
(
s
t1
)
= C{s,t2} .
(vii) If s, t, t1, t2, . . . , tr ∈ [1, n] are different from each other, idV {s,t}
commutes with injT and prT and C{s,t} commutes with injT and
prT, where T = {t1, t2, . . . , tr}.
Proof. The first three formulas are easy and the fourth formula follows
directly from the alternating property with the indices in T of pr and
inj. The rest are obvious from the definitions. 
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Remark 9.2. If we put ei = idV {i,i+1}C{i,i+1}, we can deduce easily
eiei+1ei = ei from the above lemma. These relations were used to
define the Birman-Wenzl algebras (q-analogs of the Brauer centralizer
algebras).([2].)
Remark 9.3. We note that
inj{[1,q]} ◦ inj{[q+1,q+p]} 6= inj{[q+1,q+p]} ◦ inj{[1,q]}
and
pr{[1,q]} ◦ pr{[q+1,q+p]} 6= pr{[q+1,q+p]} ◦ pr{[1,q]} .
Let us show some examples.
Example 9.4. In this example we always assume n ≧ k and use the
representation theoretical parametrization of the generalized Brauer di-
agrams, so we omit the subscript rt here. We calculate the product of
y5y8 in figure 1.
= (X − 1) + (X − 1)y5y8 =
Figure 5. The result of the product of y5y8 for Pin(2n+ 1)
Here y8 = inj{1,2}C{1,2} and y5 = inj{1}
(
2
2
)
pr{1}. From the formula
(8.1.2), we have pr{1} inj{1,2} = (X − 1)1 inj{2} (we put X for 2n + 1.)
and the targeting homomorphism is inj{1}
(
2
2
)
(X − 1) inj{2} C{1,2} =
(X−1) inj{1} inj{2} C{1,2}. From the formula (8.1.3), we have inj{1} inj{2} =
inj{1,2}+idV {1,2} and the final formula is given in figure 5.
We calculate a more complicated example of figure 6.
In this case we must calculate
idV {3,5} inj{1,2,6,7}
(
5
4
)
pr{1,2,4,7}C{3,6} idV {5,7} inj{1,2,4,6}
(
1
3
)
pr{2,3,5,6}C{4,7} .
The inside homomorphism of the above, i.e., the homomorphism ob-
tained by taking the middle part between the contractions and pr of
the first element and the immersion and inj of the second element, is
given by
(
5
4
)
pr{1,2,4,7}C{3,6} idV {5,7} inj{1,2,4,6}
(
1
3
)
. This element is in
CP1
1
= HomPin(2n)(∆
⊗
V,∆
⊗
V ). ( V sits in the first place in the
upper row and sits in the forth place in the lower row.) So it can be
written as a sum of the basis of CP1
1
i.e., GB1
1
. In general, this fact
tells us that the linear spaces spanned by all the diagrams in GBk
k
with
at most s (0 ≦ s ≦ k) vertical edges (the edge from the upper row to
the lower row), become two-sided ideals in CPk.
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y1 y2 y3 y4
y5 z1 z2 z3
z4 z5
= 3(X − 2)(X − 3)
−(X − 2)(X − 3)(X − 4)
5∑
i=1
5∑
j=1
(−1)i+jziyj
Here yj denotes the upper row and zi denotes the lower row given as follows.
Figure 6. The result of the product of a more compli-
cated example for Pin(2n)
From the formula (8.1.7), we have
pr{1,2,3,4} idV {4,5} = − inj{5} pr{1,2,3}−
(
1
5
)
pr{2,3}+
(
2
5
)
pr{1,3}−
(
3
5
)
pr{1,2} .
If we apply the conjugation of the permutation η =
(
3 4
4 7
)
, we have
pr{1,2,4,7} idV {5,7} = − inj{5} pr{1,2,4}−
(
1
5
)
pr{2,4}+
(
2
5
)
pr{1,4}−
(
4
5
)
pr{1,2} .
From the formula (8.1.6), we have
C{1,5} inj{1,2,3,4} = inj{2,3,4} pr{5}+ inj{3,4}
(
5
2
)
−inj{2,4}
(
5
3
)
+inj{2,3}
(
5
4
)
.
If we apply the conjugation of the permutation η =
(
1 2 3 4 5
6 2 4 1 3
)
,
we have
C{3,6} inj{1,2,4,6} = − inj{1,2,4} pr{3}+ inj{1,4}
(
3
2
)
−inj{1,2}
(
3
4
)
−inj{2,4}
(
3
1
)
.
Since pr{2,3} inj{1,2} = −(X − 2) inj{1} pr{3}−{(X − 1 − 2 + 1 + 1 −
0) + (X − 1 − 2 + 1 + 1 − 1)}
(
3
1
)
from the formula (8.1.5), we have
pr{2,4} inj{1,4} = (X − 2) inj{1} pr{2}+(2X − 3)
(
2
1
)
. The calculation
goes on in almost similar way and the final result consists of 26 terms
in which only one term contains a vertical line. It is given in figure 6.
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10. Dual Pair and Spin representations
In this section we define the subspace in the tensor space Tk =
∆
⊗⊗k V , on which the symmetric group of degree k and Pin(N)
(or Spin(N)) act as the dual pair.
By GBk, we denote GB
k
k
.
From Lemma 5.6, the elements of GBk under the invariant theo-
retical parametrization with at most N isolated vertices (we denote a
set of these elements by GBk,inv.) span linearly CPk. If n ≧ k, they
become a base of CPk and in this case, the elements of GBk under
the representation theoretical parametrization (we denote a set of these
elements by GBk,rt.) also become a base of CPk.
Since CPk contains R[Sk] naturally, For 0 ≦ s ≦ min(k, n), let us
define the subspace T 0k,s of ∆
⊗⊗k V as follows.
Definition 10.1. Let T 0k,s denote the intersection of the all the ker-
nels of the contractions C{i,j} ( 1 ≦ i < j ≦ k) and the projections
pr{i1,i2,...,ir} (r > 0 and 1 ≦ i1 < i2 < . . . < ir ≦ k) and the alternating
operators Alt{i1,i2,...,ir} (see Definition 6.3 and r > s) of degree greater
than s.
If n ≧ k, then we ignore the alternating operators in the above and
put T 0k,k = T
0
k .
Lemma 10.2. The space T 0k,s becomes a CPk × Pin(N) module.
Proof. It is obvious that T 0k,s is a Pin(N) module from the definition.
Let yinv ∈ GBk,inv and let ψTuTℓ be the homomorphism corresponding
to the isolated vertices in y.
Then if |Tu| > s, ψTuTℓ acts on the space T 0k,s by 0 and so yinvT 0k,s = 0.
We can assume |Tu| ≦ s = min(k, n). If |Tℓ| 6= |Tu|, the contractions
or pr must appear in the upper row, so yinv T
0
k,s = 0 .(See (7.2.1).)
We can assume |Tu| = |Tℓ| ≦ s = min(k, n). Then from Theorem 7.2,
ψTuTℓ acts on this space by the alternating operators of degree |Tu|. Since
the space T 0k,s is invariant under the action of Sk, the lemma holds. 
Let us denote the set of the annihilators in CPk of the module T
0
k,s
by Jk,s. Then from the above, Jk,s becomes a two sided ideal in CPk
and CPk/Jk,s is the surjective image of the subalgebra R[Sk]. Since
Pin(N) and CPk are dual pair on Tk, on this direct summand T
0
k,s,
the images of R[Sk] and Pin(2n) become a dual pair.
So we have the following theorem.
Theorem 10.3. The symmetric group of degree k and Pin(N) become
a dual pair on the subspace T 0k,s of ∆(ǫ1)
⊗⊗k V . Namely the space
T 0k,s is decomposed into the direct sum of the tensor products of the
72 KAZUHIKO KOIKE
irreducible representations with multiplicity free as follows.
(10.3.1) T 0k,s =
∑
λ:partitions of size k
ℓ(λ)≦s
λSk
⊗
[∆, λ]Pin(N),(ǫ2).
Here for Pin(2n+ 1), ǫ1(−1)k = ǫ2
Remark 10.4. For Spin(2n+1), on the above T 0k,s, Sk and Spin(2n+
1) also act as a dual pair, since the center z acts on it by the scalar
ǫ1(−1)k. The decomposition is the same if we ignore ǫ1 and ǫ2.
Remark 10.5. From the above, if n ≧ k, Jk,k is the linear space
spanned by yrt ∈ GBk,rt with at most k − 1 vertical edges and in this
case, we have CPk = R[Sk]
⊕
Jk,k.
Proof. From the argument just before this theorem, R[Sk] and Pin(N)
become a dual pair on the space T 0k,s.
The Schur-Weyl reciprocity tells us that, as Sk × GL(N) module,⊗k V is decomposed into
(10.1)
k⊗
V =
∑
λ:partitions of size k λSk
⊗
λGL(N).
For λ with ℓ(λ) ≦ s ≦ n, the restriction rules (See the proposition
1.5.3 in [16].) tells us that we have
λGL(N) ↓GL(N)O(N) =
∑
κ,µ
LRλ2κ,µµO(N).
Here 2κ denotes the even partition and LRλ2κ,µ denotes the Littlewood-
Richardson coefficient. So λGL(2n) ↓GL(2n)O(2n) contains λO(2n) with multi-
plicity one and λO(2n) never appears in the other components of the
right-hand sides of (10.1), since the size |λ| of λ is equal to k.
From (2.4.3) in Theorem 2.4 and (2.2.6) in Theorem 2.2, [∆, λ]Pin(N)
occurs exactly once in ∆
⊗
λO(2n).
Since |λ| = k, from (2.4.2) and (2.2.3) and (2.2.4), [∆, λ]Pin(N) never
appears in ∆
⊗⊗u V for u < k. So this representation must be in the
kernels of the contractions and pr’s.
From the property of the Young symmetrizers, all the alternating
operators Alt{i1,i2,...,ir} (r > s) of degree greater than s annihilate the
space
∑
ℓ(λ)≦s
λSk
⊗
λGL(2n).
So λSk
⊗
[∆, λ]Pin(N) for partitions λ of size k and of ℓ(λ) ≦ s must
be in the space T 0k,s.
Since we already know that on the space T 0k,s, Sk and Pin(N) act
as a dual pair and all the irreducible representations λSk of Sk with
ℓ(λ) ≦ s already appear, so we have the theorem.

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Next we move to the case for Spin(2n).
For Spin(2n) representations, we consider the endomorphism (A ⊗
id) ∈ End(∆⊗⊗k V ). Here A is the associator for ∆ and is given by
the degree operator A[i1, i2, i3, . . . , ir] = (−1)r[i1, i2, i3, . . . , ir].
Lemma 10.6. The endomorphism A ⊗ id commutes with both of the
actions of CPk and Spin(2n) on the space ∆
⊗⊗k V .
Moreover we have
prp ◦(A⊗ id) = (−1)pA ◦ prp
and
injq ◦A = (−1)q(A⊗ id) injq .
Proof. It is obvious that (A ⊗ id) commutes with the action of the
Brauer algebra EndO(2n)(
⊗k V ) and the action of Spin(2n), since the
action of Spin(2n) preserves the parity r, where r is the number of the
indices in [i1, i2, i3, . . . , ir].
We note that from the parity argument, ψpq corresponding to the
isolated points in any generalized Brauer diagrams yinv ∈ GBk,inv must
satisfy p+ q ≡ 0 mod 2.
From the formula for Pin(2n) in Theorem 7.1, if p + q ≡ 0 mod 2,
we can easily check ψpq ◦ (A⊗ id) = (A⊗ id) ◦ ψpq .
The last two formulas are straightforward. 
So we first decompose the space Tk = ∆
⊗⊗k V into the irreducible
constituents under the action of Pin(2n) × CPk. Since Pin(2n) and
CPk are semisimple and act on the space as the dual pair, from the
Wedderburn’s theorem, we have
∆
⊗ k⊗
V =
⊕
ℓ(λ)≦n
|λ|≦k
[∆, λ]Pin(2n)
⊗
λCPk.
Here λCPk is the irreducible representation of CPk. We consider the
subspace [∆, λ]Pin(2n)
⊗
λCPk as Spin(2n) × CPk module. Then we
have
[∆, λ]Pin(2n)
⊗
λCPk = (1/2 + λ)
+
Spin(2n)
⊗
λCPk
⊕
(1/2 + δ)−Spin(2n)
⊗
λCPk .
Since A⊗id commutes with the action ofCPk and the space [∆, λ]Pin(2n)
⊗
λCPk
is the homogeneous component of the irreducible representation λCPk
of CPk, we have
(A⊗ id)([∆, λ]Pin(2n)
⊗
λCPk) = [∆, λ]Pin(2n)
⊗
λCPk .
Since (A ⊗ id)2 = id, ±1 eigenspaces of (A ⊗ id) in [∆, λ]⊗λCPk
become non-equivalent Spin(2n)×CPk modules.
Here ∆+
⊗⊗k V is +1 eigenspace and ∆−⊗⊗k V is−1 eigenspace
of A⊗ id in ∆⊗⊗k V .
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From Theorem 2.2, (1/2 + λ)±Spin(2n) appears in ∆
±
⊗⊗k V if and
only if k−|λ| ≡ 0 mod 2. Also (1/2+λ)∓Spin(2n) appears in ∆±
⊗⊗k V
if and only if k − |λ| ≡ 1 mod 2.
So (−1)k−|λ| eigenspace of (A⊗ id) in [∆, λ]Pin(2n)
⊗
λCPk is the irre-
ducible representation (1/2+λ)+Spin(2n)
⊗
λCPk and (−1)k−|λ|+1 eigenspace
of (A ⊗ id) in [∆, λ]Pin(2n)
⊗
λCPk is the irreducible representation
(1/2 + λ)−Spin(2n)
⊗
λCPk .
We define the extension of the algebra CPk by (A⊗ id).
Definition 10.7. Let CSk be the subalgebra of Hom(∆
⊗⊗k V,∆⊗⊗k V )
generated by CPk and (A⊗ id).
Then CSk and Spin(2n) act on the space ∆
⊗⊗k V as the dual
pair.
Then Theorem 10.3 for Spin(2n) is given as follows. Since we have
Lemma 10.6, T 0k,s in Definition 10.1 is (A⊗id) stable and We decompose
T 0k,s into the ±1 eigenspaces of (A⊗ id) and denote them by T 0,±k,s . Then
from Theorem 10.3, if we note that only λ’s considering here satisfy
|λ| = k, we have the following theorem.
Theorem 10.8. Then the symmetric group of degree k and Spin(2n)
becomes the dual pair on the subspaces T 0,+k,s and T
0,−
k,s respectively.
Namely, T 0,±k,s are decomposed into the direct sum of the tensor products
of the irreducible representations with multiplicity free as follows.
(10.8.1) T 0,±k,s =
∑
λ:partitions of size k
ℓ(λ)≦s
λSk
⊗
(1/2 + λ)±Spin(2n).
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