Sharp spectral multipliers for a new class of Grushin type operators by Chen, Peng & Sikora, Adam
ar
X
iv
:1
21
0.
03
22
v1
  [
ma
th.
AP
]  
1 O
ct 
20
12
SHARP SPECTRAL MULTIPLIERS FOR A NEW CLASS OF GRUSHIN
TYPE OPERATORS
PENG CHEN AND ADAM SIKORA
Abstract. We describe weighted Plancherel estimates and sharp Hebisch-Mu¨ller-Stein
type spectral multiplier result for a new class of Grushin type operators. We also discuss
the optimal exponent for Bochner-Riesz summability in this setting.
1. Introduction
On the space L2(Rd1 × Rd2) with the standard Lebesgue measure consider a class of
Grushin type operators defined by the formula
(1) Lσ = −
d1∑
j=1
∂2x′j −
(
d1∑
j=1
|x′j |
σ
)
d2∑
k=1
∂2x′′k
where exponent σ > 0. In the case σ = 2, the spectral properties of these operators were
studied by A. Martini and the second author in [13] where sharp spectral multiplier and
optimal Bochner-Riesz summability results were obtained. The aim of this paper is to obtain
analogous results for the class of Grushin operators corresponding to the exponent σ = 1.
The general strategy of the proof of the sharp spectral multiplier result for σ = 1 is the
same as one described in [13] for σ = 2. However, the proofs of two most crucial estimates
(Proposition 2.2 and Lemma 3.4 below) are new and technically significantly more difficult.
The spectral decompositions of the operators L2 and L1 are essentially different. We use
results derived in [7] to obtain a description of the spectral decomposition of the operator
L1 necessary for the proof of Proposition 2.2 and Lemma 3.4.
The closure of operator Lσ, σ > 0 initially defined on C
∞
c (R
d1 × Rd2) is a non-negative
self-adjoint operator and it admits a spectral resolution ELσ(λ) for all λ ≥ 0, see [15]. By
spectral theorem for every bounded Borel function F : R→ C, one can define the operator
F (Lσ) =
∫
R
F (λ) dELσ(λ)
which is bounded on L2(Rd1 ×Rd2). This paper is devoted to spectral multipliers that is we
investigate sufficient conditions on function F under which the operator F (L1) extends to
bounded operator acting on spaces Lp(Rd1 ×Rd2) for some range of p. We also study closely
related question of critical exponent κ for which the Bochner-Riesz means (1 − tL1)
κ
+ are
bounded on Lp(Rd1 × Rd2) uniformly in t ∈ [0,∞). In the sequel we shall only discuss the
Grushin operator L1 which for simplicity we denote just by L.
The motivation and rationale for spectral multiplier results of the type, which we consider
here as well as relevant literature and earlier related multiplier results were described in
details in the introduction to [13] and we refer readers to this paper for in depth discussion.
Here we only want to briefly mention that the theory of spectral multipliers and Bochner-
Riesz analysis are central part of harmonic analysis which have attracted a huge amount of
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attention, see for example [4, 6, 9, 14, 16] and references within. One especially intriguing
and surprising direction in the theory of spectral multipliers is devoted to investigation of
sharp results for sub-elliptic or degenerate operators. The main idea in this area is that
the sharp results are expected to be determined by the Euclidean dimension of underling
ambient space rather than the homogeneous dimension of the space and corresponding heat
semigroup. This part of spectral multipliers theory was initiated by results obtained by W.
Hebisch [9] and D. Mu¨ller and E.M. Stein [14]. Other examples of papers devoted to sharp
spectral multipliers for sub-elliptic or degenerate operators include [1, 3, 4, 10, 11].
Our two main results, the sharp spectral multiplier and the corresponding optimal results
for convergence of Bchner-Riesz means, are stated in Theorems 1.1 and 1.2 below. Let η be
a non-trivial C∞c function with compact support on R+. For function F : R→ C we define
δtF (x) = F (tx) and set D = max{d1 + d2, 3d2/2}. By W
s
2 we denote L
2 Sobolev space that
is ‖F‖W s
2
= ‖(I − d2x)
s/2F‖2.
Theorem 1.1. Suppose that function F : R→ C satisfies
sup
t>0
‖η δtF‖W s
2
<∞
for some s > D/2. Then the operator F (L) is of weak type (1, 1) and bounded on Lp(Rd1 ×
Rd2) for all p ∈ (1,∞). In addition
‖F (L)‖L1→L1,w ≤ C sup
t>0
‖η δtF‖W s
2
and ‖F (L)‖Lp→Lp ≤ Cp sup
t>0
‖η δtF‖W s
2
.
The above result is sharp if d1 ≥ d2/2, see discussion in Section 5 below. A version of
result essentially equivalent to Theorem 1.1 can be expressed in terms of Bochner-Riesz
summability of the operator L. Our approach allows us to obtain the following result which
is again optimal if d1 ≥ d2/2.
Theorem 1.2. Suppose that κ > (D− 1)/2 and p ∈ [1,∞]. Then the Bochner-Riesz means
(1− tL)κ+ are bounded on L
p(Rd1 × Rd2) uniformly in t ∈ [0,∞).
Proofs of Theorems 1.1 and 1.2 are concluded in Section 4. Similarly as in [13] the
key point of proving Theorems 1.1 and 1.2 is to obtain “weighted Plancherel estimate” for
spectral multipliers of the considered Grushin type operators. A proof of such estimates
is described in Section 3 and constitutes a main original contribution of this paper to the
discussed research area. A part of a proof of Theorems 1.1 and 1.2 described in Section 4
below is essentially the same as in [13]. We repeat the short argument here for the sake of
completeness. To make it easier to compare the results obtained in [13] and in this paper
we try to use the same notation as in [13] whenever it is possible.
2. Notation and preliminaries
A more general class of Grushin type operators which includes operators Lσ for σ > 0
defined above was studied in [15]. In what follows we will need the basic results concerning
the Riemannian distance corresponding to Grushin type operators and the standard Gauss-
ian bounds for the corresponding hear kernels which were obtain in [15] and which we recall
below.
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Proposition 2.1. Let ρ be Riemannian distance corresponding to the Grushin operator L
and let B(x, r) be the ball with centre at x and radius r. Then
(2) ρ(x, y) ∼ |x′ − y′|+
{
|x′′−y′′|
(|x′|+|y′|)1/2
if |x′′ − y′′| ≤ (|x′|+ |y′|)3/2,
|x′′ − y′′|2/3 if |x′′ − y′′| ≥ (|x′|+ |y′|)3/2.
Moreover the volume of B(x, r) satisfies following estimates
(3) |B(x, r)| ∼ rd1+d2 max{r, |x′|}d2/2,
and in particular, for all λ ≥ 0,
(4) |B(x, λr)| ≤ C(1 + λ)Q|B(x, r)|
where Q = d1 +
3d2
2
is a homogenous dimension of the considered metric space. Next, there
exist constants b, C > 0 such that, for all t > 0, the integral kernel pt of the operator
exp(−tL) satisfies the following Gaussian bounds
(5) |pt(x, y)| ≤ C|B(y, t
1/2)|−1e−bρ(x,y)
2/t
for all x, y ∈ Rd1 × Rd2.
Proof. For the proof, we refer readers to [15, Proposition 5.1 and Corollary 6.6]. 
Next, let F : L2(Rd1 ×Rd2)→ L2(Rd1 ×Rd2) be the partial Fourier transform in variables
x′′ defined by
Fφ(x′, ξ) = (2π)−d2/2
∫
Rd2
φ(x′, x′′) e−iξ·x
′′
dx′′.
Then
FLφ(x′, ξ) = L˜ξ Fφ(x
′, ξ)
where L˜ξ is Schro¨dinger type operators defined by
L˜ξ = −∆d1 +
(
d1∑
j=1
|x′j|
)
|ξ|2
acting on L2(Rd1) where ξ ∈ Rd2 . In what fallows we will need the following estimates for
the operator L˜ξ, compare [9, 4, 3] and [13].
Proposition 2.2. For all γ ∈ [0,∞) and f ∈ L2(Rd1),
(6) ‖ (
d1∑
j=1
|x′j |)
γ|ξ|2γf‖2 ≤ Cγ‖L˜
γ
ξf‖2.
Proof. Set L˜ = −∆d1 +
∑d1
j=1 |x
′
j | and next define operator Lx′i by the following formula
Lx′i = −∂
2
x′i
+ |x′i|.
By Proposition 3.4 of [7]
‖|x′i|
kf‖2 ≤ C
′
k‖L
k
x′i
f‖2
4 PENG CHEN AND ADAM SIKORA
for all positive natural numbers k ∈ N. Hence
‖ (
d1∑
j=1
|x′j |)
kf‖22 ≤ C
d1∑
j=1
‖|x′j|
kf‖22 ≤ Ck
d1∑
j=1
‖Lkx′jf‖
2
2.
Note that all Lx′i are non-negative self-adjoint operators and commute strongly, that is,
their resolvent commute. Therefore for all ℓi ∈ Z+, operators
∏n
i=1 L
ℓi
x′i
are self-adjoint and
non-negative. Hence
d1∑
j=1
L2kx′j ≤ (
d1∑
j=1
Lx′j)
2k
for all k ∈ N and
‖ (
d1∑
j=1
|x′j|)
kf‖22 ≤ Ck
d1∑
j=1
‖Lkx′jf‖
2
2 = Ck〈
d1∑
j=1
L2kx′jf, f〉
≤ Ck〈(
d1∑
j=1
Lx′j )
2kf, f〉 = Ck‖L˜
kf‖22.
Next, for a function f ∈ C∞c (R
d1) we define function δtf by the formula δtf(x) = f(tx).
Note that if t = |ξ|−2/3 then
L˜kξ =
(
−∆d1 +
(
d1∑
j=1
|x′j |
)
t−3
)k
= t−2kδt−1L˜
kδt.
Hence
‖L˜kξf‖2 = ‖t
−2kδt−1L˜
kδtf‖2 = t
−2ktd1/2‖L˜kδtf‖2
≥ C ′′k t
−2ktd1/2‖ (
d1∑
j=1
|x′j|)
kδtf‖2
= C ′′k |ξ|
2k‖ (
d1∑
j=1
|x′j |)
kf‖2.
This proves Proposition 2.2 for all γ = k ∈ N. Now in virtue of Lo¨wner-Heinz inequality
(see, e.g., [2, Section I.5]) we can extend these estimates to all γ ∈ [0,∞). 
3. Crucial estimates
To be able to obtain a required description of spectral decomposition of the operators
L˜ξ we need the following properties of spectral decomposition of operator A = −
d2
dx2
+ |x|
acting on L2(R) and which are essentially based on results from [7].
Proposition 3.1. Let λn and hn be the n-th eigenvalue and normalized eigenfunction of
the operator A = − d
2
dx2
+ |x|. Then its spectral decomposition satisfies following properties:
(i) The operator A has only a pointwise spectrum and its eigenvalues belong to (1,∞). In
particular the first eigenvalue is larger than 1.
(ii) Every eigenvalue of A is simple and the only point of accumulation of the eigenvalue
sequence is ∞. Thus {hn}n∈N is a complete orthonormal system of L
2(R).
SHARP SPECTRAL MULTIPLIERS FOR A NEW CLASS OF GRUSHIN TYPE OPERATORS 5
(iii) The eigenvalues λn satisfy the following estimates:
C1
(
3π
4
n
)2/3
≤ λn ≤ C2
(
3π
4
n
)2/3
,(7)
π
2
λ
−1/2
n+1 ≤ λn+1 − λn ≤
π
2
λ−1/2n ,(8)
where C2 ≥ C1 > 0 are constants.
(iv) For the eigenfunction hn corresponding to the eigenvalue λn,
(9) hn(u) ≤
{
Cλ
− 1
4
n (1 +
∣∣|u| − λn∣∣)− 14 , u ∈ R,
C exp(−c|u|
3
2 ), u ≥ 2λn.
Proof. (i), (ii) and (iii) are just reformulation of Proposition 2.1, Corollary 2.2, Facts 2.3,
2.7 and 2.8 of [7]. (iv) is an easy consequence of Theorem 2.6 of [7] and estimates for Airy
function (see for example [8], pp. 213-215).

Now we are able to describe spectral resolutions of Grushin operator L = L1 and operators
L˜ξ defined in Section 2. It is interesting to compare it with spectral decomposition of the
operator L2 obtained in [13]. Spectral decompositions of L1 and L2 are significantly different
even though they share many common features. We also investigate integral kernels of
spectral multipliers of L and L˜ξ. For T = F (L) or T = F (L˜ξ), by KT we denote the integral
kernel of the operator T , defined by the identity
Tf(x) =
∫
X
KT (x, y) f(y) dy
where X = Rd1 × Rd2 for L and X = Rd1 for L˜ξ.
In terms of the eigenvalues and eigenfunctions of the operator A = − d
2
dx2
+ |x|, one
can obtain explicit formula for the integral kernel of the operator F (L), compare also [13,
Proposition 5]. Let λn and hn be the n-th eigenvalue and eigenfunction of the operator
− d
2
dx2
+ |x| on L2(R). We know that {hn}n∈N is a complete orthonormal system of L
2(R).
For all positive integers d1, all n ∈ N
d1 and all ξ ∈ Rd2 , we define function h˜d1,n : R
d1 → R
by the formula
h˜d1,n(x
′, ξ) = |ξ|d1/3hn1(|ξ|
2/3x′1) · · ·hnd1 (|ξ|
2/3x′d1).
We are now able to describe the kernel KF (L).
Proposition 3.2. For all bounded compactly supported Borel functions F : R→ C
KF (L)(x, y) = (2π)
−d2
∫
Rd2
KF (L˜ξ)(x
′, y′) eiξ·(x
′′−y′′) dξ
= (2π)−d2
∫
Rd2
∑
n∈Nd1
F (
d1∑
i=1
|ξ|
4
3λni) h˜d1,n(y
′, ξ) h˜d1,n(x
′, ξ) eiξ·(x
′′−y′′) dξ
for almost all x = (x′, x′′), y = (y′, y′′) ∈ Rd1 × Rd2.
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Proof. We noticed in Section 2 that FLφ(x′, ξ) = L˜ξ Fφ(x
′, ξ) where F is the partial Fourier
transform in variables x′′. Next note that for all ξ 6= 0
L˜ξ h˜d1,n(x
′, ξ) =
(
d1∑
j=1
|ξ|
4
3λnj
)
h˜d1,n(x
′, ξ).
Moreover by Propostition 3.1 (ii), the set {h˜d1,n(x
′, ξ)}
n∈Nd1 is a complete orthonormal
system of L2(Rd1). Hence if G : L2(Rd1 × Rd2)→ L2(Nd1 × Rd2) is the isometry defined by
Gψ(n, ξ) =
∫
Rd1
ψ(x′, ξ) h˜d1,n(x
′, ξ) dx′,
then
GFLφ(n, ξ) =
d1∑
j=1
|ξ|
4
3λnj GFφ(n, ξ)
and
GF F (L)φ(n, ξ) = F (
d1∑
j=1
|ξ|
4
3λnj)GFφ(n, ξ).(10)
However the inverse of G is given by
G−1ϕ(x′, ξ) =
∑
n∈Nd1
ϕ(n, ξ)h˜d1,n(x
′, ξ).
and inverse of F can be expressed in terms of partial inverse Fourier transform in x′′.
Applying G−1 and F−1 to both sides of equality (10) shows Proposition 3.2. 
Next, for all positive integers d1 and all n ∈ N
d1 we define function Hd1,n : R
d1 → R by
the formula
Hd1,n(x
′) = h2n1(x
′
1) · · ·h
2
nd1
(x′d1).
As a simple consequence of Proposition 3.2 we obtain following estimates.
Proposition 3.3. For all γ ≥ 0 and for every compactly supported bounded Borel function
F : R→ C,∥∥∥ ( d1∑
i=1
|x′i|
)γ
KF (L)(·, y)
∥∥∥2
2
≤ Cγ
∫ ∞
0
|F (θ)|2
∑
n∈Nd1
θQ/2−γ
N
Q/2−3γ
n
Hd1,n
(
θ1/2y′
N
1/2
n
)
dθ
θ
for almost all y = (y′, y′′) ∈ Rd1 × Rd2 where N
n
=
∑d1
i=1 λni and λni is the eigenvalue
corresponding to eigenfunction hni.
Proof. By Propositions 2.2 and 3.2∥∥∥ ( d1∑
i=1
|x′i|
)γ
KF (L)(·, y)
∥∥∥2
2
=
∫
Rd2
∥∥∥( d1∑
i=1
|x′i|
)γ
KF (L˜ξ)(x
′, y′)
∥∥∥2
L2(Rd1 )
dξ
≤
∫
Rd2
|ξ|−4γ
∥∥∥L˜γξKF (L˜ξ)(x′, y′)∥∥∥2L2(Rd1 )dξ.(11)
Next note that for all γ ≥ 0 and y′ ∈ Rd1
L˜γξ
(
KF (L˜ξ)(·, y
′)
)
= KL˜γξF (L˜ξ)
(·, y′)
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Hence
‖L˜γξKF (L˜ξ)(x
′, y′)‖2L2(Rd1 ) ≤ ‖KL˜γξF (L˜ξ)
(x′, y′)‖2L2(Rd1 )
≤
∑
n∈Nd1
∣∣∣∣∣(
d1∑
i=1
|ξ|
4
3λni
)γ
F (
d1∑
i=1
|ξ|
4
3λni)
∣∣∣∣∣
2
|h˜d1,n(y
′, ξ)|2
≤ C|ξ|
2d1
3
+ 8γ
3
∑
n∈Nd1
N2γ
n
|F (|ξ|
4
3N
n
)|2Hd1,n(|ξ|
2
3y′).(12)
Now substituting (12) to (11) and simple change of variables proves Proposition 3.3

The following lemma is a version of Lemma 9 of [13]. However the proof is more complex
and requires a new approach especially when d1 ≥ 2. It is the most essential part of the
proof of our main spectral multiplier results.
Lemma 3.4. For all ε > 0 there exists a constant C > 0 which does not depend on x′ ∈ Rd1
such that
(13)
∑
n∈Nd1
max{1, |x′|}2ε
N
d1/2+3ε
n
Hd1,n
(
x′
N
1/2
n
)
< C <∞
where N
n
=
∑d1
i=1 λni and λni is the eigenvalue corresponding to eigenfunction hni.
Proof. We split the sum into two parts,
∑
n∈Nd1
max{1, |x′|}2ε
N
d1/2+3ε
n
Hd1,n
(
x′
N
1/2
n
)
≤
 ∑
N
3/2
n ≤|x′|/(2d1)
+
∑
N
3/2
n >|x′|/(2d1)
 max{1, |x′|}2ε
N
d1/2+3ε
n
Hd1,n
(
x′
N
1/2
n
)
.(14)
Part 1: N
3/2
n ≤ |x′|/(2d1). By Proposition 3.1 λni ≥ 1 so Nn > 1. Hence this part is empty
unless |x′| > 1. Note that
|x′|∞
N
1/2
n
≥
|x′|
d1N
1/2
n
≥ 2N
n
where |x′|∞ = max{x
′
1, · · · , x
′
d1
}. By (9) for every natural number N ≤ |x′|/(2d1)
∑
(N−1)2/3<Nn≤N2/3
Hd1,n
(
x′
N
1/2
n
)
≤ C exp(−c|x′|
3
2
∞/N
1
2 ) ≤ C exp(−c|x′|
3
2/N
1
2 ).
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Thus ∑
N
3/2
n ≤|x′|/(2d1)
max{1, |x′|}2ε
N
d1/2+3ε
n
Hd1,n
(
x′
N
1/2
n
)
≤
∑
N≤|x′|/(2d1)
∑
(N−1)2/3<Nn≤N2/3
max{1, |x′|}2ε
N
d1/2+3ε
n
Hd1,n
(
x′
N
1/2
n
)
≤ C
∑
N≤|x′|/2
|x′|
2ε
N−d1/3−2ε exp(−c|x′|
3
2/N
1
2 )
≤ C
∑
N∈N
sup
t≥2N
t4ε/3 exp(−ct) ≤ C.(15)
Part 2: N
3/2
n > |x′|/(2d1). Again by (9)
Hd1,n
(
x′
N
1/2
n
)
=
d1∏
i=1
h2ni
(
x′i
N
1/2
n
)
≤ C
d1∏
i=1
λ
− 1
2
ni
(
1 +
∣∣∣∣ |x′i|
N
1/2
n
− λni
∣∣∣∣)− 12 .
Hence ∑
N
3/2
n >|x′|/(2d1)
max{1, |x′|}2ε
N
d1/2+3ε
n
Hd1,n
(
x′
N
1/2
n
)
≤ C
∑
N
3/2
n >|x′|/(2d1)
max{1, |x′|}2ε
N
d1/2+3ε
n
d1∏
i=1
λ
− 1
2
ni
(
1 +
∣∣∣∣ |x′i|
N
1/2
n
− λni
∣∣∣∣)− 12 .(16)
Next, define function g : [1,∞)d1 → R+ by the formula
g(µ) = g(µ1, . . . , µd1) =
max{1, |x′|}2ε
N
d1/2+3ε
µ
d1∏
i=1
µ
− 1
3
i
(
1 +
∣∣∣∣∣ |x′i|N1/2µ − µ2/3i
∣∣∣∣∣
)− 1
2
where Nµ =
∑d1
i=1 µ
2/3
i . Note that g(µ1, . . . , µd1) > 0 and there exists a constant C > 0 such
that
|∇g(µ1, . . . , µd1)| ≤ Cg(µ1, . . . , µd1)
when µ = (µ1, . . . µd1) ∈ [1,∞)
d1 and Nµ =
∑d1
i=1 µ
2/3
i ≥ (|x
′|/(2d1))
2/3. By the above
estimate for the gradient of g
e−C|µ−µ¯| ≤
∣∣∣∣g(µ)g(µ¯)
∣∣∣∣ ≤ eC|µ−µ¯|
for all µ, µ¯ in the region described above. Hence
g(µ1, . . . , µd1) ≤ C
∫
∏d1
i=1[µi,µi+1]
g(ξ1, . . . , ξd1)dξ1 . . . dξd1 .(17)
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Set µni = λ
3/2
ni . By (16),∑
N
3/2
n >|x′|/(2d1)
max{1, |x′|}2ε
N
d1/2+3ε
n
Hd1,n
(
x′
N
1/2
n
)
≤
∑
N
3/2
n >|x′|/(2d1)
g(µn1, . . . , µnd1 ).(18)
However , by (8) and mean value theorem for each 1 ≤ i ≤ d1,
µni − µni−1 = λ
3/2
ni
− λ
3/2
ni−1
≥
3π
4
λ−1/2ni λ
1/2
ni−1
≥
3π
4
(
λ
3/2
ni−1
π
2
+ λ
3/2
ni−1
)1/2
≥
3π
8
> 1(19)
which means that for all n ∈ Nd1 , cubes
∏d1
i=1[µni , µni +1] are mutually disjoint. Note again
that by Proposition 3.1 λni ≥ 1 so Nn > 1. Hence by (17), (18) and (19)∑
N
3/2
n >|x′|/(2d1)
max{1, |x′|}2ε
N
d1/2+3ε
n
Hd1,n
(
x′
N
1/2
n
)
≤ C
∫
Nµ>max{(|x′|/(2d1))2/3,1}
g(µ1, . . . , µd1)dµ1 . . . dµd1.
Using the changes of variables µi = ξ
3/2
i we get∑
N
3/2
n >|x′|/(2d1)
max{1, |x′|}2ε
N
d1/2+3ε
n
Hd1,n
(
x′
N
1/2
n
)
≤ C
∫
Nξ>max{(|x′|/(2d1))2/3,1}
[
max{1, |x′|}2ε
N
d1/2+3ε
ξ
N
d1
4
ξ
d1∏
i=1
ξ
− 1
2
i
∣∣|x′i| − ξiN 12ξ ∣∣− 12
]
dξ
3
2
1 . . . dξ
3
2
d1
≤ C
∫
Nξ>max{(|x′|/(2d1))2/3,1}
[
max{1, |x′|}2ε
N
d1/4+3ε
ξ
d1∏
i=1
∣∣|x′i| − ξiN 12ξ ∣∣− 12
]
dξ1 . . . dξd1 = I(20)
where Nξ =
∑d1
i=1 ξi. To estimate this integral we use the following decomposition
{ξ : Nξ ≥ max{(|x
′|/(2d1))
2/3, 1}}
=
d1⋃
j=1
Ej =
d1⋃
j=1
{ξ : Nξ ≥ max{(|x
′|/(2d1))
2/3, 1}, Nξ/d1 ≤ ξj ≤ Nξ}.
Now on each of set Ej we introduce new coordinates
ν1 = ξ1, . . . , νj−1 = ξj−1, νj = Nξ, νj+1 = ξj+1, . . . , νd1 = ξd1.
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Then
I ≤ C
d1∑
j=1
∫ ∞
max{(|x′|/(2d1))2/3,1}
max{1, |x′|}2ε
ν
d1/4+3ε
j
×
∫
Sj
∏
i 6=j
∣∣|x′i| − νiν 12j ∣∣− 12 ∣∣|x′j | − ν¯jν 12j ∣∣− 12dν1 . . . dνd1(21)
where ν¯j = νj −
∑
i 6=j νi and Sj = {ν : νj/d1 ≤ ν¯j ≤ νj, 0 ≤ νi ≤ νj , ∀i 6= j}.
Next we split the integral into two parts: νj > max{(2d1|x
′|)2/3, 1} and (|x′|/(2d1))
2/3 ≤
νj ≤ (2d1|x
′|)2/3. Note that if νj ≥ (2d1|x
′|)2/3 and νj/d1 ≤ ν¯j ≤ νj then∣∣|x′j| − ν¯jν 12j ∣∣− 12 ≤ Cν−3/4j .
Note also that there exists a constant C such that for all A,N > 0∫ N
0
|A− x|−1/2 dx ≤ CN1/2.
Hence for νj > max{(2d1|x
′|)2/3, 1},∫
Sj
∏
i 6=j
∣∣|x′i| − νiν 12j ∣∣− 12 ∣∣|x′j | − ν¯jν 12j ∣∣− 12dν1 . . . dνj−1dνj+1 . . . dνd1
≤ Cν
−3/4
j
∏
i 6=j
∫ νj
0
∣∣|x′i| − νiν 12j ∣∣− 12dνi
≤ Cν
−3/4
j ν
d1−1
4
j ≤ Cν
d1/4−1
j
and ∫ ∞
max{(2d1|x′|)2/3,1}
max{1, |x′|}2ε
ν
d1/4+3ε
j
∫
Sj
∏
i 6=j
∣∣|x′i| − νiν 12j ∣∣− 12 ∣∣|x′j| − ν¯jν 12j ∣∣− 12dν1 . . . dνd1
≤ C
∫ ∞
max{(2d1|x′|)2/3,1}
max{1, |x′|}2ε
ν
d1/4+3ε
j
ν
d1/4−1
j dνj
≤ C
∫ ∞
max{(2d1|x′|)2/3,1}
max{1, |x′|}2ε
ν1+3εj
dνj ≤ C.(22)
If we assume now that (|x′|/(2d1))
2/3 ≤ νj ≤ (2d1|x
′|)2/3 then by the change of variables
νiν
1
2
j = ui one gets∫
Sj
∏
i 6=j
∣∣|x′i| − νiν 12j ∣∣− 12 ∣∣|x′j | − ν¯jν 12j ∣∣− 12dν1 . . . dνj−1dνj+1 . . . dνd1
≤ Cν
1−d1
2
j
∫
[0,ν
3/2
j ]
d1−1
∣∣|x′i| − ui∣∣− 12 ∣∣|x′j|+∑
i 6=j
ui − ν
3
2
j
∣∣− 12du
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where du = du1 · · · duj−1duj+1 · · · dud1 . Hence,∫ (2d1|x′|)2/3
(|x′|/(2d1))2/3
max{1, |x′|}2ε
ν
d1/4+3ε
j
∫
Sj
∏
i 6=j
∣∣|x′i| − νiν 12j ∣∣− 12 ∣∣|x′j| − ν¯jν 12j ∣∣− 12dν1 . . . dνd1
≤ C
∫ (2d1|x′|)2/3
(|x′|/(2d1))2/3
ν
2−3d1
4
j
∫
[0,ν
3/2
j ]
d1−1
∣∣|x′i| − ui∣∣− 12 ∣∣|x′j|+∑
i 6=j
ui − ν
3
2
j
∣∣− 12dudνj
≤ C|x′|
2−3d1
6
∫
[0,2d1|x′|]d1−1
∏
i 6=j
∣∣|x′i| − ui∣∣− 12
×
∫ (2d1|x′|)2/3
(|x′|/(2d1))2/3
∣∣|x′j |+∑
i 6=j
ui − ν
3
2
j
∣∣− 12dνjdu
≤ C|x′|
2−3d1
6 |x′|1/6
∏
i 6=j
∫ 2d1|x′|
0
∣∣|x′i| − ui∣∣− 12dui
≤ C|x′|
2−3d1
6 |x′|1/6|x′|(d1−1)/2
≤ C.
Now (20), (21), (22) and the above estimates yield∑
N
3/2
n >|x′|/(2d1)
max{1, |x′|}2ε
N
d1/2+3ε
n
Hd1,n
(
x′
N
1/2
n
)
≤ C.

Next, for all R > 0 we define the weight function wR : (R
d1 ×Rd2)2 → R+ by the formula
wR(x, y) = min{R, |y
′|−1}|x′|.
The estimates obtained in this section can be summarised in the following proposition.
Proposition 3.5. For all γ ∈ [0, d2/4) and all bounded compactly supported Borel functions
F : R→ C,∥∥∥∥∥ ∣∣∣
d1∑
i=1
|x′i|
∣∣∣γKF (L)(·, y)
∥∥∥∥∥
2
2
≤ Cγ
∫ ∞
0
|F (λ)|2 λ(d1+d2)/2 min{λd2/4−γ, |y′|2γ−d2/2}
dλ
λ
for almost all y = (y′, y′′) ∈ Rd1 × Rd2. In particular, for all R > 0, if suppF ⊆ [R2, 4R2],
then
ess sup
y∈Rd1×Rd2
|B(y, R−1)|1/2 ‖wR(·, y)
γKF (L)(·, y)‖2 ≤ Cγ‖δR2F‖L2 ,
where the constant Cγ does not depend on R.
Proof. We obtain the first inequality by Proposition 3.3 and Lemma 3.4 with ε = d2/4− γ.
Next if we assume that suppF ⊆ [R2, 4R2], then in virtue of the definition of the weight wR
and estimate (3), the first inequality implies the second one. 
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4. The multiplier theorems
In the following section we show that Theorems 1.1 and 1.2 are straightforward conse-
quence of Proposition 3.5. The argument is essential the same as in Section 5 of [13] with
an obvious adjustment of exponents in some calculations and we quote it here for sake of
completeness. An alternative proof based on the wave equation technique can be obtain by
a simple modification of the proof of [4, Lemma 3.4].
Proposition 4.1. For all R > 0, α ≥ 0, β > α, and for all functions F : R→ C such that
suppF ⊆ [−4R2, 4R2],
(23) ess sup
y∈Rd1×Rd2
|B(y, R−1)|1/2‖(1 +Rρ(·, y))αKF (·, y)‖2 ≤ Cα,β‖δR2F‖W β∞,
where the constant Cα,β does not depend on R. If in addition β > α +Q/2, then
(24) ess sup
y∈Rd1×Rd2
‖(1 +Rρ(·, y))αKF (·, y)‖1 ≤ Cα,β‖δR2F‖W β∞,
where again Cα,β does not depend on R.
Proof. Note that the heat kernel of the operator L satisfies Gaussian bounds (5) so Propo-
sition 4.1 is a straightforward consequence of [6, Lemmas 4.3 and 4.4]. 
Recall that the homogeneous dimension of the ambient space is given by Q = d1+3d2/2.
Lemma 4.2. Suppose that 0 ≤ γ < min{d1/2, d2/4} and β > Q/2−γ. For all y ∈ R
d1×Rd2
and R > 0,
(25)
∫
Rd1×Rd2
(1 + wR(x, y))
−2γ(1 +Rρ(x, y))−2β dx ≤ Cγ,β|B(y, R
−1)|.
Moreover, for all x, y ∈ Rd1 × Rd2 and R > 0,
(26) wR(x, y) ≤ C(1 +Rρ(x, y)).
Proof. By the homogeneity properties of the distance ρ and the weights wR, we only prove
the case R = 1. For other case, one just dilate them by δt(x
′, x′′) = (tx′, t3/2x′′). By (2),
min{1, |y′|−1}|x′| ≤ 1 + |x′ − y′| ≤ C(1 + ρ(x, y)),
which proves (26).
Because of the translation invariance, to prove (25), it is enough to consider the case
y′′ = 0. By (3) it suffices to show that∫
Rd1×Rd2
(
1 +
|x′ − y′|
1 + |y′|
)−2γ
(1 + ρ(x, y))−2β dx ≤ Cγ,β(1 + |y
′|)d2/2.
Again we split the integral into two parts, according to the asymptotics (2). In the region
X1 = {x ∈ R
d1 × Rd2 : |x′′| ≥ (|x′| + |y′|)3/2}, we choose β1 and β2 in such a way that
β = β1 + β2, β1 > d1/2− γ and β2 > 3d2/4. Then∫
X1
(
1 +
|x′ − y′|
1 + |y′|
)−2γ
(1 + ρ(x, y))−2β dx
≤ C(1 + |y′|)2γ
∫
Rd1
(1 + |x′ − y′|)−2(γ+β1) dx′
∫
Rd2
(1 + |x′′|2/3)−2β2 dx′′
≤ Cγ,β(1 + |y
′|)d2/2.
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In the region X2 = {x ∈ R
d1 × Rd2 : |x′′| < (|x′|+ |y′|)3/2}, instead, we choose β1 and β2 in
such a way β = β˜1 + β˜2, β˜1 > d1/2 + d2/4− γ and β˜2 > d2/2. Then the integral over X2 is
estimated by∫
Rd1×Rd2
(
1 +
|x′ − y′|
1 + |y′|
)−2γ
(1 + |x′ − y′|)−2β˜1
(
1 +
|x′′|
(|x′|+ |y′|)1/2
)−2β˜2
dx
≤ Cγ,β
∫
Rd1
(
1 +
|u|
1 + |y′|
)−2γ
(1 + |u|)−2β˜1(|u+ y′|+ |y′|)d2/2 du
≤ Cγ,β
(
(1 + |y′|)2γ
∫
Rd1
(1 + |u|)−2ν du+ |y′|d2/2
∫
Rd1
(1 + |u|)−2β˜1 du
)
,
where ν = β˜1 + γ − d2/4 > d1/2. The conclusion follows. 
Proposition 4.3. For all R > 0, α ≥ 0, β > α, γ ∈ [0, d2/4), and for all functions
F : R→ C such that suppF ⊆ [R2, 4R2],
ess sup
y∈Rd1×Rd2
|B(y, R−1)|1/2 ‖(1 +Rρ(·, y))α(1 + wR(·, y))
γKF (L)(·, y)‖2 ≤ Cα,β,γ‖δR2F‖W β
2
,
where the constant Cα,β,γ does not depend on R.
Proof. The estimate (23), together with (26) and a Sobolev embedding, immediately implies
Proposition 4.3 in the case β > α + d2/2 + 1/2. On the other hand, in the case α = 0,
Proposition 4.3 follows from Proposition 3.5 for all β > 0. We obtain now Proposition 4.3
for the whole range of exponents by interpolation (see [5] and also [6, Lemma 4.3] for similar
methods). 
For the purpose of the next statement we set D = Q − min{d1, d2/2} = max{d1 +
d2, 3d2/2}.
Corollary 4.4. For all R > 0, α ≥ 0, β > α+D/2, and for all functions F : R→ C such
that suppF ⊆ [R2, 4R2],
(27) ess sup
y∈Rd1×Rd2
‖(1 +Rρ(·, y))αKF (L)(·, y)‖1 ≤ Cα,β‖δR2F‖W β
2
,
where the constant Cα,β does not depend on R. In particular, under the same hypotheses,
(28) ess sup
y∈Rd1×Rd2
∫
Rd1×Rd2\B(y,r)
|KF (L)(x, y)| dx ≤ Cα,β(1 + rR)
−α‖δR2F‖W β
2
.
Proof. Corollary 4.4 follows form Proposition 4.3, together with (25) and Ho¨lder’s inequality.

We are finally able to prove our main results.
Proofs of Theorems 1.1 and 1.2 . To prove Theorem 1.1 We can follow the lines of the proof
of [6, Theorem 3.1], where the inequality (4.18) there is replaced by our (28). Next We can
use that same argument as in [6, Section 6] to conclude the proof of Theorem 1.2, see also
[13]. 
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5. Final remarks
The natural open problem related to the sharp spectral multiplier results which we prove
in this paper is to extend them to the class of all operators Lσ defined by (1) for σ > 0.
Another interesting problem which arises is to obtain possible precise description of the
spectral decompositions of operators Lσ.
Now we shall show that, if d1 ≥ d2/2, then the result in Theorem 1.1 is sharp. More
precisely, if d1 ≥ d2/2 and s < D/2 = (d1 + d2)/2, then the weak type (1, 1) estimates in
Theorem 1.1 cannot hold. Indeed, if we consider the functions Ht(λ) = λ
it, then, for t > 1,
and any η ∈ C∞c (R+)
‖ηHt‖W s
2
∼ ts.
On the other hand, we make the following observation.
Proposition 5.1. Suppose that L is the Grushin operator acting on X = Rd1 × Rd2. Then
the following lower bounds holds:
‖Ht(L)‖L1→L1,w = ‖L
it‖L1→L1,w ≥ C(1 + |t|)
(d1+d2)/2
for all t > 0.
Proof. Because the Grushin operator is elliptic on X0 = {x ∈ R
d1 × Rd2 : x′ 6= 0}, one can
use the same argument as in [16] to prove that, for all y ∈ X0,
|pt(x, y)− |y
′|−d2(4πt)−(d1+d2)/2e−ρ(x,y)
2/4t| ≤ Ct1/2t−(d1+d2)/2
for all x in a small neighbourhood of y and all t ∈ (0, 1). Here pt = Kexp(−tL) is the heat
kernel corresponding to the Grushin operator. The rest of the argument is the same as in
[16], so we skip it here. 
To show that Theorems 1.1 and 1.2 are sharp one can also use the results described in
[12].
Acknowledgements: This project was supported by Australian Research Council Discov-
ery grants DP110102488.
References
[1] V. Casarino and M. Peloso, Lp-summability of Riesz means for the sublaplacian on complex spheres.
J. Lond. Math. Soc. (2) 83 (2011), no. 1, 137–152.
[2] H. O. Cordes, Spectral theory of linear differential operators and comparison algebras, London Mathe-
matical Society Lecture Note Series, vol. 76, Cambridge University Press, Cambridge, 1987.
[3] M. Cowling, O. Klima, A. Sikora, Spectral multipliers for the Kohn sublaplacian on the sphere in Cn.
Trans. Amer. Math. Soc. 363 (2011), no. 2, 611–631.
[4] M. Cowling and A. Sikora, A spectral multiplier theorem for a sublaplacian on SU(2), Math. Z. 238
(2001), no. 1, 1–36.
[5] M. Cwikel and S. Janson. Interpolation of analytic families of operators. Studia Math., 79 (61-71),
1984.
[6] X.T. Duong, E.M. Ouhabaz and A. Sikora, Plancherel-type estimates and sharp spectral multipliers.
J. Funct. Anal., 196 (2002), 443–485.
[7] P. Gadzin´ski, On a semigroup of measures with irregular densities. Colloquium Mathematicum, 83
(2000), 85–99.
[8] L.Ho¨rmander, The analysis of linear differetial operators I, Springer, 1983.
[9] W. Hebisch. Multiplier theorem on generalized Heisenberg groups. Colloq. Math., 65(2):231–239, 1993.
SHARP SPECTRAL MULTIPLIERS FOR A NEW CLASS OF GRUSHIN TYPE OPERATORS 15
[10] W. Hebisch, J. Zienkiewicz, Multiplier theorem on generalized Heisenberg groups. II. Colloq. Math. 69
(1995), no. 1, 29–36.
[11] K. Jotsaroop, P. K. Sanjay, and S. Thangavelu, Riesz transforms and multipliers for the Grushin
operator, (2011), To appear in J. Analyse Math. arXiv:1110.3227.
[12] C. E. Kenig, R. J. Stanton, and P. A. Tomas, Divergence of eigenfunction expansions, J. Funct. Anal.
46 (1982), no. 1, 28–44.
[13] A. Martini, A. Sikora, Weighted Plancherel estimates and sharp spectral multipliers for the Grushin
operators. to apear in Math. Res. Lett.
[14] D. Mu¨ller and E. M. Stein. On spectral multipliers for Heisenberg and related groups. J. Math. Pures
Appl. (9), 73(4):413–440, 1994.
[15] D. W. Robinson and A. Sikora, Analysis of degenerate elliptic operators of Grusin type. Math. Z. 260
(2008): 475-508.
[16] A. Sikora and J. Wright, Imaginary powers of Laplace operators, Proc. Amer. Math. Soc. 129 (2001),
no. 6, 1745–1754.
[17] E.M. Stein, Harmonic analysis: Real variable methods, orthogonality and oscillatory integrals. With
the assistance of Timothy S. Murphy. Princeton Mathematical Series, 43. Monographs in Harmonic
Analysis, III. Princeton University Press, Princeton, NJ, 1993 Princeton Univ. Press, Princeton, NJ,
1993.
Peng Chen, Department of Mathematics, Macquarie University, NSW 2109, Australia
E-mail address : achenpeng1981@163.com
Adam Sikora, Department of Mathematics, Macquarie University, NSW 2109, Australia
E-mail address : sikora@maths.mq.edu.au
