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Microfabricated chips are robust resources to trap and manipulate ultra-cold atoms with
precision. Such traps allow for excellent control over the location of atoms and provide
versatile trapping potentials. Here efforts towards developing a novel compound atom chip
structure and characterizing it are presented. Various properties of atom chips important
to a cold-atom experiment are studied. A model for an efficient loss-less transportation
of cold atoms using a chip based conveyor belt is developed and implemented. Besides
this efforts to prepare an efficient fluorescence imaging system and methods to calibrate
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1.1 Cold Atoms and Atom Chips
The first proposals to cool neutral atoms with lasers were made in the 1970s [1]. However
the field of experimental ultra cold atoms was officially born in the 1980s with three
important developments; the demonstrations of the optical molasses by Steven Chu [2],
the development of the Zeeman slower and the Magneto Optical Trap (MOT) by William
D. Philips [3] and the physical explanation for the temperature below the Doppler limit
given by Claude Cohen-Tannoudji [4]. These pioneers were awarded the Nobel Prize for
developing techniques for cooling atoms to low microkelvin temperatures.
Around the same time that laser cooling was explored, the method of trapping
neutral atoms in a magnetic field minimum (magnetic trapping) was developed by David
Pritchard [5]. This, combined with techniques of laser cooling allowed for traps with long
lifetimes and further cooling of atoms through evaporative cooling. The exploration of
quantum gases ensued and soon the first Bose-Einstein Condensate were realised in 1995
[6, 7] for which E. Cornell, W. Ketterle and C Wieman won the Nobel prize. Since then,
there has been a boom of experiments the world over to study cold atoms and quantum
systems using these techniques.
Magnetic traps, till this period, were made with macroscopic coils or electromag-
nets. The next step towards better control of quantum systems was to develop efficient
techniques for the manipulation of the created cold atoms. The introduction of magnetic
5
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microtraps in the late 1990s paved way for this by miniaturizing the atom traps. The
knowledge of magnetic fields created by current carrying conductors was combined with
the technological advances in patterning small wires on a substrate to create microscopic
atom traps. In 1995 Weinstein and Libbrecht proposed a three dimensional micro-trap
with large field gradients for tight traps [8]. Soon after, the groups of Schmiedmayer,
Reichel and Zimmermann not only succeeded in trapping atoms but also went ahead to
demonstrate atomic guides, beam splitters, micro-positioning systems, conveyor belts,
double-well potentials and BECs with such microtraps [9–16].
Microtraps have several advantages over conventional traps. Since the fabrica-
tion technology allows for wires to be patterned in any required geometry, complicated
and versatile trapping potentials can be realised. Superior control over trapping parame-
ters such as trap depth, trap frequencies and positioning of trap minima is made possible
by slight variations in wire currents. Tight traps of kHz frequency, trap depths in the
order of mK and strong field gradients are made possible with just a few amps of current.
Since the atoms are trapped just a few micrometers from the surface it is possible to study
atom surface interactions such as Casimir Polder forces and Van der Waals forces [17].
Optical components can be integrated and the chip based system can be made self suffi-
cient for trapping, manipulating and detecting atoms, thus enabling atomtronic circuits.
Furthermore chip based interferometers have been developed for precision measurements
[18–20].
1.2 Our Atom Chip Experiment
Our experiment is aimed at developing a multi-functional and scalable device for atom-
chip experiments. We wish to demonstrate efficient trapping, manipulation, transporta-
tion and detection of cold atoms, all with the features in a single compound chip structure.
Tightly confining potentials with large trapping frequencies require thin conductors capa-
ble of high current densities and efficient heat management. Also multilayer chips can be
used to avoid cramming the atom chip’s surface with too many wires. However these are
hard to fabricate. To overcome these problems with an efficient design we have capitalised
on the current technological advances in the fields of thin films, microfabrication, pat-
terning and miniaturised optics. We have designed and developed a compound atom-chip
6
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structure consisting of a multilayer aluminium nitride chip and monolayer silicon based
chip. Tapered lensed fibers have been added for detecting and manipulating the atoms.
We perform an experiment to introduce the cold atom community to the several
possibilities available through this system. To give a brief outline of our proposal, the
idea is to trap atoms in our novel chip structure, transfer them to magnetic traps, and
transport them efficiently in an optimised conveyor belt to the location of the fiber for
detection. The atoms will then be transferred to a dipole trap made by the tapered fiber
and a background free detection is made possible using a two photon detection scheme.
Since the excitation wavelength for the two photon transition is of a different wavelength
that the fluorescence light emitted when the atom decays, the excitation and detection
can be made using a single fiber using a filter to separate the wavelengths. Moreover
since the excitation light is red detuned from the fluorescence transition, it can be used
to trap atoms in a dipole trap. Rubidium 87 atoms are used for our experiment and we
use the two photon transition between 5S1/2 and 4D5/2, which has been investigated for
the first time by us.
1.3 Overview of Thesis
Our atom-chip experiment (like most experimental projects) is the fruit of the combined
efforts of all the past and present members of our group. In this masters thesis, I wish
to focus specifically on my contributions to the experiment. To elaborate exclusively on
the tasks I was directly involved in without painting the bigger picture would dilute the
relevance of my work, if not make this thesis incomprehensible. Moreover a thesis is not
complete when the relevant theory is completely ignored. Thus I hope to strike a healthy
balance by being concise in the sections pertaining to theory or the overall experiment
and reserving a greater section of this thesis to discussions about my work. For a more
elaborate description of this group effort where many additional people have contributed,
please read the PhD thesis of Ritayan Roy [21] from where several images in this thesis
have been borrowed.
I was involved in two main tasks besides the main experiment, during the course
of the masters research viz., characterisation of the compound chip system and setting
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up together with calibrating the imaging system. Each of them have a dedicated chapter
in this report. Here is an outline of what is covered in this thesis
Chapter 2: The compound atom chip structure we use, is not only the high-
light of our experiment but also what sets it apart from other cold atom experiments.
First the design and structure of the chip system are described in detail. Following this
is a section on the functionality to illustrate the applications of the design, where the
principles of chip based atoms trapping are introduced.
Chapter 3: Before the chip system is put to use it was crucial to discern the
expected performance. This chapter deals with the characterization of the base chip and
the science chip. The chapter begins with a justification for the need to characterize after
which the details of the fabrication are given. The chip’s performance is tested in different
conditions and the results are presented. The chapter concludes with a summary of the
performance of the chip system in the context of the main experiment.
Chapter 4: This chapter deals with the setting up and component wise cal-
ibration of the fluorescence imaging system using an EMCCD camera. An introduction
to fluorescence imaging and functioning of an EMCCD camera is given following which
the step by step method to asses losses from various optical components is presented.
Finally the checks on the performance of camera at various settings, and the conclusions
derived, are discussed.
Chapter 5: Once the chip and the imaging systems were well understood,
it was time to bake the chamber, pump down the vacuum and start trapping atoms.
After providing a brief overview of our experimental setup in this chapter, the sequence
of steps in trapping atoms are presented. The focus of the chapter is on the optimised
conveyor belt for transporting atoms. The calculations done for optimising the transport
are explained, following which the results are discussed.
Chapter 6: The thesis wraps up with a short summary of what has been
achieved and an outlook.
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The Compound Chip System
2.1 Structure of the Chip System
Figure 2.1: The in-house fabricated science chip is attached on the base chip. Wires
are attached to the base chip for contact to the electronics
A detailed description of our system is important to understand the experiments.
Our atom-chip configuration consists of two main components namely the science chip and
the base chip as shown in figure 2.1. The science chip is attached to the base chip using
thermally conductive glue (EPO-TEK, H-77). Connections are made between the science
chip and the base chip using wire bonding with gold wires. The base chip is clamped
down to a shapal heat sink that is attached to a multipurpose mounting structure made
9
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Figure 2.2: The copper mount to hold the compound chip system is shown attached
to the vacuum flange. The atom and base chip (not shown here) are fixed on to this
holder.
of copper as shown in figure 2.2. A thick copper “U” shaped wire is embedded within
the shapal heat sink. Polyamide coated copper wires AWG19 are attached to the base
chip to provide contact to the feedthroughs in the vacuum flange. The copper mounting
structure also contains the rubidium dispenser besides an angled mirror for optical access
along the chip surface. The flange consists of two sub-D connectors for connecting the
chip wires to the power supplies, electrical feedthroughs to connect the Under U wire to
the power supplies and two teflon feedthroughs for the fiber optics. This entire structure
is placed inside an Ultra High Vacuum (UHV) chamber such that the compound chip
system is visible in a glass cell of dimensions 30× 30× 100 mm3. A detailed description
of the UHV system can be found here [21]. Surrounding the vacuum cell are coils to
compensate the earth’s magnetic field and to provide uniform bias fields
2.1.1 The Science Chip
The atoms are trapped just below the surface of the science chip for around 30 s during
the run of the experiment. This chip was designed and fabricated by members of our
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group. A schematic diagram of the science chip’s structure is given in figure 2.3. The
surface of the science chip is a mirror.
Figure 2.3: Schematic diagram of the science chip. The enlarged inset shows three
wires connected by a perpendicular strip in the center and two isolated wires on either
side
Passing current through different leads in the science chip creates different ge-
ometries of traps. For example when current is passed through P6 to P11 the current
flows in a “U” shaped configuration (in the middle). Similarly P1 to P8 is just a straight
“I” conductor and P3 to P11 creates a “Z” shaped wire pattern. Wires from P4 to P5
and P12 to P13 are isolated from the rest. The section on functionality elaborates on the
various trap geometries that can be obtained from different current patterns. Pads P2,
P7, P10 and P15 are unconnected. The conductors are separated from each other via
trenches, where the conductor has been removed.
2.1.2 The Base Chip
The base chip was designed in our group and fabricated by the company Kyocera. This
chip has 14 layers of wires that are made of a tungsten alloy embedded in an aluminium
nitride frame. The chip is specifically designed for good heat dissipation to the copper
mount below. The contact pads on the top most layer are gold plated.
The wires on the base chip serve two purposes. As shown in the image 2.4 wires
in layers 6 to 13 act as connectors between the chip wires and copper wires that run to
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Pads for all the electrical connections both for the conveyor wires and atom chip wires Pads for atom chip





(b) Base chip thikness (14 layers)
(c) Conveyor belt wire structure (Layers 2 and 3, connected by via)
(d) Wires joinning the conveyor belt wire in (c) (Layers 4 and 5, connected by via)






Figure 2.4: Schematic diagram of the multilayer base chip
the feedthroughs. The wires in layers two and three construct a conveyor belt and are
oriented perpendicular to the science chip wires. These are sequences of 4 wires (labelled
CB1, CB2, CB3 and CB4) that repeat themselves 8 times. Each wire in a set is isolated
from the rest of the wires in the set, but is connected to the corresponding wires in the
adjacent sets, i.e, the first wires of all the sets are connected to each other and so on.
The connections are made via layers 4 and 5. The connections are made in a zig zag
manner and as a consequence of this, the current flows in opposite directions in adjacent
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sets. The conveyor belt wires are 400 µm wide and their centers spaced 800 µm from
each other. The wires are 7 mm long. Other dimensions of interest are mentioned in the
image 2.4
The conveyor belt wires are used to create a moving magnetic trap to manipulate
the position of the atoms. Transportation of atoms along the length of the chip can be
achieved by varying the current through these wires, details of which are elaborated in
sections to follow.
2.2 Functionality of System
The compound chip system was designed to fulfill specific requirements. Tight magnetic
traps are useful for atom preparation as they enable fast thermalization. This is possible
with our science chip. The conveyor belt helps move and position atoms accurately. The
chip system is compatible with other surface mounted devices such as waveguides and
fibers. The details of possible trap geometries are as follows.
2.2.1 Mirror MOT
The concept of laser cooling and trapping needs no formal introduction, for it has become
an essential component in every cold atom/ ion experiment over the last 20 years. There
is extensive literature on using the radiative scattering force to confine and cool atoms
to microkelvin temperatures. Detailed descriptions of laser cooling and trapping can be
found in references [22–24], Magneto-optical trapping (MOT) is discussed in [25–28] and
sub-Doppler cooling can be understood from [29–32].
The first efforts towards a mirror MOT, which is a hybrid of the traditional MOT
with a chip, were made in the groups of Prentiss, Schmiedmayer, and Ha¨nsch[9, 33, 34].
Trapping the atoms close to the surface initially, allows for easy transfer to the chip based
magnetic traps. The principles behind a mirror MOT are the same as a conventional
MOT. Laser cooling in a conventional MOT involves 3 pairs of counter propagating laser
beams, each pair perpendicular to the other two and all targeted at the field-free center
of a quadrupole magnetic field in the vacuum cell. Radiation pressure from the lasers,
13
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forces the freely moving gaseous atoms in the cell to be confined in the region where the
lasers meet. Since cooling down the atoms reduces the doppler shift seen by the atoms,
the detuning of the laser frequencies would have to be continuously altered to address the
required transition. Instead it is easier to alter the frequency of the transition by using
magnetic fields to change the level splitting through the Zeeman effect. The quadrupole
field comes into use here by providing a uniform field gradient, which causes the transition
















Figure 2.5: The Mirror Magneto Optical Trap is depicted. The bias coils and the
field from the wire create the required quadrupole. Two circularly polarised beams are
incident on the chip surface and their polarization is flipped upon reflection. Another
pair of beams are directed into and out of the plane of the paper.
The only difference in a chip based mirror MOT is that the chip can be used to
reflect two beams incident at 45◦ , as shown in figure 2.5, thereby reducing the number
of required beams from six to four. Here the quadrupole trap can be generated using a U
shaped wire and an external bias field. Since a proper circular polarisation is essential to
take advantage of the Zeeman splitting, it is of utmost importance for the surface of the
chip to be an excellent mirror. Furthermore an imperfect mirror would lead to variations
in the intensity distribution of the reflected beam. This would affect the atoms as they
would experience an imbalance of forces.
14
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2.2.2 Chip Based Magnetic Traps




where gF is the Lande´-g factor, µB is the Bohr magneton and MF is the magnetic sublevel
of an atom in the state |IJFMF 〉. Thus position dependent magnetic fields can be used
to guide atoms and “Low field seeking” atoms (with gFMF > 0) can be trapped in
regions of magnetic field minima. Atoms can be prepared for guiding and trapping by
populating the required magnetic sublevels through optical pumping. Since atoms can
only be trapped in low field seeking sublevels, flipping of the spin to high field seeking
states results in atoms being lost out of the trap. Also since the potential scales with
the MF , optically pumping atoms in to the highest possible MF level results in the best
trapping conditions.
As presented in the introduction, using miniaturized patterned conductors to
guide and trap atoms has several advantages over bulky coils. Some of the interesting
trap geometries created by our compound chip system for low field seekers are as follows.
2.2.2.1 Simple Wire Guide
It was first demonstrated by Schmiedmayer that a conductor and a bias field can be
used to guide atoms [35]. A uniform long conductor carrying current “I” generates a




[−yˆı + xˆ] (2.2)
where the wire is taken to be along z axis. A uniform bias field, perpendicular to the
wire and of appropriate magnitude and direction can be used to cancel the wire’s field
at a height y0 =
µ0I
2piBBias
above the wire. This creates a field free region parallel to the
(guide) wire at the height y0 as shown in image (a) of figure 2.6, where atoms are guided.
Note that the atoms are not axially confined as the field is zero throughout the axis of
15
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Figure 2.6: Simple Wire Guide: (a) Field from a current carrying conductor entering
the plane of the paper is canceled by a bias field to create a field minima at y0. Solid
lines in figures (b) and (c) show the magnitude of the field for 1A through the conductor
compensated by a bias field of 0.34 mT, for the conductor located at x = 0, y = 0. Here
the field minima is located half a mm from the chip surface. The red dashed lines show
that the potential minima can be made non-zero adding a field of 0.05 mT parallel to
the conductor.
the guide. Figure 2.6 also show the potential created for the typical currents and fields
used in our experiment.









Taylor expanding around the field free region and neglecting the higher order terms gives
the magnetic field to now be
B = b(xˆı,−yˆ, 0) (2.4)
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and since the potential experienced by the atoms is proportional to the magnitude of the
field
V = gFµBMF b
√
x2 + y2 = gFµBMF br (2.5)
The potential experienced by the atoms is cylindrically symmetric to the first order and
the field is a quadrupole in the x-y plane. Since the potential of the magnetic sublevels
varies linearly with radial position, this can be used for the MOT, provided alterations
are made to add a quadrupole field in the z-y plane as well. Similarly if confinement
can be provided along the axial direction this can be used to magnetically trap atoms.
This can be achieved by adding conductors perpendicular to the guide wire as elaborated
below.
2.2.2.2 Quadrupole field
Consider the case where two wires are added along the x direction to the single wire
and bias field system described above. The image 2.7 (b) shows the potential along the
axial direction or the z direction. When the two conductors carry current in opposite
directions their fields add up inbetween the conductors. But this cancels with the field
created by the guide wire to create, a quadrupole like field in the z-y plane. This is ideal
for the mirror MOT. The quadrupole geometry can be obtained by a U shaped wire, as
shown in figure 2.7 . Initial trapping of atoms from the background vapour requires fields
on the order of 10 G/cm. Though this can be delivered by the chip wires the volume of
the trapping geometry is much smaller. Thus we initially use the thick copper wire in
the chip holder to make a big MOT. Following this the thermal cloud is transferred to a
chip based MOT, by ramping down the copper U and ramping up the chip based U wire
( refer 2.1.1).
2.2.2.3 Ioffe Pritchard trap
The quadrupole geometry is not best suited for making a magnetic trap because the field
is zero at the minima and atoms reaching the minima can be expelled from the trap due
to spin flips. A magnetic trap with a non zero field minima (B0) can be achieved when
the two wires perpendicular to the guide, carry current in the same direction ( image 2.7
c and d). This not only provides a non zero B field along the axial direction, but also
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Figure 2.7: Chip based traps: (a) U-shaped configuration where the end caps carry
current in opposite directions. (b) The potential created by such a U configuration
along the axial (z) direction for 1A through the U wire and a bias field of 0.51 mT. The
potential reaches 0 between the wires and this configuration is suited for a MOT. (c)
Z- shaped configuration where end caps carry current in the same direction. As shown
in (d) the field is a non-zero minima between the wires and thus this configuration
provides axial confinement for a magnetic trap. The graph is plotted for 2 A through
the Z wire and 0.34 mT bias field. In both cases the end cap wires are taken to be 6mm
apart as is the case with our chip
provides axial confinement and creates a harmonic trapping potential in the axial and
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This is because the (magnetic field) B experienced by the atom in the harmonic trap
changes faster that what the precessing atom can follow. This is called Majorana spin
flip [37] and the condition
ωtrap << ωL (2.10)
needs to be met to suppress this. In our chip the Ioffe trap is achieved by the “Z” shaped
wires as shown in image 2.7 (c). The wires that provide axial confinement are marked
“end caps”. It is useful to describe the trap depth in units of temperature as it would be
illustrative of how cold the atoms need to be for them to be confined in the trap. The





The trap depth for chip based experiments is typically in the order of 1 mK
and is determined by the magnitude of the bias field. This is why atoms first need to be
cooled by laser cooling techniques before they can be held in the magnetic trap.
The bias field can be provided externally by using coils or can be generated
using the isolated side wires on the chip, which would make the chip self sufficient. By
altering the current and the bias field, the frequency, depth, gradient and position of the
trap can be controlled with good accuracy.
2.2.2.4 Conveyor Belt
Consider the case where there is not just one pair of end caps but a series of them as
shown in figure 2.8. The trap minima can be displaced by altering the choice of end
caps i.e., by ramping down the current in one pair of wires and ramping up the current
through the adjacent pair. A thermal cloud confined in the magnetic trap will follow the
trap minima provided the changes in trap frequencies and trap bottom are minimal and
the trap remains sufficiently deep during the transformation. Thus time varying magnetic
traps on chips can be used for micropositioning of an atomic cloud. This is the purpose
of the “Conveyor Belt” wires in our base chip.
The very first demonstrations of controlled atomic motion using time varying
microtraps was using a single layer chip with all the needed wires in one layer [9, 38] .
Later two layer chips were developed to enable longer transportation distances and three
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Figure 2.8: A conveyor belt for atoms is realized using several pairs of end caps. First
the magnetic trap is created using wires CB1 and CB3. The potential created is shown
by the dark red line and the atoms are in the minima. Gradually the currents are shifted
to CB2 and CB4 along with which the trap bottom and the atoms are displaced.
dimensional positioning [39–41]. Our conveyor belt is the first multilayer-compact design
which is designed for greater thermal endurance as the wires are enclosed in an AlN heat
sink. This allows for thermal contact in all directions. Furthermore the recurring 4 wire
design enables us to keep trap parameters such as trap frequencies and the trap bottom
(B0) constant during transport while we change the trap position. The transportation
of atoms is achieved by using fewer number of wires than done previously. A detailed
description of how an efficient conveyor belt is implemented using our compound chip
system is covered in the following chapters.
To conclude, the list of traps described here is not exhaustive of the capabilities
of our system. Also as mentioned in the introduction more complicated wire structures
have been implemented on chips for a wire range of trapping geometries. However the
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3.1 Motivation
The sequence of events in most cold atom experiments is to first confine and cool the
gaseous atoms using laser cooling followed by a transfer to magnetic traps for further
cooling and study. A chip-based experiment is no different. Here, the microfabricated
atom chip plays a crucial role from the first step in the experimental sequence to the final
measurements. The surface of the chip is used as a mirror and the current carrying wires
on the chip provide the magnetic fields needed, as elaborated in the previous chapter.
The performance of the entire experiment depends on the performance of the
chip used and hence it is essential to choose a chip with an optimal combination of required
properties. It is also important to know the limitations of the chip to avoid damaging
the chip during the experiment.
A study of the following properties helps characterize the chip and determine
its suitability for the experiment.
• The surface quality : The surface of the chip needs a be an excellent mirror. A
compromise on the surface quality affects the reflection of the Magneto Optical Trap
(MOT) beams. After reflection the beams may no longer be perfectly collimated
or their polarization scrambled. This in turn affects the number of atoms trapped
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initially and temperature to which they can be cooled from laser cooling. A low
surface quality will also degrade imaging.
• Electrical properties : Isolated wires must not be shorted and must have low re-
sistance. Shorted wires can be a result of improper fabrication or contact through
the substrate. This will lead to stray currents and fields that may render the chip
useless. Wires with lower resistance can carry more current for the same power.
This is crucial for stronger and deeper traps.
• Thermal Properties: An efficient heat dissipation mechanism is crucial to prevent
the buildup of heat in the system during the experiment and allow for more current
in the wires. Buildup of heat causes an increase in resistance of wires which in turn
leads to a greater power dissipated in the wires. Power beyond a threshold will
irreparably damage the wires. It should also be ensured that the build up of heat
does not alter the surface quality of the chip.
• Smooth wires, vacuum performance and oxidation: The wires need to be straight
and smooth without defects as this affects the trap geometry especially when the
atoms are brought closer to the surface. Smooth wires are also important to main-
tain constant current densities. It is known that heating can lead to outgassing and
this can cause the vacuum in the chamber to degrade. Thus the chip should be
vacuum compatible for an extended period. The wires should also be chemically
stable in the long run.
3.2 Principles of heat dissipation
Passing current through a material generates heat through ohmic dissipation, and this
increases with the power delivered to the system. Accumulation of heat (T ) in the




= α(T )R (3.1)
For metallic conductors the temperature coeffecient hardly changes with temperature
and can be taken to be a constant α. Under this linear approximation the temperature
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dependence of resistance is given by the expression
R(T ) = R(T0)(1 + α.∆T ). (3.2)
Where ∆T = (T − T0). For positive α temperature build up causes an increase in
resistance which in turn leads to greater power dissipated for the same current and more
heat generated.
Heat management is one of the most important properties of the system. If the
heat cannot be removed quickly and efficiently from the current carrying wires, they will
heat up leading to a cyclic build up of power and perhaps also break for even moderate
currents. For a surface mounted wire, two mechanisms are responsible for heat removal.
First, the heat must be transferred from the wire to the substrate. This is a fast process
that happens within a millisecond. It is therefore important to have a good thermal
contact between the wire and the substrate. Second, the substrate should be able to
transport away the heat. Therefore it is desirable to have a high heat conductivity of the
substrate. Since in our experiment, the wires are heated up for several ms upto a few
s, the heat transport within the substrate needs to be taken into account for modeling
the heating. The heating is simulated with a two dimensional model of a line like heat
source on the surface of the substrate. The model is borrowed from [42]. The rise in
temperature during a time t in a wire of width w and height h carrying a current density
of j = I
w.h
















Here ρ is the resistivity and Cw is the volumetric heat capacity of the wire.
3.3 Chip Testing
As mentioned previously, the single layer atom chips were fabricated in house. Several
batches were prepared that were slightly different from each other as described in 3.3.1.
The goal was to compare batches, choose a chip from the best batch and understand
its performance in the actual experimental conditions. Since the experimental cycles
are typically several seconds long, this is enough time for the heat to be transferred
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from the wires to environment around [43]. Thus it was essential to recreate the actual
experimental conditions for the test. The final tests were conducted in vacuum using
the same mount (heat sink) as described in 2.1. Here thermal radiation is negligible and
there is no convection through the air.
3.3.1 Fabrication of science chip
Standard photolithography techniques were used to fabricate the science chip[44]. The
fabrication process flow is depicted in figure 3.1. First the mask for the fabrication was
prepared by printing the design of the chip wires using chrome on a transparent glass
plate. Following this, the substrate to hold the wires is prepared. Phosphorous doped
Silicon wafer (500 µm thick) is used as the substrate due to two main reasons, it has
a very smooth surface and it is a reasonably good heat conductor. Irregularities in the
substrate surface directly translate to irregularities in the mirror surface as metal wires
deposited follow the surface pattern of the substrate. The conductivity allows quick heat
(a) (b)
Silicon wafer with thin oxide layer
Silicon wafer with 
LOR 30B(Brown) 
and photoresist(red)









Figure 3.1: a) The dimensions of the fabricated chip is shown. b) Fabrication process
flow for the single layer chips on a silicon substrate
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dissipation from the wires. However, since this is also electrically conductive, a 25-30nm
layer of SiO2 is added on top for electrical insulation between wire and substrate. The
wafer is then cleaned with acetone and isopropyl alcohol and baked for dehydration at
around 100°C. After this the silicon wafer is spin coated with a lift-off resist LOR 30B and
baked for 6 minutes at 170°C. Then a positive photoresist, AZ 9260, is spin coated above
and baked for 3 minutes at 90°C. The mask with the chip wires outlined is then placed on
the substrate and exposed to ultra violet light at 405 nm for 43 seconds. The areas in the
photoresist exposed to the UV light, dissolve away when immersed in a special developer
(sodium hydroxide solution) whereas the regions blocked by the chrome patterns stay
put.
After the development process the silicon surface is revealed in the areas exposed
to the UV light. The patterned wafer is then loaded into the e-beam deposition machine
for deposition of wires. First a 50 nm layer of titanium is deposited to serve as an
adhesion layer. Then a 1 µm layer of silver is deposited on top of which a 20 nm gold
layer is deposited. The wires are primarily made of silver and are 100 - 200 µm wide.
The gold coating serves as a mirror and prevents oxidation of silver. After deposition of
metals, all the other residues like the remaining photoresist and the excess metal need to
be removed. For this the entire wafer is immersed in resist remover and heated to 70°C.
This makes the lift off resist break away from the wafer, along with which the photoresist
and metal are removed. After the hour long stripping process the wafer is cleaned with
IPA and dried using nitrogen.
3.3.2 Preliminary tests: Surface Quality and Resistance
Five batches of chips were fabricated with the procedure described above, but with slight
differences in some parameters. Batches 1 and 2 had 25 nm of SiO2 on the wafer, with
1 µm thick wires having 50 nm of gold coating. The rest of the batches had 50 nm of
oxide on the wafer and 20 nm of gold coating on the surface. chips in Batch 3 had silver
wires of height 1.1 µm, deposited with a metal deposition rate of 20A˚/s, Batch 4 had
wires 1.3 µm high at a metal deposition rate of 10 A˚/s and Batch 5 had wires 2 µm high
at a deposition rate of 5 A˚/s. The primary task was to compare the various batches and
choose a chip from one of the batches for the main experiment. Each batch had around
6 to 8 chips.
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The properties compared were the surface quality of chips in one batch to another
and the current tolerance in terms of heat generated. Additionally the degradation of
surface quality with heat was also studied. The surface quality was analysed in comparison
to the surface of a standard mirror used for optics alignment in our lab, a single sided
dielectric coated mirror for 700 to 1150 nm wavelength from Photonik Singapore (P/N
PBB-R03-05). A collimated beam of 780 nm laser light was incident on the chip/mirror
at an acute angle. Since the chip is nearly a perfect mirror, most of the light would reflect
away in a collimated manner, though some photons would be scattered at random angles
due to imperfections in the surface. The surface quality is characterised by counting the
randomly scattered photons that fall on a CCD camera. The chip/mirror is placed directly
under the microscope objective of a Leica M125, which is used to collect the scattered
photons and an image is taken using a camera. Following this the image is analysed to
count the number of photons scattered. The procedure is repeated for various regions of
chips from different batches and compared to the results for the “perfect” (optics) mirror.
For the analysis two images are taken, one image without the laser on for back-
ground subtraction and one image file with the light. The number of scattered photons
incident on the camera was calculated as follows.
θ = 2. arcsin(NA) (3.4)












collected fraction× counts per photon× transmission (3.7)
scattered photons =
calibration
exposure time× integrated counts (3.8)
Where NA is the numerical aperture of the microscope objective, collected fraction is the
fraction of light collected by the microscope, transmission is the transmission efficiency
from the objective to the camera, integrated counts is the sum of all pixel counts from
the image.
Resistance and temperature measurements (refer 3.2) were obtained by pass-
ing a known constant current through the wires and measuring the voltage. The most
important piece of equipment used here was the Keithley 2602A system source meter.
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This is a programmable power supply that provides currents/ voltages in linear functions,
log functions or any customised pattern as programmed within the power rating of 1A
at 40V and 3A at 6V DC. The supply noise is as low as 20 µV and 5 pA. It can also
perform measurement of voltage or current with an excellent resolution of around 10 µV
for voltage around 1V and 10 µA for currents around 1A.
First the chips from all batches were tested for shorts and the wire resistances
were noted with a multimeter. Batches 1 and 2 fared poorly here with resistances in
the order of tens of kΩ between unconnected wires. This is most likely because of the
thinner SiO2 insulation layer on the cheap Si wafer. These batches were removed from
consideration immediately. Chips from batches 3, 4 and 5 had no such problem and were
subject to the scattering test. For each chip images were taken on several locations such
as the left mirror (wireless region on the left), right mirror, the top, the bottom and in
the middle. The results were averaged and a ratio with respect to a perfect mirror was
obtained. This was done to help make better sense of the numbers. For a 13 mW beam
the photon flux is in the order of 1025 photons/sec. Since we are dealing with very good
mirrors, only a very small fraction of this reaches the camera. Over an exposure time
of 300 µs only around 1012 photons were collected in the microscope. The ratios on the
other hand are easier to deal with. The results are tabulated in table 3.1.
It is interesting to note that through this experiment spots, stains or flakes
on the chip surface were identified, which could otherwise not be noticed by the naked
eye. Such chips were avoided for the main atom-chip project. Chips with visible defects
were ignored for the scattering tests. Here we assume that it is sufficient to investigate
scattering at the wavelength where we work. The size of the scattering defects may be
unknown, but the total contribution is measured by our method.
The results clearly show that on average, the chips from Batch 3 have the best
surface quality followed by those of Batch 4 and Batch 5 are the worst. We reason
that this is because of the metal deposition rate during electron beam deposition of the
wires. Usually a slower deposition rate gives time for a more uniform deposition, proper
packing of the atoms and a better crystal structure. This in turn leads to a better surface
mirror quality. However this holds true provided the deposition is done in good vacuum
conditions. In our case the batch with the fastest deposition rate has the best surface
quality. This is because the deposition was done in a chamber of pressure 10−8 mbar.
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Batch Chip Number Scattering Ratio Average Std. Deviation
Si 3, 2/6 1.67
3 Si 3, 3/6 1.7 1.85 0.18
Si 3, 4/6 1.93
Si 3, 5/6 2.11
Si 4, 1/8 2.8
Si 4, 3/8 3.53
4 Si 4, 5/8 4.99 3.9 0.72
Si 4, 6/8 4.20
Si 4, 7/8 3.98
Si 5, 1/8 3.72
Si 5, 2/8 7.05
5 Si 5, 4/8 2.84 4.3 1.32
Si 5, 5/8 4.13
Si 5, 6/8 4.45
Si 5, 7/8 3.59
Table 3.1: Results from the scattering tests. Scattering ratio is the ratio of photons
scattered by the chip wrt to that scattered by a mirror. Chips from batch 3 were found
to have the best surface quality.
This is a relatively poor vacuum condition and a slow deposition rate in this case allows
for enough time for the Ti adhesion layer to oxidise and other stray atoms to get stuck
to the surface.
After this test batch 5 was removed from consideration and chips Si 3 5/6 and
Si 4 5/8, from batches 3 and 4 with relatively poor surface quality, were subject to for
preliminary heating and surface degradation tests in air. The aim was to study the
response to currents in terms of heating and changes in surface qualities. Both chips
were attached on to the AlN base chip using the thermally conductive epoxy and current
passed using the K2602A sourcemeter. The current passed was increased in steps. Heating
during each current step current was calculated using equation 3.2 and after each step
the chip was subject to the scattering test to check for changes in surface quality. The
results shown in 3.2.
Clearly the wires of the chip from batch 4 can tolerate larger currents before
heating up to the same values. This is because these wires have lower resistance due to
slightly larger cross sectional area, and this in turn means less power is dissipated for
the same current. These results are in line with expectation, but the more interesting
observation was distinct change in surface quality when the heating crossed the 100 °C
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Figure 3.2: Preliminary heating results in air for the two selected chips Si 3 5/6 and
Si 4 5/8. The currents were passed for 5 mins and the temperature was obtained from
the change in resistance after this time.
mark as shown in figure 3.3. For chip Si 3 5/6, after the currents heated it to around 110
°C the overall scattering from the surface increased by 2.4 times and after the wires were
heated to around 160 °C the scattering was 5.7 times more than what it was before any
current was passed. Until the 100 °C mark was crossed, no concrete change in scattering
was observed. Similarly for the Si 4 5/8 wire temperatures around 105 °C increased
the scattering 1.5 times and 145 °C worsened the scattering by more than 3 times. At
a low temperature of 110 degrees, we see a drastic degradation of the surface quality.
The degradation is more pronounced in the regions surrounding the wire that carried the
current. The wire consists of a thin gold layer on a silver conductor, and the degradation
occurs due to enhanced diffusion of atoms between the silver and gold interface at elevated
temperatures as a consequence of the low activation energy [45]
To understand this phenomenon better, a wafer with a layer of silver topped
with a layer of gold (of same thicknesses as in the chip) was heated in an oven to different
temperatures and subject to the scattering test. In this case we saw a roughly uniform
degradation of surface quality throughout the wafer for temperatures exceeding 140 °C.
Thus the localised and sharp heating from the current carrying chip wires is responsible
for the decline in surface quality at a lower temperature. Following this wafers with a
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(a) Chip centre before heating (b) Chip centre after heating
Figure 3.3: The degradation in surface quality from passing currents that heat the
wire to 150 °C is shown here. The damage is centralized around the current carrying
wire.
layer of platinum introduced as a diffusion barrier between the silver and gold layers
were prepared and subject to the scattering tests. Even after heating these wafers to
temperatures exceeding 150 °C, no significant decline in surface quality was observed.
Though we had identified a solution to the scattering problem, due to time constraints
it was not possible to fabricate chips with the diffusion barrier for use in the atom-chip
experiment.
In a separate experiment it was verified that our conductor wires can take current
densities of up to 5 × 1010 A/m2 (10 A) for several milliseconds without any damage to
the wires. Thus the real limit is set by the degradation of the surface which occurs at
temperatures above 100 °C. To know what this corresponds to in terms of exact currents
allowed for the atom-chip experiment, the heating tests were performed in the same
environment to mimic the same heat dissipation conditions. After all these tests, it was
decided to select a chip from batch 4 as the chips here have had lower resistances, though
batch 3 had on average a better surface quality. Lower resistances allow greater currents
which are more important for magnetic traps. Si 4 1/8 which has the best surface of the
batch (refer 3.1) was selected for the atom-chip experiment.
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3.3.3 Determining Temperature Coeffecients
Figure 3.4: Experimentally determined linear temperature coeffecients for the base
chip and science chip
The linear temperature coeffecient αS for the wires of the science chip is the
same as that for bulk silver and this is available in literature. However the value of the
temperature coeffecient for the base chip wires αB had to be determined experimentally.
The value for αB was determined in a straightforward manner. First the cold
resistance of a base chip wire (R0) was determined. The base chip was then placed on a
hotplate and heated to a certain temperature (T ). The temperature on the surface was
also monitored with a thermocouple. Once the temperature stabilised, a small current
in the order of tens of milliamps (which itself cannot contribute to additional heating)
was used to determine the new resistance (RT ) at the elevated temperature. The slope
of the graph between the ratio of resistances (RT/R0) and the change in temperature
(∆T = T − T0) gives the temperature coeffecient. It was ensured that the chip was
heating as uniformly as possible in all directions.
For the base chip αB was determined to be 2.8± 0.1 mK−1. This is much lower
than the bulk value for tungsten which is 4.5 mK−1 1. The results are shown in fig
3.4. The error bars are very small to be visible in the image. This is because of the
1Literature values of temperature coeffecients obtained from http://hyperphysics.phy-astr.gsu.
edu/hbase/tables/rstiv.html
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excellent resolution of the Keithley sourcemeter. The standard deviation of the measured
voltage is in the order of 0.05% of the measure voltage. For each temperature the results
are averaged over 300 measurements taken at 1Hz frequency. For completeness, αS was
verified to be 3.8± 0.06 mK−1
3.3.4 Chip Tests in Vacuum Chamber
The last task before starting with the atom-chip experiment was to determine the exact
power rating for our compound chip system, in vacuum conditions. The selected chip
(Si 4 1/8) was used to prepare the compound chip system as described in 2.1. The
microoptics were pasted on the chip surface using SU8, a UV curable polymer. Then the
setup was placed in a test vacuum chamber and the vacuum pumped down to 1.9×10−10
mbar pressure. As before, the Keithley sourcemeter was used to deliver current and make
measurements through the feedthroughs. It is important to mention that during these
experiments care was taken to avoid pushing the limits of the chip as the same set up
was to be used for the atom-chip experiment. The intention was to study the system at
low currents predict the performance at higher currents.
3.3.4.1 Individual wire performance
The performance of each science chip wire and conveyor belt wire was studied individually.
The results are shown in figure 3.5 where the y axis is the temperature after 5 mins of
passing the current. The temperature increases in a logarithmic manner with time and
the roughly temperature saturates (i.e an equilibrium is established) shortly after 5 mins.
The data was fit to the slow heating model given in equation 3.3 and the heat conductivity
(λ) each obtained for each wire.
The thermal conductivity values were found to be 10.79, 11.59 and 18.28 W/ (m
K) for the I, U and isolated side science chip wires respectively. Though λ in the equation
is descriptive of the heat conductivity of the substrate this is not equal to the value for
bulk Si (149 W/m.K) available in literature. It is important to remember that there is
a thin layer of SiO2 which is an insulator between the wires and the Si substrate which
contributes significantly to the thermal resistance. Also according to [46] the thermal
conductivity of an SiO2 thin film is dependent on the film thickness, its porosity and
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(a) Thermal conductivity of science chip wires
(b) Thermal conductivity of CB wires
Figure 3.5: The data on wire heating is fit to the slow heating model from eq 3.3 to
obtain the heat conductivities. Once this is known it will be possible to estimate the
heating for different currents over a specified time. Thus a wise choice of currents for
the experiment can be made
the method of deposition. Furthermore the time scale of our current runs is around 5
mins which is enough time for the heat to travel beyond the substrate. Thus λ in our
case is descriptive of the heat conductivity of the entire compound chip structure in
vacuum conditions. The values vary as the heating is dependent on wire width besides
the materials that lie immediately below the wires. The wire widths are taken to be
constants for the fitting, but in reality they vary significantly.
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The λ values help determine temperature (heating) as a function of time and
current as the rest of the parameters in eq 3.3 are known constants. From 3.3.2, the
temperature limit is 100 °C and it is determined from the fitting that for a DC runs
longer than 5 mins in the I wire (which had the largest base resistance), the permissible
limit on the current is 1.6A. This corresponds to a current density of 1.6 × 1010 A/m2.
Similarly for the U and isolated side wire, the upper limit on the current for long runs is
2.5A (j = 1.3× 1010 A/m2) and 3 A (1.55× 1010 A/m2) respectively
For the conveyor belt wires, however, the height is not known as these are not
solid wires but multilayer wires (i.e., several wires in parallel ). Thus two parameters
had to be obtained from the graphs: κ which is the effective height and λ the thermal
conductivity. We notice that the graphs for both CB1 and CB2 overlap perfectly and
λ=2.1 W/ (m K). For long currents this put the current limit at 2.5A.
The limits mentioned are only for long currents runs and for shorter pulses larger
currents can be passed, thus it is insightful to look at the data in terms of power. Power
varies linearly with temperature according to the following equation
P = I2.R
= I2.R0.(1 + α.∆T )
(3.9)
Here power can again be expressed in terms of current and time using the equation 3.3.
The power limit on the I, U, isolated side wire and CB wires are 10.2 W, 13.3 W, 16.3 W
and 9.9 W respectively. As mentioned earlier the power supply is programmable and can
be programmed to turn off when the power delivered reaches values close to these limits.
This enables us to run a range of currents without damaging the chip.
It was also observed that the pressure of the vacuum chamber worsened by 5%
when the science chip wires were heated to 40 °C. However there was no significant change
observed for heating the CB wires. This is probably because the conveyor belt wires are
not exposed but are embedded within the AlN base chip. Thus there is little opportunity
for the particles to escape on heating.
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3.3.4.2 Lateral and Vertical Heat Spread
Another interesting experiment performed was to measure the temperature gradient along
the surface of the chip and along the vertical direction. For this the chip was heated
up on one side by passing large currents through one of the isolated side wires. The
temperature on the other side was measured by measuring the change in resistance of the
other isolated side wire. Essentially one wire was used as a thermometer while the other
was being heated up. The results show that the heat spreads rapidly (within a second)
and there is no temperature difference between the wires throughout the run. For the
vertical check, the chip was heated on the surface by passing currents through the I wire
while the conveyor belt wires were used as thermometers. The experiment was repeated
by flipping the hot wire and thermometer for completeness. In either case there was a 3 -
5 °C temperature difference between the heated wire and the thermometer which shows
that the AlN base chip is acting as a heat sink in itself.
3.3.5 Conclusion
For the atom-chip experiment we will require several wires to carry current simultaneously,
for example during transportation of atoms using a conveyor belt we will require two
conveyor belt wires plus the I wire to carry current. Thus the situation when multiple
wires carry current was also studied. It was found that during such a run all the wires
get equally hot and reach the same temperatures. This is caused by the high thermal
conductivity of the substrate. This total measured increase in temperature of the chip
wires is equal to the sum of all the individual heating calculated for each individual wire
from the previously determined relations. This implies that the total power in the chip
is the sum of all the powers dissipated in the individual wires.
In conclusion the multilayer chip fabricated here allows for current densities
in the order of 1.5 × 1010 A/m2 which corresponds to currents of around 2 to 3 A for
our experiment. It is important to emphasize here that these currents are far from the
damage threshold of the wires and the limit is only set by the surface quality change. The
performance of our multilayer chip is comparable to the other multilayer chips reported
in recent times [47, 48]. In fact our chip is more durable in comparison as we have verified
the performance for DC currents as long as 5 mins, whereas the chips reported in the
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above citations have been tested only for time scales < 10 s. The reason for this is that
our design has eliminated the need for an insulating barrier with low thermal conductivity
such as polyamide or SiO2 as used in the other cases but at the same time keeping the





The imaging system serves as our eyes on the experiment by providing information about
the atom number, the spatial distribution and location of the atom cloud. This informa-
tion is crucial for optimising the experiment and for measurements such as temperature,
trap depth and trap frequency. Innovative methods for efficient detection of atoms were
developed in parallel to progress in trapping and manipulating atoms. This lead to a
diverse range of imaging techniques such as fluorescence imaging, absorption imaging,
dark ground imaging, phase contrast imaging for time-resolution, light sheet imaging,
sub-diffraction limited imaging using squeezed light etc. Together with advances in cam-
era and lens technologies, this has enabled detection of weak signals with improved signal
to noise ratio thereby making single atom detection, single photon detection and more
efficient in situ and time of flight detection possible. Thus an imaging system can be
prepared according to the requirement of the experiment and the affordability.
On setting up the imaging system it is important to calibrate the losses and
performance of every component as not all the photons collected by the objective are
translated to the final image. Every optical component in the path contributes to losses,
the consequence of which is significant while imaging small atom numbers. Also the
camera CCD (charge-coupled device) and electronics tends to degrade over time, which
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may lead to changes in calibration factors and the performance of the gain settings. Thus
a regular calibration of the optical system is recommended.
In our experiment 4 detection systems are in place and each serves a different
purpose. A simple Guppy Pro (AVT) camera is used to observe the loading of the MOT in
real-time. The lensed fiber attached to the chip surface is meant for background free two
photon imaging as explained previously. Two cameras are used for fluorescence imaging
in two orthogonal directions. The PIXIS CCD camera from Princeton Instruments images
a side view and the provision for absorption imaging is provided here. The ProEM 512B
EMCCD camera looks bottom up to the surface of the chip. This chapter deals with
setting up of the fluorescence imaging system using an EMCCD camera, the analysis of
losses through the optical components and the calibration of the camera detector. The
goal here was to understand the efficiency of the system in translating the fluorescence
light from the atoms to signal in the images and identify the appropriate camera settings
for various measurements.
4.2 Concepts
4.2.1 CCD and EMCCD technology
The Charge Coupled Device (CCD) was a breakthrough technology developed in the 1970s
that lead to the era of digital imaging and won its inventors the Nobel Prize. To briefly
explain the functioning of a CCD, a 2-D CCD array consists of several individual light
sensitive semiconductor elements called pixels. As shown in 4.1, it typically consists of a p-
type Si substrate, with an n-doped epitaxial layer on which is a gated dielectric insulator.
The junction is maintained in a non equilibrium state of deep depletion. The epitaxial
layer is the photo sensitive region where incident photons create electron hole pairs,
proportional to the intensity of the incident light and in accordance with the quantum
efficiency (QE). When a positive voltage is applied on the gate, the photo electrons
migrate towards the gate but are stopped by the dielectric insulator, thus forming a
capacitor. The electrons are held in the pixel whereas the holes are lost deep into the
substrate. The well depth is the maximum number of electrons that can be generated
and held in a pixel.
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Figure 4.1: Working of a Pixel: The photo electrons are generated in the epitaxial
layer and held there due to the positive gate voltage. A CCD consists of a 2-D array
of such pixels.
The highlight of the CCD innovation is the shift register feature that transfers
the electrons to the location of the read out electronics at the end of the array. The
gate voltage alternates between high and low in adjacent pixels. When the gate voltage
of the pixel with electrons is brought to 0 (low) and the adjacent gate is turned high,
the electrons migrate to the next pixel. This way they can be transferred to the read
out electronics, where the charge is amplified according to the gain and converted into a
voltage signal. The AD electronics then converts this signal into a digital value or count
called ADU (Analog to Digital Units ) according to the bit depth. The gain is usually
specified in units of electrons/ADU and most cameras have adjustable gains to enable
imaging of a wide range of intensities. The intensity of light that causes the maximum
ADU value to be generated is called the saturation intensity and information is lost for
intensities exceeding this. The speed at which the shift register operates determines the
maximum speed at which the camera can take consecutive images and this is given in
Hz. There are two sources of technical noise in a CCD, the dark noise and the read out
noise. The dark noise is caused by thermal electron and hole pair creation along with the
recombination of photo electron hole pairs. To reduce this dark noise, the CCD array is
maintained at very low temperatures. However it is not possible to completely get rid of
it. The read out noise is caused by the read out electronics, unwanted random signals
from the sensor and the environment, which gets digitized along with the charges from
the pixel. Every analog to digital conversion circuit shows a distribution around a mean
conversion value.
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The Electron Multiplying Charge Coupled Device (EMCCD) is an improve-
ment to the CCD detector introduced around 2000. The EMCCD provides better SNR
by boosting small signals over the read out noise and thus enabling the detection of very
faint signals as low as single photons [49]. This is done by adding an EM register after the
serial register. The EM register operates at higher clock voltages and the electrons are
multiplied exponentially by avalanche impact ionization before they are converted to dig-
ital signals. There are two additional types of noise that are present in the EMCCD. First
is the amplification of spurious noise which originated within the CCD. When charges
are transferred from pixel to pixel during readout, impact ionization can cause additional
charges. Usually this is small, but since the EM register operates at high clock voltages
these spurious charges (input noise) are also amplified along with the actual signal. Thus
it is not advisable to use an EMCCD camera for normal light applications. Besides am-
plification of input noise, the EM register in itself contributes to noise described by a
factor called the noise factor. This has been modeled and studied in detail and it has
been shown that the noise arising from the avalanche electron multiplication has little
effect on the subjective image quality, at low light levels [50].
As with most semiconductor electronic devices the performance of the CCD
camera also tends to degrade with prolonged usage. There are several mechanisms by
which morphological changes occur in the Si and SiO2 layers when radiation of different
energies are incident on a CCD, thereby altering its performance. Most importantly high
energy radiation causes damage by generating electron hole pairs in the SiO2 insulation
layer. This causes degradation of the insulation layer, reduces the well depth of the
pixel and affects the charge transfer efficiency to the read out electronics. Regular over
exposure can also cause the readout electronics to fail and the CCD to get damaged
in the long run. Additionally there are gain ageing effects that affect the performance
of an EMCCD in the long run. For a set clock voltage and temperature of the EM
register, the gain reduces in time with usage, especially for higher clock voltages. This
is because accelerating charges through large voltages can cause some of the charges to
become embedded in the insulator between the electrode and the active silicon. This
gradual build up of charge reduces the strength of the field created by the electrode and
in turn reduces the avalanche amplification. Thus the response of the EM gain becomes
nonlinear and the gain factors change in time. Due to this and the noise considerations,
it is recommended that the use of an EMCCD camera be restricted to very low signal
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applications with rare usage of high gain settings.
4.2.2 Fluorescence vs Absorption Imaging
Figure 4.2: Fluorescence vs Absorption Imaging: A)In absorption imaging, the col-
limated imaging light is directed at the CCD through the atoms. The atoms absorb
some of the light and this causes a dip in the intensity as shown by the dashed lines.
Information about the atoms is inferred from this shadow. B) In fluorescence imaging
it is ensured that the imaging light is not directly incident on the camera but only the
absorbed and re-emitted light from the atoms reaches the CCD
As the name suggests, fluorescence imaging involves obtaining images of atoms
by collecting the fluorescence light emitted by them on absorbing photons from an incident
probe beam. However since the fluorescence light is emitted in all the directions the
efficiency of the system is dependent on the collection efficiency Ω of the lens and this
is proportional to the square of the numerical aperture. Thus in this case it is useful
to have a large objective. The signal to noise ratio (SNR) for any shot noise limited
imaging mechanism scales as
√
Total photo electons generated. Thus for a given CCD
efficiency, the greater number of photons collected the more the photo electrons and the
better the detected signal, provided the CCD does not saturate. The atom number (N)
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Here Nphotons is the number of photons scattered per unit time and RScatt is the scattering
rate of photons per atom per second dependent on the intensity of the probe beam (I),
the saturation intensity (IS), the linewidth (Γ) and the detuning (∆) according to
RScatt =
(Γ/2)(I/IS)
1 + I/IS + 4(∆/Γ)2
. (4.2)
Nphotons can be obtained from the image using a simple conversion
Nphotons =
total ADU counts× gain
quantum efficiency× transmission efficiency× Ω× exposure time . (4.3)
In the case of absorption imaging the probe beam passes through the atom
cloud and is focused directly on the camera. The atoms absorb the light and create
a dip in the intensity, which is used obtain information about the atoms (ref fig 4.2).
This is a standard technique used in most cold atom experiments. Since the probe beam
is collimated and directly made incident on the camera CCD the NA of the objective
has hardly any influence on the SNR here [51]. Also since a large number of photons
are generated per pixel due to the probe light, the most important limiting factor here
is the photon shot noise and technical noise arising from photon to electron conversion
in the camera doesn’t contribute significantly to the SNR . Thus absorption imaging
does not impose stringent requirements on the the camera or the lens system. For large
atom numbers this is convenient and simple. It has also been shown that results from
fluorescence and absorption imaging match down to 100 atoms [52]. However the shot
noise due to the imaging beam makes it difficult to detect signal from small atom numbers
leave alone single atom detection. Hence fluorescence imaging with a superior camera and
lens system is a better choice for efficient resolution of few/ single atoms [53].
4.3 The Imaging System
A schematic of the imaging system is shown in figure 4.3. The camera used is a ProEM:512B
from Princeton Instruments and it comprises of a 512 x 512 array of pixels that are each
16µm x 16µm in area. It also consists of an additional CCD region called the frame
transfer array where the captured image can be quickly transferred and stored while the
read out electronics do the AD conversion. The camera consists of two read out registers
42
Chapter 4. Fluorescence Imaging
Figure 4.3: Schematic of the imaging system: imaging light is shone on atoms trapped
below the atom chip within the glass cell. Fluorescence light from the atoms is collected
by the objective and directed to the camera on reflecting off mirror M1.
(fig 4.4), one with normal clock voltages for normal to high light intensities (traditional
amplifier or low noise mode) and an electron multiplication register ( EMCCD or multi-
plication gain amplifier mode) with higher clock voltages for low light applications. It is
possible to switch between the two modes as per requirement. These features make the
camera suitable for low light and fast imaging applications. There are three gain settings
for each mode as shown in the certificate of performance in fig:4.5. The avalanche gain
can be set to any value from 1 to 1000 when the multiplication gain mode is used and to
quote from the manual these values are “mapped linearly to the internal serial clock volt-
ages that vary the multiplication (avalanche) gain for a one-to-one relationship between
entered (avalanche) gain value and actual (avalanche) gain” [54].
The objective used is a lens from Mitutoyo (M Plan APO code: 378-803-3) with a
focal length of 200mm, NA of 0.28, working distance of 33.5 mm and a 10x magnification.
The image forming lens in front of the CCD is a simple lens of focal length 80mm giving
a total theoretical magnification of 4x for the system. The field of view in one direction is
given by CCD length / the magnification. Since the camera consists of 512 x 512 pixels,
each 16 µm2 in area the theoretical field of view is (512×16
4
)2 = 2.05 x 2.05 mm2
The resolution and actual magnification were experimentally determined using a
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Figure 4.4: Functioning of the ProEM CCD and EMCCD modes: The image is
captured in the sensor area and transferred to the frame transfer area from where it is
read out. There are different serial registers for the low noise and multiplication gain
modes with the latter having higher clock voltages. Image from [54]
.
positive 1951 USAF target1 and analysis using ImageJ software. The test chart is shown
in image 4.6. The best resolved line pairs were those in group 7 element 3. The resolution





For the magnification, lines in element 1 of group 4 were considered. The lines
are spaced at 16 linepairs /mm. The thickness of one black line is thus 31.25 µm. On
taking an image of this with the imaging system, the thickness of the same line is 9
pixels = 9 x 16= 144 µm. Magnification is thus 144
31.25
= 4.6x. This is comparable to the
theoretical value.
1Images and details from https://www.thorlabs.com/newgrouppage9.cfm?objectgroup_id=4338&
pn=R1DS1P
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Figure 4.5: ProEM Certificate of Performance: This camera calibration certificate
was provided when the camera was purchased.
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Figure 4.6: The 1951 USAF positive resolution target
4.4 Calibration of Imaging system
In order to accurately estimate the atom number, the number of photons as seen from the
camera images (observed photon flux) had to be related to the actual number of photons
entering the objective (incident photon flux). In other words, all the quantities in eq 4.3
are known except for the transmission efficiency, and this had to be determined. Since
the camera has several gain settings, it had to be verified that the results from the various
gain settings match. What started off as a venture to quantify the transmission efficiency
of the system lead to interesting observations about the camera, as will be elaborated in
the results.
4.4.1 Experimental setup and sequence





Here α factors into it not only the losses due to transmission, but also any losses in the
detection process. To correlate the incident photon flux to the observed flux, light of a
known power has to be made incident on the objective and images of it taken in various
gain settings. If a monochromatic collimated beam of known power is used as the incident
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beam, the collected fraction Ω can be set to 1 and
Incident photon flux =
Power
h× c/λ (4.6)
Observed photon flux =
Total ADU count×Gain
Quantum Efficiency× Avalanche Gain× Exposure Time
(4.7)
The experimental setup for quantifying the efficiency is shown in fig 4.7. The
incident power needs to be well known to determine α accurately. From an experimental
point of view, it is tough to ensure that the light coming out of a fiber coupler is exactly
of a single intensity for prolonged periods. Usually there are small fluctuations in the
power owing to several factors such as ambient temperature, vibrations, relaxation of
mirror knobs etc. Since the camera is extremely sensitive, these fluctuations cannot be
Figure 4.7: Setup for calibrating the imaging system: Light for imaging is passed
through a beam splitter BS. The light reflected (RBS) is measured with power meter
P1. The transmitted light is reflected with a mirror and made incident on the back
of mirror M1. A very small portion of the light is transmitted through M1 (TM ). A)
First a power meter P2 is used to find the ratio TM/ RBS= β. B) Then P2 is removed
and a mirror M2 is used to reflect the light back on M1 and into the camera. c) M2 is
removed and the objective lens is placed so that light directly reflects off the chip and
is sent to the camera. The efficiency α is calculated for cases B and C using β and the
P1 reading.
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neglected. Thus a part of the light used as the incident beam needs to be constantly
monitored. The beam splitter BS in fig 4.7 serves this purpose. The collimated imaging
beam of 780nm passes through an ND filter, a polariser and is aligned using two mirrors
before passing through BS. The light reflected off of it (RBS) is monitored with a power
meter (P1). The transmitted light is reflected off a fixed mirror and is incident on the
back of mirror M1 which lies between the objective and image forming lenses. A very
small fraction of light (TM) is transmitted through M1. As a primary step, a power meter
P2 is used to measure TM . The ratio β= TM/ RBS is obtained from the ratio of the two
power meter readings. The values of TM and RBS were collected by varying the intensity
of the imaging beam as shown in fig 4.8. The ratio was determined to be β= (1.56 ±
0.01) ×10−4.
Figure 4.8: Fitting β: The relation between TM and RBS is obtained from the slope
of this graph. Once this is own RBS can be monitored when the camera is operational
and the corresponding TM will be known.
With β known, RBS can be monitored when the camera is operational, and the
corresponding power of TM will be known. Following this, P2 was removed and data was
collected in the following two scenarios (depicted as B) and C) in fig 4.7)
• A mirror M2 is used to reflect TM back on to M1 and to the camera.
• M2 is removed, the objective lens is replaced and the light is directly reflected off
the chip and back into the camera
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Thus the power of TM is used to obtain the incident photon flux. The above two exper-
iments help distinguish losses from the glass cell and chip surface from the losses in the
detection process.
The following sequence was programmed using LabView while collecting data
for both the experiments
1. The imaging light is turned off and background data is collected with P1 for 2
minutes.
2. The imaging light is turned on and signal data is collected with P1 for two minutes.
3. The imaging beam is quickly turned off and on during which the camera collects
a pair of background and signal images with an exposure time of 450 µs. 10 such
pairs of images are collected for statistics.
4. Post measurement background and signal images are collected using P1 for 2 min-
utes each to ensure the power of TM was stable during the 10 ms the camera was
operating.
P1 measurements are taken before and after image collection by the camera as the power
meter cannot operate as fast as the camera. Data is collected for various imaging beam
powers and for all the gain settings in the multiplication gain and traditional gain modes
at the 5MHz speed (refer fig 4.5).
4.4.2 Methodology of Analysis
For incident photon flux
• Average and standard deviation of the background and signal data from P1 are cal-
culated. The background is subtracted from the signal and the error is propagated
to obtain RBS. If the value of RBS from before and after camera image collection
do not match, the data is discarded.
• TM is calculated from β and RBS. The errors are propagated to calculate the
expected fluctuation in TM .
• The incident photon flux is calculated from eq 4.6 using TM for the power.
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For observed photon flux
In this case a simple background subtraction of the signal image did not yield proper
results as the dark counts fluctuated over a wide range of values and a simple subtraction
resulted in negative pixel values in the final image. This would result in an erroneous
value for the total ADU count. Also specifying a region of interest and ignoring data
from pixels outside this region could lead to a voluntary discarding of crucial information
due to errors in ROI specifications. The following procedures were followed to circumvent
these issues.
• For each pair of signal and background image from the camera a normalised back-
ground subtraction is performed in the following manner
1. The image is formed as a small spot in the CCD array and there are regions
in the edges of the CCD with no signal. Pixel values from two such regions
with no light in the signal file are added up to obtain Sum S.
2. The values from the same regions in the background file are added up to obtain
Sum B.
3. A weighted subtraction of every pixel in the signal file is performed to obtain
a normalised image as follows
Normalised image = Signal image− Sum S
Sum B
× Background image (4.8)
• From the normalised image another region where there is no signal is considered. A
histogram of the pixel counts from this region is made and fit to a Gaussian. The
Gaussian is typically centered around 0.
• The peak and σ of the Gaussian were calculated. Only the pixels with values 4 x
the σ were considered as pixels with data and the rest were discarded.
• The values of all the pixels with data are added up to obtain the Total ADU count.
Then eq 4.7 is used to obtain the observed photon flux, for an exposure time of
450 µs and quantum efficiency of 0.77 (for 780nm light as specified in the camera
manual).
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• The process is repeated for all 10 pairs of images with the same settings for a mean
value with error.
The final efficiency α is then obtained from the ratio of the observed flux and incident
flux.
4.4.3 Results: Traditional amplifier mode
Reflection off mirror M2
The data collected and the results are shown in table 4.1. The incident power (TM) is
varied over a range of values and the gain settings are also varied. The efficiency α is
calculated individually and it matches with the results from fitting a graph shown in fig
4.9. The final value of the efficiency of detection is α = 0.74 ± 0.02. This implies that
about 74% of the photons incident on the mirror M1 are actually translated into the
final image. The rest are lost during transmission besides detection in the camera. The
standard deviations are given in percentage wrt to the mean value to show that there is
very minimal spread in the data and the error is very small. This is also why the error























1 1.57 6.19 0.947 391891 4.49 0.293 0.726 0.991
2 1.57 6.18 0.947 753675 4.57 0.417 0.740 1.035
3 1.51 5.94 0.947 1298497 4.31 1.545 0.726 1.812
1 3.89 15.3 0.947 983767 11.27 0.385 0.737 1.022
2 3.28 12.87 0.947 1652046 10.01 0.249 0.778 0.979
3 0.73 2.89 0.947 634059 2.11 0.233 0.729 0.975
Table 4.1: Calculating the efficiency α when camera is operational in the traditional
amplifier mode and mirror M2 is used to reflect the light
Reflection off chip
The results in this case are shown in table 4.2. Here the efficiency is reduced to α =
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Figure 4.9: The efficiency when TM is reflected off a mirror is obtained from the fit























1 1.981 7.779 0.947 453971 5.201 0.837 0.669 1.264
2 1.975 7.755 0.947 883225 5.355 0.659 0.691 1.154
3 1.984 7.792 0.947 1598566 5.312 0.418 0.682 1.035
1 0.686 2.694 0.947 155241 1.779 3.476 0.660 3.602
2 0.688 2.701 0.947 301645 1.829 3.306 0.677 3.439
3 0.686 2.694 0.947 541488 1.800 2.028 0.668 2.239
1 0.314 1.233 0.947 73456 0.842 2.951 0.683 3.099
2 0.315 1.237 0.947 142775 0.866 1.607 0.700 1.866
3 0.314 1.233 0.947 257340 0.855 1.558 0.694 1.823
Table 4.2: Calculating the efficiency α when camera is operational in the traditional
amplifier mode and the light is reflected off the chip
0.68 ± 0.01. But the ratio remains consistent over a wide range of input powers. This
implies that there is an additional 8% loss due to transmission through the glass cell and
reflection from chip surface.
It was also verified that the gain # 1, # 2 and # 3 values matched what was
mentioned in the certificate of performance fig 4.5. Since the certificate was prepared in
2009 the CCD could have degraded in the years after. To check this the Total ADU count
for images taken with the same TM but varying gain settings was considered. The ratio
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of total ADU counts for the different gain settings should match the inverse ratio of the
gain values themselves. i.e for the same input power,
Total count with Gain # n1





This is because the gain is specified in units of e-/ADU and a lower gain value would result









= 3.45. The first three rows in table 4.2 are data collected for roughly the
same incident power of 1.98 nw but varying gains. The ratios of the total ADU counts
yield Total count with Gain # 2
Total count with Gain # 1
= 1.94 and Total count with Gain # 3
Total count with Gain # 1
= 3.52. These values are
comparable to the ratios from the certificate. The slight differences can be attributed to
the fact that the power is not exactly uniform for the three sets of images. Furthermore if
the gain factors had changed greatly the observed photon flux values for the same incident
flux would not match with each other, as shown in the following sections.
4.4.4 Results: Multiplication gain amplifier mode
The same experiments were repeated for the camera operating in the EMCCD mode,
to verify if the efficiency α matched with the previous results and remained consistent
throughout various settings.
Degradation in gain conversion factors
First the avalanche gain factors were set to 1 and only the normal gain values were varied.
It was identified that the gain conversion factors had changed and did not match the values
specified in the certificate of performance. Here only the results from the experiment
where the light is reflected off the chip surface are presented to avoid too many details.
It was observed that the α matched the previous value of 0.68 only when the gain was set
to # 2 in the multiplication mode. For the other modes the α values were very different
as shown in table 4.3. This would imply discrepancies in the observed photon numbers
between different gain settings. Since this is not possible the only reasonable explanation
is that the gain factors had changed over time. The changed gain factors were identified
using the ratio of total ADU counts. Since the results from gain # 2 match the previous
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1 0.832 3.266 73562 2.814 0.828 0.862 0.675 1.258
2 0.831 3.264 140313 2.250 0.965 0.689 0.689 1.352
3 0.829 3.255 275933 2.695 0.628 0.828 0.692 1.136
3 0.832 3.267 276554 2.701 0.486 0.827 0.691 1.064
1 3.775 14.823 343603 13.142 0.311 0.887 0.695 0.997
2 3.782 14.851 654433 10.493 0.509 0.707 0.707 1.075
3 3.820 14.999 1293828 12.635 0.643 0.842 0.704 1.145
Table 4.3: Calculating the efficiency α when camera is operational in the multiplica-
tion gain mode and the avalanche gain is set to 1.
results, the value of gain # 2= 5.50 e-/ADU is retained. The ratios of the total ADU
counts yield Total count with Gain # 2
Total count with Gain # 1
= 1.87 and Total count with Gain # 2
Total count with Gain # 3
= 0.51. Thus the gain
# 3= 0.51 x 5.50 = 2.80 e-/ADU and gain # 1= 1.87 x 5.50 =10.28. The α values with
the new gain factors are shown in the table and the results are now consistent through
the various gain settings
Degradation in Avalanche Gain
The final task was to check the performance of the avalanche gain or the electron mul-
tiplication feature. When the avalanche gain (AG) is set to a value, the photo electrons
are supposed to be amplified by a factor equal to the value, and correspondingly the total
ADU count as seen from the image would be larger. In other words when two images are
taken with the same settings and incident light but the AG is set to 1 and a number n,
the following is expected
Total counts for AG =n
Total counts for AG=1
= n (4.10)
Even if this relation does not hold exactly, the ratio is expected to increase linearly with
increasing values of n. It was observed from the experiments that the AG was not linear
as shown in table 4.4 and figure 4.10. As a consequence of this, the α values are also
not consistent. As shown in the graph that the error increases with increasing AG value,
which is expected as the avalanche ionisation causes its of error. The data fits better to
a quadratic fit (y = −0.0012x2 + 0.6737x) and the non linearity becomes more clearly
visible for grater AG values.
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1 1 0.707 2.778 1.890 63056 0.680 1.000
1 3 0.711 2.791 1.607 160865 0.576 2.551
1 5 0.705 2.768 1.507 251366 0.544 3.986
1 6 0.702 2.756 1.472 294670 0.534 4.673
1 10 0.694 2.727 1.377 459550 0.505 7.288
1 20 0.695 2.730 1.235 824028 0.452 13.068
1 25 0.696 2.733 1.199 999982 0.439 15.859
1 30 0.695 2.729 1.148 1149712 0.421 18.233
1 40 0.697 2.735 1.084 1446982 0.396 22.948
2 1 0.686 2.694 1.863 116189 0.691 1.000
2 3 0.688 2.701 1.589 297275 0.588 2.559
2 5 0.687 2.699 1.485 463208 0.550 3.987
2 10 0.686 2.695 1.364 850446 0.506 7.320
2 15 0.686 2.694 1.279 1196303 0.475 10.296
2 15 0.684 2.687 1.287 1204503 0.479 10.367
2 20 0.684 2.687 1.221 1523385 0.454 13.111
3 1 0.684 2.684 1.854 227175 0.691 1.000
3 3 0.682 2.680 1.615 593719 0.603 2.613
3 5 0.684 2.686 1.489 912305 0.554 4.016
1 1 0.313 1.230 0.830 27711 0.675 1.000
1 5 0.309 1.215 0.648 108092 0.533 3.901
1 10 0.310 1.218 0.603 201304 0.495 7.264
1 15 0.311 1.221 0.581 290772 0.476 10.493
1 30 0.312 1.225 0.536 536995 0.438 19.378
1 40 0.313 1.231 0.523 698452 0.425 25.205
1 60 0.313 1.227 0.495 991524 0.404 35.781
1 80 0.311 1.221 0.470 1255251 0.385 45.298
1 100 0.314 1.234 0.457 1523536 0.370 54.979
1 120 0.314 1.232 0.440 1763426 0.357 63.636
Table 4.4: Calculating the efficiency α when camera is operational in the multipli-
cation gain mode and the avalanche gain is varied. The inconsistency in the α values
indicate that the avalanche gain is non linear.The errors are not shown in the table due
to space constraints.
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Figure 4.10: A graph is plotted with the set AG value in the x axis and the ratio of
total ADU counts with the set AG wrt to the total ADU counts when AG =1 for the
same incident light power and other settings. The graph is clearly non linear though it
is expected to be linear.
4.4.5 Conclusion
To conclude it was identified that the efficiency of translating the incident photons to
the image captured was α = 0.68 ± 0.01. It was also discovered that the camera CCD
and electronics performance had changed significantly in the 6 years since its purchase,
especially when operational in the EMCCD mode. The gain factors (in the 5 MHz speed)
had changed to
gain # 3= 2.80 e-/ADU
gain # 2 = 5.50 e-/ADU
gain # 1= 10.28 e-/ADU.
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Also the avalanche gain amplification did not match the values set and the
altered factors are related to the set values using altered AG = −0.0012 × (set AG)2 +
0.6737 × (set AG) Estimating the correct gain factor was crucial to ensure proper atom
number calculations and signal detection. To fix the changes in the gain factors and
the non-linearity in the avalanche gain, the camera had to be sent back to Princeton
Instruments in the US. Since we were hard pressed for time to run the main experiment,
it was decided to use the quadratic fit to find the altered avalanche gain value for a
certain set value. The photon flux calculated with the altered avalanche gain values gave
the correct value for efficiency α. To wrap up, an important take home message here
is that EMCCDs tend to age in time and require regular health screenings, much like





5.1 Laser Cooling for Rubidium 87
The ground state of rubidium is 52S1/2 and it has two hyperfine levels F=2 and F=1. The
transition between 52S1/2 F=2 and 5
2P3/2 F’=3 is used for cooling and trapping atoms
in the MOT. However, as shown in the figure 5.1, the splitting between the hyperfine
levels of the excited state are in the MHz range and so there is a non zero probability for
the cooling laser to excite atoms to 52P3/2 F’=2 state. The atoms can then decay to the
52S1/2 F=1 state and become invisible to the cooling light. Thus a repump laser is used to
address the 52S1/2 F=1 to 5
2P3/2 F’=2 transition, to keep the atom in the cooling cycle.
The information given in sections 5.1 and 5.2 are brief and a more detailed description
of the experimental setup can be found in [21].
5.2 Preparation of Lasers
A schematic diagram for the preparation of the cooling beam is shown in figure 5.2. An
extended cavity diode laser, Toptica DL 100, supplies light for the cooling, imaging and
optical pumping. The frequency of the light from the laser is 80 MHz below the 52S1/2
F=2 to 52P3/2 F’=2 transition. Cylindrical lenses are used to shape the beam coming
out of the laser and an optical isolator prevents back reflection. One part of the beam
is passed through a double pass AOM (105 MHz), and coupled to the +1 order. This
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Figure 5.1: The hyperfine transitions of rubidium 87.
increases the laser frequency by 210 MHz in total. The laser frequency is now at the
cross over between the 52P3/2 F’=2 - F’=3 levels of the excited state. This is now used
to lock the laser through Doppler free saturated absorption spectroscopy [55]. Another
part of the beam is used for optical pumping, to prepare the atoms in the F=2 MF=2
hyperfine state before magnetic trapping. Atoms in this state are low field seekers and
remain confined in the potential minima of magnetic traps. An AOM is used to shift the
laser frequency up by 75 MHz and the light is right circularly polarised, as needed for
optical pumping. The beam has a final power of 1 mW.
The last leg of the beam is prepared for the cooling transition and imaging.
The frequency is shifted up by 414 MHz on passing through a an AOM in a double pass
configuration, coupled to the +1 order. The beam which is now around 35 mW in power
is used to seed a tapered amplifier, after which the power is amplified to around 300 mW.
Another AOM is used to reduce the frequency by 82 MHz. The beam is now slightly
red detuned (by 14 MHz) from the 52S1/2 F=2 to 5
2P3/2 F’=3 transition as required for
Doppler cooling. A shutter is used to prevent light leaking into the experiment when the
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Figure 5.2: This schematic diagram shows the layout of optics to prepare the light
for cooling, imaging and the optical pumping. Image from [21].
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Figure 5.3: This schematic diagram shows the layout of optics to prepare the light
for the repump beam. Image from [21].
AOM is turned off. Finally the beam is 200mW in power before being distributed among
4 beams for the mirror MOT. An imaging beam of 2.5 mW power is prepared to be on
resonance with the cooling transition.
A schematic of the repump beam set up is shown in figure 5.3. A Toptical DL
100 is used for the repump beam. The laser frequency is stabilised to the F’=1 - F’=2
cross over. Thus it is split after the optical isolator and one part is sent for spectroscopy.
The other part is passed through a single pass AOM that increases the frequency of the
beam by 80MHz. The laser beam is now slightly red-detuned to the F=1 - F’=2 transition
and is sent to the MOT with a power around 25 mW.
5.3 Experimental Sequence
The sequence of events to cool and trap the Rb 87 atoms from vapour in the vacuum
cell are described here. The sections on structure and functionality of the chip system
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Figure 5.4: The experimental sequence is depicted here. The atoms are shown as a
red cloud on the chip. The green arrows show the directions of current flow. First the
atoms are trapped in a MOT, then they are transferred to a magnetic trap and moved
to the location of the fiber using the conveyor belt.
(2.1), described in the previous chapter provide the required background information to
understand this sequence. Throughout the experiment, compensation coils are used to
nullify the earth’s magnetic field in all three directions. In addition to the compensation
coils, three pairs of coils are used to provide uniform fields along the three axes, at the
location of the chip. The bias coils create a uniform field along the length of the chip
structure, the Ioffe coils along the width of the chip structure and the up-down coils in the
direction perpendicular to the plane of the chip. A schematic diagram is shown in figure
5.4 for a clear understanding of the wires and fields involved. A rubidium dispenser is
used to discharge the atoms into the chamber and the pressure in the chamber is around
8 × 10−11 mBar.
As mentioned before, the first step is to trap atoms using a MOT. A large trap
volume is needed in this stage to trap a large number of atoms. Since the wires on the chip
only provide small traps, the quadrupole field required is created using the big copper U
of 3×3 mm2 cross section located in the shapal holder (2.1) and the field from the bias
coils. A current of 24.5 A through the wire and a bias field of 4.1 G creates a quadrupole
field with a gradient of 11 G/cm. The MOT is created around 2 mm away from the
surface of the chip when the lasers are turned on. The atoms are loaded into the MOT
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for 12 s after which there are 2 to 2.5 million atoms in the trap. Time of Flight (TOF)
images show the temperature to be around 300 µK.
Following this the trap is compressed and the atoms are taken closer to the
chip’s surface to be transferred to a MOT created by the U wire on the science chip.
During the compression the current in the copper wire is ramped down gradually, while
the Ioffe, bias and updown fields are set to 0.7, 3.77 and 4.02 G respectively. Soon after
this the current in the copper wire is ramped down completely and the current in the chip
is ramped up to 1A. The Ioffe field is switched off, the bias field is brought down to 2.74
G and the up-down field is ramped down to 1.07 G to trap the atoms in the chip MOT.
The field gradient is a maximim of 100 G/cm. The cooling beams are further red-detuned
as the laser frequency is reduced by 30 MHz. The power of both the cooling and repump
beams are reduced to cool the atoms by suppressing photon scattering. The atoms are
held in the chip MOT for 20ms for rethermalisation.
Next the atoms are further cooled through sub-Doppler cooling in a molasses.
The detuning of the cooling lasers are increased to 74 MHz and all the fields are turned
off quickly and simultaneously using switches. Atoms are held in the molasses for 8 ms
at the end of which around 800 thousand atoms are left at a temperature of around 10
to 20 µK.
Before all the light is turned off, the atoms have to populated in the right Zeeman
sublevel to remain trapped in the magnetic trap. The bias field is turned on at 3.5 G
to remove degeneracy between the magnetic sublevels and the optical pumping beam is
turned on for 250 µs.
Following this atoms are directly transferred to a magnetic trap made by the
I wire on the science chip and the conveyor belt wires. A combination of wire currents
and fields are used to match the location and shape of the magnetic trap with that of
the chip MOT for maximized transfer of atoms. The bias and Ioffe fields are quickly
ramped up to 5.14G and 17.32G. A current of 0.9A is passed through the I wire and
conveyor belt wires CB3, CB1 CB2 and CB4 carry currents of 0.54A, 0.18A, 0A and
0.79A respectively. The radial confinement in the magnetic trap is achieved by the Ioffe
field compensating the field of the I wire and the axial confinement is provided by the
CB wires. Around 300 thousand atoms are trapped in the magnetic trap. This could
be increased if the measurements required it, however for the measurements presented
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in this thesis, this atom number was more than sufficient. The lifetime of the atoms in
the magnetic trap is measured to be 4 s at a pressure of 8.6 × 10−11 mBar. Though the
pressure value seems low enough to allow for longer lifetimes, it is important to highlight
here that the pressure is being measured in a chamber outside the glass cell where the
atom are trapped. Since the dispenser fires directly into the cell, the pressure here is
expected to be higher, which is why the lifetime is low. Reducing the dispenser current
leads to a reduction in overall pressure and longer lifetimes, but with lesser atoms. The
trap depth, experimentally determined through RF slicing is around, 600µK. The next
step is to move the atoms towards the location of the fiber for imaging using a conveyor
belt.
5.4 The Optimised Conveyor Belt
The atoms have to transported by a distance of 8mm from the location of the initial
magnetic trap to be brought close to the fibers. As introduced in section 2.2.2.4 this can
be done using time varying trapping potentials where the trap minima is slowly displaced.
First the calculations of the fields and currents to achieve optimal transport is presented
following which the results are discussed.
5.4.1 Calculations
For adiabatic lossless transport of atoms it is important for the trap frequencies in the
axial and radial directions to remain constant or change very gradually and minimaly
during the transport process. This essentially means that the shape of the trap needs to
remain the same. Drastic changes in trap frequencies would heat up the atoms and cause
them to escape from the trap. Furthermore if the rate of change of the trap frequencies
is faster than the rate of change of the Larmor frequency as the atoms oscillate in the
harmonic trap, the atoms can undergo spin flip transitions and be expelled from the trap.
Hence it is preferable to keep the trap frequencies constant to avoid loss and heating. The
trap should also remain sufficiently deep as it transforms, to maintain a good lifetime.
For the calculations, a 1-D model is used where it is assumed that the radial
and axial trap frequencies are independent of each other. The wires are assumed to
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Figure 5.5: Lateral schematic diagram for conveyor belt transport. I1,2,3 represent
current through the conveyor belt wires. Iw shows the current through the guide wire
on the atom chip. The trap is at a height y0 from the chip surface and at a height h
from the conveyor belt wires.
be infinitely thin and long. Figure 5.5 gives a lateral picture of the transport. The
conveyor belt wires are taken to be a distance L apart and the cloud is at a height h from
the conveyor belt wires. The radial confinement is provided by the Ioffe field (BIoffe)
compensating the field of the I wire or the guide wire (Iw) at a height y0. In the absence
of current through the conveyor belt wires, the trap bottom is given by the bias field










Axial confinement is now provided by running currents through the conveyor
belt wires. The trap bottom now has contributions from these currents besides BBias.
Assuming that the atoms are still located at a height y0 determined by the guide current
and Ioffe fields, the field along the axial direction is given by
Bx = BBias − µ0I1
2pi
h








h2 + (x− L)2 . (5.2)
Here the wire 2 is taken to be located at x=0.
The axial displacement is achieved by changing the currents through the con-
veyor belt wires while the current in the guide wire and the fields BBias and BIoffe are kept
constant. The currents are calculated for moving the atoms from −L/2 to +L/2. Since
the conveyor belt has a repeating sequence of wires, further transport can be achieved by
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shifting the current configurations to the adjacent wires. In order to incorporate the con-
ditions for adiabatic transport mentioned in the beginning, the the currents are calculated
with the following constraints.
• There needs to be a single minima between −L/2 and +L/2 at any point during
the transport, to prevent splitting of atoms and multiple traps.
• For constant Iw and external fields the radial trap frequency is only dependent on
the trap bottom or the magnetic field at the trap minimum B0 (refer equation 2.6).
It is ensured that the trap bottom remains constant throughout the transport to
ensure a constant radial trapping frequency.
• The axial curvature of the field at the trap bottom is kept constant to ensure a
constant axial trap frequency.
These conditions give rise to the following three equations which can be solved for currents
in three wires.
∂xBx(x)|x=x0 = 0 (5.3)
Bx(x0) = B0 < BBias (5.4)
∂xxBx|x=x0 = C (5.5)
Where C is the constant field curvature and x0 is the location of the trap minimum.
Solving these equations gives the following analytical expressions for the the currents I1,
I2 and I3.
I1 =− pi(h




2 + (L− x0)2)(h2 + x0(L− x0))
− 2(BBias −B0)(h4 + h2(L2 − 6Lx0 + 6x20)− 3x20(L− x0)2)]
(5.6)
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[C(h2 + (L− x0)2)(h2 + L2 − x20)(h2 + (L+ x0)2)
− 2(BBias −B0)(h4 − 2h2(L2 − 3x20)− 3(L2 − x20)2)]
(5.7)
I3 =− pi(h
2 + (L− x0)2)3
R
[C(h2 + x20)(h
2 + (L+ x0)
2)(h2 − x0(L+ x0))




2[5h6 + h4(6L2 − 9x20) + h2(L4 − 12L2x20 + 15x40)− 3(x30 − L2x0)2].
Thus the required currents can be obtained for different locations of the trap
minima (x0) between −L/2 and +L/2. But the constant C and B0 need to be fixed.
For this a simple starting condition is taken where I1=I2 =I and I3=0. Now B0 can be
expressed in terms of the currents from equation 5.2, where x = x0 = −L/2, i.e., the trap
bottom is located midway between the wires. This gives
B0 = BBias − µ0Ih
pi(h2 + (L/2)2)
(5.9)





The rest of the currents are obtained for different values of x0 such that B0 and
C remain constant as given by the above equations. At the end of the transport sequence
the currents through the wires would be I3=I2 =I and I1=0
All the values for the variables in the above equations are well known except
for h which is the height of the atom cloud from the conveyor belt wires. It might seem
straightforward to calculate add the distance between the conveyor belt wires and the
surface of the chip to y0 to obtain h. However the problem is that the conveyor belt
wires are not solid single wires but are multilayered spanning over several layers in the
base chip. Thus the actual value for h needs to be experimentally determined and this is
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Figure 5.6: Plots show the currents along the conveyor belt wires normalised by the
total current for various positions of the trap minima.The normalised magnitude of
current is shown in the y axis and the location of the trap minima is given in the x
axis. The dashed line shows the magnitude of current I1, the dotted line of current I3
and the solid black line of current I2. The thin (blue) line is the total current divided
by two. Case a) shows the currents when h is set equal to 2L while b) and c) show the
current patterns when h is set equal to L
dealt with in the following section. Figure 5.6 shows the change in currents for different
locations of the trap minimum when the h = 2L and h = L. Equation 5.10 imposes an
important constraint that if h <
√
3/4L, it is not possible to form the minima between
−L/2 and +L/2 and thus not possible to transport atoms.
Another assumption made during the calculations is that there are no deviations
in the trap minima along the radial directions during the transport. To check this, the
positions of the actual trap minima are calculated for the currents obtained from the
model and using the parameters L=800µm and Iw=0.9A. The variations are estimated
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Figure 5.7: a) The numerically calculated position as the trap minima moves from
−L/2 = −400µm toL/2 = 400µm is shown. The solid line shows ∆x = xexact − x0.
This deviates by less than 100nm from the wanted value. The dashed line shows ∆y =
yexact − y0, where y0 is the distance to the guide wire for x0 = −400µm. This height
changes about 100nm. The dotted line shows ∆z. This number is supposed to be zero if
the approximation is exact. Here the trap wiggles about 250nm along the chip surface.
In b) the transverse (dashed lines, axis on the right) and axial trap (solid line, axis on
the left) frequencies are plotted as the trap is moved from from −L/2 = to L/2.There
is very minimal change in the frequencies.
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The results are shown in figure 5.7. These graphs are generated by a numerical
full model of the transport in 3D. Its function is to test or check the validity of the
assumptions and the 1-D theoretical model. Figure (a) shows the deviations in the trap
minima from a straight line. The deviations in the height of the trap (∆y) and along
the transport directions (∆x) are within 100 nm as given by the solid and dashed lines
respectively. This is minimal and is not expected to affect the transport. The maximum
deviations of 250 nm are along the surface of the chip perpendicular to the transport
axis (∆z), as shown by the dotted lines. This would be 0 if the approximations made
were true. Figure 5.7 b) shows the calculated change in axial and radial frequencies when
the trap moves from -L/2 to L/2. The axial frequency (solid line with vertical axis in
the right) changes by around 0.1% and the radial frequency (dashed lines with vertical
axis on the left) by less than 0.03% Since the deviations in the frequencies and minima
positions are small our 1D model is a good representation of the physical system.
5.4.2 Results
The currents required for transport are calculated from the model developed and are
implemented in the experiment. Throughout the transport sequence the guide wire Iw
is set constant at 0.9A, the bias field is kept at 5.1G and the Ioffe field at 17.3G. This
implies that the atoms are trapped around (y0 =) 100µm from the surface of chip. The
conveyor belt currents are calculated such that the total current through the wires is
always within 1.5A.
As mentioned previously, the height h at which the atoms are trapped below
the conveyor belt wires cannot be determined theoretically and the first task was to
determine this. For this the transport was implemented for different currents calculated
numerically for various values of h. These currents are such that the frequencies remain
unchanged at that value of h from the conveyor belt wires during the transport. But if
the atoms are located at a height different from h, they will experience changing trap
frequencies during the transport. This would cause the cloud to heat up significantly by
the end of the transport. The correct h can be estimated by checking the heating for
the various current waveforms. For this experiment the atoms were transported 800µm
(which is the distance between two adjacent conveyor belt wires) in 100 ms, held for
100ms for rethermalisation, brought back in 100ms and held once again for 100ms after
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Figure 5.8: Heating of atoms after transport when conveyor belt currents are opti-
mised for different heights. The minima gives the actual height of the atoms from the
conveyor belt wires.
which the temperature was measured. For all the experiments, the measurements are
always performed after the atom cloud is brought back to the initial location to ensure
that the atoms are exposed to the peak of the imaging beam. The imaging beam has
been aligned perpendicular to the transport direction, with the gaussian peak aimed at
the initial magnetic trap. If the imaging was performed when the atoms have moved to a
different point, the atom number estimation would be lower. The results were compared
to that of a trap held without moving at the starting point for 400ms to obtain ∆T. The
results are shown in figure 5.8, from which it is clear that there is no heating when the
currents are calculated for h =1.2 mm. The error bars are from TOF measurements.
Multiple data points are collected for certain h values to verify repeatably. This implies
that the atoms are 1.2mm below the conveyor belt wires. Since h is more than 10 times
greater than y0 there would be minimal deviations in the radial frequencies as shown
previously.
In order to verify if the atoms were really located 1.2mm below the conveyor
belt wires, calculations to show the heating for currents corresponding to wrong heights
had to be made. The experimental data would have to fit to these calculations. However
estimating the exact rise in temperature of thousands of atoms for frequency changes in a
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Figure 5.9: It was verified that there is no loss of atoms for transport distances upto
8 mm using the conveyor belt.
three dimensional harmonic oscillator is a computationally intensive problem. Solving this
would not provide any crucial insights to warrant the effort. Instead the change in axial
trap curvature experienced by atoms located at h = 1.2mm, for currents corresponding
to different heights, is used to obtain the solid line shown in figure 5.8. The vertical axis
is the normalised maximum deviation in the axial curvature for a transport of 800µm.
Since the heating is an artefact of the frequency (curvature) changes, the data fits well
to the calculations.
Now that the location of the atoms with respect to the wires has been deter-
mined, the performance of the conveyor belt for longer distances was checked. For this
the atoms were moved by various distances at a constant velocity of 100ms per wire, held
for 100ms, brought back and once again held for 100ms after which the atom number left
in the trap was measured. The ratio of this wrt to the number of atoms left in stationary
trap after 400ms is a good indicator of the conveyor belt’s efficiency. As shown in figure
5.9 small losses begin to appear only when the atoms are transported to 8mm. This
is probably because a fiber located there blocks some of the atoms as they move past
it. Thus the conveyor belt developed is extremely efficient. In this case the experiment
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Figure 5.10: Heating of atoms for different transport times
is repeated several times for each transport distance to obtain the error bars from the
standard deviations.
The time dependence of the transportation or the change in the currents has not
been dealt with in the conveyor belt calculations. The calculations only provide current
values for different positions of the trap minimum and the velocity/acceleration of the
trap is set by choice. The lower limit on the timescale is provided by power supplies as the
settling time for the currents is about 80µs. Common sense dictates that the transport
should be faster than the lifetime so there are a significant number of atoms left at the
end of the transport, and this sets the upper bound on the time for transport. During
the transport, atoms are accelerated to a maximum value mid-way along the distance
and then decelerated to a complete halt at the destination distance. To estimate the best
transport time the atoms are displaced by 6.4 mm in increasing times from 300ms to
1s. They are then held for 100ms, brought back over the same time taken to move them
forward, held once again for 100ms after which their temperature is measured. As always
the temperature is compared to that of a stationary trap created immediately afterwards
to obtain the heating ∆T. The results are shown in figure 5.10. The error bars originate
from the TOF imaging and the multiple data points for the same time are multiple runs
repeated at different times. The data is completely scattered and does not follow any
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pattern. The data points for the same time of transport do not overlap with each other.
This shows that the heating observed here is not a consequence of the changing transport
times, but due to random external factors. Thus since there is no dependence on time,
the atoms can be moved at a faster velocity to the final destination with no significant
heating to avoid losses due to lifetime limitations.
To sum up an optimized conveyor belt has been developed and experimentally
verified to be efficient. In our experiment, this conveyor belt has been used to move atoms
to the location of the fibers for detection. The details of imaging the atoms using the





“Tools with the comely names,
Mattock and scythe and spade,
Couth and bitter as flames,
Clean, and bowed in the blade,
A man and his tools make a man and his trade”
— A Saxon Song by Victoria Sackville West
In science we try to explore nature through the interface provided by our ex-
periments. What we can observe and achieve is determined by the capabilities of our
equipment. Hence along with building the best possible setup, effort must be taken to
understand the capacity of the equipment in order to plan an experiment that will be
more likely to succeed.
Presented in this thesis is a new architecture for atom chip experiments; a system
consisting of a multilayer base chip combined with another single layer chip. The efforts
to develop and discern the performance of the chip system show that we have developed
a durable device. The wires are capable of withstanding heavy duty loads of up to 10
A without breaking. However the real limiting factor is the degradation of the surface
quality of the chip due to the heat dissipated. This sets an upper limit on the permissible
power load at around 13 W. We have also identified a solution to the surface quality
problem. If the gold surface is replaced with platinum, the full potential of the wires
can be used without any worry of surface degradation. The methods developed here are
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a comprehensive test for all relevant aspects of an atom chip and can be used by other
groups that use chips.
We also developed methods to characterise the performance of CCD cameras as
pertains to fluorescence imaging. We identified that the gain factors had changed in the
several years since our camera’s purchase. The avalanche gain in the EMCCD mode had
become non linear as well. Using the old factors would have resulted in erroneous atom
number estimates. The new gain factors and avalanche gain relations were identified in
the process.
This culminated in the preparation of an optimised transport system for cold
atoms. First we prepared a theoretical model for realising an optimal moving magnetic
trap using time varying currents. We then used it to efficiently transport cold atoms
along the length of our atom chip. Our conveyor belt is optimised for hardly any heating
or loss of atoms during transport. This conveyor belt model is not unique to our chip
system, but can be applied to any suitable chip system. This finds a direct application
in moving atoms for atomtronic or quantum information circuits.
Through our experiment and the various tests performed prior to our experiment
we show that this system is a robust device. Our device can be used in a multitude of
applications. To name a few, it can be made portable, be used to create and manipulate
BECs, create tight traps to study 1D gases, explore atom surface interactions and be used
for state selective detection of single atoms while implementing quantum information
circuits with cold atoms.
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