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Abstract
For N, n ∈ N, consider the sample covariance matrix
SN (T ) =
1
N
XX
∗
from a data set X = C
1/2
N ZT
1/2
n , where Z = (Zi,j) is a N × n matrix having i.i.d. entries with
mean zero and variance one, and CN , Tn are deterministic positive semi-definite Hermitian
matrices of dimension N and n, respectively. We assume that (CN )N is bounded in spectral
norm, and Tn is a Toeplitz matrix with its largest eigenvalues diverging to infinity. The matrix
X can be viewed as a data set of an N-dimensional long memory stationary process having
separable dependence structure.
As N,n→∞ and Nn−1 → r ∈ (0,∞), we establish the asymptotics and the joint CLT for
(λ1(SN(T )), · · · , λm(SN (T ))
⊤ where λj(SN(T )) denotes the jth largest eigenvalue of SN (T ),
and m is a fixed integer. For the CLT, we first study the case where the entries of Z are
Gaussian, and then we generalize the result to some more generic cases. This result substantially
extends our previous result in [28], where we studied λ1(SN (T )) in the case where m = 1 and
X = ZT
1/2
n with Z having Gaussian entries.
In order to establish this CLT, we are led to study the first order asymptotics of the largest
eigenvalues and the associated eigenvectors of some deterministic Toeplitz matrices. We are
specially interested in the autocovariance matrices of long memory stationary processes. We
prove multiple spectral gap properties for the largest eigenvalues and a delocalization property
for their associated eigenvectors.
1 Introduction
Background and related work. For N,n ∈ N, we set X = C1/2N ZT 1/2n , where Z = (Zi,j) is a
N × n matrix having i.i.d. entries with mean zero and variance one, CN is a N ×N deterministic
positive semi-definite Hermitian matrix, and Tn = (γ(i − j))1≤i,j≤n be a positive semi-definite
Toeplitz matrix. Then X models a sample data set of an N -dimensional stationary process with a
separable dependence structure. If the entries of Tn satisfies the following power decay condition:
γ(h) =
L1(|h|)
(1 + |h|)ρ , (1.1)
or the spectral density ϕ of Tn has a power singularity at 0:
ϕ(x) =
L2(|x|−1)
|x|1−ρ , for x ∈ [−π, π], (1.2)
where ρ ∈ (0, 1) and L1, L2 are positive, locally bounded functions which are slowly varying at ∞,
then the process is long range dependent (LRD) or has long memory (LM) (see for example [31]).
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Note that the conditions (1.1) and (1.2) are not equivalent but tightly related, see Section 2.2.5 of
[31].
From the sample data matrix X , we construct the sample covariance matrix
S :=
1
N
XX∗ =
1
N
C
1/2
N ZTnZ
∗C1/2N . (1.3)
Letm ≥ 1 be a fixed integer. We will study the asymptotics and joint CLT of the largest eigenvalues
of S as N,n→∞ and rn := Nn−1 → r ∈ (0,∞).
For convenience of further discussion, we define the notation SN (Γ) by
SN (Γ) :=
1
N
C
1/2
N ZΓnZ
∗C1/2N . (1.4)
where Γn is a n× n deterministic positive semi-definite Hermitian matrix. Then S in (1.3) will be
denoted as SN (T ), and if Γn = In is identity, SN(I) is the classical sample covariance matrix.
The classical sample covariance model SN (I) has been intensively studied in the last decades.
These studies are mostly concentrated on the global behaviors of the spectrum, including limiting
spectral distribution (LSD) ([27, 37, 21, 40, 35, 34]) and CLT for linear spectral statistics ([3, 4, 18,
29]); and also the local behaviors of individual eigenvalues ([7, 19, 20, 15, 24, 8, 23, 5, 6]).
Recently several models of matrices SN (I) with CN having a small number of divergent eigen-
values have been considered, in the context of principal component analysis (PCA) [22, 33, 38, 11]
and long memory processes [28]. Although the assumptions in these various works differ, many
results coincide with the degenerated case of Bai and Yao [6] after normalization (see for example
[28]).
The model SN (I) assumes that the columns of the data matrix X are i.i.d. However this
is not always the case in the practical applications. The separable model SN (Γ) introduces a
special type of correlations between columns, or different weights on columns, achieving certain
balance between generality and simplicity. So it attracts more and more attention nowadays. A
first result on this model is due to Zhang [43] on the LSD of SN(Γ). She proved that if the
empirical spectral distribution (ESD) µΓn of Γn and the ESD µCN of CN converge weakly to νΓ
and νC respectively, then as N,n → ∞, the ESD µSN (Γ) of SN(Γ) will converge weakly to a non-
random probability measure µ for which if νC = δ0 or νΓ = δ0, then µ = δ0; otherwise for each
z ∈ C+ := {z ∈ C : ℑz > 0}, the Cauchy-Stieltjes transform s(z) of µ, together with another two
functions, denoted by gΓ(z) and gC(z), (s(z), gΓ(z), gC(z)) is the unique solution in the set
U = {(s(z), gΓ(z), gC(z)) : ℑs(z) < 0, ℑ(zgΓ(z)) < 0, ℑ(zgC(z)) < 0}
to the following system of equations

s(z) = z−1(1− r) + z−1r ∫ 11−gC(z)x dνΓ(x) ,
s(z) = z−1
∫
1
1−gΓ(z)x dνC(x) ,
s(z) = z−1 + gΓ(z)gC(z) .
(1.5)
Later, Paul and Silverstein [30] proved in the case where Γn is diagonal, that almost surely, for
large enough N,n, there is no eigenvalue of SN (Γ) in any closed interval outside the support of the
limiting spectral distribution (LSD). This is an extension of the results of [2] for SN (I). Couillet and
Hachem [12] studied the analytical properties of the LSD µ when νΓ 6= δ0 and νC 6= δ0, including
the determination of the support of µ, extending the work of Choi and Silverstein [36] for SN (I) to
the separable model SN(Γ). The CLT for linear spectral statistics has also been studied by Bai et
al. [1] and Li et al. [25].
Regarding the extreme eigenvalues of SN (Γ), far less is known compared to the classical model
SN (I). In [39], Yang proved the edge universality under the condition that the densities of the
LSD’s νΓ, νC have a regular square-root behavior at the rightmost edge (soft edge). With this
result, if we find the fluctuations of the largest eigenvalue λ1(SN (Γ)) at a soft edge in the case
where the entries Zi,j are Gaussian, then the fluctuations at a soft edge in general cases will be
determined. However, even in the Gaussian case, these fluctuations are still unknown.
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The general spiked eigenvalues of SN (Γ) are also a new topic in the recent studies. In [42], a
very particular case of this problem has been touched. One can refer to Remark 2.4 for the relations
between the concerned results of [42] and the ours. During the preparation of the present paper,
we learned that a newly submitted paper [14] treated the general spike separable model SN (Γ)
with CN ,Γn general Hermitian matrices having a finite number of spikes. The authors studied the
asymptotics and large deviations (instead of joint CLT) of spiked eigenvalues of SN (Γ), and the
associated eigenvectors. The main restriction of [14] is that they assumed that CN and Γn are all
bounded in spectral norm, and that the spectrums of both CN and Γn do not concentrate at zero,
also that the number of spikes is finite. These assumptions exclude our model SN (T ) from applying
their results.
Introduction to the results. The present paper aims at studying the asymptotics and the joint
CLT of m (with m ≥ 1 an arbitrary fixed integer) largest eigenvalues of SN (T ). The basic idea is
analogous to the previous article [28] but we extend substantially the results of that paper.
In order to study the largest eigenvalues of SN (T ), the asymptotics of largest eigenvalues and
the associated eigenvectors of Tn satisfying (1.1) or (1.2) will be studied. In [28] we proved that
the ESD of Tn converges weakly to a non-compact supported measure, thus the largest eigenvalues
of Tn diverges to infinity. We also studied the asymptotic behavior of largest eigenvalues of Tn if
it satisfies (1.1), and proved that λj(Tn) ∼ n1−ρL1(n)λj(K(ρ)) as n→∞ and j ≥ 1 is fixed, where
K(ρ) is a compact operator defined in (2.1) below. By proving the simplicity of λ1(K(ρ)), we proved
also the spectral gap property for the largest eigenvalue of Tn, that is, λ2(Tn)/λ1(Tn) is bounded
by a constant smaller than 1. However, it is well known that the two conditions (1.1) and (1.2) are
not equivalent without the quasi-monotone conditions on L1 or L2. For example, Gubner [17] gave
counterexamples in both directions of implication. In this paper, we will prove that if Tn satisfies
(1.2), without assuming quasi-monotonicity of L2, we have
λj(Tn) ∼ 2Γ(ρ) sin
(ρπ
2
)
n1−ρL2(n)λj(K(ρ)) (1.6)
as n→∞, where Γ is the Gamma-function. We will also prove that all nonzero eigenvalues of K(ρ)
are simple, using a method totally different from [28]. In consequence, the spectral gap property
holds for any finite number of largest eigenvalues of Tn. Furthermore, we will study the relation
between the eigenvectors of Tn and the eigenfunctions of K(ρ), and prove that the eigenvectors
associated with the largest eigenvalues of Tn are delocalized. These results may have independent
interests.
Using the results on Toeplitz matrices, we study the asymptotics and fluctuations of largest
eigenvalues of SN (T ) as N,n→∞ with N/n→ r ∈ (0,∞). We first prove the following asymptotic
behavior of λj(SN (T )) for any fixed j. Assume that the entries of Z have finite fourth moment,
and some other conditions, then for any j ≥ 1, in probability,
λj(SN (T )) ∼ λj(Tn) trCN
N
. (1.7)
Moreover, if the entries Zi,j ’s are Gaussian, (1.7) holds almost surely.
Then we will build the joint CLT of largest eigenvalues for the generic model SN (Γ) which implies
in particular the following results: suppose that Tn satisfies 1.1 or 1.2, and Z has i.i.d. standard
Gaussian entries, with CN satisfies some mild conditions, then asN,n→∞ withN/n→ r ∈ (0,∞),
√
N
(
λ1(SN (T ))
λ1(Tn)
− θ1 · · · λm(SN (T ))λm(Tn) − θm
)⊤ D−→ N (0, σ2Im) (1.8)
where σ2 = 2 when the entries of Z are real Gaussian, and σ2 = 1 when the entries of Z are
complex Gaussian, and θj are determined by some equations. We then generalize the result to the
non-Gaussian case.
If the entries of Z are not Gaussian, it is more complicated. The CLT of eigenvalues of SN (T )
depends also on the eigenvectors of Tn and CN . We will prove a general theorem implying that,
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when CN is diagonal, and the parameter ρ of Tn defined in (1.1) or (1.2) belongs to (0, 3/4), that
is, the decay of the correlation of the process is sufficiently slow, then (1.8) still holds with the same
θj and σ2 = 1 + |EZ21,1|2, where Z1,1 is the entry of Z in the first row and first column. Note that
if Z1,1 is real with variance one, or if Z1,1 is complex with EZ21,1 = 0, we will get the same CLT
as the Gaussian case. This phenomenon is due to the delocalization of the largest eigenvectors of
Toeplitz matrices Tn.
Organizations. This paper is organized as follows. In Section 2 we state our main theorems.
This section is divided in three parts. In 2.1, we state the results on Toeplitz matrices Tn; in 2.2,
we state the asymptotics of the largest eigenvalues of SN (Γ); in 2.3 we state the CLT for largest
eigenvalues of SN(Γ) in the case where CN ,Γn are diagonal, or where Zi,j are Gaussian; in 2.4,
we present some generalizations of the CLT with non-diagonal Γn. The other sections contains the
proofs of these results.
Notations. For a Hermitian operator or matrix A, we denote its real eigenvalues by decreasing
order as
λ1(A) ≥ λ2(A) ≥ . . .
For a matrix or a vector A, we use A⊤ to denote the transpose of A, and A∗ the conjugate
transpose of A. For a N × N matrix A, we denote the ESD of A by µA, which is defined by
µA := N−1
∑N
i=1 δλi(A), where δx is the Dirac measure at x.
The kernel of a linear operator A : X → X is denoted by kerA. The spectrum of A is denoted
by Spec(A). We denote the Lp or lp norm by ‖ · ‖p. For a matrix or a linear operator A, the
operator norm of A induced by vector norm ‖ · ‖p is denoted by ‖A‖p, and we recall that ‖A‖p :=
sup‖v‖p=1 ‖Av‖p. The L2 or l2 norm will be abbreviated as ‖ · ‖. We say that a function f or a
vector v is "normalized" or "unit length" when ‖f‖ = 1 or ‖v‖ = 1. When functions or vectors are
said to be "orthonormal", they will be implicitly considered as elements of a Hilbert space.
For two probability measures P and Q on Rm, we denote their Lévy-Prokhorov distance by
dLP(P,Q) which is defined by
dLP(P,Q) := inf{ε : P (A) ≤ Q(Aε) + ε,Q(A) ≤ P (Aε) + ε, ∀A ∈ B(Rm)}, (1.9)
where Aε is defined by
Aε := {x ∈ Rm : ∃y ∈ A, s.t. ‖x− y‖ < ε}.
It is well known that this distance metrizes the weak convergence. For two random variables
X,Y ∈ Rm with distributions µX , µY , respectively, we sometimes write dLP(X,Y ), dLP(X,µY ) or
dLP(µX , Y ) which all mean dLP (µX , µY ).
Given x ∈ R, we denote by ⌊x⌋ the integer satisfying ⌊x⌋ ≤ x < ⌊x⌋ + 1. Given two sequences
of non-negative numbers xn, yn, xn ∼ yn means that limn→∞ xn/yn = 1. If Xn, X are random
variables, the notation Xn = oP (1) means that limn→∞Xn = 0 in probability. The notations
Xn
D−→ X and Xn P−→ X denote convergence in distribution and in probability, respectively. If µn, µ
are measures, we denote with a slight abuse of notation µn
D−→ µ for the weak convergence of µn to
µ.
In order to estimate some quantities we need sometimes split it into several parts. When we use
P1, P2, . . . to denote these parts, their definition is limited in the same proof, the same section or
subsection.
Definition 1. We say that a sequence of events En hold with high probability, if P(En) = 1− o(1);
with low probability, if P(En) = o(1); with overwhelming probability, if for any M > 0, P(En) =
1− o(n−M ); with tiny probability, if for any M > 0, P(En) = o(n−M ).
The cardinal of a set B is denoted by #B. In the proofs we use K to denote a constant that
may take different values from one place to another. If the constant depends on some parameter p,
we denote the constant by Kp.
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2 Main theorems
2.1 Spectral properties of Toeplitz matrices
We collect our results on Toeplitz matrices in this section. Let Tn = (γ(i− j))ni,j=1 satisfy (1.1).
Let K(ρ) be the operator defined on L2(0, 1) by
(K(ρ)f)(x) =
∫ 1
0
f(y)
|x− y|ρ dy , for f ∈ L
2(0, 1) . (2.1)
In [28], we have established the relation between the eigenvalues of Tn and the eigenvalues of
K(ρ). From the proof of Theorem 2.3 of [28] we know that the operator K(ρ) is compact and positive
semi-definite. It has infinitely many positive eigenvalues. And if Tn is defined by (1.1), then for
any j ≥ 1, we have
lim
n→∞
λj(Tn)
n1−ρL1(n)
= λj(K(ρ)) > 0 . (2.2)
Using the min-max formula for the largest eigenvalue and an argument by absurd, we have also
proved in [28] that λ1(K(ρ)) is simple, so that we proved the spectral gap property for the largest
two eigenvalues of Tn:
lim
n→∞
λ2(Tn)
λ1(Tn)
< 1 .
In this paper, using a different method, we will prove that all non-zero eigenvalues of K(ρ) are
simple. As a consequence we prove the multiple spectral gap property for any jth largest eigenvalue
of Tn:
lim
n→∞
λj+1(Tn)
λj(Tn)
< 1 . (2.3)
Proposition 2.1. All non-zero eigenvalues of the operator K(ρ) defined by (2.1) with ρ ∈ (0, 1) are
simple, and the associated eigenfunctions are continuous in [0, 1].
We note that K(ρ) is self-adjoint, so for any non-zero eigenvalue λ, its algebraic multiplicity
equals to its geometric multiplicity, which is defined as dimker(λI − K(ρ)). For more information
about algebraic multiplicity, see [26]. So here to say that a non-zero eigenvalue λ is simple, means
dim ker
(
λI −K(ρ)
)
= 1 .
In the next proposition, we provide a quantitative description of the eigenvectors associated
with λj(Tn) for any fixed j.
Proposition 2.2. Let Tn satisfy (1.1). For any j ≥ 1, let fj be the normalized eigenfunction of K(ρ)
associated with λj(K(ρ)), and uj = (uj,1, . . . , uj,n)⊤ be a normalized eigenvector of Tn associated
with λj(Tn). Then, up to a change of sign, we have
lim
n→∞
sup
1≤k≤n
{∣∣∣∣√nuj,k − fj
(
k
n
)∣∣∣∣
}
= 0 . (2.4)
From this proposition we deduce the delocalization of eigenvector uj associated with λj(Tn) for
any fixed j ≥ 1. Indeed by (2.4), for large enough n, we have
‖uj‖∞ ≤ 1 + ‖fj‖∞√
n
,
5
and because fj is continuous on [0, 1], we have ‖fj‖∞ <∞. Thus we conclude that
‖uj‖∞ → 0 .
The above propositions also applies to some Toeplitz matrices satisfying (1.2). It is well known
that if Tn satisfies (1.2) with quasi-monotonic L2 (see Section 2.2.5 of [31] for definition), then Tn
also satisfies (1.1) with
L1(h) ∼ L2(h)2Γ(ρ) sin
(ρπ
2
)
as h→∞ , (2.5)
where Γ is the Gamma-function. In particular, if L2 ≡ 1, then L1(h) tends to a constant as h→∞,
and (2.2), Proposition 2.2 hold.
Without the condition of quasi-monotonicity on L1 or L2, the conditions (1.1) and (1.2) are
not equivalent. See [17] for counterexamples in both directions. However, thanks to the following
theorem, the above results can be extended to Tn defined by (1.2) with general slowly varying
function L2.
Theorem 2.3. Let Tn and T
′
n be n × n Toeplitz matrices both satisfying (1.2) with the same
ρ ∈ (0, 1), with an arbitrary slowly varying function L2 for Tn, and with L′2 ≡ 1 for T ′n. Then∥∥∥∥ Tnn1−ρL2(n) −
T ′n
n1−ρ
∥∥∥∥ −−−−→n→∞ 0. (2.6)
In consequence, for any fixed j ≥ 1, we have
lim
n→∞
λj(Tn)
n1−ρL2(n)
= 2Γ(ρ) sin
(ρπ
2
)
λj(K(ρ)) > 0 . (2.7)
Moreover, if uj (resp. u
′
j) is the eigenvector of Tn (resp. T
′
n) associated with the jth largest
eigenvalue, then
‖uj − u′j‖∞ ≤ ‖uj − u′j‖ −−−−→n→∞ 0 . (2.8)
Let T˜n := Tn/‖Tn‖. The following proposition provides the decay of moments of the ESD µT˜n
for Tn satisfying (1.1) or (1.2). This result shows that the Tn with parameter ρ ∈ (0, 3/4) satisfies
A9 or A10 below, and is needed in the proof of Theorem 2.10.
Proposition 2.4. Let Tn be n×n Toeplitz matrix satisfying (1.1) or (1.2), and let T˜n = Tn/‖Tn‖.
1. If ρ ∈ (0, 1/2), then ∫
xdµT˜n(x) =
tr T˜n
n
= o(1/
√
n) . (2.9)
2. If ρ ∈ [1/2, 3/4), then ∫
x2 dµT˜n(x) =
tr T˜ 2n
n
= o(1/
√
n) . (2.10)
2.2 Convergence of largest eigenvalues of separable sample covariance
matrix
For N,n ∈ N, let
SN (Γ) :=
1
N
C
1/2
N ZΓnZ
∗C1/2N , (2.11)
where CN ,Γn are N ×N and n× n deterministic positive semi-definite Hermitian matrices, and Z
is a N × n matrix having i.i.d. entries Zi,j . Let
c1 ≥ c2 ≥ · · · ≥ cN and t1 ≥ t2 ≥ · · · ≥ tn
be the eigenvalues of CN and Γn respectively. Let m ≥ 1 be a fixed integer. We assume that the
following assumptions hold:
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A1 The entries Zi,j satisfy
EZi,j = 0, E|Zi,j |2 = 1 and E|Zi,j |4 <∞ ,
A2 The spectral norm CN is bounded in N , and the ESD µCN of CN converges weakly as N →∞,
to a probability measure νC 6= δ0.
A3 There exists a decreasing sequence of positive numbers
a1 ≥ a2 ≥ · · ·
converging to 0 such that for any j ≥ 1, we have
lim
n→∞
tj = aj .
Note that under A3, we have µΓn
D−→ δ0, and for any ε > 0,
sup
n
#{j : tj > ε} <∞.
For further use, we will prove a concentration inequality for the largest eigenvalues of SN (Γ)
with the following conditions.
A4 The matrices CN are diagonal:
CN = diag(c1, . . . , cN ).
A5 The matrices Γn are diagonal:
Γn = diag(t1, . . . , tn).
A6 (Bound condition) There exists a sequence of positive numbers εn → 0 such that almost surely
for large enough N,n,
|Zi,j | ≤ εn
√
n ,
Remark 2.1. We take two examples for which the bound condition A6 holds. The first case is
where E|Zi,j |6+ǫ <∞ for some ǫ > 0. In this case, we have
∞∑
n=1
NnP(|Zi,j| > εn
√
n) ≤
∞∑
n=1
K
ε6+ǫn n1+ǫ/2
<∞,
where we have assumed that the convergence rate of εn to 0 is slower than any preassigned rate.
Then by Borel-Cantelli’s Lemma, the bound condition holds. The second case is where E|Zi,j |4 <∞,
and Zi,j does not depend on N,n for any fixed i, j. In other words, Zi,j are all from an infinite
double array (Zi,j)i,j≥1. In this case, by the truncation lemma 2.2 of [41], the bound condition
holds.
Recall that we use N,n→∞ to denote N,n→∞, N/n→ r ∈ (0,∞).
Proposition 2.5. Let SN (Γ) be defined as (2.11). Under A1, A2 and A3, for any j ≥ 1, we have
λj(SN (Γ))
P−−−−−→
N,n→∞
aj
∫
xdνC(x).
Moreover, if Zi,j’s are real or complex Gaussian, or if A4, A5 and A6 hold, then the above
convergence holds almost surely.
Remark 2.2. The almost sure convergence under A4, A5 and A6 is in fact a byproduct of
Lemma 4.1 which is needed in the proof of CLT 2.7. However this does not allow to conclude
the a.s. convergence when Zi,j ’s are Gaussian. Indeed if the entries of Z are i.i.d real Gaussian
variables, and if CN or Γn are complex and non-diagonal, then we cannot diagonalize CN or Γn
because the real Gaussian vectors are not unitary invariant. Thus we will proceed an independent
proof for Gaussian case with help of a Gaussian concentration inequality.
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Applying the above generic result to the special case of SN (T/‖T ‖), we obtain the following
result:
Corollary 2.6. Let Tn be a sequence of Toeplitz matrices satisfying (1.1) or (1.2). Let SN (T ) be
defined as before. Then if A1, A2 hold, for any fixed j ≥ 1 we have
λj(SN (T ))
λj(Tn)
P−−−−−→
N,n→∞
∫
xdνC(x).
Moreover, if Zi,j’s are standard real or complex Gaussian, then the above convergence holds almost
surely.
2.3 CLT for largest eigenvalues: Diagonal & Gaussian case
In this section, we assume that CN , Γn are diagonal, and study the CLT for largest eigenvalues of
SN (Γ). As a corollary, we obtain the result for Gaussian case.
A7 The sixth moment of the entries is finite:
E|Z1,1|6 <∞.
A8 The m largest eigenvalues of Γn satisfy the multiple spectral gap property:
lim
n→∞
tj+1 = aj+1 < aj = lim
n→∞
tj for j = 1, . . . ,m.
For x, z ∈ C we define
G(x, z) :=
1
N
N∑
i=1
ci
x− zci . (2.12)
For j = 1, . . . ,m, let θj be the largest solution of the equation
G

θj , 1
N
∑
k 6=j
tk
tj − tk

 = 1
N
N∑
i=1
ci
θj −
(
1
N
∑
k 6=j
tk
tj−tk
)
ci
= 1 . (2.13)
Remark 2.3. Note that if not all ci’s are 0, and if z ∈ R, then from the graph of the function
x 7→ G(x, z), we see that the equation G(x, z) = 1 on x admits #{zci : ci 6= 0, i = 1, . . . , n} real
solutions.
Moreover, we prove that the largest solution of (2.13) tends to
∫
xdνC(x). Indeed, we know
that under the assumptions A3 and A8, we have
N−1
∑
k 6=j
tk
tj − tk −−−−−→N,n→∞ 0 ,
and the assumption A2 ensures that
1
N
N∑
i=1
ci −−−−→
N→∞
∫
xdνC(x) 6= 0.
Also note that for every fixed θ 6= 0,
G

θ, 1
N
∑
k 6=j
tk
tj − tk

 −−−−−→
N,n→∞
θ−1
∫
xdνC(x).
Thus for any 0 < ǫ <
∫
xdνC(x), let θ(1) =
∫
xdνC(x) − ǫ, θ(2) =
∫
xdνC(x) + ǫ, then we can see
that asymptotically the largest solution of the equation (2.13) is between θ(1) and θ(2).
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We define
Λm(Γ) :=
√
N
(
λ1(SN (Γ))
λ1(Γ)
− θ1 · · · λm(SN (Γ))λm(Γ) − θm
)⊤
. (2.14)
Theorem 2.7. Under A1, A2, A3, A4, A5 and A7, A8, we have
Λm(Γ)
D−−−−−→
N,n→∞
N
(
0, (E|Z1,1|4 − 1)
∫
x2 dνC(x)Im
)
.
For general non-diagonal CN and Γn, note that if Zi,j are standard complex Gaussian, or if Zi,j
are standard real Gaussian and CN ,Γn are both real, then the eigenvalues of SN (Γ) have the same
joint distribution with the eigenvalues of
1
N
diag(
√
c1, . . . ,
√
cN )Z diag(t1, . . . , tn)Z
∗ diag(
√
c1, . . . ,
√
cN ) .
Therefore the CLT 2.7 applies to the Gaussian case no matter whether CN ,Γn are diagonal. More
particularly, applying the above result to SN (T ) with Tn the Toeplitz matrix defined as before, we
get the following corollary.
Corollary 2.8. Let Tn be a sequence of Toeplitz matrices satisfying (1.1) or (1.2). Let SN (T ) be
defined as before. Let Λm(T ) be defined by replacing Γ with T in (2.14). Assume that A1 and A2
hold. Then, if Zi,j are standard complex Gaussian, or if Zi,j are standard real Gaussian and CN
is real, we have
Λm(T )
D−−−−−→
N,n→∞
N
(
0, σ2
∫
x2 dνC(x)Im
)
where σ2 = 2 in real Gaussian case, and σ2 = 1 in complex Gaussian case.
If CN = IN , then we can see that
θj = 1 +
1
N
∑
k 6=j
tk
tj − tk .
In general, θj has not a closed expression. However, θj can be expressed as a power series of
N−1
∑
k 6=j
tk
tj−tk .
Proposition 2.9. For a fixed N , let mk := trC
k
N/N , let the coefficients B0, B1, . . . be defined by
the recurrent formula{
B0 = m1∑
k1+···+kn+1=n
∏n+1
ℓ=1 Bkℓ = mn+1 +
∑n
j=1mn−j+1
(∑
k1+···+kj=j
∏j
ℓ=1Bkℓ
)
for n ≥ 1.
Suppose that not all the eigenvalues of CN are zero. Then the power series
θ(z) := B0 +B1z +B2z
2 + · · ·
is the solution of the equation
G(θ(z), z) = 1.
Its radius of convergence R satisfies
R ≥ inf
{
|z| : ∃θ ∈ C s.t.G(θ, z) = 1, ∂G(θ, z)
∂θ
= 0
}
,
where we make the convention that inf ∅ = +∞.
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From this proposition, we have, under the conditions A2, A3 and A8, for large enough N,n,
θj = B0 +B1
1
N
∑
k 6=j
tk
tj − tk +B2

 1
N
∑
k 6=j
tk
tj − tk


2
+ · · · .
By the recurrent formula, we obtain
B0 = m1, B1 =
m2
m1
, B2 =
m3
m22
− m
2
2
m31
, . . .
So we have
θj = m1 +
m2
m1

 1
N
∑
k 6=j
tk
tj − tk

+ (m3
m22
− m
2
2
m31
) 1
N
∑
k 6=j
tk
tj − tk


2
+ · · · .
Remark 2.4. In [28, Example 2.3], we have given the various orders of
√
N(θj − 1) when CN = IN ,
so in general θj can not be replaced by a finite form. However in some particular cases, we can
replace θj by a partial sum of its Taylor’s expansion. For example, when Γn satisfies A9 below, we
have
√
N(θj −m1) → 0. Thus we can replace θj by m1. One can see that the model in [42] is in
this case when their Π = I (Theorem 3 of [42]), because their major spiked population eigenvalues
are asymptotically λk ∼ 4T 2/(π(2k − 1))2 as T → ∞, where T denotes the dimension (Lemma 1
and 2 of [42]). That is, with our notations,
tk =
1
2n2(1 + cos(2(n+ 1− k)π/(2n+ 1))) , ak =
4
π2(2k − 1)2 .
And by calculating n−1/2 tr(C∗C)/n2 where C is defined in (2.4) of [42], we have
1√
n
n∑
k=1
tk = O(1/
√
n).
Similarly, when Γn satisfies A10 below, θj can be replaced by
m1 +
m2
m1

 1
N
∑
k 6=j
tk
tj − tk

 .
2.4 CLT for largest eigenvalues: Some generalizations
In this section we generalize the CLT to non-diagonal Γn. We continue to assume the other as-
sumptions, and moreover, we assume that one of the two following assumptions holds:
A9 ∫
xdµΓn(x) =
tr Γn
n
= o(1/
√
n) and E|Zi,j |4 <∞.
A10 ∫
x2 dµΓn(x) =
tr Γ2n
n
= o(1/
√
n) and E|Zi,j |8 <∞.
Remark 2.5. UnderA3, because almost all the eigenvalues of Γn (except for at most a finite number
of them) are smaller than 1, the condition A9 is stronger than A10. They are some indicators
who measure the degree of concentration of the eigenvalues near zero. If Γn satisfies A9, then its
eigenvalues are more concentrated near 0 than the case where it just satisfies A10.
From Proposition 2.4, we can see that for ρ ∈ (−3/4, 0), the normalized Toeplitz matrix T˜n
satisfies A10, and for ρ ∈ (−1/2, 0), T˜n satisfies A9.
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Theorem 2.10. Under A1, A2, A3, A4, A8, and either A9 or A10, we have
dLP(Λm(ΓN ),N (0,Σ(N)m )) −−−−−→
N,n→∞
0 , (2.15)
Where Σ
(N)
m =
trC2N
N (Im + (σi,j)
m
i,j=1) with
σi,j = (E|Z1,1|4 − |EZ21,1|2 − 2)
n∑
k=1
|ui,k|2|uj,k|2 +
∣∣∣∣∣
n∑
k=1
ui,kuj,k
∣∣∣∣∣
2
|EZ21,1|2. (2.16)
and uj := (uj,1, . . . , uj,n)
⊤ is a normalized eigenvector associated with λj(Γn).
Remark 2.6. In view of the expression (2.16), it is not clear that the covariance matrix Σ(N)m
converges. In order to avoid any cumbersome assumption enforcing this convergence, we express
the CLT with the help of Lévy-Prokhorov’s distance. If however it happens that Σ(N)m converges to
some matrix Σm, then we conclude the CLT in the following usual form
Λm(ΓN )
D−−−−−→
N,n→∞
N (0,Σm).
From Proposition 2.2 and Theorem 2.3, if Tn is a Toeplitz matrix satisfying (1.1) or (1.2), we
can see that the eigenvectors uj of Tn are delocalized, i.e. ‖uj‖∞ = o(1). So we have
n∑
k=1
|ui,k|2|uj,k|2 = o(1).
Also because Tn are real, we have
n∑
k=1
ui,kuj,k = δij .
So we get the following result:
Corollary 2.11. Let Tn be a sequence of Toeplitz matrices satisfying (1.1) or (1.2). Let SN (T ) be
defined as before. Suppose that A1, A2, A4 hold. If one of the following is satisfied:
1. The parameter ρ belongs to (0, 1/2) and E|Zi,j |4 <∞;
2. The parameter ρ belongs to [1/2, 3/4) and E|Zi,j |8 <∞,
then we have
Λm(TN )
D−−−−−→
N,n→∞
N
(
0, (1 + |EZ2i,j |2)
∫
x2 dνCIm
)
.
3 Proofs of the theorems on Toeplitz matrices
In Section 3.1, 3.2 and 3.3 we focus on Toeplitz matrices satisfying (1.1). In Section 3.4 we treat
the Toeplitz matrices satisfying (1.2). And in Section 3.5 we prove Proposition 2.4 for Toeplitz
matrices satisfying either (1.1) or (1.2).
3.1 Some preparation
Let Tn satisfy (1.1). Note that by the definition of slowly varying function, γ(h) is positive for h
sufficiently large.
For p ∈ [1,∞], and for n sufficiently large such that γ(n) 6= 0, we define a finite-rank operator
K(γ)n acting on Lp(0, 1) by
(K(γ)n f)(x) =
∫ 1
0
γ(⌊nx⌋ − ⌊ny⌋)
γ(n)
f(y) dy . (3.1)
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The operator K(ρ) in (2.1) is also well-defined for any f ∈ Lp(0, 1) by the integral formula:
(K(ρ)f)(x) =
∫ 1
0
|x− y|−ρf(y) dy . (3.2)
The operators K(γ)n and K(ρ) acting on Lp(0, 1) are bounded, see [28, Lemma 5.4]. Moreover, from
Lemma 5.4 of [28], we have the convergence
‖K(γ)n −K(ρ)‖p → 0 as n→∞, ∀p ∈ [1,∞] . (3.3)
The convergence (3.3) has many useful consequences in this proof. The first consequence is that
the operator K(ρ) is compact on Lp(0, 1) for any p ∈ [1,∞].
For each p ∈ [1,∞], K(ρ) (resp. K(γ)n ) has its spectrum as an operator acting on Lp(0, 1).
The following proposition shows that its non-zero eigenvalues and the associated eigenfunctions are
invariant as p changes.
Proposition 3.1. The non-zero eigenvalues and the associated eigenfunctions of K(ρ) : Lp(0, 1)→
Lp(0, 1) and K(γ)n : Lp(0, 1)→ Lp(0, 1) do not change when p runs across [1,∞].
Proof. We only prove the result for K(ρ). The same argument applies to K(γ)n .
We only need to prove that, for any p ∈ [1,∞), the operator K(ρ) : Lp(0, 1) → Lp(0, 1) has
the same non-zero eigenvalues and associated eigenfunctions as K(ρ) : L∞(0, 1)→ L∞(0, 1). As we
have already noticed that K(ρ) is compact on Lp(0, 1) and on L∞(0, 1), the desired result is a direct
application of Theorem 4.2.15 in [13].
Indeed, we recall that two Banach spaces B1 and B2 or their associated norms are said to be
compatible if B = B1 ∩ B2 is dense in each of them, and the following condition is satisfied: if
fn ∈ B, ‖fn − f‖B1 → 0 and ‖fn − g‖B2 → 0, then f = g ∈ B. The operators Ai : Bi → Ci with
i = 1, 2 and C1, C2 two Banach spaces, are said to be consistent if A1f = A2f for all f ∈ B1 ∩B2.
Then we can verify that Lp(0, 1) and L∞(0, 1) are compatible, and K(ρ) defined by an integral
formula is obviously consistent. Then Theorem 4.2.15 in [13] applies.
According to the above proposition, when we talk about the non-zero eigenvalues and the
associated eigenfunctions of these operators, we do not need to specify the space.
3.2 Proof of Proposition 2.1
Let λ 6= 0 be an eigenvalue of K(ρ) and f be an associated eigenfunction. We now prove that f is
continuous on [0, 1].
Note that f satisfies the equation
f(x) = λ−1
∫ 1
0
|y − x|−ρf(y) dy ,
and from Proposition 3.1, f also belongs to L∞(0, 1). So for any x0 ∈ [0, 1], one has
|f(x)−f(x0)| ≤ λ−1‖f‖∞
∫ 1
0
∣∣|y − x|−ρ − |y − x0|−ρ∣∣ dy ≤ λ−1‖f‖∞
∫ 1
−1
∣∣|y − x+ x0|−ρ − |y|−ρ∣∣ dy ,
and the integral on the RHS tends to 0 when |x− x0| → 0.
We now prove that all non-zero eigenvalues of K(ρ) are simple. We need the following key lemma.
It says that any normalized eigenfunction of K(ρ) associated with a non-zero eigenvalue, taken at
x = 1, has the absolute value
√
1− ρ.
Lemma 3.2. Let λ > 0 be a non-zero eigenvalue of K(ρ), and let f be a normalized eigenfunction
associated with λ. Then f satisfies
|f(1)| =
√
1− ρ . (3.4)
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A result similar to the above lemma first appeared in [32] for a general but square integrable
kernel k(x − y), see Theorem 3 of [32]. Note that thanks to the explicit formula of K(ρ), the
result of Lemma 3.2 is stronger than [32]. Directly using Theorem 3 of [32], we can only conclude
that for ρ ∈ (−1/2, 0), for any non-zero eigenvalue λ of K(ρ), there exists a group of orthonormal
eigenfunctions fλ,1, . . . , fλ,m associated with λ, where m is the multiplicity of λ, such that
|fλ,i(1)| =
√
1− ρ .
However we will notice that this result is not sufficient to prove the simplicity of eigenvalues.
Whenever Lemma 3.2 is proved, we can prove the simplicity of any non-zero eigenvalue λ of
K(ρ) by contradiction. Assume to the contrary that λ > 0 had multiplicity m ≥ 2, then we could
choose two orthonormal eigenfunctions fλ,1, fλ,2 associated with λ. From Lemma 3.4, without loss
of generality we can assume that fλ,1(1) = fλ,2(1) =
√
1− ρ. Then the function
fλ :=
1√
2
fλ,1 +
1√
2
fλ,2
is also a normalized eigenfunction of K(ρ). But this function satisfies
fλ(1) =
√
2(1− ρ) 6=
√
1− ρ ,
which is a contradiction to Lemma 3.2.
Thus it remains to prove Lemma 3.2.
Proof of Lemma 3.2. We follow the outline of the proof in [32]. For any τ > 0, we define K(ρ)τ the
operator on L2(0, τ) by
(K(ρ)τ f)(x) =
∫ τ
0
|x− y|−ρf(y) dy . (3.5)
By a change of variable, it is easy to see that a function f ∈ L2(0, 1) is an eigenfunction of K(ρ)
associated with an eigenvalue λ if and only if f( ·τ ) is an eigenfunction of K(ρ)τ associated with the
eigenvalue λτ1−ρ. By this fact, a positive number λ is an eigenvalue of K(ρ) with multiplicity m if
and only if λτ1−ρ is an eigenvalue of K(ρ)τ with the same multiplicity m for all τ > 0.
Suppose that f is a normalized eigenfunction of K(ρ) associated with non-zero eigenvalue λ > 0.
Then for any τ > 1 we have the following two equations
λτ1−ρf
(x
τ
)
=
∫ τ
0
|x− y|−ρf
(y
τ
)
dy , for x ∈ (0, τ) (3.6)
and
λf(y) =
∫ 1
0
|x− y|−ρf(x) dx , for y ∈ (0, 1). (3.7)
We define the function g on [0,∞) by
g(y) =
1
λ
∫ 1
0
|x− y|−ρf(x) dx , for y ∈ [0,∞),
then g is a continuous extension of f on [0,∞). Multiply the two sides of (3.6) by f(x), and
integrate for x ∈ [0, 1], we get
λτ1−ρ
∫ 1
0
f
(x
τ
)
f(x) dx =
∫ 1
0
∫ τ
0
|x− y|−ρf
(y
τ
)
f(x) dy dx . (3.8)
Note that by the boundedness of f , Fubini Theorem applies to the RHS, thus changing the order
of two integrations and taking into account the definition of g, we get
τ1−ρ
∫ 1
0
f
(x
τ
)
f(x) dx =
∫ τ
0
g(y)f
(y
τ
)
dy . (3.9)
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It is easy to see from (3.9) that
(
τ1−ρ − 1
τ − 1
)∫ 1
0
f
(x
τ
)
f(x) dx =
∫ τ
1 g(y)f
(
y
τ
)
dy
τ − 1 . (3.10)
Letting τ → 1+ on the two sides of (3.10), and noting that the continuity of f on [0, 1] implies the
uniform convergence of f(xτ ) to f(x), we get
1− ρ = |f(1)|2 (3.11)
and the result follows.
3.3 Proof of Proposition 2.2
Let j ≥ 1 be an integer. By the proof of Theorem 2.3 in [28], we have λj(K(ρ)) > 0. Also by
Proposition 2.1, we have λj−1(K(ρ)) > λj(K(ρ)) > λj+1(K(ρ)). Let fj be a normalized eigenfunction
associated with λj(K(ρ)). In the sequel, we shall rely on the spectral projections (to be defined
later) to construct an eigenvector of Tn associated with λj(Tn) and prove that such an eigenvector
approximates fj in the sense of (2.4).
Let ε = 12 min(λj−1(K(ρ)) − λj(K(ρ)), λj(K(ρ)) − λj+1(K(ρ))) and C be the circle centered at
λj(K(ρ)) and of radius ε on complex plane. We take n sufficiently large such that ‖K(γ)n −K(ρ)‖∞ < ε.
So we have |λk(K(γ)n ) − λk(K(ρ))| < ε for all 1 ≤ k ≤ n, which implies that only the eigenvalues
λj(K(γ)n ) and λj(K(ρ)) are enclosed by C and all the other eigenvalues are outside C. We define the
spectral projections
Pn :=
1
2πi
∫
C
(z −K(γ)n )−1 dz and P :=
1
2πi
∫
C
(z −K(ρ))−1 dz. (3.12)
By Riesz decomposition Theorem (c.f. for example [13, Theorem 1.5.4 and Theorem 4.3.19]), Pn
(resp. P ) is a projection onto the eigenspace of K(γ)n (resp. K(ρ))) corresponding to λj(K(γ)n ) (resp.
λj(K(ρ))). To those who are unfamiliar with Riesz’ Theorem, we explain the arguments with K(ρ)
and P . Indeed, from Riesz’ Theorem, P is a finite rank projection which commutes with Kρ. Let
R(P ) be the range of P , then R(P ) is an invariant space of K(ρ) (due to the commutativity of
the projection P and K(ρ)), and the restriction of K(ρ) to R(P ) is self-adjoint (because K(ρ) is
self-adjoint) and has spectrum {λj(K(ρ))}, then from the finite dimensional linear algebra, R(P )
is spanned by the eigenfunctions of K(ρ) associated with λj(K(ρ)). Therefore, recall that fj is a
normalized eigenfunction of K(ρ) associated with λj(K(ρ)), we have Pfj = fj . The same argument
shows that Pn is a projection to the eigenspace of K(γ)n and thus Pnfj is an eigenfunction of K(γ)n
associated with λj(K(γ)n ), in condition that Pnfj 6= 0.
We prove that ‖Pn − P‖∞ → 0. Indeed we have
‖Pn − P‖∞ ≤ 1
2π
∫
C
‖(z −K(γ)n )−1 − (z −K(ρ))−1‖∞| dz|.
Thus the main task is to uniformly control ‖(z − K(γ)n )−1 − (z − K(ρ))−1‖∞ in term of ‖K(γ)n −
K(ρ)‖∞ for z ∈ C. As (z − K(ρ))−1 is analytic outside of Spec(K(ρ)), there exists K > 0 such that
supz∈C ‖(z−K(ρ))−1‖∞ ≤ K. Let n be sufficiently large such that ‖K(γ)n −K(ρ)‖∞ < 1/(2K). Then
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we have∥∥∥(z −K(γ)n )−1 − (z −K(ρ))−1∥∥∥∞ =
∥∥∥(z −K(ρ) −K(γ)n +K(ρ))−1 − (z −K(ρ))−1∥∥∥∞
=
∥∥∥∥(z −K(ρ))−1
[(
I − (K(γ)n −K(ρ))(z −K(ρ))−1
)−1
− I
]∥∥∥∥
∞
=
∥∥∥∥∥(z −K(ρ))−1
∞∑
k=1
((K(γ)n −K(ρ))(z −K(ρ))−1)k
∥∥∥∥∥
∞
≤
∞∑
k=1
Kk+1
2k−1Kk−1
‖K(γ)n −K(ρ)‖k∞
= 2K2‖K(γ)n −K(ρ)‖∞.
Thus as n→∞ we have
‖Pn − P‖∞ ≤ 1
2π
∫
C
‖(z −K(γ)n )−1 − (z −K(ρ))−1‖∞| dz| ≤ 2εK2‖K(γ)n −K(ρ)‖∞ → 0.
From this convergence we have
‖Pnfj − fj‖∞ = ‖Pnfj − Pfj‖∞ −−−−→
n→∞
0 . (3.13)
Then from (3.13) we obtain
‖Pnfj‖2 −−−−→
n→∞
‖fj‖2 = 1 . (3.14)
Combining (3.13) and (3.14) we conclude∥∥∥∥ Pnfj‖Pnfj‖2 − fj
∥∥∥∥
∞
−−−−→
n→∞ 0 . (3.15)
Notice that the range of K(γ)n consists of step functions
f(x) =
n∑
k=1
vk1[ k−1n ,
k
n )
(x) ,
so the eigenfunctions of K(γ)n must also have this form. Notice also that a n-dimensional normalized
vector v = (vk)nk=1 is an eigenvector of Tn associated with λj(Tn) if and only if the normalized
function
f(x) =
√
n
n∑
k=1
vk1[ k−1n ,
k
n )
(x) (3.16)
is an eigenfunction of K(γ)n associated with λj(K(γ)n ) = λj(Tn)/(nγ(n)). Since Pfj/‖Pfj‖2 is a
normalized eigenfunction of K(γ)n , by the relation (3.16), up to a change of sign, we have
uj,k =
(Pnfj)(
k−1
n )√
n‖Pnfj‖2 , ∀k = 1, . . . , n. (3.17)
From (3.15) we get the desired result (2.4).
3.4 Proof of Theorem 2.3
Let Tn = (γ(i − j)) be a n × n Toeplitz matrix with spectral density ϕ satisfying (1.2). Let
T ′n = (γ
′(i − j)) be a n × n Toeplitz matrix with spectral density x 7→ 1/|x|1−ρ, x ∈ [−π, π]. Let
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Dn(x) :=
sin((n+1/2)x)
sin(x/2) be the Dirichlet kernel. From the theory of Toeplitz matrices, we have∥∥∥∥ Tnn1−ρL2(n) −
T ′n
n1−ρ
∥∥∥∥ ≤ sup
x∈[−π,π]
∣∣∣∣∣ 1n1−ρL2(n)
n∑
k=−n
γ(k)eikx −
n∑
k=−n
1
n1−ρ
γ′(k)eikx
∣∣∣∣∣
≤ sup
x∈[−π,π]
1
2πn1−ρ
∫ π
−π
1
|y|1−ρ
∣∣∣∣L2(|y|−1)L2(n) − 1
∣∣∣∣ |Dn(x − y)| dy.
(3.18)
By the inequality (2.2.1) of [31], for a certain 0 < δ < min(ρ/2, (1 − ρ)/2), there exists 0 < η < 1
such that
L2(|u|−1)
L2(|v|−1) ≤ 2max
(∣∣∣u
v
∣∣∣δ , ∣∣∣ v
u
∣∣∣δ) , ∀u, v ∈ (−η, η). (3.19)
Then because L2 is locally bounded, we have
sup
x∈[−π,π]
1
n1−ρL2(n)
∫
η<|y|≤π
L2(|y|−1)
|y|1−ρ |Dn(x− y)| dy ≤
K
n1−ρL2(n)
sup
x
∫ π
−π
|Dn(x− y)| dy
= O
(
logn
n1−ρL2(n)
)
−−−−→
n→∞
0 .
The same argument also gives
sup
x∈[−π,π]
1
n1−ρ
∫
η<|y|≤π
1
|y|1−ρ |Dn(x− y)| dy −−−−→n→∞ 0 .
Combining the last two inequalities, and using the triangle inequality, we get
sup
x∈[−π,π]
1
n1−ρ
∫
η<|y|≤π
1
|y|1−ρ
∣∣∣∣L2(|y|−1)L2(n) − 1
∣∣∣∣ |Dn(x− y)| dy −−−−→n→∞ 0 .
Thus in order to prove that (3.18) tends to 0, we only need to prove that
sup
x∈[−π,π]
1
n1−ρ
∫ η
−η
1
|y|1−ρ
∣∣∣∣L2(|y|−1)L2(n) − 1
∣∣∣∣ |Dn(x − y)| dy → 0 .
By changing variables we write
sup
x∈[−π,π]
1
n1−ρ
∫ η
−η
1
|y|1−ρ
∣∣∣∣L2(|y|−1)L2(n) − 1
∣∣∣∣ |Dn(x− y)| dy
= sup
x∈[−nπ,nπ]
∫ nη
−nη
1
|y|1−ρ
∣∣∣∣L2(n|y|−1)L2(n) − 1
∣∣∣∣
∣∣∣∣ 1nDn(x− yn )
∣∣∣∣ dy .
(3.20)
Let
∆(x) := min(|x|−1, 1).
From the properties of Dirichlet kernels, there exists a constant K > 0 such that for any −nπ ≤
x ≤ nπ and −nη ≤ y ≤ nη,
n−1|Dn((x− y)/n)| ≤ K∆(x− y). (3.21)
For any ε > 0, let A > 1 be a large enough positive number to be determined afterwards. Then∫ nη
−nη
1
|y|1−ρ
∣∣∣∣L2(n|y|−1)L2(n) − 1
∣∣∣∣
∣∣∣∣ 1nDn(x− yn )
∣∣∣∣ dy
≤K
∫ nη
−nη
1
|y|1−ρ
∣∣∣∣L2(n|y|−1)L2(n) − 1
∣∣∣∣∆(x− y) dy
=K
(∫ 1
A
− 1A
+
∫
1
A<|y|≤A
+
∫
A<|y|≤nη
)
1
|y|1−ρ
∣∣∣∣L2(n|y|−1)L2(n) − 1
∣∣∣∣∆(x− y) dy
=:K(P1(x) + P2(x) + P3(x)).
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Because ∆ is bounded by 1, and also by (3.19), we have
sup
x
P1(x) ≤
∫ 1
A
− 1A
1
|y|1−ρ
(
L2(n|y|−1)
L2(n)
+ 1
)
dy ≤
∫ 1
A
− 1A
3
|y|1−ρ+δ dy =
6
(ρ− δ)Aρ−δ .
Using (3.19) and Young’s convolution inequality, let 1p =
1−ρ−δ
2 ,
1
q =
1+ρ+δ
2 , we have
sup
x
P3(x) ≤ sup
x
∫
A<|y|≤nη
3
|y|1−ρ−δ∆(x − y) dy ≤
∣∣∣∣2
∫ ∞
A
dy
y2
∣∣∣∣
1/p
‖∆‖q ≤ 2
1/p‖∆‖q
A1/p
.
Let A = max(ε−p, ε−
1
ρ−δ ), then there exists K > 0 such that
sup
x
(P1(x) + P3(x)) ≤ Kε .
By the uniform convergence theorem for slowly varying functions (see for example (2.2.4) of [31]),
for large enough n, we have
sup
|y|∈[A−1,A]
∣∣∣∣L2(n|y|−1)L2(n) − 1
∣∣∣∣ ≤ ε(4 logA)1−ρ .
Then using Young’s inequality again, we have
sup
x
P2(x) ≤ ε
(4 logA)1−ρ
∣∣∣∣∣2
∫ A
1/A
dy
y
∣∣∣∣∣
1−ρ
‖∆‖ 1
ρ
= ‖∆‖ 1
ρ
ε .
Therefore, there exists K > 0 such that, for any ε > 0, for large enough n,
sup
x∈[−π,π]
1
n1−ρ
∫ π
−π
1
|y|1−ρ
∣∣∣∣L2(|y|−1)L2(n) − 1
∣∣∣∣ |Dn(x− y)| dy < Kε
and the proof of (2.6) is complete.
The convergence (2.7) is an immediate consequence of (2.6), (2.2) and (2.5). To prove (2.8),
using the spectral projections and repeat the same procedure as in the proof of Proposition 2.2 with
L2 → L2 norm, the result then follows.
3.5 Proof of Proposition 2.4
First we prove Item 1. Let Tn satisfies (1.1) or (1.2) and assume ρ ∈ (0, 1/2). From (2.2) or (2.7),
there exists a constant K > 0 such that
λ1(Tn) ∼ Kn1−ρLi(n)
with i = 1, 2. Since n1/2−ρLi(n)→∞, we have
trTn√
nλ1(Tn)
=
√
nγ(0)
λ1(Tn)
∼ γ(0)
Kn1/2−ρLi(n)
→ 0 .
Then we prove Item 2. Let Tn satisfy (1.1) with ρ ∈ [1/2, 3/4). Note that
trT 2n = ‖Tn‖2F ≤ 2n
n∑
k=0
|γ(k)|2 .
Also from (2.2), we have λ21(Tn) ∼ λ21(K(ρ))n2+2ρL21(n) ≫ n1/2+ǫ for some ǫ > 0, where for two
sequences of positive numbers (xn)n and (yn)n, the notation xn ≫ yn means that yn/xn → 0. We
then have
trT 2n√
nλ21(Tn)
≪
∑n
k=0 |γ(k)|2
nǫ
≤ 1
nǫ/2
(
γ(0) +
n∑
k=1
|γ(k)|2
kǫ/2
)
.
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Since |γ(k)|2 ∼ L21(k)k2ρ ≤ L21(k)k−1, it follows that
∞∑
k=1
|γ(k)|2
kǫ/2
≤
∞∑
k=1
L21(k)
k1+ǫ/2
<∞ .
Hence
tr T˜ 2n√
n
=
trT 2n√
nλ21(Tn)
≪ 1
nǫ/2
(
γ(0) +
∞∑
k=1
L21(k)
k1+ǫ/2
)
→ 0 .
Now let Tn satisfy (1.2) with ρ ∈ [1/2, 3/4). From Theorem 2.3, there exists K > 0 such that
‖Tn‖ ∼ Kn1−ρL2(n). From the formula
γ(k) =
1
2π
∫ π
−π
ϕ(x)e−ikx dx ,
we have
trT 2n =
n
4π2
∫ π
−π
∫ π
−π
ϕ(x)ϕ(y)Fn(x− y) dxdy
where Fn(x) =
sin2(nx2 )
n sin2( x2 )
is the Féjer kernel. Let 1 < r < 24ρ−1 , and p be such that 2/p+ 1/r = 2.
Then we have 1 < p < 2. From the form of ϕ, we have ϕ ∈ Lp(−π, π). By Young’s inequality,
trT 2n√
n‖Tn‖2 ≤
‖ϕ‖2p‖Fn‖r
n3/2−2ρL22(n)
.
Note that
‖Fn‖r = 1
2πn
∣∣∣∣∣
∫ π
−π
sin2r(nx2 )
sin2r (x2 )
dx
∣∣∣∣∣
1/r
=
1
2πn1+1/r
∣∣∣∣∣
∫ πn
−πn
sin2r(x2 )
sin2r ( x2n )
dx
∣∣∣∣∣
1/r
≤ K
n1/r−1
∣∣∣∣∣
∫ πn
−πn
sin2r(x2 )
x2r
dx
∣∣∣∣∣
1/r
≤ K
n1/r−1
∣∣∣∣∣
∫
R
sin2r(x2 )
x2r
dx
∣∣∣∣∣
1/r
.
Then
trT 2n√
n‖T ‖2 ≤
K
n1/2+1/r−2ρL22(n)
→ 0 .
4 Proofs of Proposition 2.5 and 2.9
4.1 Proof of Proposition 2.5
Let j ≥ 1 be a fixed integer. We first prove the convergence of λj(SN (Γ)) in probability. Suppose
that Γn = U diag(t1, . . . , tn)U∗ where U = (u1, . . . , un) is a unitary matrix whose columns are
u1, . . . , un. Recall that A3 holds. For any ε > 0 sufficiently small, let ℓ > j be the smallest integer
such that aℓ < ε/(2K), where K = sup ‖CN‖(1 + √r)2(1 + ε). let n be large enough such that
|tk − ak| < ε/(2K) for k = 1, . . . , ℓ+ 1.
Let Γ˜n = U diag(t1, . . . , tℓ, 0, . . . , 0)U∗. Then we have
SN (Γ) = SN (Γ˜n) +
1
N
C
1/2
N Z(Γn − Γ˜n)Z∗C1/2N
As ‖Γn − Γ˜n‖ = tℓ+1 < ε/K, from [41] we know that for large N,n, with high probability,
‖ 1
N
C
1/2
N Z(Γn − Γ˜n)Z∗C1/2N ‖ ≤ ‖CN‖‖Γn − Γ˜n‖(1 +
√
r)2(1 + ε) ≤ ε.
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Thus from the stability of spectrum of Hermitian matrices, with high probability, we have
|λj(SN (Γ))− λj(SN (Γ˜))| ≤ ε.
So we only need to prove that
λj(SN (Γ˜))
P−−−−−→
N,n→∞
aj
∫
xdνC(x).
The matrix SN (Γ˜) has the same non-zero eigenvalues with the ℓ× ℓ matrix
Aℓ :=
1
N
diag(
√
t1, . . . ,
√
tℓ)(u1, . . . , uℓ)
∗Z∗CNZ(u1, . . . , uℓ) diag(
√
t1, . . . ,
√
tℓ)
=
(
1
N
√
titku
∗
iZ
∗CNZuk
)ℓ
i,k=1
.
Then because Aℓ is a fixed-dimensional matrix, it suffices to prove that each of its entries converges
in probability. Note that
Var
1
N
√
titku
∗
iZ
∗CNZuk
=
titk
N2

 n∑
p=1
|ui,p|2|uk,p|2
N∑
p=1
C2p,p(E|Z1,1|4 − |EZ21,1|2 − 2) +
∣∣∣∣∣
n∑
p=1
ui,puk,p
∣∣∣∣∣
2
|EZ21,1|2 trCNC⊤N + trC2N


where Cp,p are the diagonal entries of CN . Because ‖CN‖ is uniformly bounded, we have
max
(∑N
p=1 C
2
p,p
N2
,
trCNC
⊤
N
N2
)
≤ trC
2
N
N2
= O(1/N).
Thus we have
‖Aℓ − EAℓ‖ P−−−−−→
N,n→∞
0.
Combine with the equality
EAℓ =
trCN
N
diag(t1, . . . , tℓ),
we obtain the convergence in probability.
Assume that Zi,j are standard real or complex Gaussian and prove the almost sure convergence.
We argue similarly as the proof of Proposition 4.1 of [28]. Precisely we will prove that for any ǫ > 0,
P
(∣∣∣∣
√
λj(SN (Γ))− E
√
λj(SN (Γ))
∣∣∣∣ > ǫ
)
< 2e−KNǫ
2
(4.1)
where K is a constant. Indeed using [10, Theorem 5.6] we only need to prove that the function
Z 7→
√
λj(SN (Γ))
is 1√
KN
-Lipschitz with respect to the Frobenius norm ‖Z‖F . Let Z, Zˆ be two N × n matrices, and
let
S =
1
N
C
1/2
N ZΓnZ
∗C1/2N , Sˆ =
1
N
C
1/2
N ZˆΓnZˆ
∗C1/2N .
Then by Wielandt-Hoffmann inequality for singular values, we have
min(N,n)∑
j=1
∣∣∣∣
√
λj(S)−
√
λj(Sˆ)
∣∣∣∣
2
≤ 1
N
‖C1/2N (Z − Zˆ)Γ1/2n ‖2F ≤
‖CN‖‖Γn‖
N
‖Z − Zˆ‖2F .
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Thus we have ∣∣∣∣
√
λj(S)−
√
λj(Sˆ)
∣∣∣∣ ≤ K√N ‖Z − Zˆ‖F .
This proves the Lipschitz property and the concentration inequality (4.1) holds. Then by Borel-
Cantelli’s lemma, we have √
λj(SN (Γ))− E
√
λj(SN (Γ))
a.s−−−−−→
N,n→∞
0.
Together with the convergence in probability
λj(SN (Γ))
P−−−−−→
N,n→∞
aj
∫
xdνC(x),
the almost sure convergence in the Gaussian case follows.
We now assume that the bound condition A6 holds and prove the following lemma which will be
useful in Section 5. As a byproduct, this lemma implies the almost sure convergence of λj(SN (Γ)).
Lemma 4.1. Under A1, A2, A3, A4, A5 and A6, for any j ≥ 1 and any ǫ > 0, with overwhelm-
ing probability, ∣∣∣∣λj(SN (Γ))− aj
∫
xdνC(x)
∣∣∣∣ < ǫ.
For the definition of "overwhelming probability" or "tiny probability", refer to Definition 1.
Proof. We can repeat the first part of the proof of Proposition 2.5 and we just need to verify
that each "high probability" can be replaced by "overwhelming probability" under the assumptions
of this lemma. Let Γ˜n, Aℓ be defined as above. From Theorem 3.1 of [40], we know that with
overwhelming probability,
‖ 1
N
C
1/2
N Z(Γn − Γ˜n)Z∗C1/2N ‖ ≤ ǫ .
Then we only need to prove that under the assumptions of this lemma, for any ǫ > 0, with
overwhelming probability, ∣∣∣∣ 1N u∗iZ∗CNZuk − E 1N u∗iZ∗CNZuk
∣∣∣∣ ≤ ǫ .
As CN ,Γn are diagonal, the above inequality is actually
1
N
∣∣∣∣∣
N∑
p=1
cp(Zp,iZp,k − EZp,iZp,k)
∣∣∣∣∣ ≤ ǫ . (4.2)
Let
σ2 =
N∑
p=1
Var(cpZp,iZp,k) = Var(Z1,iZ1,k) trC
2
N .
Note that Var(Z1,iZ1,k) = 1 if i 6= k, and Var(Z1,iZ1,k) = E|Z1,1|4 − 1 if i = k. We assume that
Var(Z1,iZ1,k) 6= 0, because otherwise we have i = k and |Zp,i|2 = 1 almost surely, then (4.2) holds
almost surely, and there is nothing to prove.
Using Bennett’s inequality (8b) of [9], for any t > 0, one has
P
(∣∣∣∣∣
N∑
p=1
cp(Zp,iZp,k − EZp,iZp,k)
∣∣∣∣∣ > tσ
)
≤ 2et(σ/(nε2n))
(
1 + t
nε2n
σ
)−t(σ/(nε2n)+(σ/(nε2n))2)
.
As σ2/N → Var(Z1,iZ1,k)
∫
x2 dνC(x) 6= 0, let t be such that tσ = Nǫ, then we have
P
(
1
N
∣∣∣∣∣
N∑
p=1
cp(Zp,iZp,k − EZp,iZp,k)
∣∣∣∣∣ > ǫ
)
≤ ea/ε2n(1 + bnε2n)−c/ε
2
n−d/(
√
nε4n)
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where a, b, c, d are some positive constants. Because εn is an almost sure upper bound of |Zi,k|/√n,
we can assume that
√
nε2n →∞. Then for any fixed M > 0, and for large enough N,n,
a/ε2n − (c/ε2n + d/(
√
nε4n)) ln (1 + bnε
2
n) < −M lnn.
Then the result follows.
5 Proof of Theorem 2.7
In this section and Section 6, in order to simplify the notation, we omit the subscription N and n
of CN and Γn, so they are just denoted as C and Γ. We also simplify the notation SN (Γ) as S, and
denote the eigenvalues of S by
λ˜1 ≥ λ˜2 ≥ · · · ≥ λ˜N .
We prove the CLT for largest eigenvalues of S in the following steps. First we truncate, recenter
and rescale the entries of Z so that |Zi,j | ≤ εn√n where εn is a sequence of positive numbers
tending to 0. The truncation step is identical to the approach used in the proof of Theorem 1.1 of
[3], from where we know that this does not affect the result. So from now on we assume that A6
holds.
Then in order to prove the weak convergence of Λm(Γ), it suffices to prove that for any fixed
vector (b1, . . . , bm)⊤ ∈ Rm, we have
P
(√
N
(
λ˜j
tj
− θj
)
< bj for 1 ≤ j ≤ m
)
−−−−−→
N,n→∞
P (Gj < bj for 1 ≤ j ≤ m) , (5.1)
where the random vector (G1, . . . ,Gm)⊤ follows the limiting distributionN (0, (E|Z1,1|4−1)
∫
x2 dνC(x)Im).
For each 1 ≤ j ≤ m, we prove that the inequality
√
N
(
λ˜j
tj
− θj
)
< bj (5.2)
is equivalent to
Yj + oP (1) < bj
for some random variable Yj which is expressed by the entries of Z. Then we determine the limiting
distribution of (Y1, . . . ,Ym)⊤. Then the result follows by using Slutsky’s Theorem.
Reformulation of the eigenvalue inequality (5.2). We begin to rewrite the inequality (5.2).
For further use we temporarily do not suppose that C and Γ are diagonal. So this part is shared
with Section 6. We suppose that Γ = UDU∗ where D = diag(t1, . . . , tn) and U = (u1, . . . , un) is
unitary. By normalizing C,Γ and S, we assume without loss of generality that
∫
xdνC(x) = 1 and
aj = tj = 1. We set
D(j) = diag(t1, . . . , tj−1, 0, tj+1, . . . , tn), Γ(j) = UD(j)U
∗, and S(j) =
1
N
C1/2ZΓ(j)Z
∗C1/2.
Then λ˜j satisfies the equation
det(λ˜jI − S(j) −N−1C1/2Zuju∗jZ∗C1/2) = 0. (5.3)
Under A8, applying Proposition 2.5 to both S and S(j), for a small enough ǫ > 0, with high
probability, for i = 1, . . . , j − 1 we have
λ˜i, λi(S(j)) ∈ [ai − ǫ, ai + ǫ] ,
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and since the jth largest eigenvalue of Γ(j) is λj+1(Γn), which tends to aj+1, we have
λ˜j ∈ [1− ǫ, 1 + ǫ] , λ˜j+1, λj(S(j)) ∈ [aj+1 − ǫ, aj+1 + ǫ] .
We denote the above evenement by Ω. Suppose that Ω happens. Then λ˜j is not the eigenvalue
of S(j), and the equation (5.3) is equivalent to
det(I −N−1C1/2Zuju∗jZ∗C1/2(λ˜jI − S(j))−1) = 0. (5.4)
Note that the matrix N−1C1/2Zuju∗jZ
∗C1/2(λ˜jI −S(j))−1 is of rank one, so the equation is in fact
Υ(λ˜j) := 1− 1
N
u∗jZ
∗C1/2(λ˜jI − S(j))−1C1/2Zuj = 0.
Moreover, note that Υ(λ) > 0 for λ large enough. Note also that
Υ(λ) =
det(λI − S)
det(λI − S(j))
for λ ∈ R, and with Ω holds, the denominator and the numerator of Υ(λ) change sign (j− 1) times
respectively on [1 + ǫ,∞). So we deduce that
Υ(1 + ǫ) > 0, Υ(1− ǫ) < 0,
and Υ(λ) changes sign in [1− ǫ, 1 + ǫ] exactly at λ˜j . Thus for large enough N,n such that
ηj := θj + bj/
√
N ∈ [1− ǫ, 1 + ǫ],
the inequality
λ˜j < ηj
is equivalent to
1
N
u∗jZ
∗C1/2(ηjI − S(j))−1C1/2Zuj < 1 . (5.5)
If it happens that Γ(j) = 0, then S(j) = 0 and θj = 1, and the inequality (5.5) is in fact
1√
N
u∗jZ
∗CZuj −
√
N < bj . (5.6)
Let the LHS of the above inequality be Yj , then the procedure of rewriting (5.2) is complete.
We now assume that Γ(j) 6= 0, then we have µΓ(j) 6= δ0. We recall some results from [12]. By
Proposition 1.1 of [12], for any z ∈ C+, the system of equations

g0Γ(j) =
n
N
∫
t
z(1−g0Ct)
dµΓ(j) (t)
g0C =
∫
t
z(1−g0Γ(j) t)
dµC(t)
(5.7)
has a unique solution (g0Γ(j)(z), g
0
C(z)) such that ℑg0Γ(j)(z) < 0,ℑg0C(z) < 0. Define
F (g, z) :=
1
N
N∑
i=1
ci
z − ( 1N
∑
k 6=j
tk
1−gtk )ci
− g . (5.8)
By plugging the first equation of (5.7) into the second one, and replacing the discrete integrals by
sums, we can see that g0C(z) is the unique solution of the equation
F (g0C(z), z) = 0,
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such that ℑgC(z) < 0. Let
s0C(z) :=
∫
1
z(1− g0Γ(j)(z)t)
dµC(t), s0Γ(j)(z) :=
∫
1
z(1− g0C(z)t)
dµΓ(t).
Then s0C (resp. s
0
Γ) is the Cauchy-Stieltjes transform of the probability measure µ
0
C (resp. µ
0
Γ(j)
),
which is the asymptotic equivalent of µS(j) (resp. µ
1
N Γ
1/2
(j)
Z∗CZΓ
1/2
(j) ). See also (1.6)-(1.10) of [1].
Moreover by Lemma 3.3 of [12], for any x ∈ R\{0}, the limit limz∈C+→x g0C(z) exists. Let γ, γ˜ be
defined as
γ(z, g) =
1
N
∑
k 6=j
t2k
z2(1− gtk)2 ;
γ˜(z, g) =
1
N
N∑
i=1
c2i
z2(1− ciN
∑
k 6=j
tk
1−gtk )
2
.
Then a main result of [12] says that a non-zero real number x is outside the support of µ0C , µ
0
Γ(j)
,
if and only if
1− x2γ(x, g0C(x))γ˜(x, g0Γ(j) (x)) > 0.
Now we relate the function g0C with θj . By the definition of θj , we have
F (1, θj) = 0.
Because of the assumptionsA2, A3, also because the distance between 1 and Spec(Γ(j)) is bounded
away from 0, there is a complex neighborhood B(1, ǫ) of 1 such that
ci
N
∑
k 6=j
tk
1− gtk → 0
uniformly for g ∈ B(1, ǫ) and i = 1, . . . , N . So there is a neighborhood U = B((1, 1), ǫ) ⊂ C2 of
(1, 1) (ǫ may take different values from one place to another) such that for N,n large enough, the
function F is holomorphic in U . Some calculation shows that
∂F (g, z)
∂g
= z2γ(z, g)γ˜(z, g)− 1,
which is also holomorphic in U for N,n large enough. Moreover we have
γ(z, g)→ 0, γ˜(z, g)→ 1
z2
∫
x2 dνC(x)
uniformly for (g, z) ∈ U as N,n→∞. So for N,n large enough and for (g, z) ∈ U , we have
∂F (g, z)
∂g
< 0 (5.9)
From Remark 2.3, we have θj → 1. Whenever (1, θj) ∈ U , by holomorphic implicit function
theorem [16, Ch. 1, Th 7.6], there exists a holomorphic function g : z 7→ g(z), defined in a complex
neighborhood B(θj , ǫ) of θj , such that
F (g(z), z) = 0.
Some calculations similar to those between (6)-(8) of [12] gives
ℑg(z) < 0
for z ∈ C+. Then by the unicity of solution of the function F for z ∈ C+, we have g(z) = g0C(z) for
z ∈ C+ ∪B(θj , ǫ). This proves that g0C(θj) = 1.
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Moreover from (5.9) and Proposition 3.2 of [12] we deduce that for N,n large enough, the point
θj is in an interval [1− ǫ, 1+ ǫ] who lies outside the support of µ0C , µ0Γ(j) for N,n large enough. For
any z ∈ C\ suppµ0C , we have
dg0C(z)
dz
= −
∂F
∂z
∂F
∂g
=
1
z2γ(z, g0C(z))γ˜(z, g
0
C(z))− 1
1
N
N∑
i=1
ci(
z − ciN
∑
k 6=j
tk
1−g0C(z)tk
)2 . (5.10)
Note that g0C(θj) = 1, we rewrite the inequality (5.5) as
1
N
u∗jZ
∗C1/2(ηjI − S(j))−1C1/2Zuj − g0C(ηj) < g0C(θj)− g0C(ηj) . (5.11)
By Lemma 3.4 of [12], g0C(x) ∈ R for any x ∈ R\ suppµ0C . Then we can apply Lagrange’s Mean
Value Theorem and get
g0C(θj)− g0C(ηj) = −
dg0C(z)
dz
∣∣∣∣
z=ξ
bj√
N
, (5.12)
where ξ is a number between θj and ηj . As θj and ηj both tend to 1, we also have ξ → 1. Then
from the formula (5.10), as N,n→∞,
dg0C(z)
dz
∣∣∣∣
z=ξ
→ −1. (5.13)
Plugging (5.12), (5.13) into (5.11), and multiplying the two sides by
√
Nηj , also note that ηj → 1,
the inequality (5.11) can be written as
1√
N
u∗jZ
∗C1/2(I − η−1j S(j))−1C1/2Zuj −
√
Nηjg
0
C(ηj) < bj + o(1) . (5.14)
Using the formula A−1 −B−1 = A−1(B −A)B−1, and letting
Q := C1/2(ηjI − S(j))−1S(j)C1/2, (5.15)
we can rewrite (5.14) as
1√
N
(u∗jZ
∗CZuj − trC) + 1√
N
u∗jZ
∗QZuj −
√
Nηjg
0
C(ηj) +
trC√
N
< bj + o(1) . (5.16)
Let
Yj = 1√
N
(u∗jZ
∗CZuj − trC)
and
Rn =
1√
N
u∗jZ
∗QZuj −
√
Nηjg
0
C(ηj) +
trC√
N
.
In the following, we prove the CLT for (Y1, . . . ,Ym)⊤, and prove that Rn = oP (1), under the
diagonal condition A4, A5 in this section, and under A9 or A10 in Section 6, respectively.
CLT for (Y1, . . . ,Ym)⊤ and estimation of the remainder Rn. We now assume that C,Γ are
diagonal. Then we have
Yj = 1√
N
N∑
i=1
ci(|Zi,j |2 − 1), for j = 1, . . . ,m,
and by the CLT for independent random variables, we have
(Y1, . . . ,Ym)⊤ D−−−−−→
N,n→∞
N
(
0, (E|Z1,1|4 − 1)
∫
x2 dνC(x)Im
)
.
24
Now we prove that Rn = oP (1). Let zj denote the jth column of Z. As C,Γ are diagonal, we
have
Rn =
1√
N
z∗jQzj −
1√
N
trQ+
1√
N
trQ−
√
Nηjg
0
C(ηj) +
trC√
N
=
(
1√
N
z∗jQzj −
1√
N
trQ
)
+
(
1√
N
tr(I − η−1j S(j))−1C −
√
Nηjg
0
C(ηj)
)
= P1 + P2,
where Q is defined in (5.15). Note that zj and Q are independent, then by Lemma B.1 in [1], we
have
EQ|P1|2 ≤ trQQ
∗
N
KE|Z1,1|4.
By Proposition 2.2, for any ε > 0, with high probability, there is only a finite number of eigenvalues
of S(j) larger than ε, and the distance between ηj and the spectrum of S(j) is bounded away from
0. So one has
trQQ∗
N
=
‖Q‖2F
N
≤ ‖C‖2‖(ηjI − S(j))−1‖2
‖S(j)‖2F
N
= oP (1),
where ‖·‖F denotes the Frobenius norm, and recall that ‖AB‖F ≤ ‖A‖‖B‖F for any matrices A,B.
This proves that EQ|P1|2 = oP (1). We also conclude that P1 = oP (1), because for any ε > 0,
EQ1|P1|>ε ≤ ε−2EQ|P1|21|P1|>ε = oP (1),
and by Dominated Convergence Theorem,
P(|P1| > ε) = EEQ1|P1|>ε = o(1).
Then we prove that P2 = oP (1). We set
gC(z) =
1
N
tr(zI − S(j))−1C.
Let 0 < ǫ < min(1− aj+1, aj−1− 1)/3. We note that for N,n large enough, g0C(z) is analytic in the
complex disc B(ηj , ǫ) of ηj , and with high probability, gC(z) is also analytic in this disc. If we can
prove that for w := ηj + i/n,
P˜2 :=
√
NgC(w) −
√
Ng0C(w) = oP (1). (5.17)
Then, because
|P2/ηj − P˜2| ≤
√
N |gC(ηj)− gC(w)| +
√
N |g0C(ηj)− g0C(w)| = O(1/
√
n)
with high probability, and note that ηj → 1, the result follows. The proof of (5.17) uses some
techniques of [1, Section 3], and is postponed to Appendix A.
6 Proof of Theorem 2.10
In this section we extend our result to some non-diagonal Γ’s. We prove the CLT (2.15) under the
condition A9 or A10.
We can prove that in any subsequence of the sequence(
dLP (Λm(Γ),N (0,Σ(N)m ))
)
N,n≥1
there is still a subsequence converging to 0. Note that the entries of Σ(N)m are bounded, we can
assume that they converge, i.e.
Σ(N)m → Σm.
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Then we are led to proving that
Λm(Γ)
D−−−−−→
N,n→∞
N (0,Σm).
Let U = (u1, . . . , un) and Y = ZU . Let yk = Zuk be the kth column of Y . From the last
section, the proof of the theorem can be done by proving that
(Y1, . . . ,Ym)⊤ D−−−−−→
N,n→∞
N (0,Σm)
where
Yj := 1√
N
(y∗jCyj − trC) =
1√
N
N∑
i=1
ci(|Yi,j |2 − 1),
and that for any j = 1, . . . ,m,
Rn =
1√
N
y∗jQyj −
√
Nηjg
0
C(ηj) +
trC√
N
= oP (1),
where Q is defined in (5.15).
We use Cramér-Wold device to prove the CLT of the m-dimensional vector (Y1, . . . ,Ym)⊤. By
a direct calculation, the covariance matrix of (Y1, . . . ,Ym)⊤ is exactly Σ(N)m which tends to Σm as
we have assumed. Then for any fixed vector α := (α1, . . . , αm)⊤, we prove that
m∑
j=1
αjYj D−→ N (0, α⊤Σmα). (6.1)
If α⊤Σmα = 0, it means that Var(
∑m
j=1 αjYj) = α⊤Σ(N)m α → 0. Then
∑m
j=1 αjYj = oP (1) and
hence (6.1) holds. Now we assume that α⊤Σmα 6= 0 and prove that
m∑
j=1
αjYj D−−−−−→
N,n→∞
N (0, α⊤Σmα) . (6.2)
Note that the rows of Y are i.i.d., then
m∑
j=1
αjYj =
N∑
i=1
ci
∑m
j=1 aj(|Yi,j |2 − 1)√
N
is a weighted sum of N i.i.d. random variables. We can use Lindeberg’s CLT to prove (6.2). To do
so, we need to verify the Lindeberg condition
1
N
N∑
i=1
c2iE
∣∣∣∣∣∣
m∑
j=1
αj(|Yi,j |2 − 1)
∣∣∣∣∣∣
2
1|∑mj=1 αj(|Yi,j|2−1)|>ε√N → 0
as N,n→∞ for any ε > 0. Since the quantities in the expectations are identically distributed for
different i, and since
1
N
N∑
i=1
c2i →
∫
x2 dνC(x) ∈ (0,∞),
we only need to prove
E
∣∣∣∣∣∣
m∑
j=1
αj(|Y1,j |2 − 1)
∣∣∣∣∣∣
2
1|∑mj=1 αj(|Y1,j |2−1)|>ε√N → 0.
26
Since E|Y1,j |2 = 1 and since Var |Y1,j |2 is uniformly bounded, for any ε > 0, the events
EN :=


∣∣∣∣∣∣
m∑
j=1
αj(|Y1,j |2 − 1)
∣∣∣∣∣∣ > ε
√
N


occur with low probability. By Minkowski’s inequality, we have

E
∣∣∣∣∣∣
m∑
j=1
αj(|Y1,j |2 − 1)
∣∣∣∣∣∣
2
1EN


1
2
≤
m∑
j=1
|αj |
(
E
∣∣|Y1,j |2 − 1∣∣2 1EN) 12 .
Since m is a fixed number, we only need to prove that for each j = 1, . . . ,m,
E
∣∣|Y1,j |2 − 1∣∣2 1EN = E|Y1,j |41EN − 2E|Y1,j |21EN + P(EN ) −−−−−→
N,n→∞
0 . (6.3)
Since P(EN ) → 0 and from the uniform boundedness of E|Y1,j |4 we have E|Y1,j |21EN → 0, then
(6.3) is equivalent to
E|Y1,j |41EN −−−−−→
N,n→∞
0 .
This is a corollary of the following lemma.
Lemma 6.1. Let v = (v1, . . . , vn) ∈ Cn such that ‖v‖ ≤ 1. Let (Zk)k≥1 be a sequence of i.i.d.
random variables satisfying EZk = 0, E|Zk|2 = 1, E|Zk|4 <∞. Let En be a sequence of events such
that P(En)→ 0, then
lim
n→∞
E
∣∣∣∣∣
n∑
k=1
vkZk
∣∣∣∣∣
4
1En = 0 .
Proof. We only prove the case where v and Zk are real. For the complex case, it can be easily proved
from the real case by separating real and complex parts, and then using Minkowski’s inequality.
As all the random variables |Zk|4 are identically distributed and integrable, they are uniformly
integrable. Thus we have
max
k
E|Zk|41En → 0.
Let (en) be a sequence of positive numbers tending to 0 such that
maxk
(
E|Zk|41En
) 1
4
e2n
→ 0 and ne2n →∞ as n→∞ .
Note that from ‖v‖ ≤ 1 we have
#{k : |vk| > en} ≤ 1
e2n
.
We write
N∑
k=1
vkZk =
N∑
k=1
vk1|vk|>enZk +
N∑
k=1
vk1|vk|≤enZk =: P1 + P2 .
By Minkowski’s inequality, we have
(
E|P1 + P2|41En
) 1
4 ≤ (E|P1|41En) 14 + (E|P2|41En) 14 .
For the first part, using again Minkowski’s inequality and noting that |vk| ≤ 1, we get
(
E|P1|41En
) 1
4 ≤ #{i : |vk| > en}max
k
(
E|Zk|41En
) 1
4 → 0.
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For the second part, it suffices to prove that from any subsequence of
(
E|P2|41En
)
n
we can extract a
subsequence tending to 0. From any subsequence of (
∑N
k=1 |vk|21|vk|<en)n, there exists a convergent
subsequence. So we can assume that
N∑
k=1
|vk|21|vk|<en → σ2 ≤ 1.
Then if we can prove that
lim
M→∞
lim
N→∞
E|P2|41|P2|>M = 0 , (6.4)
the proof of the lemma will be complete due to the inequality
E|P2|41En ≤ E|P2|41|P2|>M + E|P2|41En∩{|P2|≤M} ≤ E|P2|41|P2|>M +M4P(En).
To prove (6.4), by the equality x4 = min(x4,M4) + x41|x|>M −M41|x|>M for any x ∈ R and
M > 0, we have
E|P2|41|P2|>M = E|P2|4 −min(E|P2|4,M4) +M4P(|P2| > M) .
Let N →∞, since maxk{|vk|1|vk|≤en} ≤ en → 0, by Lindeberg’s Theorem we have P2 D−→ N (0, σ2).
Let G ∼ N (0, σ2), then we have
E|P2|4 → 3σ4 = E|G|4, min(E|P2|4,M4)→ min(E|G|4,M4), and P(|P2| > M)→ P(|G| > M),
where the first convergence is from direct calculation, the second and the third are from the fact
that P2
D−→ G and that the function x 7→ min(x4,M4) is continuous and bounded. So we have
lim
N→∞
E|P2|41|P2|>M = E|G|41|G|>M .
Finally we take M →∞ and see that (6.4) holds.
Next we prove that
Rn =
1√
N
u∗jZ
∗QZuj −
√
Nηjg
0
C(ηj) +
trC√
N
= oP (1)
under the conditions A4 and A9 or A10, where Q is defined in (5.15).
We assume that A4 and A9 hold. From the equation satisfied by g0C , we have
√
Nηjg
0
C(ηj)−
trC√
N
=
1√
N
∑
k 6=j
tk
1− g0C(ηj)tk
1
N
N∑
i=1
c2i
ηj − ( 1N
∑n
k 6=j
tk
1−g0C(ηj)tk
)ci
= o(1).
Now it suffices to prove that
1√
N
u∗jZ
∗C1/2
[
(ηjI − S(j))−1S(j)
]
C1/2Zuj = oP (1).
Note that with high probability, we have
‖(ηjI − S(j))−1‖ ≤ K
for some K > 0. Then the matrices
KS(j) − (ηjI − S(j))−1S(j) and KS(j) + (ηjI − S(j))−1S(j)
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are both positive semi-definite. Then we have∣∣∣∣ 1√N u∗jZ∗C1/2
[
(ηjI − S(j))−1S(j)
]
C1/2Zuj
∣∣∣∣
≤ K√
N
u∗jZ
∗C1/2S(j)C1/2Zuj =
K
N
√
N
u∗jZ
∗CZΓ(j)Z∗CZuj.
To prove that this is oP (1), it suffices to prove that
1
N
√
N
Eu∗jZ
∗CZΓ(j)Z∗CZuj = o(1). (6.5)
Denote the entries of Γ(j) by Γi,k. By a simple calculation, one has
1
N
√
N
Eu∗jZ
∗CZΓ(j)Z∗CZuj
=
1
N
√
N

∑
i,k
|uj,k|2c2iΓk,k(E|Z1,1|4 − |EZ21,1|2 − 2) +
∑
i1,i2,k1,k2
ci1ci2uj,k1Γk1,k2uj,k2
+
∑
i,k1,k2
c2iuj,k1Γk2,k1uj,k2 |EZ21,1|2 +
∑
i,k
c2iΓk,k

 .
(6.6)
Note that ∑
k1,k2
uj,k1Γk1,k2uj,k2 = u
∗
jΓ(j)uj = 0, (6.7)
so the second term of the above sum is zero. Also, if we use uj to denote the conjugate of the vector
uj , we have ∣∣∣∣∣∣
∑
k1,k2
uj,k1Γk2,k1uj,k2
∣∣∣∣∣∣ = |u⊤j Γ(j)uj | =
∣∣∣∣∣∣
∑
k 6=j
tk(u
⊤
j uku
∗
kuj)
∣∣∣∣∣∣ ≤ tr Γ(j).
Therefore by A2 and A9, the limit (6.5) is proved.
We now assume that A10 and A4 hold. Using the formula A−1−B−1 = A−1(B−A)B−1, and
the inequality
1
N3/2
(
n∑
k=1
tk
)2
≤ n
N3/2
n∑
k=1
t2k,
we can write
Rn =

 1
N3/2ηj
u∗jZ
∗CZΓ(j)Z∗CZuj − 1
N3/2ηj
∑
i,k
tkc
2
i


+
1√
Nηj
u∗jZ
∗C1/2(ηjI − S(j))−1S2(j)C1/2Zuj + O(
1√
N
∑
k
t2k)
=:P ′1 + P
′
2 + o(1).
The calculation (6.6) also shows that
|EP ′1| ≤
K√
N
n∑
k=1
|uj,k|2Γk,k + K√
N
∑
k1,k2
|uj,k1uj,k2Γk2,k1 |
≤ K√
N
(
n∑
k=1
|uj,k|4
n∑
k=1
Γ2k,k
)1/2
+
K√
N

∑
k1,k2
|uj,k1 |2|uj,k2 |2
∑
k1,k2
|Γk2,k1 |2


1/2
=o(1).
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To prove P ′1 = oP (1), it suffices to prove that
1
N3
Var
(
u∗jZ
∗CZΓ(j)Z
∗CZuj
)
= o(1). (6.8)
Recall that Y = Z(u1, . . . , un) and yk = Zuk. Note that the rows of Y are independent, and that
y1, . . . ,yn are decorrelated. Let D(j) = diag(t1, . . . , tj−1, 0, tj+1, . . . , tn). Then by some calculation,
we have
1
N3
Var
(
y∗jCY D(j)Y
∗Cyj
)
=
1
N3
(
E(y∗jCY D(j)Y
∗Cyj)2 − (Ey∗jCY D(j)Y ∗Cyj)2
)
=
1
N3

E

 ∑
k1,k2 6=j
tk1tk2y
∗
jCyk1y
∗
k1yjy
∗
jCyk2y
∗
k2yj

−

E∑
k 6=j
tky
∗
jCyky
∗
kCyj


2


≤ 1
N2
∑
k1,k2 6=j
tk1tk2E|Y1,j |4|Y1,k1 |2|Y1,k2 |2
trC2
N
+
1
N
∑
k1,k2 6=j
tk1tk2 |EY1,j
2
Y1,k1Y1,k2 |2(
trC
N
)2
+
1
N
∑
k1,k2 6=j
tk1tk2 |E|Y1,j |2Y1,k1Y1,k2 |2(
trC
N
)2 .
Using Lemma 2.1 in [2] and Holder’s inequality, E|Y1,j |4|Y1,k1 |2|Y1,k2 |2 is uniformly bounded. Also
we have 1N2
∑
k1,k2 6=j tk1tk2 =
(
1
N
∑
k 6=j tk
)2
→ 0, so the first term of the above sum is negligible.
We only need to prove that
1
N
∑
k1,k2 6=j
tk1tk2 |EY 21,jY1,k1Y1,k2 |2 → 0, and
1
N
∑
k1,k2 6=j
tk1tk2 |E|Y1,j |2Y1,k1Y1,k2 |2 → 0 . (6.9)
We now prove the first convergence. By simple algebra, we have
EY1,j
2
Y1,k1Y1,k2 =
n∑
i=1
uj,i
2uk1,iuk2,i(E|Z1,1|4−|EZ21,1|2−2)+

 n∑
j=1
uj,i
2

( n∑
i=1
uk1,iuk2,i
)
|EZ21,1|2 .
By the elementary inequality |a+ b|2 ≤ 2|a|2 + 2|b|2, we only need to prove
1
N
∑
k1,k2 6=j
tk1tk2
∣∣∣∣∣
n∑
i=1
uj,i
2uk1,iuk2,i
∣∣∣∣∣
2
→ 0, and 1
N
∑
k1,k2 6=j
tk1tk2
∣∣∣∣∣
n∑
i=1
uk1,iuk2,i
∣∣∣∣∣
2
→ 0 . (6.10)
To prove the first convergence in (6.10), we have
1
N
∑
k1,k2 6=j
tk1tk2
∣∣∣∣∣
n∑
i=1
uj,i
2uk1,iuk2,i
∣∣∣∣∣
2
≤ t
2
1
N
∑
k1,k2
∣∣∣∣∣
n∑
i=1
uj,i
2uk1,iuk2,i
∣∣∣∣∣
2
=
t21
N
∑
k1,k2
∑
i1,i2
uj,i1
2u2j,i2uk1,i1uk1,i2uk2,i1uk2,i2
=
t21
N
∑
i1,i2
uj,i1
2u2j,i2
(
N∑
k=1
uk,i1uk,i2
)2
=
t21
N
n∑
i=1
|uj,i|4 → 0 .
(6.11)
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To prove the second convergence in (6.10), we take an arbitrary small ε > 0. Then by the assumption
A3, the number of tk larger than ε is finite. So we have
1
N
∑
k1,k2 6=j
tk1tk2
∣∣∣∣∣
n∑
i=1
uk1,iuk2,i
∣∣∣∣∣
2
≤ ε
2
N
∑
k1,k2
∣∣∣∣∣
n∑
i=1
uk1,iuk2,i
∣∣∣∣∣
2
+O(N−1)
=
ε2
N
∑
i1,i2
(
N∑
k=1
uk,i1uk,i2
)2
+O(N−1)
= ε2 +O(N−1) .
Thus we have proved (6.10), implying the first convergence of (6.9).
We then prove the second part of (6.9). We have
E|Y1,j |2Y1,k1Y1,k2
=
n∑
i=1
|uj,i|2uk1,iuk2,i(E|Z1,1|4 − |EZ21,1|2 − 2) + δk1,k2
+
(
n∑
i=1
uj,iuk1,i
)(
n∑
i=1
uj,iuk2,i
)
|EZ21,1|2 ,
where δk1,k2 is the Kronecker symbol. Using the inequality |a+ b+ c|2 ≤ 3(|a|2+ |b|2+ |c|2) we only
need to prove
1
N
∑
k1,k2 6=j
tk1tk2
∣∣∣∣∣
n∑
i=1
|uj,i|2uk1,iuk2,i
∣∣∣∣∣
2
→ 0 , 1
N
∑
k 6=j
t2k → 0 , (6.12)
and
1
N
∑
k1,k2 6=j
tk1tk2
∣∣∣∣∣
(
n∑
i=1
uj,iuk1,i
)(
n∑
i=1
uj,iuk2,i
)∣∣∣∣∣
2
→ 0 . (6.13)
The first of (6.12) can be proved similarly as (6.11), the second of (6.12) is a consequnce of A10.
To prove (6.13), we have
1
N
∑
k1,k2 6=j
tk1tk2
∣∣∣∣∣
(
n∑
i=1
uj,iuk1,i
)(
n∑
i=1
uj,iuk2,i
)∣∣∣∣∣
2
≤ t
2
1
N
∑
k1,k2
∑
i1,i2,i3,i4
uj,i1uk1,i1uj,i2uk1,i2uj,i3uk2,i3uj,i4uk2,i4
=
t21
N
∑
i1,i2,i3,i4
uj,i1uj,i2uj,i3uj,i4
(
N∑
k=1
uk,i1uk,i2
)(
N∑
k=1
uk,i3uk,i4
)
=
t21
N
(
n∑
i=1
|uj,i|2
)2
=
t21
N
→ 0 .
Then P ′1 = oP (1) is proved.
To prove that P ′2 = oP (1), using the same argument leading to (6.5), we only need to prove that
1
N2
√
N
Eu∗jZ
∗CZΓ(j)Z∗CZΓ(j)Z∗CZuj = o(1). (6.14)
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Using the same notations as proving (6.8), by simple algebra, we have
1
N2
√
N
Ey∗jCY D(j)Y
∗CY D(j)Y
∗Cyj ≤ 1
N3/2
∑
k
t2kE|Y1,j |2|Y1,k|4
trC3
N
+
1
N1/2
∑
k
t2kE|Y1,j |2|Y1,k|2
trC trC2
N2
+
1
N3/2
∑
k1,k2
tk1tk2E|Y1,i|2|Y1,k1 |2|Y1,k2 |2
trC3
N
=o(1).
(6.15)
Then we have P ′2 = oP (1).
Remark 6.1. As we have seen, the main difficulty of this proof is the convergence to 0 in probability
of a quadratic form y∗Qy where y and Q are not independent. In the expansion e.g. (6.7) or other
expansions afterwards, we can see that the orthogonal relation between uj and Γ(j) is crucial for
the result. Up to the date of submission of this article and to our best knowledge, we have not
found any method other than moment expansions which can achieve the same or stronger result.
The method used in [11, Theorem 2.4] could be a possible option. But instead of the orthogonality
between uj and Γ(j), the proof in [11] relies on the clear separation between spiked and non-spiked
population eigenvalues and the quicker speed of the non-spiked eigenvalues converging to 0, which
is not satisfied by our model.
Potentially our method works also in the case of non-diagonal CN , and more general Γn, espe-
cially for the Toeplitz matrices Tn with parameter ρ ∈ (−1,−3/4]. But restricted to the complexity
of proof and the length of the paper we may proceed in this direction in the forthcoming works.
A Proof of (5.17)
We write
P˜2 =
√
N(gC(w) − EgC(w)) +
√
N(EgC(w)− g0C(w)) =: P21 + P22.
To prove that P21 = oP (1), we use the martingale decomposition. By reassigning tj = 0, we
continue to denote the eigenvalues of Γ(j) by t1, . . . , tn. Let yk be the kth column of C1/2Z. Let
Ek denote Ey1,...,yk and E0 = E. We denote
S =
1
N
n∑
i=1
tiyiy
∗
i , S(k) =
1
N
∑
i6=k
tiyiy
∗
i
D(w) := wI − S, Dk(w) := wI − S(k),
and
ζk(w) := y
∗
kDk(w)
−1yk − trD−1k (w)C, ξk(w) := y∗kD−1k (w)CD−1k (w)yk − tr(D−1k (w)C)2,
βk(w) :=
1
1−N−1tky∗kD−1k (w)yk
, β˜k(w) :=
1
1−N−1tk trD−1k (w)C
,
φk(w) :=
1
1−N−1tkE tr(D−1k (w)C)
, ψk(w) :=
1
1−N−1tkE tr(D−1(w)C) .
Lemma A.1. Under the conditions of Theorem 2.7 with Zi,j satisfying A6, for any p ≥ 1, there
exists a constant Kp such that for large enough N,n, we have
E‖D−1(w)‖p ≤ Kp,E‖D−1k (w)‖p ≤ Kp,E|βk(w)|p ≤ Kp,E|β˜k(w)|p ≤ Kp;
|φk(w)| ≤ Kp, |ψk(w)| ≤ Kp.
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Proof. The first two inequalities are due to the fact that with overwhelming probability the distance
from w to the spectra of S and Sk are bounded away from zero uniformly in n, k (Lemma 4.1),
so ‖D−1(w)‖ and ‖D−1k (w)‖ are uniformly bounded with overwhelming probability; and with tiny
probability, we use the general bound
‖D−1(w)‖ ≤ ‖C‖ℑw = ‖C‖n, ‖D−1k (w)‖ ≤ ‖C‖ℑw = ‖C‖n.
Therefore the expectations E‖D−1(w)‖p, E‖D−1k (w)‖p are uniformly bounded.
For the third one, the proof is identical to the proof of Lemma A.3 in [1], up to some adaptions.
The first steps of the proof of Lemma A.3 in [1] give
1
N
tky
∗
kD
−1(w)yk = βk(w) − 1.
Then we have
|βk(w)| ≤ 1 + ‖D−1(w)‖| 1
N
tky
∗
kyk|.
To prove that E| 1N tky∗kyk|p is uniformly bounded for any fixed p ≥ 1, with overwhelming probability,
we can use the bound
| 1
N
tky
∗
kyk| =
∣∣∣∣max‖f‖=1 f∗(S − S(k))f
∣∣∣∣ ≤
∣∣∣∣max‖f‖=1 f∗Sf
∣∣∣∣+
∣∣∣∣max‖f‖=1 f∗S(k)f
∣∣∣∣ ≤ Ka1;
and with tiny probability we use the general bound
| 1
N
tky
∗
kyk| ≤ Kn.
Then we have
E|βk(w)|p ≤ 1 +KE‖D−1(w)‖p| 1
N
tky
∗
kyk|p ≤ 1 +KpE1/2‖D−1(w)‖2pE1/2|
1
N
tky
∗
kyk|2p ≤ Kp.
For the fourth one, we write
β˜k(w) =
1
1− (Nw)−1tk trC − (Nw)−1tk trD−1k (w)S(k)C
.
Note that for large enough N,n, (Nw)−1tk trC has a positive distance to 1. We now prove that
with overwhelming probability, the term (Nw)−1tk trD−1k (w)S(k)C is small enough so that the
denominator of β˜k(w) is bounded away from 0.
Let λ1, . . . , λN be the eigenvalues of S(k), with eigenvectors v1, . . . , vN where vi = (v1,i, . . . , vN,i)⊤.
Recall that C = diag(c1, . . . , cN ). Then∣∣∣∣ 1N trD−1k (w)S(k)C
∣∣∣∣ ≤ 1N
N∑
j=1
∣∣∣∣ λjw − λj
∣∣∣∣
N∑
i=1
ci|vi,j |2 ≤ ‖C‖
N
N∑
j=1
∣∣∣∣ λjw − λj
∣∣∣∣ . (A.1)
Then by Lemma 4.1, with overwhelming probability, the above quantity is smaller than any fixed
ε > 0.
With tiny probability, the above estimation does not hold. For the estimation of expectation, we
should find a new estimation of β˜k(w). Note that if |N−1tk trD−1k (w)C| ≤ 1/2, then |β˜k(w)| ≤ 2;
else if |N−1tk trD−1k (w)C| > 1/2 we have
1
2
|β˜k(w)| ≤ |N−1tk trD−1k (w)C||β˜k(w)| ≤
| trD−1k (w)C|
|ℑ trD−1k (w)C|
≤ 2‖C‖n
2maxi |w − λi|2
N−1 trC
≤ Kn5
where we estimate maxi |λi|2 as in the proof of Lemma A.1 in [1]. Thus finally we have
E|βk(w)|p ≤ Kp.
By the same arguments, one can also verify the boundedness of φk(w) and ψk(w).
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Then
√
NP21 =trD
−1(w)C − E trD−1(w)C
=
n∑
k=1
(Ek − Ek−1) tr(D−1(w) −D−1k (w))C
=
1
N
n∑
k=1
(Ek − Ek−1)tkβk(w)y∗kD−1k (w)CD−1k (w)yk
=
1
N
n∑
k=1
(Ek − Ek−1)tkβk(w)ξk(w) + 1
N
n∑
k=1
(Ek − Ek−1)tkβk(w) tr(D−1k (w)C)2
=:J1 + J2.
Then we have
E|J1|2 = 1
N2
n∑
k=1
E|(Ek − Ek−1)tkβk(w)ξk(w)|2
≤ K
N2
n∑
k=1
t2kE|βk(w)ξk(w)|2
≤ K
N2
n∑
k=1
t2kE
1/2|βk(w)|4E1/2|ξk(w)|4.
By Lemma A.1, the expectation E|βk(w)|4 is uniformly bounded; by Lemma B.1 in [1], we have,
for any p ≥ 1, q ≥ 1,
E
1/q|ξk(w)|p ≤ Kp,q
[(
E|Z1,1|4E tr((D−1k (w)C)2(CD−1k (w))2)
)p/2
+ E|Z1,1|2pE tr((D−1k (w)C)2(CD−1k (w))2)p/2
]1/q
≤ Kp,q[Np/(2q) + ε2p−6n np−3N ]1/q ≤ Kp,q(nmax{p/2,(p−2)/q}).
(A.2)
So we have
E|J1|2 ≤ K
N
n∑
k=1
t2k = o(1).
For J2, note that
βk(w) = β˜k(w) +
1
N
tkβk(w)β˜k(w)ζk(w),
then we have
J2 =
1
N2
n∑
k=1
(Ek − Ek−1)t2kβk(w)β˜k(w)ζk(w) tr(D−1k (w)C)2
Using the same arguments, we get
E|J2|2 ≤ K
N
n∑
k=1
t4k = o(1).
Therefore in fact P21 = oP (1/
√
N).
To prove that P22 = oP (1), we consider two cases:
1. tr Γ/
√
n→ 0;
2. tr Γ/
√
n→ a 6= 0, where a is a positive number or ∞.
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By extracting subsequences we can assume that one of these two cases holds. Indeed, we want to
prove that for any ε > 0, the following limit holds:
P(|P22| > ε)→ 0.
We can prove that from any subsequence of
(P(|P22| > ε))n≥1,
there exists a subsequence converging to 0. We know that from any subsequence of (Γn)n, one can
extract a subsequence (Γnk)k≥1 satisfying one of the above two cases.
Suppose that Condition 1 holds. Then we have
√
N |EgC(w) − g0C(w)| =
1√
N
∣∣∣∣∣E tr(wI − S)−1C −
N∑
i=1
ci
w − ciN
∑
k 6=j
tk
1−g0C(w)tk
∣∣∣∣∣
=
1√
N |w|
∣∣∣∣∣∣E tr(wI − S)−1SC −
1
N
∑
k 6=j
tk
1− g0C(w)tk
N∑
i=1
c2i
w − ciN
∑
k 6=j
tk
1−g0C(w)tk
∣∣∣∣∣∣
≤ 1√
N |w|
∣∣E tr(wI − S)−1SC∣∣+ 1
N3/2|w|
∣∣∣∣∣∣
∑
k 6=j
tk
1− g0C(w)tk
N∑
i=1
c2i
w − ciN
∑
k 6=j
tk
1−g0C(w)tk
∣∣∣∣∣∣
= P221 + P222 . (A.3)
One can see that
1
N
∣∣∣∣∣
N∑
i=1
c2i
w − ciN
∑
k 6=j
tk
1−g0C(w)tk
∣∣∣∣∣
is bounded, and
1
N1/2|w|
∣∣∣∣∣∣
∑
k 6=j
tk
1− g0C(w)tk
∣∣∣∣∣∣ = o(1),
thus P222 = o(1). For P221, by (A.1) and the arguments afterwards, we have, for an arbitrary p > 1,
1√
N
|E trD−1(w)SC| ≤ K√
N
E
N∑
k=1
|λk|+ o(n−p) = K√
N
E trS +O(n−1/2) = o(1),
where λk are the eigenvalues of S, and we have used the equality
E trS =
1
N
trC tr Γ(j).
Now we suppose that Condition 2 holds. We define
s(w) :=
1
N
trD−1(w), s0(w) :=
1
N
N∑
i=1
1
w − ciN
∑n
k=1
tk
1−g0C(w)tk
.
Then
N(EsC(w)− s0C(w)) =E trD−1(w) −
N∑
i=1
1
w − 1N
∑n
k=1 tkψk(w)ci
+
N∑
i=1
1
w − ciN
∑n
k=1
tk
1−tkEgC(w)
−
N∑
i=1
1
w − ciN
∑n
k=1
tk
1−g0C(w)tk
=dn +
√
N(EgC(w) − g0C(w))
1√
N
n∑
k=1
t2k
(1− g0C(w)tk)(1− EgC(w)tk)
×
1
N
N∑
i=1
ci
(w − 1N
∑n
k=1 tkψk(w)ci)(w − ciN
∑n
k=1
tk
1−g0C(w)tk
)
,
(A.4)
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where dn := EgC(w) −
∑N
i=1
1
w− 1N
∑n
k=1 tkψk(w)ci
. On the other hand, following the calculation for
(3.41) of [1], we have
1− wEsC(w) = n
N
− 1
N
n∑
k=1
Eβk(w).
By the definition of sC and the system of equations (5.7), we have
1− ws0C(w) =
n
N
− 1
N
n∑
k=1
1
1− g0C(w)tk
.
Taking the difference of the last two equalities, we obtain
N(EsC(w) − s0C(w)) = w−1
n∑
k=1
(Eβk − ψk) + w−1
n∑
k=1
(
ψk − 1
1− g0C(w)tk
)
= w−1
n∑
k=1
(Eβk − ψk) +
√
N(EgC(w) − g0C(w))
1√
N
n∑
k=1
tk
w(1 − EgC(w)tk)(1 − g0C(w)tk)
. (A.5)
Combining the equations (A.4) and (A.5), we obtain
√
N(gC(w) − g0C(w))×
1√
N
(
n∑
k=1
tk
w(1 − EgC(w)tk)(1− g0C(w)tk)
−
n∑
k=1
t2k
(1 − g0C(w)tk)(1 − EgC(w)tk)
×
1
N
N∑
i=1
ci
(w − 1N
∑n
ℓ=1 tℓψℓ(w)ci)(w − ( 1N
∑n
ℓ=1
tℓ
1−g0C(w)tℓ
)ci)
)
=dn − 1
w
n∑
k=1
(Eβk(w)− ψk(w)).
Next we prove that dn = EgC(w)−
∑N
i=1
1
w− 1N
∑
n
k=1 tkψk(w)ci
= o(1),
∑n
k=1(Eβk(w)−ψk(w)) = o(1),
and that the multiplier
1√
N
(
n∑
k=1
tk
w(1 − EgC(w)tk)(1 − g0C(w)tk)
−
n∑
k=1
t2k
(1 − g0C(w)tk)(1 − EgC(w)tk)
×
1
N
N∑
i=1
ci
(w − 1N
∑n
ℓ=1 tℓψℓ(w)ci)(w − ( 1N
∑n
ℓ=1
tℓ
1−g0C(w)tℓ
)ci)
) (A.6)
is bounded away from 0.
Repeating the calculations in Section 3.3 of [1], one can check that dn = o(1) and
∑n
k=1(Eβk(w)−
ψk(w)) = o(1). The proof is similar so we omit the details. We just point out some adaptions due
to the differences between the models. We define
W (w) = wI − 1
N
n∑
k=1
tkψk(w)C.
Because ‖ 1N
∑n
k=1 tkψk(w)C‖ ≤ 1N
∑n
k=1 tk|ψk(w)|‖C‖ → 0, the matrixW (w) is invertible for N,n
large enough, and ‖W−1(w)‖ is uniformly bounded. According to (3.33) of [1] and the estimations
afterwards, the result can be similarly deduced. We also remind that in Section 3.3 of [1] the proof
is made for Gaussian entries. Here we only assume that the entries Zi,j have finite sixth moment,
so according to (A.2), we have for example the following estimation of H2 which is correspondingly
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defined in the equation next to (3.36) of [1]:
H2 := 1
N3
t3kφ
3
k(w)Eβk(w)(y
∗
kD
−1
k (w)yk − E trD−1k (w)C)3
≤ K
N3
t3kE
1/2|βk(w)|2E1/2|y∗kD−1k (w)yk − E trD−1k (w)C|6
≤ K
N
t3k,
thus by the formula next to (3.36) and the formula (3.38) of [1], we have∣∣∣∣∣
n∑
k=1
(Eβk(w)− ψk(w))
∣∣∣∣∣ ≤ KN
n∑
k=1
(t2k + t
3
k) = o(1).
To prove that the multiplier (A.6) is bounded from below, we recall that w → 1, g0C(w) → 1,
EgC(w) → 1, 1N
∑n
ℓ=1 tℓψℓ(w) = o(1), and
1
N
∑n
ℓ=1
tℓ
1−g0C(w)tℓ
= o(1), thus for any k = 1, . . . , n, as
N,n→∞,
ek :=
1
w(1 − EgC(w)tk)(1 − g0C(w)tk)
→ 1
(1 − tk)2 ,
fk :=
1
(1− g0C(w)tk)(1 − EgC(w)tk)
× 1
N
N∑
i=1
ci
(w − 1N
∑n
ℓ=1 tℓψℓ(w)ci)(w − ( 1N
∑n
ℓ=1
tℓ
1−g0C(w)tℓ
)ci)
→ 1
(1− tk)2 .
The above two limits are uniform in k, so we have, for any ε > 0, for N,n large enough,
1√
N
∣∣∣∣∣
n∑
k=1
(tkek − t2kfk)−
tk
(1− tk)
∣∣∣∣∣ ≤ ε√N
n∑
k=1
tk.
Therefore
1√
N
n∑
k=1
(tkek − t2kfk) ∼
1√
N
n∑
k=1
tk
1− tk ∼
1√
N
n∑
k=1
tk,
which is lower bounded because we are just in the case where 1√
n
∑n
k=1 tk → a 6= 0.
The proof of (5.17) is complete.
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