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a b s t r a c t 
Phenotypic plasticity plays an important role in the survival of individuals. In microbial host-virus sys- 
tems, previous studies have shown the stabilizing effect that host plasticity has on the coexistence of 
the system. By contrast, it remains uncertain how the dependence of the virus on the metabolism of 
the host (i.e. “viral plasticity”) shapes bacteria-phage population dynamics in general, or the stability of 
the system in particular. Moreover, bacteria-phage models that do not consider viral plasticity are now 
recognised as overly simplistic. For these reasons, here we focus on the effect of viral plasticity on the 
stability of the system under different environmental conditions. We compared the predictions from a 
standard bacteria-phage model, which neglects plasticity, with those of a modification that includes viral 
plasticity. We investigated under which conditions viral plasticity promotes coexistence, with or without 
oscillatory dynamics. Our analysis shows that including viral plasticity reveals coexistence in regions of 
the parameter space where models without plasticity predict a collapse of the system. We also show that 
viral plasticity tends to reduce population oscillations, although this stabilizing effect is not consistently 
observed across environmental conditions: plasticity may instead reinforce dynamic feedbacks between 
the host, the virus, and the environment, which leads to wider oscillations. Our results contribute to a 
deeper understanding of the dynamic control of bacteriophage on host populations observed in nature. 
© 2020 The Author(s). Published by Elsevier Ltd. 
This is an open access article under the CC BY license. ( http://creativecommons.org/licenses/by/4.0/ ) 
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0. Introduction 
Host-virus interactions can be found at any trophic level, from
nicellular organisms to plants and animals. In marine ecosystems,
or example, early studies revealed the importance of the mor-
ality induced by lytic viruses on bacterioplankton ( Fuhrman and
cManus 1984 ; Servais et al. 1985 ; Sherr and Pedrós-Alió 1989 ).
hese viruses, known as phages or bacteriophages, infect bacteria
nd can kill up to 40% of the standing stock of autotrophic and het-
rotrophic bacteria present in the ocean each day ( Fuhrman 1999 ).
iral lysis therefore introduces additional pathways in the micro-
ial loop by releasing the organic and inorganic material contained
n the bacterial cells ( Abedon 2009 ; Breitbart 2012 ; Fuhrman and
cManus 1984 ; O’Malley 2016 ). This “viral shunt” re-routes the
ransportation of carbon and other nutrients toward higher trophic
evels ( Fuhrman 1992 ; Bratbak et al. 1993 ). Characterising the
ynamics of phage-bacteria interactions is therefore an essential
omponent of the qualitative and quantitative understanding of∗ Corresponding author. 
E-mail address: juan.bonachela@rutgers.edu (J.A. Bonachela). 
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019 ). 
A successful lytic phage infection starts with the encounter and
rreversible attachment (i.e. adsorption) of the phage on to a spe-
ific receptor at the host surface ( Calendar and Abedon 2005 ). The
irus then inserts its genome into the host cytoplasm, and trig-
ers the biosynthesis of viral genome and proteins by the host ma-
hinery. The host machinery (ribosomes, ATP, etc.) is thus hijacked
o transcribe proteins and other components needed for the viral
ffspring. The lytic cycle ends when host membrane lysis occurs
nd the virions are released into the environment ( Abedon et al.
003 ). These processes define the main life-history traits of the
hage ( Weinbauer 2004 ): (i) adsorption rate , or number of success-
ul viral attachments to the host per unit time; (ii) eclipse period ,
r time between attachment and the assembly of the first virion;
iii) maturation rate , or number of virions assembled per unit time;
iv) latent period , or time between adsorption and host lysis and (v)
urst size , or number of virions released to the environment per in-
ection. The adsorption process and rate depend on a combination
f factors such as the host receptor density ( Schwartz 1976 ; Berg
nd Purcell 1977 ) and size ( Delbrück 1940 ), e.g. larger hosts lead to
arger adsorption rates ( Delbrück 1940 , Rabinovitch et al. 2002 ). Inunder the CC BY license. ( http://creativecommons.org/licenses/by/4.0/ ) 
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p  addition, a larger size decreases the surface-to-volume ratio, which
decreases the diffusion of nutrient through the cell membrane but
increases its internal diffusion ( Gallet et al. 2017 ), both therefore
affecting the intracellular resources used by the host (and virus).
The eclipse period and the maturation rate depend mainly on the
host synthesis machinery and intracellular resources ( Walsh and
Mohr 2011 ; Calendar and Abedon 2005 ). The factors that deter-
mine the latent period remain unknown, but the number of virions
assembled by the end of the latent period determines the burst
size ( Gnezda-Meijer et al. 2006 ). All else being equal, a longer la-
tent period results in the release of more virions ( Abedon 1989 ;
Wang 2006 ). 
All the factors above point to a dependence of viral traits (and
thus performance) on the host physiological state. This depen-
dence has indeed been observed experimentally ( You et al. 2002 ;
Rabinovitch et al. 2002 ; Birch et al. 2012 ; Golec et al. 2014 ).
These experiments show that the eclipse and latent period de-
crease when the host growth rate increases, whereas the matu-
ration rate and burst size increase. These changes in the value
of viral traits are active and/or passive response of the virus to
physiological changes in the host (effectively the phage’s environ-
ment), and are referred to as viral phenotypic plasticity ( Abedon
et al. 2001 ; Choua and Bonachela 2019 ). Although many theoret-
ical models have highlighted the importance of microbial pheno-
typic plasticity in their ecological interactions ( Mougi and Kishida
2009 ; Ramos-Jiliberto et al. 2008 ; Hoverman 2010 ; Yamamichi
et al. 2011 ; Bonachela et al. 2011 ; Lomas et al. 2014 ), for host-
virus systems it remains less well studied how phenotypic plas-
ticity shapes community and population dynamics, stability, and
structure. 
Few models have studied plasticity in host-virus systems; for
example, analysing how the host responded plastically to viral in-
fection through a decrease in the receptor density at the host
surface ( Thyrhaug et al. 2003 ), how host growth slowdown af-
fects lysis ( Weitz and Dushoff 2008 ), or how the viral plasticity
affects host-virus interactions ( Edwards and Steward 2018 ; Choua
and Bonachela 2019 ). Host-virus models with host plasticity show
that the inducible defence of the host to changing infection levels
resulted in an increase of the probability of coexistence between
host and phage. Models that include plasticity in viral traits re-
vealed dramatic differences with respect to standard predictions
that neglect viral plasticity. Indeed, viral plasticity affects, for ex-
ample, the strength and timing of the interactions between host,
virus and environment, including emergent oscillations between
host and phage ( Choua and Bonachela 2019 ). Little attention has
been paid, however, to the study of the effect that viral plastic-
ity can have on system stability and coexistence (but see Weitz
and Dushoff 2008 or, regarding the stability of a nonplastic model,
Beretta and Kuang 1998 ). 
Here, we aim to understand whether viral plasticity makes co-
existence between host and virus more or less likely. Specifically,
we focus on understanding whether the existence of viral plastic-
ity affects the regions of the trait- and environmental-parameter-
space where coexistence is expected. To this end, we contrast
the predictions from a classic host-bacteriophage model that ne-
glects viral plasticity, with those of a version that includes viral
plasticity through existing data-informed relationships between vi-
ral traits and the host growth rate ( Choua and Bonachela 2019 ).
Specifically, we compare the stability of the plastic and nonplas-
tic versions of the most common host-phage model system (T-
phage infecting Escherichia coli ) under a diversity of host and viral
traits combinations, as well as under different environmental con-
ditions. We analyse under which conditions viral plasticity trans-
lates into an increase of coexistence between host and virus, and
how it alters the oscillations typically observed for antagonistic
interactions. i. Methods 
.1. Model description 
We represented the ecological dynamics of the host-phage sys-
em using a modified version of a well-known model that has been
alidated by experiments ( Levin et al. 1977 ). The original model
xplicitly represents the viral latent period, which introduces a de-
ay between host infection and lysis. The model keeps track of the
ynamics of nutrient ( N ), uninfected host ( C ), and virus ( V ). The
nvironmental conditions are assumed to be those of a chemostat,
 well-stirred controlled environment in which the host and phage
ncounter each other randomly. It is further assumed that multiple
nfections do not occur, and the host machinery is used entirely
or viral replication (and thus nutrient uptake and host growth
top upon infection). The latter implies that the latent period is
ot limited by the host’s generation time. In addition, we intro-
uced the effective influence of intraspecific competition on pop-
lation growth. As bacteria grow in a limited volume (the chemo-
tat), boundary effects can limit the space around cells as the pop-
lation increases, triggering competition for space, light, or other
esources not explicitly modelled here. We assumed this crowding
ffect to originate mostly from resource competition, which only
ffects uninf ected hosts as uptake and growth stop at infection.
his density-dependent term is often characterized by a quadratic
oss term, which has the advantage of preventing or damping oscil-
ations, thus increasing the possibility to reach stability for the sys-
em with and without plasticity ( Gibert and Delong 2015 ). These
ssumptions lead to the following delay differential equations: 
dN ( t ) 
dt 
= w ( N 0 − N ) − μ( N, r ) C/Y (1)
dC ( t ) 
dt 
= μ( N, r ) C − k ( r ) C V − w C − α C 2 (2)
dV ( t ) 
dt 
= B ( μ) k ( r ) C t−L V t−L e −wL − k ( r ) C V − m V − w V (3)
see definitions of symbols and units in Table 1 ). The original
odel also considered the dynamics of the infected host popu-
ation, I(t) ; however, since using an explicit time lag suffices to
apture the full dynamics of both infective viruses and susceptible
osts, we omit the equation for I(t) here without any loss of gen-
rality. The first equation represents the dynamics of the nutrient
oncentration within the chemostat, with an inflow and outflow of
utrient (first term) and the uptake of nutrient by the host (sec-
nd term). The second equation describes the growth of the free
ost population as a result of bacterial reproduction (first term),
educed by infection events (second term), dilution (third term)
nd crowding (fourth term). The lysis of infected cells produces
ree phages (first term of the last equation, where e −wL is the prob-
bility for infected cells to not be removed from the system dur-
ng the latent period); the phage population can also decrease due
o viruses infecting healthy hosts (second term), natural mortality
third term), and dilution (last term). These equations are purely
eterministic, and variables and trait values represent the average
ehaviour at the population level. 
The host grows following the Monod model ( Monod 1949 ): 
( N, r ) = μmax ( r ) N/ ( N + K n ) (4)
here μmax (maximum growth rate) and K n (half saturation con-
tant for growth) characterize, respectively, the maximum growth
otential and the inverse of the affinity of the bacteria for the lim-
ting nutrient, N . 
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Table 1 
Symbols for variables used in the model and parameter values 
Symbol Description Units Value References 
N Dissolved Inorganic Nutrient Concentration mol l −1 Ecological variable, Eq. (1) ( Levin, Stewart, and Chao 1977 ), for the equations 
C Non-infected Host Concentration cell l −1 Ecological variable, Eq. (2) 
V Free Virus Concentration cell l −1 Ecological variable, Eq. (3) 
μ Non-infected Host population Growth Rate d −1 Ecological variable, Eq. (4) ( Monod 1949 ), for the equation 
Host parameters/traits 
r Equivalent spherical radius μm 0.3 – 1.1 ( Loferer-Krößbacher, Klima, and Psenner 1998 ) 
μmax Maximum Host Population Growth Rate d 
−1 Eq. (5) ( Gallet et al. 2017 ) 
c, h Parameters Eq. (5) — f = 0.33 p = 3.8 ( Gallet et al. 2017 ) 
K ref Half-Saturation constant for μmax = 0 mol l −1 3.05 × 10 −8 ( Wirtz 2002 ) 
μref Asymptotic μmax for K n - > ∞ d −1 32.4 ( Wirtz 2002 ) 
K n Half-Saturation Constant for Growth mol Eq.(6) ( Wirtz 2002 ) 
Y Yield Parameter cell mol −1 9 × 10 13 ( Choua and Bonachela 2019 ), calculated from several sources 
μmax experiment Maximum Growth Rate in the experiment d 
−1 40.8 ( You, Suthers, and Yin 2002 ) 
α Parameter of crowding effect l d −1 cell −1 0 - 12 × 10 −7 Sensitivity analysis 
Viral parameters/traits 
D Diffusion of Viral Particle m 2 s −1 4.3132 × 10 −12 Calculated using Stokes-Einstein expression 
k Adsorption Rate l cell −1 d −1 4 π D Conv 3 r ( Delbrück 1940 ) 
E(μ) Eclipse Period d Eq. (8) ( Choua and Bonachela 2019 ) 
M(μ) Maturation Rate virions d −1 Eq. (9) ( Choua and Bonachela 2019 ) 
L Latent Period d 0.01 - 1 ( You, Suthers, and Yin 2002 , Golec et al. 2014 ) 
B Burst Size virions cell −1 B = M (L-E) ( Wang 2006 ) 
Chemostat parameters 
w Chemostat Dilution Rate d −1 1 - 30 Ranges set by Eq. (6) and range for r 
N 0 Dissolved Inorganic Nutrient Supply 
Concentration 
mol l −1 9 × 10 −5 Sensitivity analysis 
Conversion factors 
Conv 1 Constant to convert from (ml) to (μm 
3 ) μm 3 ml −1 10 −12 —
Conv 2 Constant to convert from (hour 
−1 ) to (d −1 ) hour d −1 24 —
Conv 3 Constant to convert from (m 
3 s −1 ) to (l d −1 ) l s d −1 m- 3 86400 × 10 3 —
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w  .1.1. Host trait set 
Although our approach can be generalised to any bacterium, we
arameterized the host according to E.coli. This choice also allowed
s to find allometries and relationships linking host traits thus
educing the dimensionality of the parameter space. We focused
n host size as the main trait characterising hosts. Cell size is a
master” trait for most microorganisms including bacteria, i.e. most
ther host traits depend on size ( Litchman et al. 2007 ). For exam-
le, the size of the host affects the surface-to-volume ratio, which
hanges the diffusion of nutrient from the environment through
he cell’s membrane, thus altering the uptake rate (external diffu-
ion) as well as the molecular transit time inside the cell (internal
iffusion) ( Gallet et al. 2017 ); for bacteria, transit time is the lim-
ting factor, which leads to a positive correlation between cell size
nd metabolic rate ( Gallet et al. 2017 ). Specifically, experimental
ork provides an allometric expression linking the radius of the
acterium (assumed spherical), r , and its maximum potential for
rowth, μmax ( Gallet et al. 2017 ; Shestopaloff 2016 ): 
max ( r ) = Con v 2 10 c lo g 10 ( 4 πCon v 1 r 
3 / 3 ) + h (5) 
see Table 1 for symbols and units) where the c and h parameters
etermine how steeply the metabolic rate increases with r . In turn,
he two Monod traits, μmax and K n , are positively correlated, which
an be mathematically expressed through the following function
 Wirtz 2002 ): 
 n ( μmax ) = K ref e μmax ( r ) / ( μref −μmax ( r ) ) (6) 
here μref represents the asymptotic maximal growth rate for an
nfinitely high K n and K ref represents half-saturation constant at
max = 0 . The exact shape of this positive relationship does not
ffect qualitatively our results (see Appendix). 
.1.2. Phage trait set and plasticity 
We focused on the most dominant bacteriophage, the family
audovirales ( Calendar and Abedon 2005 ), and more specifically
he T-phage subfamily. The receptors that these viruses use to in-
ect their host (predominantly E.Coli) occupy up to 75% of the cell
urface ( Nikaido and Vaara 1985 ), which allowed us to assumehat each collision leads effectively to adsorption ( Berg and Pur-
ell 1977 ; Schwartz 1976 ; Delbrück 1940 ). The size of the host,
onetheless, affects the viral adsorption rate, which has been rep-
esented in the past using the linear function k = 4 π rD ( Delbrück
940 ), where D is the diffusion coefficient of the phage. 
Because the exact factors that determine the latent period, L ,
re unknown ( Wang et al. 20 0 0 ; Ramanculov and Young 2001 ;
oung and Bläsi 1995 ), we used here the latent period as a free
arameter characterizing the virus. The burst size, B , depends on
he number of phages that has been assembled during the infec-
ion time. We assume that the time needed to deplete host re-
ources involved in intracellular phage production is much larger
han the latent period, and therefore the offspring number is only
imited by lysis. This assumption is typically represented by the
inear function B = M( L − E ) ( Wang 2006 ), where E and M repre-
ent the eclipse period and maturation rate. E and M , in turn, de-
end on the physiological state of the host (e.g. host growth rate,
). In order to account for this dependence, we used the following
ata-informed expressions ( Choua and Bonachela 2019 ): 
 ( μn ) = E ∞ + E 0 e −αE μn (7) 
 ( μn ) = M ∞ 
1 + e αM ( μn −M 0 ) (8) 
here μn is a normalized version of the host growth rate (see
ppendix A for further details). These functional forms repre-
ent a decreasing exponential and a sigmoid function, respectively.
ote that, following experimental observations ( Golec et al. 2014 ),
q. (7) shows a finite eclipse period even for μ→ 0 , effectively
llowing viral reproduction at very low host growth rates. An-
ther possibility for such extreme conditions may instead be a
hange in strategy of the virus, switching from lytic to temper-
te (e.g. lysogenic) mode. Although other modelling efforts have
elved into the conditions leading to the switch between modes
actoring in the physiological state of the host ( Wang and Golden-
eld 2010 ), our model focuses on purely-lytic viruses and, hence,
e did not include this possibility in our description. Both func-
4 M. Choua, M.R. Heath and D.C. Speirs et al. / Journal of Theoretical Biology 498 (2020) 110263 
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t  tional forms above show a plateau at high growth rates, which
reflects the physiological limit of the host machinery to synthe-
sizing proteins ( Choua and Bonachela 2019 ). E ∞ and E 0 determine
E for very low growth rates, and αE determines the slope of the
(decreasing) function; M ∞ represents the upper plateau of the sig-
moid, αM how steeply M reaches it, and M 0 the midpoint of the
sigmoid. These expressions enable a plastic description of the burst
size: 
B ( μn ) = M ( μn ) ( L − E ( μn ) ) (9)
The equation above follows the observation that burst size and
latent period are linearly related ( Wang 2006 ), and assumes that
the virus is not necessarily limited by the recycling of host mate-
rial but can also synthesize certain components de novo (e.g. viral
nucleotides Maat et al. 2016 ). As a consequence, burst size is only
limited by the duration of infection and assembly rate. 
Thus, Eqs. (1) –( 3 ) were integrated numerically for 200 days,
which enabled reaching a stationary state for the main variables.
Host size (and therefore maximum growth rate and half-saturation
constant, Eqs. (5 ) and ( 6 )) were set from the outset, whereas vi-
ral traits (i.e. E ( μn ), M ( μn ), and thus B ( μn )) were adjusted at each
integration step to follow updates in the host growth rate. 
On the other hand, models that neglect viral plasticity use fixed
values for E and M . These values are usually obtained from ex-
periments that standardly set optimal conditions for the host. In
consequence, the associated E non and M non reflect the performance
of the host machinery at μ = μmax . These values are host-specific:
because different host phenotypes/strains will show different sizes
and therefore different μmax , E non and M non must vary accordingly.
We could not find values for E and M for all the different host
sizes used in our simulations, and thus we estimated those values
as E non = E( μn = 1 ) and M non = M( μn = 1 ) (see Eqs. (7) and (8) ,
and further details in Appendix A). In consequence, the burst size
for the nonplastic virus follows the expression below: 
B non = M non ( r ) ( L − E non ( r ) ) (10)
2.1.3. Analysis 
The model described above has four main parameters for which
there is limited amount of information available and/or a large as-
sociated variability: the host radius, r ; the viral latent period, L ;
the crowding strength, α; and the dilution rate, w (the latter rep-
resents environmental conditions). These four parameters defined
our parameter space. Table 1 shows their range of variation. The
range for the host radius provided trait values (volume, μmax and
K n , through Eqs. (5) and (6) ) compatible with experimental ob-
servations Füchslin et al. 2012 ; Schulze and Lipe 1964 ; Loferer-
Krößbacher et al. 1998 ). We discretised this interval in 41 sections
to obtain a computationally reasonable resolution for the r axis.
The range for the latent period covered 22 realistic values for T-
phages. The dilution rate was incremented by 1 d −1 until reaching
the maximal growth rate possible limited by either the host size
(i.e. μmax ( r )) or nutrient availability (i.e. μ( N 0 )). Above these val-
ues, bacterial growth cannot overcome dilution providing thus an-
alytical limits of coexistence (i.e. Eq. (2) constantly negative due to
μ < w ) ultimately leading to extinction. Finally, the range for the
crowding strength is to provide a crowding terms that show values
comparable to the rest of terms in Eq. (2) . 
To analyse the stability of the ecological interactions ( Eqs. (1) –
(3) ) in the parameter space ( r , L , w , α), we used Matlab to calcu-
late the stationary states/cycles obtained with the model for each
parameter combination. We then classified these outputs into one
of these 3 categories: (i) “no coexistence between bacteria and
viruses”, (ii) “coexistence with oscillations”, and (iii) “coexistence
without oscillations”. “No coexistence” occurred when the popula-
tion of either the host or the virus fell below the threshold of onendividual per litre. This threshold avoids an unrealistic recovery
f effectively-extinct populations. To detect non-oscillatory coexis-
ence, we checked if the difference between the last value of the
imulation and two other previous points separated in time by 1
nd 2.3 days (i.e. 10 4 time steps) provided a similar value. 
Finally, to compare the outcomes above with the predictions
or a nonplastic virus, we repeated this analysis with E = E non and
 = M non . Although analytical expressions can be calculated for the
onplastic case, a closed expression cannot be obtained for the
lastic case due to the dependence of E and M on μ( N ). There-
ore, for the sake of consistency, we used numerical simulations of
he model for both plastic and nonplastic cases. 
.1.4. Dimensionality of the parameter space 
After we classified the outcomes of all the combinations of the
our parameters ( r , L, w, α), we proceeded to reduce the dimen-
ionality of the parameter space. To this end, we first selected a
xed value for α. Because density-dependence typically helps to
tabilize oscillations, the expectation is that this term will con-
ribute to widen the region of the parameter space where coex-
stence occurs. Thus, for each value of α we counted the num-
er of cases that showed coexistence (with and without oscilla-
ions) in both the plastic and the nonplastic cases to focus on
hose α that provided the highest number of cases showing co-
xistence. This term, however, should not overwhelmingly regulate
he dynamics. Therefore, to ensure that the system remains reg-
lated by the host-virus interaction and not by intraspecific com-
etition solely, we selected the α that provided the highest num-
er of cases where the ratio between viral mortality and intraspe-
ific competition was above one (i.e. k C st V st / ( α C 2 st ) > 1 , where
he subscript ′′ st ′′ refers to the value obtained by averaging the last
0 days of the simulations that reached a stationary state). 
Fixing α reduced the parameter space to 3 dimensions ( r , L, w ).
imulations for all possible combinations of these three parame-
ers allowed us to analyse the resulting manifold. Specifically, we
ocused on understanding (i) the boundary between the area of
eneral coexistence and no-coexistence, (ii) the areas where plas-
ic viruses show coexistence but nonplastic viruses do not, and (iii)
ice-versa. To this end, we compared the results obtained for dif-
erent L (i.e. specific slices of the manifold). We also focused on
articular host radii in order to explore the role of environmen-
al conditions (represented by the dilution rate, w ). To quantify
hether plasticity makes coexistence more likely, we calculated
he percentage of cases where either variation of the model was
he only one showing coexistence with the host. Finally, to analyse
he effect of plasticity on the emergence of oscillations and under-
ying mechanisms, we studied the population dynamics observed
n the “coexistence with oscillations” cases. 
. Results 
.1. Selection of the crowding strength parameter, α
For different values of α, we counted the number of cases for
hich coexistence is found (with and without oscillations) among
ll the combinations of ( r , L , w ). Within these cases of coexistence,
e also counted the number of cases in which the dynamics were
ominated by viral mortality over crowding (i.e. k C st V st / ( α C 2 st ) >
) . Fig. 1 shows the increase in the frequency of simultaneous co-
xistence (i.e. both host and virus surviving for plastic and non-
lastic cases). This persistence of the host-phage system increases
ith α until a certain value, then decreases. The frequency of coex-
stence when crowding is considered is up to 7 times higher than
or α = 0 . A value α = 60 × 10 −9 l cel l −1 d −1 optimizes the coexis-
ence between bacteria and viruses for both plastic and nonplas-
ic examples, and the percentage of cases regulated by viruses is
M. Choua, M.R. Heath and D.C. Speirs et al. / Journal of Theoretical Biology 498 (2020) 110263 5 
Fig. 1. Percentage of cases among all combinations of ( r , L , w ) that show coexis- 
tence in both plastic and nonplastic cases (white bars) for different values of α. 
The black bars represent the percentage of cases, within these cases of coexistence, 
where viral mortality overcomes crowding in plastic and nonplastic cases. 
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flso at its peak value. Thus, we fixed the crowding strength to this
alue for the rest of the analysis. 
.2. Exploration of the (r, L, w) space 
The outcome of comparing plastic and nonplastic models in the
 r, L , w ) space formed a 3D manifold. For a better visualisation, we
id not represent the cases where both plastic and nonplastic do
ot show coexistence (Case 1 in the following figures). The result-
ng manifold showed a consistent pattern that appears along the
atent period axis (see Fig. C.1 ). To further investigate this pat-ig. 2. Slices across the ( r , L , w , α) space, specifically for L = 0.07d (top), L = 0.47d (botto
on-coexistence explicitly appear. The legend of each symbol/colour is represented in the
or different crowding strenghts. Color version online. ern, we explored slices of the manifold across the latent period
xis (in Fig. 2 , L = 0 . 07 d, L = 0 . 47 d and L = 0 . 87 d). For a fixed
atent period, the region of coexistence (with and without oscilla-
ions) starts at low-to-intermediate host radii and increases with
 , becoming narrower at higher host sizes. As the latent period
ncreases, the coexistence region is constrained to smaller dilu-
ion rates. We can differentiate four different areas of “no coexis-
ence” in Fig. 2 attending to the reasons for the lack coexistence. In
he bottom area (delineated by a dark blue dashed line) the host
rowth rate at the stationary state is smaller than the per-capita
ortality rate induced by viruses, which drives the bacterial pop-
lation to extinction (followed by the viral population). This bor-
er, constrained to low w , reaches higher dilution rates for inter-
ediate host radii. The sharp decrease for host radii larger than
 μm coincides with the area where only the plastic case shows
oexistence (downward triangles and hexagrams). In the area im-
ediately above the coexistence area (i.e. above the purple dashed
ine), the viral growth rate (i.e. per-capita change in the concen-
ration of free virus, μv iral = ( B e −wL − 1 ) k (r) C st ) cannot overcome
ilution, which leads to viral extinction and the thriving of the bac-
erial population. Overall, this area of viral extinction increases as
he latent period increases, and the bacterial population survives
lone unless limited by the available nutrient (grey dotted line) or
y its own physiological limits (black line). In these two cases, bac-
erial growth cannot overcome mortality due to dilution. 
We also quantified the percentage of cases of coexistence be-
ween virus and host exclusive to one or the other version of the
odel. The ratio between the area where only plasticity leads to
oexistence and the sum of all cases with exclusive coexistence (i.e.
number of instances that Case 2 or 3 have been observed)/(numberm left) and L = 0.87d (bottom right), where the borders between coexistence and 
 Table inset of the top panel. See Fig. C.2 for versions of the upper panel obtained 
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Fig. 3. Schematic diagram of the multiple paths that the system can follow when the dilution rate ( w ) increases, within the different combinations of parameters ( r , L , α). 
Note that any path can start by and/or end-up in case 1 without passing by other intermediary cases (e.g. case 5 can go directly to the upper case 1). Color version online. 
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o  of instances Cases 2, 3, 4 or 7 have been observed) , considering all
latent periods) indicates that the plastic virus shows exclusive co-
existence 66.92% cases, versus 33.08% for the nonplastic virus for
the selected α. Fig. 3 summarises schematically the multiples tran-
sitions between non-coexistence and coexistence, and between the
various coexistence states observed in Fig. 2 as the dilution rate
changes. 
Fig. 3 shows that only the plastic description of the model
shows coexistence for low dilution rates (cases 2 and 3, typically
observed for high host sizes, see Fig. 2 and Appendix A), while only
the nonplastic virus coexists with its host for higher dilution rates
(cases 4 and 7). The area where the host cannot coexist with the
virus (case 1 at the bottom) is smaller when the virus is plastic
than when it is nonplastic (i.e. smaller dilution rates required for
cases 2 than for case 4), and the area where the bacteria thrive
alone (i.e. case 1 at the top) is bigger in the plastic case. Oscilla-
tory behaviour (i.e. limit cycles) occurs at low dilution rates, then
becomes a stable equilibrium as w increases. This shift happens
for smaller w in the plastic case, and then (i.e. for larger w ) in the
nonplastic case (cases 5, 6 and 9). We never observed cases where
the plastic system showed a limit cycle and the nonplastic system
a stable equilibrium (case 8). When both plastic and nonplastic
descriptions of the model show oscillations (case 6), the relative
difference in amplitude of the oscillations in the system with the
plastic virus is always smaller than in the system with the nonplas-
tic virus (see Fig. C.3 ). Altering the positive relationship between
the maximum growth rate and half-saturation constant ( Eq. (6) )
did not alter this sequence of behaviours, although the coexistence
area can shift towards larger or smaller values (and therefore some
of the observed behaviour can be lost if the host ranges used for
e.g. Fig. 2 are not increased consequently, see Fig. B.2 ). 
4. Discussion 
Viral reproduction depends intrinsically on the physiological
state of the host. As shown experimentally, this dependence trans-
lates into changes of viral trait values (phenotypic plasticity) when
the host growth rate changes. When included in models for lyticiruses, this viral plasticity leads to important ecological and
volutionary differences with respect to standard models, which
eglect viral plasticity ( Edwards and Steward 2018 ; Choua and
onachela 2019 ). Here, we focused on understanding how viral
lasticity alters possible coexistence and dynamics between host
nd virus for a phage-bacteria system. 
.1. Influence of crowding and latent period on the stability of the 
ystem 
The addition of a density dependent term generally contributes
o dampening oscillations in models for antagonistic interactions
 Gibert and Delong 2015 ), and this was indeed the case in our
acteria-phage system. The selected value α = 60 × 10 −9 l cel l −1 d −1 
aximized the coexistence area of the system regulated by viruses
ut did not affect the rest of our results qualitatively. At low α, an
ncrease in the crowding strength leads to an increase in coexis-
ence. This is due to the reduction of bacterial population, which
esults in a decrease in the nutrient competition that helps the
acteria to survive in conditions where smaller α would lead to ex-
inction. Beyond a certain value of the crowding strength, however,
ortality cannot be compensated by the higher nutrient availabil-
ty and persistence declines. Indeed, because α directly affects the
acteria, and the viruses only indirectly, the border delimiting the
acterial survival (i.e. bottom border in Fig. 2 ) shifts to lower di-
ution rates faster than the border delimiting the viral survival
i.e. upper border) as α increases. This “lag” between the move-
ent of the bottom and upper borders of the coexistence region
idens the region in between (i.e. the area of coexistence), which
acilitates the identification of the variety of dynamics shown in
ppendix C. We also noticed the increase of the region where
he host survives alone (i.e. the area in between the black line
nd the purple dotted line in Fig. 2 ) as α increases, which raises
he question of whether challenging environmental conditions that
low down bacterial growth or increase mortality may entail the
ounter-intuitive benefit for the bacteria of avoiding the virus. 
Our results also reveal the effect of viral traits on the stability
f the system. The latent period reflects the time that the virus
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v  pends inside the host producing virions, but also the loss of op-
ortunities to establish parallel infections. These two factors are
n turn influenced by the dilution rate: a high w increases the
nfected-cell removal but also leads to higher host density due to
he increased resources in the chemostat. Small L entailed coexis-
ence for areas with high w , while these same areas switched to
o-coexistence status when L increased. The reason is that the in-
rease in host density linked to high dilution rates provides the
iral offspring with more opportunities to establish subsequent in-
ections, and thus the virus can afford an earlier termination of
nfection (i.e. smaller L values). These results are in line with pre-
ious studies ( Abedon 1989 ; Choua and Bonachela 2019 ) that re-
orted that both the host cell density and the infected-cell removal
ate play a role in the selection of the latent period. 
.2. Influence of the environment (i.e. w and N ) on persistence 
Overall, including plasticity promoted coexistence in our in sil-
co experimental setup. Fig. 3 summarizes our results and, together
ith Figs. 2 and C.1 , highlights the cases where viral plasticity en-
bles coexistence while the classic model does not, as well as the
ases where the nonplastic model shows exclusive coexistence. Be-
ause the nonplastic virus, defined here as one with the best pos-
ible viral trait values ( Eqs. (A .3) and (A .4) ), can lead to a much-
ncreased viral population, it can show coexistence in regions lo-
ated close to the limit where plastic viruses cannot overcome di-
ution (i.e. above the purple dashed line in Fig. 2 ). For the plastic
irus to survive in this area of the parameter space, however, the
ost must approach its maximum growth rate. The latter, appears
o be the case for smaller host sizes in our simulations, whereas
osts with a size above 1μm cannot reach this maximal growth
imit for N ≤ N 0 (see Appendix B). This limitation forces these
arger hosts to grow at a rate far from their maximum, which re-
ults in significant differences between the viral trait values of the
lastic and nonplastic descriptions. The plastic virus, responding to
hanges in the host growth rate, shows a decrease in performance
or hosts that grow slowly, allowing for the survival of these hosts
nd thus the coexistence of the system where the nonplastic de-
cription leads to extinction. Because in nature maximal growth
ates are not easily reached by the microbial host ( Maat et al.
016 ), viral performance may typically be overestimated in stan-
ard models neglecting plasticity. The (more realistic) plastic rep-
esentation of the virus predicts that stable coexistence between
ost and virus could be more widespread than expected from cur-
ent models. This idea is reinforced by the fact that exclusive coex-
stence by the plastic virus emerges when the effects of plasticity
re more noticeable, i.e. for large host sizes (see Appendix A). 
.3. The role of plasticity on the amplitude of emerging oscillations 
In previous analyses of nonplastic host-virus models, oscilla-
ions emerge as a result of an increase in the (fixed) burst size
 Beretta and Kuang 1998 ). In both plastic and nonplastic versions
f our model, stable nodes are transformed into stable oscillations
hen the dilution rate increases. Our work thus generalizes the
revious result by showing that host availability and viral perfor-
ance, both affected by environmental conditions, are responsible
or the transition from stable node to limit cycle. For cases where
oth plastic and nonplastic description show coexistence, the am-
litude of the limit cycles occurring with plastic viruses was al-
ays smaller than these for those occurring in the nonplastic case.
he differences in behaviour observed for the bacterial popula-
ion are mainly localised to the bottom of the oscillations, while
he top varies less (see Fig. C.3 ). Because the nonplastic case de-
cribes a virus always at its highest performance, the top-downressure on the host is higher, which decreases the bacterial popu-
ation to a level lower than the plastic virus (sometimes driving the
ost to extinction). When the host survives, fewer bacteria com-
ete for nutrient in the lower part of the oscillation and we might
xpect the bacterial population to reach a higher maximum than
n the plastic case. However, this effect is dampened when bacte-
ial growth reaches its largest possible value (i.e. μ ≈ min( μ( N 0 ),
= μmax ) ). 
Viral plasticity may not dampen the system’s population-level
scillations, however, if there is an additional source of free hosts
vailable in the environment. As described above and in ( Choua
nd Bonachela 2019 ), low host growth leads to a reduced viral per-
ormance, which translates into host population densities that are
igher than the expectation from a system with a nonplastic de-
cription of the virus. In systems with an additional source of fresh
osts (e.g. two-stage chemostats), this effect is reinforced for low
esource and host input rates (see right panel Fig. C.4 ). In these
ases, the additional hosts help compensate the lower viral pro-
uction (due to the lower host growth rate) shown by the plas-
ic virus with a higher infection rate. As a consequence, the viral
opulation reaches higher maximal values (oscillation tops) than
n the nonplastic description. This increased population of plastic
irus subsequently draws down the bacterial population to a value
oscillation bottoms) that is similar or even lower than in the non-
lastic case, which in turn facilitates the recovery of N, reinitializ-
ng a cycle that results in larger amplitudes for the plastic oscil-
atory dynamics ( Choua and Bonachela 2019 ). This feedback effect,
owever, is not observed with our current setup in which there is
o external source of hosts. 
. Conclusions 
Previous studies have suggested that viruses limit the develop-
ent of phytoplankton blooms ( Brussaard 2004 ). Although host
vailability is known to be an important factor influencing vi-
al regulation, it is still unclear how exactly viruses regulate the
ost population in nature, and when and how viruses can prevent
looms from happening ( Brussaard 20 04 ; Suttle 20 07 ; Choua and
onachela 2019 ). A previous study that considered host plasticity
howed that the feedback between host and virus accentuates the
ecrease of viral pressure when the host availability is decimated
y viral lysis ( Thyrhaug et al. 2003 ). However, to fully compre-
end the impact of viral control on host populations it is essential
o identify factors that affect viral infection and replication, which
e know depend on the metabolism of the host ( Brussaard 2004 ;
houa and Bonachela 2019 ). As we show in this study, the inclu-
ion of viral plasticity may help to this end. 
Our study reveals a subtle interplay between host, virus and en-
ironment. The flexibility of the viral traits conferred by plasticity
an increase the probability of coexistence between host and phage
nd, for environments like the chemostat used here, reduce the
mplitude of emerging population-density oscillations. If an exter-
al source of free hosts is available, however, plasticity can under
ertain circumstances reinforce the feedbacks between the system
nd the environment, leading to wider oscillations. In addition, the
act that the plastic virus “accommodates” its performance to the
hysiological state of the host provides the latter with relief from a
op-down pressure that would drive it to extinction if the virus just
ept a maximal performance. As a result, plasticity enables coex-
stence in regions of the parameter space where the standard ver-
ion of the model, which neglects plasticity, predicts a collapse of
he system. The cases where only the nonplastic case shows coex-
stence, on the other hand, should be considered with caution, as
he high performance of the virus imposed in nonplastic models
eeps the viral population artificially alive. Moreover, the plastic
irus can drive the bacterial population to either lower or higher
8 M. Choua, M.R. Heath and D.C. Speirs et al. / Journal of Theoretical Biology 498 (2020) 110263 
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i  abundances than the nonplastic case (in which viral dynamics are
entirely regulated by host availability) depending on the balance
between host availability and host physiological state, which cap-
tures some of the multiple facets of viral control observed in na-
ture. Additional experimental information regarding how different
environment factors regulate viral dynamics and host-virus inter-
actions are required to generalize our theory. In addition to the
potential technical difficulty, obtaining some of this information
may be challenging because, in many cases, such factors are un-
known (e.g. the mechanisms that trigger a switch between lytic
and temperate infection, as some viruses may show either mode).
Incorporating explicitly aspects such as viral dynamics and plastic-
ity into global biogeochemical models could significantly improve
their predictability, but still remains a big challenge ( Choua and
Bonachela 2019 ). 
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Appendix 
A. Utilisation of functional forms to express viral traits 
The parametrisation of the functional forms we use here to
represent viral plasticity Choua and Bonachela 2019 ) is based on
experiments for E.Coli that can reach a maximal growth rate of
40 . 8 d −1 ( μmax experiment ). At this growth rate, the performance of
the host machinery is very high, which is reflected on the viral
traits ( E and M ). In this paper, however, we model different sizes
for the host cell and, because their μmax is limited by size through
Eq. (5) , the host growth rate cannot reach μmax experiment . For this
reason, in order to stay consistent with the experiments, the nor-
malized growth rate ( μn ) that appears in Eqs. (7) and (8) is based
on μmax experiment , leading to the expressions: 
E ( μ) = E ∞ + E 0 e −αE μ/μmax , expe rime nt (A.1)
M ( μ) = M ∞ 
1 + e αM ( μ/μmax , expe rime nt −M 0 ) 
(A.2)Fig. A.1. Example of the range of variation for the eclipse period (left) and the maturatio
Color version online. As with standard models, the nonplastic version of the model
ses fixed viral trait values ( E non and M non ) obtained for a host
rown under optimal conditions (i.e. μ = μmax ) ( Choua and
onachela 2019 ). These values are thus host-specific and, therefore,
s μmax changes with host size ( μmax ( r )), E non and M non change ac-
ordingly as well: 
 non ( r ) = E ∞ + E 0 e −αE μmax ( r ) /μmax , expe rime nt (A.3)
 non ( r ) = M ∞ 
1 + e αM ( μmax ( r ) /μmax , expe rime nt −M 0 ) 
(A.4)
With this description, the range of variation of the plastic viral
raits increases with the size of the host, thus allowing the effect of
lasticity to be more noticeable for higher host sizes (see Fig. A.1 ).
. Role of the expression for the substrate affinity 
Fig. B.1 shows the effect of the size on the host growth rate.
ecause of the relationship between μmax and K n ( Eq. (6) ) and the
llometric function μmax ( r ) ( Eq. (5) ), the maximum level of nutri-
nt in the chemostat (i.e. nutrient input N 0 ) allows hosts with a
maller size than 1μm to reach their maximal growth rate. Above
hat size, the host growth rate is strongly limited by the nutrient
oncentration in the chemostat, leading to two main observations
or host size higher than 1μm: (i) a narrow area of coexistence and
ii) a significant differences between plastic and nonplastic cases
i.e. cases 2, 3, 4 and 7 are realized, see Fig. 2 ). 
ig. B.1. Monod growth curves for different bacterial sizes, considering the relation-
hip in Eq. (6) and the allometry in Eq. (5) . Color version online. 
For the sake of generality, we tested two changes in the
xpression for the half-saturation constant: (i) the use of Eq.
6) with a value for K ref that is eight times bigger than its orig-
nal value, and (ii) a new expression to replace Eq. (6) , K n (r) =n rate (right) for a host size of 0.5μm (dark grey area) and 1 μm (clear grey area). 
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Fig. B.2. Growth curves (left) and coexistence areas (right) observed when: (top) increasing K ref in Eq. (6) by a factor 8 and (bottom) Eq. (6) is replaced by the marine- 
phytoplankton-based allometry K n (r) = 10 −6 10 −0 . 84+0 . 33 lo g 10 (4 π r 3 / 3) ( Edwards et al 2012 ). Color version online. 
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v0 −6 10 −0 . 94+0 . 33 lo g 10 ( 
4 π r 3 
3 
) which originates from marine phyto- 
lankton (with nitrogen as focal nutrient, see Edwards et al. 2012 )).
he former option ( Eq. ((6) with a much higher K ref ) shows that
ost with sizes smaller than the previous limit (1μm) cannot reach
aximal growth for N ≤ N 0 . As a consequence, the coexistence
rea shifts towards lower values of the host size (see Fig. B.2 , upper
anels). For the latter option (new expression for K n ( r )) and con-
rarily with observations with Eq. (6) , any host size can reach its
max for N ≤ N 0 , leading to the loss of some of the behaviour ob-
erved with Eq. (6) (see Fig. B.2 , bottom panels). Because keepingig. C.1. Region of coexistence in the 3D space (latent period, host radius, dilution rate)
ersion online. ost maximal growth rates equalizes the traits associated with the
lastic and nonplastic versions of the model, the variation in the
ange of host sizes that reach maximal growth rates affects the ob-
ervation of cases such as 2-4 and 6-8: a wider range of host sizes
eaching maximal growth rates reduces differences between plastic
nd nonplastic models, which entails a loss of cases. None of these
hanges, however, altered qualitatively the sequence of behaviours
bserved as the dilution rate increases (as described in Fig. 3 ). 
. Supplementary figures  where the legend of each symbol/colour is represented in the right corner. Color 
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Fig. C.2. Slice of the region of coexistence for L = 0.07d for different crowding strength. Left: for α = 5 × 10 −9 d cel l −1 . Right: for α = 200 × 10 −9 d cel l −1 . The legend of each 
symbol/colour as in Fig. C.1 . Fig. C.3. Examples of the dynamical profiles of the possible outcomes for plastic and nonplastic models. Color version online. 
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Fig. C.4. Dynamics for the host population density (grey), virus population density (yellow), and burst size (red) for the system described with the plastic viral model (solid 
lines) and nonplastic model (dashed lines), in a system in which an additional input of hosts is included (additional hosts included at the same rate as dilution, w •C 0 , with 
C 0 = 10 7 cells/l). For both panels, the crowding effect was eliminated (i.e. α= 0) and the input nutrient was increased to N 0 = 10 −4 mol/l. The nonplastic virus, due to its high 
performance (see text), shows a much higher burst size than the plastic one. When the dilution rate is high (left panel), the relative amplitude shown by the populations of 
plastic and nonplastic models is similar to that observed in Fig. C.3 case 5 (i.e. plasticity dampens oscillations). For low dilution rates (right panel), however, the oscillations 
for the populations in the plastic model show the larger amplitude. Color version online. 
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