Abstract. By a theorem of Gordon and Hedenmalm, ϕ generates a bounded composition operator on the Hilbert space H 2 of Dirichlet series n b n n −s with square-summable coefficients b n if and only if ϕ(s) = c 0 s + ψ(s), where c 0 is a nonnegative integer and ψ a Dirichlet series with the following mapping properties: ψ maps the right half-plane into the half-plane Re s > 1/2 if c 0 = 0 and is either identically zero or maps the right half-plane into itself if c 0 is positive. It is shown that the nth approximation numbers of bounded composition operators on H 2 are bounded below by a constant times r n for some 0 < r < 1 when c 0 = 0 and bounded below by a constant times n −A for some A > 0 when c 0 is positive. Both results are best possible. The case when c 0 = 0, ψ is bounded and smooth up to the boundary of the right half-plane, and sup Re ψ = 1/2, is discussed in depth; it includes examples of non-compact operators as well as operators belonging to all Schatten classes S p . For ϕ(s) = c 1 + d j=1 c qj q −s j with q j independent integers, it is shown that the nth approximation number behaves as n −(d−1)/2 , possibly up to a factor (log n) (d−1)/2 . Estimates rely mainly on a general Hilbert space method involving finite linear combinations of reproducing kernels. A key role is played by a recently developed interpolation method for H 2 using estimates of solutions of the ∂ equation. Finally, by a transference principle from H 2 of the unit disc, explicit examples of compact composition operators with approximation numbers decaying at essentially any sub-exponential rate can be displayed.
Introduction and statement of main results
By a theorem of Gordon and Hedenmalm [11] , we have a complete characterization of the bounded composition operators on the Hilbert space H 2 which consists of all ordinary Dirichlet series f (s) = ∞ n=1 b n n −s such that
Starting from this theorem, the present paper will study the rate of decay of the approximation numbers of compact composition operators on H 2 . One of our main findings is that this rate of decay depends crucially on a certain parameter in the Gordon-Hedenmalm theorem. In addition, we will reveal, via the so-called Bohr lift, a precise relation between the complex "dimension" of the composition operator and the decay of its approximation numbers.
To make sense of the notion of a composition operator on H 2 , we begin by observing that, by the Cauchy-Schwarz inequality, H 2 consists of functions analytic in the half-plane σ := Re s > 1/2. This means that C ϕ f := f • ϕ defines an analytic function whenever ϕ maps this half-plane into itself. For C ϕ to map H 2 into H 2 , we clearly need to require more. In particular, it turns out that we need to consider other half-planes as well, and for that reason we introduce the notation C θ := {s = σ + it : σ > θ}, where θ can be any real number. The Gordon-Hedenmalm theorem reads as follows [11] . Here we have made a slight strengthening of the original theorem which only says that ψ converges in some half-plane C σ 0 and has an analytic continuation to C 0 . In addition, we found it convenient in part (b) to state the mapping properties of ψ rather than of the symbol ϕ. Our observation is that either of the mapping properties of ϕ given in the original theorem implies the stronger statement in Theorem 1.1 about the convergence of ψ. We will present our short proof of this claim in Section 3 of the present paper.
The study of compact composition operators on H 2 was initiated in [1, 2, 9] . Bayart succeeded in describing the spectrum of such operators [2] , but otherwise results are rather incomplete compared to what is known in the classical case of H 2 (D) [25] . The emphasis in [2, 9] was on membership in the Hilbert-Schmidt class. Our topic-the rate of decay of the approximation numbers a n (C ϕ )-is a more delicate issue, and our study of it will reveal new phenomena.
We recall here that the nth approximation number a n (T ) of a bounded operator T on a Hilbert space H is the distance in the operator norm from T to the operators of rank < n. The approximation number a n (T ) coincides with the nth singular number of T [4, p. 155] ; the operator T is compact if and only if a n (T ) → 0 when n → ∞, and it belongs, by definition, to the Schatten class S p for 0 < p < ∞ if
We note that S 2 coincides with the Hilbert-Schmidt class and that S p ⊂ S q when p < q. Approximation numbers have the "ideal property", expressed by the inequality (1) a n (AT B) ≤ A a n (T ) B .
Here we may assume in general that a second Hilbert space H ′ is involved and that A : H → H ′ , B : H ′ → H are bounded operators. Our first theorem gives general lower bounds for a n (C ϕ ). Here and in what follows the notation f (n) ≪ g(n) or equivalently g(n) ≫ f (n) means that there is a constant C such that f (n) ≤ Cg(n) for all n in question. (a) If c 0 = 0, then a n (C ϕ ) ≫ r n for some 0 < r < 1. (b) If c 0 = 1, then a n (C ϕ ) ≫ n − Re c 1 −ε for every ε > 0. (c) If c 0 > 1, then a n (C ϕ ) ≫ n −A for some A > 0.
To see that the rate of decay in (b) and (c) is optimal, it suffices to consider the symbol ϕ(s) = s + A for some A > 0. Then C ϕ is a diagonal operator with respect to the orthonormal basis e n (s) := n −s and C ϕ e n = n −A e n , whence a n (C ϕ ) = n −A . The fact that the lower bound in (a) can not be improved, requires a more elaborate argument, to be given in Section 7 below. There we will show that a n (C ϕ ) ≪ r n whenever c 0 = 0 and the closure of ψ(C 0 ) is a compact subset of C 1/2 . We note that similar estimates and other results regarding approximation numbers in the H 2 (D) setting were obtained in [13] , but the contrast between (a) and (b) + (c) has no parallel in the theory of composition operators on H 2 (D). We may compare the preceding argument regarding diagonal operators with its parallel for the classical Hardy space H 2 (D). The monomials z n constitute a similar canonical basis for H 2 (D), and for ϕ(z) = rz, C ϕ is a diagonal operator with respect to this basis. We get that a n (C ϕ ) = r n−1 , and this shows that the general lower bound a n (C ϕ ) ≫ r n found in [13] is best possible. We see that, in contrast, the approximation numbers of diagonal composition operators with respect to (e n ) decay relatively slowly.
As suggested by Theorem 1.2, c 0 = 0 represents the most interesting and delicate case because a variety of different rates of decay of a n (C ϕ ) may occur. We will give a simple example showing that we may have a bound as in part (c) of Theorem 1.2 even when c 0 = 0 and ϕ(C 0 ) is "large" but restricted in the sense that ϕ(C 0 ) ⊂ C θ for some θ > 1/2. But our main concern will be to reveal the relevance of the complex "dimension" of the symbol ϕ. We will make sense of this by restricting to Dirichlet series of the form
where d can be a positive integer or d = ∞ and the positive integers q j ≥ 2 are independent. If we set q = (q j ) and use multi-index notation, then this means that any integer n can be written as n = q α for at most one multi-index α. For example, q 1 = 2 and q 2 = 6 are independent. The canonical example of an infinite collection of independent integers is the set of prime numbers. An essential characteristic of a symbol of this kind, is the number
In view of the Gordon-Hedenmalm theorem (Theorem 1.1), the independence of the q j , and Kronecker's theorem (see [9] ), C ϕ is bounded if and only if κ(ϕ) ≥ 1/2. If κ(ϕ) = 1/2, then C ϕ is compact if and only d > 1, as was proved independently in [2] and [9] . Moreover, under the same assumption that κ(ϕ) = 1/2, it was shown in [9] that C ϕ is in the Schatten class S 4 when d = 2 and that C ϕ belongs to S 2 if and only if d > 2. Thus we have a n (C ϕ ) ≪ n −1/4 for d = 2 and a n (C ϕ ) ≪ n −1/2 for d > 2. Our next result improves these estimates and gives best possible d-dependent upper and lower bounds, up to a factor (log n)
be a symbol such that the positive integers q j ≥ 2 are independent, c q j = 0 for 1 ≤ j ≤ d, and κ(ϕ) = 1/2.
Part (b) of Theorem 1.3 shows that there exists a map ϕ that touches the vertical line σ = 1/2 smoothly, but still the associated composition operator C ϕ belongs to all the Schatten classes S p . Theorem 1.3 suggests that the most important issue is not the smoothness of ϕ but rather how "frequently" the curve t → ϕ(it) gets close to the vertical line σ = 1/2. This statement will become precise as soon as we have transformed ϕ into a function on the polydisc D d via the so-called Bohr lift. Most of our estimates and, in particular, the entire proof of Theorem 1.3 rely on a general method, applicable in the context of Hilbert spaces of analytic functions. These techniques for estimating approximation numbers are not new; they can be found in the proofs of Proposition 6.3 in [13] (lower bounds) and in Theorem 2.3 and Theorem 3.2 in [14] (respectively upper and lower bounds). As in the closely related paper [20] , we have tried in what follows to emphasize the generality of the ideas involved in this method.
The techniques developed to prove Theorem 1.3 will give a few other results as well. First, we will obtain an analogue of MacCluer's compactness condition in terms of vanishing Carleson measures in the special case when c 0 = 0 and the symbol ϕ is bounded. Second, we will establish a transference principle, showing that symbols of composition operators on H 2 (D), via left and right composition with two fixed conformal maps, give rise to composition operators on H 2 , such that estimates for the approximation numbers carry over from H 2 (D). Consequently, using results from our recent paper [20] , we may construct explicit examples of composition operators on H 2 with approximation numbers with essentially any prescribed sub-exponential decay. The most precise result in this direction is obtained in the case of slow decay:
when n → ∞.
Theorem 1.4 says that we may prescribe any slow rate of decay (a negative power of log n or slower) and find an admissible symbol ϕ such that the approximation numbers a n (C ϕ ) descend accordingy. A particular consequence is that there exist compact composition operators on H 2 belonging to no Schatten class S p , p < ∞. The search for composition operators on H 2 (D) with this property began with a question of Sarason, followed by Carroll and Cowen's affirmative answer [8] .
To close this introduction, we give a brief overview of the subsequent sections of the paper. We have in the next section collected some background material about the space H 2 , Carleson measures and interpolating sequences, and approximation numbers. This section also contains Bayart's characterization of the spectrum of C ϕ and a classical lemma of Weyl. In Section 3, we use Harnack's inequality to obtain the desired adjustment of the Gordon-Hedenmalm theorem. Section 4 presents the general method based on reproducing kernels and MacCluer's compactness condition. To obtain more quantitative applications of the general method, we need precise estimates of solutions to the interpolation problem associated with these reproducing kernels. Section 5 contains the required result; it is based on a technique from [23] We close the paper in Section 10 with some remarks intended to summarize the state of affairs concerning compact composition operators on H 2 and to address some interesting challenges for future investigations.
Preliminaries

Basic facts about H
2 . The space H 2 was introduced and studied in [12] . As is readily seen, the reproducing kernel K w of H 2 is K w (s) = ζ(s+w), where ζ is the Riemann zeta-function. We have
for every f in H 2 with C an absolute constant. The embedding inequality [16] , [12, Theorem 4.11] (3)
which holds for every f in H 2 and an absolute constant C independent of τ , gives additional information about the boundary behavior of f in C 1/2 . It is implicit in this statement that the nontangential boundary limit f (1/2 + it) exists for almost every t. Indeed, the embedding inequality shows that 1 f (s)/s is in the ordinary Hardy space H 2 (C 1/2 ), which is defined as the set of functions h analytic in C 1/2 for which
Every h in H 2 (C 1/2 ) has a nontangential boundary limit at almost every point of the vertical line σ = 1/2, and the corresponding limit function 
It was proved in [12] that H ∞ is the multiplier algebra of Ht. Here we will only need the simple fact that f H 2 ≤ f H ∞ , which is a direct consequence of a classical theorem of Carlson [5] .
We will resort to the so-called Bohr lift in the following special situation. Suppose we are given a finite sequence q = (q 1 , . . . , q d ), where the d positive integers q j are independent. Let α = (α 1 , . . . , α d ) be a multi-index with α 1 , . . . , α d nonnegative integers; to signify this, we write α ≥ 0. Consider the subspace of H 2 spanned by the basis vectors e n (s) = n −s for which n = q α for some multi-index α. Then this subspace is mapped isometrically, via 
What was just said, makes sense also if d = ∞ and w is a sequence in 
for every f in H. The smallest possible C in this inequality is called the Carleson norm of µ with respect to H. We denote it by µ C,H and declare that µ C,H = ∞ if µ fails to be a Carleson measure for H.
If the linear functional of point evaluation is bounded at some point z in Ω, then H has a reproducing kernel K H z at that point, meaning that K H z is an element in H with the property that f (z) = f, K H z H for very f in H. Let Ω 0 denote the subset of Ω consisting of points at which H has a reproducing kernel. We then say that a sequence Z = (z j ) of distinct points z j in Ω 0 is a Carleson sequence for H if the measure
. We will need the following dual statement about Carleson sequences in terms of the reproducing kernels.
whenever (7) holds. The smallest C with this property is denoted by M H (Z), and we call it the constant of interpolation. It follows that an interpolating sequence for H is in particular a Carleson sequence for H. We have again a dual statement involving reproducing kernels.
for every finite sequence of complex numbers (b j ).
This reformulation is classical and seems to have been observed first by Boas [3] .
2.3.
Carleson measures and interpolating sequences for H 2 spaces. We now restrict our attention to the three spaces H 2 (D), H 2 (C 1/2 ), and
We will now state two classical results about Carleson measures and interpolating sequences, and discuss the simplest connections between the three different settings.
We begin with Carleson's characterization of Carleson measures for H 2 on half-planes and discs [7] . To state this result, we introduce the following terminology. A closed square Q in C 1/2 with one of its sides lying on the vertical line σ = 1/2 is called a Carleson square; the side length of Q is denoted by ℓ(Q). Likewise, a set of the form
is declared to be a Carleson square in D, and we set ℓ(Q(r 0 , t 0 )) := 1 − r 0 .
Theorem 2.1 (Carleson's theorem).
Let µ be a nonnegative Borel measure on C 1/2 or D and let H be respectively either
where the supremum is taken over all Carleson squares
We do not have a complete characterization of Carleson measures for H 2 , but there is a simple relation to H 2 (C 1/2 ) when µ is supported on a compact set.
Lemma 2.3. If µ is a Carleson measure for
where C is an absolute constant.
Proof. Let f be an arbitrary vector in H 2 . Setting F (s) = f (s)/s, we have, by our assumption on µ,
By the embedding inequality (3), we have
We turn next to the description of interpolating sequences for H 2 (C 1/2 ) (see [17, pp.156-158] ). The pseudohyperbolic distance between two points s and w in C 1/2 is
; the separation constant of S is
and we say that S is separated if η(S) > 0. We also need the quantity
which yields a more severe notion of separation. The following theorem was obtained from Carleson's work [5] by Shapiro and Shields [24] . See also [17, p. 261 ].
Theorem 2.2 (Shapiro-Shields's theorem).
A sequence S of distinct points in C 1/2 is an interpolating sequence for
Moreover,
Here the estimate
is obtained from a duality argument that can be found in [22, p. 227 
is a consequence of the fact that the product of a normalized reproducing kernel at s and a Blaschke product has the largest possible modulus at s among unit vectors that are divisible by that particular Blaschke product.
Sometimes it will suffice to use the crude estimate
which is a consequence of the elementary inequality
In Section 5, we will prove an analogue of Lemma 2.3 for interpolating sequences. The lemma established in Section 5 is a considerably more difficult result than Lemma 2.3.
Finally, we introduce
which is the Möbius map of D onto C 1/2 .
Lemma 2.4. For an arbitrary sequence of distinct points Z in D, we have
Proof. Since
by (11) and the definition of b j . We can thus find f in
2.4. Bernstein numbers. We will make use of the following general characterization of nth approximation numbers.
Lemma 2.5. Let T be a bounded operator on a Hilbert space H. Then
The proof is elementary and can be found in [19] . The number defined by the right-hand side of (12) is called the nth Bernstein number of T .
One may use Lemma 2.5 to establish lower bounds for a n (T ). The efficiency of this method depends on whether a good choice of E can be made. In our case, when T = C * ϕ , we will take advantage of the relation
which holds for every point a in C 1/2 . Similarly, when ϕ is as in Theorem 1.3 with Bohr lift given by (5),
, as a consequence of the easily verified relation
for n = 1, 2, . . .. In either case, we will choose E as a linear span of a suitable finite sequence of reproducing kernels or, more generally, of linear combinations of reproducing kernels. To succeed with this approach, we need precise results about Carleson measures and interpolating sequences.
2.5. Bayart's theorem on the spectrum of compact composition operators. In [2, Theorem 4], Bayart gave the following general description of the spectrum Spec(C ϕ ) of compact composition operators on H 2 .
When c 0 ≤ 1, Bayart's theorem will lead to nontrivial estimates for a n (C ϕ ) thanks to the following classical lemma of Weyl [4, p. 157] .
Lemma 2.6 (Weyl's lemma). Let (a n ) be the sequence of approximation numbers of a compact operator T on a Hilbert space H, and let (λ n ) be the sequence of nonzero eigenvalues of T , arranged in descending order. Then
Weyl's lemma was used in a similar context in [13] .
3. Range and convergence of the Dirichlet series ψ in Theorem 1.1
We recall the necessary and sufficient condition for boundedness of C ϕ given in the original theorem of Gordon and Hedenmalm [11] : We may write
where c 0 is a nonnegative integer and ψ is an analytic function in C 0 that can be represented by a convergent Dirichlet series in some half-plane C σ 0 . Moreover, ϕ has the following mapping properties:
We will prove that this condition implies the condition stated in Theorem 1.1.
To begin with, we note that if the function ψ is nontrivial and the above condition (b) holds, then ψ also maps C 0 to C 0 . Indeed, if ϕ(C 0 ) ⊂ C 0 , then c 0 s + ψ(s) is a Herglotz function in C 0 , which in particular means that ψ can be expressed as a Poisson integral of a nonnegative measure along the imaginary axis and so ψ(C 0 ) ⊂ C 0 whenever this measure is nontrivial [10, p. 17] . We note that this implication concerning the mapping property of ψ was also proved in [11, Proposition 4.3] by a different argument.
The remaining issue is to show that the condition above implies uniform convergence in C 0 of the Dirichlet series representing ψ. To this end, we observe first that this Dirichlet series will be uniformly bounded in every half-plane C θ when θ > σ 0 + 1. We fix such an abscissa θ and choose any number 0 < α < 1. Then the function ψ α is analytic in C 0 and has the property that |ψ(s)| α ≤ c Re[ψ(s] α for a constant c that only depends on α. Given any s = σ + it in C ε , we can now apply Harnack's inequality to the positive harmonic function u := Re ψ α at the points σ + it and θ + it. Indeed, the same Herglotz formula as above gives u(σ + it) ≤ (θ/σ)u(θ + it) if 0 < σ ≤ θ and t ∈ R. This implies that ψ α and hence ψ is uniformly bounded in C ε . By a classical theorem of Bohr [3] , it follows that the Dirichlet series representing ψ converges uniformly in every half-plane C ε .
We note that this argument establishes a result of independent interest in the general theory of Dirichlet series. We state it as a separate theorem: Theorem 3.1. Suppose that ψ is analytic with no zeros in C 0 and that the harmonic conjugate of log |ψ| is bounded in C 0 . If ψ can be represented as a convergent Dirichlet series n c n n −s in some half-plane C σ 0 , then this Dirichlet series converges uniformly in C ε for every ε > 0.
4.
, and we may represent it by a boundary function Φ * on T ∞ . A key point is the following lemma.
Proof. We need to verify that f (Φ * (z)) is the boundary function of the Bohr lift of C ϕ f . It is obvious that the boundary function of Φ j is (Φ * ) j and therefore n −Φ * is the boundary function of n −Φ by a Taylor expansion of n −s . Thus the result holds for Dirichlet polynomials. By the Gordon-Hedenmalm theorem, this means that the pullback measure
Since the integral on the right-hand side can be rewritten in terms of this Carleson measure and the set of Dirichlet polynomials is dense in H 2 , the result follows.
To obtain more quantitative information from Lemma 4.1, we introduce for every compact subset Ω of C 1/2 a nonnegative Borel measure µ ϕ,Ω on C 1/2 by the requirement that
With Ω, we associate the number θ := inf{Re s : s ∈ Ω} > 1/2; with any sequence s 1 , . . . , s n−1 of n − 1 not necessarily distinct points such that Re s j ≥ θ, we associate the finite Blaschke product
which has modulus ≤ 1 on Ω and modulus 1 on the vertical line Re s = 1/4 + θ/2 < θ. Such a function B will be said to be a Blaschke product adapted to Ω.
Suppose next that S = (s j ) is a sequence of n points in C 1/2 such that Φ −1 (S) ⊂ D ∞ ∩ℓ 2 . For every finite sequence of distinct points Z in Φ −1 (S), we define (a) Let Ω be a compact subset of C 1/2 , suppose that θ := inf{Re s : s ∈ Ω} > 1/2, and let B be an arbitrary Blaschke product of degree n − 1 adapted to Ω. Then
(b) Let S and Z be finite sets in respectively C 1/2 and D ∞ ∩ ℓ 2 such that Φ(Z) = S and S has cardinality n. Then
Proof. We begin with part (a), and for that purpose use the following rank n − 1 operator. Let B be an arbitrary finite Blaschke product of degree n − 1 as defined in (17) . We let H 2 B be the subspace of functions f in H 2 that are divisible by B. This means that if s j is a zero of B of order m, then any f in H 2 B has a zero at s j of order at least m. Let P B denote orthogonal projection from
We set R n−1 := C ϕ P B f and note that this is an operator of rank at most n − 1. By the definition of the nth approximation number a n (C ϕ ), we have
Let f be an arbitrary function in H 2 . Then g := f − P B f is in H 2 B and B −1 g has the same supremum as g in C 1/4+θ/2 by the maximum modulus principle. Since this supremum coincides with the supremum on the vertical line σ = 1/4 + θ/2 and |B(s)| = 1 on this line, we therefore get
In the last step, we used the pointwise estimate (2) as well as the relation g H 2 ≤ f H 2 . We finally apply Lemma 4.1 to compute the norm of C ϕ g = (C ϕ − R n−1 )f and note that the desired estimate follows if we use (19) when Φ * (z) is in Ω, and the definition of µ Φ,Ω for other z, again taking into account that g H 2 ≤ f H 2 .
We now turn to part (b). We will apply Lemma 2.5 and prepare for this by choosing an appropriate space E. For every s j in S, we set
and define the n-dimensional space E = span{g 1 , ..., g n }.
Note that by (14) and the definition of N φ (s j ; Z) we have C * ϕ g j = K s j . According to Lemma 2.5, we have a n (C ϕ ) ≥ inf
from respectively Lemma 2.1 and Lemma 2.2, we therefore arrive at part (b).
We refer to [20] , where similar estimates were established in the classical setting of H 2 (D). In [20] , we emphasized the point that in the proof of both inequalities we employed finitedimensional model subspaces. This is another way of saying that the finite-dimensional spaces involved are spanned by reproducing kernels. for some fixed ξ, where 1/2 < θ n = 1/2 + ε n < ξ and ε n → 0. We consider the compact set Ω = ϕ(C 0 ) ∩ {s : Re s ≥ θ n } and note that B is a Blaschke product adapted to Ω. If s is in Ω, then 2 Re s − ε n − 1 ≥ ε n . Hence, using (9), we find that
for some constant C. If we for instance choose θ n = 1/2 + 1/ √ n, then the first term on the right-hand side of part (a) of Theorem 4.1 will tend to 0 because ζ(1/2 + θ n ) ≪ √ n.
We have therefore proved the sufficiency of the following condition for compactness. 
According to standard terminology, the corollary says that C ϕ is compact if and only if the pullback measure m ∞ • (Φ * ) −1 is a vanishing Carleson measure on C 1/2 . This kind of condition for compactness was first found by MacCluer for H p of the ball in C n [15] . The argument giving the necessity of the condition in Corollary 4.1 uses reproducing kernels in exactly the same standard manner as in [15] . We therefore omit this part of the proof.
4.3.
A general lemma. The presence of the term c 0 s in ϕ(s) is an obstacle for transferring our analysis to D ∞ when c 0 ≥ 1. However, staying in the half-plane C 1/2 , we obtain the following general scheme which will turn out to be useful. The proof is exactly as the proof of part (b) of Theorem 4.1 and is therefore omitted. 
.
Interpolation with estimates from solutions of the ∂ equation
The following is a key lemma that will be used several times throughout this paper. Here we use the notation S R for the subsequence of points s j from S that satisfy | Im s j | < R.
Lemma 5.1. Suppose S = (s j = σ j + it j ) is an interpolating sequence for H 2 (C 1/2 ) and that there exists a number θ > 1/2 such that 1/2 < σ j ≤ θ for every j. Then there exists a constant C, depending on θ, such that
whenever R ≥ θ + 1.
Thus we need to show that the interpolation problem F (s j ) = a j for |t j | < R has a solution F in H 2 satisfying
whenever the admissibility condition
is satisfied. It was shown in [18] that the interpolation problem is solvable, but this result does not give the precise estimate stated in (21) . To obtain this quantitative result, we will use a technique introduced in [23] . We now give a brief summary of this method.
so that by the Plancherel identity f H 2 (C 1/2 ) = ϕ 2 . By an appropriate discretization of the integral in this representation, we obtained in [23] the following lemma. 
enjoys the estimate
To introduce the second essential ingredient in our solution method, we set
for positive numbers R and τ . Lebesgue area measure on C is denoted by ω. The following simple lemma is again from [23] . 
solves ∂u = g in C 1/2 with bounds u ∞ ≤ cε log R for an absolute constant c (independent of R) and
It follows that (23) sup
for an absolute constant c ′ . Let now B be a Blaschke product associated with the sequence S R ; this is now a Blaschke product in the half-plane C 1/2 . We fix a smooth function Θ on the closed half-plane σ ≥ 1/2 with the following properties: Θ is supported on Ω(R + 2, θ + 2) such that Θ(s) = 1 for s in Ω(R + 1, θ + 1) and |∇Θ| ≤ 2. For a given positive integer N, we set E N (s) = N −s+1/2 and define a linear operator T N on E N H 2 (C 1/2 ) as follows. First note that, by a change of variable, the elements f of that space all have the form
Set Φ = f − F , where F is as in Lemma 5.2, and let u denote the solution from Lemma 5.3 to the equation
We will also need to consider the following extension of T N . LetT N be the operator from The following estimates are crucial.
Lemma 5.4. We have the norm estimates
where C is a constant depending on θ.
Proof. We begin by showing that |B(s)| is bounded below by c[δ(S)]
2 for a suitable c when ∇Θ(s) = 0. To see this, we choose r j = min(σ j − 1/2, 1)δ(S)/4 and observe that
when |s − s j | = r j since B(s)(s + s j − 1)/(s − s j ) is a Blaschke product with modulus at least δ(S) at s j and gradient at most 1/(Re s − 1/2). It follows that
when |s−s j | = r j . We now set ∆ j = {s : |s−s j | ≤ r j } and see that in fact |B(s)| ≥ c[δ(S)] 2 on C 1/2 \ j ∆ j by the minimum modulus principle. Since ∇Θ(s) ≡ 0 on every disc ∆ j , the claim follows. The difference between the two cases is that if Φ is constructed from (25) , then
while if, on the other hand, Φ is constructed from (24), then
both estimates follow directly from Lemma 5.2, the lower bound just established for |B(s)|, and our assumptions on Θ and S. Using again the estimate from Lemma 5.2 as well as (23) and the assumption that R ≥ θ + 1, we therefore get respectively
for a constant C depending on θ.
Proof of Lemma 5.1. As noted above, it is enough to prove that F (s j ) = a j for |t j | < R has a solution f in H 2 satisfying (21) whenever the admissibility condition (22) is satisfied. By assumption, the interpolation problem f (s j ) = a j for |t j | < R has a solution f in
whenever the sum on the right-hand side is finite. By our estimate of M H 2 (C 1/2 ) (S) from below in Theorem 2.2, it is therefore enough to show that, given an arbitrary f in H 2 (C 1/2 ), we may find a solution F in H 2 to the interpolation problem F (s j ) = f (s j ) such that
for a positive constant C. Let N be a positive integer to be determined later. Set f 0 = f , f 1 =T N f 0 , and Proof. The Dirichlet polynomial χ will be of the form χ(s) = c 1 + c 2 2 −s for suitable c 1 , c 2 .
this is possible since by assumption ξ is in C 1/2 . Take any c 1 such that |ξ − c 1 | = ε and choose c 2 = (ξ − c 1 )2 γ . By construction, we have χ(γ) = ξ and also
We observe that χ maps C 0 into C 1/2 because
We now turn to the proof of part (a) of Theorem 1.2. Since ϕ is assumed to be nonconstant, we may fix a point ξ in C 1/2 such that ϕ ′ (ξ) = 0. Set γ = ϕ(ξ) and ψ = χ • ϕ, where χ is as in Lemma 6.1. We have
The ideal property of approximation numbers gives that (29) a n (C ψ ) ≤ C χ a n (C ϕ ).
Since C ψ = C ϕ • C χ , this implies that it suffices to establish the lower bound r n ≪ a n (C ψ ). We set λ = ψ ′ (ξ) and note that 0 < |λ| < 1 since ξ is a fixed point of ψ, which is not an automorphism of C 1/2 . We now invoke Bayart's theorem (Theorem 2.3) and Weyl's lemma (Lemma 2.6) which together give
Replacing n by 2n, we obtain
a j ≤ a n 1 a n n .
Taking nth roots, we get a n ≥ a
6.2. Proof of part (b) of Theorem 1.2. Let a n and λ n be respectively the nth approximation numbers and the eigenvalues of C ϕ , the latter arranged in descending order. We set γ 1 = Re c 1 and use Bayart's theorem (Theorem 2.3) and Weyl's inequality (Lemma 2.6):
Replacing n by Nn, where N is a positive integer larger than 1, we obtain
Taking (N − 1)nth roots, we get a n ≥ a
This gives the desired result since we may choose N such that (1 − 1/N) −1 γ 1 ≤ γ 1 + ε for any given ε > 0.
6.3. Proof of part (c) of Theorem 1.2. Note that Bayart's theorem is of no help when c 0 > 1 since then the spectrum is just {0, 1}.
We will apply Lemma 4.2, and we therefore need to find appropriate sequences S and S ′ . We begin by choosing a number σ 0 > 1/2 and set s 
We also have Re ϕ(
From (9), we therefore get
Since S is both separated and a Carleson sequence for H 2 (C 1/2 ), it is an interpolating sequence for H 2 (C 1/2 ) in view of Shapiro-Shields's theorem (Theorem 2.2). We may now restrict to a finite subsequence S ′ n of S ′ consisting of n points with imaginary parts bounded in modulus by an/2 and accordingly set S n = ϕ(S We first consider the case when c 0 = 0 and the closure of ϕ(C 0 ) is a compact subset of C 1/2 . Setting Ω = ϕ(C 0 ), we obtain µ Φ,Ω = 0, and it suffice to take any point s 0 in Ω and
This means that |B(s)| ≤ r n−1 , where
and hence a n (C ϕ ) ≪ r n by part (a) of Theorem 4.1. This example shows that part (a) of Theorem 1.2 is best possible.
7.
2. An example of restricted range and a n (C ϕ ) ≫ n −A . We assume again that c 0 = 0. Following [9] , we say that C ϕ has restricted range if ϕ(C 0 ) ⊂ C θ for some θ > 1/2. A simple argument of Bayart [1, Theorem 21] shows that C ϕ belongs to the HilbertSchmidt class S 2 whenever C ϕ has restricted range. We will now give an example showing that, for every θ > 1/2, we may have both ϕ(C 0 ) ⊂ C θ and a n (C ϕ ) ≫ n −A . This means that Bayart's result is essentially best possible, and we conclude that there is a significant difference between restricted range and compact range.
We consider the map We begin by choosing
with −n/2 < j ≤ n/2. We obtain the explicit estimate
for Z = (z j ) and an arbitrary Carleson square Q in D. Thus Carleson's theorem (Theorem 2.1) gives that υ Z C is bounded by a constant independent of n. Writing z j = r n e iθ j with r n = e −n −2 and θ j = −n −1 − jn −2 , we get the explicit expression (30)
In particular, we find that
by our assumption on the arguments θ j . Hence there are constants c and τ independent of n, such that the points s j are contained in Ω(cn, τ ). In addition, we infer from (30) that there is a constant δ independent of n such that | Im s j − Im s k | ≥ δ whenever j = k. Therefore, µ ϕ(S) is a Carleson measure, and by Shapiro-Shields's theorem (Theorem 2.2), the sequence (ϕ(s j )) is an interpolating sequence for H 2 (C 1/2 ) with constant of interpolation bounded by a constant independent of n. Using Lemma 5.1, we see that we have obtained estimates from below for each of the three factors on the right-hand side of part (b) of Theorem 4.1 which enable us to conclude that a n (C ϕ ) ≫ n −A for some positive A. Note that when Re c 1 = 1/2, we have
which means that C ϕ fails to be compact by Bayart's necessary condition for compactness [2] .
8. Proof of Theorem 1.3
8.1.
Reduction to the case of real coefficients. We begin by observing that it is enough to consider the case when c 1 is real and the c q j are negative. To this end, we set
We define two unitary operators U 1 and U 2 on H 2 in the following way. First, we require U 1 e n := n i Im c 1 e n . Second, we set
and require U 2 e n := λ α e n , whenever n = q α for some multi-index α; e n , otherwise.
We observe that C ϕ = U 2 C ϕ 0 U 1 which means that a n (C ϕ 0 ) = a n (C ϕ ) since, by the ideal property (29), approximation numbers are preserved under unitary transformations. Henceforth it is assumed that c 1 > 0 and c q j < 0 for 1 ≤ j ≤ d.
8.2.
Proof of the estimate from below in Theorem 1.3. We retain the notation and terminology from Subsection 2.1. Our plan is to use part (b) of Theorem 4.1. We begin by choosing the sequence S. Given a positive integer n, we choose n points
Here ν is a positive number, independent of n, to be determined below. We set S := (s j ) and obtain from (9): 
β for every j. Since we want to have Φ(z β (s j )) = s j , we need to require
and this must be consistent with the a priori restriction |z
β (s j )| < 1. Using the assumption on Φ, we infer that
from which it follows that
Moreover, a computation shows that
Since the last term on the right-hand side is bounded by a constant times n −2 , independently of β, we obtain
when ν is large enough, where c is a constant independent of β and n. This requirement determines the value of ν and ensures that we have both z β in D d and Φ(z β (s j )) = s j . It is now immediate that
for a positive constant c depending only on ν. In view of part (b) of Theorem 4.1, it remains only to check that υ Z C is bounded independently of n. This is most easily done via an estimation using reproducing kernels.
Observe that we may write
This implies that
If we fix all integers in the index β except β ℓ , 2 ≤ ℓ ≤ d, then we obtain a sequence
These sequences Z ℓ are in fact the same for 2 ≤ ℓ ≤ d. By explicit computation, we obtain an absolute upper bound υ Z ℓ C ≤ 2/π. Iterating Lemma 2.1 d − 1 times, we therefore get
with C a constant independent of n. The latter sum involves
Thanks to (33) and the left inequality in (34), the Carleson norms υ Z β C can be estimated explicitly. In particular, we infer that these norms are bounded independently of β and n. Hence we obtain the desired estimate
if we apply Lemma 2.1 to each term in the sum on the right-hand side of (35) and use the right inequality in (34).
8.3.
Proof of the estimate from above in Theorem 1.3. In the proof of the estimate from above, the following elementary lemma will be useful. 
Proof. We write
Using the assumptions on t and σ, we get
and the result follows with c = 2/(3C + 2).
We will now prove the estimate from above in part (a) of Theorem 1.3. We will first assume that d is finite. The Bohr lift Φ of ϕ will therefore be a function on D d . Since Φ is just a linear function, we may consider Φ as a function on C d and, in particular, Φ * = Φ on T d . Our plan is to use part (a) of Theorem 4.1. To this end, we choose θ := 1/2 + 2ρ 2 n −2 (log n) 2 ,
where ρ > 0 is a (numerical) parameter to be chosen later, and
Observe that the Blaschke product B is adapted to Ω for n large enough. To ease the exposition, we write Φ(z) = c 1 + u + iv. Since κ(ϕ) = 1/2, we have |u + iv| ≤ c 1 − 1/2 =: δ and therefore
for a constant C depending on the coefficients c q j . This means that
If we now set σ + it = Φ(z) − 1/4 − θ/2 and ε = ρn −1 log n − ρ 2 n −2 (log n) 2 , then it now follows from Lemma 8.1 that
and n is sufficiently large. We therefore find that
Thus if we choose ρ so that 2 − 2cρ < 1 − d, i.e. ρ > (d + 1)/(2c), then the first term on the right-hand side of part (a) of Theorem 4.1 can be ignored, and it remains only to estimate µ Φ,Ω C . Since µ Φ,Ω is supported on a bounded set, it suffices to show that µ Φ,Ω is a Carleson measure for H 2 (C 1/2 ) with
cf. Carleson's theorem (Theorem 2.1). In fact, since µ(C 1/2+2ρ 2 n −2 (log n) 2 ) = 0, we only need to estimate µ Φ,Ω (Q) for Carleson squares Q of side length at most 2ρ 2 n −2 (log n) 2 . The following lemma yields the desired estimate (38) and finishes thus the proof of part (a) of Theorem 1.3. Lemma 8.2. There exists a constant C, depending only on ϕ, such that if Q is a Carleson square in C 1/2 of side length ε ≤ 2ρ 2 n −2 (log n) 2 , then
Proof. We assume that Φ(z) is in the given Carleson square Q of side length ε. We write z (j) = e iθ j with |θ j | ≤ π, so that
This means that there exists a constant c depending on the coefficients c q j such that |θ j | ≤ cε 1/2 . Therefore, setting
there exists another positive constant c ′ such that
, and it suffices therefore to estimate m d (R(ε, Q)). To this end, we observe, using once more (39), that we have z in R(ε, Q) if and only if z is in K(ε) and
From this we infer that for any fixed value of the (d−1)-tuple (θ 2 , . . . , θ d ), the first argument θ 1 must be restricted to an interval of length a constant (depending on the coefficients c q j ) times ε. By Fubini's theorem, it follows that
Finally, we consider the case when d = ∞. The first part of the argument that leads to (37), remains the same. By choosing ρ sufficiently large, we see that this term decays as n −A for arbitrary A > 0. As to the estimate of µ Φ,Ω C , the only difference is that the bound in Lemma 8.2 can be obtained with an arbitrary positive integer m in place of d.
To get this bound, we replace the set K(ε) in the proof of Lemma 8.2 by
This modification of the preceding proof shows that we have a n (C ϕ ) ≪ (n/ log n)
for every positive integer m, whence part (b) of Theorem 1.3 follows.
9.
A general transference principle and proof of Theorem 1.4
We will now study a recipe for transferring a general composition operator on H 2 (D) to a composition operator on H 2 . The main point will be to show that decay rates for approximation numbers are preserved or at least not perturbed severely under this transference. Theorem 1.4 will be shown to be a consequence of this principle.
In what follows, we will again use the Möbius transformation
which maps D conformally onto C 1/2 . We will also write .
Using the embedding inequality (3) as in the proof of Lemma 2.3, we deduce that the composition operator defined by the formula C T (f ) := f • T is a bounded operator from H 2 (D) to H 2 . Similarly, we can define a (non-surjective) isometry C I : H 2 (D) → H 2 by setting C I f (s) := f (I(s)). If ω is an analytic self-map of D, we define an analytic map ϕ : C 0 → C 1/2 by the formula ϕ := T • ω • I, which implies C ϕ = C I • C ω • C T . Note that the Dirichlet series ϕ is then the symbol of a bounded composition operator C ϕ on H 2 with c 0 = 0. By the ideal property of approximation numbers and their preservation under left multiplication by isometries, we immediately get a n (C ϕ ) = a n (C ω • C T ) ≤ C T a n (C ω ).
We have thus proved the easiest of the two inequalities of the following theorem. ≤ a n (C ϕ ) ≤ C T a n (C ω ).
In particular, C ϕ is compact as soon as C ω is compact.
Proof. The proof is a matter of combining estimates that we have already made. Finally, we use Lemma 5.1 and Lemma 2.4 to see that
A for positive constants C and A depending only on ω. The result follows if we plug the latter two estimates into (40).
The bound from below in Theorem 9.1 gives a less immediate connection to the approximation numbers of C ω , but we may relate it to the following analogous result for This means that lower bounds obtained from Theorem 9.1 will decay as a fixed power of the bounds extracted from (41). We refer to [20] , where a number of estimates based on (41) are found.
Proof of Theorem 1.4. In the particular case of approximation numbers of slow decay as in part (a) of Theorem 1.1 of [20] , we use sequences Z for which M H 2 (D) (ω(Z)) are bounded independently of Z. Therefore, we obtain exactly the same lower bound, up to a multiplicative constant, for a n (C ω ) and a n (C ϕ ). Since Corollary 1.1 of [20] relies on estimates from part (a) of Theorem 1.1 of [20] , it may be directly transferred to yield Theorem 1.4 of the present paper.
Concluding remarks
The result of the preceding paragraph shows that we may associate composition operators on H 2 (D) with a particularly simple subclass of composition operators on H 2 , namely those for which c 0 = 0 and the Bohr lift is a function of only one variable. Thus, by our transference principle, even this subclass yields a remarkably rich collection of composition operators.
However, the most intriguing aspect of the study of composition operators on H 2 appears to be the interplay between function theory in respectively half-planes and polydiscs, exemplified by Theorem 1.3. Our subject has a completely different flavor when the Bohr lift of the symbol is a function of several variables. Indeed, Theorem 1.3 shows that we may find a function Φ : D ∞ → C 1/2 such that Φ(D ∞ ) touches the vertical line t = 1/2 "parabolically" at 1/2 and still the associated composition operator C ϕ belongs to all Schatten classes S p for p > 0. The problem of estimating the decay of the approximation numbers of composition operators associated with more general classes of maps from D d into C 1/2 , is a matter that awaits further study. In particular, it appears as a challenge to understand more generally the role of the complex dimension d in this context. This should be a question about exploring more deeply the ramifications of Theorem 4.1.
In addition, it would be desirable to have a complete characterization of compactness. One may hope that Corollary 4.1 could be generalized to cover also the case c 0 = 0 with unbounded symbols ϕ, but an obvious obstacle is that we do not know any general characterization of Carleson measures for H 2 .
Acknowledgement
We would like to thank all the staff members of the Centre for Advanced Study at the Norwegian Academy of Science and Letters for their particularly kind and efficient hospitality, and the excellent working conditions offered there.
