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Abstract
Reeb spaces, as well as their discretized versions called Mappers, are common descriptors used in
Topological Data Analysis, with plenty of applications in various fields of science, such as computational
biology and data visualization, among others. The stability and quantification of the rate of convergence
of the Mapper to the Reeb space has been studied a lot in recent works [BBMW19, CMO18, CO17,
MW16], focusing on the case where a scalar-valued filter is used for the computation of Mapper. On the
other hand, much less is known in the multivariate case, where the domain of the filter is in Rd instead
of R. The only available result in this setting [MW16] only works for topological spaces and cannot be
used as is for finite metric spaces representing data, such as point clouds and distance matrices.
In this article, we present an approximation result for the Reeb space in the multivariate case using
a Mapper-based estimator, which is a slight modification of the usual Mapper construction. Moreover,
our approximation is stated with respect to a pseudometric that is an extension of the usual interleaving
distance between persistence modules [CdSGO16]. Finally, we apply our results to the case where the
filter function used to compute the Mapper is estimated from the data. We provide applications of this
setting in statistics and machine learning and probability for different kinds of target filters, as well as
numerical experiments that demonstrate the relevance of our approach.
1 Introduction
The Reeb space and the Mapper are common descriptors of Topological Data Analysis, that can summarize
and encode the topological features of a given dataset using a continuous function, often called filter, defined
on it. As such, both objects have been used tremendously in many different fields and applications of
data science, including, among others, computational biology [CR19, JCR+19, NLC11, RCK+17], computer
graphics [GSBW11, SMC07], or machine learning [BGC18, NLSKK18], and the Mapper has become the
core product of the company Ayasdi1. Mathematically speaking, the Reeb space is a quotient space and the
Mapper is a simplicial complex. Both objects are representatives of the topology of the input dataset, in the
sense that any topological feature that is present in these objects witnesses the presence of an equivalent one
in the input data. Moreover, the Mapper can be thought of as a more tractable approximation of the Reeb
space, which, as a quotient space, might be difficult to describe and compute exactly. In the simpler case
where the filter function is scalar-valued, the Mapper and the Reeb space actually become combinatorial
graphs, which is why they are mostly used for clustering and visualizing data. Actually, even when the filter
is multivariate, i.e., when its domain belongs to Rd with d > 1, it is common to only compute the skeleton
in dimension 1 of the Mapper, so as to make it easy to display and interpret.
In recent works, different notions of stability and convergence of the Mapper to the Reeb space, in the
case where the filter function is scalar-valued, have been defined and studied [BGW14, BBMW19, CMO18,
CO17, dSMP16], under various statistical assumptions on how data is generated. The more general case of
multivariate filter functions is however much more difficult and less understood, since the singular values of
the filter function, which turn out to be critical quantities to look at in the analysis, cannot be ordered easily,
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and as a consequence, the natural stratification of data (that could be derived for scalar-valued functions)
does not extend. The only available result, presented in [MW16], proves an nice approximation result for
continuous spaces, but unfortunately does not apply when data is given as a finite metric space, such as a
point cloud or a distance matrix.
Moreover, many of previously cited works only consider the case where the values of the Reeb filter (either
scalar-valued or multivariate) are known exactly on the data points. This will not be the case if the filter
function is estimated from the data, and thus different from the filter function used to compute the target
Reeb space. This happens tremendously in statistics and machine learning, where the underlying filter is
usually a predictor, that has to be estimated with standard machine learning methods. As explained in
this paper, another interesting example is when the interesting and underlying filter is given by the (scalar-
valued) means, or the (multivariate) histograms, of some conditional probability distributions associated to
each point in the dataset, and that what is given at hand are merely single realizations of these distributions.
Then, the usual way of computing Mappers will clearly not work, especially if these conditional probability
distributions have large variances, since single realizations are not representative at all of the means, or
histograms, of the conditional probability distributions.
Contributions. The contribution of this article is two-fold:
• We first propose an approximation result, Theorem 3.3, of the Reeb space with a Mapper-based
estimator in the general multivariate case. For this, we use a pseudometric which is a slight extension
of the usual interleaving distance between persistence modules [CdSGO16].
• We then use this result in the so-called Stochastic Filter setting, where the filter used to compute the
Mapper is only an estimation (usually computed from a random sample of data) of the target filter used
to compute the corresponding Reeb space. We also provide applications and numerical experiments in
statistics and machine learning, as well as examples in which the standard Mapper fails at recovering
the correct topology of the data, while using our multivariate Mapper-based estimator succeeds at
doing so.
The plan of this article is as follows: in Section 2, we recall the basics of Reeb spaces, Mappers, and we
introduce our associated pseudometric. Then, we show our approximation result in Section 3, and we discuss
the Stochastic Filter setting, with corresponding numerical experiments, in Section 4. Finally, we conclude
and provide future investigations in Section 5.
2 Background on Reeb spaces and Mappers
In this section, we recall the definitions of the Reeb spaces and Mappers (Section 2.1), and we introduce the
distance we use to compare them (Section 2.2).
2.1 Reeb spaces and Mappers
Reeb spaces and Mappers are mathematical constructions that enable to simplify and visualize the various
topological structures that are present in topological spaces, through the lens of a continuous function, often
called filter.
Reeb space. Given a topological space X and a continuous function f : X → Rd, the Reeb space of X
is an approximation of X that preserves its connectivity structures. When f : X → R is scalar-valued, it is
usually called the Reeb graph [Ree46].
Definition 2.1. Let X be a topological space and f : X → Rd be a continuous function defined on it. The
Reeb space of X is the quotient space:
Rf (X ) = X/ ∼f ,
where, for all x, x′ ∈ X , one has x ∼f x′ iif f(x) = f(x′) and x, x′ belong to the same connected component
of f−1(f(x)) = f−1(f(y)).
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Approximation with Mapper. However, the Reeb space is not well-defined when data is given as a
finite metric space, i.e., a point cloud or a distance matrix, in which case all preimages used to compute the
Reeb space are either empty or singletons. To handle this issue, the Mapper was introduced in [SMC07] as
a tractable approximation of the Reeb space. We first provide its definition for continuous spaces.
Definition 2.2. Let X be a topological space and f : X → Rd be a continuous function defined on it.
Moreover, let U be a cover of im(f), that is, a family of subsets {Uα}α∈A of Rd such that im(f) ⊆
⋃
α∈A Uα.
Let V be the cover of X defined as V = {V ⊆ X : ∃α ∈ A s.t. V is a connected component of f−1(Uα)}.
The Mapper of X , f,U is then defined as:
Mf,U (X ) = N (V),
where N denotes the nerve of a cover.
Parameters and extension to point cloud. When data is given as a finite metric space, the connected
components are usually identified with clustering, and the nerve is computed by assessing a non-empty
intersection between several cover elements as soon as there exists at least one point that is shared by all
these elements. In the remaining of this article, we use graph clustering. More precisely we assume that we
have a graph G built on top of our finite metric space, and for each element U of the cover U , we use the
connected components of the subgraph G(U) to compute the Mapper. Here G(U) is defined as:
G(U) = (VU , EU ), (1)
where the vertex set VU is {v ∈ V (G) : f(v) ∈ U} and the edge set EU is {(u, v) : u ∈ VU , v ∈ VU}). When
G is set to be the δ-neighborhood graph Gδ, this amounts to perform single-linkage clustering [MC12] with
parameter δ, and we let Mf,U,Gδ denote the corresponding Mapper for finite metric spaces.
Moreover, it is very usual to define a cover U with hypercubes by covering every single dimension of Rd
with intervals of length r > 0 and overlap percentage g ∈ [0, 1], and then by taking the Euclidean products
of these intervals. Note that r and g are often called the resolution and the gain of the cover respectively.
We let U(r, g) denote this particular type of cover. Note however that this strategy becomes quickly very
expensive, and thus prohibitive, when the dimension d is large. Actually, even for moderate values, i.e.,
d = 10, the computation can become very costly if the resolution is too small or the gain is too large. In
Section 3, we provide alternative and computationally feasible strategies to cover the filter domain using
thickenings of partitions.
It has been shown in recent works [BBMW19, CMO18, CO17, MW16] that the Mapper actually ap-
proximates the Reeb space under various assumptions and metrics when the filter is scalar-valued. In the
next section, we introduce a new distance for multivariate Mappers and Reeb spaces, that we use to show a
similar approximation result in Section 3.
2.2 The max-bottleneck distance
In this article, we compare Mappers and Reeb spaces with the max-bottleneck distance dMB , that we now in-
troduce. Its definition is based on category theory and particular persistence modules that we call anchored
persistence modules.
Categories and Functors. A category is an algebraic structure containing objects and morphisms or
arrows between them. Among the various categories that have been defined in the literature, three are of
particular interest in this article: the category Open(Rd) of open sets in Rd, where the morphisms are the
inclusion maps U → V ⇔ U ⊆ V , the category Vect of vector spaces with linear maps, and the category
Top of topological spaces with continuous functions. A functor between two categories is a function F that
maps any object (resp. morphism) of the first category, to an object (resp. morphism) of the second one. For
instance, the homology functor H∗ is a functor between Top and Vect. The max-bottleneck distance uses
the following functor representations of Reeb spaces and Mappers, that are very similar (and were inspired
from) the ones in [dSMP16, MW16].
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Definition 2.3. The functor representation of a Reeb space Rf (X ) is the functor FX ,f : Open(Rd)→ Vect,
which sends each object U ∈ Rd to FX ,f (U) = H0(f−1(U)), and each morphism U ⊆ V to the morphism
induced by the inclusion f−1(U) ⊆ f−1(V ).
Let U be a cover of im(f). Let N (U) be the nerve of U , and, for each σ = {Uα1 , · · · , Uαp} ∈ N (U), let
Uσ = ∩pi=1Uαi . The functor representation of the Mapper Mf,U (X ) is the functor FX ,f,U : Open(Rd) →
Vect, which sends each object U ∈ Rd to FX ,f,U (U) = H0(f−1(∪σ∈KUUσ)), where KU = {σ ∈ N (U) :
Uσ ∩ U 6= ∅}, and each morphism U ⊆ V to the morphism induced by the inclusions KU ⊆ KV and
f−1(∪σ∈KUUσ)) ⊆ f−1(∪σ∈KV Uσ)).
The max-bottleneck distance actually compares these functor representations by looking at their associ-
ated anchored persistence modules.
Definition 2.4. Let U be an open set of Rd. The anchored persistence module associated to U , denoted
by ΦU,F , is comprised of the indexed family of vector spaces {F (Uα)}α≥0, where F is a functor between
Open(Rd) and Vect and Uα is the α-thickening of U defined with Uα = {x ∈ Rd : ‖x − U‖ < α}, and of
the doubly-indexed family of linear maps {φβα : F (Uα)→ F (Uβ)}α≤β induced by the inclusions Uα ⊆ Uβ.
Note that anchored persistence modules are persistence modules in the sense of [CdSGO16], that is, one
has φγα = φ
γ
β ◦φβα for any α ≤ β ≤ γ. The max-bottleneck distance looks at the possible interleavings between
anchored persistence modules:
Definition 2.5. Let  > 0, U be an open set of Rd and ΦU,F and ΦU,G be the corresponding anchored
persistence modules with functors F and G, and linear maps φβα and ψ
β
α respectively. One says that ΦU,F
and ΦU,G are -interleaved, if there exist linear maps aα : F (U
α) → G(Uα+) and bα : G(Uα) → F (Uα+)
s.t. the following diagrams commute, for any α ≤ β:
F (Uα) F (Uβ)
G(Uα+) G(Uβ+)
φβα
aα aβ
ψβ+α+
F (Uα) F (Uα+2)
G(Uα+)
φα+2α
aα
bα+
G(Uα) G(Uβ)
F (Uα+) F (Uβ+)
ψβα
bα bβ
φβ+α+
G(Uα) G(Uα+2)
F (Uα+)
ψα+2α
bα aα+
Note that an interleaving is a notion that is well-defined for any pair of general persistence modules. The
max-bottleneck distance is then simply defined as the smallest interleaving that is valid for any open set U :
Definition 2.6. Let X be a topological space, f : X → Rd be a continuous function and U be a cover of
im(f). Let Mf,U (X ) and Rf (X ) be the corresponding Mapper and Reeb space. The max-bottleneck distance
dMB (Mf,U (X ),Rf (X )) is defined as the smallest  > 0 such that ΦU,FX ,f and ΦU,FX ,f,U are -interleaved for
all U ∈ Open(Rd).
The name bottleneck comes from the fact that interleaving distance between (tame) persistence modules
was shown to be equal to the so-called bottleneck distance as defined in [CdSGO16]. Our distance can thus be
though of as an extension of the bottleneck distance between Mappers and Reeb graphs that was introduced
in [CO17].
Note also that a distance between functor representations of Reeb spaces and Mappers, called the inter-
leaving distance has already been introduced in [dSMP16] and [MW16]. This distance is stronger in the sense
that it actually looks for interleavings between the functors themselves instead of their associated anchored
persistence modules, and, as such, is always larger than the max-bottleneck distance (since any interleaving
between the functors induces an interleaving between the modules). Moreover, since it was shown to satisfy
an approximation property, this property directly extends to the max-bottleneck distance.
Proposition 2.7 ([MW16]). Let X be a topological space, f : X → Rd be a continuous function and U be a
cover of im(f). Moreover, let res(U) = max{diam(Uα) : Uα ∈ U}. Then:
dMB (Mf,U (X ),Rf (X )) ≤ res(U)
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Note however that these results only apply to topological spaces, and do not consider finite metric spaces,
such as point clouds or distance matrices.
3 Reeb space approximation
In this section, we prove our approximation result Theorem 3.3 for our Mapper-based estimator. Since we
hypothesize that our result holds when the domain of the target filter is a general metric space, we first
generalize the Reeb space and the Mapper, and provide possible cover strategies, in Section 3.1. We then
prove our approximation result in Section 3.2.
3.1 Metric Reeb spaces and Mappers
Definitions 2.1 and 2.2 extend straightforwardly to the case where the domain of the filter f is a metric space
S. The only difference is in the definition of the Reeb space: the equivalence relation ∼f becomes x ∼f y
iif dS(x, y) = 0 and x, y belong to the same connected component of f
−1(f(x)) = f−1(f(y)). In Section 4
below, we focus on two particular cases of interest: the first one is when S is the space of probability dis-
tributions of R (Section 4.2), and the second one is when S is the space of combinatorial graphs (Section 4.3).
Covers for metric spaces. We now present a simple way of generating covers for a metric space from
partitions of this space, by thickening the elements of the partition.
Definition 3.1. Let (S, dS) be a metric space, and S ⊆ S be a subset of S. Let  > 0. The -thickening of
S is defined as S = {s ∈ S : inf{dS(s, s˜) : s˜ ∈ S} ≤ }.
Now, let Q = {Qα}α∈A be a partition of S, i.e., S ⊆
⋃
α∈AQα and Qα ∩Qβ = ∅ for all α 6= β ∈ A. Let
 > 0. The -thickening of Q is defined as Q = {Qα}α∈A.
Note that even when the filter is multivariate, that is, when S = Rd, it might be interesting to use
thickenings of partitions instead of hypercube covers, since the number of hypercubes increases exponentially
with the dimension d, with many of them having an empty preimage under f , and thus useless. On the
other hand, partitions of Rd can be computed very efficiently, for instance with Voronoi partitions or with
the K-means algorithm.
3.2 Reeb space approximation
In this section, we show that a multivariate Mapper-based estimator computed on a probabilistic sample can
approximate the corresponding Reeb space under suitable statistical assumptions. Even though we restrict
to the multivariate case, we hypothesize that the result holds in the more general case of filters with domains
included in metric spaces (as described above in Section 3.1).
Statistical setting. In the remaining of this article, we use the same statistical setting of [CMO18]. More
precisely, we let Xˆn be a point cloud drawn from a probability measure P with the following assumptions:
• Support. The support X of P is a compact submanifold X ⊆ RD with positive convexity radius
ρ = ρ(X ). Let DX <∞ denote the diameter of X .
• Measure. The probability measure P is (a, b)-standard, i.e., P (B(x, r)) ≥ min{1, arb}, for all x ∈ X
and r > 0, where B(x, r) = {y ∈ RD : ‖y − x‖ ≤ r}.
• Filter. The filter f : X → Rd has a modulus of continuity ω, that is, ω : R → R is a continuous
function such that ‖f(x) − f(x′)‖ ≤ ω(‖x − x′‖). Moreover, we assume that the filter values that
we observe are from an estimation fˆ with modulus of continuity ωˆ. Finally, let fPL and fˆPL be the
piecewise-linear extensions of f and fˆ on any geometric simplex whose vertices belong to Xˆn.
• Cover. The cover U is assumed to cover im(f) ∪ im(fPL) ∪ im(fˆ) ∪ im(fˆPL), and is supposed to be
finite. Moreover, given a simplex σ = {Uα1 , · · · , Uαp} in the nerve N (U), we let Uσ = ∩pi=1Uαi .
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Finally, let s(n) = n/(logn)1+β , for some arbitrary β > 0, δn = d
E
H(Xˆs(n), Xˆn) and n = d
E
H(Xˆn,X ),
where dEH is the Hausdorff distance computed with Euclidean distances.
Proposed estimator. We can now define our Mapper-based estimator. It is defined, for a random
point cloud Xˆn sampled from P , as a refinement of the standard multivariate Mapper. Let us first define
the so-called element-crossing edges.
Definition 3.2. Let Xi, Xj ∈ Xˆn, and let e = {αXi + (1 − α)Xj : α ∈ [0, 1]} be the segment obtained by
interpolating linearly between these points. Note that fˆPL is well-defined on e. Hence, we say that e is an
element-crossing edge if there exists σ ∈ N (U) such that fˆPL(e)∩Uσ 6= ∅, fˆPL(Xi) 6∈ Uσ and fˆPL(Xj) 6∈ Uσ.
In other words, the edge fˆPL(e) goes through Uσ, even though its endpoints fˆPL(Xi) and fˆPL(Xj) are outside
Uσ. We say that Uσ is crossed by e.
Note that element-crossing edges are generalizations of interval and intersection-crossing edges, as defined
in [CO17]. We can now define our estimator with the following steps.
• First, we define Gn = Gδn as the neighborhood graph built on top of Xˆn with parameter δn, that
is, any pair {Xi, Xj} ⊂ Xˆn creates an edge in Gn iif ‖Xi − Xj‖ ≤ δn, and we let fˆPL(Gn) be the
piecewise-linear metric embedding of G in the filter domain.
• Second, we define:
`(Xˆn, fˆ ,U) = inf{|e ∩ Uσ| : e is element-crossing and Uσ is crossed by e},
where | · | denotes the length of an edge. In other words, ` = `(Xˆn, fˆ ,U) is the length of the smallest
intersection between an edge of fˆPL(Gn) and a cover element or intersection, such that the edge
endpoints do not belong to this cover element or intersection.
• Finally, we let kn be an arbitrary integer bigger than
⌊
δn/ωˆ
−1(`/2)
⌋
(we let kn = +∞ if ` = 0,
which happens with null probability), and we subdivide each edge of Gn with kn points. Moreover,
we associate coordinates and filter values to these new interpolated points with fˆPL. Let G˜n be the
resulting graph, and X˜n be the new point cloud.
Our estimator is then defined as:
Mn = MfˆPL,U,G˜n(X˜n) (2)
Note that computing or estimating `(Xˆn, fˆ ,U) for a general cover U is difficult, even though it can be done
exactly for particular covers, such the ones induced by thickening K-means or Voronoi partitions (indeed, it
is possible, in this case, to test whether a given edge intersects a cover element or intersection by computing
the intersection of the line induced by the edge and all the mediator lines that form the boundary of the
cover element). In practice, we use the largest possible kn that still allow our estimator to be computed
with a reasonable amount of time and memory usage, depending on the machine that is being used. Finally,
it should be noted that small sizes of cover elements or intersections induce small ` and large kn, and thus
potentially long computation time.
We can now state the main result, which shows that the approximation induced by our Mapper-based
estimator (w.r.t. its max-bottleneck distance to the Reeb space) for probabilistic samplings follows the same
rules than the standard Mapper in the deterministic case, up to a deviation term due to the sampling.
Theorem 3.3. The following inequality is true:
E
[
dMB (Mn,Rf (X ))
] ≤ E [res(U)] +O(ω( log(n)2/b
n1/b
))
+ E
[
‖(f − fˆ)|Xˆn‖∞
]
,
where b is the intrinsic dimension of X .
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Note that Theorem 3.3 is not completely well-defined at this point since it involves computing the max-
bottleneck distance for a Mapper-based estimator computed from a finite metric space Xˆn, whereas this
distance can only process Mappers and Reeb spaces computed from continuous spaces (see Definition 2.6).
Hence, in order to prove Theorem 3.3, we will use the so-called Rips simplicial complex as an intermediate
object between Xˆn and X .
Definition 3.4. Let Xˆn = {X1, · · · , Xn} be a point cloud. The Rips simplicial complex with parameter
δ > 0, denoted by Ripsδ(Xˆn), is the simplicial complex whose vertices are in correspondence with the points
of Xˆn, and such that for any p ∈ N∗ and σ = {Xi1 , · · · , Xip}, one has σ ∈ Ripsδ(Xˆn)⇐⇒ ‖Xj1 −Xj2‖ ≤ δ
for all j1, j2 ∈ {i1, · · · , ip}.
Given a Rips simplicial complex Ripsδ(Xˆn), we also let Rips
1
δ(Xˆn) denote its 1-skeleton and |Rips1δ(Xˆn)|
denote a geometric realization of it. Note that fPL and fˆPL are well-defined on |Rips1δ(Xˆn)| by definition.
Approximation Lemmata. We now provide two approximation properties satisfied by the Rips com-
plex for a point cloud Xˆn ⊆ X with n points (their corresponding proofs can be found in Appendix A and B).
In the first one, we show that our estimator Mn is actually equivalent to the Mapper of an associated Rips
complex, for which dMB is well-defined.
Lemma 3.5. The Mappers Mn and MfˆPL,U (|Rips1δn(Xˆn)|) are isomorphic as simplicial complexes. Hence,
we define the max-bottleneck distance between Mn and Rf (X ) as:
dMB (Mn , Rf (X )) = dMB
(
MfˆPL,U (|Rips1δn(Xˆn)|) , Rf (X )
)
In our second lemma, we show that the Reeb space of a space and its Rips complex approximation are
actually close in the max-bottleneck distance, provided that the Rips is built on top of a dense enough point
cloud.
Lemma 3.6. Let dgH denote the Hausdorff distance computed with geodesic distances on X . Assume
dgH(Xˆn,X ) ≤ ρ/4 and δn ∈ [4dgH(Xˆn,X ), ρ). Then, one has:
dMB
(
RfˆPL(|Rips1δn(Xˆn)|) , Rf (X )
)
≤ 2ω(δn) + ‖(f − fˆ)|Xˆn‖∞
We are now ready to prove Theorem 3.3.
Proof. Theorem 3.3. We first decompose the objective into three terms:
E
[
dMB (Mn,Rf (X ))
]
= E
[
dMB (MfˆPL,U (|Rips1δn(Xˆn)|),Rf (X ))
]
by Lemma 3.5
≤ E
[
dMB (MfˆPL,U (|Rips1δn(Xˆn)|),RfˆPL(|Rips1δn(Xˆn)|)) · IΩ
]
(3)
+ E
[
dMB (RfˆPL(|Rips1δn(Xˆn)|),Rf (X )) · IΩ
]
(4)
+ P(Ωc) ·DX , (5)
where Ω is the event {dgH(Xˆn,X ) ≤ δn/4} ∩ {δn ≤ ρ}, and DX is the diameter of X .
Let us now bound the first two terms:
• Term (3). According to Proposition 2.7, we have
E
[
dMB (MfˆPL,U (|Rips1δn(Xˆn)|),RfˆPL(|Rips1δn(Xˆn)|)) · IΩ
]
≤ E [res(U)]
• Term (4). According to Lemma 3.6, we have:
E
[
dMB (RfˆPL(|Rips1δn(Xˆn)|),Rf (X )) · IΩ
]
≤ 2E [ω(δn)] + E
[
‖(f − fˆ)|Xˆn‖∞
]
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• Term (5). Since geodesic distances are always larger than Euclidean distances, it follows that P(Ωc) ≤
P(Ω′), where Ω′ = {dEH(Xˆn,X ) > δn/4} ∪ {δn > ρ}.
We conclude by applying the inequalities E[ω(δn)],P(Ω′) ≤ O
(
ω
(
log(n)2/b
n1/b
))
, whose proof can be found
in [CMO18], Appendix A.7.
It might not be very clear how E[res(U)] can be controlled for a given cover algorithm. However, in a
recent work [BL19], it has been shown that using a modification of K-means with the so-called distance-to-
measure, with an algorithm that is called K-PDTM, gives a partition that can be thickened to provide a
cover, and whose expected resolution can be upper bounded. More precisely, if we let Q denote the partition
with K cells given by K-PDTM, one has:
E[res(Q)] ≤ O
(
(logn)3/2√
n
+K−2/d + 
)
,
where d is the dimension of the domain of the filter. Moreover, using the standard cover U(r, g) with
hypercubes leads to:
E[res(U(r, g))] = res(U(r, g)) = rd.
4 Application: Mapper in the Stochastic Filter setting
In this section, we focus on the Stochastic Filter setting, in which the filter fˆ used to compute the Mapper
is assumed to be an estimation (computed from the data sample) of the true target filter f used to compute
the Reeb space. We first provide in Section 4.1 various examples of applications of Mapper in statistics and
machine learning. Indeed, standard methods provide estimated regression functions and posterior probability
estimates which are interesting to study with Mapper. Then, we turn the focus to the general metric space
of probability distributions in Section 4.2, and we finally provide an illustration for the metric space of
combinatorial graphs with the graph edit distance in Section 4.3. Throughout the remaining of this article,
the Mappers that are computed and discussed always refer to our Mapper-based estimator.
4.1 Stochastic Filter in Statistical Machine Learning
In this section, we discuss the various potential applications of Mappers in statistical machine learning, in
which the filter is often used for inference and prediction, and we provide associated numerical experiments
and illustrations. We also refer the interested reader to [HTF03] for more details on the statistical and
machine learning methods used in this section.
Stochastic real-valued filters. We first consider the different applications in which the estimated
and true target filters are real-valued functions. In this setting, our approximation result Theorem 3.3 with
d = 1, or results from [CMO18], can be used to quantify the approximation and convergence of Mapper.
• Inference. When the target filter function only depends on the measure P itself, we can define
estimators of this filter using the point cloud Xˆn alone. For instance, a dimension reduction filter
(e.g. PCA), the eccentricity filter or the density estimator filter are all estimators of underlying filters
defined from P . See for instance [CMO18] for examples.
• Regression. We now assume that we observe a random variable Yi at each point Xi:
Yi = f(Xi) + εi, i = 1, · · · , n (6)
where the true filter is f(x) = E(Y |X = x), i.e., the regression function on X and εi = Yi − f(Xi).
Then, the Mapper of Xˆn can be computed with any estimator fˆ of f (from the statistical regression
literature) in order to infer the Reeb space Rf (X ), which represents the topology of the input data
through the lens of f .
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• Binary classification. We now assume that we observe a binary variable Yi ∈ {−1, 1} at each point
Xi of the sample. Let f(x) = P (Y = 1|X = x) be the posterior probability of Y for any x ∈ X . In this
setting, inferring the target Reeb space Rf (X ) with a Mapper computed on Xˆn for some estimator fˆ
of the posterior distribution (given by any machine learning algorithm) would provide insights about
how data is topologically stratified w.r.t. the confidence given by the posterior.
Extension to stochastic multivariate filters. For many problems in statistical machine learning, the
quantity of interest is actually a multivariate quantity. In this setting, our Mapper-based estimator can be
used to control the robustness of any Reeb space inference.
• Dimension reduction. In this setting, a natural extension of real-valued inference described above
is the projection onto the k first directions of any dimension reduction algorithm. The corresponding
Mapper is now a multivariate Mapper and the underlying filter is the projection onto the k first
directions of the covariance operator of P .
• Multivariate regression. Multivariate regression is the generalization of (univariate) regression when
the variable Y in Equation (6) is now a random vector.
• Multi-class classification. We observe a categorical variable Yi ∈ {0, · · · , k} at each point Xi. Let
fk(x) = P (Y = k|X = x) be the posterior probability of the class k at x ∈ X . The underlying filter
is now the vector of posterior probabilities f = (f0, . . . , fk), which can be estimated with classification
methods in statistical machine learning.
Synthetic example. We now describe two multi-class classification problems and display the corre-
sponding Mappers. In the first one, we generate a dataset in two dimensions with three different classes
which are entangled with each other. See Figure 1 (left) for an illustration. We then trained a Random Forest
classifier on this dataset, and computed the estimated posterior probabilities for each of the training points,
meaning that we have an estimated posterior filter fˆ : R2 → R3. The corresponding Mapper (computed
with 10 intervals and overlap 30% for each class) is shown in Figure 1 (right). Moreover, the Mapper nodes
are colored with the variance of the posterior distributions: the larger the variance, the more confident the
classifier. It is clear from the Mapper that the classifier induces a topological stratification of the data, in the
sense that points in the middle of the space (located in the middle of the triangle-shaped Mapper), on which
the classifier is unsure, connect with points for which the classifier hesitates between two classes (located
in the middle of the ”edges” of the triangle), which themselves connect with points where the classifier is
confident (located at the ”corners” of the triangle), leading to some non-trivial 1-dimensional topological
features in the data, which are not visible at first sight on the dataset. We believe this visualization could
be of great help when it comes to interpreting the output of standard statistical machine learning methods.
Figure 1: Three label classification problem and its corresponding Mapper. Left: we generate points in 2D
with three different groups (red, purple, green). Right: Mapper computed with the posterior probability
of a Random Forest classifier. Nodes are colored with the variance of the estimated probabilities from low
(dark blue) to high (yellow).
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Accelerometer data. In our second example, we study gathered time series obtained from accelerome-
ters placed on people doing six possible types of activities, namely ”standing”, ”sitting”, ”laying”, ”walking”,
”walking upstairs” and ”walking downstairs”. From the raw data, 561 features have been extracted on slid-
ing window, see [AGO+13] and the data website2 for more details. A Naive Bayes classifier has been trained
on the 7, 352 observations. We finally generated an associated Mapper with the corresponding posterior
probabilities (computed with 3 intervals and 30% gain for each class), and we colored the nodes with vari-
ance, similarly to what was done above. We show the Mapper, as well as representative time series for
some of its nodes, in Figure 2. Again, the classifier is inducing a topological stratification of the data, with
two connected components (corresponding to the two global types of activities, namely walking activities or
stationary activities), which are themselves stratified into three activities connected by time series where the
classifier is unsure.
Sitting
Standing
Walking up
Walking
Walking down
Intermediate between
laying and sitting
Laying
Figure 2: Mapper computed on accelerometer data with the posterior probability of a Naive Bayes classifier.
Nodes are colored with the variance of the estimated probabilities from low (dark) to green (yellow).
4.2 Stochastic Filter with Conditional Probability Distributions
In this setting, we assume that we observe an i.i.d sample {(Xi, Yi) : 1 ≤ i ≤ n}, where Xi ∈ X and Yi ∈ R
is an observation of a conditional probability distribution (Y |Xi), which is the underlying filter value on Xi.
In this framework, the filter domain is thus the space of conditional probability distributions. It might be
tempting to directly compute the standard Mapper with the Yis as filter values. However, we recall that the
target filter is actually the conditional probability distribution of (Y |X) and obviously the previous approach
is not a good strategy for this aim, since single observations can be very poor estimates of the corresponding
distributions.
Mapper on probability distributions. Let P be the set of probability measures on R. For x ∈ X ,
let νx be the conditional distribution of (Y |X = x). Let ν be the filter ν : x ∈ X 7→ νx ∈ P. Various metrics
can be proposed on P, one of them being the Prokhorov metric [Bil13], which metrizes weak convergence.
Generally speaking, the Reeb space Rν(X ) is difficult to infer since it requires to estimate the conditional
probability distribution νx for all points of X , which is a difficult task, especially for high dimensional data—
see for instance [E+07]. As far as we know, conditional density estimation on submanifolds has not been
studied yet. Moreover, as soon as ν is invective, which is not a strong assumption in practice, the Reeb
space will be isomorphic to X and it will not provide more information than standard manifold learning
2https://archive.ics.uci.edu/ml/datasets/Human+Activity+Recognition+Using+Smartphones
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procedures [MF11]. We thus propose to study approximations of Rν(X ), using a filter that is a representa-
tive (such as the mean or the histogram) of νx. In this situation, from a data analysis perspective, crude
approximations of the Reeb space will probably show more interesting patterns than those provided by the
Reeb space itself.
Mean- and histogram-based Mappers. Let I = (I1, · · · , Ik) be a partition of R with intervals. We
define the histogram filter Hist associated to I by Histj(x) = P (Y ∈ Ij |X = x ) for j = 1, · · · , k. The
domain of Hist is in Rk, i.e., it is a multivariate filter, with corresponding Reeb space RHist(X ). We then
propose to compute the Mapper with an estimated histogram, which we call the histogram-based Mapper,
using the Nadaraya-Watson kernel estimator:
Ĥistj(x) =
∑
i=1,...,n IYi∈IjKh(Xi − x)∑
i=1,...,nKh(Xi − x)
where Kh(x) =
1
hK(
x
h ) for a kernel function K, which we choose, in practice, to be the indicator function
of the unit ball in the ambient Euclidean space. Showing an approximation result for the histogram-based
Mapper can be done with Theorem 3.3, but requires to control the modulus of continuity of Hist and Ĥist
on X , which is beyond the scope of this paper.
Note that a simpler approach is to estimate the (conditional) mean f(x) = E(Y |X = x), and we call our
corresponding estimator the mean-based Mapper. However, as illustrated in numerical experiments presented
below, it may be not sufficient to retrieve interesting data structure.
Numerical experiments. We now provide examples of computations of our Mapper-based estimators
computed from single realizations of synthetic conditional probability distributions 3. We generate 5, 000
points from an annulus, and we look at two conditional distributions for each point, namely Gaussians and
bimodal ones. See Figure 3 and 4. In each of these figures, we display five Mappers: the standard Mapper,
the mean-based Mapper when the true conditional mean is supposed to be known, the mean-based Mapper
when this mean is estimated, the histogram-based Mapper when the true histogram is supposed to be known,
and the histogram-based Mapper when the histogram is estimated. We also plot, for the standard Mapper
and the mean-based Mappers, a 3D embedding of the dataset, with the mean values used as height. For
the standard Mapper and the mean-based Mappers, we used an interval cover with 15 intervals and overlap
percentage 30%. For the histogram-based Mapper, we used histograms with 100 bins and an 0.5-thickening
of a K-PDTM cover [BL19] with K = 10 cover elements.
Gaussian conditional. In Figure 3, we generate Gaussian conditional probability distributions centered
on the second coordinates of the points. It can be seen that the standard Mapper recovers the underlying
structure, but in a very imprecise way, in the sense that the feature size is much smaller than it should be, due
to the variances of the distributions that induce very noisy filter values. On the other hand, the mean-based
Mappers and the histogram-based Mappers all recover the correct structure in much more precise fashion.
Bimodal conditional. In Figure 4, we generate bimodal conditional probability distributions whose
modes are centered on the second coordinate and its opposite (minus the minimum of the coordinates values).
This way, all conditional probability distributions have the same mean. This time, the standard Mapper gets
fooled by the probability distributions, and outputs two topological structures instead of one, due to the two
modes of the distributions. The mean-based Mappers also fail due to the fact that the distributions all have
the same mean, which mixes all points together and makes topological inference very difficult, leading to
very noisy Mappers. On the other hand, the histogram-based Mappers both manage to retrieve the correct
structure in a precise way.
4.3 Metric Mapper for combinatorial graphs
We end this application section by providing an example of our Mapper-based estimator, when the domain
of the filter function is the space of combinatorial graphs. More specifically, we generated a graph for each
3Our code is freely available at https://github.com/MathieuCarriere/stochmapper
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Mean-based Mapper
Histogram-based Mapper
Figure 3: Standard, mean- and histogram-based Mappers computed with exact and estimated Gaussian
conditional probability distributions.
Mean-based Mapper
Histogram-based Mapper
Figure 4: Standard, mean- and histogram-based Mappers computed with exact and estimated bimodal
conditional probability distributions.
data point of the annulus dataset presented above, using the Erdo˝s–Re´nyi model on 20 nodes, and using the
first coordinate of the points (normalized between 0 and 1) as the model parameter (that is, any possible
edge among the 20 nodes appears with probability given by the model parameter). This means that points
located at the bottom of the annulus will have graphs with fewer edges than those above. See Figure 5
(left). Then, we used the graph edit distance [SF83] (provided in the networkx Python package) and a
Voronoi cover with 10 cells (corresponding to 10 randomly sampled germs) and 0.5-thickening to compute
our estimator. The corresponding Metric Mapper is shown in Figure 5 (right). One can see that the correct
topology is retrieved by the estimator.
5 Conclusion and future directions
In this article, we presented a computable Mapper-based estimator that enjoys an approximation guarantee
to its corresponding target Reeb space. Moreover, we demonstrated how it can be applied when the filter
is estimated from a random sample of data, which we call the Stochastic Filter setting. In this case,
we demonstrated a few applications in statistical machine learning, and we provided examples in which
the usual Mapper fails dramatically, whereas our estimators still succeed. Much work is still needed for
future directions, including demonstrating optimality and stability of the estimator. Moreover, we plan on
adapting bootstrap methods to compute and interpret confidence regions. In the longer term, we also plan
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Metric Mapper
Figure 5: Example of Metric Mapper computation for combinatorial graphs.
to strengthen our results by extending them to the interleaving distance of [MW16] and to filter functions
with domains included in general metric spaces.
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A Proof of Lemma 3.5
Let Uα ∈ U , and Cα be a connected component of fˆ−1PL (Uα) in |Rips1δn(Xˆn)|. We claim that Cα ∩ X˜n 6= ∅.
Indeed, if we assume that Cα ∩ X˜n = ∅ then it means that Cα is constituted from a segment of an edge
e of Gn, that does not contain the endpoints of e in Xˆn, nor any points of X˜n in the subdivision of e.
Hence, e is element-crossing and Uα is crossed by e. By definition, the length |fˆPL(e)| must be at least
` = `(Xˆn, fˆ ,U). Moreover, due to the subdivision process, the length |fˆPL(e)| must be less than δn/(kn+ 1),
meaning that |fˆPL(e)| must be less than ωˆ(δn/(kn + 1)). Hence, using the definition of kn, we have the
following inequalities:
`
2
≥ ωˆ
(
δn
bδn/ωˆ−1(`/2)c+ 1
)
≥ |fˆPL(e)| ≥ `,
which leads to a contradiction (except for ` = 0, which happens with null probability).
Hence, for each Uα and connected component Cα of fˆ−1PL (Uα) in |Rips1δn(Xˆn)|, there is one point of X˜n
that belongs to Cα. Now, let C˜α be the connected component in G˜n(Uα) (see Equation (1)) associated to this
point. We now claim that C˜α is included in Cα. Indeed, since G˜n is nothing but a subdivision of |Rips1δn(Xˆn)|,
and since any edge in C˜α must also be present in Cα (otherwise it would induce an element-crossing edge in
Gn whose intersection with the corresponding crossed cover element would contain no points in X˜n, which
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is impossible for the reason mentioned above), it follows that Cα deform-retracts on C˜α. Hence, Mn and
MfPL,U (|Rips1δ(Xˆn)|) have the exact same sets of nodes.
The same argument applies straightforwardly to show that the connected components in the intersections
are also in bijection, which means that the simplices of both Mappers are in correspondence as well.
B Proof of Lemma 3.6
We first present an approximation result of Rips complexes that we use in the proof of Lemma 3.6:
Proposition B.1 ([CGOS11]). Let X be a compact Riemannian manifold with convexity radius ρ and
f, fˆ : X → R be continuous functions on X . Let ω be the modulus of continuity of f . Let Xˆn be a
sampling of X such that dgH(Xˆn,X ) =  < ρ/4 and 4 ≤ δ ≤ ρ, where dgH stands for the Hausdorff distance
computed with geodesic distances on X . Let Fα = f−1((−∞, α)) and FRα = Rips1δ(fˆ−1((−∞, α)) ∩ Xˆn)
be the sublevel set of f and the Rips complex built on top of the points belonging to the sublevel set of fˆ
respectively. Finally, let ζ = ‖(f − fˆ)|Xˆn‖∞. Then the persistence modules {H0(Fα)}α∈R and {H0(FRα )}α∈R
are ω(δ) + ζ-interleaved.
We can now prove Lemma 3.6. Let U ∈ Open(Rd), α ∈ R and ζ = ‖(f − fˆ)|Xˆn‖∞. Let fU = ‖f(·)−U‖,
and
FUα = (f
U )−1((−∞, α)) = f−1(Uα),
and similarly, let fˆUPL = ‖fˆPL(·)− U‖ and
FˆUα = (fˆ
U
PL)
−1((−∞, α)) = fˆ−1PL (Uα).
Finally, let FRα = Rips
1
δn((f
U )−1((−∞, α)) ∩ Xˆn) = Rips1δn(f−1(Uα) ∩ Xˆn).
Bounding dMB means finding morphisms between the zeroth homology groups of F
U
α and Fˆ
U
α+η, and the
ones of FˆUα and F
U
α+η, for some η > 0. Let η = ω(δn). Then, since ω is also a modulus of continuity for
fU , we can apply Proposition B.1 to fU and fˆUPL and get the following commutative diagram by combining
those given by Proposition B.1:
H0(F
U
α ) H0(F
R
α+η) H0(Fˆ
U
α+2η+ζ)
H0(F
U
α+2η) H0(F
R
α+3η+2ζ)
H0(F
U
α+4η+2ζ)
Since one can obtain the three other diagrams (in Definition 2.6) in a similar way, this shows that dMB is
bounded by 2η + ζ.
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