Abstract-
I. INTRODUCTION
ELLS in a living organism carry identical set of genes. However, different subsets of these genes are expressed under different conditions, in different tissues and in different periods of a time series. It is commonly believed that co-expressed genes are probably functionally related or co-regulated by certain transcription factors. Therefore we can predict functions of an unknown gene based on known functions of other genes in a group sharing similar attributes. Grouping data items into clusters based on the similarity of their attributes is the ultimate goal of clustering. Clustering methods can be classified into two main groups, unsupervised and semi-supervised. In unsupervised clustering, there is no information about the membership of data items to predefined classes or relationships between data items. In semi-supervised clustering, there is limited amount of prior knowledge to guide the clustering process. Even with very little amount of prior knowledge, in normal circumstances, semi-supervised clustering produces a better result over unsupervised clustering [1, 2, 11] .
Research on semi-supervised clustering has been very active over the past decade. Bilenko et al. [2] present a comprehensive semi-supervised clustering algorithm MPCKMeans that integrates both constraint learning and metric learning in clustering processes. MPCKMeans assumes that some limited knowledge about a dataset is known. For example, some specific data points of the dataset must be or must not be in the same cluster. If two data points must be in the same cluster, a must-link pairwise constraint is created between them. Otherwise, if two data points must not be in the same cluster, a cannot-link pairwise constraint is created between the two data points. Besides using pairwise constraints for initializing clusters, MPCKMeans minimizes instances of violating such constraints in each resulting cluster.
Because generating prior knowledge manually is time consuming, it is therefore important to automatically generate prior knowledge with high accuracy for semisupervised clustering methods. Costa et al. [4] generate pairwise constraints from image data while Schonhuth et al. [5] generate pairwise constraints from transcription factor data; they both use a mixture model of multivariate Gaussians with diagonal covariance matrix to cluster data. Gao et al. [6] use partial background information from different sources and in various forms to aid the clustering process. For example, background knowledge in the biomedical literature can be used as a prior knowledge. Chopra et al. [7] present an interesting clustering model that can generate multiple versions of clusters from a single dataset by projecting the dataset onto different sets of landmark genes associating with different biological processes selected from Gene Ontology. Dotan-Cohen et al. [8] and Kang et al. [9] use the structure of Gene Ontology to calculate similarities between genes. Macintyre el al. [10] do not use the structure of Gene Ontology but instead the gene ontology profiles and gene expression contexts to cluster data. Tari et al. [11] develop a semi-supervised clustering algorithm GOFuzzy c-means based on fuzzy c-means clustering algorithm and use prior knowledge generated from the cutoff of the first level of the Gene Ontology In this paper, we propose a semi-supervised clustering framework by generating pairwise constraints from Gene Ontology at different levels as prior knowledge and use MPCKMeans platform [2] for subsequent clustering. Unlike GOFuzzy c-means where pairwise constraints are generated from the first level of GO hierarchy, we generate crisp knowledge from a lower level of the GO hierarchy or fuzzy knowledge from multiple levels of the GO hierarchy. We use F-measure to evaluate performances of different methods of generating prior knowledge for the Spellman, Gasch, and Tari's YeastA and YeastB datasets [11] [12] [13] , and the canola time-series dataset [14] . We compare the performance of MPCKMeans using fuzzy knowledge generated from multiple levels of GO with the performance of GOFuzzy. Evaluation based on gene and transcription factor enrichment analysis shows that MPCKMeans using fuzzy knowledge from multiple levels of the GO hierarchy produces much better results than those of GOFuzzy with prior knowledge from the first level of GO hierarchy.
II. METHODS

A. Datasets
We use 5 datasets to evaluate our approach. The first two datasets are yeast microarray datasets: Gasch [13] with 6152 genes and 173 attributes, and Spellman [12] with 6178 genes and 82 attributes. We also use Tari's YeastA and YeastB [11] , two variations of the Spellman and Gasch datasets, respectively, where YeastA has 6221 genes and 80 attributes, and YeastB has 6152 genes and 93 attributes. The last dataset is a time-series canola (Brassica napus) microarray dataset [14] with 1229 genes, three different time points during seed development. For the evaluation purposes, we only use 3957 genes in Gasch, 3960 genes in Spellman, 3962 genes in YeastA, and 2957 genes in YeastB that have a GO biological process annotation. Similarly, we only keep 507 genes in the canola dataset. Genes that are not annotated to a GO biological process are excluded from our experiments.
B. Generating prior knowledge
We use Gene Ontology [15] to generate prior knowledge for Gasch, Spellman, YeastA, YeastB, and canola datasets.
Gene Ontology (GO) is a controlled vocabulary of terms for describing gene product characteristics and organized in an acyclic hierarchical structure, where general GO terms are placed near the root and specific GO terms near the leaf nodes. Any two adjacent GO terms on the same path are linked by arcs describing an offspring node either is-a or part-of its parental node. Gene Ontology is organized in three domains: biological process, molecular function, and cellular component, and generic across different species. Because GO is quite broad, GO Slim, a subset of GO terms, is sometime preferably used. Besides generic GO Slim, which is species-independent for common use, there are many GO Slims targeting at specific species, such as TAIR for plant and SGD for yeast. In order to compare the performance of our clustering framework with that of GOFuzzy c-means that only accepts old versions of GO annotations, we use generic GO Slim compiled in July 2006, GO Slim SGD compiled in September 2005, and Yeast GO annotation compiled on September 2005 for Gasch, Spellman, YeastA, and YeastB datasets.
Since GO annotation for Brassica is not available, we use that of its close relatives, Arabidopsis, in this study. We use generic GO Slim compiled in September 2009, GO Slim TAIR compiled in September 2009, and Arabidopsis GO annotation compiled in November 2009 for the canola dataset. We build a GO hierarchy for all GO terms associating with the biological process for all genes in each dataset. These GO terms are organized in a tree with the root node, the biological process (GO:0008150).
C. Knowledge from the first level of GO hierarchy
We make a cut at the first level from the root node of the GO hierarchy tree. Specifically, we select general GO terms at the first level of the GO hierarchy. For any two genes sharing the same general GO term or their GO terms are descendants of the same general GO term, we create a mustlink pairwise constraint between these two genes. We use the pairwise constraints as prior knowledge for MPCKMeans and for the evaluation. Table I displays a list of 43 general GO terms obtained from the first level of the GO hierarchy for yeast datasets. We obtain 47 general GO terms from the first level of GO hierarchy for the canola dataset.
D. Knowledge from lower levels of GO hierarchy
Instead of generating pairwise constraints from general GO terms at the first level of the GO hierarchy, we use GO terms at lower levels. We use general GO terms at levels 2, 3, 4, and 5, respectively, to generate prior knowledge. Specifically, a must-link pairwise constraint is created between a pair of genes sharing a common general GO term at that level. Genes that share an upper levels GO terms, but not at this level are excluded from the experiment. For example, we generated 63 general GO terms at the second level from the YeastA dataset. These 63 GO terms do not include those at the first level unless some of them are at the second level in one of the alternative GO hierarchy path. To evaluate the results using these pairwise constraints as prior knowledge, we eliminate any gene from the input data that does not have a GO in the selected general GO term set. We tested this approach using only YeastA dataset. At each level of GO hierarchy, 50 clusters (k=50) are generated. 
E. Fuzzy knowledge from multiple levels of GO hierarchy
We generate prior knowledge for MPCKMeans from all GO terms at various levels of GO hierarchy. Specifically, we calculate the similarity between any two GO terms in Gene Ontology using the G-SESAME tool [16] . The similarity between two GO terms is in the range from 0 to 1, where 0 means two GO terms are completely unrelated and 1 means they are very closely related. Let S GO (go; go l ) be the similarity between two GO terms go and go l computed by G-SESAME based on the GO hierarchy. We compute the maximum semantic similarity Sim(go, GO) between a GO term go and a set of GO terms GO = go 1 
Once the similarity between any two genes in the dataset is computed, we select those pairs of genes whose similarities are greater than a threshold 0.85 and use a subset of these pairs as labeled data to train MPCKMeans. We modify the objective function of MPCKMeans to handle fuzzy knowledge. Specifically, instead of using the same penalty cost (i.e., 1) for all violated pairwise constraints, we use the similarity associating with each pairwise constraint as the cost for violation. Even though fuzzy knowledge is used to guide the clustering process, a gene can only belong to a single cluster in the clustering results of MPCKMeans.
F. Clustering Algorithms
Three algorithms are used to cluster gene expression data: KMeans clustering, MPCKMeans and GOFuzzy. KMeans clustering is an unsupervised clustering algorithm that aims to partition a dataset into k clusters, where the total distance between data points in each cluster and cluster centroid is minimized. MPCKMeans [2] is a comprehensive semisupervised clustering algorithm by incorporating prior knowledge into KMeans clustering. It integrates both constraint learning and metric learning in its clustering process. Prior knowledge is in the form of must-link and cannot-link pairwise constraints, which is part of input data to MPCKMean. If a pairwise constraint is violated, a penalty costs is added into the cost function. Penalty costs are different from each other depending on the squared distances between two data points of violated constraints. Metric learning is to ensure that distances between data points in the same cluster are minimized while distances between data points of different clusters are maximized. In our experiment, only must-link pairwise constraints are used.
GO Fuzzy c-means is developed from the fuzzy c-means clustering algorithm [11] . It uses general GO terms from the first level of the GO hierarchy to determine the number of clusters, to initialize and to update the membership of genes in the clustering process. GO Fuzzy c-means algorithm computes membership of each gene to different clusters.
G. Evaluation Methods
When knowledge from a single level of the GO hierarchy is used, clustering results are evaluated based on pairwise Fmeasure [2] . When the knowledge from multiple levels of the GO structure is used, clustering results are evaluated by unique GO terms and unique transcription factors. Specifically, how many unique GO terms and unique transcription factors associating with the clustering result? Pairwise F-measure is calculated as follows. We also evaluate the performance of MPCKMeans, GOFuzzy, and KMeans clustering algorithms by unique GO terms and unique transcription factors. A good cluster ideally would have many genes associating with similar biological processes or some common transcription factors. These biological processes, represented by a GO terms, or the common transcription factors are called significant GO terms or significant transcription factors.
Precision= Pairs correctly predicted/Pairs predicted, Recall=Pair correctly predicted/Total correct pairs, F-Measure=2× Precision × Recall/(Precision + Recall).
Both the number of
We use Gene Ontology Analyzer package (GOAL) [17] to extract GO terms and transcription factors (TFs) associating with each cluster of genes. We examine if there is any GO term or transcription factor over-represented with each cluster than it would be by chance. Bonferroni correction is used for testing statistical significance and pvalue is set to 0.005 [18] . A maximum of seven steps on a GO tree search beginning from leaf is performed and transcription factors are included for analysis. We use transcription factors associating with genes from [19] . Only GO terms and transcription factors associating with more than two genes are returned.
We follow the method proposed in [7] to evaluate clustering results based on unique GO terms analysis and extend this evaluation method for unique transcription factor analysis. We compare the number of significant GO terms and transcription factors associating with our MPCKMeans clustering results to those obtained from KMeans clustering and GOFuzzy. GO terms and transcription factor associating with the clustering results of KMeans are original GO terms and original transcription factors [7] , which are generated by a standard unsupervised clustering method. Any significant GO term or transcription factor appeared in both MPCKMeans and KMeans clustering, or in both GOFuzzy and KMeans clustering is an overlapping GO term or overlapping transcription factor. Any significant GO term or transcription factor appeared in MPCKMeans but not in KMeans clustering, or in GOFuzzy but not in KMeans clustering is a unique GO term or unique transcription factor. A unique GO term or unique transcription factor indicates new found biological evidence associated with a cluster that cannot be found by other conventional clustering methods. Because the ultimate target of gene clustering is to group co-expressed genes so that to predict functions of unknown genes based on functions of other known genes, the new found biological evidence is an indicator of a good clustering method. Therefore, a clustering method is considered better when it generates higher number of unique GO terms and unique transcription factors [7] .
III. RESULTS
We use five-fold cross validation; four among five folds are used to train MPCKMeans and one fold is used to evaluate its performance. The algorithm runs 10 times to increase the accuracy of results.
A. Performance with prior knowledge from the first level of GO hierarchy
The numbers of clusters for the yeast and canola datasets are determined from literature [7, 14] rather than from the number of general GO terms obtained from the first level of the GO hierarchy. There are 60 clusters generated for the Gasch dataset, 50 clusters for the YeastA, YeastB, and Spellman datasets. Figure 1 shows the performances of MPCKMeans trained by pairwise constraints from the first level of the GO hierarchy. When there is no prior knowledge provided, F-Measure is very small (below 0.08) for all four yeast datasets. F-Measure is relatively unchanged when the number of pairwise constraints increases to 1000. When the number of pairwise constraints increases from 1000 to 1500, F-Measure steeply increases and reaches as high as 0.19. It is worth mentioning that the total number of constraints for each microarray dataset is very large. For example the total number of constraints is 1227032 in YeastA and 1222832 in YeastB. When we use only 1.2% (1500 randomly selected pairwise constraints for YeastA) of the total number of constraints, the F-Measure rises from 0.062 to 0.17. We can certainly use a larger number of pairwise constraints to train the MPCKMeans framework to get a better performance. However the running time of MPCKMeans will be much increased with the increased number of constraints.
The performance of our approach for the canola dataset with 24 clusters is shown in Fig. 2 . When there is no prior knowledge provided, F-Measure is 0.16 and it does not change much when the number of pairwise constraints increases to 200. When we continue increase the number of constraints from 200 to 1000, F-Measure markedly increases to about 0.64 and remains relatively constant when the number of pairwise constraints increases from 1000 to 2000.
B. Performance with prior knowledge from low levels of GO hierarchy
We compare influences of prior knowledge generated from different levels of the GO hierarchy on the performance of MPCKMeans. Because the performance is relatively independent from the dataset used when the prior knowledge is generated from the first level of the GO hierarchy, we conducted this experiments based only on the YeastA dataset. The performance of MPCKMeans is shown in Fig. 3 . At the lower levels of GO constraint, the Fmeasure markedly increases when the number of pairwise constraints increases from 100 to 1000. The slope of increase between 100 and 500 constraints appears to be correlated with GO levels. The overall performance is the best when the constraints are from 5 th GO level.
We repeat the above experiment by generating different number of clusters at different GO level from the YeastA datasets. There are 63, 114, 77, and 48 clusters at GO levels 2, 3, 4, and 5, respectively (Fig. 4) . The change in the number of clusters does not seem to significantly affect the performance of MPCKMeans (Figs. 3, 4) .
C. Performance with fuzzy prior knowledge from multiple levels of GO hierarchy
Comparing with the KMean clustering method, Tables II  and III show the numbers of overlapping and unique GO terms and TFs, respectively. These numbers are obtained by running GOFuzzy and MPCKMeans 10 times on the YeastA dataset and using GO and transcription factor analysis (see Section II.G). To compare the performance of GOFuzzy with MPCKMeans, we transform fuzzy clustering by using GOFuzzy into crisp clusters. Recall that in GoFuzzy, a gene is assigned a membership score to each individual cluster. By transforming GoFuzzy into crisp clusters, we keep only genes in a cluster whose membership score is greater than a chosen threshold. Two thresholds 0.037 and 0.035 are used to generate two different crisp clustering results, GOFuzzy 0.037 and GOFuzzy 0.035 , from the fuzzy clustering results of GOFuzzy.
MPCKMeans using fuzzy knowledge from all levels of GO hierarchy can generate a larger number of unique GO terms and unique transcription factors compared to those generated by GOFuzzy using knowledge from GO terms at the first level of GO hierarchy. 
IV. DISCUSSIONS AND CONCLUSIONS
We present a semi-supervised clustering framework to cluster gene expression data by using the MPCKMeans as the clustering algorithm and present different approaches of generating pairwise constraints from Gene Ontology as prior knowledge for MPCKMeans. We demonstrated a better clustering result by using knowledge from lower levels of GO hierarchy than those from the first level because the lower level of a GO term the more specific, indicating any pair of genes that are commonly annotated to such GO term are more closely related. Such pairwise constraints provided for MPCKMeans during the training process would be more accurate and meaningful.
In this study we generate prior knowledge at first five levels of GO hierarchy and demonstrated that the more specific GO terms are generally more effective constraints in the semi-clustering process. It is possible that GO terms at a lower level, such as 6 or 7 could be more effective constraints. Nevertheless, it is evident from Figs 3 and 4 that level 5 GO terms are sufficiently good constraints.
Even though GO Fuzzy c-means shows some potentially good clustering results, there is a limitation with the clustering method. GO terms from the first level of the GO hierarchy are too general. Thus two genes sharing the same general GO term may not necessarily be closely related. As the result, the prior knowledge generated solely from the first level may not be sufficiently good in training a clustering model.
Our framework can accept pairwise constraints generated from other biological sources such as transcription factor or protein-protein interaction networks. Moreover, knowledge generated is tested on the MPCKMeans algorithm but can be used for any semi-supervised clustering algorithm that accepts pairwise constraints. Our evaluation shows that pairwise constraints generated from low levels of the GO hierarchy better guide clustering process of MPCKMeans than those from the first level of GO. When pairwise constraints generated from multiple levels of the GO hierarchy are used, MPCKMeans outperforms GO Fuzzy with prior knowledge generated from the first level of GO hierarchy.
