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Abstract—This study presents the integration between 
Evolving Spiking Neural Network (ESNN) and Firefly 
Algorithm (FA) for parameter optimization of ESNN model. 
Since ESNN lacks the ability to automatically select the optimum 
parameters, Firefly Algorithm (FA), as one of nature inspired 
metaheuristic algorithms is used as a new parameter optimizer 
for ESNN. The proposed method, ESNN-FA is used to determine 
the optimum value of ESNN parameter which is modulation 
factor (Mod), similarity factor (Sim) and threshold factor (C). 
Five standard datasets from UCI machine learning are used to 
measure the effectiveness of the proposed work. The 
classification results obtained shown an increase in accuracy 
than standard ESNN for all dataset except for iris dataset. 
Classification accuracy for iris dataset is 84% which less than 
standard ESNN with 89.33%. The rest of datasets achieved 
higher classification accuracy than standard ESNN which for 
breast cancer with 92.12% than 66.18%, diabetes with 68.25% 
than 38.46%, heart with 78.15% than 66.3% and wine with 
78.66% than 44.45%. 
 
Index Terms—Evolving Spiking Neural Network; Firefly 
Algorithm; Nature Inspired Algorithms; Parameter 
Optimization. 
 
I. INTRODUCTION 
 
The inspiration of structural system of human brain has 
inspired the researchers to develop artificial intelligent 
method, Artificial Neural Network (ANN) in classification 
solving method. ANN has three generations of neural 
network models: binary networks, real-valued networks and 
spiking neural network (SNN) [1]. SNN is more powerful 
tool of computation than other two neural network models 
[2], [3].  
SNN have several types of models representing their own 
abstraction level. The first two models are prominent which 
are known as the conductance and threshold models [4]. The 
conductance models is invented by [5] and was then 
simplified by [6]. The threshold models represent high level 
of abstraction which are known as leaky integrate and fire 
model (LIF) and spike response model (SRM). There is one 
of the SNN models which is called as Evolving Spiking 
Neural Network (ESNN). The architecture of ESNN was first 
proposed by Wysoski et al. [7] that take Kasabov’s [8] 
evolving model as the foundation through ECoS that evolve 
the structure of the network in the process of training. ESNN 
model shown to have the capabilities in simplicity and 
efficiency with its fast one-pass learning algorithm. 
The issue in ESNN model is to determine the optimal value 
for parameters. ESNN has three important parameters which 
are modulation factor (Mod), threshold factor (C) and 
similarity value (Sim). The selection for each parameter value 
is done manually [9]. Thus, increases the computational time 
and rendered the model less efficient.  
Swarm Intelligence (SI) has proven itself to have the 
adaptive ability in various environments and inspired many 
optimization techniques [10]. Firefly Algorithm (FA) is one 
of many SI algorithm that is used commonly in classification. 
However, the integration of FA as parameter optimizer in 
ESNN have not been done yet. The advantages of using these 
algorithm are the works of information sharing which can 
improve the algorithm to converge much faster and have 
higher probability to escape before trapped into local modes 
[11]. In [12], FA has been proven to have better search and 
adaptive ability. Therefore in this research, FA is proposed as 
the new optimizer for ESNN to optimize parameter values. 
The explanation of the paper will be organized as follows: 
ESNN is explained in Section II, FA will be described in 
Section III. Section IV, the explanation of methods used. 
Section V shows the experimental results and the discussions 
and Section VI is the conclusion of the paper. 
 
II. EVOLVING SPIKING NEURAL NETWORK 
 
One of the improved models of SNN is called Evolving 
Spiking Neural Network (ESNN). The improvement was 
made by Wysoski [13]. The ESNN model has been following 
two principles which are the likelihood of creating new 
classes and the merging for the same similar weight [1]. Same 
encoding method used for SNN which is the population as 
explained in [14]. An input neuron j firing times calculation 
can be done by using the point of intersect of Gaussian 
function. Equation 1 calculated the centre whereas Equation 
2 calculated the width with the variable interval of [Jmin, 
Jmax]. Each receptive field width is controlled by parameter 
β.  
 
R=Jmin+(2j-3)/2* (Jmax-Jmin)/(M-2) (1) 
σ=1/β∙ (Jmax-Jmin)/ (M-2), 1 ≤ β ≤2 (2) 
 
where: R = The centre of Gaussian intersection 
        σ  = The width of variable interval [Jmin, Jmax] 
 
The Fast Integrate and Fire Model proposed by Thorpe [15] 
are based on a neuron receiving the spikes that arrived earliest 
will achieve a weight that is stronger compared to the spikes 
that arrived later. The neuron will fire and becomes disabled 
when the definite number of spikes is reached and threshold 
value is exceeded by Post-Synaptic Potential (PSP). Equation 
3 presented the calculation of PSP of neuron j. 
 
μ
e
= {
 0 if fired
∑ wfe*Mode
order (f) otherwise 
 (3) 
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where: wfe = Pre-synaptic neuron f weight  
Mode
order (f)
 = Modulation factor with interval [0, 1] 
order (f) = The spike rank of neuron  
The value for order (f) begins with zero according to the 
spikes which is first among all pre-synaptic neuron and 
increases by the firing time. New output neuron is created for 
each training sample as described in One-pass Learning 
algorithm. Further details regarding ESNN can be found in 
[16]. 
 
III. FIREFLY ALGORITHM 
 
Yang [17] proposed Firefly Algorithm (FA) that was 
inspired on how the flashes behavior of fireflies. Primarily the 
flashing of fireflies acts as a signaling system to attract the 
other fireflies and potential prey. FA simulates the flash 
pattern and characteristic of fireflies. In developing FA,[18] 
stated three idealized rules are as follows: 
i. Firefly is an epicene. 
ii. The less bright firefly is attracted to brighter firefly 
that moving randomly. 
iii. he brightness of a firefly indicates the optimization 
 of the object function. 
In FA optimization, the light intensity of a firefly will 
determine the attraction of another fireflies. Therefore, firefly 
i and firefly j will have varied distance rij. Moreover, when 
the light density decreasing, its distance also decreases for its 
light is absorbed within the media. Given Equation 4, 
intensification of light, I(r) differ based on the law relation of 
square inverse. 
 
I(r)=Is/r
2 (4) 
 
where: Is = Light intensity at the source 
 
xi
t+1= xi
t+ β
0
e-γr
2
(xj
t-xi
t)+ αtϵi
t (5) 
 
For the second term, it is used to represent the 
attractiveness of the fireflies. The value for light absorption 
coefficient γ, is fixed and value β
0
 is used to represent the 
initial light intensity when r = 0. For the firefly to move 
randomly, the third term used, 𝛼𝑡 being the randomization 
parameter while for the vector of random numbers  𝜖𝑖
𝑡 is taken 
from Gaussian or uniform distribution at time t. In most cases 
of implementations, 𝛽0 = 1 and 𝛼 𝜖 [0, 1]. On the other hand, 
the parameter γ varies from 0.01 to 100 and categorizes the 
variant attractiveness and using its value to determine the 
convergence speed and behavior of FA [19]. 
 
IV. THE INTEGRATION OF ESNN-FA 
 
The parameters of ESNN is optimized using FA to get 
optimal performance. Before optimizer is used, the 
parameters are adjusted manually and it is deemed to be 
infeasible since the process would be inefficient and 
unsystematic. Previous research implementing integration of 
optimization algorithm has shown promising result. Thus, we 
propose the optimizer algorithm that will be integrated with 
ESNN is Firefly Algorithm (FA).  
The integration of ESNN-FA is conducted using the well-
known Wrapper method. The method was initially 
inaugurated by [20]. Later, the method is thoroughly analyzed 
later by [21] and further analyze by [22]. The Wrapper 
method takes the classifier and melds with an optimization 
algorithm. 
In this study, ESNN as the classifier is combined with FA 
as an optimizer. FA integrated with the classifier ESNN to 
optimize the parameters, modulation factor (Mod), threshold 
factor (C) and similarity value (Sim). A set of random values 
is used to initialize all the candidates. Subsequently, the 
candidates interact with each other based on the classification 
accuracy. 
For each candidate, holds definite parameter values and 
make up the structure of ESNN. Then, the input samples will 
go through ESNN. This process will classify the input 
samples according to their targeted classes. The evaluation of 
candidate’s performance is done by calculating the fitness 
function based on the classification accuracy. In the 
integration approach, the fitness function is a necessary 
element [22]. In other words, all input samples will be 
encoded into spikes and pass through ESNN model to find the 
current fitness. 
The FA_Best is assigned with the best classification 
accuracy hold by the candidates. If the FA candidates 
encounter a better result compared to the FA_Best, the new 
created FA_Best will replace the FA_Best. The iteration will 
be repeated until the termination criterion is reached. Figure 
1 shows the ESNN-FA framework and Figure 2 explains the 
algorithm 1 of the proposed integration. 
 
 
Figure 1: The Proposed ESNN-FA Framework 
 
Initialize candidates 
Read input dataset 
Initialize ESNN parameters: 
Mod= [0, 1], C= [0, 1] and Sim = [0, 1] 
Initialize neuron repository R 
while not reaching maximum iteration do 
for all candidates do 
Encode input sample into firing time of pre-synaptic neuron f 
for all input sample e belong to the same  
output class do 
Set weight for all pre-synaptic neuron  
where wf = Mode
 order(f)
 
Calculate PSPmax(e) =  ∑ wfe ∗ Mode
 order(f)
 
Get PSP threshold value, θ =  PSPmax (e) ∗ C 
if the trained weight vector <= Sim of trained weight in R then 
Merge weight and threshold value with most similar neuron 
Calculate w =  
w(new)+w∗N
N+1
 
Calculate θ =  
θ(new)+θ∗N
N+1
 where N is the number of merge before 
else Add new neuron to output neuron repository R 
end if 
end for (Repeat to all input samples for other output class) 
Calculate fitness 
Update FA individuals 
Do testing according the best fitness value 
end while  
 
Figure 2: Algorithm 1 of ESNN-FA 
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A. Experiment Setup 
There are five datasets taken for this study from UCI 
machine learning repository [23]. The datasets used are Iris, 
Wisconsin breast cancer, Pima Indians Diabetes, Heart and 
Wine. 
All datasets undergone pre-processing before it is suitable 
for training. The paper points out that training and testing 
datasets are normalized before the experiment is started. The 
range of normalization is [0, 1] by Equation 6. 
 
?̅?=
m-minm
maxm-minm
 (6) 
 
where: m = Original attribute value 
m̅ = The normalized attribute value 
𝑚𝑎𝑥𝑚 = Maximum values of the attribute m 
𝑚𝑖𝑛𝑚 = Minimum values of the attribute m 
 
Moreover, FA currently has its own parameters. The 
selected values for FA used parameters are shown in Table 1. 
 
Table 1 
Setting Value for FA Parameters in ESNN-FA 
 
Parameter Value 
Randomness ( ) 0.25 
Absorption (γ) 1.0 
Initial attractiveness (β0) 1.0 
Population size 50 
 
V. EXPERIMENT RESULTS AND DISCUSSION 
 
In this section, the paper presents the experimental results 
of ESNN-FA integration and the comparison to standard 
ESNN, and DE-ESNN [1]. First, the dataset is separated into 
two different parts; testing and training. By using 10-fold 
cross validation, 90% of total sample makes the training 
dataset and the rest is testing dataset.  
Next, after the dataset is normalized and prepared, the 
integration of ESNN-FA will be trained based on the final 
datasets prepared to start classifying the dataset according to 
their classes. From these classification, the performance of 
the proposed method is calculated with the accuracy of the 
correct classification. The three important parameters can 
determine the result of training in ESNN. The value of Mod, 
C and Sim are changing between 0 and 1.  
Table 2 shows the classification accuracy result using 
manually selected value of ESNN parameters. The 
experiments are conducted for ESNN without the use of 
optimizer. The value used shown that by changing the ESNN 
parameter, the results can achieve better accuracy for all 
datasets. 
 
Table 2 
Classification Result Obtained Using Manually Selected Value of ESNN 
Parameters 
 
Dataset 
Manual Tuning ESNN 
Parameter 
Classification accuracy 
% 
Mod C Sim 
Iris 0.9 0.9 0.1 92.00 
Breast cancer 0.9 0.35 0.1 94.41 
Diabetes 0.9 0.9 0.1 56.41 
Heart 0.85 0.75 0.1 74.44 
Wine 0.9 0.95 0.1 66.67 
 
Table 3 shows the parameter combination and accuracy 
result for ESNN-FA from all datasets. From the table, it is 
clear that for each dataset, FA search for the optimum value 
of ESNN parameters in regards with the best fitness accuracy.  
 
Table 3 
ESNN Parameter Optimized by FA and Testing Accuracy Obtained for All 
Dataset 
 
Dataset 
ESNN Parameter Classification accuracy 
% Mod C Sim 
Iris 0.94 0.92 0.94 84.00 
Breast cancer 0.98 0.60 0.26 92.12 
Diabetes 0.89 0.28 0.49 68.25 
Heart 0.59 0.28 0.79 78.15 
Wine 0.89 0.98 0.14 78.66 
 
From these results, it can be observed that the optimum 
parameter values are different for all five datasets. The 
proposed method shows that there is no specific combination 
of parameter value for all datasets. This means that the best 
accuracy results can be achieved when the optimum 
parameter is found. 
The result of the experiment has been compared and 
analysed based on the classification accuracy achieved. Table 
4 shows the results with comparison between ESNN-FA, 
standard ESNN and DE-ESNN for all datasets in training and 
testing data. The result for standard ESNN parameter is tested 
from [24] and the manually tuned ESNN parameter is from 
Table 1. The comparison for standard ESNN is represented 
by these results. 
From Table 4, the results reported the accuracy achieved 
by ESNN-FA in the training phase was better except for heart 
dataset with accuracy of 84.16%. In addition, the findings 
show that the accuracy in the testing phase of ESNN-FA have 
demonstrated better performance for diabetes, heart and wine 
datasets when compared with standard ESNN.  
On the other hand, when comparing the overall 
classification of the proposed methods, the accuracy for heart 
has a promising result with an accuracy of 78.15%. However, 
the accuracy of ESNN-FA for iris dataset is not satisfied with 
values of 84%, yet the proposed methods still outperforms the 
standard ESNN. On the other hand, at least heart dataset have 
better classification accuracy compared to MLP.  
Furthermore, as it can be seen in the testing phase, the 
accuracy values indicate that ESNN-FA has resulted in better 
convergence compared to DE-ESNN. For breast cancer 
dataset, the accuracy result shown better than DE-ESNN with 
92.12%. In addition, for heart dataset the accuracy achieved 
is 78.15%. The heart dataset shown an increase in 15.44% 
than DE-ESNN.  
This shows FA have better adaptive ability and 
generalization performance [12]. These reflects to FA 
searching algorithm which improved the classification 
accuracy with ESNN. 
 
Table 4 
Comparisons between the Proposed Method and Existing Optimization 
Methods 
 
Dataset Algorithm 
Classification accuracy 
% 
Training Testing 
Iris Standard ESNN 
Parameter 
96.23 89.33 
Manually Tuned ESNN 95.56 92.00 
ESNN-FA 100 84.00 
DE-ESNN  97.62 93.33 
Breast 
cancer 
Standard ESNN 
Parameter 
95.02 66.18 
Manually Tuned ESNN 99.74 94.41 
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ESNN-FA 100 92.12 
DE-ESNN  97.62 91.18 
Diabetes Standard ESNN 
Parameter 
44.39 38.46 
Manually Tuned ESNN 70.03 56.41 
ESNN-FA 76.78 68.25 
DE-ESNN  - - 
Heart Standard ESNN 
Parameter 
73.83 66.30 
Manually Tuned ESNN 80.04 74.44 
ESNN-FA 84.16 78.15 
DE-ESNN 97.47 62.71 
Wine Standard ESNN 
Parameter 
44.75 44.45 
Manually Tuned ESNN 66.81 66.67 
ESNN-FA 85.95 78.66 
DE-ESNN  - - 
 
VI. CONCLUSION 
 
In this paper, an integration of ESNN-FA was proposed to 
search for optimal parameter values of ESNN. The 
comparison study between the ESNN-FA, standard ESNN 
and DE-ESNN have been done to illustrate the performance 
of ESNN-FA. As a result, ESNN-FA is proven with 
capability to classify most dataset better compared to 
standard ESNN and DE-ESNN. The results have shown 
promising results because of the improved classification 
accuracy with ESNN-FA. In future work, further 
modification to improve the performance of ESNN-FA will 
be conducted. 
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