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ABSTRACT
The images of thermographic (IR) cameras suffer from
relatively small resolution and strong stochastic noise.
Hence, it is recommended to improve the image quality
by subsequent processing steps. The so-called super-
resolution is a well suited approach for image improve-
ment of video streams. It exploits the fact, that adja-
cent images of a video stream contain the same object
scene but they differ in ”microscopic” details. These
small differences can be used to multiply the image
resolution. A super-resolution technique generates a
new image from every few (typically four to ten) adja-
cent video images and consists of roughly three steps:
image registration, alignment, and fusion. We have
reworked, implemented, and tested some variants of
super-resolution.
Index Terms— resolution enhancement, noise re-
duction, thermography, video stream
1. INTRODUCTION
The term ”super-resolution image reconstruction” (or
simply ”super-resolution”) denotes methods for in-
creasing the image resolution beyond the limit that is
given by the pixel grid. A single image does usually
not contain enough information to increase the reso-
lution in this kind. Super-resolution needs a sequence
of images that slightly vary from frame to frame. The
basic principle is known at least since 1984, as cited in
[1]. It is mainly used in thermography because of the
relatively small resolution of IR sensors.
In order to understand the super-resolution, we sup-
pose that the object scene is ﬁxed and the camera pans
over the scene. So we obtain images with nearly the
same content that are only translated and possibly ro-
tated to each other. As far as the image translation is
a multiple of the pixel distance and rotation is negligi-
ble, the objects are identical in all details at adjacent
images. However, the translation amount actually in-
volves a random fractional part. Hence the objects are
sampled at distinct points in different images. If we
combine these sample grids, we get a reﬁned grid in
the overlapping area of the scene. This happens even
when only few images are used, see ﬁg. 1.
path of image motion
overlapped grids refined grid
Fig. 1. Principle of super-resolution.
Instead of using random camera steps, one can
generate regular image sensor shifts inside the camera.
This approach, called ”micro-scanning”, is only suit-
able for cameras that are ﬁxed on a tripod. The latter
will not be discussed here.
In the next sections we will ﬁrst explain the basic
steps of super-resolution. Then we will treat one of
these steps, the matching of adjacent images (registra-
tion). After this, the intrinsic image reconstruction will
be investigated by means of two approaches of different
complexity.
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2. STEPS OF SUPER-RESOLUTION
The process of super-resolution is roughly illustrated in
ﬁg. 2. A real technique may deviate from this scheme
in some details. This chart nearly represents the in-
version of the real image formation process with one
essential difference: We think the real object to be spa-
tially band-limited, so that it can be replaced by a dis-
cret structure according to the sampling theorem. This
structure is regarded as the desired high-resolution im-
age.
Image registration
(motion estimation)
Interpolation
onto HR grid
Post-processing,
image restoration


Correction of blur (PSF, pixel size)
Noise reduction
Image sequence (original)
Destination image (HR)
Image sequence (aligned)
Fused, scaled image
Fig. 2. Process of super-resolution, adapted from [2].
The ﬁrst step, called ”registration”, means a tech-
nique for ﬁnding optimal coordinate transformations
between images to align them. It is applied to every
few adjacent images of the incoming stream. The out-
put of the registration can be regarded as an aligned set
of images that are as similar as possible. In the next
step, this alignment is executed and the images are in-
terpolated onto the given high-resolution grid.
Along with the interpolation, the images must be
suitably combined to obtain an improved representa-
tion of the object scene. Thereby some serious prob-
lems occur. The source images may be blurred by op-
tical aberrations (”point source transmittance” - PSF),
so that higher spatial frequencies are lost. However,
since the destination image is able to depict higher fre-
quencies, it should contain corresponding information.
To solve the problem, the higher spectral parts must be
reconstructed from the source images.
Such reconstruction techniques commonly realise
the inversion of an image formation step. But the equa-
tion system that has to be inverted is generally bad-
conditioned. So the noise will prevent the inversion
from giving a useful result. Therefore, so-called ”regu-
larisation” methods exist that improve the conditioning
by additional constraints, like a smooth image inten-
sity. In section 4.2 we will deal with that. Image in-
terpolation and reconstruction or restoration cannot be
strongly separated. The division into two steps accord-
ing to ﬁg. 2 is quite formal. In some variants, these
steps may be partially exchanged.
3. IMAGE REGISTRATION
The aim of registration is to estimate the motion of ob-
jects between images. We assume that some adjacent
frames of a video stream contain the same structures
and differ only in the position of these structurs. Fur-
ther we assume, there is a global geometric transforma-
tion that quantiﬁes this motion by only few parameters.
If the real objects are moving slowly with respect to
the frame rate and the camera pans over the scene, this
assumption holds.
An established method for determining these geo-
metric parameters is a version of the Gauss-Newton it-
eration. The following brief overview is similar to that
by Katsaggelos et al. [3]. We consider a short sequence
of about four to ten images. One of these images is de-
ﬁned as reference image with a gray value function of
g0(x, y). An arbitrary other one is regarded as ”current
image” with a gray value function of g(x, y). We de-
sire the geometric transform (X ′, Y ′) between the two
images. (X ′, Y ′) provides the point (x′, y′) of the ref-
erence image that corresponds to a given point (x, y)
of the current image:
x′ = X ′(x, y, w), y′ = Y ′(x, y, w), ∀ (x, y).
(1)
There is an additional variable, the vector w, that com-
prises the unknown geometric parameters.
If the transformation is correct, the following for-
mula holds:
g(x, y) = g0(X
′(x, y, w), Y ′(x, y, w)), ∀ (x, y).
(2)
This can be regarded as equation system in w. Since
there are many more points (x, y) (one for each pixel)
than elements in w, the equation system is very over-
determinated. It cannot be solved exactly, but only in
the sense of minimising a residual RMS error.
In order to handle the system (2), the Gauss-
Newton iteration uses a linearisation g˜ of g, that is
given by
g˜(x, y, w) = g0(x, y) +
q∑
k=1
hk(x, y) · wk (3)
with the abbreviation
hk(x, y) =
∂g0
∂x
∣∣∣∣
(x,y)
· ∂X
′
∂wk
∣∣∣∣
(x,y,0)
+
∂g0
∂y
∣∣∣∣
(x,y)
· ∂Y
′
∂wk
∣∣∣∣
(x,y,0)
.
(4)
All terms in (4) can approximately be calculated. We
obtain the derivations ∂g0/∂x and ∂g0/∂y by means
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of appropriate discrete convolution operators, e.g. the
Sobel operator. The other two derivations result from
the ab initio known equations of X ′ and Y ′ as func-
tions of the geometric parameters w = (w1, w2, . . .)T .
An estimation wˆ of w follows from the requirement to
minimise the RMS error:
wˆ = argmin
w
⎛
⎝ ∑
(x,y)∈I
(g˜(x, y, w)− g(x, y))2
⎞
⎠ .
(5)
The index set I comprises the positions of all or the
most pixels of the images.
Eq. (5) forms a linear equation system inw that can
be solved by inversion of the coefﬁcient matrix. This
matrix is regular in practice. Since the solution holds
only for a linear approximation of the original task, it
must be improved by an iterative process. For this, the
current image is subjected to the inverse of the geomet-
ric transfom (X ′, Y ′), using the calculated parameter
vector. This yields a corrected image that should be
more similar to the reference image. Now, the refer-
ence image is replaced by this corrected image, and the
calculation of the parameter vector according to (5) is
repeated. We get a new transform (X ′, Y ′)new. Then,
the (original) current image is subjected to the com-
bined inverse transform (X ′, Y ′)new
−1 ◦ (X ′, Y ′)−1.
This results in an corrected image, that is even more
similar to the reference image. The latter one is re-
placed by the new corrected image, and so on. If the
changes of the calculated parameter vector will fall be-
low a given limit, the process will be ﬁnished.
According to many references, e.g. [1] and [4], we
restrict the vector w to two translation components and
one rotation component:
w = (Δx,Δy, ϕ)T . (6)
The geometric transformation will then be expressed as
follows:
X ′(x, y, w) = x · cosϕ− y · sinϕ+Δx,
Y ′(x, y, w) = x · sinϕ+ y · cosϕ+Δy. (7)
Inversion and combination of this special transform can
be simply calculated: the ﬁrst means a swap of the pa-
rameter signs, and the latter means addition of the re-
spective parameter vectors.
4. IMAGE RECONSTRUCTION
4.1. Pure interpolation
The simplest way to realise the middle and last step in
ﬁg. 2 is to interpolate and superpose the camera im-
ages onto the high-resolution grid. Interpolation means
that the pixel positions are scaled and remapped at the
HR grid according to the registration result. Superpo-
sition means, the interpolated images are pixelwise av-
eraged. This fast method is suitable for real-time appli-
cations, however, the potential to improve the images
is strongly limited. It is not possible to effectively re-
duce blur and artifacts from the ﬁnal HR image. So
the actual aim of increasing the resolution may not be
fully satisﬁed. But there is a second effect of all super-
resolution techniques: The small-scaled noise patterns
are noticeably reduced.
We have tested this method with images provided
by an IR camera. The original size of 320 x 240 pix-
els was doubled upto the HR size of 640 x 480 pixels.
Fig. 3 shows the ﬁrst, fourth and tenth image of a se-
quence taken from a video stream. The camera was
hand-held and slowly moved over an almost still scene.
In the interpolation step, we have used the bilinear ap-
proach. Trials with bicubic interpolation have not sig-
niﬁcantly improved the result.
Fig. 3. Test images No. 1, 4, and 10 of an IR video
stream.
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The more camera images are processed to one HR
image, the more details and fewer noise should be con-
tained in the HR image. This holds if the objects stay
inside the ﬁeld of view and the registration works ex-
actly. In our experience, the optimum is reached if four
till ten images are fused. An example is shown in ﬁg. 4.
Above the HR image from the ﬁrst four test images is
shown. Below we see the result from all ten test im-
ages.
Fig. 4. Super-resolution result from four images
(above) and ten images (below) of the test sequence,
respectively. The ”pure interpolation” method was ap-
plied.
The square label in both images encloses an area
that is detailed in ﬁg. 5. For comparision, the same
area of the ﬁrst unprocessed test image is shown above
in ﬁg. 5. This image was only extended to the HR grid
by bilinear interpolation. In the other views, the results
of super-resolution are shown. The middle view relates
to fusion of four images and the lower view to fusion of
ten images. We ﬁnd that the image quality (resolution
and noise suppression) is increased from up to down.
In the lower left corner of the resulting images a
remarkable motion blur appears. This is caused by a
slow shift of the cup relative to the other objects. Nev-
ertheless, the registration works well and focuses on
the greatest inﬂexible object contained in the ﬁeld of
view. If this solution is not sufﬁcient, the local opti-
cal ﬂow must be calculated in a different way. A suit-
able method is the so-called hierarchical block match-
ing. This means a block matching at which the cor-
relation blocks and step sizes are successively reﬁned
upto a subpixel level. We have tried this approach, but
it operates too slowly for a real-time application.
Fig. 5. Zoomed views (mid and below) of the marked
areas in ﬁg. 4. Above, the same area of the ﬁrst test
image is shown, that is only extended to the HR grid.
4.2. Regularised image restoration
The above presented method of super-resolution has
a serious disadvantage. It is assumed that the object
scene is perfectly projected on the image sensor, and
physical aspects of the image formation are not re-
garded. In this section we brieﬂy describe an improved
approach that encloses some of these aspects.
For most purposes, one can assume that a general
linear relation exists between the ideal HR image and
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each camera image. It was already explained that the
HR image can be identiﬁed with the real object scene
in some sense, see section 2. Suppose, we combine
p camera images to one HR image with the gay value
function f . The gray value functions of the camera im-
ages may be g
1
, . . . g
p
. Then the following observation
model is valid:
g
k
= M
k
· f + nk, k ∈ {1, 2, . . . , p}. (8)
In order to get the most general linear form, each of the
images g
k
and f must be expressed as a single column
vector, and the transformation matrix M
k
must have
the appropriate size. The vector nk represents the pix-
elwise additive noise contribution of the image g
k
. Due
to their large size, the terms in (8) cannot be handled in
this general kind. This equation and the following ones
are only formally valid. The terms must be simpliﬁed
to the most essential aspects of the observation model.
The transformation matrix can be expressed as
product of matrices:
M
k
= D ·B
k
· T
k
(9)
Here, D describes the sampling process of the image
sensor, B
k
the blur by optics and pixel aperture, and
T
k
the motion and geometric transform according to
the registration result.
In principle, the HR image can be obtained by solv-
ing a linear equation system. If a proper number of p
equations (8) are combined to a single system and zero
noise vectors are assumed, we get a well-deﬁned so-
lution for f . In our case, it is p = 4 and the vector
f is four times as long as a single vector g
k
. Unfor-
tunately, this way is mostly not useful since noise and
computational artifacts would be fully transmitted into
the solution.
Therefore, a regularisation term should be intro-
duced. Hardie [4], Park [2] and others propose to cal-
culate the desired HR image fˆ as follows:
fˆ = argmin
f
(
p∑
k=1
∥∥∥M
k
· f − g
k
∥∥∥2 + λ · ∥∥C · f∥∥2
)
.
(10)
The regularisation matrix C deﬁnes the constraints and
may be a kind of high-pass ﬁlter. A simple realisation
is given by
Cmn =
⎧⎨
⎩
1 n = m,
−1/4 n neighbour point of m,
0 else.
(11)
The parameter λ is called ”damping term”. It controls
the inﬂuence of the constraints on the resulting image.
If the smallest value of λ = 0 is used, the regularisation
ist suppressed and we get the mentioned direct solution
with its insufﬁciencies. In the opposite case, if λ would
grow to inﬁnity, the resulting image would totally lose
its speciﬁc content.
Eq. (10) describes a multilinear regression task that
can be expressed in closed form as linear equation sys-
tem. Due to its great size, it is impractical to solve
this system by a standard method. Instead, an iterative
splitting approach is recommended.
Our experimental results with this approach are
described now. We have implemented the so-called
Richardson algorithm as explained in [5] and other
sources to solve the equation system (10) iteratively.
The appropriate damping value λ cannot be calculated
by a simple formula, so we have tried some values
between 0 and 10. An example of the results is shown
in ﬁg. 6. In all subviews the calculated HR image from
the ﬁrst four camera images is illustrated. For better
visibility, the views are restricted to the same image
detail as in ﬁg. 5. From up to down the results for λ =
0, 1, 10 are presented, respectively.
We have simpliﬁed the transformation matricesM
k
as follows: The motion was expressed as global transla-
tion and rotation, and the blurring effect was regarded
as convolution with the optical PSF and the square
pixel aperture. The PSF was modeled as a Gaussian
distribution, and its width was estimated from edges
that are contained in the camera images.
In the upper view of ﬁg. 6 the case of suppressed
regularisation (damping) is shown. As expected, the
image is disturbed by artifacts and noise, but the sharp-
ness is higher than in the previous reconstruction
method. The mid view shows the case of moderate
damping. One can see that the high-frequency dis-
turbance is mitigated. Unfortunately, this leads to
somewhat lower edge sharpness. The result is now
comparable to that of the previous method, see the mid
view of ﬁg. 5. In the lower view we see the effect of a
stronger damping. The disturbance is further reduced,
but the lost of sharpness is no longer acceptable. Our
experiments have shown that the optimal value of λ
lies in the interval [0.5, 2.0].
5. CONCLUSIONS
In this paper, the principle of super-resolution was de-
scribed, and related own investigations were presented.
It could be shown that generating of super-resolved im-
ages from IR video sequences works quite well. First,
a simpler technique was presented that is suitable for
real-time applications. This method provides images,
that are visually sharper and cleaner than the originals.
But the effect of resolution enhancement is not so ob-
vious. Nevertheless, we have implemented this method
in a stand-alone software that can be considered as as-
sessory of an IR camera. It processes the source images
ofﬂine, but the operation speed on an up-to-date PC al-
lows a nearly real-time processing.
Second, a more sophisticated approach of super-
resolution was investigated. This technique considers
some physical aspects of image formation. The pro-
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Fig. 6. Super-resolution result from four images of the
test sequence. The ”regularised restoration” method
was applied.
cess can be parametrised to get either quite sharp and
somewhat noisy or less sharp and cleaner HR images.
Since the kernel process is iterative, the operation time
is much longer than that of the ﬁrst method. Real-time
ability cannot be achieved by PC technology. But it
would be promising to implement the kernel algorithm
on an embedded system or on a Graphics Processing
Unit.
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