Abstract-This work addresses the problem of finding boundary points in multidimensional data sets. Boundary points are data points that are located at the margin of densely distributed data such as a cluster. We describe a novel approach called BORDER (a BOundaRy points DEtectoR) to detect such points. BORDER employs the state-of-the-art database technique-the Gorder kNN join and makes use of the special property of the reverse k nearest neighbor (RkNN). Experimental studies on data sets with varying characteristics indicate that BORDER is able to detect the boundary points effectively and efficiently.
INTRODUCTION
A DVANCES in information technologies have led to the continual collection and rapid accumulation of data in repositories. Knowledge discovery in databases is a nontrivial process of identifying valid, interesting, and potentially valuable patterns in data [13] . Given the urgent need for efficient and effective analysis tools to discover information from these data, many techniques have been developed for knowledge discovery in databases to identify valid, interesting, and potentially valuable patterns from the data. Such techniques include data classification and mining association rule, cluster, and outlier analysis [15] as well as data cleaning and data preparation techniques to enhance the validity of the data by removing anomalies and artifacts.
In this paper, we examine the problem of boundary point detection. Boundary points are data points that are located at the margin of densely distributed data such as a cluster. Boundary points are useful in data mining applications because they represent a subset of population that possibly straddles two or more classes. For example, this set of points may denote a subset of population that should have developed certain diseases, but somehow they do not. Special attention is certainly warranted for this set of people since they may reveal some interesting characteristics of the disease. The knowledge of these points is also useful for data mining tasks such as classification [18] since these points can be potentially misclassified.
Intuitively, boundary points can be defined as follows: Definition 1. A boundary point p is an object that satisfies the following conditions:
1. It is within a dense region IR. 2. 9 region IR 0 near p, DensityðIR 0 Þ ) DensityðIRÞ or DensityðIR 0 Þ ( DensityðIRÞ.
Note that boundary points are different from outliers [1] , [9] , [2] or its statistical counterpart-the change-point [24] , [10] , [3] . While outliers are located in the sparsely populated areas, boundary points occur at the margin of dense regions.
We develop a method called BORDER (a BOundaRy points DEtectoR) that utilizes the special property of the reverse k nearest neighbor (RkNN) [22] and employs the state-of-the-art database technique-the Gorder kNN join [30] to find boundary points in a data set.
The reverse k-nearest neighbors (RkNN) of an object p are points that look upon p as one of their k-nearest neighbors. A property of reverse k-nearest neighbor is that it examines the neighborhood of an object with the view of the entire data set instead of the object itself. Hence, it can capture the distribution property of the underlying data and allow the identification of boundary points that lie between two or more distributions.
Utilizing RkNN in data mining tasks will require the execution of an RkNN query for each point in the data set (the set-oriented RkNN query). However, this is very expensive and the complexity will be OðN 3 Þ since the complexity of a single RkNN query is OðN 2 Þ time using sequential scan for nonindexed data [29] , where N is the cardinality of the data set. In the case where the data is indexed by some hierarchical index structure [5] , the complexity can be reduced to OðN 2 Á logNÞ. However, the performance of these index structures is often worse than sequential scan in high-dimensional spaces.
Instead of running multiple RkNN queries, the proposed approach utilizes Gorder kNN join [30] (or the G-ordering kNN join method) to find the reverse k-nearest neighbors of a set of data points. Gorder is a block nested loop join method that exploits sorting, join scheduling, and distance computation filtering and reduction to reduce both I/O and CPU costs. It sorts input data sets into the G-order and applies the scheduled block nested loop join on the G-ordered data. It also employs distance computation reduction to further lower the CPU costs. It does not require an index and handles high-dimensional data efficiently.
BORDER processes a data set in three steps. First, it executes Gorder kNN join to find the k-nearest neighbors for each point in the data set. Second, it counts the number of reverse k-nearest neighbors (RkNN number) for each point according to the kNN-file produced in the first step. Third, it sorts the data points according to their RkNN number and the boundary points whose RkNN number is smaller than a user predefined threshold can be output incrementally. Experimental studies show that the proposed BOR-DER method is able to detect boundary points effectively and efficiently. Moreover, it helps the density-based clustering method DBScan [12] to find out the correct clusters and improves the classification accuracy for various classifiers. Note that BORDER is based on the observation that boundary points tend to have fewer reverse k-nearest neighbors. This assumption is usually true when the data set contains well-clustered data. However, this assumption may not hold for data sets which are not well-clustered and the boundary is not so clear, in which case, BORDER may fail to find the correct boundary points. The remainder of the paper is organized as follows: Section 2 introduces RkNN and the kNN join. Section 3 describes BORDER in detail. Section 4 presents the results of our performance study. Section 5 reviews related work. Finally, Section 6 concludes the paper.
PRELIMINARY
In this section, we introduce the concepts of the reverse k-nearest neighbor and the k-nearest neighbor (kNN) join.
Reverse k-Nearest Neighbor
The reverse k-Nearest neighbor (RkNN) has been proposed in [22] and has received considerable attention in the recent years. Recent work [22] , [28] , [31] , [27] , [21] have highlighted the importance of reverse nearest neighbor (RNN) queries in decision support systems, profile-based marketing, document repositories, and management of mobile devices. RkNN is formally defined as follows:
Definition 2 (Reverse k-Nearest Neighbor). Given a data set DB, a query point p, a positive integer k, and a distance metric 'ðÞ, reverse k nearest neighbors of p, denoted as RkNN p ðkÞ, is a set of points p i that p i 2 DB and 8p i ; p 2 kNN pi ðkÞ, where kNN pi ðkÞ are the k nearest neighbors of point p i .
RkNN has properties that are uniquely different from the conventional k-nearest neighbors (kNN):
1. Reverse k-nearest neighbors are not localized to the neighborhood of the query point. 2. The cardinality of a point's reverse k-nearest neighbors varies by data distribution. Fig. 1 gives an example of RkNN. Suppose p 2 is the query point and k ¼ 2. From the diagram, we see that p 2 is one of the 2-nearest neighbors of p 1 , p 3 , and p 4 . Hence, the reverse 2-nearest neighbors of p 2 are p 1 , p 3 , and p 4 . Note that, although p 4 is far from the query point p 2 , it is still an R2NN of p 2 . In contrast, p 5 and p 7 are close to p 2 , but they are not answers of the R2NN query of p 2 . Moreover, p 2 has three reverse 2-nearest neighbors, while p 4 and p 8 has 0 reverse 2-nearest neighbor.
These properties of RkNN have potential applications in the area of data mining. However, the complexity of RkNN remains a bottleneck. The naive solution for RkNN search first computes k nearest neighbors for each point p in the data set and, thereafter, retrieves points that have q as one of the k nearest neighbors and outputs them as answers. The complexity of this naive solution is OðNlogNÞ for data indexed by some hierarchical structure such as the R-tree [14] or OðN 2 Þ for nonindexed data, where N is the cardinality of the data set.
Methods for processing RkNN queries utilize the geometry properties of RkNN to find a small number of data points as candidates and then verify them with nearest-neighbor queries or range queries [25] , [29] , [27] . However, these techniques are not scalable with data dimensionality and the value k. In addition, data analysis utilizing RkNN usually runs a set of RkNN queries for all points in a data set. Therefore, methods for a single RkNN query are not efficient for set-oriented RkNN queries.
In contrast, the proposed BORDER approach will utilize an efficient operation called kNN-join k-nearest neighbor join to compute RkNN queries.
kNN Join
The kNN-join [30] , [6] , [7] combines each point in a data set R with its k-nearest neighbors in another data set S. R is called the outer data set (or the query data set where all the points in R are the query points) and S is called the inner data set. When the outer and inner data sets are the same, the kNN-join is also known as the kNN self-join [6] . With its set-a-time nature, kNN-join can be used to efficiently support various applications where a large number of kNN queries are involved.
Definition 3 (kNN-join). Given two data sets R and S, an integer k, and the similarity metric distðÞ, the kNN-join of R and S, denoted as R .< kNN S, returns pairs of points ðp i ; q j Þ such that p i is from the outer data set R and q j from the inner data set S and q j is one of the k-nearest neighbors of p i .
The kNN join can be used to answer the set-oriented RkNN query (the RkNN join) given the following relationship that is inherent between the kNN join and the RkNN join: Lemma 1. The reverse k-nearest neighbors of all points in data set DB can be derived from the k-nearest neighbors of all points in DB. By reversing all pairs ðp i ; p j Þ produced by kNNjoin, we obtain the complete set of pairs (p j , p i ) that p i is p j 's reverse k nearest neighbor. Proof. Fig. 2 illustrates the kNN and RkNN relationship with an edge p i p j ! . Fig. 2a is the kNN graph and each Fig. 2b is the RkNN graph and each edge
Given the kNN of all points in a data set, we can derive the RkNN of each point by simply reversing the direction of the edges in the kNN graph. Hence, we have the lemma. t u Therefore, in BORDER, we utilize the kNN join to process the set-oriented RkNN queries efficiently.
BORDER
In this section, we describe the details of BORDER, a method for efficient boundary point detection. The basic idea of BORDER is based on the observation that boundary points tend to have fewer reverse k-nearest neighbors. Fig. 3 shows the results of our preliminary study. Given a two-dimensional data set, as shown in Fig. 3a , we plot the points whose reverse 50-nearest neighbors answer set contain less than 30 points. Fig. 3b shows that the boundaries of the clusters are clearly defined by those points having fewer number of RkNN.
We also carry out another preliminary study to find out the relationship between the location of a point p and the number of its RkNN in high-dimensional spaces.
In order to determine the boundary of a densely distributed region, we use hypersphere data sets 1 which contain the dense regions of the shape of the highdimensional spheres. The boundary points of spherical regions are always located at the area farthest from the center of the sphere and, so, can be easily determined by calculating the distances between the data points and the centers of the hyperspheres they belong to. Fig. 4 summarizes the results of the experiments on the hypersphere data sets of different distributions. We compute the number of reverse k-nearest neighbors of each point in the data set and the distance of each point to the center of the cluster that the point belongs to. Then, we sort the data points according to the distance of each point to the center of the cluster that the point belongs to and plot the distance to cluster center and the number of reverse k-nearest neighbors of each point as in Fig. 4 . Each vertical line in the graphs in Fig. 4 corresponds to one data point. The height of the lines in the upper subgraphs represents the distance to cluster center and the height of the lines in the lower subgraphs corresponds to the number of reverse k-nearest neighbors of each point. This study indicates that the number of RkNN decreases as the distance of a point from the center increases. The result confirms that, for well-clustered data sets in high-dimensional spaces, the boundary points which lie at the margin of the clusters tend to have fewer reverse k-nearest neighbors. Points where its RkNN number is smaller than a user defined threshold are output incrementally as boundary points. The following sections describe the details of each step.
kNN Join
The core of BORDER is the efficient kNN join algorithmGorder [30] , which is an optimized block nested loop join with efficient data scheduling and distance computation filtering. Algorithm 1 presents the kNN self-join with Gorder. It has two phases:
1. G-ordering(line 1) and 2. Scheduled block nested loop join (lines 2-13).
R is a data set. Output:
kNN-file Description:
1. G_Ordering(R); 2. for each block B r 2 R for each point p The G-ordering performs a PCA (principal component analysis) transformation of R and then sorts R into the Grid Order. The Grid Order is defined as below [30] .
Definition 4 (Grid order 0 g ). Given a grid which partitions the d-dimensional data space into l d rectangular cells, points p m 0 g p n if and only m 0 n , where l is the number of segments per dimension and m (or n ) is the identification vector of the cell surrounding point p m (or p n ). ¼ < s 1 ; . . . ; s d > , where s i is the segment number to which the cell belongs on the ith dimension.
m 0 n if and only if a dimension k exists that m :s k < n :s k and m :s j ¼ n :s j , for 8j < k.
1. The generation of hypersphere data is given in the experiment section. Essentially, the grid order sorts the data points according to the cell surrounding the point lexicographically, as illustrated in Fig. 6 .
The G-ordered data exhibit two interesting properties:
1. Most of the information in the original space is condensed into the first few dimensions along which the variances in the data distribution are the largest [11] . 2. Given two blocks of G-ordered data B and B 0 , minimum distance between B and B 0 MinDistðB; B 0 Þ can be calculated according to the bounding box of B and B 0 (see Fig. 7 ). The bounding box of B and B 0 can be computed by examining the first point p 1 and the last point, p m , of the G-ordered data as described in [30] . These properties of the G-ordered data are used in Gorder for join scheduling and distance computation reduction.
Next, let us examine the scheduled block nested loop join in lines 2-13 of Algorithm 1 in Fig. 5 . The join stage of Gorder employs the two-tier partitioning strategy to optimize the I/O time and CPU time separately.
First tier (lines 2-6). The first tier of Gorder partitions
the G-ordered input data set into blocks consisting of several physical pages. Blocks of R B r are loaded into memory sequentially. We call B r the query block as all points in B r are regarded as query points. The pruning distance of B r is the maximal kNNdistance (the distance between a point and its kth-nearest neighbor) of all points in it. After all blocks of R are either joined with B r or pruned, the kNN of all points in B r are output into a kNN-file which records the each kNN pairs (line 13). Compute_Dist employs the distance computation reduction technique utilizing property 1 of the G-ordered data to reduce CPU time [30] . At the end of Gorder, the k-nearest neighbors of all points in R are found and saved in the kNN-file.
RkNN Counter
In this step, BORDER counts the number of reverse k-nearest neighbors (RkNN number) for each point p (denoted as rnum p ) utilizing the kNN information saved in the kNN-file. According to the reversal-ship between kNN and RkNN which we have discussed in Lemma 1, the number of each point's k-nearest neighbor can be obtained by a scanning of the kNN-file and, for each point p i in the kNN set of a point p, increasing rnum p i by 1.
Algorithm 2 depicts the count procedure.
Algorithm 2 RkNN_Counter(R, kNN-file) Input R: the input data set; kNN-file: a file records k-nearest neighbors of each points in R. Description:
1. for each point p 2 R do 2. Read its k-nearest neighbors kNN p ðkÞ from kNN-file; 3. for each point p i 2 kNN p ðkÞ do 4. increase rnum pi by 1;
Sorting
Data points then can be sorted according to their RkNN number so that they can be output incrementally. We let k threshold be a user-defined threshold which is tunable. For all points p, if its RkNN number rnum p < k threshold , they are output as detected boundary points. Algorithm 3 shows the details.
Algorithm 3 Sort_and_Output(R, k threshold ) Input: R: the input data set; Description:
1. Sort points in R in ascending order according to their RkNN number; 2. for Points p i in R do 3. if rnum p i < k threshold then 4.
Output p i ;
Cost Analysis
Next, we analyze the I/O and CPU cost of BORDER. The major cost of BORDER lies in the kNN join procedure. The number of I/Os incurred during the kNN join procedure in terms of the number of page is [30] :
where N r is the total number of R data pages, n r is the allocated buffer pages for query data, and B is the total buffer pages available in memory.
The number of page writes is N knn , which is incurred in the kNN join procedure to output the k-nearest neighbors. N knn is the total number of pages for the k-nearest neighbors information.
The number of page reads in the RkNN counter procedure is N knn for scanning the kNN file.
Hence, the total I/O time is:
where T io read (T io write ) is the time for reading (writing) one page.
The major CPU cost of BORDER is the distance computation in the kNN join phase. The number of distance computations is:
where P r is the number of objects in the data set and 2 is the selectivity of distance computation.
Hence, the total CPU time is:
where T dist is the time for one distance computation.
The selectivity ratio 1 and 2 are estimated as following [30] :
where
Àðx þ 1Þ ¼ xÀðxÞ;
where M is the block size, that is, the number of data points in one block. If we replace M with the size of block (M 1 ) in the first tier of the kNN join procedure, we obtain 1 . If we replace M with the size of subblock (M 2 ) in the second tier of the kNN join procedure, we obtain 2 .
PERFORMANCE STUDY
We conducted an extensive experimental study to evaluate the performance of BORDER and present the results in this section. We implemented BORDER in C++ and studied its efficiency and effectiveness as follows:
1. Effectiveness. We apply BORDER to four types of data sets: a. Data set I. A set of high-dimensional hypersphere data sets with various data distributions and sizes. These hypersphere data sets are used to demonstrate the ability of BORDER in detecting boundary points in high-dimensional spaces. The hypersphere data sets are generated as follows: Given the distribution, the number, and the centers and the radii of the hyperspheres, data points are generated according to the specified distribution. Points that are within the defined hyperspheres are inserted into the data set, whereas points that are outside of the hyperspheres are discarded. To show the location of the found boundary points, we capture and present the distribution of the 'ðp; cÞ, where p is a detected point, c is the center of the hypersphere which p belongs to, and 'ðp; cÞ is the distance between p and c. b. Data set II. A set of two-dimensional clustered data set of arbitrary cluster shapes. This set of data sets aims to exhibit the ability of BORDER to find out boundary points located at the border of arbitrary-shaped clusters visually. We use the two-dimensional data sets so that we can plot the detected boundary points in a plane to show the effectiveness of BORDER. c. Data set III: A clustered data set with mixed clusters.
In this data set, the dense clusters mix with some less dense clusters. The traditional density-based clustering method, such as DBScan, cannot identify the clusters properly in this type of data set. We show that removing the boundary points will help DBScan to find the clusters correctly. The removed boundary points can be inserted back into the identified clusters with a postprocessing procedure by checking their connectivity and density. d. Data set IV. Labeled data sets for classification.
This synthetic data set contains seven classes with five attributes. The data set is generated as follows: We divide the first dimension into seven segments. Each segment corresponds to one class. We assign points within each segment to its corresponding class and those points lying at the adjacent region of each segment to different classes. Thus, the seven classes do not have a distinct separable boundaries. Data points are distributed randomly in the rest of the dimensions. Fig. 8 shows the data distribution of the data set on each dimension. Note that in dimension 1, points that are located at the boundary region of two adjacent classes belong to different classes. We use this data set to show that removing the boundary points which straddle two classes of differences density can improve the accuracy of classifiers. 2. Efficiency. We compare the response time of BORDER using the Gorder [30] with other kNN query methods such as the nested loop join and the MuX (an R-tree-like structure which has better performance than the R-tree) [8] , [6] . The data sets used here are the synthetic cluster data sets generated using the method described in [19] .
Evaluation of Effectiveness

On Hypersphere Data Sets
We first study the effectiveness of BORDER on the hypersphere data sets of various distributions, different numbers of dimension and containing different number of clusters. 9 summarizes the experiment results. We incrementally output 300 points with lowest RkNN number of as boundary points. For each graph, the x-axis is the point p's distance to the center of the hypersphere that p belongs to ('ðp; cÞ) and the y-axis is the frequency. We observe that, for all data sets, 'ðp; cÞ of the output points by BORDER is equal or close to the radii of the hyperspheres. Table 2 summarizes the mean and standard deviation of the distance of detected boundary points to the hypersphere center. Both the plotting and statistical information of the output of BORDER indicate that these points are indeed the boundary points of the hyperspherical-shaped clusters. The properties and the processing time of BORDER on the hypersphere data sets are presented in Table 1 . 
On Arbitrary-Shaped Clustered Data Sets
Next, we study the effectiveness of BORDER on data sets containing arbitrary-shaped dense regions. Although BOR-DER is also applicable to high-dimensional spaces, the experiments are carried out on two-dimensional cluster data sets in order to visualize the results. Fig. 10 demonstrates the incremental output of BORDER executed on data set 1. The thresholds are set as 30, 33, and 35. The graphs in Fig. 10 shows that the plotted points outline the boundaries of the clusters in data set clearly. Note that, with the incremental output, we can stop whenever we are satisfied with the quality of detected boundary points. Fig. 11 shows the results of boundary point detection on data sets 2, 3, and 4. It is clear that BORDER can find the boundary points effectively. The processing time of BORDER is summarized in Table 3 .
On Mixed Clustered Data Set
In this set of experiments, we mix the dense clusters with less dense clusters and study the ability of using BORDER for preprocessing data for clustering. Fig. 12 shows that it is difficult for DBScan [12] to identify the correct clusters in this type of data sets. Figs. 12b, 12c , and 12d plot the clusters detected by DBScan with different colors. We observe that, if we set the density requirement of DBScan high, that is, Eps = 0.00967926, MinPts = 10, points in the sparse cluster are all regarded as outliers (Fig. 12b) . If we set the density requirement of DBScan low, that is, Eps = 0.0223533 and MinPts = 10 ( Fig. 12c) or Eps = 0.0469042, MinPts = 10 ( Fig. 12d) , DBScan returns clusters that mix dense and sparse regions. Fig. 12e shows the data set after we remove the boundary points (k threshold ¼ 40). Fig. 12f shows the result of DBScan working on the data set after the boundary points are removed. DBScan with parameters Eps = 0.0469042 and MinPts = 10 can easily identify the dense clusters as well as the sparse clusters correctly because they are now well separated. The removed boundary points can be inserted into the clusters with a postprocessing procedure which examines the density of the points and their connectivity with the clusters.
On Labeled Data Set for Classification
Finally, we conduct experiments on the labeled data set for classification. We test various classification methods provided by Weka [17] and compare the classification accuracy before and after we remove the detected boundary points. The test accuracy is evaluated by 10-fold cross validation. The results show that removing the boundary points reduces the ratio of misclassified data points and improves the classification accuracy effectively. Table 4 and Table 5 summarizes the results when we define different thresholds for the RkNN number. When we set the k threshold 25 or 30, the average improvement ratios in terms of incorrectly classified ratio are 20.03 percent and 43.51 percent, respectively, and the average improvement ratios in terms of incorrectly classified instance are 22.07 percent and 46.60 percent, respectively.
Evaluation of Efficiency
We now study the efficiency of BORDER on the synthetic data sets of high dimensionality and variable sizes. The most expensive step of BORDER lies in the kNN join procedure. In the following, we compare the performance of the Gorderbased BORDER with the performance of BORDER using other methods (NLJ and MuX) for the kNN join.
Effect of Dimensionality
We first evaluate BORDER on data sets of dimensionality from 8 to 64. Fig. 13 presents the results on the 100K clustered data sets. The graph shows that BORDER using NLJ is very expensive and the response time increases quickly when data dimensionality increases. BORDER with Gorder is shown to be the most efficient method and scalable to high-dimensional data. The response time increases moderately while data dimensionality increases. The speed-up factor of BORDER with Gorder over BORDER with MuX increases from 0.68 at dimensionality of 8 to 2.9 at dimensionality of 64. The study demonstrates that Gorder is the best choice for BORDER and works efficiently for high-dimensional data.
Effect of Data Size
Next, we study the performance of BORDER with varying data set size. The clustered data sets are in the 16-dimensional space and their sizes vary from 10,000 to 1,000,000 objects. The results are summarized in Fig. 14 .
We observe that BORDER with NLJ (Nested Loop Join) has the worst performance for all the data sets. Its response time increases exponentially with the data size. Comparing BORDER with Gorder [30] and MuX [6] , we find that Gorder is the more efficient method for data sets of variable sizes and the speed-up factor of Gorder over MuX ranges from 0.51 to 2.6. The study shows that BORDER with Gorder kNN join is scalable to large data size.
RELATED WORK
To the best of our knowledge, BORDER is the first work that has been designed for the detection of boundary points. It utilizes advanced database operation kNN-join and the property of reverse k-nearest neighbor. In this section, we review some related works on reverse k-nearest neighbor and kNN join.
Reverse k-Nearest Neighbor
The reverse k-nearest neighbor (RkNN) problem was first proposed in [22] and has attracted much attention in the recent years [22] , [28] , [31] , [27] , [21] , [23] , [16] .
Existing studies have focused on the single RkNN query. Various methods have been proposed for its efficient processing and can be divided into two categories: pre computation methods and space pruning methods.
Precomputation methods [22] , [31] precompute and store the nearest neighbors of each point in a data set in index structures, i.e., the RNN-tree [22] and the Rdnn-tree [31] . With the saved precomputed nearest-neighbor information, an RNN query is answered by a point enclosure query [22] that retrieves points p which have the query point fall within the sphere centered at p and of the radius dnn. A shortcoming of precomputation methods is that they cannot answer an RkNN query unless the corresponding k-nearest neighbor information is available. The preprocessing of k-nearest neighbor information is actually a kNN join. Space pruning methods [25] , [29] , [27] utilize the geometry properties of RNN to find a small number of data points as candidates and then verifies them with NN queries or range queries. Existing proposed algorithms are all based on the R-tree [4] . SAA [27] makes use of the bounded output property, e.g., for an RNN query in the two-dimensional space, a query point q has at most six RNN [26] . SFT [25] is based on the assumption that RkNN and KNN are correlated, that is, an RkNN of q is expected to be one KNN of q, where K is a value bigger than k. The most recent work TPL [29] makes use of the half-planes pruning strategy, that is, if we divide the data space into two half-planes by the perpendicular bisector between q and an arbitrary data point p, any point in the half plane of p cannot be an RNN of q. Space pruning methods are flexible because they do not need to precompute the nearest-neighbors information. However, they are very expensive when data dimensionality is high or the value k is big.
Other RkNN related works include the bichromatic RNN query [28] , the reverse nearest-neighbor aggregates over data streams [23] and reverse nearest-neighbor queries of moving objects [21] . Our work is the first to apply RkNN for data mining tasks.
kNN Join
k-nearest neighbor join (kNN-join) is a new operation proposed in [6] . The operation combines each point of one data set with its k-nearest neighbors in another data set. Many standard algorithms in almost all the stages of the knowledge discovery process can be accelerated by including kNN-join as a primitive operation [30] . For example, each iteration of the well-known k-means clustering process, the first step of LOF [9] (a density-based outlier detection method), and the kNN-graph (a graph linking each point of a data set to its k-nearest neighbors) construction of the hierarchical clustering method chameleon [20] .
Compared to the traditional point-at-a-time approach that computes the k-nearest neighbors for all data points one by one, the set oriented kNN-join can accelerate the computation dramaticall y [7] .
The MuX kNN-join [6] , [7] and the Gorder kNN-join are two up-to-date methods specifically designed for kNN-join of high-dimensional data. MuX [8] is essentially an R-treebased method designed to satisfy the conflicting optimization requirements of CPU and I/O cost. It employs largesized pages (the hosting page) to optimize I/O time and uses the secondary structure, the buckets, which are MBRs (minimum bounding boxes) of much smaller size, to partition the data with finer granularity so that CPU cost can be reduced. MuX iterates over the R pages and, for R page in the memory, potential kNN-joinable pages in S are retrieved through MuX index on S and searched for k-nearest neighbors. Since MuX makes use of an index to reduce the number of data pages retrieved, it suffers as an R-tree-based algorithm and its performance degrades rapidly when the data dimensionality increases.
Gorder kNN-join [30] is a nonindex approach. It optimizes the block nested loop join with efficient data scheduling and distance computation filtering by sorting data into the G-order. The data set is then partitioned into blocks that are amenable for efficient scheduling for join processing and the scheduled block nested loop join is applied to find the k-nearest neighbors for each block of R data points. Gorder is efficient due to the following factors:
1. It inherits the strength of the block nested loop join in being able to reduce random reads. 2. It prunes away unpromising data blocks from probing to save both I/O and similarity computation costs by exploiting the property of the G-ordered data. 3. It utilizes a two-tiers partitioning strategy to optimize I/O and CPU time separately. 4. It reduces distance computational cost by pruning redundant computation based the distance of fewer dimensions. The study in [30] shows that Gorder is efficient and scalable with regard to both data dimensionality and size and outperforms MuX by a significant margin. Hence, we utilize Gorder in the kNN join procedure of BORDER.
CONCLUSION
In this paper, we have introduced the problem of boundary point detection. The knowledge of boundary points can facilitate data mining tasks such as data preparation for clustering and classification. We have proposed a novel method BORDER (a BOundaRy points DEtectoR) which employs the state-of-the-art kNN join technique and makes use of the property of the RkNN. The extensive experimental study has demonstrated that BORDER is able to detect boundary points efficiently and effectively and increase the accuracy of clustering and classification. 
