§0 Introduction
Let q = p r be an odd prime power. In this paper we will prove that there is a unique tensor invariant of degree 3 for the Weil representation of SL 2 (F q ) (cf. Theorem 1 of §1).
Moreover, we will write the invariant explicitly in §2. In §3, we will show that if −2 is a square in F q then the tensor is symmetric and lives in the third symmetric power of the even (resp. odd) part of the Weil representation if −1 is a square (resp. a nonsquare) of F q . For the case r = 1 and p ≡ 3 (mod 8), the existence of the cubic was discovered jointly by the author and S. Ramanan. Subsequently, the author showed in [A1] how to write the invariant explicitly in that case. Unfortunately, the presentation of the results of § §17-19 of [A1] is marred by several careless typographical errors. Hence the present article corrects, supersedes, generalizes and simplifies the results of those sections of [A1] . Furthermore, due a misreading of the main theorem of Feit's paper [F] , the proof of Theorem 2 of [A1] is not correct as written. In §4 of this paper, we give a correct proof of this result. The author is indebted to Walter Feit for his advice and patience in many conversations and letters about the proof.
In view of the fruitful relation between Griess's cubic invariant for the Monster [Gr] and vertex operator algebras [FLM] , it is tempting to ask whether the invariants constructed here also arise from vertex operator algebras. We hope to consider this question further in a subsequent paper. §1 Dimension of the Space of Cubic Invariants for SL 2 (F q )
According to the character table in Dornhoff's book [D] , pp.228-229, the conjugacy classes of elements of SL 2 (F q ) in odd characteristics are represented by
where b has order q + 1 and where ν is a generator of the multiplicative group of F q . The elements 1, z are central, the conjugacy classes of c, d, cz, dz each have 1 2 (q 2 − 1) elements, the class of each a l has q(q + 1) elements and the class of each b m has q(q − 1) elements.
We are interested in the representations denoted ξ 1 and η 1 in [D] and in their direct sum, which we denote by ω. Referring to the character values in [D] , we see that the character of ω is given by
. It is well known 1 that ω is isomorphic to the Weil representation of SL 2 (F q ).
1 For example, the reader can construct a proof based on the explicit form of the Weil representation given in my paper [A2] or in the paper [Gé] of P. Gérardin.
Theorem 1.
There is one and, up to a constant multiple, only one tensor invariant of degree 3 for the Weil representation of SL 2 (F q ).
Proof: This is just a simple character computation. The dimension of the space of tensor invariants of degree 3 is 1
where the summation runs over all of the elements of SL 2 (F q ). Grouping this sum into sums over conjugacy classes and using the fact that the order of SL 2 (F q ) is q 3 − q, we obtain 1 q ) of all complex valued functions f (x, y, z) of three variables with x, y, z in F q . One of the basic facts about the Weil representation is that the action of
q . For a lucid discussion of this point which adapts to the case at hand with only minor modifications, see Weil's paper [W] , §51, especially Proposition 9 and its corollary.
By Theorem 1 of the preceding section, there is one and, up to a scalar factor, only one tensor invariant of degree 3 for the Weil representation. We may regard the invariant
and O 3 (F q ) commute and since f is unique, O 3 (F q ) must leave f invariant as well, at least up to a scalar factor. In particular, the support of f must be a union of orbits for O 3 (F q ). The element
for some nontrivial character of the additive group of F q . Therefore since ρ fixes f , we must have
It is convenient to model the action of O 3 (F q ) on F 3 q in terms of its action on the space Q of symmetric 2 × 2 matrices over F q . If g belongs to O 3 (F q ) and M belongs to Q then g actions on M by the rule (g, M ) → t g · M · g. The determinant is a quadratic form on Q which is preserved by the action of O 3 (F q ). In this way, Q is seen to be isomorphic to F 3 q as a quadratic vector space.
Using λ, we identify F We identify Ω 0 , Ω + and Ω − with their characteristic functions. Therefore we can write f in the form
and our task is to determine α, β and γ. Note that the element a = ν
Since multiplication by ν interchanges Ω + and Ω − as orbits and since a · f = f , we have
Therefore α = 0 and γ = −β. Hence, f is a scalar multiple of Ω + − Ω − . We have therefore proved the following result.
Theorem 2. Let F q be a finite field of odd characteristic and let L 2 (F q ) denote the space of complex valued functions on F q . Then there is one and, up to a constant factor, only one tensor Θ of degree 3 which is invariant under the Weil representation of SL 2 (F q ). Let 2 For the explicit transformation on L 2 (F q ) determined by a, see my paper [A2] or the paper [Gé] of P. Gérardin.
λ be an isomorphism of F 3 q onto the space Q of binary quadratic forms with coefficients in F q and assume that for all x, y, z in F q we have
Then Θ can be given explicitly in the form
where c is a complex number, where δ u denotes the delta function at u for all u in F q , and where the coefficients ν xyz are 0 unless λ(x, y, z) has rank 1, in which case ν xyz is 1 or −1 according to whether λ(x, y, z) is or is not the square of a linear form with coefficients in F q . §3 Explicit Cubic Polynomial Invariants of Components of the Weil Representation With certain assumptions regarding F q , we can make Theorem 2 more explicit. For example, if −1 is a square in F q , we can let i be a square root of −1 in F q and define λ by λ(x, y, z) (s, t) = (x + iy) s 2 + 2iz st + (x − iy) t 2 .
Similarly, if −2 is a square in F q we can let η be a square root of −2 in F q and define λ by
In this case, however, we can say more:
Theorem 3. Suppose −2 is a square in F q and let η be a square root of −2 in F q .
Then the tensor invariant Θ given in Theorem 2 is a symmetric tensor. Let V + and V − denote the space of even functions and the space of odd functions on F q respectively. Then
is the direct sum of V + and V − respectively. If −1 is a square then Θ is actually a symmetric 3 tensor on V + whereas if −1 is not a square then Θ is actually a symmetric tensor on V − .
Proof: It is easy to see that for any x, y, z in F q and any permutation σ of {x, y, z}, the binary quadratic forms λ(x, y, z) and λ( σx , σy , σz ) have the same rank. Therefore we only have to show that if λ( x , y , z ) has rank 1 and is the square of a linear form with coefficients in F q then so is λ( σx , σy , σz ). So suppose λ(x, y, z) is the square of a linear form. Then we can find u, v in F q such that
Therefore λ(y, x, z) = (v s + u t) 2 and we are done in case (σx , σy , σz ) = (y, x, z). Since this transposition and any cyclic permutation of order 3 generate the permutation group on {x, y, z}, it will suffice to show that λ(y, z, x) is the square of a linear form. By equating coefficients and solving for x, y, z in the equation λ(x, y, z) = (u s + v t) 2 we have
A straightforward calculation then shows that
This proves that Θ is a symmetric 3 tensor.
It is easy to see that for any x, y, z in F q , the binary quadratic forms λ(x, y, z) and λ(x, y, −z) have the same rank. Therefore, in view of the symmetry of Θ with respect to permuting x, y, z, it suffices to show that
where is as defined in §2 and is 1 if −1 is a square in F q and is −1 otherwise. For all
If λ(x, y, z) = w (u s + v t) 2 with w in F q , then we have
and we conclude that ν(−y, −x, z) = ν(x, y, z).
Therefore,
as required.
Now that we have shown that Θ really corresponds to a cubic polynomial in case −2 is a square in F q , we would like to make that cubic explicit.
Let R be a complete set of representatives for the orbits of the group {1, −1} acting by multiplication on the additive group of
Corollary 1. Suppose that −1 and −2 are squares in F q . Consider the cubic polynomial
where i, j, k run over R and where ν ijk is as defined in Theorem 2. Then Ψ is invariant under the action of SL 2 (F q ) on V + and is, up to a scalar factor, the only cubic invariant
Proof: Since ν is even in each variable in this case by Theorem 2, the polynomial Ψ is well defined. We have
where u, v and w run over the elements of F q .
For every nonzero element u of F q , let φ(u) = 1 if u is a square in F q and let φ(u) = −1 otherwise. Let R * denote the set of nonzero elements of R and for each k in R * let
Corollary 2. Suppose that −2 is a square in F q and that −1 is not. Consider the cubic
where ν ijk is as defined in Theorem 2, and where the summation runs over all i, j, k in R * . Then Λ is invariant under the action of SL 2 (F q ) on V − and is, up to a scalar factor, the only cubic invariant for SL 2 (F q ) on V − .
Proof: By Theorem 2, ν is odd in each of the variables i, j, k separately. So Λ is well defined. Furthermore, we have
where u, v and w run over all of the elements of F q .
In a subsequent paper, we hope to study the automorphism groups of these cubic forms more closely. §4 Correction to the proof of Theorem 2 of [A1] In this section we give a correct proof of Theorem 2 of [A1] . Theorem 4. Let p ≥ 7 be a prime congruent to 3 modulo 4 and let ρ be an irre-
. Then the group of collineations of P m−1 (C) determined by ρ(Γ) is a maximal algebraic subgroup of P GL m (C).
Proof: Let G be an algebraic subgroup of SL M (C) containing ρ(Γ). By Corollary 2 of Theorem 1 of [A1] , G is a finite group. Let P be a p-Sylow subgroup of G containing a p-Sylow subgroup of ρ(Γ). Then P is not normal in G since a p-Sylow subgroup of Γ is not normal in Γ. If P has order p then Brauer's Theorem ( [Br] , p.432) implies that G modulo its center is isomorphic to Γ and we are done. Suppose that P has order greater than p. By the main result of [F] , G contains an abelian normal subgroup Q of index p in P . Furthermore since m < p, the group P is abelian. Since Q is normal in G, the isotypic components of the representation of Q on C m are permuted by G and therefore by Γ. Since Γ acts irreducibly on C m and has no nontrivial permutation representation of degree less then p, it follows that Q has only one isotypic component and is therefore consists of scalar multiplications. In particular, Q lies in the center of G. By Theorem 4.4 of Chapter 7 of [Go] , the maximal p-factor group of G is P ∩ Z(N ), where N is the normalizer of P in G and Z(N ) is the center of N . Since Q ⊆ P ∩ Z(N ), that p-factor group is either P or Q. It cannot be P because then Γ would have a normal p-complement, which it does not. Therefore, Q is a homomorphic image of G and we denote the kernel of the homorphism of G onto Q by K. Since Γ is a simple group, K must contain ρ(Γ). It follows that K ∩ P = ρ(Γ) ∩ P since P must map onto Q. Since the p-Sylow of Γ has order p and is not normal in Γ, we have K ∩ Q = 1 and KQ = G. Since Q lies in the center of G, the group G modulo its center is the same as the group K modulo its center. Since K satisfies the hypothesis of Brauer's Theorem, we are done.
