The problem of blindly assessing the quality of visual signals -without reference, and without assuming a single distortion type -has long been regarded as, if not impossible, perhaps too difficult to bother with. After all, it requires sorting out the black box we call the visual apparatus of the human brain, which despite an increased level of transparency over the past 40 years, remains poorly understood. Moreover, it involves the very un-engineering-like concept of subjectivity, an uncomfortable thing altogether for the analytic types populating our profession. And lastly, it requires dispensing with older ideas of quality such as fidelity, similarity, and metric comparison. In this talk I will discuss our recent efforts on blind or "no reference" image quality assessment problems, including machine learning approaches, and the looming question of stereo (3D) image quality.
assessment (IQA) problem is largely solved. There exist algorithms, such as Multi-scale SSIM, VSNR, and VIF [3] [4] [5] [6] that correlate quite highly with human subjective judgment, on more than one large public database [7] [8] [9] . While I hope that I am wrong, I feel that so many avenues have been explored that any future significant gains in performance (relative to human judgment) will come as a result of deeper models of visual content and their perception that go well beyond current models of "saliency" (studied in the context of IQA [10] , [11] ) and "foveation" [12] . Better models of mid-to high-level processes of visual tasking, visual search, and visual recognition may drive this direction. While the conspicuity of distortions and low-level image features is important, the visual task being undertaken, be it hand-washing, reading, or navigation, is certainly more so [13] . I do believe that there is more room for improvement in objective video quality assessment (VQA), owing to the possibilities afforded by better models of motion perception [14] , but I also think that a similar plateau in performance may soon be reached; progress on FR QA will thereafter be slow, absent an epiphany connecting higher-level and lower-level percepts of visual relevance and visual quality.
Yet, all of this work only goes a small part of the way towards resolving my 30-year difficulty. How to simply "eyeball" an image with an algorithm, and proclaim the level of visual quality it has? The problem has long been thought of as essentially unsolvable (hence the title of this talk). Although I have done a lot of work on the FR problem (after all it is doable), the fundamental underlying question of "What is Image Quality" has continued to distress me. There exists, after all, no "pristine" reference (I have never seen one) as image acquisition is an imperfect process. Moreover, in proliferating consumer applications, such as internet and mobile video, reference images are generally unavailable. What is needed, then, is a general theory of Image Quality that departs from the notions of "fidelity" or "similarity" that currently prevail [15] .
Attacking the Impossible Problem
My students and I have, in the past, dabbled in the so-called No Reference (NR) or blind IQA and VQA problems. Aside from innovations we have made in adapting natural scene statistic models to the IQA problem [16] , our work on the NR IQA problem (as with the work of others) has really been "distortion assessment," whereby a specific distortion model, such as JPEG2K, is used to drive an objective algorithm that seeks to predict subjective quality. While distortion modeling is important, it does not necessarily embody perceptual relevance (distortion annoyance), since such factors as masking and contrast sensitivity need to be considered. Recently, we have been working hard on trying to make inroads on this formidable problem.
So, in this talk I will discuss some of our recent work on using machine learning principles to create effective NR IQA indices. Machine learning (ML), of course, implies that an algorithm is trained so that it can be successfully applied in application. Ideally, one would desire to be able to formulate and implement a quantitative theory of quality perception that would make it possible to avoid the "training and testing" solution. The reasoning is two-fold: firstly, we should, perhaps, be able to integrate quantitative visual models, distortion models, and natural scene statistics models in such a way as to make "training" unnecessary. This delivers the added advantage of understanding the algorithm, not simply creating it. The second reason is more important: the image database. Image quality databases are a touchy subject, especially when one creates both databases and algorithms, as we have done. It is even worse when one's algorithm does well on one's own database. I therefore applaud all efforts to create new IQA databases, as long as they are done properly -no simple task! More saliently, training on a database raises questions of the generalizability of a trained algorithm. Although precautions can be taken, one wonders if perhaps training can be avoided. Yet even as I try to convince myself of this, I realize that the perceptual process of distortion sensitivity in humans is the byproduct of neural adaptation to both images, and to some degree, distortions. Today's average consumer has been exposed to digital image and video distortions, is more savvy about why a163_1.pdf OSA / DIPA 2010 DMA1.pdf they are there, and may even know about such ideas as "compression" and "blocking." This knowledge is likely coupled with a modified sensitivity to such distortions. In other words, our visual systems are trained, and perhaps algorithm training is likewise unavoidable.
So we have embarked upon ML-based methods for NR IQA towards learning whether the problem is, indeed, possible. To elaborate, whether it is possible to create NR IQA algorithms that, trained or otherwise, can either assess quality effectively in the absence of knowledge of the affecting distortion(s), or alternatively, can make an educated guess at the distortion(s) that are present, and then assess quality conditioned on that guess. Both approaches have merit, in my view.
The BLIINDS Index
As an example of the first of these, I will explain a new algorithm that we have developed that seeks to blindly assess image quality, by using measurements of natural image statistics as features to be trained on. The idea is simple: that natural images obey statistical laws that biological systems have evolved in respect to [17] , and that moreover, man-made distortions modify these statistics, thus making the statistics of distorted images "unnatural" [6] , [16] . Further, that appropriate features can be extracted that distinguish statistical unnaturalness and that can be trained and tested on. With an eye towards pragmatism, this first algorithm, which we have dubbed the BLind Image Integrity Notator using DCT Statistics (BLIINDS) index, operates by extracting statistics from the discrete cosine transforms (DCTs) of local image patches. I will describe the algorithm in more detail in the talk, but I will say that BLIINDS is an NR IQA algorithm that does not assume a specific image distortion type, uses no specific distortion model, extracts only a few simple features, and requires minimal training [18] . Nevertheless, the BLIINDS index correlates quite highly with human subjective judgment when trained and tested on a content-divided LIVE database: specifically, it outperforms the FR traditional metric, the Peak Signal-to-Noise Ratio (PSNR). While the PSNR is hardly an admirable image quality index (with apologies to traditionalists) [1] , [19] , it is Full Reference. Incidentally, the BLIINDS index algorithm is available for free download from the LIVE Image Quality website [20] .
A Framework for Design
We (my students and I) are also taking another approach to the design of general-purpose NR IQA algorithms. Actually, we are not designing algorithms for QA so much as we are creating an NSS-and MLbased framework for designing algorithms. We call this the Blind Image Quality Index (BIQI) framework. The framework is unique and proceeds in two steps: given an image to be quality-assessed, first decide what distortion(s) have impaired the image, then based on that decision, deploy distortion-specific QA index(s) appropriate to the distortion(s), combining them to yield an holistic assessment of the image's quality. The method, which I will describe in detail in the talk, relies on the use of simple NSS features that we have found to be reliably modified by common image distortions [21] . Not only do distortions affect NSS, the effects are quite systematic and parameterizable, making them ideal as training features for ML-based IQA index design. Such distortion-specific signatures make it possible to classify an image into particular distortion category(s). Once such classification is achieved, it is as if the algorithm is aware of the distortion. The algorithm can then deploy a distortion specific IQA algorithm, from among the many interesting ones that can be devised. We have created and tested such algorithms using existing "off-the-shelf" blind, distortion-specific image quality indices, and again obtained levels of performance quite competitive with simple Full Reference IQA indices. Moving forward, we expect to design and deploy such algorithms but imbued with NSS-specific models, and using effective visual models to enhance the ML-based training and testing results. 
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A Vision for Ubiquitous Learning Blind Quality Agents
Our development of general-purpose NR IQA indices, such as BLIINDS and BIQI, that can outperform the PSNR suggests that indeed, blind IQA is not impossible. We have just begun injecting specific perceptual attributes into these algorithms, and it is our hope that the result may be blind algorithms that compete with good FR IQA indices, such as multiscale SSIM (MS-SSIM) [4] . However, our vision extends far beyond blind IQA algorithms. What we would like to attain are blind, learning Video Quality Agents -software agents that we can blindly deploy in wide-area wireless and wireline data communications networks, going beyond simple network and packet checking algorithms. Eventually, as elements of every smart switch and router, in every set-top box, every smart phone, PC and laptop. If such agents can be created, then in today's increasing video-centric consumer data communications environment, such algorithms could represent a sea change in elevating the QoS of multimedia data delivery.
Just for a start, the presence of such autonomous Quality Agents in next generation video networking, computing and storage equipment as standard QoS tools could enable network adjustment, re-requests for videos, identification of faulty sensors (e.g., in visual sensor networks), and other corrective and control tasks. Deploying automatic quality agents in next-generation IP TV networks and HD video delivery systems could lead to significantly elevated levels of QoS control. VQA agents distributed over wireless networks or embedded in cell phones would allow cell operators to map video quality as functions of video source, cell and phone locations, power allocation and other conditions, enabling visually optimized dynamic bandwidth and carrier allocation, and perceptually optimized, adaptive source coding, channel coding and error protection.
The Real Blind Problem: Stereo Image Quality Assessment
Whatever one's opinion may be regarding the vapidity of the plotline of the blockbuster 3D adventure Avatar, it has created a suddenly heightened awareness of the incredible (and long-nascent) commercial possibilities of 3D video. No coincidentally, there has been a concurrent explosion in technical advances and commercial sales of 3D stereoscopic visualization products. Delivering the 3D visual experience has long been an extremely appealing goal of television, cinematic, and gaming industries, but only recently has the stereo experience become adequately satisfying to significantly drive products. Consumer interest is now high and growing rapidly, and temporally-interleaved stereoscopic presentation displays with synchronized polarized glasses (and also glasses-free auto-stereoscopic displays) are becoming affordable and provide very nice (and improving) stereoscopic experiences. Soon, desktop computers and laptops, digital cinema, HD TVs, and likely, mobile devices that offer 3D will be common. With this proliferation, being able to estimate the perceptual quality of the 3D experience is exceedingly important, as Quality-of-Service issues become paramount. Naturally, the goal is to maximize stereoscopic visual signal quality given constraints (e.g., bandwidth) and to deploy quality-optimized compression and transmission tools that ensure a certain minimum level of perceived quality by the end user.
Stereoscopic IQA, on the other hand, is a problem that is largely unsolved owing to a number of fundamental factors. First, it must be understood that the goal of Stereo IQA must ultimately be to capture or predict the subjective quality of the 3-D stereoscopic experience. This means that a Stereo IQA algorithm should, ideally, be able to assess the quality of the cyclopean 3D image, which consists of both a depth sensation in space, as well as a mapping of light patterns reflected from the surfaces in depth. It must be realized that there is no possible ground truth (reference stereo experience) for the stereo-perceived scene. I do believe that FR IQA of stereo images [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] is better than nothing, does have some important applications, and can serve as a useful bridge to the much more general NR approach.
However, the NR Stereo IQA problem is what is really needed to be solved -since there is no reference signal that adequately re-creates the stereoscopic experience: the perception of 3D surfaces in space that are textured by luma/chroma patterns -the fused cyclopean image. Simply comparing Left and Right images reconstructed by stereo algorithms (the most sophisticated approach to date) does not come close to this. Indeed, in our view such approaches do not really go beyond testing the quality of the monocular images and the stereo algorithm used, which are much easier problems [33] .
Our own work on the general Stereo IQA problem is in very early stages. Yet since we think the problem is important and unsolved, we are putting significant effort into it. In my talk I will describe both our progress and our future plans, which are ambitious. As I will explain, we have developed a comprehensive and fundamental strategy for solving the NR Stereo IQA problem with algorithms that seek to access the direct stereo experience of human viewers; that will use the natural range and disparity statistics of stereo images which we are currently measuring [34] , [35] ; that will incorporate known neural properties of binocular vision; and that will be rigorously tested on a unique and large Stereo IQA Database complete with ground truth images. As 3D images and videos become increasingly important products of today's video-centric communications environment, and as the QoS of such services becomes more pressing, I believe that such algorithms will represent an important and timely component of 3D multimedia data delivery.
