Algae bloom has become a serious problem of global concern. Scientists have managed to study it using various mathematical models with different degrees of complexity. However, these conventional modelling approaches are limited due to the complexity of the processes involved, the scarcity of data and spatial heterogeneity. In this study, hybrid soft computing (SC) algorithms, including support vector machine (SVM), genetic algorithms (GA) and cellular automata (CA) are illustrated and then employed to model chlorophyll-a (Chl-a) in Bohai Bay, China, with two models. In the first model, SVM tuned by GA (GA-SVM) is developed to model Chl-a for its greater capacity in dealing with nonlinear complex relationships. Then, in order to take into account the spatial heterogeneity and local interaction of the blooms, an integrated model of CA and SVM (CA-SVM) has been developed to model Chl-a in Bohai Bay using remote sensing data. Through this study, it can be observed that the hybrid SC approach is the prefered tool to predict the concentration of Chl-a in Bohai Bay, and capture the non-linear information in ecological processes. This work should be helpful in understanding marine ecological processes, protecting coastal aquatic ecosystem and marine management.
INTRODUCTION
The Bohai Bay is a semi-enclosed sea bay with mild-slope mud beach and shallow water, located at the west end of the Bohai Sea in north China. The water exchange and self-purifying capacity of this sea bay are very weak (Sun & Tao ) . With the increasing discharge of nutrients and pollutants into the bay, the coastal water of Bohai Bay has encountered frequent red tides. It is very important to mitigate the impacts from such population outbreaks.
Thus, investigation and modelling of algae population outbreaks is of great significance in providing important insights into the characteristics of the region and ecoenvironmental management.
Aquatic population growth involves a number of physical, chemical, ecological and biological processes. To describe the spatio-temporal evolution as in propagation, diffusion or transport phenomena, these complex systems have most often been modelled based on conservation of mass, Newton's second law of motion and the first and second laws of thermodynamics, and employ partial difference equations (PDEs) to describe physical processes (Abbott & Minns ) . The variables of the models are continuous in time and space. Such model paradigms have played important roles in the progress of ecological research and are still fundamental tools ( Jørgensen ) .
However, modelling of algal bloom is rather difficult and still far from being accurate. On the one hand, limited availability of adequate spatial and temporal measurement data for water quality and ecological parameters makes the validation and calibration of any model very challen-models mostly fail to take into account the effects of spatial heterogeneity and local interactions, which can be crucial to the ecosystem dynamics (Chen & Mynett a, a) .
These problems present a great opportunity for the application of soft computing (SC) technologies. SC is a term originally coined by Zadeh () to denote systems that '…exploit the tolerance for imprecision, uncertainty, and partial truth to achieve tractability, robustness, low solution cost, and better rapport with reality'. SC is an association of computing methodologies that includes as its principal members fuzzy logic (FL), neuro-computing (NC), evolutionary computing (EC), probabilistic computing (PC) and support vector machine (SVM). The main reason for the popularity of SC is the synergy derived from its components. SC's main characteristic is its intrinsic capability to create hybrid systems that are based on a (loose or tight) integration of constituent technologies. This integration provides complementary reasoning and searching methods that allow us to combine domain knowledge and empirical data to develop flexible computing tools and solve complex problems.
Over the past few years, we have seen an increasing number of hybrid algorithms, in which two or more SC technologies have been integrated to leverage the advantages of individual approaches. SC models have been widely used as a surrogate for the conceptual models, for their ability to capture the behaviour of the underlying physical or other processes. Chen & Mynett (b) Moreover, dynamic models of ecological communities should not neglect the spatial aspect, although most of them do so (Green ) . The simplification of using a nonspatial model may lead to invalid forecasts, because spatial relationships can radically change conditions for persistence and coexistence (Czárán & Bartha ) . Following the wide use of advanced survey technologies, it is possible to collect large scale and high resolution spatial data. Therefore, spatially explicit models have been rapidly developed and applied in broad disciplines (Perry & Enright ) . Spatially explicit models are expected to increase our ability to accurately model populations subject to complex processes, to create basic ecological knowledge and to improve the application of landscape ecology to conservation and land management problems (Dunning et estimation and novelty detection. In this section, we introduce some basic ideas behind SVM for regression.
Given a set of data points:
A loss function is required to measure the errors between the estimated values and the actual values. In this algorithm, a specific loss function called ε-insensitive loss is developed to create a sparseness property for SVR (support vector regression). It is defined by:
where ƒ(x), computed by the SVR, is the estimated value of the y. The corresponding errors being less than ε boundary (ε-tube) are not penalized. Given a linear decision function which has the following form:
SVM estimates the function by minimizing the regularized risk function:
The first term jω j jj 2 =2 is called the regularized term.
Minimizing it will make a function as flat as possible. The second term is the empirical error which is measured by the ε-insensitive loss function. Coefficient C (a penalty parameter) is referred to as the regularization constant which plays a trading-off between the regularized term and the empirical error.
By using positive margin slack variables ξ (Ã) i (() denotes variables with and without *), Equation (4) is equivalent to:
Equation (5) is called the primal objective function. It is solved by using the method of Lagrange multipliers. The following dual optimization problem is obtained:
where
Finally by solving the above optimization problem and deriving the coefficients α* and α, the estimation function is calculated by:
In general, complex real-world applications like ecological problems require more expressive hypothesis spaces than linear functions. Thus, the use of the Kernel function K is motivated by exploring the inner product expression in both Equations (5) and (6). A kernel function can be illustrated as following: The RBF function is calculated by:
where γ is a constant user-defined factor. In the RBF kernel, only one variable needs to be determined. In addition, SVM constructed from the RBF kernel has an excellent nonlinear forecasting performance. Therefore, the RBF kernel was used in SVM in this model. There are two parameters while using RBF kernels: C and γ. It is not known beforehand which C and γ are the best for one problem.
The cross-validation procedure is followed, which can prevent the overfitting problem. In k-fold cross-validation, Another tool, GA-SVM is developed in this study. GA is one of the best optimization strategies, which possesses global superiority, parallelity, rapidity and robusticity. In this program, GA was employed to select the optimal parameters of SVM, i.e. C and γ. We set population size ¼ 40, generations ¼ 200, generation gap ¼ 0.9, probability of mutation ¼ 0.1 and crossover probability ¼ 0.9.
Definition of model input and output
As a comprehensive indictor to reflect phytoplankton bio- 
Results and discussion
To assess the performance of the optimized SVM, the correlation between observed and predicted Chl-a concentration was evaluated by using the squared correlation coefficient R 2 and the root mean square error (RMSE) in the same units but not the variables to quantify the error. The optimizing process of GA was illustrated in Figure 2 . As can be seen, after 80 generations, the minimum RMSE of each population changes slightly, which suggests that the best performance is achieved.
In Table 1 , the optimal parameters C and γ, RMSE and R 2 for LIBSVM and GA-SVM models are listed, including the results of using default value of parameters. It can be seen that the optimized SVM models show better performance, which implies that parameter optimization is very important and necessary for SVM. In addition, the GA-SVM produces slightly better results than LIBSVM.
The independent data (i.e. data from No.5 station) were used to validate the models, and are not included in the training process. The validation results of the optimized SVM models are presented in Table 2 . The validation results demonstrate that both optimized models are acceptable for predicting the concentration of Chl-a and the GA-SVM model obtains higher accuracy and generalization performance than LIBSVM, which suggests that GAs possess better searching optimization ability. file with (*.shp) format are generated. Thus, 11,106 grids covered Bohai Bay are generated (see Figure 3) .
MODEL OF THE CHLOROPHYLL-a IN BOHAI BAY

Methodology
Cellular automata
CA are dynamic models, discrete in space, time and state.
They consist of a regular lattice of cells which interact with their neighbours. The cell states are synchronously updated in time according to local rules, which calculate the new state of a cell at time t þ 1 using its state and those of neighbouring cells at time t.
A simple 'elementary' cellular automaton A is defined by a lattice L, a state space Q, a neighbourhood template δ and a local transition function f (Adamatzky ):
where L is a lattice, based on an uniform discretization (sev- 
CA-SVM model setup
An integrated model of CA and SVM is developed to model the Chl-a of Bohai Bay using remote sensing data. The RBF kernel was selected in SVM in the CA-SVM model. There are two parameters while using RBF kernels: C and γ. SVM is used to extract the CA transition rule by training the remote sensing data. Three cases of different SVM inputs are set up shown in Table 3 . Lat and Lon are latitude and longitude, respectively, which reflect the effect of the spatial position of the cell.
Results and discussion
The 
CONCLUSIONS
In this paper, the hybrid SC algorithms are studied with their application in modelling the concentration of Chl-a in Bohai Bay. In GA-SVM model, SVM tuned by GA was developed to model the concentration of Chl-a in Bohai 
