Hill-Climb
Score-based approaches (such as the hill-climb) consist of forming a set of 23 possible network structures, each represented by a score of how well it fits the 24 data. Then, the network structure with the highest score is selected. The hill-25 climb does not perform in two stages. The hill-climb (with random restarts) is 26 conducted simultaneously. At each iteration, the BIC is computed to determine 27 if the new network fits the data better than the previous one. The algorithm 28 stops when there is no more improvement and the final network is selected.
29
In addition, to learn the network structure for each year in the time window, 30 the hill-climbing was conducted on a sliding window of data (size of window = 31 10 years). In this way, we would be able to capture any significant functional 32 interactions over the previous 10 years. Then, the hill-climb learning was per-33 formed for 1500 iterations. We define a confidence threshold-the minimum 34 confidence (estimate of the probability of finding a link) for an edge (or a link) to be accepted as an edge in the learned network structure, following conver-36 gence of the hill-climb. We defined interactions of high confidence in time as 37 those in which we have the greatest mean confidence (≥ 0.3) of being in the 38 generated network.
39
We defined interactions of high confidence in time as those for which we 40 have the greatest mean confidence of being in the generated network. The References:
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