Abstract-Recent advances in a low-rank matrix completion have enabled the exact recovery of incomplete data drawn from a low-dimensional subspace of a high-dimensional observation space. However, in many applications, the data are drawn from multiple low-dimensional subspaces without knowing which point belongs to which subspace. In such cases, using a single lowdimensional subspace to complete the data may lead to erroneous results, because the complete data matrix need not be low rank. In this paper, we propose a structured sparse plus structured lowrank (S 3 LR) optimization framework for clustering and completing data drawn from a union of low-dimensional subspaces. The proposed S 3 LR framework exploits the fact that each point in a union of subspaces can be expressed as a sparse linear combination of all other points and that the matrix of the points within each subspace is low rank. This framework leads to a nonconvex optimization problem, which we solve efficiently by using a combination of a linearized alternating direction method of multipliers and spectral clustering. In addition, we discuss the conditions that guarantee the exact matrix completion in a union of subspaces. Experiments on synthetic data, motion segmentation data, and cancer gene data validate the effectiveness of the proposed approach.
I. INTRODUCTION
I N MANY applications, e.g., image in painting [1] - [4] , video denoising [5] , image classification [6] , [7] , DNA expression data imputation [8] , one faces the problem of estimating a low-rank matrix from a subset of its entries. Specifically, let X ∈ IR n × N be a matrix whose columns are drawn from a low-dimensional subspace of IR n of dimension d n. Assume that we observe only a subset of the entries of X indexed by a set Ω ⊂ {1, . . . , n} × {1, . . . , N}. The goal of low-rank matrix completion is to find a complete matrix D ∈ IR n × N that is low-rank and coincides with X in Ω. Low-rank Matrix Completion. Recent advances in convex optimization [9] - [15] have shown that exact recovery of the missing entries of X can be achieved by solving the following convex optimization problem
where D * = σ i (D) is the sum of the singular values of D (i.e., the nuclear norm of D), and P Ω :
is the orthogonal projector onto the span of matrices vanishing outside Ω so that the (i, j)-th component of P Ω (X) is equal to X ij if (i, j) ∈ Ω and zero otherwise. Specifically, it is shown [10] that when the locations of the known entries are sampled uniformly at random and the number of known entries is not less than O(K 5/4 d log K), where K = max(n, N ), the minimizer to problem (1) is unique and equal to the matrix X for most matrices X. Moreover, when d = O(1) the minimum number of known entries can be further reduced to O(K 6/5 log(K)) [10] or O(K log(K)) [13] . For extensions to matrix completion with noise the reader is referred to [16] , [17] . More recently, low-rank matrix completion with non-uniformly sampling [18] , and active sampling [19] have also been investigated.
However, the assumption that data points are drawn from a single low-dimensional subspace may be too restrictive. In the motion segmentation problem in computer vision, for example, the feature point trajectories associated with a single rigid motion lie in an affine subspace [20] , hence the trajectories of multiple rigid motions lie in a union of multiple (affine) subspaces. A priori, we do not know which trajectories corresponds to which moving object. Moreover, due to occlusions, the feature point trajectories may be incomplete. Therefore, one needs to simultaneously assign incomplete trajectories to motion subspaces and complete each trajectory according to the subspace it belongs. This leads to the subspace clustering and completion problem, which requires completing and clustering data points drawn from multiple low-dimensional subspaces. Sparse Subspace Clustering. When the data are complete, the above problem is known as subspace clustering. This problem has received a lot of attention over the past decade and many methods have been developed, including iterative methods [21] , [22] , algebraic methods [23] , [24] , statistical methods [25] , [26] , and spectral clustering based methods [27] - [34] (see [35] for details). Among the existing algorithms, methods based on sparse and low-rank representations [29] , [30] , [32] have been among the most successful in practical applications. One such method is Sparse Subspace Clustering (SSC) [29] , which exploits the fact that noiseless data in a union of subspaces are self-expressive, i.e., each data point can be expressed as a sparse linear combination of other data points. Hence, SSC aims to find a sparse matrix Z such that X = XZ and diag(Z) = 0. Since this problem is combinatorial, SSC solves the following convex optimization problem instead
It is shown in [29] , [36] that under certain conditions on the subspaces and the distribution of the data inside the subspaces, the solution to the optimization problem in (2) is such that Z ij = 0 when points i and j are in different subspaces. In other words, the nonzero coefficients of the i-th column of Z correspond to points in the same subspace as point i. Therefore, one can use Z to define a data affinity matrix as |Z| + |Z |. The segmentation of the data is then obtained by applying spectral clustering [37] to this affinity. In the case of data contaminated by noisy or outlying entries, each data point can be written as a linear combination of other data points plus an error E, i.e., X = XZ + E. When these errors are sparse, one can find Z and E by solving the following convex optimization problem
where λ > 0 is a parameter. The segmentation of the data is then obtained from Z, as before. Subspace Clustering and Completion. When some entries of X are unknown, the subspace clustering problem cannot be solved as above. One possible approach, explored in [38] , is to assume that the data are drawn from a mixture of PCAs model with missing entries and use the EM algorithm to find the segmentation by exploring the temporal coherence of the moving objects in video sequence. However, this alternating approach via the EM algorithm is very sensitive to the initialization. Other approaches rely on the observation that, since the columns of X are sampled from k subspaces of dimension d j (at most d), we have rank(X) ≤ k j =1 d j . Therefore, when the number of subspaces and their dimensions are small enough so that rank (X) min{n, N }, we can use low-rank matrix completion techniques to complete X followed by subspace clustering techniques to cluster the columns of X. This approach was explored in [39] .
In practice, the number of subspaces and their dimensionality may not be small, thus the data matrix may be high-rank or even full-rank. In the aforementioned motion segmentation problem, this corresponds to the case where we have many motions to segment in a video with few frames. Recent work [40] proposes a high-rank matrix completion algorithm that uses a local neighborhood of each incomplete point to complete it, and refines the estimated subspaces to recover the full matrix. It is shown in [40] that this method can accurately recover each column of X as long as the number of observed entries exceeds CdN log 2 (n), where C > 1 is a constant that depends on the incoherence of the data, the geometric arrangement of the subspaces, and the distribution of the data points in the subspaces. This method works well when the sample size N is arbitrarily large, e.g., N = O((kn) 2.4 ). In practical applications, however, it is unrealistic to have arbitrarily many samples. When the assumption no longer holds, the performance of the algorithm degrades quickly. Paper Contributions. In this paper, we consider the problem of clustering and completing data drawn from a union of subspaces, especially in the high-rank and small sample size regime. We propose a structured sparse plus structured low-rank (S 3 LR) optimization framework to tackle this problem. The proposed framework is based on two key observations. First, each point in a subspace can be expressed as a sparse linear combination of other points in the same subspace. Second, the matrix formed by all the points in a subspace is low-rank. Our work has two main contributions.
1) To formulate the subspace clustering and completion problem into a unified non-convex optimization framework. 2) To propose an efficient solution to this problem via a combination of a linearized alternating direction method of multipliers with spectral clustering. Paper Outline. The remainder of this paper is organized as follows. Section II describes our framework to address the structured matrix completion problem. Section III proposes algorithms for solving the optimization problem associated with our proposed model. Section IV discusses the conditions for the exact matrix completion in a union of subspaces. Section V presents experimental results and Section VI presents the conclusions.
II. A STRUCTURED OPTIMIZATION FRAMEWORK FOR SUBSPACE CLUSTERING AND COMPLETION
In this section, we propose a structured sparse plus structured low rank framework for solving the following problem:
Problem II.1 (Subspace clustering and completion): Let X ∈ IR n × N be a real-valued matrix whose columns are drawn from a union of k subspaces of IR n ,
Assume we observe only a subset of the entries of X indexed by a set Ω ⊂ {1, . . . , n} × {1, . . . , N}, that is, we observe X ij for (i, j) ∈ Ω. The goal of subspace clustering and completion is to recover: (a) the missing entries of X, that is X ij for (i, j) ∈ Ω, and (b) the segmentation of the columns of X into their corresponding subspaces.
Before proposing a solution to this problem, let us introduce some additional notations. Let X (j ) ∈ IR n × N j be a matrix whose N j columns are the data points in the j-th subspace. We can write X as
where Γ is an unknown permutation matrix that sorts the columns of X according to the k subspaces. Let Q = q 1 , · · · , q k be an N × k binary matrix indicating the membership of each data point to each subspace. That is, q ij = 1 if the i-th column of X lies in subspace S j and q ij = 0 otherwise. We assume that each data point lies in only one subspace, hence we must have Q1 = 1, where 1 is the vector of all ones of appropriate dimension. We also assume that the number of subspaces 1 is equal to k, which we can ensure by assuming that rank(Q) = k. Thus, we define the space of segmentation matrices as
N× k : Q1 = 1 and rank(Q) = k}.
Now, let Q (j ) be an N × N j matrix consisting of the N j nonzero columns of the N × N diagonal matrix diag(q j ) whose diagonal entries are given by those of the j-th column of Q. Then the columns of XQ (j ) are the N j points in subspace S j and so the matrices X (j ) and XQ (j ) are the same up to a permutation. Since in practice the true segmentation matrix is unknown, the matrix Q is only an estimate of the true segmentation matrix and hence the columns of XQ (j ) represent an estimate of the points in S j as specified by the matrix Q. Also, since we observe only a subset of the entries of X specified by Ω, we will use D ∈ IR n × N to denote an estimate of the complete data matrix and D (j ) = DQ (j ) ∈ IR n × N j to denote an estimate of the complete data matrix in S j as specified by Q.
A. Structured Low Rank Matrix Completion Framework
To better understand the effect of Q in matrix completion, let us assume for the time being that Q was known. In this case, although X may not be low-rank, each XQ (j ) is. Hence, we can complete X by completing each XQ (j ) using the low-rank matrix completion method in (1) . That is,
where j = 1, . . . , k. Notice that these k optimization problems are equivalent to
Let us now return to the case where the segmentation Q is unknown. When Q is not the true segmentation, we expect the rank of XQ (j ) to be higher than the rank of X (j ) . Therefore, a natural approach is to search for matrices D and Q such that each DQ (j ) has lower rank or small nuclear norm. This motivates us to introduce the following structured nuclear norm 2 
where the structure is captured by Q. Given this norm, we can approach the subspace clustering and completion problem by solving the following structured low rank matrix completion problem 3 with respect to both D and Q:
Unfortunately the above optimization over both D and Q is a combinatorial problem that is extremely difficult to solve. 1 Otherwise, we estimate k by cross-validation on the completion error with a small proportion of held-out entries. 2 For a known and fixed Q, this norm is analogous to the structured norm used in group-Lasso, except that the 2 , 1 norm of a vector is replaced by the nuclear norm of a matrix. 3 We assume for the time being that the observed partial entries are noise-free, otherwise we should add a noise term E on D, i.e., P Ω (D + E) = P Ω (X ).
A simple approach to solving this problem would be to alternate between solving for D given Q and vice versa. More specifically:
1) Given Q, we can solve for D by performing matrix completion for each subspace independently as in (6) . 2) Given D, we need to solve for Q, which involves performing subspace clustering on the completed data. While this alternating minimization approach is intuitively appealing, it suffers from two disadvantages. First, the matrix completion step could easily fail because the matrix XQ (j ) may not be low-rank when the matrix Q does not correspond to the true segmentation. Second, the subspace clustering step would involve minimizing (9) with respect to Q, which is a combinatorial problem that is extremely difficult to solve. Moreover, directly solving problem (9) with respect to Q would not exploit recent works in subspace clustering described in Section I, which suggest that a better approach to subspace clustering is to first learn a sparse representation Z from the data X and then compute the segmentation Q from Z.
B. Structured Sparse Subspace Clustering Framework
To understand how to incorporate recent results in subspace clustering into our approach, recall from (2) that data in a union of subspaces are self-expressive. That is, each complete data point in a union of subspaces can be expressed as a sparse linear combination of other complete data points as X = XZ with diag(Z) = 0, where Z ∈ IR n × N is a sparse matrix whose (i, j) entry that captures the similarity between points i and j. In this section we show how to incorporate this self-expressiveness property into the structured matrix completion problem proposed in (9) . A trivial approach would be to add the selfexpressiveness constraint to (9) and add an 1 penalty on Z to the objective of (9). However, this approach would not exploit the fact that the sparse representation Z and the segmentation matrix Q both try to capture the segmentation of the data. Indeed, recall that the SSC approach in (2) computes the segmentation Q by applying spectral clustering to the similarity matrix |Z| + |Z |.
In order to define an additional cost that captures the fact that the zero patterns of Z and Q are related, observe that when Z ij = 0 points i and j are in the same subspace, hence we must have q (i) = q (j ) , where q (i) and q (j ) are the i-th and j-th row of matrix Q, respectively. Therefore, we can penalize the disagreement between Z and Q by using the following subspace structured 1 norm of Z:
where
, the operator indicates the Hadamard product (i.e., element-wise product), and α > 0 is a tradeoff parameter. The first term is the standard 1 norm on Z used in (2) . Since Θ ij ∈ {0, 1}, the second term in (10) counts the number of times that Q and Z disagree and weights this count by |Z ij |. Therefore, the norm in (10) is effectively an 1 norm augmented by an extra penalty on Z ij when points i and j are in different subspaces according to Q.
We may use the subspace structured 1 norm to reformulate the sparse subspace clustering problem in (2) into a unified optimization framework as follows
Similarly, in the case of data corrupted by errors E, we can reformulate the SSC problem in (3) as
The problem (11) or (12) is termed as structured sparse subspace clustering (S 3 C), which is explored in our preliminary work [41] .
Notice that the framework in (11) generalizes (2) because, instead of first solving (2) to find Z and then applying spectral clustering to the affinity |Z| + |Z | to obtain the segmentation, in (11) we simultaneously search for the sparse representation Z and the segmentation Q.
The approach to solving (11) is to alternate between solving for Z given Q and vice versa [41] . More specifically:
1) Given Q, we can solve for Z almost as in (2) . The only difference is that the 1 norm Z 1 is replaced by the subspace structured 1 norm Z 1,Q . This modification causes a small change to the standard algorithm used to compute Z: Rather than thresholding all the entries of a matrix with a constant value, we need to threshold each entry of the matrix with a different value that depends on Θ ij , as we will see in (32). 2) Given Z, the solution for Q can be computed approximately by spectral clustering. To see this, note that the first term of the structured 1 norm does not depend on Q and the second term can be rewritten as:
measures the similarity of points i and j,L =D − A is a graph Laplacian, and D is a diagonal matrix whose diagonal entries areD j j = i A ij . If we relax the constraint that Q ∈ Q by requiring that the columns in Q be orthogonal to each other, i.e., Q Q = I, then we obtain:
This is the problem solved in spectral clustering, whose solution is given by the bottom k eigenvectors ofL associated with its k smallest eigenvalues. The k-means algorithm is then applied to the rows of Q to obtain a binary segmentation matrix Q ∈ Q. This alternating minimization algorithm is a natural generalization of SSC where, given a segmentation one computes the sparse representation using a minor modification to SSC, and then given a sparse representation one finds the segmentation using spectral clustering. However, while this approach may be appealing for subspace clustering, it is not clear why it would be useful for subspace completion. This is because when some entries in X are unknown, we can no longer express an incomplete data point as a sparse linear combination of other incomplete data points. Instead, we can express a complete data point as a linear combination of other complete data points as
where D is the complete matrix and E is an error term. We can then easily incorporate the completion constraint P Ω (D) = P Ω (X) into (12) to obtain:
This approach is very appealing from the perspective of subspace clustering. However, from the perspective of subspace completion, notice that this approach performs completion by solving the linear equations P Ω (D) = P Ω (X) and D = DZ. While this approach may give the correct completion when the number of missing entries is small enough so that the solution to the linear system of equations is unique, this method will fail otherwise. In particular, one key weakness is that it does not use explicitly the fact that each subspace is low-rank.
C. Structured Sparse Plus Structured Low-Rank Framework for Subspace Clustering and Completion
In this section, we propose a structured sparse plus structured low-rank (S 3 LR) optimization framework for subspace clustering and completion that exploits the advantages of both the structured low rank framework in (9) and the structured sparse framework in (12) . In particular, we propose to solve the following optimization problem:
The three terms in the objective function and the three lines of constraints in problem (17) correspond to three different but related tasks. First, the structured nuclear norm D * ,Q and the constraint P Ω (D) = P Ω (X) are used to complete the potentially high-rank matrix X according to the multiple lowrank subspace structure defined by the segmentation matrix Q. Second, the structured 1 norm term Z 1,Q , the noise term E 1 , and the constraints in the third line of (17) are used to find a sparse representation over a dictionary D where the error term E is used to compensate the errors caused from inaccurate completion. Third, the structured nuclear norm D * ,Q , structured 1 norm Z 1,Q , and the constraints in the fourth line of (17) are used to find the segmentation matrix Q ∈ Q.
Having introduced our S 3 LR optimization framework, in next section, we present an efficient alternating minimization scheme for solving it approximately. As we shall see, the optimization problem in (17) is still combinatorial, however we will show that by resorting to suitable approximations, we can find approximate solutions efficiently.
III. ALTERNATING MINIMIZATION ALGORITHMS FOR SUBSPACE CLUSTERING AND COMPLETION
In this section, we propose to solve the optimization problem in (17) based on solving two easier subproblems: 1) Find D, Z and E given Q by solving a joint structured matrix completion and sparse representation problem. 2) Find Q given Z by solving a structured low-rank and sparse subspace clustering problem.
A. Joint Structured Matrix Completion and Sparse Representation
Given the segmentation matrix Q (or the structure matrix Θ), we solve for D, Z and E simultaneously by solving the following joint structured matrix completion and sparse representation problem (18) which is equivalent to the following problem
We solve this problem using the Linearized Alternating Direction Method of Multipliers (LADMM) [42] . The augmented Lagrangian is given by:
, Y (2) , Y (3) 
where Y (1) , Y (2) and Y (3) are matrices of Lagrange multipliers and μ > 0 is a penalty parameter. To find a saddle point for L, we update each of D, C, Z, E, Y (1) , Y (2) , and Y (3) alternately while keeping the other variables are fixed. Update for D. Since there is no exact closed-form solution for the update of D directly, we use the linearization strategy proposed in [42] to find a closed-form solution to a properly constructed surrogate of the subproblem. Specifically, the penalty terms in L at iteration t, which is denoted as
are bounded above by the quadratic function
where η > σ 2 max (I − C t ) + 1 is a proximal factor. Then, the minimization of
F leads to the following update for D:
. This update can be computed in closed-form from the following lemma.
Lemma III.1:
Then the -th block of X * where = 1, . . . , k, is given by
where S μ (·) is the shrinkage thresholding operator, and
Proof: By the definition of the structured nuclear norm X * ,Q = X ( ) * , we have that problem (24) is equivalent to k subproblems of the form arg min
It is shown in [9] that the closed-form optimal solution to problem (26) is
Update for C. We update C by solving the following problem:
whose solution 5 is given by
t )
Update for Z. We update Z by solving the following problem:
t . The closed-form solution for Z is given as
Algorithm 1: LADMM for solving problem (20) . Input: Partially observed data matrix P Ω (X), and parameters λ, γ, and α. where the (i, j) entry ofZ is given bỹ
Update for E. While other variables are fixed, we update E as follows
t . Update for Y (1) , Y (2) , Y (3) . The update for the Lagrange multipliers is a simple gradient ascent step
For clarity, we summarize the LADMM algorithm for solving problem (20) in Algorithm 1. For the details of the derivation, we refer the readers to [42] .
B. Structured Low-Rank and Sparse Subspace Clustering
Given D and Z, problem (17) reduces to a structured lowrank and sparse subspace clustering problem
Unfortunately this is an NP-hard combinatorial optimization problem that is very difficult to solve. Therefore, we attempt to find an approximate solution by relaxing the original problem. Specifically, we propose the following two relaxations. Weak Relaxation. In this case, the constraint Q ∈ Q is relaxed by letting Q be a real valued matrix and requiring the columns in Q to be orthogonal to each other, i.e., Q Q = I, which automatically implies the rank constraint. This leads to the following problem
Theoretically this problem can be solved in the framework of partial augmented Lagrangian multiplier method, but this is impractical because the relaxed problem is still non-convex due to the constraint Q Q = I, which leads to an optimization problem on a Stiefeld manifold that has no closed form solution. Moreover, the convergence is not guaranteed. Strong Relaxation. In this case, we drop Q from the first term 6 and hence the optimization problem in (36) reduces to:
While this relaxation may seem as too strong, notice that the term Z 1,Q itself still carries sufficient information to perform subspace clustering. Indeed, we have observed experimentally that we do not lose segmentation accuracy by using this relaxation. Now, recall that Z 1,Q = Z 1 + α Θ Z 1 and observe that the first term in Z 1,Q is not a function of Q, hence it can be dropped. Recall also from the analysis in Section II-B that the second term in Z 1,Q can be written as
where A ij = 1 2 (|Z ij | + |Z j i |) measures the similarity of points i and j,L =D − A is a graph Laplacian, andD is a diagonal matrix whose diagonal entries areD j j = i A ij . Hence, the subspace clustering problem in (37) can be rewritten as
The solution to this relaxed problem can be found efficiently by spectral clustering [37] . In particular, the columns of Q are given by the eigenvectors ofL associated to the smallest k eigenvalues. The rows of Q are then used as input to the kmeans algorithm, which produces a clustering of the rows of Q that can be used to produce a binary matrix Q ∈ {0, 1}
N × k such that Q1 = 1. This, in turn, induces a clustering of the data matrix.
C. Algorithm Summary
For clarity, we summarize the whole scheme to solving problem (17) in Algorithm 2, and term it S 3 LR. The algorithm alternates between solving for the complete data D and the matrix of sparse coefficients Z given the segmentation Q using Algorithm 1, and solving for Q given Z using spectral clustering. In doing so, there is no guarantee that the algorithm will converge to a global or local optimum because: a) the problem solved by Algorithm 1 is non-convex, and b) the solution for Q given Z is obtained in an approximate manner by relaxing the objective function. Nonetheless, our experiments show that the algorithm does converge in practice for appropriate settings of the parameters. 
or alternatively,
where F t is the objective function value at the t-th iteration, i.e.,
is the iteration index.
Initializations and Parameters Setting. In Algorithm 2, the variable Θ is initialized as a matrix of all zeros (which is equivalent to assigning all data points to one subspace), the variables Z and E are also initialized as matrices of all zeros, and the variable D is naturally initialized as the incomplete data matrix X by filling zeros to missing entries. By default, the parameter α is set to 1.
IV. DISCUSSIONS ON CONDITIONS FOR EXACT MATRIX COMPLETION IN AN UNION OF SUBSPACES
In this section, we discuss the settings and conditions for exact data completion in a union of subspaces.
Let r be the rank of matrix X, i.e., the dimension of the union of subspaces. The tasks of completing a matrix in a union of subspaces can be sorted into two settings: a) low-rank setting, where X is low-rank, i.e., r min{n, N }, and b) high-rank setting, where X is high-rank, i.e., r ≈ min{n, N }.
A. Case I: The Dimension of the Union of Subspaces is Low
In this case, the current low-rank matrix completion theory [9] - [15] is still applicable. Specifically, if the locations of the known entries are sampled uniformly at random and the number of known entries is not less than O(rK 5/4 log K) [10] or O(rK log 2 (K)) [15] , where K = max(n, N ), the minimizer to the problem (1) is unique and equal to the matrix X for most matrices X. Moreover, when r = O(1) the minimum number of known entries can be further reduced to O(K 6/5 log(K)) [10] or O(K log(K)) [13] . Therefore, if the conditions for low-rank matrix completion hold, we can solve the subspace clustering and completion problem in two steps. First, we perform low-rank matrix completion, e.g., by solving problem (1). Then, we perform subspace clustering on the completed data, e.g., by solving problem (3). In such case, however, as pointed in recent works on recovering a coherence matrix [43] , [44] , the success rate of exact completion might be slightly decreased due to a possibly larger row-coherence parameter.
B. Case II: The Dimension of the Union of Subspaces is High
When r ≈ min{n, N }, we face a high-rank matrix completion task for which the existing low-rank matrix completion results are not applicable. Nonetheless, under the assumptions that the ranks of the data matrices corresponding to each one of the subspaces are low enough, i.e., d j min{n, N j } for j = 1, . . . , k where d j = rank(X (j ) ), and that these block matrices satisfy their own incoherence conditions [10] , [15] , we can give the sufficient conditions for exactly completing a matrix which lies in a union of subspaces by solving a convex optimization problem as follows:
where Q ∈ Q is the subspace segmentation matrix. To be more specific, the sufficient conditions for exactly completing a lowrank matrix [10] - [15] can be directly extended to completing a high-rank matrix in a union of multiple subspaces. Consider a matrix X whose columns lie in a union of k subspaces. Let X = [X (1) , X (2) , · · · , X (k ) ]Γ , where Γ is a permutation matrix that sorts the columns of X ∈ IR n × N into k blocks X (j ) ∈ IR n × N j defined by the true segmentation matrix Q ∈ IR N × k . For j = 1, · · · , k, assume that the observed entries of X (j ) are drawn uniformly at random and that the number of observed entries is not less than (42) is unique and equal to X with high probability.
V. EXPERIMENTS
In this section, we evaluate the proposed S 3 LR approach on synthetic data, motion segmentation data, and cancer gene expression data to validate its effectiveness.
A. Experiments on Synthetic Data
Experimental Setup. We construct k independent subspaces as 100 by default, and use the following two performance metrics.
r The error (ERR) of matrix completion is defined as
where X and D are the groundtruth data matrix and the estimated matrix, respectively.
r The accuracy (ACC) of subspace clustering is given by
where c,ĉ ∈ {1, · · · , k} N are the original and estimated assignments of the columns in D to the k subspaces, and the maximum is with respect to all permutations π : {1, · · · , k} N → {1, · · · , k} N . We assume the knowledge of the number of subspaces k. Baseline Methods. We implemented the following methods.
1) Zero-fill (ZF): we complete the unknown entries of X with zeros. 2) Low-rank Matrix Completion (LRMC): we complete X by solving problem (1) with the linearized alternating direction method of multipliers [42] . 3) ZF+SSC/LRR: we impute the unknown entries of X with zeros and then do subspace clustering using either SSC [29] or LRR [30] . 4) LRMC+SSC/LRR: we complete the unknown entries of X using LRMC and then do subspace clustering using either SSC [29] or LRR [30] . 5) Alt-LRMC+SSC/LRR: initially, we complete the unknown entries of X using LRMC. We then alternate between doing subspace clustering using either SSC [29] or LRR [30] , and matrix completion for each cluster. 6) MFEM: we implement the multibody factorization based on the EM algorithm [38] . Note that MFEM is designed for multi-view motion segmentation with missing data and there is no completing step, so we report only the motion segmentation errors in the multi-view setting.
7) PF+GPCA: we implement the Power Factorization approach to project the data into five dimensional subspace and perform GPCA algorithm [39] on the projected data. 8) HRMC: we impute the unknown entries of X with the high-rank matrix completion approach [40] . Experimental results are presented in Table I . As it can be seen, S 3 LR reduces the matrix completion error significantly and keeps the leading subspace clustering accuracy in most cases. While the baseline algorithms, Alt-LRMC+SSC and Alt-LRMC+LRR, are competitive, we observed that the iterations between matrix completion and subspace clustering are rarely convergent. Different from in Alt-LRMC, which uses a "hard" assignment of data points to subspaces, S 3 LR uses "soft" assignment and hence some segmentation errors may be alleviated by the coupling term DZ. The HRMC algorithm proposed by Eriksson et al. [40] does not work in the small sample size setting here, because it needs a sufficient number of samples, e.g., N = O((kn) 2.4 ). We will show the success boundary of HRMC in the later part of this subsection.
To show the convergence behavior of the proposed S 3 LR, we take the experimental results under the missing percentage of 10% to 50% and compute the objective function value, the error of matrix completion (ERR), and the accuracy of subspace clustering (ACC) as a function of the iteration number. The curves are presented in Fig. 1 . The smoothly decreasing curves of the objective function confirm the good convergence behavior of S 3 LR. For the matrix completion error, it converges after roughly 15 iterations provided the result of subspace clustering getting stabilized. For the accuracy of subspace clustering, it could be increasingly improved and stabilized (e.g., by taking the previous clustering into account for initializing the k-means, or by voting from multiple runs of k-means). Effect of Varying the Dimension of Each Subspace. In this experiment, we fix the number of subspaces and the number of points per subspace to k = 20 and s = 20, resp., and vary the dimension of each subspace as d = 1, 2, . . . , 9. Experimental results are presented in Fig. 2 . We observe that in most cases, i.e., d > 2: a) the subspace clustering accuracy is effected slightly when varying the dimension of each subspace; b) the lower the dimension of each subspace is, the lower the matrix completion error. Notice, however, that if the dimension of each subspace is too low, e.g., d ≤ 2, the subspace clustering problem becomes harder, as pointed in [36] , which increases the matrix completion error. Effect of Varying the Number of Subspaces. In this experiment, we fix the dimension of each subspace to d = 5 and the number of samples per subspace to s = 10, and vary the number of subspaces as k = 2, 5, 10, 15, 20, 25. Experimental results are presented in Fig. 3 . We observe that while the number of subspaces effects the breakdown point in subspace clustering accuracy, i.e., the more subspaces to segment, the lower the breakdown point, it effects the matrix completion error only slightly, even when the subspaces are partially overlapping (i.e., k = 25). This is because that S 3 LR completes each data point with respect to its corresponding low-dimensional subspace, rather than with respect to the union of subspaces, which may not be of low-rank. Effect of Varying the Number of Samples per Subspace. In this experiment, we fix the dimension of each subspace to d = 5 and the number of subspaces to k = 20, and vary the number points per subspace as s = 10, 20, 50, 100, 200. The results are displayed in Fig. 4 . We observe that our S 3 LR approach can exactly recover the matrix up to a wide range: (a) When s ≥ 50 (i.e., s ≥ 10d), the matrix can be exactly recovered by S 3 LR, up to nearly 50% of missing entries; (b) Even when s = 20 (i.e., s = 4d), the matrix can be exactly recovered, up to nearly 30% of missing entries; (c) When s is too small, e.g., s = 10 (i.e., s = 2d), although the matrix can hardly be recovered exactly, our S 3 LR approach still exhibits a significant improvement margin, compared to LRMC which leads to erroneous results.
Effect of Varying both Dimension and Subspaces Number.
In this experiment, we fix the number of sample per subspace as s = 100, and vary the number of subspaces k and their dimensions d simultaneously such that kd ≈ n = 100. The experimental results are shown in Fig. 5 . We observe that when the number of subspaces is small, subspace clustering can tolerate a large proportion of missing entries; but the unknown entries are harder to complete due to the higher rank of each subspace. On the other hand, when the number of subspaces is large, the breakdown point in subspace clustering is lower, but the unknown entries are easier to complete due to the lower rank of each subspace. Comparison on Success Boundary. In this experiment, we set the ambient dimension as n = 50, the number of sample per subspace as s = 50. We compare S 3 LR with LRMC+SSC and HRMC. For LRMC+SSC and S 3 LR, we set the dimension of each subspace as d = 5 and vary the number of subspaces as k = 1, 2, · · · , 10. Note that, HRMC [40] works only for the subspaces of very low dimension, e.g., d ≤ 2 in the setting s = 50, n = 50. Therefore the data generated for HRMC is of d = 2 and varying the number of subspaces as k = 1, 2, · · · , 25. Each case is repeated for 20 trials. When ERR of completion is less than 5 × 10 −4 , we declare a success of completing the matrix. We report the success rate, the accuracy of completion, and the accuracy of subspace clustering (ACC), in which the completion accuracy is computed by 1 − ERR to show more detail of the working range of each method where ERR is the completion error. The experimental results are shown in Fig. 6 . The vertical axis ρ r = kd n is approximately equal to rank(D ) n , which is proportional to the rank of the union of k subspaces of dimension d. The horizontal axis is the missing percentage. Clearly, LRMC works when the rank or the missing percentage of the matrix is low enough. Compare to LRMC, our S 3 LR yields a larger success area because it performs the matrix completion with respect to the subspace structure, which could be irrelevant to the rank of the whole matrix. Notice that HRMC fails because the limited number of samples per subspace can Fig. 7 . Example frames from videos in the Hopkins 155 database [45] .
not guarantee the reliable matrix completion in each local neighborhood.
B. Experiments on Motion Segmentation Data
Motion segmentation refers to the problem of segmenting a video sequence with multiple rigidly moving objects into multiple spatiotemporal regions that correspond to the different motions in the scene (see Fig. 7 ). This problem is often solved by first extracting and tracking a set of N feature points x f i ∈ IR 2 through each frame f = 1, . . . , F of the video, and then clustering these feature points according to each one of the motions. Depending on the type of projection model, we distinguish between two different motion segmentation tasks.
Under the affine projection model, a feature point trajectory is formed by stacking the feature points x f i in the video as y i .
2F . Since the trajectories associated with a single rigid motion lie in an affine subspace of IR 2F of dimension at most 3 [20] , the trajectories of k rigid motions lie in a union of k low-dimensional subspaces of IR 2F . Therefore, the multi-view affine motion segmentation problem reduces to the subspace clustering problem.
Under the perspective projection model, the feature trajectories associated with a single rigid motion lie in a nonlinear submanifold of IR 2F . However, if one takes the feature points from two views, say the first x 1i and the last x F i , and forms the vector y i .
, and ⊗ is the Kronecker product, then y i lies in an 8-dimensional subspace of IR 9 . Therefore, the two-view perspective motion segmentation problem reduces to the subspace clustering problem.
Since in practice not all feature points are visible in all frames due to occlusions or failures in tracking, the motion segmentation problem might involve clustering incomplete data lying in a union of subspaces. There is, however, an important difference between the two motion segmentation tasks from the perspective of matrix completion. On the one hand, the two-view perspective case leads to a high-rank matrix completion task because the data matrix X ∈ IR 9 × N could be full rank for k > 1. On the other hand, in the multi-view perspective the data matrix X ∈ IR 2F × N could be low rank when k is small relative to F and N , or otherwise high rank.
In what follows, we evaluate our S 3 LR algorithm in both motion segmentation tasks. For this purpose, we consider the Hopkins 155 motion segmentation database [45] , which consists of 155 video sequences of 2 or 3 motions. In Fig. 8 , we show the singular values which are computed over 155 sequences for the two different motion segmentation tasks, respectively. As could be observed that: the data of multi-view motion segmentation task is low-rank; whereas the data of two-view perspective motion segmentation task are clearly high-rank, compare to its ambient dimension (n = 9). Experimental Setup. To make the data matrix high-rank, for the multi-view affine motion segmentation task, we take the first 6 (i.e., f = 1, . . . , 6) frames of each sequence and sample the first 150 (i.e., i = 1, . . . , 150) feature points from each frame to form a 12 × 150 data matrix. For the two-view perspective motion segmentation task, we take the first and the last frame of each sequence and sample the first 150 feature points to form a 9 × 150 data matrix for each sequence. In both cases, we then randomly drop a portion of the entries. Results. We compare the completion error of S 3 LR with LRMC and HRMC. Note that MFEM [38] is designed for multi-view motion segmentation problem with missing data, but it does not complete the data matrix, and thus we report only its motion segmentation accuracy under the multi-view setting. Since that MFEM is sensitive the initialization, we repeat it for 10 times and report the best results. For PF+GPCA [39] , which performs GPCA on the five-dimensional projection generated by PF but does not explicitly complete the data, we report only the motion segmentation accuracy. Moreover, we compare the motion segmentation accuracy of S 3 LR to GPCA, SSC, and LRR on the projection generated by PF, or the data completed by LRMC or S 3 LR, and also to HRMC. The parameters γ = 0.05 and λ = 0.01 in S 3 LR are determined via cross-validation on the completion error of the extra held-out 5% entries of the first 20% sequences; whereas the parameters λ in other algorithms are tuned with the whole data. Each experiment is repeated 10 trials and the average errors of completion and segmentation are reported in Figs. 9 and 10. We observe that:
1) The S 3 LR approach reduces the completion error significantly with respect to LRMC in both the multi-view affine and two-view perspective motion segmentation tasks, while keeping a moderate motion segmentation error. The reduction is more significant in the two-view perspective case, where the data matrix is high-rank. In contrast, in the multi-view affine case the data matrix has lower rank, hence LRMC is more likely to succeed.
2) Compared to finding a projection by PF and completing the incomplete data via LRMC, using S 3 LR to complete the data and then performing GPCA, SSC or LRR can further reduce the errors of the motion segmentation, especially for the twoview motion segmentation task. These results confirmed the effectiveness of the structured completion in S 3 LR.
3) The completion errors of HRMC is merely better than ZF (i.e., imputing by zeros) slightly, but significantly worse than LRMC and S 3 LR. Note that the performance of HRMC depends upon a set of small completion tasks in local neighborhood which are often hard to be accurate especially when the number of columns is not sufficiently large.
C. Experiments on Cancer Data
DNA microarray is a high-throughput technology that allows for the simultaneously monitoring of the mRNA levels of thousands of genes in particular cells or tissues and giving a global view of gene expression [46] - [48] . An important application of gene expression data is to identify or discover diseases (e.g., cancers) [49] . Gene expression data from different subtypes of cancers lie on multiple clusters [50] , each one relating to one subtype. As pointed out in [51] , [52] , each cluster can be well approximated by a low-dimensional subspace. Note that microarray data are often containing missing values due to the occurrence of imperfections during the microarray experiment [8] . Therefore, the task of discovering diseases from gene expression data is a problem of subspace clustering and completion.
We choose the publicly available 7 benchmark cancer data set LungA [53] , which consist of 193 records of 1000 dimensional measurements. We perform feature selection to keep 100 and 50 dimensional measurements, respectively. 8 As could be observed from the singular value curves of the data matrices in Fig. 11 that, the 1000 × 193 matrix is likely low-rank whereas, the 50 × 193 matrix is likely not typically low-rank. We compare the data completion error of S 3 LR with the recently proposed LRMC based method for imputing gene expression data [54] . Moreover, we compare the subspace clustering accuracy of S 3 LR with the state-of the art subspace clustering methods: SSC [29] and LRR [30] , [51] , which are performed on the completed data. Following the standard protocol, we randomly delete a proportion of entries in the gene expression matrix. We record the average completion error (ERR) and clustering accuracy (ACC) over 10 trials. The parameters γ = 0.01 ∼ 0.05 and λ = 0.01 ∼ 0.1 in S 3 LR are determined via cross-validation on the completion error of the extra held-out 5% entries; whereas the parameter λ in other algorithms are tuned with the data.
Experimental results are presented in Tables II and III , respectively. Notice in Table II that S 3 LR yields slightly lower ERRs than LRMC in most cases. As shown in Table III that: a) all methods perform clustering almost equally well in the setting of 1000 × 193 because LRMC works; b) S 3 LR yields significantly better clustering accuracy (ACC) in the setting of 50 × 193 and in the setting of 100 × 193 when the missing percentage is higher than 35%, because the data are likely no longer low-rank in such cases.
VI. CONCLUSION AND REMARKS
We addressed the problem of completing data drawn from a union of low-dimensional subspaces. We proposed a Structured Sparse plus Structured Low-Rank (S 3 LR) approach which involves a non-convex optimization problem to tackle the matrix completion and subspace clustering problems simultaneously. We solved the non-convex optimization problem efficiently using a linearized alternating direction method of multipliers combined with spectral clustering. In addition, we discussed the sufficient conditions to guarantee the exact matrix completion in a union of subspaces. Experimental results on synthetic data, motion segmentation data, and cancer gene data demonstrated the effectiveness of the proposed approach.
One of the main weaknesses of the proposed approach is that it relies on solving a non-convex, NP hard optimization problem, hence we had to resort to approximations in order to solve it efficiently. Secondly, the number of subspaces k was assumed to be given in advance. If k is unknown, in principle, we can estimate it by cross-validation on the completion error of a small set of held-out entries, i.e., to pick the best k with the lowest completion error. Therefore, future works involve using a possibly tighter relaxation of the structured low rank norm and investigating the performance of structured matrix completion with an unknown number of subspaces. Finally, note that the task of high-rank matrix completion corresponds to the scenario that we have to solve problems in very limited and unreliable observations-the observation space is relatively "crowd" and the measurements are unreliable. More applications will be explored in future.
