In the past few years a new learning method called Support Vector Machines (SVMs) has enjoyed increasing popularity. Based on statistical learning theory it shows very good generalization abilities. Though SVMs are mainly used for classification tasks, they are also applicable to regression problems and thus to modeling the dynamics of a time series. However when regression techniques are used to build dynamical models caution is advisable if the data are noisy. Due to correlations between data points, estimates of model parameters deviate systematically from the true values. An approach is presented to reduce such bias in SVM parameters.
Support Vector Regression
This chapter gives a short introduction to Support Vector Regression (SVR), i.e. Support Vector Machines used for regression. For a more in-depth discussion see [Vapnik, 1995; Smola & Schölkopf, 1998; Müller et al., 1999] or [Gretton et al., 2001 ].
Linear SVR
Given a data set {(y i , x i )}, i = 1, . . . , N , with vector inputs x i ∈ R d and scalar outputs y i ∈ R a regression problem consists in finding a mapping between inputs and outputs. In the linear case one looks for the optimal parameters θ ∈ R d , θ 0 ∈ R of the function
where v|w = i v i w i represents the inner product between two vectors. On the one hand optimal usually means that the function outputsŷ i deviate little from the true values y i . On the other hand an optimal function is as simple as possible to avoid overfitting phenomena for short and noisy data samples. The balance between the two criteria is found using an optimization procedure which depends on the application at hand. In the case of SVR the parameters θ, θ 0 are regarded optimal if they minimize the cost function
The first sum is a regularization term. Small parameters θ j produce simple flat functions thus counteracting overfitting. The second sum penalizes model errors by using the robust ε-insensitive function
i.e. errors in a certain ε-bound are tolerated while all others raise the cost proportional to their distance from the bound. The constant factor C is a modeling parameter that regulates the balance between model complexity and model accuracy.
Via Lagrange-Ansatz and a dual reformulation the minimizing of cost function (2) is expressed as a quadratic programming (QP) problem. The function
is maximized subject to the constraints 0 ≤ α i , α * i ≤ C and N i=1 (α i − α * i ) = 0 for the Lagrangian multipliers {α i , α * i }, i = 1, . . . , N . Solving the QP problem yields a unique solution which is the global minimum of the cost function [Eq. (2)]:
(The constant θ opt 0
is determined by constraints following from the QP formalism.)
The use of the ε-insensitive function (3) results in a sparse representation of the model parameters (5), i.e. most of the coefficients λ i ≡ α i − α * i vanish. Only data points (y i , x i ) lying on or outside the ε-tube (Fig.1) around the model function have a corresponding coefficient λ i which is not zero. These points are called support vectors. All other points within the ε-bounds are irrelevant for model building. In fact if they would have been known before the modeling procedure, they could have been removed from the training data set without changing the resulting function.
1.2. Nonlinear SVR
Feature space
In many cases the relationship between the inputs x i and the outputs y i is not linear but more complicated. So the results from above are not applicable. However often one can find some mapping Φ from the input space into the so-called feature space
where the functional dependencies of the outputs are approximately linear
Example. The nonlinear relationship
can be approximately linearized with the mapping
) into a polynomial feature space. In this case the linear coefficients θ equal the coefficients of the Taylor polynomial
The mapping φ from input space into feature space transforms the nonlinear problem into a linear one. Thus all results from linear SVR can be carried over to the modified data set consisting of the original outputs and the modified inputs 
Kernel functions
The quality of the linear approximation is improved if the mapping φ in Eq. (6) is rich enough to yield many different features. This implies that M has to be chosen appropriately high [see example above Eq. (7)].
The drawback is that the computational costs increase quickly with the number of features. One of the main reasons for this increase is that all inner products φ(x i )|φ(x j ) , i, j = 1, . . . , N , have to be computed for solving the QP problem (4). This turns out to be more and more impractical when the feature space dimension M becomes large.
Fortunately, the computational demands can be lowered by using so-called kernel-functions (or short: kernels). These functions correspond to inner products in feature space but operate on the vectors from input space.
Example. Consider the mapping
2 ) from R 2 into the polynomial feature space containing all possible products of the vector components v 1 and v 2 . The inner product in this feature space can be written as
Thus the inner product can be computed via the kernel function K(v, w) without an explicit mapping into the feature space. The computational gain in this example is negligible. Yet in the general case the mapping of an input vector x ∈ R d into a polynomial space with polynomial degree p implies the dimension
of the feature space. For high values of d and p the use of a kernel function means the difference between hours and days.
A function K(v, w) is a kernel for some (unknown) feature map Φ if it satisfies the Mercer's condition (for details see [Smola & Schölkopf, 1998] ). Typical examples are
with degree p ∈ N and some constant value c ∈ R. For c = 0, the kernel is called homogeneous otherwise inhomogeneous.
• Gaussian kernel
• Hyperbolic tangent kernel
Kernels are a crucial part of SVMs. They provide the flexibility of a high dimensional feature space for low computational costs. However their usage implies some consequences for the model structure which are discussed in more detail in the following chapter.
New model structure
Mercer's condition guarantees that a kernel K(v, w) represents an inner product φ(v)|φ(w) in some feature space. Yet in most cases the explicit mapping φ in Eq. (6) into that space is not known or cannot be carried out since the mapping is not unique or the feature space is infinite dimensional.
This seems to be an obstacle to the usage of kernels because in Eq. (5) knowledge of the mapping is needed to compute the original model parameters
One should note though that it is still possible to compute a model outputŷ for some arbitrary input x with the help of kernels:
with λ 0 = θ 0 . One has to give up the old model structure f (x|θ, θ 0 ) in favor of the new modified formf(x, λ 0 , . . . , λ N ) which depends only on the parameters λ i . In most cases this is no sacrifice at all as both forms represent black box models.
Time Series Modeling
The regression problem can be easily extended to modeling dynamics from a time series {u t }, by setting
with t = 1, . . . , N and the embedding dimension d. For continuous systems an appropriate time delay may be taken into account. All other steps are done analogously to the regression problem. This scheme can be perfectly applied to clean data. Yet there are some problems when the data points are noise corrupted like in most real life applications. Measurement noise or correlated dynamical noise induces bias to the estimates of the parameters, i.e. the estimates deviate systematically from the true values.
In the following chapter the negative influence of noise on modeling is illustrated with the example of a simple AR(1) process. Subsequently an approach is presented which potentially reduces this influence. In the last step the approach is extended to nonlinear models. Some numerical examples are given followed by a critical discussion of the advantages and shortcomings.
AR(1) process
Given the time series y 1 , . . . , y N originates from an AR(1) process
with η t ∼ WN(0, σ η ) white noise. Then the parameter a is estimated bŷ
in a consistent way, i.e.â → a for N → ∞. The relationship between outputs y t and inputs x t = y t−1 in Eq. (9) is best described by an SV-model with a polynomial kernel K(v, w) = v|w p , p = 1. Estimatesâ made by this model provide the same consistency as in Eq. (10). However if the same time series is perturbed by measurement (white) noise ξ t
the estimatesâ of the SV-model are biased depending on the noise to signal ratio σ ξ /σ y (see Fig. 2 ). A closer look reveals the reason for the deviation. If Eq. (11) is inserted in Eq. (9) we obtaiñ
Formally the present valueỹ t now depends not only on the past valueỹ t−1 but also on the past noise value ξ t−1 . As a consequence a bias is introduced to the estimate of â
with σ 2 y and σ 2 ξ the variances of the original time series and the noise, respectively. This means that the estimate deviates systematically more and more from the true value for increasing noise to signal ratios σ ξ /σ y (see Fig. 2 ).
The bias problem is caused by the wrong assumption that the perturbed time series can still be modeled by an AR(1) process. Instead, however, it is better described by an ARMA(1, 1) process as one can see in Eq. (12). So an obvious approach is as follows:
Step 1 (Training Phase). An ARMA(1, 1) model is fitted to the time series. Transferring it to the SVmodel this means that the same polynomial kernel K(v, w) = v|w p , p = 1 is applied but with the input x t = y t−1 extended to x t = (y t−1 , ξ t−1 ).
Step 2 (Testing Phase). The MA part is skipped and only the AR part is used for further predictions or investigations of the system. This is simply done by setting the noise terms ξ t to zero and using x t = (y t−1 , 0) as inputs.
The second step is important since the MA part was artificially introduced by perturbed measurements and has no correspondence in the original dynamics of the time series.
The major difficulty of this approach is to find the right noise terms ξ t because they are not observable. Provided that the model form [Eq. (9)] is not known and not enough insights have been gained into the system which produced the data. Then it is awkward to use techniques like Kalman filtering because with wrong assumptions about the model they can induce even more bias. Here we want to look for a solution which can be dynamically included into a black-box modeling procedure. One possibility is to use the model residuals e t = y t − f (x t ) as estimates of the noise terms in an iterative way as was initially introduced by Durbin [1960] . This is what is basically done in the following substeps of Step 1:
Substep 0. Start with all residuals equal to zero e 
To differentiate this approach from the usual fitting of an SV-model to the data we will call it Residual Refinement (RR) and the corresponding model an RRSV-model. The results of the RR approach for the AR(1) process are shown in Fig. 2 . For all noise levels the estimated coefficientâ is almost perfectly in agreement with the true value a = 0.8.
The usual model validation includes the assurance, that the model residuals behave similar to white noise. Correlations among the residuals are always a bad sign indicating at least a suboptimal modeling attempt. This can be exploited as a termination criterion in Substep 3. The iteration procedure is stopped when the model change in the present iteration step is small and the residuals show no or only small correlations. If even after several iteration steps present residuals are not independent of past values the model is regarded as inadequate.
In Fig. 3 , the autocorrelation function of the residuals e t = y t −ŷ t for different numbers of iterations is shown. An SV-model was fitted to the time series of the above AR(1) process with a noise to signal ratio σ ξ /σ y = 0.1 and a training set of length N = 10000. As one can clearly see the residuals of this model are correlated. More than 5% of the autocorrelation values (filled squares) fall out of the confidence bounds ±1.96/ √ N . Already after one iteration step the following RR approach yields an adequate model. The changes in the second iteration step are negligible which provides a termination criterion for the RR procedure.
It was mentioned before that the MA part of the RRSV-model gained during the RR procedure is skipped after the training phase. This has some consequences for the prediction accuracy as shown in Fig. 4 . Here the accuracy is measured by the mean square root of the one step prediction errors relative to the standard deviation of the clean signal:
To understand the results we take one more time a detailed look at the modeling of the AR(1) process. When the SV-model and the RRSV-model are trained on noisy data, they both try to grasp the relationship between inputs and outputs from Eq. (12). While the artificial MA part −aξ t−1 can be fully adopted by the corresponding MA part of the RRSV-model the SV-model has no such possibility. It has to describe this additional dependence in terms of the AR part. The success is only partial and leads to a biased estimate of the parameter a [Eq. (13)] and to correlated residuals (Fig. 3) .
Skipping the MA part after the training results in a better agreement of the RRSV-model with the original AR(1) process in Eq. (9). As expected the prediction error of the RRSV-model (circles) in Fig. 4 for clean test data (solid lines) is smaller than that of the SV-model (filled squares). The latter cannot skip the MA part which is indirectly present in its model structure. On the other hand the MA part has some prediction power for the noisy data [see Eq. (12)]. As a consequence prediction errors of the SV-model on the noisy test set (dotted line) are smaller than the errors made by the RRSV-model.
Nonlinear systems
Using residuals to reduce bias is not restricted to linear models. Billings et al. have successfully applied this strategy to NARMAX models which are a nonlinear extension of the well-known ARMAX models (e.g. [Billings et al., 1989] ). In this chapter we want to compare the results of SV-models and RRSV-models for nonlinear systems. For this purpose time series were numerically generated from the Hénon map, the Chua oscillator and the Gaussian map. The aim was not to test many systems or to make the examples as complicated as possible but to look at the behavior of the RR approach for different scenarios in more detail.
Hénon map
The Hénon map y t = 1 − ay 2 t−1 + by t−2 , with a = 1.4 and b = 0.3, is a discrete, nonlinear map in two dimensions.
The output y t can be fully described by the SV-model with an inhomogeneous polynomial kernel K(v, w) = ( v|w + 1) p , p = 2, and two past values as input x t = (y t−1 , y t−2 ). Again we add measurement noise of various levels and try to compare the results of an ordinary SV-modeling and the RR approach.
The aim of the modeling is to reproduce the original undisturbed Hénon map. So the first criterion for a good model is the prediction accuracy defined in Eq. (14). As can be seen in Fig. 5(a) all noise levels the RRSV-model has a better prediction accuracy than the SV-model. As a second criterion we try to estimate the largest Lyapunov exponent λ 1 ≈ 0.42 of the Hénon map. For this purpose we apply each of the two models to compute the Jacobi matrices
where f denotes the SV-model or RRSV-model, respectively, along a clean trajectory of length N = 20000. These matrices are then used to determine the scaling behavior of the linearized mapping and to estimate the magnitude of the Lyapunov exponents. Figure 5(b) shows the estimated Lyapunov exponent for the SV-model and the RRSV-model. Although both estimates become worse with increasing noise level the Lyapunov exponent of the RRSV-model is closer to the true value. Summarizing the results for the Hénon map we have to conclude that the RR approach yields improved models for the original dynamics even if the time series is noisy. However while for the linear AR(1) process almost perfect models could be attained for all noise levels the improvements of the RRSV-models for the Hénon map compared to the ordinary SV-models are only gradual. As can be seen in Fig. 5(b) also the RRSV-model is biased tending to lower Lyapunov exponents with increasing noise. Thus we cannot speak of unbiasing the model but of only reducing the bias in the model parameters.
Chua oscillator
In the last section we considered a discrete system which can be perfectly modeled by a polynomial. Here we want to examine a continuous system which describes an electronic circuit (Chua oscillator) with the normalized state equations read as 
with the nonlinearity
The parameters were set to: α = 11.85, β = 14.90, γ = 0.30, a = −1.140, b = −0.712 and the first state variable x 1 was used for modeling purposes y t = x 1 (t · t s ) with t s = 0.112 sampling time [Parlitz, 1993] . For training we used an inhomogeneous polynomial kernel (degree p = 5) with inputs x t = (y t−τ , y t−2τ , y t−3τ ), a delay of τ = 3 sampling times and a training size of N = 2000 samples.
The dynamics of a continuous system can only be approximated by a discrete model so it is not self-evident that the improvements made by the RR approach for the Hénon map can be transferred to the Chua oscillator. However similar to the Hénon example predictions made by the RRSV-model on a test set with clean data are more accurate than those made by a ordinary SV-model (Fig. 6) . Again the RR approach proves superior, this time on a continuous system.
Gaussian map
Starting from a discrete system which can be perfectly described by a polynomial we moved to a continuous system which can only be approximated by a polynomial. For both cases we obtained an improvement compared to ordinary SV-model fitting by applying Residual Refinement. In the last example we return to the discrete case and consider a chaotic Gaussian map with parameters a = 3.5, b = 0.5
This dynamics can be approximated well by a polynomial with a high degree p [e.g. Eq. (7)]. However if the degree is chosen too low, errors made by the polynomial model are more influenced by the wrong model form than by bias. So the question is whether the RR approach can improve the ordinary SV-model under these adverse conditions.
To answer this question we compared two modeling procedures with different choices for the degree p. For the first model we used an inhomogeneous polynomial kernel with degree p = 2, which is knowingly too small. For the second model the degree was increased to p = 6. In both modeling procedures the input was set to one value from the past x t = y t−1 and N = 1000 training points were used. Figure 7 shows the results for the two different cases. Clearly in the first case where the degree p = 2 is chosen too low no improvements are accomplished by the RR approach. In contrary, the SV-models describe the dynamics of the clean time series better than the RRSV-models for all noise levels of the training set [ Fig. 7(a) case with the higher polynomial degree p = 6 of the model applying the RR approach yields improved results if the noise level of the training data is above some critical threshold σ ξ /σ y = 0.09. Then the average errors made by the RRSV-models are lower than the ones made by the ordinary SV-models [ Fig. 7(b) ].
This behavior can be explained as follows. Comparing both modeling procedures in Fig. 7 for training on noiseless data (σ ξ /σ y = 0) the average error made by SV-models with p = 2 is much higher than the one made by the SV-models with p = 6. This fact is trivial since an exponential function can be better approximated by a polynomial with a higher degree. However there are consequences for the RR approach. Residuals of models have a stochastic part caused by noise and a deterministic part caused by an inadequate model form. The RR approach can only be successful if the stochastic part outweighs the deterministic part. Only in this case the residuals are good estimates of the noise terms.
In the example above choosing the degree p = 2 of the model polynomial too low yields only a rough model of the Gaussian map. The residuals of this model are in no respect good estimates for the noise terms ξ t . Including them into the model structure is similar to extending the model by monomials of degree p = 3 and greater. These additional monomials really have counterparts in the original dynamics. So when these terms are skipped in the testing phase the prediction power of the RRSV-models is even weaker than that of the SVmodels.
The same arguments hold true for the second case with p = 6. The main difference however is that here the additional monomials are of degree p = 7 and higher. Given that noise of a certain level is present they play only a minor role compared to the noisy part. In that case the residuals are mainly stochastic and provide good estimates of the noise terms. This is the reason why the RR approach can be applied successfully for relatively low noise levels [ Fig. 7(b) ].
Conclusions
In this paper we have shortly introduced Support Vector Regression for modeling time series of dynamical systems. We have demonstrated that this method is susceptible to bias if the time series is corrupted by measurement noise.
With the example of the AR(1) process the basic reasons for this bias in the model parameters were discussed in detail. Stochastic terms produce additional dependencies between past and future values which are not present in the original, clean time series. Provided no preprocessing steps like denoising are performed the only solution to get an unbiased model is to include these false dependencies into the model structure and to skip them after the training phase. Since the noise influence is not observable the stochastic terms have to be estimated. We have shown that the iterative procedure of Residual Refinement yields almost perfect results for the linear AR(1) process.
In the next step we applied the RR approach to nonlinear systems. Although the results were not as good as in the linear case the RRSV-models proved superior to the ordinary SV-models for the Hénon map and for the Chua oscillator. It was not possible to remove the bias in the models but only to reduce it. Nevertheless the RRSV-models could reproduce the original, undisturbed dynamics more accurately than the SV-models.
With the Example of the Gaussian map we showed that the RR approach must be applied with some caution. Its application is only successful if the original dynamics can be approximated by the model form to some degree below the noise level. If the used model is not suitable for the dynamics of the time series the RR approach amplifies the bad prediction properties by skipping important deterministic terms of the model. Even if trivial another conclusion from this example is that the RR approach yields no improvements for the noiseless case. If the data series is purely deterministic RRSV-models prove always inferior to ordinary SV-models.
There are still many open issues concerning the RR approach. One main goal for future work is to improve the quality of the residuals e t as estimates for the measurement noise terms ξ t . The recursive procedure of the Residual Refinement does not always lead to optimal results, as shown by the example of the Gaussian map. Another question is whether the RR approach can be applied to other kernels than the polynomial ones.
