ABSTRACT. In this paper, we discuss the application of quasi-Monte Carlo methods to the Heston model. We base our algorithms on the Broadie-Kaya algorithm, an exact simulation scheme for the Heston model. As the joint transition densities are not available in closed-form, the Linear Transformation method due to Imai and Tan, a popular and widely applicable method to improve the effectiveness of quasi-Monte Carlo methods, cannot be employed in the context of path-dependent options when the underlying price process follows the Heston model. Consequently, we tailor quasi-Monte Carlo methods directly to the Heston model. The contributions of the paper are threefold: We firstly show how to apply quasi-Monte Carlo methods in the context of the Heston model and the SVJ model, secondly that quasi-Monte Carlo methods improve on Monte Carlo methods, and thirdly how to improve the effectiveness of quasi-Monte Carlo methods by using bridge constructions tailored to the Heston and SVJ models. Finally, we provide some extensions for computing greeks, barrier options, multidimensional and multi-asset pricing, and the 3/2 model.
INTRODUCTION
In this paper, we show how to apply quasi-Monte Carlo (QMC) methods to price path-dependent contingent claims where the underlying asset price is given by the Heston model [28] and the SVJ model [8] . We recall that, on a filtered probability space (Ω, F , (F t ) t≥0 , P) under the assumption that P is (already) the risk-neutral pricing measure, the Heston model is given by the system of stochastic differential equations
where (W 1 t ) t≥0 and (W 2 t ) t≥0 are Brownian motions under P with d W 1 ,W 2 = ρdt. The process S := (S t ) t≥0 models the asset price dynamics and V := (V t ) t≥0 the (stochastic) variance of S. Here, r is the risk-free rate of interest, θ is the long-term average variance, κ is the mean-reversion speed of V , and σ is the volatility of V . The SVJ model adds jumps in the dynamics of the underlying S and provides a model that calibrates better to the observed market prices of short-dated European options exhibiting steep skew, see Section 6. An important feature of our approach is that we can work in regimes where the Feller condition 2κθ ≥ σ 2 is violated, which is useful for market practitioners, see e.g. [19] .
The Heston model assumes diffusion dynamics for both the spot price and the volatility, but even though the spot price and volatility are jointly Markovian, we do not deal with a stationary, independent increment process. Therefore our situation is different to the majority of papers that apply QMC methods to finance problems [1, 2, 5, 4, 9, 14, 27, 31, 32, 38, 46, 49] and, in particular, the Linear Transform (LT) method of Imai and Tan [31, 32] (see also Leobacher [38] ) does not seem applicable in our case of path-dependent options when the underlying follows either the Heston model or the SVJ model.
We recall that the LT method relies on the observation that multiplying a vector of standard normal random variates by an orthogonal matrix produces another vector of standard normal random variates. Consequently, evaluating the normal cumulative distribution function elementwise at the vector resulting from the multiplication of an orthogonal matrix by a vector of standard normal random variates, produces a vector of random variates uniformly distributed on [0, 1]. One consequently uses these uniform random variates in the QMC procedure relevant to the problem. The key step of the LT method is a judicious choice of the orthogonal matrix. In fact, an optimization procedure is used to obtain this matrix, see [31] , [32] . Unfortunately, in [32] the method is only presented for independent increment processes (see Proposition 4.1 in [32] ) and requires knowledge of the transition density of the underlying stochastic processes. Though the density of the spot price, conditional on the initial values of spot and volatility, in the Heston model has been studied [7] , the joint transition density of spot and volatility, which is needed for the valuation of path-dependent options, does not seem to be available. Consequently, the LT method is not applicable in our situation, instead we directly construct bridges for the stock price process under consideration.
We recall that QMC is a class of numerical methods for high-dimensional integrals that can broadly be divided into two categories: nets [21, 42] and lattice rules [42, 48] . However, in practice, once the problem is properly formulated both approaches may be applied. This is the first of three contributions of the paper: we first show how to formulate the finance problem as an integration problem based on the exact simulation scheme of Broadie and Kaya [12] then, similar to the results from the references cited above, we demonstrate that QMC methods outperform Monte Carlo (MC) methods when using Sobol point sets with Owen's scrambling method. We also improve our QMC results slightly by conditioning in the case of European call options.
Secondly, we extend the results for the Heston and SVJ model to the case of pathdependent options and demonstrate that by allocating more of the variance to the early dimensions of the QMC point set, the performance of QMC methods can be significantly improved. This is also in line with the results presented in the cited references. We achieve this by employing a bridge construction for the variance process based on [40, 51] and the well-known bridge construction for a Brownian motion with drift and time-dependent volatility [24] and the bridge construction for jump processes [5] . These constructions are in the spirit of [2, 5, 46] , where bridge constructions were derived for the stochastic processes under consideration. We demonstrate our bridge algorithm by considering Asian call options in the case of the Heston and SVJ model.
Thirdly, we provide a number of additional results of interest in finance. We show how to compute greeks in our framework, we consider Barrier options using the ideas of Glasserman and Staum [26] , multi-asset stochastic volatility models, and the extension to the 3/2 model. The remainder of the paper is structured as follows. In Section 2, we discuss the BroadieKaya algorithm, which forms the basis of the algorithms introduced in this paper, and show how to combine it with the QMC methods. In Section 3, we recall QMC methods and Section 4 shows how to effectively combine the Broadie-Kaya algorithm with QMC methods in the context of path-independent European options. Section 5 introduces bridge sampling for the square-root process and the spot price process. The extension to the SVJ model is discussed in Section 6. Further extensions of the algorithms presented in this paper are discussed in Section 7.
QUANTILE FUNCTION FOR THE HESTON MODEL
To price any contingent claim using a MC or QMC method, one must be able to sample from the law of the asset price process in a fast and accurate way. Our approach is to apply the inverse transform method which requires us to obtain the quantile function of the law of the Heston process (S t ) t≥0 . We recall that given a random variable X with distribution function F(x) := P(X ≤ x), the quantile function (or inverse cumulative distribution function) returns the value below which random samples from the given distribution would occur p amount of the time: the quantile function Q :
For t > u, the distribution of S t and V t solving (1) with initial conditions S u ∈ R + and V u ∈ R + can easily be shown to be given by
Our approach to obtain the quantile function for the distribution of the random variable S t is based on the exact simulation method obtained by Broadie and Kaya [12] .
2.1. The Broadie-Kaya approach. We recall that the exact simulation approach for (1) given by Broadie and Kaya [12] is as follows: When simulating a random variable X using QMC methods it is sometimes more convenient to rephrase such algorithm in terms of quantiles, allowing one to substitute either random uniforms (for a MC method) or QMC point sets in the quantile function Q X to draw a sample of X.
2.2.
Obtaining quantile functions. The Broadie-Kaya approach can be reformulated in terms of quantiles. To simplify notation, we shall henceforth use the following convention: we write X ∼ L to denote that X has a law L and X|Y = y ∼ L to denote that the random variable X conditioned on the event Y = y has law L. We sometimes write X|y instead of X|Y = y when the context is clear.
The quantile function for V t |V u = x, which is needed for step 1 in the Broadie Kaya approach, is easily found. It is well known that for t > u the distribution of V t |V u follows a noncentral chi-squared distribution:
where χ 2 ν (λ ) denotes the noncentral chi-squared random variable with ν degrees of freedom and noncentrality parameter λ . Therefore, the quantile function for V t |V u = x can be obtained from the quantile function for a noncentral chi-squared distribution with the appropriate choice of parameters ν and λ .
The quantile function of t u V s ds|Vu = x,V t = y is the most expensive step. Broadie and Kaya obtained its distribution function by computing the conditional Laplace transform and performing a numerical inversion of the characteristic function. An alternative approach to determining the distribution function was given by Glasserman and Kim using a series expansion of the random variable [25] . We follow the approach given by Broadie and Kaya whereby the conditional distribution F(x) := P t u V s ds ≤ x|V u ,V t is obtained by numerically inverting the (conditional) characteristic function Φ(a) := E exp ia t u V s ds V u ,V t . We recall that Φ was given explicitly as
where the terms A, B, C, and γ(a) are
and I ν (x) denotes the modified Bessel function of the first kind. The inversion of Φ (which gives F(x)), can be calculated by applying a trapezoidal rule to approximate the integral
where R(x + iy) := x for x, y ∈ R. We note that the term B does not depend on a so only needs to be computed once per inversion of Φ. Given a mesh size of h, the integral is approximated as
where ε h is the discretization error associated with the choice of mesh size h and ε N is the truncation error caused by taking N < ∞. Following Broadie and Kaya, to approximate F(x) with good accuracy we set h = 2π/(x+ |m 1 |+ q| m 2 − m 2 1 |) where m 1 and m 2 are the first and second moments of t u V s ds|V u ,V t and q ∈ N is chosen sufficiently large (e.g., q = 5). Explicit (but long) expressions for m 1 and m 2 can be found using a computer algebra system (CAS) using the well-known technique of differentiating Φ and setting a = 0. The upper bound of the summation is chosen to satisfy |Φ(hN)|/N < πε/2 where ε is the desired truncation error. Thus, given our numerical approximation F h,N of the distribution function F we can apply a root finding procedure to identify the quantile function of F h,N .
Finally, we consider the quantile function of S t conditioned on the event 
as e x is an increasing function of x. Hence, we have the quantile function for S t |y, z, S u .
QMC METHODS
Regarding QMC point sets, we will make use of digital nets [21, 42] . Given a (base
we will always randomize the point set using Owen's scrambling algorithm to compute standard errors [43] . Given a generic point x ∈ [0, 1) d , where x = (x 1 , . . . , x s ), we recall that Owen's algorithm expands each x j as
where π j and π j,ξ j,1 ,...,ξ j,k−1 , k ≥ 2, are random permutations of {0, 1, . . . , b − 1}. We assume that permutations with different indices are mutually independent. We recall that if the scrambling algorithm is applied to x to obtain y, then y is uniformly distributed in [0, 1) d by Proposition 2 in [43] . We find it convenient to introduce the following notation y = π(x) , so π(·) represents the scrambling algorithm applied to x to obtain y.
We recall that by our reformulation of the Broadie Kaya approach for the Heston model in Section 2 in terms of quantiles, the discounted payoff e −rT g(S T ) for some T > 0 can be rewritten as a function f : [0, 1] 3 → R and, in the case of a path-dependent payoff, e −rT g(S t 1 , S t 2 , . . . , S t n ) for times 0 < t 1 ,t 2 , . . . ,t n = T can be transformed to the function f : [0, 1] 3×n → R. Henceforth, we simply assume that all discounted payoffs are mapped to the d-dimensional (for some appropriate d) unit cube in this manner.
Given q independent permutations π r , r = 1, . . . , q, and the discounted payoff of the financial derivative f : [0, 1] d → R, we estimate the price of the derivative using
and compute standard errors via
We point out that for digital nets, scrambling is the preferred randomization method, as it achieves the optimal convergence rate [6, 21, 45] . For an implementation of the scrambling algorithm, we refer the reader to [30] .
For purposes of comparison, we will also look at MC estimators. In this case, we will choose q × n points, (ξ i ) q×n i=1 , independent and identically distributed in [0, 1] d , and estimate derivative prices using
and compute standard errors using
We conclude the section by commenting on the variances of I MC and I QMC . For squareintegrable functions f , it is well-known that
Regarding I QMC , it is known that for a square-integrable function f the Monte Carlo convergence rate is matched [44, 21] . However, scrambled digital nets can exploit the smoothness of the integrand: if the integrand satisfies a Hölder condition of order α with 0 < α ≤ 1, then the variance decays at a rate of order O(n −(1+2α)+ε ) for some ε > 0, and the leading constant is allowed to depend on the dimension of the point set [6, 21] . In practise, it is difficult to confirm the smoothness of the integrand under consideration, hence it is important to investigate the standard errors of QMC methods numerically.
EUROPEAN CALL OPTIONS
In this section, we follow [50] and apply conditional Monte Carlo method to improve the efficiency of the Broadie-Kaya algorithm. We use European call options to demonstrate the method. The approach relies on the observation that given
the price of a European call option is given by the Black-Scholes price, with modified initial share priceS
and adjusted volatilityσ 1 − ρ 2 , whereσ :
to denote the Black-Scholes price of a European call with initial stock price S 0 , strike K, interest rate r, time to maturity τ and volatility σ , we have
that is, we firstly simulate Table 1 , we show price and standard error estimates for a European call option. Columns 1 and 2 show that combining QMC methods with the Broadie-Kaya algorithm already improves on the Monte Carlo method. However, using the conditioning argument, the QMC method significantly improves on a naive application of QMC methods to the Broadie-Kaya algorithm. There are two reasons for the variance reduction: we do not estimate the Black-Scholes price using Monte Carlo simulation, which is done in Step 4 of the Broadie-Kaya algorithm, but compute the value exactly. Furthermore, it can be expected that when combining the conditional expectations with QMC methods, the approach is even more efficient [50] . This is due to the fact that taking the 
BRIDGE SAMPLING FOR PATH-DEPENDENT OPTIONS
In this section, we study the pricing of options whose payoff is a function of
where we choose h = 2 m for simplicity. A naive approach to simulating this path is given in Algorithm 1. The algorithms for the simulation of the random variables required in steps 1, 2, and 3 of Algorithm 1 (using either MC or QMC) follows from the algorithm given in Section 2.
Algorithm 1 Naive version of the Broadie-Kaya exact simulation algorithm
It is well-known that QMC methods are particularly efficient if the effective dimension of the problem under consideration is low [14] . In our case, the effective dimension depends on the variance of the discounted pay-off of the financial derivative under consideration. To reduce the effective dimension, following [2, 5, 14] , we now allocate the early dimensions to variates with high variances. We achieve this by proposing a bridge algorithm, given by Algorithm 2, to generate the paths of (S t ) t≥0 at the time points t 1 , . . . ,t N . The simulation of the random variables required in our bridge algorithm requires the construction of a bridge sampling algorithm for the square-root process (V t ) t≥0 and a bridge sampling algorithm for the stock price process (S t ) t≥0 . In the coming sections, we propose algorithms to construct these bridges. 
As we assume that κ, θ , σ > 0, we have that for δ ≥ 2, the boundary 0 is polar and for 0 < δ < 2 it is reflecting, see Figure 6 .1 in [34] . This allows us to propose Algorithm 3, adapted from the algorithm in [40] , to sample a square-root process at times t 1 , . . . ,t h where h = 2 m with m ≥ 1.
5.2.
Bridge sampling for the stock price. We now propose a bridge sampling algorithm for step 3 of Algorithm 2, that is, an algorithm to simulate (S t i ) h i=1 where h = 2 m in the order S t h , S t h/2 , S t h/4 , S t 3h/4 , . . . with effect of allocating the early dimensions to variates with high variances. The following lemma allows us to set up a sampling scheme for the stock price process. Lemma 1. Given times u < t 1 < t 2 < t 3 , the joint distribution of log(S t 1 ), log(S t 2 ), log(S t 3 ) conditional on the initial condition S u , the variances V := (V t 1 ,V t 2 ,V t 3 ), and the integrated variances IV := ( 
Further, we have log(S t 2 )|S t 1 , S t 3 ,V, IV ∼ N(M, Σ)
where
Algorithm 3
Bridge sampling for the square-root process
for j = 1, . . . , j max do 10:
Generate P ∼ Poisson(λ )
12:
Generate Z ∼ Bessel(
14:
and
Proof. The first part of the lemma is straightforward, the second follows immediately from the conditioning formula (2.25) in [24] .
By applying Lemma 1, we propose Algorithm 4 to sample the path of the share price process (S t ) t≥0 at the time points (S t 1 , . . . , S t h ). This algorithm requires the drifts (µ 1 , . . . , µ 2 m ) and volatilities (σ 2 1 , . . . , σ 2 2 m ) determined in Lemma 1. 5.3. Numerical results. To demonstrate our bridging technique, we estimate the price of an Asian call option where the asset price process is given by a Heston model. We recall that the payoff of an Asian call option, for strike price K and expiry T , is given by
where t 1 , . . . ,t d are d monitoring dates. We compare the prices obtained with standard Monte Carlo, QMC using Sobol points and Owen's scrambling algorithm, and the bridge construction using Sobol points and Owen's scrambling. These results are presented in Table 2 . We find that QMC methods already improve on Monte Carlo methods, however, using bridge constructions, the effectiveness of QMC methods can be enhanced.
EXTENSION TO THE SVJ MODEL
It is well known that Heston stochastic volatility model cannot fit short-term smiles well if they exhibit skew [23] . This motivates the introduction of jumps into the dynamics of 
l ← 0, r ← h 8: for j = 1, . . . , j max do 9: a ← µ i − µ l + log(s l ) +
: the underlying share price process. The following model, often called the SVJ model, was first proposed in [8] :
where N t is a Poisson process with constant intensity λ , (W 1 t ) t≥0 and (W 2 t ) t≥0 are independent Brownian motions both independent from the Poisson process (N t ) t≥0 , and the jump variables Y t are a family of independent random variables all having the same lognormal distribution with mean µ S and variance σ 2 S . Furthermore, E (Y t − 1) =μ so it follows that
Solving the SDE for the stock price process (3), we obtain
6.1. Exact simulation for the SVJ model. As discussed in [12, 35] , equation (4) motivates the simulation algorithm for the SVJ model: First simulate the diffusion part as in Section 2 and then take care of the jump part using ∏ N t j=1Ỹ j . This results in Algorithm 5 which is the analogue of the Broadie Kaya algorithm presented in Section 2 for the SVJ model. We recall that this algorithm also appeared in [12] and in similar form as Algorithm 7.1 in [35] . Further, sinceỸ i follow the lognormal distribution with mean µ S and variance σ 2 S , it is clear that There are alternative approaches to simulating ∏ N t j=1Ỹ j as required in Algorithm 5. As in Section 3.5 of [24] , one can simulate N t by simulating the jump times of the Poisson process. Furthermore, as discussed in [12] , given N t , one can simulate the jump sizesỸ i , i = 1, . . . , N t individually. However, Algorithm 5 results in a problem that is of fixed dimension, in particular, the dimension of the problem in Algorithm 5 is five, i.e. five random uniforms (or a QMC point from [0, 1] 5 ) are used to obtain a realization of S T . Having a problem of fixed dimensionality is important when applying QMC methods, which is the ultimate goal of this paper, hence we choose the formulation presented in Algorithm 5.
6.2. Path-dependent options in the SVJ model. As in Section 5, we now turn to the problem of studying the pricing of options whose payoff is a function of
where we choose h = 2 m for simplicity. A naive approach, analogous to Algorithm 1, is given by Algorithm 6.
Algorithm 6 Naive version of the exact simulation algorithm for the SVJ model
. . , h, in the following order
6.3. Bridge sampling for path-dependent options in the SVJ model. Now, similar to the case of the Heston model presented in Section 5, we now propose an algorithm that allocates the early dimensions to variates with high variances. As such, we propose a bridge sampling algorithm for the SVJ model. We use the approach from Section 5 to deal with the diffusion component (S t i ) N i=1 and the approach proposed by Baldeaux in [5] to deal with the jump part. This results in Algorithm 7.
The next lemma, also presented as Lemma 3.1 in [5] , allows us to perform Step 4 of Algorithm 7 efficiently. Finally, the next lemma provides the tool required to complete the final step of Algorithm 7.
Lemma 3. Given times t 1 < t 2 < t 3 , the joint distribution of
Algorithm 7
Bridge version of the exact simulation algorithm for the SVJ model
, . . .
Numerical results. To demonstrate our bridging technique, we estimate the price of an Asian call option where the asset price process is given by a SVJ model. We compare the prices obtained with standard Monte Carlo, QMC using Sobol points and Owen's scrambling algorithm, and the bridge construction using Sobol points and Owen's scrambling. These results are presented in Table 3 and agree with the ones presented in Table  2 : QMC methods improve on Monte Carlo methods, but the effectiveness of Monte Carlo methods can again be enhanced via bridge constructions.
FURTHER EXTENSIONS
We now propose a number of extensions to the results of the previous sections, in particular, the algorithms discussed in Section 5 and Section 6 can be modified to solve some further problems of interest to practitioners in finance. First, we discuss how to compute "greeks". Second, we show how our algorithm can be enhanced for barrier options. Third, we provide an extension to the multidimensional and multi-asset setting. Fourth, we show how to price path-dependent options when the asset price process follows the 3/2 model. 7.1. Computation of greeks. In a subsequent paper by Broadie and Kaya [13] , it was shown how to modify their exact simulation algorithm to compute greeks. We now summarize their methodology and show how to adapt their method to our bridge algorithms for path-dependent options. To simplify the exposition, we focus on the Heston case, but we can also handle the SVJ case. We discuss the pathwise (PW) and the Likelihood Ratio (LR) method [11, 24] . Using the notation from [13] , we assume that the option price is given by
where f denotes the discounted payoff function and θ the parameter of interest, i.e., we are interested in computing α ′ (θ ). Regarding the PW method, we have
assuming the interchange of differentiation and integration is permitted. For the LR method, we consider θ as a parameter of the transition density of the random variable under consideration, say X. Denoting this density by g θ (x), we have
Now, we rewrite this as
.
The quantity
is also known as the score function, and is of course independent of the particular payoff under consideration. Clearly, both approaches rely on the interchangeability of differentiation and expectation, and we refer the reader to [11, 24] for details. To be able to apply the LR method, we need to have access to the density, denoted by g θ (x) above. To achieve this, we apply a conditioning argument, from the law of iterated expectations,
where Y is a vector valued random variable. For the Heston model, X will correspond to values of the stock price at discrete time intervals along a path, and Y will be a set of state variables recording information about the variance path. To derive the LR and the PW estimator, Broadie and Kaya differentiate inside the expectation operator in (5) . If the interchange of differentiation and integration is justified for the left hand side of (5), it is also justified for the right hand side. Though the PW approach can be applied to the left hand side of (5), in [13] it is applied to the right hand side, to ensure the computational times are comparable.
To show how to apply the approach, we fix a partition of the time interval, 0 = t 0 < t 1 < · · · < t d = T . As in the previous sections of the paper, we are interested in pricing a path-dependent option whose payoff is a function of the stock price vector (S t 0 , . . . , S t d ).
Assuming that we have simulated a path of the variance process using the first two steps of the algorithms in Sections 5 and 6 and consider two consecutive times t i < t j . From Sections 5 and 6, we obtain values of Then given S t i , and the variance path, the value of S t j can be expressed as
where Z is a standard normal random variable. Hence we take Y in (5) to be the variance path, and hence reduce the distribution in the inner expectation to a sequence of lognormal random variables, which is crucial to the LR method, as we need to be able to compute the score function. Again, as an example of a payoff, we consider again an Asian option with strike K, expiry T and payoff
Once the pathwise and likelihood ratio estimates are given, the way to employ the algorithm from Section 5 becomes obvious. As such, to simplify notation, we setS =
, define the time increment as ∆t i := t i −t i−1 , and pose
i is the variance between t i−1 and t i . Then the pathwise and likelihood ratio estimates are as follows.
Pathwise (PW) estimators.
Delta : e −rT 1S ≥KS S t 0 , We refer the reader to Section 2.2 in [26] and in particular equations (11) , (12) , and (13). 
Algorithm 8
where m(u,t) := r(t − u) − 7.3. Multi-asset stochastic volatility models. In this subsection, we show that the approach discussed in this paper can also be extended to a multi-asset stochastic volatility setting. When studying multidimensional stochastic volatility models, it is convenient to specify the model in such a way that the resulting multidimensional stochastic volatility process is an affine process [20, 22] . For affine stochastic volatility models, characteristic functions are known to satisfy a particular set of Ricatti equations, resulting in a tractable model in which path-independent European options can be efficiently priced using Fourier transforms [16] . As we now demonstrate, the methodology developed in this paper is par
4: Simulate log(S 1 t ) ∼ N(µ 1 (t),σ 2 1 (t)), where µ 1 (t) = log(S 
