Abstract. We propose an infinite mixture model for the clustering of positive data. The proposed model is based on the generalized inverted Dirichlet distribution which has a more general covariance structure than the inverted Dirichlet that has been widely used recently in several machine learning and data mining applications. The proposed mixture is developed in an elegant way that allows simultaneous clustering and feature selection, and is learned using a fully Bayesian approach via Gibbs sampling. The merits of the proposed approach are demonstrated using a challenging application namely images categorization.
Introduction
The important proliferation of digital content requires the development of powerful approaches for knowledge extraction, analysis, and organization. Clustering, in particular, has been widely adopted for knowledge discovery and data engineering. The main goal of any clustering algorithm is to partition a given data set into groups so that objects within a cluster are more similar than those in different clusters [26] . Many clustering techniques have been developed in the past and have been applied successfully on different data types (e.g. binary, discrete, continuous) extracted within various applications [6, 11, 15] . Among these techniques, mixture models have played important roles in many areas including (but not confined to) image processing, computer vision, data mining, and pattern recognition, thanks to their flexibility and strong statistical foundations which offer a formal principled way to clustering. In particular, Gaussian mixture model has drawn considerable attention in the machine learning community and has achieved good results [21] . However, recent concentrated research efforts have shown that this mixture model may fail to provide good generalization capabilities when the per-cluster data distributions are clearly non-Gaussian, which is the case of positive data as deeply discussed in [3, 2, 1] . The main contribution of [3, 2] was the introduction of the finite inverted Dirichlet mixture model for the clustering of positive data which are naturally generated by many real-world applications. The authors have proposed a detailed approach for the learning of the parameters of this finite mixture, also. In order to handle huge number of classes and avoid over-or under-fitting problems (a.k.a. controlling variance, model selection), which is a central issue in learning-based techniques, the finite inverted Dirichlet mixture was extended to the infinite case in [2] . This extension was based on the consideration of Dirichlet processes which have been widely used in the case of nonparametric Bayesian approaches [9, 8] . Despite its advantages and flexibility, the inverted Dirichlet has a very restrictive covariance structure that is generally violated by data generated from real-life applications. Thus, we propose an alternative to the inverted Dirichlet namely the generalized inverted Dirichlet (GID) that has a more general covariance structure. Our work can be viewed as a principled and natural extension to the framework developed in [2] , since we consider the GID within an infinite mixture model by taking feature selection into account. The feature selection process is formalized by introducing a background distribution, common to all mixture components, into the infinite model to represent irrelevant features. Moreover, we develop an algorithm for the learning of the resulting model using Markov chain Monte Carlo (MCMC) sampling techniques namely Gibbs sampling and Metropolis-Hastings [20] . The paper is organized as follows: Section 2 presents our infinite mixture model. Section 3 provides empirical evaluation based on the challenging problem of images categorization. Finally, Section 4 concludes the paper.
The Model
In this section, we start by presenting the finite GID mixture model, then its infinite counterpart is developed. A feature selection approach is proposed, also.
Finite Model
Let us consider a data set
where p(Y i |Θ j ) is a GID distribution [18] :
where
. . , α jD , β jD ) is the set of parameters defining the jth component, and π j is the mixing weight of the jth cluster. Of course, being probabilities, the π j must satisfy: π j > 0, j = 1, . . . , M , and
In mixture-based clustering [21] , each vector Y i is assigned to all classes with different posterior probabilities p(j|Y i ) ∝ π j p(Y i |Θ j ). It is possible to show that the properties of the GID distribution allows the factorization of the posterior probabilities as:
Thus, the clustering structure underlying Y is the same as that underlying X = (X 1 , . . . , X N ) described by the following mixture model with conditionally independent features:
This means that GID mixture model has the ability to reduce complex multidimensional clustering problems to a sequence of one-dimensional ones.
Infinite model
Let Z i be a variable indicating from which cluster each vectors X i arose (i.e Z i = j means that X i comes from component j), thus π j = p(Z i = j), j = 1, . . . , M and
I Zi=j is the number of vector in cluster j. It is common to consider a Dirichlet distribution as a prior for P which is justified by the fact that the Dirichlet is conjugate to the multinomial [7] :
where (η 1 , . . . , η M ) ∈ R + M are the parameters of the Dirichlet. By taking η j = η M , j = 1, . . . , M , where η ∈ R + , we obtain
Because the Dirichlet is a conjugate prior to the multinomial, we can marginalize out P :
which can be considered as a prior on Z. We have also
which is a Dirichlet distribution with parameters (n 1 + η M , . . . , n M + η M ) from which we can show that:
where 
where R and U are the sets of represented and unrepresented clusters, respectively. The previous equation describes actually a Dirichlet process of mixtures which learning is generally based on the MCMC technique of Gibbs sampling [1] by generating the assignments of vectors according to the posterior distribution
where Z −i represents all the vectors assignments except Z i and X −i represents all the vectors except X i . In order to obtain the conditional posterior distributions of our infinite model's parameters given the data that we would like to cluster, we need to choose appropriate priors. Here, we consider the same priors previously proposed in [1] for the inverted Dirichlet which is actually the multivariate case of the inverted Beta in Eq. 3. Thus, we need to parametrize the inverted Beta as following:
where |α jl | = α jl +β jl , µ jl = α jl |α jl | , and for which we impose independent uniform and inverse Gamma priors, respectively:
where σ and ̟ are hyperparameters, common to all components, representing shape and scale of the distribution, respectively, and for which we consider the following priors to add more flexibility to the model:
Having all our priors in hand, the calculation of the parameters posteriors given the rest of the variables becomes straightforward:
With these posteriors, the learning algorithm can be summarized as follows:
-Initialization.
-Generate Z i from Eq. 10, i = 1, . . . , N using the algorithm in [22] .
-Update the number of represented components M .
-Update n j and π j = nj N +η , j = 1, . . . , M . -Update the mixing parameters of unrepresented components π U = η η+N .
-Generate |µ jl | from Eq. 15 and |α jl | from Eq. 14, j = 1, . . . , M using Metropolis-Hastings [20] . -Update the hyperparameters: Generate σ from Eq. 16 and ̟ from Eq. 17 using adaptive rejection sampling as proposed in [13] .
Note that in the initialization step, the algorithm starts by assuming that all the vectors are in the same cluster and the initial parameters are generated as random samples from their prior distributions.
Feature Selection
It is noteworthy that the model proposed in the previous section does not take into account the fact that different features may have different weights in the clustering structure, and that some features may be noise and then compromise the generalization capabilities of the model [12] . In order to introduce feature selection in our model, it is possible to use the following formulation:
where Ξ = {Θ, ρ, Θ irr } is the set of all the model parameters, ρ = (ρ 1 , . . . , ρ D ),
) is a background distribution, common to all mixture components, to represent irrelevant features. ρ l = p(z il = 1) represents the probability that the l th feature is relevant for clustering where z il is a hidden variable equal to 1 if the l th feature of X i is relevant and 0, otherwise. By introducing feature selection, the learning algorithm proposed in the previous section has to be slightly modified by adding simulations from the posteriors of |α irr jl |, µ irr jl , for which we choose the same priors considered for |α jl |, µ jl , and ρ for which we consider a Beta prior with location δ 1 and scale δ 2 common to all dimensions:
Moreover, the z i are generated from a D-variate Bernoulli distribution with parameters (ẑ i1 , . . . ,ẑ iD ), whereẑ il =
denotes the expectation for z il :
Note that the feature selection process starts by assuming that all features have a probability of 0.5 to be relevant, then this relevancy value is updated during the learning iterations.
Experimental Results: Images Categorization
In this section we demonstrate the utility of our model by applying it on a challenging application namely visual scenes categorization. Moreover, we compare the proposed approach with the infinite inverted Dirichlet proposed in [2] . Comparing our results with many other generative and discriminative techniques is clearly out of the scope of this paper. In this application, the values of the hyperparameters have been set experimentally to one. This choice has been found reasonable according to our simulations. The wealth of images generated everyday has spurred a tremendous interest in developing approaches to understand the visual content of these images. In this section, we shall focus on the challenging problem of images categorization, to validate our GID infinite mixture model, which is a crucial step in several applications such as annotation [5, 10] , retrieval [14, 27] , and object recognition [25] .
A common recent approach widely used for images categorization, that we follow in this application, is the consideration of the so-called bag of visual words generated via quantization of local image descriptors such as SIFT [19] . We considered two challenging datasets in our experiments namely the 15 class scene recognition data set [16] and the 8 class sport events data set [17] . Figure 1 displays examples of images from this data set. The 8 class sports event dataset contains the following cate- Figure 2 displays examples of images from this data set. We construct our visual vocabulary for each data set, from half of the available images in each data set, by detecting interest points from these images using the difference-of-Gaussians point detector, since it has shown excellent performance [19] . Then, we used SIFT descriptor [19] , computed on Clustering plays a crucial role in various data mining and knowledge discovery applications. The majority of existing clustering algorithms, however, either assume that clusters follow Gaussian distributions; or are very sensitive to the presence of irrelevant features. In this paper we have proposed a new clustering algorithm devoted to positive data that is robust to irrelevant features, and identifies automatically clusters having non-Gaussian distributions. Our approach achieves this by representing the data using an infinite mixture model of GID distributions in which a feature weighting component is introduced. Feature selection is introduced in order to remove irrelevant features that may compromise the clustering process. Our simulations based on the challenging problem of images categorization have shown the efficiency of the proposed model. A potential future work could be the development of a variational approach, like the one proposed in [12] , to improve the learning of our model from a computational point of view. Several other directions present themselves for future efforts. Indeed, the developed approach could be applied to many real-world problems such as 3D object recognition [24] or to the generation of SVM kernels using the methodology recently proposed in [4] .
