• Conditioning of a problem Orthonormal set of vectors Consider a finite set of vectors Q := { q 1 , . . . , q k } ⊂ R n • Q is normalized : ⇐⇒ q i = 1, i = 1, . . . , k
• Q is orthogonal : ⇐⇒ q i ⊥ q j , for all i = j
• Q is orthonormal : ⇐⇒ Q is orthogonal and normalized with Q := q 1 · · · q k , Q orthonormal ⇐⇒ Q ⊤ Q = I k Properties:
• orthonormal vectors are independent (show this)
• multiplication with Q preserves norm, Qz 2 = z ⊤ Q ⊤ Qz = z 2
• multiplication with Q preserves inner product, Qz, Qy = z, y
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Orthogonal projectors
Consider an orthonormal matrix Q ∈ R n×k and L := span(Q) ⊆ R n .
The columns of Q form an orthonormal basis for L .
Q ⊤ Q = I k , however, for k < n, QQ ⊤ = I n .
Π span(Q) := QQ ⊤ is an orthogonal projector on span(Q), i.e.,
Π L x = arg min y x − y 2 subject to y ∈ L Properties: Π = Π 2 , Π = Π ⊤ (necessary and sufficient for Π orth. proj.)
Π ⊥ := (I − Π) is also an orth. proj., it projects on span(Π) ⊥ ⊆ R n -the orthogonal complement of span (Π) Gram-Schmidt (G-S) procedure
Given independent set { a 1 , . . . , a k } ⊂ R n , G-S produces orthonormal set { q 1 , . . . , q k } ⊂ R n such that span(a 1 , . . . , a r ) = span(q 1 , . . . , q r ), for all r ≤ k G-S procedure: Let q 1 := a 1 / a 1 . At the ith step i = 2, . . . , k
• orthogonalized a i w.r.t. q 1 , . . . , q i−1 :
(A modified version of the G-S procedure is used in practice.)
Linear algebra and optimization (L2) Numerical linear algebra 5 / 41 QR factorization G-S procedure gives as a byproduct scalars r ji , j ≤ i, i = 1, . . . , k , s.t.
in a matrix form G-S produces the matrix factorization
with orthonormal Q ∈ R n×k and upper triangular R ∈ R k ×k =⇒ R is in upper staircase form, e.g., Full QR
Procedure for finding Q 2 :
complete A to a full rank matrix, e.g., A m := A I , and apply G-S on A m
In MATLAB:
written in a matrix form, we have the matrix factorization
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Three applications of EVD
• Compute matrix power A k , more generally a fun. f (A) of a matrix
Example: 1/3 1 0 1/2 100 = ?
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Qualitative properties of the set of solutions, such as, stability
are determined by the location of the eigenvalues of A.
• In continuous-time: stability holds ⇐⇒ ℜλ i < 0 for all i
• In discrete-time: stability holds ⇐⇒ |λ i | < 1 for all i
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• Principal component analysis (PCA)
given a set of vectors { a 1 , . . . , a n }, Overview of eigenvalue algorithms
• the best ways of computing eigenvalues are not obvious
• bad strategy: rooting the characteristic polynomial
.) is not effective in general
• modern general purpose algorithms are based on eigenvalue revealing factorizations
• two stages: Hessenberg form (finite), Schur form (iterative)
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Any eigenvalue solver must be iterative
Eigenvalue computation is a more general problem than root finding.
No analogue of quadratic formula exists for polynomials of degree ≥ 5.
(Abel 1824)
The aim of eigenvalue solvers is to produce sequence of numbers that converges rapidly towards eigenvalues.
Rayleigh quotient
Symmetric A ∈ R n×n has n real eigenvalues, which we index as follows
Corresponding to λ 1 , . . . , λ n , we choose orthonormal set of eigenvectors
Fact: min v r (v ) = λ min and max v r (v ) = λ max .
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Power iteration
• Given: unit norm vector v (0) and symmetric matrix A
with linear convergence rate O(|λ 2 /λ 1 |).
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Inverse iteration
• Given: unit norm vector v (0) , symmetric matrix A, and µ ≥ 0
Let λ be the closest eigenvalue to µ and λ ′ be the second closest.
Let v be the unit norm eigenvector corresponding to
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Rayleigh quotient iteration
Let λ be the closest eigenvalue to µ and v be the corresponding 
p } and consider the iteration:
One can expect that under suitable assumptions
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Normalized simultaneous power iteration
• Given: orthonormal matrix Q (0) ∈ R n×p and symmetric matrix A
• Compute orthonormal basis for image(Z ):
Under suitable assumptions
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Hessenberg and Schur forms
Every square matrix has a Hessenberg form 
QR algorithm
The basic QR algorithm is normalized simultaneous power iteration with a full set p = n vectors and initial condition Q (0) = I n .
• Given: a symmetric matrix
• Recombine in reverse order:
Linear algebra and optimization (L2) Numerical linear algebra 23 / 41
Additional features of a practical QR algorithm
• Pre-processing: reduce A to tridiagonal form before the iteration 
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Singular value decomposition
The SVD is used as both computational and analytical tool.
Any m × n matrix A has an SVD
where U and V are orthonormal Full SVD Reduced SVD of a matrix A ∈ R m×n of rank r
Full SVD: find U 2 ∈ R m×(m−r ) and V 2 ∈ R n×(n−r ) such that Differences between SVD and EVD
• SVD exists for any matrix EVD exist for some square matrices
• SVD applies two orthogonal similarity transformations EVD applies one (in general not orthonormal) similarity transf.
• EVD is useful in problems where A is repeatedly applied SVD is used to analyse a single application of A on a vector
Conditioning of a problem Problem: f : X → Y , where X is the data space Y is the solutions space
Usually f is a continuous nonlinear function.
Consider a particular data instance X 0 ∈ X .
The problem f is called well conditioned at the data X 0 if small perturbations in X lead to small changes in f (X )
Absolute condition number: lim
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Conditioning of root finding
The relative condition number of λ j w.r.t. perturbation a i of a i is Check the computed roots of (λ − 1) 4 (roots(poly([1 1 1 1]))). (κ(A) describes the effect of infinitesimal perturbations.)
Digital representation of real numbers IEEE double precision arithmetic:
• Range: [−2.23 × 10 −308 , 1.79 × 10 308 ] overflow/underflow
The gaps between adjacent numbers are in a relative scale at most ε := 2 −52 ≈ 2.22 × 10 Linear equations with special structure
• diagonal -n flops (x i = y i /a ii for i = 1, . . . , n)
• lower/upper triangular: n 2 flops (via forward/backward substitution)
• banded -O(nk ), where k is the bandwidth
• symmetric -O(n 3 /3) (via Cholesky decomposition)
• orthogonal -O(n 2 ) (x = A T y )
• permutation -0 flops
• Toeplitz -O(n 2 ) flops
• combination of banded, symmetric, and Toeplitz
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