In 1987 Head introduced a new operation on strings, called splicing, as a formal model of certain cut and paste biochemical transformation processes of an initial collection of DNA strands under the simultaneous influence of enzymes [11] . Two strands of DNA are cut at specified substrings (sites) by restriction enzymes that recognize a pattern inside the molecule and then the fragments are pasted by ligase enzymes. Since 1987, his basic idea has been formalized in terms of generative mechanisms for formal languages, called splicing systems or, more recently, H systems. An H system is defined by giving an initial language I (initial set of DNA molecules) and a set of special words or rules R (enzymes). The set I is then transformed by repeated applications of the splicing operation. DNA occurs in both linear and circular form and, correspondingly, there are three definitions of linear splicing systems and three definitions of circular splicing systems, given by Head, Paun and Pixton respectively.
∼ u 2 hu 1 u 4 ku 3 is generated starting with w , w and by using r. We also say that u 1 u 2 , u 3 u 4 are sites of splicing and we denote SIT ES(R) the set of sites of the rules in R. Finally, the circular language C generated by SC P A is the smallest circular language over A that contains I and such that C is closed under circular splicing using the rules of R.
Intensive studies on linear splicing systems and variants have been carried out, in a formal language framework, aimed at proving the universality of splicing systems or closure properties of splicing languages generated under different restrictions on I and/or R [3, 13, 15, 16, 17] . While there have been many articles on linear splicing, relatively few works on circular splicing systems have been published. Head reviewed a previous work on splicing systems and strengthened the significance of studying circular splicing and mixed splicing (both linear and circular words are allowed) [12] . Some still open problems related to the computational power of splicing systems have been also investigated. Notice that in this context, at least three aspects should be considered. Indeed, this computational power depends on whether additional hypotheses are taken into account (for instance self-splicing, see [13] ), on which of the three definitions (Head's, Paun's or Pixton's definition) is considered and on the level in the Chomsky hierarchy the initial set I belongs to.
The computational power of Paun's splicing systems, when R is reflexive and self-splicing is used, is described in [13] in dependence of I. Furthermore, in [17] the author proved that under the same above-mentioned hypotheses, finite Pixton's splicing systems generate regular circular languages. However, as observed in [13] , the problem of characterizing the corresponding generated languages remains open in all these cases.
The results presented in this paper fit in this framework. We mainly deal with finite Paun's systems, i.e., Paun circular splicing systems with both I and R finite sets, with no additional hypotheses, and with the corresponding class of generated languages, denoted C(F in, F in). It is known that the computational power of these systems is greater than that of Head's systems [5] . It is also already known that in contrast with the linear case, C(F in, F in) is not intermediate between two classes of languages in the Chomsky hierarchy. For example, in [20] the authors show that ∼ (ca) n (cb) n is generated by a finite Head circular splicing system. A slight modification of their arguments shows the same result for the context-free circular language ∼ a n b n . Notice that Lin( ∼ a n b n ) is not regular and, consequently, ∼ a n b n is not a regular circular language. On the other hand, it is known that there exist regular circular languages that cannot be generated by using finite Paun splicing systems (see also [6] ). Finally, in [10] , the author claimed that C(F in, F in) is contained in the class of context-sensitive circular languages. She also gave an example of a context-sensitive circular language which is not context-free and which belongs to C(F in, F in).
However, the structure of regular languages in C(F in, F in) is not completely understood. Thus, we focus our interest on the search for a characterization of Reg ∼ ∩ C(F in, F in), a problem which was directly approached in [4, 5] for the first time. In detail, the above problem has been solved for languages over a one-letter alphabet in [5] . In this case L = X + ∪ Y , with X, Y finite sets satisfying simple hypotheses which make subgroups of cyclic groups intervene (notice that in the special case of a one-letter alphabet, we can identify each language with the corresponding circular language). Furthermore, in [6] , the authors prove that it is decidable whether L ⊆ a * is generated by a finite Paun splicing system. The situation is much more complicated for alphabets of larger size. In [5] , the authors constructed some special families of circular languages belonging to Reg ∼ ∩ C(F in, F in) (star languages, cyclic and weak cyclic languages).
The problem
In this paper we continue the investigation initiated in [4, 5] and, as a first step, we restrict our attention to a special class of systems already considered in [7, 8, 20] and defined below.
Definition 2.1 [7] A semi-simple circular Paun splicing systems, or a CSSH system, is a finite circular Paun splicing system such that, for each
Thus, for each rule r ∈ R in a CSSH system, there exist a, b ∈ A such that r = a#1$b#1, or r = a#1$1#b, or r = 1#a$b#1, or r = 1#a$1#b. The special case u 1 u 2 = u 3 u 4 ∈ A has been considered for the first time in [20] using Head's definition and then in [8] by taking into account Paun's definition. In the former paper [20] , the authors claim that these systems generate regular circular languages. In the latter paper [8] these systems have been named circular simple systems and they have been investigated under the hypothesis that the position of the letter in the rules is fixed, i.e., there exist i ∈ {1, 2, 3, 4},
In the same paper [8] , the authors investigated simple circular systems (A, I, R), (A, I , R ) such that R = R i , R = R j with i = j, showing closure properties and results of classifications and relationship among the corresponding classes of generated languages.
An analogous viewpoint has been adopted for semi-simple circular Paun splicing systems in [7] where the authors prove that results for simple systems cannot be extended to the semisimple case. For instance, the class of languages generated by circular splicing systems (A, I, R)
Finally, in [10] , the author claimed that the class of circular languages generated by semisimple splicing systems is contained in the class of context-free circular languages. However, a characterization of the regular circular languages generated by semi-simple splicing systems is still lacking, i.e., the following problem is still open: Problem 2.1 Characterize the class of regular circular languages generated by finite semisimple circular splicing systems.
In this paper we investigate Problem 2.1 for a particular class of semi-simple circular splicing systems, named marked systems. Marked systems are CSSH systems such that, for each w ∈ I, |alph(w) ∩ SIT ES(R)| = 1, with alph(w) being the set of all letters occurring at least once in w and, for a set X, |X| being the cardinality of X.
Outline of results
Let us briefly explain the results which will be stated here. We first prove that in order to solve Problem 2.1 for marked systems, we can limit ourselves to CSSH systems SC P A = (A, I, R) such that 1 ∈ I, I ⊆ ∼ ((SIT ES(R)) + ) and with A = SIT ES(R) ⊆ alph(I) = ∪ x∈I alph(x). Thus, marked systems can be simpler defined as below.
Definition 3.1 (Marked system) A marked system is a semi-simple circular splicing system SC P A = (A, I, R) such that I = ∼ SIT ES(R).
To shorten notation, in a marked system SC P A = (A, I, R) the subscript P A and the first component A will be dropped, i.e., from now on S = (I, R) will denote a marked system and L(I, R) will be the corresponding generated language. Furthermore, in what follows, it is understood that (a i , a j ) is an abridged notation for a rule r = a i #1$a j #1 in S = (I, R).
As a first result, we prove that the language L(I, R) generated by a marked system S = (I, R) is a disjoint union of a finite number of languages L(I g , R g ) generated by special "subsystems" of S = (I, R), defined by means of an equivalence relation on I. Therefore, we prove that L(I, R) is a regular (resp. context-free) circular language if and only if each L(I g , R g ) is regular (resp. context-free). As a direct result, we prove that in order to characterize regular circular languages generated by marked systems, it suffices to characterize them for transitive marked systems, i.e., marked systems such that I is an equivalence class.
We introduce two notions, both given below: the distance between two letters and the diameter of a transitive marked system. Definition 3.2 Let S = (I, R) be a transitive marked system. For each a i , a j ∈ I the distance d(a i , a j ) between a i and a j is defined by d(a i , a j ) = min {k | ∃b 1 , .
In turn, the above definition allows us to define the diameter of a transitive marked system as the maximum distance between two symbols of the initial set. 
As one of the main results, we give a condition on the set R of the rules in a transitive marked system S and we prove that if S satisfies this condition, then the circular language generated by S is not regular. Therefore, we prove that circular languages generated by transitive marked systems can be classified as follows. Finally, the class of transitive marked systems S such that d(S) = 3 is a boundary between Reg ∼ and its complement. Indeed, we give a class of transitive marked systems S with d(S) = 3 such that the generated language is regular. We also give some examples of non regular circular languages generated by transitive marked systems S such that d(S) = 3. However, a characterization of regular languages generated by transitive marked systems S with d(S) = 3 is at present still lacking.
Finally, we consider splicing systems where self-splicing is also taken into account, as in the original definition of circular splicing language given by Paun [13] . We recall that, given a circular word ∼ hu 1 u 2 ku 3 u 4 and a rule r = u 1 #u 2 $u 3 #u 4 , the self-splicing produces ∼ hu 1 u 2 , ∼ ku 3 u 4 [13] . In particular, for CSSH systems, by ∼ hu 1 ku 3 and r, we obtain ∼ hu 1 , ∼ ku 3 as a result. The circular language C generated by SC P A = (A, I, R) (with self-splicing) is the smallest circular language over A that contains I and C is closed under circular splicing and self-splicing using the rules of R.
We prove that the languages generated by marked systems with self-splicing are regular circular languages and we give a characterization of their structure.
