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We present Molecular Dynamics simulations of one- and two-dimensional bead-spring models
sliding on incommensurate substrates. We investigate how sliding friction is affected by interaction
anharmonicity and structural defects. In their absence, we confirm earlier findings, namely, that
at special resonance sliding velocities, friction is maximal. When sliding off-resonance, partially
thermalized states are possible, whereby only a small number of vibrational modes becomes ex-
cited, but whose kinetic energies are already Maxwell-Boltzmann distributed. Anharmonicity and
defects typically destroy partial thermalization, and instead lead to full thermalization, implying
much higher friction. For sliders with periodic boundaries, thermalization begins with vibrational
modes whose spatial modulation is compatible with the incommensurate lattice. For a disc-shaped
slider, modes corresponding to modulations compatible with the slider radius are initially the most
dominant. By tuning the mechanical properties of the slider’s edge, this effect can be controlled,
resulting in significant changes in the sliding distance covered.
I. INTRODUCTION
A sliding object generally loses its kinetic energy of
forward motion and slows down due to friction. Under-
standing friction is still elusive in the majority of appli-
cations, for, if friction were understood, we would likely
not be spending 20% of our energy consumption at try-
ing to overcome it [1]. The loss of energy due to friction,
by which one really means the conversion of useful en-
ergy (e.g. forward kinetic motion) into less useful forms
(e.g. heat), can occur via many channels (phononic, elec-
tronic, magnetic, electrochemical, to name but a few [2–
6]). One of these channels, the one we focus on in
this paper using molecular dynamics simulations, is the
phononic channel, i.e. the loss of useful energy via the
generation of internal lattice vibrations. The origins of
phononic friction have been, and still are, actively dis-
cussed [3, 7–11]. One view is that phonon scattering
processes play a crucial role. Hence, materials with large
anharmonicities in their interactions, or containing scat-
tering centers such as structural defects, are likely to be
more dissipative than materials without these proper-
ties [7].
Indeed, Molecular Dynamics (MD) simulations confirm
that phonon scattering processes can be a major cause of
energy dissipation under sliding, and the dissipation rate
can be quantitatively related to phonon lifetimes [12].
The results of Ref. [12] were obtained using a 3D setup,
consisting of an FCC copper substrate coated with a sin-
gle layer of graphene, with a second graphene layer being
dragged across the coated layer. The frictional properties
could then be related to the lifetimes of phonons gener-
ated in the dragged graphene layer.
The setup of Ref. [12] resembles a 2D Frenkel-
Kontorova (FK) model [13], such as studied in Ref. [14].
The essential difference is that, in the FK model, only
in-plane particle motion of the sliding layer is retained,
i.e. the dynamics is strictly 2D. Nevertheless, even with
this simplification, friction is higher when the particle
interactions include some degree of anharmonicity, im-
plying shorter phonon lifetimes [15]. In another simula-
tion study carried out by one of us [16], friction depended
quite strongly on whether the substrate interactions were
harmonic or not, being clearly correlated with the phonon
lifetime (here: of phonons in the substrate, not in the
slider, which in Ref. [16] was a point particle). Further
recent experimental studies also identify the phonon life-
time as key factor determining friction [17, 18].
The aim of this study is to further focus on the role of
phonon scattering on sliding friction, considering inter-
action anharmonicity and structural defects. We will do
so using the FK model, for which a large body of results
is already available [14, 19, 20]. We bring the system into
an initial sliding state, then monitor how the kinetic en-
ergy of forward motion is converted into internal lattice
vibrations, i.e. heat. Our results apply to the FK model
in its “floating” state, i.e. in the absence of static friction.
Such states can be realized using systems sliding on in-
commensurate substrates, and where the coupling to the
substrate is weak (i.e. below the Aubry transition [21–
23]). The accepted view is that such systems, provided
they are large enough, once brought into a sliding state,
eventually thermalize, i.e. with the initial kinetic energy
of forward motion having been converted entirely into
heat [14, 19, 20, 24]. However, depending on the precise
system parameters (in particular, the initial sliding ve-
locity [19]), thermalization can be very slow. Possible ex-
perimental realizations could be small crystalline clusters
(graphene flakes) sliding on incommensurate crystalline
surfaces [25, 26], clusters of Xe atoms sliding on Ag(111)
substrates [24, 27], or trapped ions in optical lattices [23].
II. MODEL AND METHODS
We consider FK models in d = 1 (1D) and d = 2 (2D)
dimensions. For the 1D case, a large body of theoretical
results is available (in particular Ref. [19]) which help to
guide the simulations, also in 2D. As stated previously,
the extension of this work is to include additional phonon
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2scattering processes, by means of anharmonicity and de-
fects.
A. 1D FK model
The 1D model considers a chain of i = 1, . . . , N atoms,
confined to move along a line, where periodic boundary
conditions are applied. Each atom (uniform single atom
mass m) in the chain is connected by springs to its two
nearest neighbors. The energy of a single spring is given
by
uspr(r) =
4∑
n=2
αn(r/a− 1)n , (1)
where r denotes the distance between the two atoms par-
ticipating in the bond, a the equilibrium bond length,
and where  sets the energy scale. We will, in what fol-
lows, speak of harmonic and anharmonic systems. For
the harmonic system, we use α2 = 36, α3 = α4 = 0; for
the anharmonic system α2 = 36, α3 = −252, α4 = 1113.
These parameters stem from a Taylor expansion of a
(12, 6) Lenard-Jones potential around its minimum, with
the minimum located at r = a, and well-depth .
The total length of the system L = aN such that,
in the absence of any external fields, the chain ground-
state energy equals zero. In addition to the mobile chain,
an array of M = int(gN) evenly-spaced static particles
is distributed along the line, with g = (1 +
√
5)/2 the
golden ratio, and where “int” means rounding down to
the nearest integer. This choice ensures maximum incom-
mensurability between the mobile chain and the static
obstacles [14], while remaining compatible with the pe-
riodic boundaries. The static obstacles interact with the
mobile chain atoms via a soft pair potential of the form:
usoft(r) =
{
α
[
1 + cos
(
pir
rc
)]
r < rc
0 otherwise,
(2)
with α = 0.3 and rc = L/(2M). The use of an incommen-
surate static potential, and the relatively weak coupling
between static layer and chain, ensures a “floating” state,
whose friction is expected to be minimal (that is, we al-
ways stay below the Aubry transition [21–23], i.e. there
is no static friction).
The undeformed chain (i.e. with all the springs at their
equilibrium length a) is placed on the line containing the
obstacles (a random uniform displacement is applied to
all chain atoms, in order to sample different initial start-
ing positions). At time t = 0, the chain is “kicked” by
assigning each chain atom the same velocity vK along
the chain direction; the subsequent chain dynamics is
then obtained by time-integrating the equations of mo-
tion in the micro-canonical (NV E) ensemble. Directly
after kicking, the velocity of the chain center of mass
equals vK . However, due to the generation of vibra-
tions in the chain (caused by collisions with the static
vK
a)
b)
x
y
FIG. 1. Schematics of the 2D FK model. Red circles rep-
resents the mobile atoms, which form a hexagonal lattice,
whereby each atom is connected to its nearest neighbors by
springs (dashed lines). The blue circles (blurred) represent
the static obstacles which generate the potential energy land-
scape through which the mobile layer slides. The layer of
mobile atoms is kicked with velocity vK along the x-axis, as
indicated. We consider two geometries: a) sliding layer which
is fully periodic in both dimensions, and b) a finite patch of
sliding atoms (flake), approximately disc shaped.
obstacles, as well as, for the anharmonic chain, via in-
ternal phonon scattering) the velocity of the chain cen-
ter of mass will typically decrease with time, i.e. there
is friction. We emphasize that no thermostat is applied
in these simulations. Hence, results are completely free
from thermostat-induced artifacts, which in friction sim-
ulations can be quite strong [16, 28, 29]. The present ap-
proach thus facilitates an unbiased view into the origins
of sliding friction, using what is arguably the optimally
simplified “minimal” model.
B. 2D FK model
The 2D model uses hexagonal lattices for both the mo-
bile atoms and the static obstacles, with periodic bound-
aries applied in both directions. We consider two geome-
tries, namely a fully periodic slider, and a finite patch
(flake) of sliding atoms [Fig. 1]. For the fully periodic
system, the mobile lattice contains i = 1, . . . , N atoms,
single atom mass m, each atom connected to its six near-
est neighbors by springs. The aspect ratio of the lattice
Ly/Lx =
√
3/2, with Li the length of the system in the
direction i ∈ x, y. The single spring energy is given by
Eq. (1), the spring rest length equals the lattice con-
stant a. The same definitions of harmonic and anhar-
monic bonds as used for the 1D chain are applied here
as well. For the static incommensurate potential energy
landscape, M = int(g2N) static particles are arranged
3on a second hexagonal lattice, using the same aspect ra-
tio Ly/Lx as the mobile lattice, where g is the golden
ratio. In this way, the ratio of lattice constants a/ac
is as close as possible to g, where ac is the lattice con-
stant of the static layer, ensuring maximum incommen-
surability. The interaction between the static obstacles
and the mobile atoms is again of the form of Eq. (2),
with α = 0.3 and rc = ac/2. The 2D hexagonal layer of
mobile atoms is placed inside the static potential energy
landscape generated by the obstacles, oriented as shown
in Fig. 1(a). At time t = 0, all the atoms in the mo-
bile layer are “kicked”, by assigning them the velocity
vK in the xˆ direction (prior to kicking, the mobile lattice
is given a random uniform 2D displacement, in order to
sample different starting positions). We emphasize that
the model is purely 2D, i.e. the mobile atoms can move
in the xˆ and yˆ directions only. Immediately after kick-
ing, the motion is entirely in the xˆ direction, but soon
thereafter, due to collisions with the static obstacles, also
motion in the yˆ direction develops. For the flake, a finite
portion of the hexagonal lattice is retained, keeping only
those atoms inside a specified radius of some central ref-
erence atom [Fig. 1(b)]. Most of the flake atoms will be
six-fold coordinated, except for those on the edge, which
have missing bonds. The flake is oriented with respect
to the static lattice in the same way as the fully peri-
odic slider. The static lattice is chosen large enough to
fully encompass the flake, such that periodic boundary
conditions may safely be applied.
C. Units
For both the 1D and 2D model, length is expressed in
units of the equilibrium lattice constant a, energy in units
of , particle mass in units of some reference mass m?,
and temperature in units of /kB , with kB the Boltzmann
constant. This implies time unit [t] =
√
m?a2/ ∼ 2.6 ps
assuming a sliding layer consisting of C-atoms (a ≈ 3.8 A˚,
m? ≈ 12 u,  ≈ 2.76 meV/atom [30]).
D. Eigenmodes
To analyse the vibrational excitations in the mobile
lattice induced during sliding, we use the language of
eigenmodes, which has proven to be useful in other stud-
ies also [31]. For a system of i = 1, . . . , N particles, there
are k = 1, . . . , dN eigenmodes, with d = 1, 2 the spatial
dimension of the problem at hand. The eigenmodes fol-
low in the usual way from the (mass-weighted) hessian,
Hµν =
1√
mµmν
∂2E
∂µ∂ν , with E the total spring energy of the
system given by Eq. (1), and with the derivatives evalu-
ated with the sliding atoms in their perfect equilibrium
lattice positions (of course, when computing the hessian,
the interaction with the static particles is excluded). The
labels µ, ν refer to the set of all Cartesian coordinates of
the particles, mµ,ν being the associated particle mass.
The hessian is a dN × dN matrix, but most elements
are zero, since the particles interact only with nearest
neighbors. Upon diagonalizaton of the hessian, a set of
eigenvectors ~ξk is obtained, each one with an associated
eigenfrequency ω2k. For the 1D chain, there is exactly
one mode with zero eigenfrequency, corresponding to a
global translation of the chain along the x-axis. For the
2D sliding layer, there will always be at least two zero
frequency modes, corresponding to global translations in
the two lateral directions. In addition, if the 2D layer is
a finite patch, there will also be a third zero frequency
mode, corresponding to a global rotation. For lattices
with perfect translational symmetry (i.e. fully periodic,
defect-free crystals), one can assign a wavevector to each
eigenmode, then corresponding to a true phonon.
During the sliding simulations, we record, for each par-
ticle, the displacement ~ui(t) from the initial (perfect lat-
tice) position, and velocity ~vi(t), both as functions of
time t (for the 1D chain, these quantities are scalars; for
the 2D sliding layer, they are 2D vectors). From these,
we define the kinetic energy of the k-th eigenmode as:
Kk(t) =
1
2
(
N∑
i=1
√
mi ~vi(t) · ~ξk,i
)2
, (3)
with the sum over all particles, mi the mass of parti-
cle i, and ~ξk,i the sub-vector of the full eigenvector ~ξk,
containing only the components of particle i. Defined in
this way, one consistently has
Ekin =
N∑
i=1
mi~v
2
i
2
=
dN∑
k=1
Kk , (4)
which holds exactly (for both harmonic and anharmonic
systems).
III. RESULTS
All our MD results were obtained with LAMMPS [32];
implementation details are provided in the Appendix.
A. 1D chain
We consider a chain with N = 100 particles, periodic
boundaries, unit particle mass m = 1. Unless stated oth-
erwise, the bond interaction of Eq. (1) is harmonic. For
these parameters, the frictional behavior is well under-
stood [19]. The static obstacles induce a spatial mod-
ulation of wavenumber k? = 2pi/ac in the chain [33],
with ac the lattice spacing of the static obstacles. The
chain center of mass motion thus couples to the chain
internal vibrations via the mode k?; the associated vi-
brational frequency follows from the dispersion relation
ω? = 2
√
2α2/m| sin(ak?/2)|. When kicked with velocity
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FIG. 2. 1D sliding chain results, showing time evolution di-
rectly after kicking with velocity vK (results averaged over 20
trajectories, each with different initial position of the slider).
The dashed blue curves show the lower and upper envelope of
the chain center of mass velocity vCOM. The red dots indi-
cate, for each time step, the frequency of the kinetically most
active mode. Symbol + on the vertical axes indicates ω?; the
maximum mode frequency ωmax ≈ 16.97. (a) Harmonic chain
kicked with the resonance velocity v?K . The decay of vCOM
sets in rapidly after kicking. (b) Harmonic chain kicked with
vK = 0.05 v?K . In this case, vCOM oscillates between a low
and high value, but there is no decay. Only a small subset of
available modes reveals noticeable activity. (c) Same as b),
but using anharmonic interactions. The decay of vCOM, and
subsequent thermalization, commence rapidly after kicking.
vK , chain atoms “hit” the obstacles with the washboard
frequency Ω = vK/ac. Friction arises when a resonance
is created, 2piΩ ∼ ω?. Via a cascade of couplings be-
tween k? and the other vibrational modes in the chain,
the kinetic energy of the center of mass forward motion
is transferred, via k?, to the entire population of chain
vibrational modes, thereby converted into heat.
For our model parameters ω? ≈ 15.97, the correspond-
ing resonance kick velocity v?K ≈ 1.58. When the chain
is kicked with v?K , the chain center of mass velocity de-
cays rapidly with time, i.e. friction is high [Fig. 2(a)]. In
contrast, using vK = 0.05, which is far below resonance,
vCOM oscillates between a low and high value, but there
is no sign of any decay, i.e. friction is low [Fig. 2(b)]. Also
indicated in Fig. 2 is the frequency of the kinetically most
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FIG. 3. 1D harmonic chain results, showing the logarithm
of the distribution of mode kinetic energies, obtained dur-
ing sliding in the low-friction state of Fig. 2(b). Results are
shown for the four most active modes, with frequencies ωk
as indicated. The dashed lines show fits to Eq. (5), which
are two-parameter fits, one of them being the mode temper-
ature Tk.
active mode as a function of time, defined as the mode
having the highest value ofKk, as given by Eq. (3). In the
low-friction state, Fig. 2(b), only a few modes are active.
These are the modes k?, as well as some of the higher
harmonics, corresponding to wavenumber nk?, with n a
positive integer. In the high-friction state, Fig. 2(a), at
very early times, we also observe that activity is concen-
trated around k?, but soon spreads to all modes, remi-
niscent of a system in thermal equilibrium (the signal Kk
then essentially being a random variable).
The low-friction state of Fig. 2(b) can persist because,
being off-resonance, the coupling of k? to other vibra-
tional modes is weak, and because the chain interaction
is harmonic (i.e. no scattering between modes). In such a
highly de-coupled system, the transfer of energy between
modes is severely hampered, meaning that thermaliza-
tion (i.e. generation of heat) cannot occur, which explains
why friction is low. Indeed, by using anharmonic bonds,
which enable mode scattering thereby assisting thermal-
ization, the second condition no longer holds, and the
low-friction state is no longer observed [Fig. 2(c)].
Next, we address thermalization. The low-friction
state of Fig. 2(b) is not thermalized, since only a small
subset of modes is active. Nevertheless, precursors to
thermalization are already present. To see this, we con-
sider the four most active modes of Fig. 2(b), whose
wavenumbers are k = nk?, with n = 1, 2, 3, 5 (i.e. the
fundamental mode, and some of the leading higher har-
monics, excluding n = 4, which showed very little ac-
tivity). The respective vibrational frequencies are ωk =
15.97; 10.82; 8.64; 2.65. For these modes, while sliding in
the low-friction state, the distribution (histogram) of ob-
served kinetic energy valuesKk is recorded. In a perfectly
thermalized system, these values are Maxwell-Boltzmann
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FIG. 4. 1D harmonic chain results, showing mode temper-
atures Tk obtained by fitting to Eq. (5), as function of the
mode frequency ωk. a) As obtained in the low-friction state
of Fig. 2(b). Note: Tk for the principal mode k
? (dashed line)
far exceeds the vertical range of the graph. b) As obtained in
the long-time limit after kicking with the resonance velocity
v?K ; dashed line marks the equipartition temperature.
distributed, Pth ∝ e−Kk/kBTk , with Tk the mode temper-
ature, and kB the Boltzmann constant. In a perfectly
coherent state, Kk as function of time is strictly har-
monic, at twice the mode frequency, in which case the
distribution takes the form Pcoh ∝ K−1/2k , valid in the
limit of small Kk (Appendix). However, the low-friction
state considered here is neither fully thermalized nor co-
herent, and so we expect a hybrid form:
P (Kk) = Pth · Pcoh ∝ e−Kk/kBTk/
√
Kk . (5)
We test the validity of Eq. (5) in Fig. 3, for each of the
four most active modes. The dashed curves are fits us-
ing Eq. (5). Overall, the fits capture the data well. In all
cases, agreement breaks down at large values ofKk, since,
on the one hand, Eq. (5) is a small Kk approximation,
but, more importantly, due to bad statistics (large val-
ues of Kk are exponentially suppressed by the Maxwell-
Boltzmann factor, so these values do not appear very
often in the simulation time series).
We repeat the analysis of Fig. 3 for all modes k in
the chain, to obtain the mode temperatures Tk. In
the low-friction state, there are just a few active modes
with finite temperature, inside a background of frozen
modes [Fig. 4(a)]. The partial thermalized character of
the low-friction state is clearly visible: While individ-
ual modes already have energy distributions conform-
ing to Maxwell-Boltzmann, the corresponding temper-
atures between modes are very different. Fig. 4(b) shows
the mode temperatures Tk obtained after kicking with
the resonance velocity v?K , in the long-time limit where
vCOM ∼ 0. We now observe a much more homogeneous
temperature distribution, all modes having essentially
the same temperature, showing that the chain has fully
thermalized. For the harmonic chain in thermal equi-
librium, equipartition should hold, i.e. the initial kinetic
energy of the kick (Kin = mNv
2
K/2) should be equally
divided over all system degrees of freedom (ndof = 2dN ,
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FIG. 5. Sliding behavior of the 2D fully periodic slider
(results are averaged over 20 different initial positions of the
slider). The representation of the data is the same as in Fig. 2.
Symbol + indicates the frequency ω? of the dominant mode
k?, the maximum possible mode frequency ωmax ≈ 20.78. Re-
sults are shown for a) harmonic interactions at the resonance
kick velocity v?K , b) harmonic interactions at vK = 0.05, and
c) anharmonic interactions at vK = 0.05.
with d = 1 the spatial dimension; factor two counts po-
sition and momentum degrees of freedom). For the har-
monic chain in equilibrium, kBT/2 = Kin/ndof, implying
T ≈ 1.246 in our units, which Fig. 4(b) confirms.
B. 2D hexagonal layer
1. 2D fully periodic slider without defects
We first consider a 2D sliding layer with full periodic
boundary conditions, i.e. in the absence of any free edges
or other defects [Fig. 1(a)]. A layer of N = 196 mobile
atoms, unit particle massm = 1, is “kicked” at time t = 0
with velocity vK in the xˆ-direction. For this value of N ,
the lattice constant of the static obstacles ac = 7a/11. In
analogy with the 1D chain, we assume that the static ob-
stacles induce a spatial modulation of wavevector magni-
tude k? = 2pi/s, with s = ac sin 60
o the spacing between
closed-packed rows of obstacles, see Fig. 1(a). As for
the direction and polarization, we assume that longitu-
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FIG. 6. The analogue of Fig. 4, but for the 2D periodic
slider with harmonic bonds. a) As obtained in the partially
thermalized state of Fig. 5(b), where the slider was kicked
with an off-resonance velocity vK = 0.05. b) As obtained in
the long-time limit of Fig. 5(a), where the slider was kicked
with the resonance velocity v?K . In this case, there is full
thermalization.
dinal modes propagating at ±30o relative to xˆ will be
the dominant excitation. The corresponding vibrational
frequency ω? ≈ 20.26, which follows from the disper-
sion relation (Appendix). For sliding in the xˆ-direction,
the washboard frequency Ω = vK/ac, implying resonance
kick velocity v?K ≈ 2.05.
For the slider with harmonic bonds, the decay of vCOM
with time at the resonance kick velocity v?K is shown in
Fig. 5(a), while Fig. 5(b) shows the result for vK = 0.05,
i.e. far below resonance. In agreement with the 1D
chain, the decay is most rapid at resonance, i.e. friction
is highest there. In addition, strong initial activity of
the mode k? is observed, confirming the above assump-
tion that longitudinal modes propagating at ±30o couple
most strongly to the center of mass motion (the other
plateaus visible in Fig. 5 correspond to higher harmonics
nk?). Regarding as to how the energy gets distributed
over the vibrational modes, there is an important quali-
tative difference with the 1D chain. In 2D, see Fig. 5(b),
a state is observed where vCOM ∼ 0, while the vibrational
modes are still far from thermal equilibrium. This state
is analogous to the low-friction state of Fig. 2(b), the
crucial difference being that, in 2D, vCOM ∼ 0, i.e. the
system is no longer sliding. Repeating the simulation
using vK = 0.05 and anharmonic bonds, Fig. 2(c), we
observe a slightly more rapid decay of vCOM compared
to the harmonic case at the same kick velocity, but this
time the system fully thermalizes, i.e. all modes become
active.
For the harmonic sliders, we still verify the degree of
thermalization. For the slider in the partially thermal-
ized state, Fig. 5(b), mode activity is mainly restricted to
k? and the higher harmonics. As in the 1D case, the ki-
netic energy distributions of these modes already appear
thermalized, i.e. well described by Eq. (5). In Fig. 6(a),
we plot the corresponding mode temperatures, which re-
veals many frozen modes (Tk ∼ 0), and a number of
active modes (TK > 0), confirming that the state is in-
deed partially thermalized (for a fully thermalized state,
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FIG. 7. 2D harmonic sliders containing defects (results are
averaged over 20 different initial positions of the slider). The
representation of the data is the same as in Fig. 2. Symbol +
indicates ω? of the modulation k? induced by the static obsta-
cles; symbol 9 indicates ωR induced by the slider radius. a)
Fully periodic slider with a fraction 2% of randomly selected
missing bonds, at kick velocity vK = 0.05. b) Sliding patch
(flake) kicked with velocity vK = 1. c) Same as b), but for a
slider with rigid edge.
Tk should be the same for all modes). Compared to the
analogous 1D case, Fig. 4(a), we find that in 2D the mode
temperature is more homogeneous (with the exception
of ω?, the active modes have similar temperatures). In
Fig. 6(b), we show the mode temperatures for the slider
kicked with the resonance velocity v?K , i.e. correspond-
ing to Fig. 5(a), in the long-time limit. In this case, the
system fully thermalizes, all mode temperatures being
the same. Note that equipartition is obeyed quite well,
kBTeq = m(v
?
K)
2/4 ≈ 1.05, as indicated by the dashed
horizontal line. For the anharmonic slider, Fig. 5(c), the
system also fully thermalizes, but this comes as no sur-
prise, due to the enhanced phonon scattering induced by
anharmonicity (result therefore not shown).
2. 2D slider with defects
We now investigate the role of lattice defects on the
sliding behavior, considering bond and edge defects. For
7the bond defects, we remain with the fully periodic
slider considered previously (same number of particles
N = 196; unit particle mass m = 1) but with a frac-
tion 2% of randomly selected bonds removed from the
lattice (we checked that, for this low fraction, the lat-
tice remains a single connected entity, i.e. there are no
isolated atoms without any bonds). Fig. 7(a) shows the
corresponding sliding behavior, using harmonic interac-
tions and kick velocity vK = 0.05, to be compared to the
corresponding defect-free case of Fig. 5(b). The differ-
ence is striking: Whereas the defect-free slider did not
thermalize, the presence of just a small number of de-
fects strongly promotes thermalization, implying a much
higher friction. Mode activity at short times is still con-
centrated around the dominant mode k?, but enhanced
activity of the higher harmonics is no longer observed.
Apparently, the presence of just a small number of de-
fects is sufficient to destroy the coupling between k? and
its higher harmonics.
To study the influence of edge defects, we consider a
disc-shaped slider (flake), see Fig. 1(b). The flake con-
tains N = 199 particles, i.e. comparable to the fully pe-
riodic system; unit particle mass m = 1. The edge of the
slider provides an additional source of phonon scatter-
ing, which dramatically reduces sliding. In fact, at low
kick velocity, vK = 0.05, the flake refuses to slide at all,
merely a damped rocking motion of the center of mass
is observed, irrespective of whether harmonic or anhar-
monic bonds are used. The damping is very strong, and
the system thermalizes rapidly (results not shown). To
observe any sliding at all, higher kick velocities are re-
quired. In Fig. 7(b), we show results for vK = 1, using
harmonic interactions. We find that the system thermal-
izes extremely rapidly, even faster than the fully periodic
slider at the resonance velocity v?K [cf. Fig. 5(a)]. Note
also that initial mode activity is no longer concentrated
at ω? ≈ 20.26 induced by the static obstacles, but instead
at a much lower frequency. For the flake, the dominant
spatial modulation is set by the flake radius, kR ∼ 2pi/R,
where R ∼ 6.9a presently. From the dispersion relation,
and assuming longitudinal modes at ±30o still dominate,
this leads to a vibrational frequency ωR ∼ 8, which is in-
deed rather close to the frequency where initially much
activity is observed, see Fig. 7(b). By making the edge
of the slider infinitely stiff (i.e. treat the edge as a rigid
object, while time-integrating the internal particles as be-
fore, some of which with bonds to the, now rigid, edge)
one can reduce the spatial modulation kR. In this case,
still kicking with velocity vK = 1, the decay of vCOM can
be postponed, see Fig. 7(c). Note that, by reducing the
modulation kR, the modulation k
? becomes visible again,
leading to initial mode activity at both frequencies, ωR
and ω?, simultaneously.
As possible control tactic to reduce friction, the re-
sults of the sliding flake suggest optimizing the mechani-
cal properties of the slider, in order to reduce the spatial
modulation kR induced by the finite system size. As
shown above, one way this may be achieved is to make
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FIG. 8. Total sliding distance versus time, as expressed via
the mean-squared-displacement, for the flake with free and
rigid edge. All interactions are harmonic, the kick velocity
vK = 1.
the edge of the slider as stiff as possible (rigid). This
results in a significant increase of the covered sliding dis-
tance, s =
√
MSD, where MSD is the mean-squared-
displacment of the slider atoms, as measured from the
time of the kick [Fig. 8]. As the figure shows, the slider
with the rigid edge slides roughly five times further.
IV. CONCLUSIONS
We have investigated the sliding behavior of 1D and
2D bead-spring models on incommensurate substrates, in
the “floating” state, i.e. below the Aubry transition. For
the 1D system, our results are fully consistent with the
theoretical predictions of Ref. [19]. For harmonic chain
interactions, friction is highest when the washboard fre-
quency corresponding to the kick velocity vK resonates
with the dominant vibrational mode induced by the in-
commensurate substrate. For vK chosen off-resonance,
a low-friction state is possible, where the system slides
seemingly indefinitely, with only a small subset of the
system vibrational modes showing any activity. As was
already known [19], the low-friction state can only survive
in sufficiently small systems, such that the vibrational
spectrum remains discrete. One insight of this work is
that, in addition, the interactions must be sufficiently
harmonic, since anharmonicity will also destroy the low-
friction state. A further insight is that the low-friction
state is already partially thermalized, the kinetic energies
of the active vibrational modes being well described by
a modified Maxwell-Boltzmann factor. Thermal fluctu-
ations (i.e. randomness) are thus already present, which
could imply that the low-friction state unavoidably has
a finite lifetime.
In 2D, for the system size considered here, a low-
friction state where the system slides indefinitely, was
not observed. This is consistent with Ref. [14], where
it was also found that true 2D models typically equili-
brate, rather than slide, even when the system size is
small. Instead, we find that partially thermalized states
are possible, with only a few active vibrational modes,
but where the center of mass velocity has already de-
8cayed to zero. These partially thermalized states can
occur when the system is kicked with an off-resonance
velocity, and for harmonic interactions. In line with the
1D system, the kinetic energies of the active modes are
Maxwell-Boltzmann distributed, so thermal fluctuations
already manifest themselves. For anharmonic interac-
tions, the partially thermalized state is also observed, but
here its duration is very brief, full thermalization setting
in quickly.
For both the 1D and 2D periodic sliders, but without
defects, the vibrational modes that initially get excited
correspond to the dominant spatial modulation induced
by the incommensurate substrate and higher harmonics.
In the presence of point defects, but still with periodic
boundaries, only the dominant spatial modulation gets
excited, the coupling to higher harmonics then appears
lost. An even more striking effect is observed for sliders
with edges: In this case, initial mode activity may instead
commence at spatial modulations corresponding to the
radius of the slider, the degree of which is controlled by
the edge stiffness.
Regarding applications, for which a true low-friction
state with indefinite sliding is likely of most interest, the
sobering news is that the system parameters must be very
carefully chosen: highly harmonic interactions, small sys-
tems, defect-free. However, even if these conditions can-
not be perfectly met, there is still the option to reduce
friction, for example by tuning the mechanical properties
of the slider edge. Interestingly, a recent publication [34]
also identifies the importance of edges concerning static
friction, so their relevance seems to extend beyond the
purely dynamic scenarios considered here.
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Appendix A: MD implementation details
Both the 1D and 2D model can be implemented in
LAMMPS [32] using mainly standard features (the ex-
ception is the anharmonic bond potential of Eq. (1), for
which we modified an existing bond style). All data were
obtained in the microcanonical ensemble (fix nve,
timestep 0.001). For the rigid flake, fix rigid/nve
was used to implement the rigid edge. The essential sim-
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FIG. 9. a) FBZ of the hexagonal lattice. b) Longitudinal
dispersion along the line ΓM .
ulation output is the trajectory, i.e. particle positions and
velocities as a function of time, from which all quantities
of interest can be computed. For the computation of the
hessian and eigenmodes, a dedicated C-code was used,
based on LAPACK. This code was also used to process
the MD trajectory, in order to obtain the mode kinetic
energy and amplitude.
Appendix B: Coherent distribution
In the strict absence of phonon scattering, the quantity
~vi(t) · ~ξk,i in Eq. (3) is a periodic function at the eigen-
frequency ωk, implying for the kinetic energy Kk(t) =
K0,k cos
2(ωkt+ φk), with amplitude K0,k, and phase φk.
Converting the time series signal Kk(t) into a histogram,
the inverse height of the bin corresponding to the energy
value Kk will be given by
1
H(Kk)
∝
∣∣∣∣dKkdt
∣∣∣∣ ∝√Kk(K0,k −Kk) ≈ c√Kk, (B1)
with c a constant, and where the approximation refers
to the limit of small Kk, which Eq. (5) uses. If one does
not make this approximation, then the histogram H(Kk)
will actually reveal two peaks, at Kk = 0,K0,k. For the
1D chain without the external field, which then is a true
harmonic system where phonon scattering is strictly ab-
sent, this is indeed what one observes. However, in the
presence of the external field (induced by the static ob-
stacles), we never observed the second high-energy peak,
since this peak is then exponentially suppressed by the
Maxwell-Boltzmann factor.
Appendix C: Dispersion relation hexagonal lattice
With the hexagonal sliding lattice oriented in the (xy)-
coordinate system as shown in Fig. 1(a), the first Bril-
louin zone (FBZ) is a hexagon oriented as shown in
Fig. 9(a), where ΓM = 2pi/(
√
3 a) indicates the +30o
propagation direction. Fig. 9(b) shows the longitudinal
10
dispersion along ΓM , with ω expressed in the units of
our model. The dispersion relation was computed nu-
merically using equations provided in Ref. [35]. For val-
ues of k outside the interval ΓM , one uses the periodic
even extension of the dispersion relation to obtain the
frequency.
