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A note on extensions of multilinear maps defined on
multilinear varieties
W. T. Gowers†and L. Milic´evic´‡
Abstrat
Let G1, . . . , Gk be finite-dimensional vector spaces over a finite field F. A multilinear
variety of codimension d is a subset of G1× . . .×Gk defined as the zero set of d forms,
each of which is multilinear on some subset of the coordinates. A map φ defined
on a multilinear variety B is multilinear if for each coordinate d and all choices of
xi ∈ Gi, i 6= d, the restriction map y 7→ φ(x1, . . . , xd−1, y, xd+1, . . . , xk) is linear
where defined. In this note, we show that a multilinear map defined on a multilinear
variety of codimension d coincides on a multilinear variety of codimension dO(1) with
a multilinear map defined on the whole of G1 × . . .×Gk.
§1 Introdution
In [2], the authors proved a quantitative version of the inverse theorem for the Gowers U4 norm
over finite fields. The proof depended on a series of results about maps that have bilinear behaviour
on subsets of Fnp , which included he following theorems. In the statements, G1, G2, H are finite-
dimensional vector spaces over Fp and ω = e
2pii/p.
Theorem 1 (Theorem 7.7 in [2]). Suppose that r ≥ 20d and that β : G1×G2 → F
d
p is a bilinear map
that satisfies Ex∈G1,y∈G2 ω
λ·β(x,y) ≤ p−r for all λ ∈ Fdp \ {0}. Let D = {(x, y) ∈ G1×G2 : β(x, y) = 0}.
Let φ : D → H be a bilinear map, in the sense that for each x ∈ G1, the map φx· : {y ∈ G2 : (x, y) ∈
D} → H given by y 7→ φ(x, y) is linear, and the analogous statement holds for the second coordinate.
Then there is bilinear map Φ : G1 ×G2 → H such that Φ(x, y) = φ(x, y) for all (x, y) ∈ D.
The condition on β in the above theorem is equivalent to the statement that the bilinear form λ.β
has rank at least r for every non-zero λ ∈ Fdp. Without it, the conclusion is not necessarily true, but
the next theorem tells us that if the condition does not hold, then we can pass to small-codimensional
subspaces where it does.
Theorem 2 (Theorem 5.2 in [2]). Let β : G1×G2 → F
d
p be a bilinear map and let r be a positive integer.
Then, there are subspaces V1 ≤ G1, V2 ≤ G2 of codimension at most rd such that Ex∈V1,y∈V2 ω
λ·β(x,y) ≤
p−r for all λ ∈ Fdp \ {0}.
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Let us say that a set of the form {(x, y) ∈ G1 × G2 : α(x) = 0, β(y) = 0, γ(x, y) = 0} for linear
maps α : G1 → F
t1
p , β : G2 → F
t2
p and bilinear map γ : G1 × G2 → F
t3
p is a bilinear variety of
codimension t = t1 + t2 + t3. We may combine the two theorems above into a single result.
Corollary 3. Let β : G1 ×G2 → F
d
p be a bilinear map, let D = {(x, y) ∈ G1 ×G2 : β(x, y) = 0}, and
let φ : D → H be a bilinear map in the sense of Theorem 1. Then there is a bilinear variety B ⊂ D
of codimension O(d2) and a bilinear map Φ : G1 ×G2 → H such that φ agrees with Φ on B.
As we have mentioned, bilinear maps defined on a bilinear variety in general cannot in general
be extended to global bilinear maps, so Corollary 3 is best we can hope for in a qualitative sense.
For a simple example of a non-extendable map, take the variety B = {(x1, x2; y1, y2) ∈ F
2
p × F
2
p :
x1y1 − x2y2 = 0}. We may partition B into sets Z,Bλ, where λ ∈ Fp \ {0}, defined by
Z ={(0, 0; y1, y2) : y1, y2 ∈ Fp} ∪ {(x1, x2; 0, 0) : x1, x2 ∈ Fp}
∪ {(0, x2; y1, 0) : x2, y1 ∈ Fp} ∪ {(x1, 0; 0, y2) : x1, y2 ∈ Fp}
and
Bλ = {(λx, x; y, λy) : x, y ∈ Fp \ {0}}.
Let f : Fp \ {0} → Fp be any map. Define a map φ : B → Fp by φ(x1, x2; y1, y2) = 0, when
(x1, x2; y1, y2) ∈ Z, and φ(x1, x2; y1, y2) = f(λ)x2y1, when (x1, x2; y1, y2) ∈ Bλ, λ 6= 0. It is easy to
check that φ is a bilinear map on B for any choice of f .
To see that φ cannot be extend to a global bilinear map, it suffices to show that the restriction
ψ : {(x, x) : x ∈ Fp} → Fp defined by ψ(x, x) = φ(x, 1; 1, x), cannot be extended to a biaffine map
on Fp × Fp for some f . Observe that ψ(x, x) = f(x) when x 6= 0, and ψ(0, 0) = 0, so there are p
p−1
different ψ we may get, while there are only p4 biaffine maps on Fp × Fp.
The aim of this note is to generalize Corollary 3 to the multivariate case. Let F be a finite field,
which we shall regard as fixed, and now let G1, . . . , Gk be vector spaces over F. We define a multilinear
variety of codimension d in G1 × . . . × Gk to be a set of the form {(x1, . . . , xk) ∈ G1 × . . . × Gk :
(∀i ∈ [d])βi(xIi) = 0}, where the maps βi :
∏
j∈Ii
Gj → F are multilinear forms for i ∈ [d]. Our main
theorem is the following.
Theorem 4. For each positive integer k there are constants Ck, Dk such that the following statement
holds. Let B be a multilinear variety of codimension d in G1 × . . . × Gk and let φ : B → H be a
multilinear map to a vector space H over F. Then, there is a global multilinear map Φ : G1×. . .×Gk →
H such that the set
{
(x1, . . . , xk) ∈ B : Φ(x1, . . . , xk) = φ(x1, . . . , xk)
}
contains a multilinear variety
of codimension at most Ckd
Dk .
Note that the constants Ck and Dk do not depend on the cardinality of F.
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This result relies crucially on power-type bounds for partition rank in terms of analytic rank, which
were independently proved by Janzer [4] and the second author [8]. (The relevant definitions and a
precise statement of the result will be given at the end of §2.) Let us also note that Kazhdan and
Ziegler generalized Theorem 1 in [5], but their result, like Theorem 1, has the crucial assumption that
the domain of the given map is a variety of high rank. However, in higher dimensions, finding a high
rank subvariety inside the given variety leads to significantly worse bounds than those in Theorem 4.
Acknowledgements. The second author would like to acknowledge the support of the Ministry of
Education, Science and Technological Development of the Republic of Serbia, Grant ON174026.
§2 Preliminaries
Let f = |F|. We recall the following notational conventions, definitions and proposition from [8].
Notation. In the rest of the paper, we use the following abbreviations in situations where we have
many indices appearing in predictable patterns. Given a sequence x1, . . . , xm, we shall denote it by
x[m], and more generally if I ⊂ [m] then we shall write xI for the subsequence with indices that run
through I. We shall do the same for products of the spaces Gi as well: G[k] will stand for
∏
i∈[k]Gi
and GI for
∏
i∈I Gi. For example, instead of writing α :
∏
i∈I Gi → F and α(xi : i ∈ I), we write
α : GI → F and α(xI). Also, we refer to the zero set of a multiaffine map α : G[k] → H , where
H is a vector space over F, as a variety, and the codimension of a variety is dimH . Another con-
vention we adopt is that we write Ex, without specifying the set from which x is taken, when this
causes no confusion. Frequently we shall consider ‘slices’ of sets S ⊂ G[k], by which we mean sets
SxI = {y[k]\I ∈ G[k]\I : (xI , y[k]\I) ∈ S}, for I ⊂ [k], xI ∈ GI . (Here (xI , y[k]\I) denotes not the
concatenation of the two sequences but the sequence w[k], where wi = xi when i ∈ I and wi = yi
when i ∈ [k] \ I.) Occasionally, we might have a single element z ∈ Gi instead of xI , and in this case
we write Si:z for the resulting slice, since the direction i is not clear from the notation z, unlike in the
case of xI . In other words, Si:z is the set {y[k]\{i} : (z, y[k]\{i}) ∈ S} (with a similar interpretation of
(z, y[k]\{i})). Finally, for each vector space Gi, fix a dot product. We need this for the characterization
of linear forms on Gi – each linear form φ : Gi → F takes the form φ(x) = x·u for some element u ∈ Gi.
Define a graph G with vertex set G[k] by putting edges between points that differ in a single
coordinate. We say that a set S ⊂ G[k] is connected if the induced graph G[S] is connected. The
diameter of S is the largest distance between two vertices in the graph G[S]. In the rest of the paper,
we fix a non-trivial multiplicative character χ : F→ C.
Proposition 5 (One-sided regularity lemma [8]). Write ck = 4(k + 1). Let ρ : G[k] → F and
βi : GIi → F (i = 1, 2, . . . , r) be multilinear maps. Let I = {i ∈ [r] : Ii = [k]}. Suppose that
E
x1,...,xk
χ
(
ρ(x[k])−
∑
i∈I
λiβi(x[k])
)
≤ η = f−ck(r+1),
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for any choice of λ ∈ FI. Then the set of x[k] ∈ G[k] for which ρ(x[k]) 6= 0 and βi(xIi) = 0 for
i = 1, 2, . . . , r is connected and has diameter at most (2k + 1)(2k − 1).
Corollary 6. Let ρ, β1, . . . , βr be as in Proposition 5. Let x[k], y[k] ∈ G[k] be such that ρ(x[k]), ρ(y[k]) 6= 0
and βi(xIi) = βi(yIi) = 0 for all i ∈ [r]. Then, there are points q
0
[k], q
1
[k], . . . , q
s
[k] ∈ G[k] with the following
properties.
• Any two consecutive points differ in exactly one coordinate.
• The first point q0[k] is equal to x[k], and the last point q
s
[k] is equal to (λ1y1, . . . , λkyk), for some
non-zero λ1, . . . , λk ∈ F.
• The number s is at most (2k + 1)(2k − 1).
• We have ρ(q0[k]) = ρ(q
1
[k]) = · · · = ρ(q
s
[k]) and βj(q
i
Ij
) = 0 for all i ∈ [0, s], j ∈ [r].
Proof. By Proposition 5 the set {x[k] ∈ G[k] : (∀i ∈ [r])βi(xIi) = 0, ρ(x[k]) 6= 0} is connected and of
diameter at most (2k + 1)(2k − 1). Hence, there is a sequence q0[k], q
1
[k], . . . , q
s
[k] ∈ G[k] that satisfies
the first three of the listed properties, ρ(q0[k]), . . . , ρ(q
s
[k]) 6= 0 and βj(q
i
Ij
) = 0 for all i ∈ [0, s], j ∈ [r].
By induction on t ∈ [0, s], we show that there is a sequence p0[k], p
1
[k], . . . , p
s
[k] ∈ G[k] that satisfies the
first three of the listed properties, where we relax the first property to allow consecutive points to be
equal, and that also satisfies a modified version of the last property, namely that ρ(p0[k]) = ρ(p
1
[k]) =
· · · = ρ(pt[k]) 6= 0, ρ(p
t+1
[k] ), . . . , ρ(p
s
[k]) 6= 0, and βj(p
i
Ij
) = 0 for all i ∈ [0, s], j ∈ [r]. For t = 0, we may
take pi[k] = q
i
[k]. Assume now that the claim holds for some t < s, and let p
0
[k], . . . , p
s
[k] be the sequence
so far. Then, points pt[k] and p
t+1
[k] differ in a single coordinate, say c ∈ [k]. Let λ ∈ F \ {0} be such
that ρ(pt[k]) = λρ(p
t+1
[k] ). Modify all points p
t+1
[k] , . . . , p
s
[k] by multiplying their c-coordinate by λ. It is
easy to check that the modified sequence satisfies all the properties.
Once we have a sequence for t = s, remove points that are equal to their predecessor to finish the
proof.
We shall also need to know that the set considered in the results above is necessarily non-empty.
To prove this we need two simple lemmas.
Lemma 7 (Lemma 11 [8]). Let B ⊂ G[k] be a non-empty variety of codimension d. Then |B|≥
f−kd|G[k]|.
Lemma 8 (Lovett, Lemma 2.1 [7]). Suppose that α : G[k] → F is a multiaffine form with multilinear
part αlin. Then ∣∣∣ E
x[k]
χ(α(x[k]))
∣∣∣ ≤ E
x[k]
χ(αlin(x[k])).
To save space, given multilinear forms β1, . . . , βr and λ ∈ F
r, we shall write λ ·β for the multilinear
form
∑
i∈[r] λiβi.
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Lemma 9. Let ρ, β1, . . . , βr : G[k] → F be multilinear forms and let m ∈ N be such that for all choices
of λ ∈ Fr,
E
x[k]
χ
(
ρ(x[k]) + (λ · β)(x[k])
)
< f−k(r+m).
Then for any multilinear forms γi : GIi → F, ∅ 6= Ii ( [k], i = 1, 2, . . . , m, we may find x[k] ∈ G[k]
such that
• ρ(x[k]) = 1,
• (∀i ∈ [r]) βi(x[k]) = 0, and
• (∀i ∈ [m]) γi(xIi) = 0.
Proof. Suppose that, on the contrary, whenever a point x[k] satisfies βi(x[k]) = 0 for all i ∈ [r] and
γi(xIi) = 0 for all i ∈ [m], then ρ(x[k]) = 0. The set of such points is a Bohr variety of codimension
at most k +m, so by Lemma 7,
f−k(r+m) ≤ E
x[k]
1
(
(∀i ∈ [r]) βi(x[k]) = 0 ∧ (∀i ∈ [m]) γi(xIi) = 0
)
= E
x[k]
χ(ρ(x[k]))1
(
(∀i ∈ [r]) βi(x[k]) = 0 ∧ (∀i ∈ [m]) γi(xIi) = 0
)
= E
x[k]
E
λ∈Fr, µ∈Fm
χ
(
ρ(x[k]) + (λ · β)(x[k]) +
∑
i∈[m]
µiγi(xIi)
)
≤ E
λ∈Fr , µ∈Fm
∣∣∣ E
x[k]
χ
(
ρ(x[k]) + (λ · β)(x[k]) +
∑
i∈[m]
µiγi(xIi)
)∣∣∣.
By Lemma 8, this is at most Eλ∈Fr
∣∣∣Ex[k] χ
(
ρ(x[k]) + (λ · β)(x[k])
)∣∣∣, which by hypothesis is less than
f−k(r+m). This is a contradiction, so the lemma is proved.
The purpose of the next lemma is to enable us to deduce the value that φ takes at certain points
in a situation where, because φ is not defined everywhere, one cannot straightforwardly expand and
use bilinearity.
Lemma 10. Let U ≤ G1 and V ≤ G2 be subspaces and let β : G1 × G2 → F
r and ρ : G1 × G2 → F
be bilinear. Let B = {(x, y) ∈ U × V : β(x, y) = 0} and let B0 = {(x, y) ∈ B : ρ(x, y) = 0}. Let
(x, y), (z, w), (u, v) ∈ B be points such that ρ(x, y) = ρ(z, w) = ρ(u, v) = 1 and ρ = 0 for all other
points in {x, z, u} × {y, w, v}. Let φ : B0 → H be a bilinear map. Then, for all l ∈ F, we have
φ(x− lz, ly + w) = φ(x− z, y + w) + (l − 1)φ(x− u, y + v)− (l − 1)φ(z − u, w + v)
− (l − 1)φ(x, v)− (l2 − 1)φ(z, y) + (l − 1)φ(u, y) + (l − 1)φ(z, v)− (l − 1)φ(u, w).
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Also,
φ(x− lz, ly + w) = lφ(x− u, y + v)− lφ(z − u, w + v)
+ φ(x, w)− lφ(x, v)− l2φ(z, y) + lφ(u, y) + lφ(z, v)− lφ(u, w). (1)
Remark. Here and in the rest of the paper, whenever φ is a map with domain D and we write an
expression of the form φ(p), we are tacitly stating that the point p lies in D.
Proof. Note first that our hypotheses imply that all the points where we evaluate φ do indeed belong
to B0. We prove the claim by induction on l. For l = 1, the claim is easy to check. Assume now that
it holds for some l − 1. Then
φ(x− lz, ly + w) =φ(x− lz, ly + w + v)− φ(x, v) + lφ(z, v)
=φ(x− (l − 1)z − u, ly + w + v)− φ(z − u, ly + w + v)− φ(x, v) + lφ(z, v)
=φ(x− (l − 1)z − u, ly + w + v)− φ(z − u, w + v)− lφ(z, y) + lφ(u, y)− φ(x, v) + lφ(z, v)
=φ(x− (l − 1)z − u, (l− 1)y + w) + φ(x− (l − 1)z − u, y + v)− φ(z − u, w + v)
− lφ(z, y) + lφ(u, y)− φ(x, v) + lφ(z, v)
=φ(x− (l − 1)z − u, (l− 1)y + w) + φ(x− u, y + v)− (l − 1)φ(z, y)− (l − 1)φ(z, v)
− φ(z − u, w + v)− lφ(z, y) + lφ(u, y)− φ(x, v) + lφ(z, v)
=φ(x− (l − 1)z, (l − 1)y + w)− (l − 1)φ(u, y)− φ(u, w) + φ(x− u, y + v)
− (l − 1)φ(z, y)− (l − 1)φ(z, v)− φ(z − u, w + v)
− lφ(z, y) + lφ(u, y)− φ(x, v) + lφ(z, v)
=φ(x− (l − 1)z, (l − 1)y + w) + φ(x− u, y + v)− φ(z − u, w + v)
− φ(x, v)− (2l − 1)φ(z, y) + φ(u, y) + φ(z, v)− φ(u, w)
=φ(x− z, y + w) + (l − 1)φ(x− u, y + v)− (l − 1)φ(z − u, w + v)
− (l − 1)φ(x, v)− (l2 − 1)φ(z, y) + (l − 1)φ(u, y) + (l − 1)φ(z, v)− (l − 1)φ(u, w),
where we applied the induction hypothesis in the last line.
To deduce the second equality in the statement, use the first equality with l = 0 to write φ(x −
z, y + w) in terms of other summands.
Finally, we shall also need polynomial bounds for partition rank in terms of analytic rank, whose
definitions we now recall. Let α : G[k] → F be a multlinear form.
The partition rank of α, introduced by Naslund in [9], is the smallest r such that α can be writ-
ten in the form α(x[k]) =
∑
i∈[r] βi(xIi)γi(x[k]\Ii), for further multilinear forms βi : GIi → F and
γi : G[k]\Ii → F, where ∅ 6= Ii 6= [k]. The analytic rank of α, introduced by Gowers and Wolf in [3], is
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defined to be the quantity − logf Ex[k] ω
α(x[k]).
When k = 2, it is straightforward to check that both the partition rank and the analytic rank
are equal to the rank of α in the usual linear-algebraic sense. However, when k ≥ 3 the situation is
more complicated, partly because there are many competing algebraic definitions of rank. The fact
that partition rank can be bounded in terms of analytic rank was proved by Bhowmick and Lovett
in [1], where they obtained Ackermannian bounds. As was very recently proved, one may in fact take
polynomial bounds.
Theorem 11 (Janzer [4], Milic´evic´ [8]). For every positive integer k ≥ 2, there are constants C =
Cranksk , D = D
ranks
k > 0 with the following property. Suppose that α : G[k] → F is a multilinear form of
analytic rank r. Then the partition rank of α is at most C(rD + 1).
Note that the proof in [8] yields constants Ck and Dk that do not depend on the cardinality of the
field F. In the special case of polynomials on a single vector space, this was conjectured by Kazhdan
and Ziegler [5], [6].
§3 Extending multilinear maps using one-sided regularity
When two points x[k], y[k] ∈ G[k] differ in a single coordinate, say d, we write (x ⊖ y)[k] for the
point with coordinates (x⊖ y)i = xi = yi, when i 6= d, and (x ⊖ y)d = xd − yd. Notice that if B is a
multilinear variety, then whenever x[k], y[k] ∈ B differ in a single coordinate, the point x ⊖ y belongs
to B as well.
Theorem 12. Let ρ : G[k] → F and βi : GIi → F, i ∈ [m] be multilinear forms. Write I = {i ∈ [m] :
Ii = [k]}. Let B = {x[k] ∈ G[k] : (∀i ∈ [m]) βi(xIi) = 0} and let B
0 = {x[k] ∈ B : ρ(x[k]) = 0}. Let H
be another F-vector space and let φ : B0 → H be a multilinear map, i.e., a map such that whenever
x[k], y[k] ∈ B
0 differ in a single coordinate then φ(x⊖ y) = φ(x)− φ(y). Suppose that for each λ ∈ FI
E
x[k]
χ
(
ρ(x[k]) +
∑
i∈I
λiβi(x[k])
)
<
1
2k2
f−(2k
2+k+1)(m+1)22k+3 . (2)
Then, for each z[k] ∈ B \ B
0 and h0 ∈ H, there is a unique multilinear map φ
ext : B → H such that
φext|B0 = φ and φ
ext(z[k]) = h0.
Remark. The theorem says that if ρ is sufficiently quasirandom with respect to the other forms
βi, then we may uniquely extend φ to the larger variety B that we obtain by removing ρ from the
definition of the domain of φ. This observation is crucial and it allows us to avoid strong assumptions
such as the domain variety having high rank (as in the result of Kazhdan and Ziegler).
The proof splits up into several stages. We begin by explaining how the map φext is defined.
To simplify the writing slightly, we assume that ρ(z[k]) = 1, which we may do without loss of
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generality. Let x[k] ∈ B \ B
0 be given. By Corollary 6 there is a sequence z[k] = q
0
[k], q
1
[k], . . . ,
qs[k] = (λ1x1, . . . , λkxk) ∈ G[k] with the properties stated in the conclusion of that corollary, the fourth
of which gives us that ρ(qs[k]) = 1 and therefore that ρ(x[k]) =
∏
i∈[k] λ
−1
i . For an integer s, we call
a sequence that satisfies the first, second and fourth properties of the corollary s-good if s ≤ s. In
particular, the corollary says that there is always a (2k + 1)(2k − 1)-good sequence.
Assume for a moment that φext : B → H is a multilinear map that extends φ. Then, since each
(qi+1 ⊖ qi)[k] ∈ B
0, we must have
φext(x[k]) =
(∏
i∈[k]
λ−1i
)
φext(qs[k])
=ρ(x[k])φ
ext(qs[k])
=ρ(x[k])
(
φext(qs[k] ⊖ q
s−1
[k] ) + φ
ext(qs−1[k] )
)
=ρ(x[k])
(
φext(qs[k] ⊖ q
s−1
[k] ) + · · ·+ φ
ext(q1[k] ⊖ q
0
[k]) + φ
ext(q0[k])
)
=ρ(x[k])
(
φ(qs[k] ⊖ q
s−1
[k] ) + · · ·+ φ(q
1
[k] ⊖ q
0
[k]) + h0
)
.
From this we see that if φext exists, it has to be unique.
We use this observation to define the map φext. For each x[d] ∈ B\B
0, we use Corollary 6 to choose
a sequence q0[k] = z[k], q
1
[k], q
2
[k], . . . , q
s
[k] = (λ1x1, . . . , λkxk) in B \ B
0 such that ρ is equal at all points,
any two consecutive points differ in exactly one coordinate, and λ1, . . . , λk are non-zero elements of F
and s ≤ s = (2k + 1)(2k − 1) + 1. (The addition of 1 to the bound in Corollary 6 is intentional here:
it will simplify the proof that the map φext we are defining is multilinear.) We then take φext(x[k]) to
be
ρ(x[k])
(
φ(qs[k] ⊖ q
s−1
[k] ) + · · ·+ φ(q
1
[k] ⊖ q
0
[k]) + h0
)
, (3)
If x[d] ∈ B
0, then we simply set φext(x[k]) = φ(x[k]).
It remains to show that φext is well-defined and multilinear.
3.1. The extension map is well-defined.
Let q0[k] = z[k], q
1
[k], . . . , q
s
[k] = (λ1x1, . . . , λkxk) and p
0
[k] = z[k], p
1
[k], . . . , p
t
[k] = (µ1x1, . . . , µkxk) be two
s-good sequences. In particular,
∏
i∈[k] λi =
∏
i∈[k] µi 6= 0. We need to show that
φ(qs[k] ⊖ q
s−1
[k] ) + · · ·+ φ(q
1
[k] ⊖ q
0
[k]) + φ(p
0
[k] ⊖ p
1
[k]) + · · ·+ φ(p
t−1
[k] ⊖ p
t
[k]) = 0.
As a slight digression, we note that if φ were a global multilinear map, then this would be trivial
to prove, since φ(qs[k] ⊖ q
s−1
[k] ) could be split as φ(q
s
[k]) − φ(q
s−1
[k] ), and so on, and φ(q
s
[k]) = φ(p
t
[k]).
We mimic this proof, by using Lemma 9 to find a point ‘orthogonal’ to the sequence qi[k]. First we
prove the following claim that exploits the properties of such a point (and explains the meaning of
‘orthogonality’ we have in mind).
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In the proof below, and in subsequent arguments, when we write an expression of the form(
(ai)i∈F , (bi)i∈E\F
)
, it should be understood as the sequence (ci)i∈E such that ci = ai when i ∈ F and
ci = bi when i ∈ E \ F .
Proposition 13. Let q0[k] = z[k], q
1
[k], . . . , q
s
[k] = (λ1x1, . . . , λkxk) be an s-good sequence and let ν1, . . . , νk ∈
F be non-zero scalars such that
∏
i∈[k] νi ·
∏
i∈[k] λi = 1. Let e[k] ∈ G[k] be a point that satisfies the
conditions
• ρ(e[k]) = −1,
• (∀∅ 6= I ( [k])(∀i ∈ [0, s]) ρ(eI , q
i
[k]\I) = 0,
• (∀i ∈ [0, s])(∀j ∈ [m])(∀∅ 6= J ⊂ Ij) βj(eJ , q
i
Ij\J
) = 0.
Then
φ(qs[k] ⊖ q
s−1
[k] ) + · · ·+ φ(q
1
[k] ⊖ q
0
[k]) =
(∏
i∈[k]
λi
)
φ
(
x1 + ν1e1, . . . , xk + νkek
)
− φ
(
z1 + ν1λ1e1, . . . , zk + νkλkek
)
−
∑
∅6=I([k]
(∏
i∈[k]
λi
)
φ
(
(νiei)i∈I , (xi)i∈[k]\I
)
+
∑
∅6=I([k]
φ
(
(λiνiei)i∈I , (zi)i∈[k]\I
)
.
Proof. Suppose that qi+1[k] and q
i
[k] differ in coordinate d. Then
φ((qi+1 ⊖ qi)[k]) = φ
(
qi[d−1], q
i+1
d − q
i
d, q
i
[d+1,k]
)
= φ
(
qi1 + ν1λ1e1, q
i
[2,d−1], q
i+1
d − q
i
d, q
i
[d+1,k]
)
− φ
(
ν1λ1e1, q
i
[2,d−1], q
i+1
d − q
i
d, q
i
[d+1,k]
)
= φ
(
qi1 + ν1λ1e1, q
i
[2,d−1], q
i+1
d − q
i
d, q
i
[d+1,k]
)
− φ
(
ν1λ1e1, q
i+1
[2,k]
)
+ φ
(
ν1λ1e1, q
i
[2,k]
)
= φ
(
qi1 + ν1λ1e1, q
i
2 + ν2λ2e2, q
i
[3,d−1], q
i+1
d − q
i
d, q
i
[d+1,k]
)
− φ
(
qi1 + ν1λ1e1, ν2λ2e2, q
i+1
[3,k]
)
+ φ
(
qi1 + ν1λ1e1, ν2λ2e2, q
i
[3,k]
)
− φ
(
ν1λ1e1, q
i+1
[2,k]
)
+ φ
(
ν1λ1e1, q
i
[2,k]
)
.
Repeating this argument once for each coordinate apart from the dth and using the fact that qij = q
i+1
j
whenever j 6= d, we arrive at the expression
φ
(
qi1 + ν1λ1e1, . . . , q
i
d−1 + νd−1λd−1ed−1, q
i+1
d − q
i
d, q
i
d+1 + νd+1λd+1ed+1, . . . , q
i
k + νkλkek
)
−
∑
j∈[d−1]
φ
(
qi+11 + ν1λ1e1, . . . , q
i+1
j−1 + νj−1λj−1ej−1, νjλjej , q
i+1
[j+1,d−1], q
i+1
d , q
i+1
[d+1,k]
)
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+
∑
j∈[d−1]
φ
(
qi1 + ν1λ1e1, . . . , q
i
j−1 + νj−1λj−1ej−1, νjλjej , q
i
[j+1,d−1], q
i
d, q
i
[d+1,k]
)
−
∑
j∈[d+1,k]
φ
(
qi+11 + ν1λ1e1, . . . , q
i+1
d−1 + νd−1λd−1ed−1, q
i+1
d , q
i+1
d+1 + νd+1λd+1ed+1, . . . ,
qi+1j−1 + νj−1λj−1ej−1, νjλjej, q
i+1
[j+1,k]
)
+
∑
j∈[d+1,k]
φ
(
qi1 + ν1λ1e1, . . . , q
i
d−1 + νd−1λd−1ed−1, q
i
d, q
i
d+1 + νd+1λd+1ed+1, . . . ,
qij−1 + νj−1λj−1ej−1, νjλjej, q
i
[j+1,k]
)
.
Expanding this out gives
φ
(
qi+11 + ν1λ1e1, . . . , q
i+1
d−1 + νd−1λd−1ed−1, q
i+1
d + νdλded, q
i+1
d+1 + νd+1λd+1ed+1, . . . , q
i+1
k + νkλkek
)
− φ
(
qi1 + ν1λ1e1, . . . , q
i
d−1 + νd−1λd−1ed−1, q
i
d + νdλded, q
i
d+1 + νd+1λd+1ed+1, . . . , q
i
k + νkλkek
)
−
∑
∅6=I⊂[k]\{d}
φ
(
(λjνjej)j∈I , (q
i+1
j )j∈[k]\I
)
+
∑
∅6=I⊂[k]\{d}
φ
(
(λjνjej)j∈I , (q
i
j)j∈[k]\I
)
To see why, note that the first term on the left-hand side expands to the first two terms on the
right-hand side. And after that, each set I arises from the expansion of the jth summand in one of
the sums on the left-hand side only when j = max I.
Using this, and writing di ∈ [k] for the direction where q
i
[k] and q
i−1
[k] differ for i ∈ [s], we obtain a
telescoping sum from the first two terms, and therefore find that
φ(qs[k] ⊖ q
s−1
[k] ) + · · ·+ φ(q
1
[k] ⊖ q
0
[k]) = φ
(
qs1 + ν1λ1e1, . . . , q
s
k + νkλkek
)
− φ
(
q01 + ν1λ1e1, . . . , q
0
k + νkλkek
)
−
∑
∅6=I([k]
∑
i∈[1,s]
di /∈I
φ
(
(λjνjej)j∈I , (q
i
j)j∈[k]\I
)
+
∑
∅6=I([k]
∑
i∈[0,s−1]
di+1 /∈I
φ
(
(λjνjej)j∈I , (q
i
j)j∈[k]\I
)
,
= φ
(
qs1 + ν1λ1e1, . . . , q
s
k + νkλkek
)
− φ
(
q01 + ν1λ1e1, . . . , q
0
k + νkλkek
)
−
∑
∅6=I([k]
φ
(
(λiνiei)i∈I , (q
s
i )i∈[k]\I
)
+
∑
∅6=I([k]
φ
(
(λiνiei)i∈I , (q
0
i )i∈[k]\I
)
,
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and the claim follows after recalling that q0[k] = z[k] and q
s
[k] = (λ1x1, . . . , λkxk).
To complete the proof that φext is well defined, we shall need a point e[k] with slightly stronger
properties than the ones used in Proposition 13. The first property is the same, the second and third
are the same but now for two s-good sequences rather than just one, and the fourth is new.
Proposition 14. Given a point z[k] and s-good sequences q
0
[k] = z[k], q
1
[k], . . . , q
s
[k] and p
0
[k] = z[k], p
1
[k], . . . , p
t
[k],
there is a point e[k] that satisfies the following conditions.
(i) ρ(e[k]) = −1.
(ii) (∀∅ 6= I ( [k])(∀i ∈ [0, s]) ρ(eI ; q
i
[k]\I) = 0 and (∀∅ 6= I ( [k])(∀i ∈ [0, t]) ρ(eI ; p
i
[k]\I) = 0.
(iii) (∀i ∈ [0, s])(∀j ∈ [m])(∀∅ 6= J ⊂ Ij) βj(eJ , q
i
Ij\J
) = 0 and (∀i ∈ [0, t])(∀j ∈ [m])(∀∅ 6= J ⊂
Ij) βj(eJ , p
i
Ij\J
) = 0.
(iv) For all pairs of distinct coordinates c1, c2 ∈ [k] and all λ[k]\{c1,c2} ∈ (F \ {0})
[k]\{c1,c2}, µ ∈ FIc1,c2 ,
E
yc1 ,yc2
χ
(
ρ(yc1, yc2, (zj − λjej)j∈[k]\{c1,c2})−
∑
i∈Ic1,c2
µiβi(yc1, yc2, (zj − λjej)j∈Ii\{c1,c2})
)
is at most f−(m+1)2
k+2
, where Ic1,c2 = {i ∈ [m] : c1, c2 ∈ Ii}.
Proof. We begin the proof by using Lemma 9 to find at least one point that satisfies properties (i),
(ii) and (iii). To achieve this, we consider the following multilinear forms.
• For each proper non-empty subset I ( [k] and each i ∈ [0, s] we take the form that maps x[k] to
ρ(xI , q
i
[k]\I).
• For each proper non-empty subset I ( [k] and each i ∈ [0, t] we take the form that maps x[k] to
ρ(xI , p
i
[k]\I).
• For each i ∈ [0, s], each j ∈ [m], and each non-empty proper subset J ⊂ Ij, we take the form
that maps x[k] to βj(xJ , q
i
Ij\J
).
• For each i ∈ [0, t], each j ∈ [m], and each non-empty proper subset J ⊂ Ij , we take the form
that maps x[k] to βj(xJ , p
i
Ij\J
).
Assumption (2) of Theorem 12 implies that for all λ ∈ FI ,
E
x[k]
χ
(
ρ(x[k])−
∑
i∈I
λiβi(x[k])
)
< f−k(m+1)s2
k+1
,
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where I = {i ∈ [m] : Ii = [k]}. Therefore, by Lemma 9 we have at least one point x[k] which evaluates
to zero under all these (after suitable projections) and ρ(x[k]) = −1. But the set of such points is
a non-empty variety of codimension at most (m + 1)s2k+1 + 1, so by Lemma 7, there are at least
f−k(m+1)s2
k+1−k|G[k]| of them.
On the other hand, for each c1, c2 ∈ [k], µ ∈ F
Ic1,c2 , we have
E
x[k]\{c1,c2}
(
E
yc1 ,yc2
χ
(
ρ(yc1 , yc2, x[k]\{c1,c2})−
∑
i∈Ic1,c2
µiβi(yc1, yc2, xIi\{c1,c2})
))
=
∣∣∣ E
x[k]\{c1,c2},yc1 ,yc2
χ
(
ρ(yc1, yc2, x[k]\{c1,c2})−
∑
i∈Ic1,c2
µiβi(yc1, yc2, xIi\{c1,c2})
)∣∣∣,
since the inner expectation on the left-hand side is always a nonnegative real. By Lemma 8, the
right-hand side is at most
E
x[k]
χ
(
ρ(x[k])−
∑
i∈I
µiβi(x[k])
)
,
which, using assumption (2) of Theorem 12 again, is at most
1
2k2
f−k(m+1)s2
k+1−(m+1)2k+2−m−k.
From this we deduce that the set Xc1,c2 ⊂ G[k]\{c1,c2} of points x[k]\{c1,c2} such that for some µ ∈ F
Ic1,c2
E
yc1 ,yc2
χ
(
ρ(yc1 , yc2; x[k]\{c1,c2})−
∑
i∈Ic1,c2
µiβi(yc1, yc2; xIi\{c1,c2})
)
> f−(m+1)2
k+2
has size |Xc1,c2|≤
1
2k2
f−k(m+1)s2
k+1−k|G[k]|. Thus, there is a choice of e[k] such that the properties (i),
(ii) and (iii) hold and for each distinct c1, c2 ∈ [k] and each λ ∈ (F \ {0})
[k]\{c1,c2}, the sequence
(zi − λiei : i ∈ [k] \ {c1, c2}) does not belong to Xc1,c2, which completes the proof.
Next, we exploit the property (iv) to understand how the values of φ(z1+λ1e1, . . . , zk+λkek) are
related for different values of λ[k] ∈ (F \ {0})
[k].
Proposition 15. Suppose that z[k] and e[k] have the properties listed in Proposition 14. Then, for
any τ, σ ∈ Fk such that
∏
i∈[k] τi =
∏
i∈[k] σi = 1, we have
φ
(
z1 + τ1e1, . . . , zk + τkek
)
−
∑
∅6=I([k]
φ
(
(τiei)i∈I , (zi)i∈[k]\I
)
,
= φ
(
z1 + σ1e1, . . . , zk + σkek
)
−
∑
∅6=I([k]
φ
(
(σiei)i∈I , (zi)i∈[k]\I
)
.
Proof. It suffices to prove the claim for the case when σi = τi for i ∈ [k] \ {c1, c2}, for some pair of
coordinates c1, c2, and σc1 = δτc1 , σc2 = ητc2 , where δη = 1. We shall abuse notation and write ei
12
instead of τiei: since the point (τ1e1, . . . , τkek) satisfies the same properties as e[k], this does not affect
the correctness of the proof. Also, by symmetry, we may assume without loss of generality that c1 = 1
and c2 = 2. Write θ : G[2] → H for the map θ(x, y) = φ(x, y, z3 + e3, . . . , zk + ek). The claim now
reduces to showing that
θ(z1 + e1, z2 + e2)− θ(e1, z2)− θ(z1, e2) = θ(z1 + δe1, z2 + ηe2)− δθ(e1, z2)− ηθ(z1, e2).
By property (iv) of Proposition 14 and by Lemma 9 there are u ∈ G1, v ∈ G2 such that ρ(u, v, z3 +
e3, . . . , zk + ek) = 1, and all other values of maps ρ, β[m] at points among {z1, e1, u} × {z2, e2, v} ×
{(z3 + e3, . . . , zk + ek)}, involving u or v, are zero. Therefore, by Lemma 10 (using statement (1) of
the lemma for the second and fourth equalities)
θ(z1 + δe1, z2 + ηe2)− δθ(e1, z2)− ηθ(z1, e2)
= ηθ(z1 − δ(−e1), δz2 + e2)− δθ(e1, z2)− ηθ(z1, e2)
= η
(
δθ(z1 − u, z2 + v)− δθ(−e1 − u, e2 + v)
+ θ(z1, e2)− δθ(z1, v)− δ
2θ(−e1, z2) + δθ(u, z2) + δθ(−e1, v)− δθ(u, e2)
)
− δθ(e1, z2)− ηθ(z1, e2)
= θ(z1 − u, z2 + v)− θ(−e1 − u, e2 + v)− θ(z1, v) + θ(u, z2) + θ(−e1, v)− θ(u, e2)
= θ(z1 + e1, z2 + e2)− θ(e1, z2)− θ(z1, e2),
as desired.
We now return to the proof that φext is well-defined. Recall that q0[k] = z[k], . . . , q
s = (λ1x1, . . . , λkxk)
and p0[k] = z[k], . . . , p
t = (µ1x1, . . . , µkxk) are two s-good sequences. Apply Proposition 14 to find a
point e[k] ∈ G[k] that has properties described in that proposition. The assumptions of Proposition 13
are satisfied. Applying the proposition twice with νi = λ
−1
i , we obtain
φ(qs[k] ⊖ q
s−1
[k] ) + · · ·+ φ(q
1
[k] ⊖ q
0
[k]) =
(∏
i∈[k]
λi
)
φ
(
x1 + ν1e1, . . . , xk + νkek
)
− φ
(
z1 + ν1λ1e1, . . . , zk + νkλkek
)
−
∑
∅6=I([k]
(∏
i∈[k]
λi
)
φ
(
(νiei)i∈I , (xi)i∈[k]\I
)
+
∑
∅6=I([k]
φ
(
(νiλiei)i∈I , (zi)i∈[k]\I
)
,
and
φ(pt[k] ⊖ p
t−1
[k] ) + · · ·+ φ(p
1
[k] ⊖ p
0
[k]) =
(∏
i∈[k]
µi
)
φ
(
x1 + ν1e1, . . . , xk + νkek
)
− φ
(
z1 + ν1µ1e1, . . . , zk + νkµkek
)
−
∑
∅6=I([k]
(∏
i∈[k]
µi
)
φ
(
(νiei)i∈I , (xi)i∈[k]\I
)
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+
∑
∅6=I([k]
φ
(
(νiµiei)i∈I , (zi)i∈[k]\I
)
.
Our task is to prove that these two expressions are equal. Hence, it suffices to prove that
φ
(
z1 + τ1e1, . . . , zk + τkek
)
−
∑
∅6=I([k]
φ
(
(τiei)i∈I , (zi)i∈[k]\I
)
,
= φ
(
z1 + e1, . . . , zk + ek
)
−
∑
∅6=I([k]
φ
(
(ei)i∈I , (zi)i∈[k]\I
)
,
where τi = µiλ
−1
i . Since
∏
i∈[k] τi = 1, this follows from Proposition 15.
3.2. The extension map is multilinear.
Let x[k], y[k] ∈ B be arbitrary points that differ in a single coordinate. We need to show that
φext(x[k])− φ
ext(y[k]) = φ
ext((x⊖ y)[k]). To begin, we show that φ
ext respects scalar multiplication in
a single coordinate.
Claim 16. Let x[k] ∈ B and let λ ∈ F. Then
φext(x1, . . . , xi−1, λxi, xi+1, . . . , xk) = λφ
ext(x[k]).
Proof. If x[k] ∈ B
0 or λ = 0, we are done, so assume the contrary. By Corollary 6, there is a
(2k + 1)(2k − 1)-good sequence q0[k] = z[k], q
1
[k], . . . , q
s
[k] = (λ1x1, . . . , λkxk). Recall from (3) that φ
ext is
defined by the formula
φext(x[k]) = ρ(x[k])
(
φ(qs[k] ⊖ q
s−1
[k] ) + · · ·+ φ(q
1
[k] ⊖ q
0
[k]) + h0.
)
Noting that the same s-good sequence can be used for (x1, . . . , xi−1, λxi, xi+1, . . . , xk), we find that
φext(x1, . . . , xi−1, λxi, xi+1, . . . , xk) = λρ(x[k])
(
φ(qs[k] − q
s−1
[k] ) + · · ·+ φ(q
1
[k] − q
0
[k]) + h0
)
,
so the claim follows.
To finish the proof that φext is multilinear, we distinguish two cases.
Case 1: at least one of the points x[k], y[k], (x⊖ y)[k] is in B
0.
Observe that (x ⊖ (x ⊖ y))[k] = y[k], and also that (y ⊖ x)[k] is equal to (x ⊖ y)[k] except in the
coordinate where x and y differ, which changes sign. Combining these observations and using the
claim above, we may assume without loss of generality that (x ⊖ y)[k] ∈ B
0, which is equivalent to
the statement that ρ(x[k]) = ρ(y[k]). If ρ(x[k]) = ρ(y[k]) = 0, then the map at all three points equals φ,
which we know to be multilinear. Hence, we may assume that ρ(x[k]) = ρ(y[k]) 6= 0. By Corollary 6
14
there is a (2k+1)(2k−1)-good sequence q0[k] = z[k], . . . , q
s = (λ1y1, . . . , λkyk). But if we add the point
qs+1[k] = (λ1x1, . . . , λkxk), then we get an s-good sequence for x[k] as well, so
φext(x[k]) =ρ(x[k])
(
φ(qs+1[k] ⊖ q
s
[k]) + φ(q
s
[k] ⊖ q
s−1
[k] ) + · · ·+ φ(q
1
[k] ⊖ q
0
[k]) + h0
)
=ρ(x[k])
(∏
i∈[k]
λi
)
φ(x[k] ⊖ y[k]) + ρ(y[k])
(
φ(qs[k] ⊖ q
s−1
[k] ) + · · ·+ φ(q
1
[k] ⊖ q
0
[k]) + h0
)
=φext(x[k] ⊖ y[k]) + φ
ext(y[k]).
Case 2: no point belongs B0.
In this case, we have that ρ(x[k]), ρ(y[k]), ρ((x ⊖ y)[k]) 6= 0. Let d be the coordinate in which x[k]
and y[k] differ. By Corollary 6, there is a (2k + 1)(2
k − 1)-good sequence q0[k] = z[k], q
1
[k], . . . , q
s
[k] =
(λ1x1, . . . , λkxk). Define points
p1[k] = (λ1x1, . . . , λd−1xd−1, µyd, λd+1xd+1, . . . , λkxk)
and
p2[k] = (λ1x1, . . . , λd−1xd−1, ν(xd − yd), λd+1xd+1, . . . , λkxk),
where λ, µ are such that ρ(y[k]) = µ
−1
∏
i∈[k]\{d} λ
−1
i and ρ((x ⊖ y)[k]) = ν
−1
∏
i∈[k]\{d} λ
−1
i . The
sequences q0[k], . . . , q
s
[k], p
1
[k] and q
0
[k], . . . , q
s
[k], p
2
[k] are also s-good, so
φext(x[k]) =ρ(x[k])
(
φ(qs[k] ⊖ q
s−1
[k] ) + · · ·+ φ(q
1
[k] ⊖ q
0
[k]) + h0
)
,
φext(y[k]) =ρ(y[k])
(
φ(p1[k] ⊖ q
s
[k]) + φ(q
s
[k] ⊖ q
s−1
[k] ) + · · ·+ φ(q
1
[k] ⊖ q
0
[k]) + h0
)
, and
φext((x⊖ y)[k]) =ρ((x⊖ y)[k])
(
φ(p2[k] ⊖ q
s
[k]) + φ(q
s
[k] ⊖ q
s−1
[k] ) + · · ·+ φ(q
1
[k] ⊖ q
0
[k]) + h0
)
.
Hence, writing Λ =
∏
i∈[k]\{d} λ
−1
i and recalling that λdρ(x[k]) = µρ(y[k]) = νρ((x−y)[k]) = Λ, we have
φext(y[k]) + φ
ext((x⊖ y)[k])− φ
ext(x[k])
= ρ(y[k])φ(p
1
[k] ⊖ q
s
[k]) + ρ((x⊖ y)[k])φ(p
2
[k] ⊖ q
s
[k])
= ρ(y[k])φ(λ1x1, . . . , λd−1xd−1, µyd − λdxd, λd+1xd+1, . . . , λkxk)
+ ρ((x⊖ y)[k])φ(λ1x1, . . . , λd−1xd−1, ν(xd − yd)− λdxd, λd+1xd+1, . . . , λkxk)
= φ(λ1x1, . . . , λd−1xd−1, ρ(y[k])(µyd − λdxd) + ρ((x⊖ y)[k])(ν(xd − yd)− λdxd), λd+1xd+1, . . . , λkxk)
= φ(λ1x1, . . . , λd−1xd−1, (ρ(y[k])µ)yd + (ρ((x⊖ y)[k])ν)(xd − yd)− (ρ(x[k])λd)xd, λd+1xd+1, . . . , λkxk)
= φ
(
λ1x1, . . . , λd−1xd−1,Λ
(
yd + (xd − yd)− xd
)
, λd+1xd+1, . . . , λkxk
)
= 0,
completing the proof.
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§4 From multilinear maps on general varieties to global
multilinear maps
We are now ready to prove the main result, which will follow from the following proposition.
Proposition 17. Let ∅ ∈ F ⊂ P[k] be a down-set1 with a maximal set S. There are constants
C = CF , D = DF such that the following is true.
Let βi : GIi → F be multilinear maps for i ∈ [m], with Ii ∈ F . Let B = {x[k] ∈ G[k] : (∀i ∈
[m]) βi(xIi) = 0} and let φ : B → H be a multilinear map to a F-vector space H. Then there
exist r ≤ CmD, multilinear forms γi : GJi → F, Ji ∈ F \ {S}, i ∈ [r], and a multilinear map
Φ : {x[k] ∈ G[k] : (∀i ∈ [r]) γi(xJi) = 0} → H such that φ = Φ on domφ ∩ domΦ, where dom stands
for the domain of a given function.
Proposition 17 implies Theorem 4. Let F1 = P[k] ) F2 ) · · · ) F2k = {∅} be a sequence of down-
sets in P[k], where we remove a maximal set Si from each down-set Fi to obtain the next one. Apply
Proposition 17 to F1, S1 and φ to get a new multilinear map φ
1 such that φ = φ1 on domφ∩ domφ1.
Then, apply Proposition 17 to F2, S2 and φ
1 to get another multilinear map φ2 such that φ1 = φ2 on
domφ1∩domφ2 and proceed like this. The final map we get Φ = φ2
k
is then a global multilinear map,
and φ = φ2
k
holds on domφ∩ domφ1 ∩ . . .∩ domφ2
k
, which a multilinear variety of the codimension
claimed in Theorem 4.
Proof of Proposition 17. Reordering the maps if necessary, we may assume that I1 = · · · = Is = S
and Is+1, . . . , Im 6= S. Let λ
1, . . . , λn ∈ Fs be a maximal independent sequence such that for each
i ∈ [n]
E
xS
χ
(∑
j∈[s]
λijβj(xS)
)
≥
1
2k2
f−(2k
2+k+1)(m+1)22k+3 .
Extend λ1, . . . , λn with µ1, . . . , µs−n to a basis of Fs. Write ρi =
∑
j∈[s] µ
i
jβj for i ∈ [s − n] and
αi =
∑
j∈[s] λ
i
jβj for i ∈ [n]. Then φ is defined on
{x[k] ∈ G[k] : (∀i ∈ [s− n]) ρi(xS) = 0} ∩ {x[k] ∈ G[k] : (∀i ∈ [n]) αi(xS) = 0}
∩ {x[k] ∈ G[k] : (∀i ∈ [s + 1, m]) βi(xIi) = 0}.
Let I = {i ∈ [s+ 1, m] : Ii ⊂ [k] \ S}. Then by Lemma 8 the maps satisfy∣∣∣ E
xS
χ
( ∑
i∈[s−n]
νiρi(xS) +
∑
i∈[n]
τiαi(xS) +
∑
i∈[s+1,m]\I
σiβi(xS∩Ii)
)∣∣∣ ≤
∣∣∣ E
xS
χ
( ∑
i∈[s−n]
νiρi(xS) +
∑
i∈[n]
τiαi(xS)
)∣∣∣
<
1
2k2
f−(2k
2+k+1)(m+1)22k+3
when ν ∈ F[s−n] \ {0}, τ ∈ Fn, σ ∈ F[s+1,m]\I and
(∀i ∈ [n]) E
xS
χ
(
αi(xS)
)
≥
1
2k2
f−(2k
2+k+1)(m+1)22k+3 . (4)
1A collection of sets closed under taking subsets.
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Claim. For i ∈ [0, s−n], there is a multilinear variety Bi ⊂ G[k]\S of codimension at most im defined
by maps whose coordinate sets belong to F \ {S}, and a multilinear map ψi : domψi → H, where
domψi = (Bi ×GS) ∩ {x[k] ∈ G[k] : (∀j ∈ [i+ 1, s− n]) ρj(xS) = 0} ∩ {x[k] ∈ G[k] : (∀j ∈ [n]) αj(xS) = 0}
∩ {x[k] ∈ G[k] : (∀j ∈ [s + 1, m]) βj(xIj ) = 0}
such that ψi = φ on domφ ∩ domψi.
Proof of claim. We argue by induction on i. The base case is i = 0, where we may take ψ0 = φ.
Assume now that the claim holds for some i− 1 < s− n, and let Bi−1 and ψi−1 be the corresponding
variety and map. Take an arbitrary zS ∈ GS such that ρi(zS) = 1, ρj(zS) = 0 for j > i, αj(zS) = 0
for j ∈ [n], and βj(zIj) = 0 for Ij ⊂ S. Such a point exists by Lemma 9.
We define Bi = {x[k]\S : (∀j ∈ [s + 1, m] : Ij 6⊂ S) βj(xIj\S, zIj∩S) = 0} ∩ B
i−1. Notice that
coordinate sets of the maps defining Bi lie in F \ {S}. Next, define ψi : domψi → H , where
domψi = (Bi ×GS) ∩ {x[k] ∈ G[k] : (∀j ∈ [i+ 1, s− n])ρj(xS) = 0}
∩ {x[k] ∈ G[k] : (∀j ∈ [n]) αj(xS) = 0} ∩ {x[k] ∈ G[k] : (∀j ∈ [s+ 1, m]) βj(xIj) = 0},
by extending the map τx[k]\S : (domψ
i−1)x[k]\S → H defined by yS 7→ ψ
i−1(x[k]\S, yS) by mapping zS
to 0, for each x[k]\S ∈ B
i. Note that domψi has the property that domψi =
⋃
x[k]\S∈Bi
{x[k]\S} ×
(domψi)x[k]\S and for each x[k]\S ∈ B
i, zS ∈ (domψ
i)x[k]\S \ (domψ
i−1)x[k]\S . By Theorem 12, for
each x[k]\S ∈ B
i there is a unique multilinear extension θx[k]\S that satisfies this. We thus define ψ
i
for (x[k]\S, yS) ∈ domψ
i, by setting ψi(x[k]\S, yS) = θx[k]\S(yS).
It suffices to show that ψi is multilinear in directions [k]\S. To this end, fix some d ∈ [k]\S and take
x1[k]\S, x
2
[k]\S, x
3
[k]\S ∈ B
i which differ in coordinate d and x1d − x
2
d = x
3
d. Write D2 = ∩j∈[3] dom θxj
[k]\S
and D1 = D2∩{yS ∈ GS : ρi(yS) = 0}. Observe that θx1
[k]\S
− θx2
[k]\S
is a multilinear map that extends
τx1
[k]\S
− τx2
[k]\S
from D1 to D2 and maps zS to 0. Also, θx3
[k]\S
is a multilinear map that extends τx3
[k]\S
from D1 to D2 and maps zS to 0. But τx1
[k]\S
− τx2
[k]\S
= τx3
[k]\S
on D1, so by uniqueness of extensions
in Theorem 12, we have θx1
[k]\S
− θx2
[k]\S
= θx3
[k]\S
on D2, as desired.
Apply the claim above with i = s− n. After that, it remains to remove maps α[n]. From (4) and
Theorem 11, we may find m′ ≤ mCranksk
((
(2k2 + k + 1)(m + 1)22k+3 + 2k2
)Dranks
k
+ 1
)
and further
multilinear forms γj : GJj → F, Jj ∈ F \ {S}, j ∈ [m
′] such that
{
x[k] ∈ G[k] : (∀j ∈ [m
′]) γj(xJj ) = 0
}
⊆
{
x[k] ∈ G[k] : (∀j ∈ [n]) αj(xS) = 0
}
.
Hence, the map Φ with domain
domΦ = (Bs−n ×GS) ∩ {x[k] ∈ G[k] : (∀j ∈ [m
′])γj(xJj ) = 0}
∩ {x[k] ∈ G[k] : (∀j ∈ [s+ 1, m])βj(xIj ) = 0}
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and Φ = ψs−n on its domain is the desired map. Its domain domΦ has codimension at most m2 +
m +m′ = Ok(m
Ok(1)), which is the claimed bound. This completes the proof of Proposition 17 and
with it the proof of Theorem 4.
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