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INTERTWINING OPERATOR ASSOCIATED TO SYMMETRIC
GROUPS AND SUMMABILITY ON THE UNIT SPHERE
YUAN XU
Abstract. An integral representation of the intertwining operator for the
Dunkl operators associated with symmetric groups is derived for the class of
functions of a single component. The expression provides a closed form formula
for the reproducing kernels of h-harmonics associated with symmetric groups
when one of the components is a coordinate vector. The latter allows us to
establish a sharp result for the Cesa`ro summability of h-harmonic series on
the unit sphere.
1. Introduction
Associate to a reflection group G, the Dunkl operators are a family of commuting
first order differential-difference operators that act on smooth functions on Rd [6].
In the case that G = Sd, the symmetric group of d elements, these operators are
defined by
(1.1) Dif(x) =
∂
∂xi
f(x) + κ
d∑
j=1
j 6=i
f(x)− f(x(i, j))
xi − xj , 1 ≤ i ≤ d,
where κ is a non-negative real number and (i, j) denotes the transposition of ex-
changing ith and jth elements. The Dunkl operators commute in the sense that
DiDj = DjDi for 1 ≤ i, j ≤ d. A linear operator, denote by Vκ, is called an
intertwining operator if it satisfies the relations [7]
(1.2) DiVκ = Vκ∂i, 1 ≤ i ≤ d.
This operator is uniquely determined if it also satisfies Vκ1 = 1 and Vκ : Pdn 7→ Pdn,
where Pdn is the space of homogeneous polynomial of degree n in d variables.
The commuting property of the Dunkl operators leads to the definition of an
analogue of the Laplace operator, ∆κ =
∑d
i=1D
2
i . While the Laplace operator is
essential for analysis in L2(Rd), the operator ∆κ plays its role in L
2(h2κ;R
d), where
hκ is a function invariant under the reflection group G. In the case of G = Sd, the
weight function hκ is defined by
(1.3) hκ(x) =
∏
1≤i<j≤d
|xi − xj |κ, x ∈ Rd, κ ≥ 0.
In particular, a homogeneous polynomial Y in d variables is called an h-harmonic if
∆κY = 0. The restriction of h-harmonics on the unit sphere S
d−1, called spherical
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h-harmonics, are orthogonal. More precisely, letHdn(h2κ) be the space of h-harmonic
polynomials of degree exactly n. Then h-harmonics of different degrees are orthog-
onal: for Yn ∈ Hdn(h2κ) and Ym ∈ Hdm(h2κ),∫
Sd−1
Yn(x)Ym(x)h
2
κ(x)dσ(x) = 0, n 6= m,
where dσ is the surface measure. The theory of spherical h-harmonics resembles
that of ordinary spherical harmonics. In particular,
dim(n, d) := dimHdn(h2κ) =
(
n+ d− 1
n
)
−
(
n+ d− 3
n− 2
)
.
The reproducing kernel Pn(hκ; ·, ·) of the space Hdn(h2κ) enjoys an addition formula
given in terms of the intertwining operator Vκ. Let {Yn,ℓ : 1 ≤ ℓ ≤ dim(n, d)} be
an orthonormal basis of Hdn(h2κ). Then the kernel Pn(h2κ) satisfies
(1.4) Pn(h
2
κ;x, y) =
dim(n,d)∑
ℓ=1
Yn,ℓ(x)Yn,ℓ(y).
The addition formula of the kernel is given by [14]
(1.5) Pn(h
2
κ;x, y) = Vκ
[
Zλκn (〈·, y〉)
]
(x), x, y ∈ Sd−1,
where Zλn is given in terms of the classical Gegenbauer polynomial C
λ
n by
(1.6) Zλn(t) =
n+ λ
λ
Cλn(t), −1 ≤ t ≤ 1,
and λκ is a constant that is given by, when G = Sd,
(1.7) λκ :=
(
d
2
)
κ+
d− 2
2
.
When κ = 0, Vκ = id and the identity (1.5) coincides with the addition formula of
ordinary spherical harmonics.
The reproducing kernel Pn(h
2
κ) is the kernel of the orthogonal projection op-
erator projκn : L
2(h2κ, S
d−1) 7→ Hdn(h2κ) and it plays a central role in the study of
Fourier orthogonal series in spherical h-harmonics, which we shall call spherical
h-harmonic series from now on. For intrinsic properties that rely on the underlying
reflection group of such series, we need a closed formula for the kernel, which calls
for an explicit integral representation of Vκ. It is known [11] that there exists a
nonnegative probability measure dµx such that Vκf(x) =
∫
Rd
f(y)dµx(y). What
we need, however, is a far more explicit representation. At the moment, such a
representation is known for G = Zd2 with hκ(x) =
∏d
i=1 |xi|κi , which allows us to
carry out hard analysis and establish several fundamental results on the spherical
h-harmonic series; see [5]. For the symmetric group S3, a version of the integral
representation was obtained in [8], which however is not adequate for hard analysis
of the spherical h-harmonic series. It should be mentioned that an integral repre-
sentation of the generalized spherical functions associate to Sd was given recently
in [12], which is closely related to the intertwining operator.
Our main result of the present paper is to provide a explicit integral representa-
tion for Vκf associate to Sd when the function f depends only on one component
of its variables. The integral is over a regular simplex in d− 1 variables and is mo-
tivated by our recent work [15], where such an integral is used for a representation
of Vκ for the dihedral group. As an application, we obtain a closed formula for
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the reproducing kernel Pn(h
2
κ;x, ej), where ej is the j-th coordinate vector, which
allows us to study the h-harmonic series at ej . By taking an integral average over
Sd−1, the Cesa`ro (C, δ) means of h-harmonic series are known [14] to converge if
δ > λκ in L
1(h2κ; S
d−1) or in C(Sd−1), but the result is not sharp since taking
average over sphere removes the action of the group inadvertently. Using the new
integral representation of Vκ, we shall show that the convergence holds if δ > λκ is
replaced by δ > λκ − (d− 1)κ.
The paper is organized as follows. The new integral representation will be stated
and proved in the next section, where several of its consequences will also be dis-
cussed. The spherical h-harmonic series is considered in Section 3, where the con-
vergence of the (C, δ) means at coordinate vectors is established, assuming a critical
estimate over an integral of the Jacobi polynomial. The latter estimate is technical
and will be carried out in Section 4.
2. Intertwining operator associated to symmetric groups
Let Vκ be the intertwining operator associated to the symmetric group Sd. Our
main result in this section is the following integral representation of Vκ. Let T
d−1
denote the simplex
T d−1 :=
{
u ∈ Rd−1 : t1 ≥ 0, . . . , td−1 ≥ 0, t1 + · · ·+ td−1 ≤ 1}.
Written in homogeneous coordinates of Rd, it is equivalent to the simplex
T d = {(t0, . . . , td−1) ∈ Rd : ti ≥ 0, t0 + t1 + · · ·+ td−1 = 1}.
Theorem 2.1. Let f : R→ R. For 1 ≤ ℓ ≤ d, define F (x1, . . . , xd) = f(xℓ). Let
(2.1) VκF (x) = cκ
∫
T d
f(x1t0 + x2t1 + · · ·+ xdtd−1)tℓ−1(t0 . . . td−1)κ−1dt,
where the constant cκ is given by
cκ = cκ,d = Γ(dκ+ 1)/(κΓ(κ)
d).
Then the operator Vκ satisfies
DiVκF (x) = Vκ(∂iF )(x), 1 ≤ i ≤ d.
Proof. The constant cκ is chosen so that Vκ1 = 1. By the symmetry in the formula
of (2.1), it is sufficient to consider ℓ = 1. Let F (x) = f(x1). Exchanging the
variables t0 and tj−1 in the integral, we see that
VκF (x(1j)) = cκ
∫
T d
f (x1t0 + · · ·+ xdtd−1) tj−1(t0 · · · td−1)κ−1dt,
which leads immediately to, setting t0 = 1− t1 − · · · − td−1,
VκF (x)−VκF (x(1j)) = cκ
∫
Td−1
f (x1t0 + · · ·+ xdtd−1) (t0−tj−1)(t0 · · · td−1)κ−1dt.
Since κ(t0 − tj)tκ−10 tκ−1j = ∂∂tj (t0tj)κ for j ≥ 1, integration by parts gives
κ
VκF (x) − VκF (x(1j))
x1 − xj = cκ
∫
Td−1
f ′ (x1t0 + · · ·+ xdtd−1) t0tj(t0 · · · td−1)κ−1dt.
Moreover, taking derivative shows
∂
∂x1
VκF (x) = cκ
∫
Td−1
f ′ (x1t0 + · · ·+ xdtd−1) t20(t0 · · · td−1)κ−1dt.
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Hence, adding the terms together, we obtain
D1VκFκ(x) = cκ
∫
Td−1
f ′ (x1t0 + · · ·+ xdtd−1) (t20 + t0(t1 + . . . td−1))
× (t0 · · · td−1)κ−1dt = Vκ(∂1F )(x)
upon using t0 + t1 + · · · + td−1 = 1. Furthermore, since t0 = 1 − t1 − · · · − td−1
is symmetric in t1, . . . , td−1, it is easy to see that VκF (x) − VκF (x(i, j)) = 0 for
2 ≤ i, j ≤ d. Moreover, for i ≥ 2,
∂
∂xi
VκF (x) = cκ
∫
Td−1
f ′ (x1t0 + · · ·+ xdtd−1) t0ti−1(t0 · · · td−1)κ−1dt.
Hence, it follows that, for i = 2, 3, . . . , d,
DiVκF (x) =
∂
∂xi
VκF (x) + κ
VκF (x)− VκF (x(i, 1))
xi − x1
= cκ
∫
Td−1
f ′ (x1t0 + · · ·+ xdtd−1) (t0ti−1 − t0ti−1)(t0 · · · td−1)κ−1dt
= 0 = Vκ∂iF (x).
Putting these together, we have complete the proof. 
The integral over the simplex T d is also used in [15] for an integral representation
of the intertwining operator associated to the dihedral group of d-regular polygon
in R2, and the integral representation is also given for functions that depend only
on one variable.
Although (2.1) is suggestive, we do not have an integral expression for a generic
function f : Rd → R for d > 2. In the case d = 2, (1.3) becomes
hκ(x1, x2) = |x1 − x2|κ,
for which we can deduce a complete integral representation for Vκ. This for-
mula, stated below, can also be deduced from the formula for the weight function
hλ,µ(x) = |x1|λ|x2|µ, associated to the dihedral group I2, by a rotation of 90◦ and
setting λ = κ and µ = 0. For the record, we give a proof that verifies it directly
from the definition.
Theorem 2.2. For the group S2 and in homogeneous coordinates t0 + t1 = 1,
(2.2) Vκf(x1, x2) = cκ
∫
T 2
f (x1t0 + x2t1, x1t1 + x2t0) t
κ
0 t
κ−1
1 dt.
Proof. We verify the righthand side of (2.2) satisfies the definition of Vκ. First,
Vκf(x1, x2)− V f(x2, x1) = cκ
∫
T 2
f (x1t0 + x2t1, x1t1 + x2t0) (t0 − t1)tκ−10 tκ−11 dt.
Since κ(t0 − t1)tκ−10 tκ−11 = ∂∂t1 (t0t1)κ, integration by parts gives
κ
V f(x1, x2)− V f(x2, x1)
x1 − x2 = cκ
∫
T 2
∂1f (x1t0 + x2t1, x1t1 + x2t0) t
κ
0 t
κ
1dt
− cκ
∫
T 2
∂2f (x1t0 + x2t1, x1t1 + x2t0) t
κ
0 t
κ
1dt.
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Taking derivative gives
∂
∂x1
V f(x1, x2) = cκ
∫
T 2
∂1f (x1t0 + x2t1, x1t1 + x2t0) t
κ+1
0 t
κ−1
1 dt
+ cκ
∫
T 2
∂2f (x1t0 + x2t1, x1t1 + x2t0) t
κ
0 t
κ
1dt.
Hence, adding the two terms together, we obtain
D1V f(x1, x2) = cκ
∫
T 2
∂1f (x1t0 + x2t1, x1t1 + x2t0) t
κ
0 t
κ−1
1 dt = V (∂1f)(x),
where we have used tκ0 t
κ
1 + t
κ+1
0 t
κ−1
1 = t
κ
0 t
κ−1
1 , which follows from t0 + t1 = 1. The
same consideration works for D2V = V ∂2. Notice that the denominator of the
difference operator for D2 is x2 − x1 instead of x1 − x2. 
Let Hdn(h2κ) be the space of spherical h-harmonics of degree n. We denote by
e1 := (1, 0, · · · , 0), . . . , ed := (0, . . . , 0, 1) the standard coordinate vectors of Rd.
Proposition 2.3. For 1 ≤ ℓ ≤ d, the reproducing kernel Pn(hκ; ·, ·) of Hdn(h2κ)
satisfies
(2.3) Pn(h
2
κ;x, eℓ) = cκ
∫
T d
Zλκn (x1t0 + · · ·+ xdtd−1)tℓ(t0 · · · td−1)κ−1dt.
This follows immediately from the addition formula (1.5) and the integral rep-
resentation (2.1). The identity (2.3) plays an essential role in our study in the next
section.
Another important extension from L2(Rd) to L2(Rd, h2κ) is an analogue of the
Fourier transform in the Dunkl setting. For the symmetric group Sd, this transform
is defined by [7]
Fκf(x) = c′κ
∫
Rd
f(y)Eκ(x, iy)h
2
κ(y)dy, c
′
κ =
Γ(d2 )
(2π)
d
2 2(
d
2)κΓ
((
d
2
)
κ+ d2
)cκ,
where the exponential function Eκ is defined by
Eκ(x, y) := Vκ
[
e〈x,·〉
]
(y), x, y ∈ Cd.
It is known that Eκ(x, y) := Eκ(y, x). Furthermore, the generalized Bessel function
Kκ = Kκ,d is defined by
Kκ,d(x, y) =
1
d!
∑
σ∈Sd
Eκ(x, yσ).
For the symmetric group Sd, the formula in Theorem 2.1 gives the following:
Corollary 2.4. For t = (t0, . . . , td−1) ∈ T d and 1 ≤ ℓ ≤ d,
Eκ(eℓ, y) = cκ
∫
T d
e〈y,t〉tℓ−1(t0 . . . td−1)
κ−1dt.
Furthermore, the generalized Bessel function satisfies Kκ,d(eℓ, y) = Kκ,d(e1, y) and
Kκ,d(e1, y) =
1
d
d∑
j=1
Eκ(e1, y(1, j)) =
cκ
d
∫
T d
e〈y,t〉(t0 . . . td−1)
κ−1dt.
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Proof. The symmetric group Sd can be decomposed as the left cosets of Sd−1 given
by Sd−1(1, j), 1 ≤ j ≤ d, which proves the first identity in Kκ,d(e1, y). From the
expression of Eκ(eℓ, y), it is easy to see that Eκ(e1, y(1, j)) = Eκ(ej , y), so that the
second expression for Kκ,d follows readily from t0 + · · ·+ td−1 = 1. 
For d = 2, we can use Proposition 2.2 to write Kκ,2(x, iy) in terms of the classical
Bessel function Jν , which satisfies the integral formula
Jν(z) =
( z2 )
ν
π
1
2Γ(ν + 12 )
∫ 1
−1
eizt(1− t2)ν− 12 dt.
Theorem 2.5. For x, y ∈ R2,
Kκ,2(x, i y) =
√
πΓ
(
κ+ 12
)
ei
(x1+x2)(y1+y2)
2(2.4)
×
(
2
(x1 − x2)(y1 − y2)
)κ− 12
Jk− 12
(
(x1 − x2)(y1 − y2)
2
)
.
Furthermore, for d > 2, the generalized Bessel function satisfies
Kκ,d(e1, i y) =
cκ,d
cκ,d−1
∫ 1
0
eirydKκ,d−1
(
e1, i(1− r)y′
)
rκ−1(1− r)(d−1)κ−1dr,(2.5)
where y = (y′, yd) ∈ Rd and e1 = (1, 0, . . . 0) in either Rd or Rd−1.
Proof. Using (2.2) with t0 = 1 − t and t1 = t, and then changing variable t 7→
(1 + s)/2, we obtain
Kκ,2(x, i y) =
Γ(2κ+ 1)
2Γ(κ)Γ(κ+ 1)
∫ 1
0
ei(〈x,y〉−(x1−x2)(y1−y2)t)(1− t)κ−1tκ−1dt
= ei
(x1+x2)(y1+y2)
2
Γ(κ+ 12 )
Γ(κ)
∫ 1
−1
e−i
(x1−x2)(y1−y2)
2 s(1− s2)κ−1ds,
where the constant has been simplified using the formula for Γ(2a). Writing the
last integral in terms of Jκ− 12 proves (2.4).
For d > 2, we denote by T dρ the simplex {t ∈ Rd+ : t0 + t1 + · · · td−1 = ρ}. Then∫
T d
g(u)du =
∫ 1
0
∫
T d−11−td−1
g
(
t0, . . . , td−2, td−1
)
dt
=
∫ 1
0
(1− r)d−2
∫
T d−1
g
(
(1− r)s, r)dsdr,
where we set td−1 = r and ti = (1 − r)si for i = 1, 2, . . . , d− 2, which also implies
that t0 = (1 − r)s0. Setting g(t) = ei(t0y1+...+td−1yd) in the above identity, the
recursive formula (2.5) follows readily. 
For x, y in the domain {x ∈ Rd : x1+x2+ · · ·xd = 0}, a fairly involved recursive
formula for the generalized Bessel functions associated to the symmetric group
Sd, or root system Ad−1, is given in [1]. The domain, however, does not contain
coordinate vectors eℓ. In the case of d = 2, it agrees with (2.4) with x2 = −x1 and
y2 = −y1 apart from an extra constant
√
π.
Finally, let us mention a property of the intertwining operator Vκ that we shall
need in the next section. We denote by aκ the normalization constant of h
2
κ defined
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by aκ
∫
Sd−1
h2κ(x)dσ(x) = 1. For the symmetric group Sd, we have [9, p. 216 and
Thm 10.6.17]
aκ =
2(
d
2)κ
ωd
Γ(
(
d
2
)
κ+ d2 )
Γ(d2 )
d∏
j=2
Γ(κ+ 1)
Γ(jκ+ 1)
,
where ωd = 2π
d
2 /Γ(d2 ) is the surface area of S
d−1.
Lemma 2.6. Let f : R 7→ R be a function such that both integrals below are defined.
Then for x ∈ Rd,
(2.6) aκ
∫
Sd−1
Vκ[f(〈x, ·〉)](y)h2κ(y)dσ(y) = bλκ
∫ 1
−1
f(‖x‖t)(1− t2)λκ− 12 dt,
where bλ is the constant so that bλ
∫ 1
−1
(1− t2)λ− 12dt = 1.
A more general identity holds for Vκf for generic function f : R
d 7→ R, where
the righthand side is replaced by the integral of f(x) with respect to (1−‖x‖2)γκ−1
over the unit ball of Rd [14]. The identity shows that taking the average over the
sphere removes the action of the reflection group.
3. spherical h-harmonic series
In the first subsection we outline the background and what is known for the
spherical h-harmonic series in the setting of a generic reflection group. The new
result for the symmetric group is given in the second subsection.
3.1. Spherical h-harmonic series. Let G be a given reflection group. Let hκ
be the G-invariant function with respect to which that spherical h-harmonics are
orthogonal. When G is the symmetric group Sd, the function hκ is given in (1.3).
Another case of interests for our discussion is G = Zd2, the group of sign changes,
that has
(3.1) hκ(x) =
d∏
i=1
|xi|κi , κi ≥ 0, 1 ≤ i ≤ d.
Unless specified otherwise, the discussion in this subsection holds for spherical h-
harmonics associated with a generic reflection group G; see, for example, [9].
For n ≥ 0, let {Yn,ℓ : 1 ≤ ℓ ≤ dim(n, d)} be an orthonormal basis of Hdn(h2κ),
normalized with respect to the inner product
〈f, g〉κ = aκ
∫
Sd−1
f(x)g(x)h2κ(x)dσ(x).
For f ∈ L2(Sd−1, h2κ), the spherical h-harmonic series of f is defined by
L2(h2κ) =
∞⊕
n=0
Hdn(h2κ) : f =
∞∑
n=0
dim(n,d)∑
ℓ=1
〈f, Yn,ℓ〉κYn,ℓ.
The projection operator projκn : L
2(h2κ) 7→ Hdn(h2κ) and the n-th partial sum opera-
tor Sn(h
2
κ; f) are defined by
projκn f =
dim(n,d)∑
ℓ=1
〈f, Yn,ℓ〉κYn,ℓ and Sn(h2κ; f) =
n∑
m=0
projκm f.
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By the definition of the reproducing kernel Pn(h
2
κ) in (1.4), it follows readily that
projκn f(x) = aκ
∫
Sd−1
f(y)Pn(h
2
κ;x, y)h
2
κ(y)dσ(y)(3.2)
= aκ
∫
Sd−1
f(y)Vκ
[
Zλκn (〈x, ·〉)
]
(y)h2κ(y)dσ(y),
where the second identity follows from the addition formula (1.5). By the definition
of Zλn in (1.6), the partial sum operator is related to that of Fourier series in the
Gegenbauer polynomials.
The n-th partial sum operator Sn(h
2
κ; f) converges to f in the L
2(h2κ) norm by
the classical Hilbert space theory. For p 6= 2, we consider the convergence of the
Cesa`ro means, which often serve as a test stone of our knowledge on summability
method. For δ > −1, the Cesa`ro (C, δ) means of the spherical h-harmonic series
are defined by
Sδn(h
2
κ; f) :=
1(
n+δ
n
)
n∑
k=0
(
n− k + δ
n− k
)
projκn f(3.3)
= aκ
∫
Sd−1
f(y)Kδn(h
2
κ;x, y)h
2
κ(y)dy,
where Kδn(h
2
κ; ·, ·) is the (C, δ) means of Zλκm (〈·, ·〉) and the second identity follows
from (3.2). Let wλ(t) = (1 − t2)λ− 12 be the Gegenbauer weight function. Denote
by kδn(wλ; s, t) the kernel of the (C, δ) means of the Fourier–Gegenbauer series on
[−1, 1]; see the definition in the next section. Then we can derive from (1.6) that
(3.4) Kδn(h
2
κ;x, y) = Vκ
[
kδn(wλκ ; 〈x, ·〉, 1)
]
(y).
Since the (C, δ) means are linear integral operators, we know that Sδn(h
2
κ; f)
converges in L1(h2κ; S
d−1) or in C(Sd−1) if and only if
(3.5) sup
x∈Sd−1
∫
Sd−1
∣∣Kδn(h2κ;x, y)∣∣ h2κ(y)dσ(y) <∞.
For 1 ≤ p ≤ ∞, let ‖ · ‖p,κ denote the Lp(h2κ, Sd−1) norm for 1 ≤ p < ∞ and the
uniform norm of C(Sd−1) for p = ∞. A sufficient condition for the convergence of
the (C, δ) means of spherical h-harmonics was given in [14].
Theorem 3.1. Let f ∈ Lp(h2κ, Sd−1), 1 ≤ p <∞ or f ∈ C(Sd−1). Then the (C, δ)
means Sδn(h
2
κ; f) converges to f in ‖ · ‖κ,p norm if δ > λκ.
The proof follows from Lemma 2.6 and (3.4), which reduces the boundedness in
(3.5) to the boundedness of
∫ 1
−1
|kδn(wλκ ; 〈x, ·〉, 1)|wλκ(t)dt, and the latter holds if
and only if δ > λκ by the classical result of Szego˝ [13, Theorem 9.1.3]. The case
1 < p <∞ follows from the Riesz interpolation.
The theorem holds for spherical h-harmonics series associated with all reflection
groups. The use of (2.6), however, removes the action of reflection group altogether
and, as a consequence and not surprisingly, we pay the price that the condition
δ > λκ is not sharp in general. This is first illustrated in the case when G = Z
d
2.
For the weight function hκ(x) =
∏d
i=1 |xi|κi given in (3.1), the intertwining operator
Vκ has an integral representation
Vκf(x) = cκ
∫
[−1,1]d
f(x1t1, . . . , xdtd)
d∏
i=1
(1 + ti)(1 − t2i )κi−1dt.
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This leads to, by (3.4), a closed formula for the kernel Kδn(h
2
κ; ·, ·), which makes
it possible to obtain a sharp estimate of the kernel that can be used to determine
the critical index of the (C, δ) means. Indeed, while Theorem 3.1 establishes the
convergence for δ > λκ =
∑d
i=1 κi +
d−2
2 in this setting, it was proved in [10] that
the Cesa`ro means Sδn(h
2
κ; f) converges to f in ‖ · ‖κ,p norm for p = 1 or ∞ if and
only if δ > λκ − min
1≤i≤d
κi for G = Z
d
2 .
We shall show in the next subsection that our new integral representation of Vκ
for the symmetric group will allow us to establish a similar result for the symmetric
group, albeit only for convergence of Sδn(h
2
κ; f) at coordinate vectors.
3.2. Spherical h-harmonics series associated to symmetric group. In this
subsection, G is the symmetric group Sd and hκ is given by (1.3). Recall that
λκ =
(
d
2
)
κ+ d−22 by (1.7). Our main result is the following theorem on the Cesa`ro
(C, δ) means of spherical h-harmonic series.
Theorem 3.2. Let hκ be defined as in (1.3) and f ∈ C(Sd−1). Then Sδn(h2κ, f)
converges to f at the coordinate vectors eℓ, 1 ≤ ℓ ≤ d, if
(3.6) δ > λκ − (d− 1)κ =
(
d− 1
2
)
κ+
d− 2
2
.
The proof requires a sharp estimate of the kernel Kδn(h
2
κ;x, eℓ), which comes
down to estimate an integral of Jacobi polynomials over the simplex. We start by
recalling the Jacobi polynomials and the definition of the kernel kδn.
The Jacobi polynomials P
(α,β)
n are orthogonal with respect to the weight function
wα,β(t) = (1−t)α(1+t)β on [−1, 1]. For g ∈ L1(wα,β ; [−1, 1]), let sδn(wα,β ; g) denote
the Cesa`ro (C, δ) means of the Fourier-Jacobi series. Then
sδn(wα,β ; g) = cα,β
∫ 1
−1
g(s)kδn(wα,β ; ·, s)wα,β(s)ds,
where the kernel kδn(wα,β ; ·, ·) is given by
kδn(wα,β ; s, t) =
1(
n+δ
n
)
n∑
k=0
(
n− k + δ
n− k
)
P
(α,β)
k (s)P
(α,β)
k (t)
h
(α,β)
k
,
in which h
(α,β)
k is the L
2(wα,β , [−1, 1]) norm of P (α,β)n . The Gegenbauer polynomials
are related to the Jacobi polynomials by
Cλn(t) =
(2λ)n
(λ+ 12 )n
P
(λ− 12 ,λ−12)
n (t)
and they are orthogonal with respect to wλ(t) = wλ− 12 ,λ−
1
2
(t) on [−1, 1]. In par-
ticular, kδn(wλ; ·, ·) = kδn(wλ− 12 ,λ− 12 ; ·, ·).
Throughout the rest of this paper, we denote by c a generic constant that may
depend on fixed parameters such as κ and d, and its value may change from line to
line. Furthermore, we write A ∼ B if A ≤ cB and B ≤ cA.
Our starting point is the following result in [13, p. 261, (9.4.13)], which shows
that the main term of kδn(wα,β ; ·, 1) is a Jacobi polynomial.
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Lemma 3.3. For any α, β > −1 such that α+ β + δ + 3 > 0,
(3.7) kδn(wα,β , t, 1) =
J∑
j=0
bj(α, β, δ, n)P
(α+δ+j+1,β)
n (t) +G
δ
n(t),
where J is a fixed integer and
Gδn(t) =
∞∑
j=J+1
dj(α, β, δ, n)k
δ+j
n (wα,β , 1, t);
moreover, the coefficients satisfy the inequalities,
|bj(α, β, δ, n)| ≤ cnα+1−δ−j and |dj(α, β, δ, n)| ≤ cj−α−β−δ−4.
When δ is large, the kernel kδn(wα,β) is non-negative and satisfies an estimate
given in the lemma below, which was first used in [2] and [3].
Lemma 3.4. Let α, β ≥ −1/2. If δ ≥ α+ β + 2, then
0 ≤ kδn(wα,β , t, 1) ≤ cn−1(1− t+ n−2)−(α+3/2).
We shall use (3.7) to write Kδn(h
2
κ) as two terms. For the second term, we use
the above lemma to estimate the Gδn term, which is relatively easy to handle. The
main effort in estimating the first term lies in the proof of the following theorem.
Theorem 3.5. Let κ > 0 and let ϕ be a C∞ function on T d. If α ≥ β and
α ≥ (d− 1)κ− 12 , then∣∣∣∣
∫
T d
P (α,β)n (x1t0 + x2t1 + · · ·+ xdtd−1)ϕ(t)(t0t1 · · · td−1)k−1dt
∣∣∣∣(3.8)
≤ cn−(d−1)κ− 12
d∑
i=1
∏d
j=1,j 6=i |xj − xi|−κ(√
1− |xi|+ n−1
)α+ 12−(d−1)κ .
The proof of this theorem is technical and will be given in the next section. In
the rest of this subsection we use this theorem to provide a proof of Theorem 3.2,
which relies on the following proposition.
Proposition 3.6. Let κ > 0. Then
∣∣Kn(h2κ;x, eℓ)∣∣ ≤ cnλκ−(d−1)κ−δ
d∑
i=1
∏d
j=1,j 6=i |xj − xi|−κ(√
1− |xi|+ n−1
)λκ−(d−1)κ+δ+1(3.9)
+ cn−1Vκ
[(
1− 〈·, eℓ〉+ n−2
)−(λκ+1)]
(x).
Proof. By (3.4) and the integral representation of Vκ in (2.1), we obtain
Kδn(h
2
κ;x, eℓ) := cκ
∫
T d
kδn(wλκ ; t0x1 + · · ·+ td−1xd)tℓ−1(t0 · · · td−1)κ−1dt.
We replace the kernel kδn(wλκ ) = k
δ
n(wλκ− 12 ,λκ−
1
2
) by the expansion in Lemma 3.3.
Let J = ⌊2λκ + 1⌋. Then
Kδn(h
2
κ;x, eℓ) =
J∑
j=0
bj
(
λκ − 12 , λκ − 12 , δ, n
)
Ωj(x) + Ω(x),
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where
Ωj(x) = cκ
∫
T d
P
(λκ+δ+j+
1
2 ,λκ−
1
2 )
n (t0x1 + · · ·+ td−1xd)tℓ−1(t0 · · · td−1)κ−1dt
and
Ω(x) = cκ
∫
T d
Gδn(t0x1 + · · ·+ td−1xd)tℓ−1(t0 · · · td−1)κ−1dt.
For Ωj , we apply the estimate (3.8) with ϕ(t) = tℓ−1, α = λκ + δ + j +
1
2 and
β = λκ − 12 . Together with the estimate of bj
(
λκ − 12 , λκ − 12 , δ, n
)
, we obtain that
|bj
(
λκ − 12 , λκ − 12 , δ, n
)
Ωj(x)| is bounded by the first term in the righthand side
of (3.9), hence, so is the sum of these terms over 0 ≤ j ≤ J . Our choice of J allows
us to use the estimate in Lemma 3.4 to obtain∣∣Gδn(t)∣∣ ≤ cn−1 (1− t+ n−2)λκ+1 ,
where we have used the fact that
∑∞
j=J+1 |dj(λκ − 12 , λκ − 12 , δ, n)| is bounded.
Consequently, by (2.1), it follows that |Ω(x)| is bounded by the second term in the
righthand side of (3.9), This completes the proof. 
Proof of Theorem 3.2. By (3.5), we need to prove that
In :=
∫
Sd−1
∣∣Kδn(h2κ;x, eℓ)∣∣h2κ(x)dσ(x) <∞
if δ > λκ − (d− 1)κ. By (3.9), In is bounded by
In ≤
d∑
i=1
In,i + cn
−1
∫
Sd−1
Vκ
[(
1− 〈·, eℓ〉+ n−2
)−(λκ+1)]
(x)h2κ(x)dσ(x),(3.10)
where In,i is defined by
In,i = cn
λκ−(d−1)κ−δ
∫
Sd−1
∏d
j=1,j 6=i |xj − xi|−κ(√
1− |xi|+ n−1
)λκ−(d−1)κ+δ+1h2κ(x)dσ(x).
For the second term in the righthand side of (3.10), we use (2.6) to bounded it by
cn−1
∫ 1
−1
(1− t2)λκ− 12
(1− t+ n−2)λκ+1 dt = cn
−1
∫ π
0
(sin θ)2λκ
(1 − cos θ + n−2)λκ+1 dθ
∼ n−1
∫ π/2
0
θ2λκ
(θ2 + n−2)λκ+1
dθ =
∫ nπ/2
0
s2λκ
(1 + s2)λκ+1
ds <∞.
Next we estimate In,i for 1 ≤ i ≤ d. If j 6= i and k 6= i, then, for x ∈ Sd−1,
|xj − xk|2 ≤ 2(x2j + x2k) ≤ 2
∑
j 6=i
x2j = 2(1− x2i ) ≤ 4(1− |xi|),
so that |xj−xk| ≤ 2
√
1− |xi|. Hence, by h2κ(x) =
∏
1≤j<k≤d |xj−xk|2κ, we obtain
In,i ≤ cnλκ−(d−1)κ−δ
∫
Sd−1
∏
j 6=i,k 6=i |xj − xk|2κ(√
1− |xi|+ n−1
)λκ−(d−1)κ+δ+1 dσ(x)
≤ cnλκ−(d−1)κ−δ
∫
Sd−1
1(√
1− |xi|+ n−1
)λκ−(d−1)κ+δ+1−2(d−12 )κ dσ(x).
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Since λκ − (d− 1)κ =
(
d−1
2
)
κ+ d−22 , the last integral can be rewritten to give
In,i ≤ cnd−1
∫
Sd−1
1(
1 + n
√
1− |xi|
)δ−(d−12 )κ+ d2 dσ(x)
∼ cnd−1
∫ π/2
0
(sin θ)d−2
(1 + nθ)δ−(
d−1
2 )κ+
d
2
dθ,
where we have used the spherical coordinates by choosing xi = cos θ. Using sin θ ∼ θ
and changing variable t = nθ, it is easy to see that the last integral is bounded if
and only if δ >
(
d−1
2
)
κ+ d−22 . This completes the proof. 
We conjecture that the condition (3.6) in Theorem 3.2 is sharp; that is, Sδn(h
2
κ; eℓ)
does not converge if δ = λκ − (d− 1)κ. More precisely, we expect the inequality∫
Sd−1
∣∣∣∣
∫
T d
P (α,β)n (x1t0 + x2t1 + · · ·+ xdtd−1)t0(t0t1 · · · td−1)k−1dt
∣∣∣∣h2κ(x)dσ(x)
≥ cn−(d−1)κ− 12 logn
to hold for α = λκ + δ +
1
2 , β = λκ − 12 and δ = λκ − (d− 1)κ, which would prove
the sharpness of the condition by Lemma 3.3. Furthermore, taking the cue from
the classical Fourier-Jacobi series and spherical h-harmonic series with G = Zd2,
we expect that the (C, δ) means Sδn(h
2
κ; f), with hκ in (1.3), converge for the same
δ that ensures the convergence at the coordinates vectors. In other words, we
conjecture that the condition δ > λκ − (d − 1)κ is the necessary and sufficient
condition for the convergence of Sδn(h
2
κ; f) in ‖ · ‖p,κ for p = 1 and ∞.
4. Proof of Theorem 3.5
The proof is based on a lemma established in [4]. First we need a definition.
Definition 4.1. Let n, v ∈ N0. A function f : [−1, 1] → R is said to be in class
Svn(µ), if there exist functions Fj , j = 0, 1, · · · , v on [−1, 1] such that F (j)j (x) =
f(x), x ∈ [−1, 1], 0 ≤ j ≤ v, and
(4.1) |Fj(x)| ≤ cn−2j
(
1 + n
√
1− |x|
)−µ− 12+j
, x ∈ [−1, 1], j = 0, 1, · · · , v.
This definition is motivated by the following two properties of the Jacobi poly-
nomials. The first one is the well-known identity
(4.2) P (α+1,β+1)n (y) =
2
n+ α+ β + 2
d
dy
P
(α,β)
n+1 (y)
and the second one is the pointwise estimate of the Jacobi polynomials in the lemma
below ([13, (7.32.5) and (4.1.3)]).
Lemma 4.2. For an arbitrary real number α and t ∈ [0, 1],
(4.3) |P (α,β)n (t)| ≤ cn−1/2(1− t+ n−2)−(α+1/2)/2.
The estimate on [−1, 0] follows from the fact that P (α,β)n (t) = (−1)nP (β,α)n (−t).
In particular, these two properties show that n−αP
(α,β)
n ∈ Svn(α) for all v ∈ N0.
We can now state our main lemma.
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Lemma 4.3. Let κ > 0. For a fixed b with 0 < b < 1, let ξ ∈ C∞[0, 1] be such
that supp ξ ⊂ [0, b]. Let f ∈ Svn(µ) with v ≥ |µ| + 2κ + 32 . Assume |x| ≤ 1 and
|x+ at| ≤ 1 for t ∈ [0, 1]. Then,∣∣∣∣
∫ 1
0
f(x+ at)tκ−1ξ(t) dt
∣∣∣∣ ≤ cn−2κ|a|−κ
(
1 + n
√
1− |x|
)−µ− 12+κ
.(4.4)
Proof. Changing variable t 7→ 1− t, the integral becomes∫ 1
0
f(x+ at)tκ−1ξ(t) dt =
∫ 1
0
f(x+ a− at)(1 − t)κ−1ξ(1− t) dt.
We can then apply Lemma 3.4 of [4] on the integral in the righthand side. 
The statement of [9, Lemma 3.4] is slightly more complicated, with an assump-
tion that |x| ≤ 1− |a|, but a close look at the proof shows that it suffices to assume
that |x+ at| ≤ 1 for t ∈ [0, 1]. This lemma is used to prove the following estimate:
Lemma 4.4. Let κ > 0 and let ξ be a C∞(T d) function such that its support set
is {t ∈ T d : t0 ≥ (2d)−1}. Then, for α ≥ β, α ≥ (d− 1)κ− 12 ,∣∣∣∣
∫
T d
P (α,β)n (x1t0 + x2t1 + · · ·+ xdtd−1)ξ(t)(t0t1 · · · td−1)k−1dt
∣∣∣∣(4.5)
≤ cn−2(d−1)κ
∏d
j=2 |xj − x1|−κ(√
1− |x1|+ n−1
)α+ 12−(d−1)κ .
Proof. With t0 = 1 − t1 − · · · − td−1 and η(t1, . . . , td−1) = tκ−10 ξ(t). Then η is a
C∞(T d−1) function and the integral over T d can be written as
I(x) :=
∫
T d
P (α,β)n (x1t0 + x2t1 + · · ·+ xdtd−1)ξ(t)(t0 · · · td−1)k−1dt
=
∫ 1
0
∫ 1−t1
0
· · ·
∫ 1−t1−···−td−1
0
P (α,β)n
(
x1 + (x2 − x1)t1 + · · ·+ (xd − x1)td−1
)
× ξ(t)tk−1d−1 · · · tκ−12 tκ−11 dtd−1 · · ·dt1.
Changing variable t 7→ u in the integral with
t1 = u1, t2 = (1 − u1)u2, . . . , td−1 = (1 − u1) · · · (1− ud−2)ud−1,
and write ξ(t) = ξ(t(u)). Then t ∈ T d−1 becomes u ∈ [0, 1]d−1. It is easy to verify
that t0(u) = (1 − u1) · · · (1 − ud−1), so that ξ(t(u)) is zero only if (1 − u1) · · · (1 −
ud−1) ≤ 1/(2d). In particular, if 1 − uj ≤ 1/(2d), or uj ≥ 1 − 1/(2d), for some j,
then ξ(t(u) = 0. Let χ be a C∞ function such that χ(u) = 1 if u ≤ 1− 1/(2d) and
χ(u) = 0 if u ≥ 1 − 1/(3d). Then χ(u1) · · ·χ(ud−1) is equal to 1 over the support
set of ξ(t(u)). Hence, we can write
I(x) =
∫
[0,1]d−1
P (α,β)n
(
x1 +
d−1∑
j=1
(xj+1 − x1)
j∏
i=2
(1− ui−1)uj
)
ξ(t(u))
×
d−1∏
j=1
χ(uj)u
κ−1
j
j∏
i=2
(1− ui−1)κdud−1 · · · du1.
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where we adopt the convention
∏1
i=2(1 − ui−1) = 1. For 2 ≤ m ≤ d− 1, we define
fm(y) =
∫
[0,1]m
P (α,β)n
(
y +
d−1∑
j=d−m
(xj+1 − x1)
j∏
i=2
(1− ui−1)uj
)
ξ(t(u))
×
d−1∏
j=d−m
χ(uj)u
κ−1
j
j∏
i=2
(1− ui−1)κdud−1 · · · dud−m
for all y such that the argument of P
(α,β)
n is in [−1, 1]. It is evident that I(x) =
fd−1(x1). Furthermore, let vm := ⌊|α − mκ| + 2κ⌋ + 3 for 0 ≤ m ≤ d − 1. For
ℓ = 0, 1, . . . , vm, we define
Fm,ℓ(y) = Bn,ℓ
∫
[0,1]m
P
(α−ℓ,β−ℓ)
n+ℓ
(
y +
d−1∑
j=d−m
(xj+1 − x1)
j∏
i=2
(1 − ui−1)uj
)
ξ(t(u))
×
d−1∏
j=d−m
χ(uj)u
κ−1
j
j∏
i=2
(1− ui−1)κdud−1 · · · dud−m,
where Bn,ℓ = 2
ℓ/
∏ℓ
j=1(n+α+β+1−j). By (4.2), it follows readily that F (ℓ)m,ℓ = fm.
We now prove that fm satisfies the estimate
(4.6) |fm(y)| ≤ c nα−2mκ
d∏
j=d−m+1
|xj − x1|−κ
(
1 + n
√
1− |y|)−α− 12+mκ
for m = 1, 2, . . . , d− 1 and, moroever,
(4.7) n−α+2mκ
d∏
j=d−m+1
|xj − x1|κfm ∈ Svmn (α−mκ).
The proof is by induction. For m = 1, write ad−1 =
∏d−1
i=2 (1 − ui−1). Since
χ is supported on [0, b], where b = 1 − (3d)−1), and n−αP (α,β)n (x) ∈ Sv0n (α) for
v0 = ⌊|α|+ 2κ⌋+ 3, we can apply Lemma 4.3 to obtain
|f1(y)| = aκd−1
∣∣∣∣
∫ 1
0
P (α,β)n
(
y + ad−1(xd − x1)ud−1
)
ξ(t(u))χ(ud−1)u
κ−1
d−1dud−1
∣∣∣∣
≤ c nα−2κ |xd − x1|−κ
(
1 + n
√
1− |y|
)−α− 12+κ
,
which establishes (4.6) for m = 1. Similarly, since Bn,ℓ ∼ n−ℓ, the similar estimate
can be carried out for F1,ℓ and we obtain, for ℓ = 1, . . . , v1,
n−α|F1,ℓ(y)| ≤ c |xd − x1|−κ n−2κ−2ℓ
(
1 + n
√
1− |y|
)−α− 12+κ+ℓ
,
which shows that (4.7) holds for m = 1. Assume now that (4.6) and (4.7) have
been established for fm−1. We now consider fm. From the definition of fm, it is
easy to see that
fm(y) = a
κ
d−m
∫ 1
0
fm−1
(
y + (xd−m+1 − x1)ad−mud−m
)
ξ(t(u))
× χ(ud−m)uκ−1d−mdud−m,
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where ad−m =
∏d−m
i=2 (1−ui−1) form = 2, 3, . . . , d−1, and similar iterative relations
hold if we replace fm and fm−1 by Fm,ℓ and Fm−1,ℓ for 1 ≤ ℓ ≤ vm. Using the
induction hypothesis, we can then apply Lemma 4.3 to obtain the estimate (4.6)
for fm, which can be carried out exactly as in the estimate of f1, and similarly for
Fm,ℓ to establish (4.7) for fm. This completes the induction.
Finally, it is easy to see that the desired estimate (4.5) is equivalent to the
estimate for fd−1(x1) in (4.6). This completes the proof. 
The support set of ξ in the theorem means that we are considering the simplex
with one vertex chopped off. The proposition below shows that this can be done
one at a time.
Proposition 4.5. There exist C∞ functions ξ0, ξ1, . . . , ξd−1 on T d such that
ξ0(t) + · · ·+ ξd−1(t) = 1, ξ0(t) ≥ 0, . . . , ξd−1(t) ≥ 0, t ∈ T d,
and the support set of ξj is a subset of {t ∈ T d : tj ≥ (2d)−1}.
Proof. For d ≥ 2, let 0 < a < b < 1 be defined by
a =
1
2d
and b =
1− a
d− 1 =
1
2d
+
1
2(d− 1) < 1.
Let ξ be a C∞ function on the real line such that ξ(t) = 0 if 0 ≤ t ≤ a, and
ξ(t) = 1 if b < t ≤ 1. In particular, ξ is supported on (a, 1] and 1− ξ is supported
on [0, b). For t ∈ T d, we write t = (t0, t1, . . . , td−1) in homogeneous coordinates, or
t0 = 1− t1 − . . .− td−1. We define C∞ functions ξ0, ξ1, . . . , ξd−1 by
ξ0(t) = ξ(t0),
ξ1(t) =
(
1− ξ(t0)
)
ξ(t1),
· · · · · ·
ξd−2(t) =
(
1− ξ(t0)
) · · · (1− ξ(td−3))ξ(td−2),
ξd−1(t) =
(
1− ξ(t0)
) · · · (1− ξ(td−3))(1− ξ(td−2)).
Then it is evident that ξ0(t)+ . . .+ ξd−1(t) = 1. Furthermore, it is easy to see that,
for 0 ≤ j ≤ d− 2, the support set of ξj is {t ∈ T d : t0 ≤ b, . . . , tj ≤ b, and tj > a},
which is evidently a subset of {t ∈ T d : tj > a}. Moreover, the support set of
ξd−1 is {t ∈ T d : t0 ≤ b, . . . , td−2 ≤ b}. Each element of this last set satisfies the
inequality
td−1 = 1− t0 − . . .− tj−2 ≥ 1− (d− 1)b = 1− (1− a) = a
by the definition of b, so that the subset of ξd−1 is a subset of {t ∈ T d : td−1 > a}.
This completes the proof. 
Proof of Theorem 3.5. Using the partition of unity in Proposition 4.5, we can write
the integral as a sum of∫
T d
P (α,β)n (x1t0 + x2t1 + · · ·+ xdtd−1)ξi(t)̟(t)(t0t1 · · · td−1)k−1dt
for i = 0, 1, . . . , d − 1. Hence, we only need to estimate the above integral for
each i. For i = 0, this is precisely the estimate carried out in Lemma 4.4 with
ξ(t) = ξ0(t)̟(t). By the symmetry of Td and the integral, for each i 6= 0, we can
exchange ti and t0, so that the same estimate applies. This completes the proof. 
16 YUAN XU
References
[1] B. Amri, Note on Bessel functions of type AN−1. Integral Transf. Spec. Funct, 25 (2014),
448–461.
[2] A. Bonami and J-L. Clerc, Sommes de Cesa`ro et multiplicateurs des de´veloppe-ments en
harmoniques sphe´riques, Trans. Amer. Math. Soc. 183 (1973), 223–263.
[3] L. Colzani, M.H. Taibleson and G. Weiss, Maximal estimates for Cesa`ro and Riesz means on
spheres, Indiana Univ. Math. J. 33 (1984), 873–889.
[4] F. Dai and Y. Xu, Cesa`ro means of orthogonal expansions in several variables, Const. Approx.
29 (2009), 129–155.
[5] F. Dai and Y. Xu, Approximation theory and harmonic analysis on spheres and balls, Springer
Monographs in Mathematics, Springer, 2013.
[6] C. F. Dunkl, Differential-difference operators associated to reflection groups. Trans. Amer.
Math. Soc., 311 (1989), 167–183.
[7] C. F. Dunkl, Integral kernels with reflection group invariance, Can. J. Math. 43 (1991),
1213–1227.
[8] C. F. Dunkl, Intertwining operators associated to the group S3. Trans. Amer. Math. Soc.
347 (1995), 3347–3374.
[9] C. F. Dunkl and Y. Xu, Orthogonal Polynomials of Several Variables, 2nd ed., Encyclopedia
of Mathematics and its Applications 155, Cambridge University Press, Cambridge, 2014.
[10] Zh.-K, Li and Y. Xu, Summability of orthogonal expansions of several variables, J. Approx.
Theory, 122 (2003), 267–333.
[11] M. Ro¨sler, Positivity of Dunkls intertwining operator. Duke Math. J. 98 (1999), 445–464.
[12] P. Sawyer, A Laplace-type representation of the generalized spherical functions associated to
the root systems of type A. Mediterr. J. Math. 14 (2017), 147.
[13] G. Szego˝, Orthogonal polynomials, 4th edition. Amer. Math. Soc., Providence, RI. 1975.
[14] Y. Xu, Integration of the intertwining operator for h-harmonic polynomials associated to
reflection groups, Proc. Amer. Math. Soc. 125 (1997), 2963–2973.
[15] Y. Xu, Intertwining operators associated to dihedral groups. Constr. Approx., to appear.
https://doi.org/10.1007/s00365-019-09487-w
Department of Mathematics, University of Oregon, Eugene, Oregon 97403-1222.
E-mail address: yuan@uoregon.edu
