An easily accessible interactive method for the analysis of Raman spectra consisting of many overlapping peaks is presented. A combination of a three-or four-dimensional grid and gradient searching is applied. The method can handle spectra with up to about 50 lines, based on a broad background. Analytical and user-defined or tabulated basic functions can be included. The merits of the method are discussed with both artificial and real spectra.
INTRODUCTION
In recent years, much work has been done on the analysis and quantitative interpretation of spectra (for reviews, see . Peak-fitting procedures normally apply simple functions (Gaussians, Lorentzians, Voightians) for the spectrum bands. However, in practice this turns out not to be satisfactory in all cases, since the background in the spectrum usually cannot be approximated using a simple polynomial and frequently different bands in the spectrum are coupled through the intensity, the width or the position of the bands. What one needs is a fitting procedure that is able to handle spectra, in which, apart from the simple basic functions, tabulated functions, user-defined functions or even parts of other spectra can also be used as the consisting functions. An example is found in the analysis of the complicated spectra from biological molecules, e.g. chromosomes, which contain the rich spectra of all constituents (proteins, DNA). Since no procedure in the literature seemed to meet our demands, it was decided to develop a suitable fitting procedure. This method is called 'multiple cubic gradient approximation,' since it deals with three-dimensional grid and gradient methods to search the optimum combination of parameters.
The second section contains necessary basic mathematics. In the third section we propose a straightforward, efficient and fast procedure for the analysis of complicated spectra in terms of separated bands and a well defined background : the method of 'cubic gradient approximation.' That section also deals with the computer realization of the peak-fitting procedures, together with a number of useful measures to reduce computer time and resulting errors. In the next two sections some examples are given of the analysis of spectra of varying composition, both artificial and real spectra, and of the influence of the proper definition of the background level. In the final section some conclusions concerning the proposed method and its range of application are drawn.
~~~ ~

BASIC THEORETICAL CONSIDERATIONS
Normally Lorentzian or Gaussian functions are used as the basic spectral functions. Measurements in condensed phases indicate that Lorentzian broadening effects are generally more Combinations of Lorentzians and Gaussians can also be used: linear combinations, of Lorentzians and Gaussians can also be used: linear combinations, product or the Voigt convolution f~n c t i o n : '~ l 6 dv' cz + (v' -b) 2 where v is the frequency and a, b and c are adjustable constants. Other functions, less frequently used, are inverse polynomial^^^^*^' and combinations of basic functions. ' The mathematical route from a noisy spectrum, consisting of broad overlapping bands to the original vibrational spectrum consists in noise filtering, deconvolution, background subtraction and peak finding and fitting: 1. Noise.filtering. Apart from the photon noise in the signal and the background," the noise is produced mainly by the detector and subsequent electronics. A convenient treatment is the Savitsky-Golay multipoint averaging m e t h~d . ' '~~~ 2. Deconvolution of the instrumental resolution. This can be based on several methods: using Fourier transforms,2 *-*' orthogonal polynomials26 or probability distributions used for some classes of ill-posed problems, i.e. problems having no unambiguous solution. Recent versions of these methods are the maximum entropy method (MEM) and the Baysian deconvolut i~n .~' 3' The latter method of deconvolution, applied in this work, will be described briefly in the subsection Deconvolution.
Background subtraction and Rayleigh-line correction.
A generally used form for the baseline is given by'
where a,, b and c are adjustable constants. Pearson3' has developed a method to obtain a satisfactory polynomial initial approximation of the background of the spectrum. With this method any smoothly varying artefact can be removed, provided that the artefact is noticeably broader than the broadest cluster of overlapping spectral bands. This method has been adopted in this work. For some other studies concerning this point, see the papers by Pitha and Jones (first order, and no exponential term)" and Gans and Gill (second order, exponential term double^,'^ so it is not always justified to obtain information from derivatives of order >2. It should be noted that a bad estimate of the background (for instance an estimation with too steep slopes) may result in a severe displacement of the zero points in the derivative spectrum of the measured spectrum and therefore in the positions of the original peaks in the spectrum also. We concluded from many simulations that an inspection by the user is still necessary between the peak-search procedures and the peakfitting process (see Ref. 4). Peak-Jtting procedures. A number of methods have been developed for this problem (for reviews, see Refs 4, 5 and 10). Normally these methods are based on minimization of
where N is the number of points in the spectrum, yobs, is the observed spectrum at position xi and ycalc the calculated spectrum. 35 In photon counting experiments the standard deviation dabs. is conveniently approximated using Poisson statistics with
The function ycalc(x) can be expressed as n j = 1 wherej runs over the number n of bands assumed to be part of the spectrum. The functions Yband(Xi) and ybackgr(xi) denote basic spectral functions and the function fitting the background, respectively. For the derivation of the desired parameter values by parameter space searching for the xz minimum by scanning over the parameters in a directed or a non-directed (randomized) way. The analytical methods try to linearize the x2 equation by linearizing the fit functions. Gans [ 5 ] gave a comprehensive review of the applicability of numerical methods for different situations. Which method is to be preferred for spectral analysis has been examined by other worker^.'^.^^*^^ Fr om arguments of accessibility and flexibility we choose a combined grid and gradient search.
MULTIPLE CUBIC GRADIENT APPROXIMATION
The approximation procedure . Based on these constraints we want a fitting procedure that: (a) will offer us the opportunity to interpret the fitted spectrum, the fit and the difference spectrum (= measured spectrum -calculated spectrum) during all stages of the fitting process, and the possibility of interfering by inserting or deleting bands or peaks, or altering the value of individual parameters; (b) is able to fit complete spectra, say up to 50 (partly overlapping) bands based upon a broad background; (c) will run on personal computers in reasonable times.
The method chosen is a combination of grid and gradient search, combined with an analytical method to resolve the background. For every single band j a set of kj parameters Pi, is defined. In every iteration step each of these parameters is optimized by the cubic gradient search method. For every parameter an individual step size SP, is kept in memory (for convenience we shall omit the subscript j). The best fit is calculated from the least-squares results of the fit when applying all possible parameter permutations that can be performed with the k parameters, when kept constant or when enlarged or decreased by the corresponding step size (Pi -SPi, P i , Pi + 6Pi; see easily be expanded for four-parameter functions (e.g.
Voigt functions).
The reason for choosing this method of iteration, although computer time c~nsuming,",~' is its relatively simple way of handling the data, the easy way of inspection of results between cycles, the possibility of avoiding being trapped in local minima and the opportunity to intervene in the approximation process between two successive cycles. In addition, modest amounts of computer memory are needed, thus making the method available for desk-top minicomputers, commonly applied in spectroscopy. With such a computer the time needed for fitting a 40-peak spectrum, after insertion of the proper parameters, is only a few minutes. The x2 values that can be obtained with this method are comparable to those of other, more analytical techn i q u e~.~.~. "
The background is fitted by a polynomial f~nction.~' Points in the digitized spectrum fix,) (xi = spectrum point i) are considered to belong to the background if situated within kvo, of the x-axis. Here v is a positive constant and 0, is the 'baseline standard deviation': In the actual calculations we limited m + 2 to 50 and I to 5. In every iteration step the (rn + 2 + 1) sets of variables are optimized once and independently of each other by an adapted gradient search method. After each optimization of the parameters of a peak function, the corresponding step sizes are recalculated. In case the new optimum parameter value equals the value of the previous grid cycle, the step size is decreased with a predefined factor and stored in memory for use in the next grid cycle.
During the fitting procedure only the difference spectrum (= observed spectrum -calculated spectrum), the observed spectrum and the parameters of the components of the calculated spectrum have to be kept in memory. In case the procedure is started with a fit of the background, the difference spectrum is initially given by
Here the first superscript indicates the number of previous fit cycles performed completely (i.e. for all constituting functions). The second is 1 or 0 depending on whether the background was optimized during or after the actual fit cycle, and the third superscript k (k = l-n; n = m + 2) indicates the number of peaks optimized already during the actual fit.
Before the parameters of a peak can be optimized, the 'old' peak function itself has to be calculated and added to the difference spectrum. After the peak parameters have been optimized, the new peak function is calculated and subtracted from the difference spectrum. For the pth peak, y,, in the qth cycle this results in where y:a;,l.l" ' is given by Eqn (7) after q -1 cycles have been completed. 
After optimization of all n peaks, the difference spectrum will become y q -l , 0 , ny q -l , 1 . n Subsequently a background optimization is performed, which results in
This can be written as (12) q -1 9 1 , n = 4 0 , O = Yrest Y r k t yobs -Y:, ?" by which the new difference spectrum can be used for the next iteration step. The advantage of this method is that, once the first ycalc has been obtained, after each step in each cycle the difference spectrum is calculated by adding the 'old' function and subtracting the new one (for all constituent functions): n This procedure is repeated until xz is reduced to a satisfactory value. It should be noted that the procedure is done peak by peak. After each peak fit in each cycle the difference spectrum can be inspected and the parameters can be changed, if necessary. If the difference spectrum had been calculated once in each cycle after the optimization of all parameter values of all peaks, problems of divergence could easily occur and as a result the difference spectrum would show strong oscillations.
MODIFICATIONS OF THE APPROXIMATION PROCEDURE
The procedure outlined above has to be modified for several reasons : 1. The possibility of becoming stuck in a non-absolute or local minimum is the major problem with gradient search methods. To overcome this problem the step sizes have to be recalculated, once a (local) minimum has been reached, to larger values, corresponding to those in a previous cycle. Two possible solutions for the recalculation procedure were tested. A first possibility is to use the step sizes that were used in the first fit cycle as the new step sizes. Secondly, it is possible to recalculate the step sizes to the values that were used by the fitting procedure just before the previous recalculation took place. Figure 2 shows the results of a fit with and without the help of the two recalculation procedures. It shows that a large gain can be made if a recalculation procedure is used. Figure 2 shows that the second procedure (curves 111) gives the best results. This is due to the fact that if the first procedure is used, the step sizes are too enlarged. This is illustrated by the small steplike plateaux in the curves 11.
As a result of these tests, the step sizes are recalculated in the grid cycle every time the computer program is able to decrease ,y2 to 0.75 of the value it had during the previous recalculation (this value was found as the optimum for Lorentzian lines; in fact values between 0.25 and about 0.8 will work). After this multiplication, the fit criterion value is calculated in the same way as normally x2 is calculated.
5. The first difference spectrum and the most recent difference spectrum are kept in memory and can be displayed on a monitor. Hence it is possible to inspect the changes in the difference spectrum while it reduces towards the noise spectrum, which ideally should be left after the fit is completed. Every single point of the difference spectrum can be followed during the fit. This makes it possible to see in what regions of the spectrum the fit is troublesome, possibly owing to a bad or wrong first estimate (for instance, too few bands). The order in which the different bands are fitted is important. The bands with the highest amplitudes are fitted first, because for these bands the most reliable information is available regarding position, width and amplitude. A small peak next to a large neighbouring peak in an overlapping band will tend to fit a part of its large neighbour more readily than the large neighbour will tend to do with the small peak. If the larger one is fitted first in each iteration cycle, the risk of the small peak being fitted at the expense of intensity belonging to the large neighbour is diminished. Especially when dealing with complicated spectra with many lines with often very different intensities, it turns out to be worthwhile to keep the positions of the peaks fixed at the values initially inserted, at least for a number of cycles, until a satisfactory fit with the amplitudes and the line widths as the only varying parameters is obtained.
Generally what is available for the parameters of the bands are approximate values for the centre position only, so the full width at half maximum intensity (FWHM) and the amplitude have to be estimated. This estimation can be done by the user (subjective) or by a programmed algorithm (the drawback is that errors in unexpected or unpredictable situations can occur). Both kinds of input are made possible in the program. To start the fit close to an expected x2 minimum, the peak-function parameters FWHM and amplitude can be estimated from the measured spectrum. Therefore, at first the background is estimated by the algorithm described [Eqn (6)]. After subtraction of the background, the expected peak positions are imported by the program. As a first approximation of the amplitude the values measured at the given positions, corrected for background, are taken. To obtain the FWHM values of the peaks constituting a multi-peaked band the program searches for the width at a suitably chosen percentage X % of the amplitude, i.e. the width of the interval (not necessarily symmetrical) around the estimated centre of the band, comprising points with measured intensities of more than X % of the estimated band amplitude. The first FWHM approximation is the width of the interval found, divided by the number of peak-centre positions (imported in the program) expected within the interval. The individual amplitudes are recalculated, based on the approximations found for the width of the peak functions and the measured amplitudes at the estimated peakcentre positions. Empirically and with help of a triangular model we found that X > 80% gives good results (see the next section).
Initial approximation of peak widths
The fitting procedure starts with the input of the number of peaks, estimated 'with a spectroscopists view' or using spectrum derivatives together with a reasonable initial guess (to be discussed later) of the spectral position of each peak. The computer program has to calculate the first estimations of the peak amplitude and of the peak width. In order to investigate the applicability of the procedure already discussed in the previous section (point 7) for broad overlapping bands consisting of two or more peaks, a number of test spectra were analysed. The test spectra consisted of peaks of various amplitude, width and spectral separation. For convenience these peaks were chosen to be triangular instead of Lorentzian, since in this case the width of a single Lorentzian is satisfactorily approximated using a triangular function, provided that the approximation is based on the upper part of the Lorentzian (relative amplitude > 80%). This is illustrated in Fig. 3(a) and (b), where for a Lorentzian and a triangular peak the width, approximated using the width at a level of X % of the intensity in the presumed peak position, is compared with the real width. The results for various combinations of triangular peaks are displayed in Fig. 3(c) and (d). With these figures it was assumed that TI, T2 < 1 p 2 -p1 I < rl + T2 , (Ti and pi are the width and position, respectively, of peak i ; thus allowing overlap). Then it can be shown that the width of each peak cedure a reasonable guess of the widths of the peaks is obtained. AS will be discussed later, in the case of overlapping bands the central positions should be initially guessed within 10% of the width, and therefore in the region where -r/lO 5 (x or y ) 5 +r/10, where r is the FWHM and x and y are the running spectral variables of both peaks. The figure shows the ratio of the estimated width r' and the real width us. the relative amplitude X (as a percentage of the band amplitude) that the data points should have at least in order to be contained in the calculation. From the figures the optimum value of X may be derived.
Error calculation for the resulting parameters
The commonly used methods for the estimation of the errors in the parameter values resulting from the fitting procedure are a variation of the initial parameter values (see, e.g., Ref. The second method, adopted in this work, consists of subsequently varying the parameters P i over a fairly large region. This is achieved by adding +2"cil to P , , where n = 1,2, . . . , P , is the final value of the parameter Pi after completion of the fitting procedure and Eif is the corresponding final step size. By repetitive scanning of the Pi axis in this way, keeping the other parameters constant, the value of Pi with minimum xz (Pi,,J can be found [ Fig. qa) ]. Then the estimation of the error in Pi is given by APi = I Pi, -P , I
(15)
This method contains some inherent traps. Two of those are illustrated in Fig. 4 : (a) a mismatch of the final step size to the actual x2 curve and (b) the disturbing effect of non-independent parameters as with overlapping bands. Therefore, this method will work only close to the absolute minimum value of the xz function.
Deconvolution
Of the methods available for the deconvolution of spectra we adopted3' the method based on the postulate of Bayes, as described by Kennett and co- Over-or superdeconvolution. A problem often encountered when applying Eqn (21) is caused by the lack of a proper stop mechanism: with test spectra it was seen that the iterative process is indeed effective in reproducing the original spectra, but the process will not stop by itself when the original spectrum is repr~duced.~' A further sharpening of peaks is obtained. This effect mainly originates from the fact that the deconvolution process will handle spectral regions with a low value for the slope more effectively (on a time scale basis) than steep regions. The deconvolution of the peak region of a spectral band is completed only after the completion of the deconvolution of the wings. When using a uniform deconvolution procedure for all points in the spectrum, the wings are then easily over-deconvoluted. However, when in Eqn (21) Oi") is replaced by O!", it turns out that with the test spectra investigated the iteration procedure leads to a convergent result, lying between M and 0 (dependent on the shape of the spectrum). It may therefore be expected that a suitable mechanism of damping the convergence and avoiding superresolution may consist of replacing O p of Eqn (21) by (1 -6)OI") + do!') with 0 < d < 1 (22) where d is dependent on the actual degree of convergence obtained during the process. It can be shown that a suitable damping is obtained with respectively, where do is a properly chosen damping factor and q the overall accuracy to be pursued. The deconvolution process is stopped after the iteration cycle in which the number of points in the spectrum, upon which damping is applied, for the first time exceeds a limiting value of d , N , where d, is an error limit given by the minimum value of 3 and do/q and N is the number of points in the spectrum.
Typical values are q = lo-' and do = 0.1, so d, = 0.1. In Fig. 5 some results of the deconvolution procedure, including the effect of over-deconvolution, are shown.
Realization
The computer program is written in Pascal, in modular form, for MS-DOS. In addition to the proper fitting procedures, a number of procedures concerning the handling of data files (i.e. intensity and spectral region corrections, procedures for calculations and plot and print routines) have been added. In order to investigate the quality and the shortcomings of the method, a number of tests were performed. This section deals with the treatment of artificial spectra and 'real' spectra are discussed in the next section.
TESTS OF THE PROCEDURES WITH
A comparison with literature data is difficult since the various studies differed in methods, initial parameter values, maximum likelihood criteria or noise contribution. Maddams4 and Gans' gave critical reviews and Pitha and Jones" compared different methods concerning the necessary computing time.
The artificial spectra used consisted of one, two or three Lorentzian lines, smooth or noisy. The noise was Poisson noise, calculated for a default mean value of lo4 (with a standard deviation of lo2), using the Stirling approximation for n! to reduce the computing time. Each point yi in the smooth spectrum is corrected for the noise contribution, calculated by multiplying the noise level ui (0: = yi) with the proper probability factor resulting from a random choice in the Poisson spectrum.
With the artificial spectra consisting of two or more peaks, the effects of a variation of a number of parameters were studied, such as the relative positions, amplitudes and widths of the peaks and the error estimations of those parameters as a function of the number of cycles, as compared with the actual values of those parameters chosen at the beginning of the fitting pro-cedure, which generally differ from the exact values. Also the error estimation in the parameters will differ from the exact losses.
It is convenient to use the following notation: Zi = exact parameter value of peak i (X = P, A or F for the position, the amplitude or the full width at half maximum, respectively); X i = approximated parameter value after the fitting procedure ; Xi' = approximated parameter value at the start of the fitting procedure; 6Xi = the error in X i , estimated after the fitting procedure; AXi = the exact error in Xi: A X i = Xi -xi.
The distance between two peaks has been normalized to Of the large number of spectra only a few examples will be discussed here. In Fig. 6 a survey is given of the results of the fit of two overlapping peaks (the parameters x2, AP,, A A , , AF,) as a function of the initial error in the position of one of the peaks (dP,), with the amplitude ratio A , / A , and the initial position error of the other peak (dP,) as the parameters. The broken lines in Fig. 6 are merely drawn to guide the eye. Smooth spectra with no noise were used here. From Fig. 6 it is seen that an increase in dP, generally results in a worse fit. However, a negative value for dP, improves the fit, provided that I dP, I < 1 dP, 1 . This can be shown to be caused by the better first estimate of the combined spectrum : the latter spectrum resembles the exact spectrum more closely. This is also the reason dPi = (Pi -Pi')/Fi. why the plots in the asymmetric case @,/A, < 1) seem to be shifted to higher dP, values as compared with the plots in the symmetric case (A,/A, = I), revealing minima at about dP, w + 10%.
From these and similar plots it can be concluded that in order to obtain errors in the parameters of both peaks below 5%, it is necessary that dP, and dP, are limited to -10% < dP, < 0% and 0 < dP, < lo%, in which it is assumed that peak 1 is at the negative side of peak 2, and A J A , = 1. When A,/A, is increased, the above range of dP may also be increased.
In Fig. 7 some results are shown concerning fits as a function of the initial guess for the distance between the positions of the bands. In the plots the effect of Poisson noise is also indicated: (alHa4) for smooth spectra and (blHb4) for noisy spectra. Comparing Figs 7(al) and (bl), it is seen that with smooth spectra different values of the amplitude ratio only slightly influence the final result, whereas with noisy spectra a reliable result can be obtained of methyl alcohol and ethyl alcohol with various concentration ratios were measured and the spectra analysed. In Fig. 8 the spectra of the two compounds and the mixtures are shown for the CH and OH stretching region around 3000 cm-'. For the calculations the spectra were calibrated using the 881 cm-' line of ethyl alcohol, which is situated in the spectrum in a satisfactorily isolated way, where the contribution of methyl alcohol to the spectrum is comparatively negligible.
The methyl alcohol and ethyl alcohol lines to be expected in this spectral region are shown in the inset in Fig. 8 . The fitting region extended from 2780 to 3100 cm-'. It is seen from the spectra that the methyl alcohol peak in particular at 2939 cm-seems to have disappeared. In such situations it turns out in practice that a peak initially situated in the wing of a (relatively) giant neighbour will, during the fitting process, either shift to the position of this large neighbour or become very broad (thus becoming part of the background), or both, unless the position of the peak(s) are kept fixed for a limited number of cycles.
In Fig. 9 the results for the various lines are shown as a function of ethyl alcohol concentration. The lines drawn through the measured points indicate the expected relationship. It is seen that the weak (and disappearing) peak at 2939 cm-' is easily reconstructed.
Human eye lenses
The spectral region mentioned above is also of interest in the investigation of the water content of human eye lenses, supposedly connected with cataract format i~n .~~.~' In Fig. 10 a typical spectrum is shown, together with the fit of the NH, CH and OH stretching region. The quality of the fit is revealed in the difference spectrum. It turns out that the water band may be approximated with three Lorentzians (we shall not discuss the physical relevance of this assignment here). The background was taken as linear, on the basis of the shape of the spectral regions (not shown) at the left and right of the region shown.
Chromosomes
In Fig. 11 , part of a spectrum of pelleted chromosomes is It is seen that the measured and calculated spectra coincide. The background consisted of a polynomial with degree 4. All lines can be assigned, including the amide lines around 1600 cm-'. (not yet included in the fit); and additional lines have to be inserted at about 560 and 1404 cm-'. The intensity of these additional lines can be inserted from the intensity in the difference spectrum at these points. The spectra shown in Fig. 12 were chosen specially with no side wings present in order to judge the degree of the background polynomial. We therefore tested the fitting procedure with different background degrees (W, Fig. 12(aHf) ). From the results it follows that with degree 0 to 1 similar results are obtained, except for some small differences in the amplitude or the width of some individual peaks (but not the position or the integrated intensity). Background degree 2 leads to an even better result. With degree 3 the result becomes worse, with a tendency for low-intensity peaks to broaden considerably, in order to compensate for a background which apparently is too low locally (e.g. the peaks at 380 and 580 cm-'). This tendency is even more manifest with degree 4 at the low-wavenumber side of the spectrum. It can therefore be concluded that additional information on the background (e.g. about the side wings of the spectrum) is of paramount importance for a successful fit.
The errors in the line positions vary from 0.2 cm-' for the sharp and isolated peaks to about 3 cm-' for the low and broad bands. The errors in the integrated intensity vary from 5% (sharp lines) to about 60% (low broad bands).
DISCUSSION AND CONCLUSIONS
The MCGA method for the analysis of complicated spectra has been described, and a number of applications have been given, together with some results from the analysis of test spectra. In all cases a satisfactory fit was obtained, although in some cases a continuation of the fitting process seems appropriate, especially when extra peaks of low intensity have to be included in the process. Additional knowledge of the background function is very important. The time required for the fit (about ten cycles) is a few minutes on a PDP-LSI 11/73 computer (comparable to an AT-type PC) for spectra consisting of 35 peaks.
An important advantage of this direct method is the opportunity to interfere within the process, e.g. for the insertion of extra lines, or for manipulation of the degrees of freedom. Another advantage is the opportunity to insert user-defined or tabulated functions, e.g. results from previous measurements. As a general point it may be concluded that, especially with t I ' complicated spectra, such as those for biological mol
