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Given  the  urgency  to  mitigate  the  warming  climate  caused  by  excess 
anthropogenic  carbon  emissions,  decarbonizing  the  global  energy  system 
ranked as one of the top priorities.  In evaluating the alternative  low carbon 
technologies, life cycle analysis (LCA) emerged strongly as a modelling tool for 
supporting  the  decision  making  process.  An  LCA  focusing  on  energy 







engineering  and  process‐specific  data.  PCA  generally  yields more  accurate 
results, but  it  is a  time  consuming exercise. Thus, a PCA exercise  is usually 
simplified  by  applying  “cut‐off”  criteria  to  exclude  less  relevant  processes, 
leading towards potential under‐estimation of the impact. On the other hand, 
the results from IOA are more complete and less case dependent, but they are 
also  less  precise.  There  are  also  transparency  issues  due  to  the  lack  of 
granularity at the process level. 
 





in  the  PCA  approach  for  benchmarking.  In  response,  we  proposed  a 
methodology to streamline the formulation of the life cycle energy system. The 
methodology, developed based on the first principle, can give clear depiction 







case  study  results,  the methodology was  capable  of  estimating with  good 
confidence  the  life  cycle  carbon  emission  factor  of  existing  electricity 
generation systems. It was also capable of projecting the life cycle energy input 
and carbon emissions of future electricity generation technologies, such as an 
advanced  SMR  system.  Moreover,  the  methodology  was  also  capable  of 
analysing  the  influence  of  key  design  parameters  on  the  life  cycle  carbon 
















































































































































































































































































































































Global  warming  caused  by  anthropogenic  carbon  emissions  has  received 
increasing attention over the decades [1]. There is a strong scientific consensus 
that continued rising trend of global warming will lead to catastrophic climate 
change,  threatening  life  of millions  [2].  According  to  the  ADB  [3],  climate 
change will have severe adverse effects on the sustainable development and 
poverty eradication efforts  globally  and particularly  to  the  Southeast Asian 
region.  First,  a  large  population  (about  563 million  people)  lives  along  the 
coastlines, measuring about 173,251 kilometres  long. These populations are 
highly  vulnerable  to  sea  level  rises.  Second,  even  though  rapid  economic 
growth and structural transformation brought millions out of extreme poverty, 
there were still about 93 million (18.8%) living in extreme poverty as of 2005. 
Third,  agriculture  accounted  for  about  43%  of  the  total  employment  in 
Southeast  Asia  and  contributed  about  11%  GDP  in  2006.  The  increase  in 
extreme weather events (such as droughts, floods, and tropical cyclones, and 
warming), and forest fires due to climate change seriously threaten the export 





One of  the  typical approaches  in  identifying  the means of  reducing  carbon 





[4]. By examining  the pool of methodologies,  life cycle analysis  (LCA)  is  the 
most  relevant methodology  for  quantifying major  potential  environmental 





among different  alternatives.  In  the  early development,  LCA  received both 
high expectation and varied criticisms, as seen in Udo de Haes [7], Ayres [8], 
Ehrenfeld [9], Krozer and Viz [10], and Finnveden [11]. These expectations and 
criticisms  stimulated  strong  development  efforts  globally.  Over  the  years, 
international  standards,  ISO14040  [12]  on  principles  and  framework,  and 




Over  the decades,  LCA has been progressively applied  to energy producing 
systems,  especially  power  generation  [17].  From  1973  to  2011,  the  global 
energy production  increased  from 6,129 TWh  to 22,202 TWh at an average 
annual growth rate of 3.5% [18]. In 2010, power generation was accountable 
for 41% of carbon emissions with 67.8% of  the world electricity production 







the  International  Energy  Agency  (IEA),  fission  power  was  expected  to 










for  conducting  an  LCA  study  allowed  for  flexibility  in  interpreting  key 
methodological issues [24]. Such flexibility has led to subjective approaches in 


















Compared with PCA,  the results  from  IOA are more complete and  less case 
















an  appropriate  set of  LCIs  to  reflect  the  local  conditions  and  the  temporal 
scope  of  the  study  [17].  The  selection  of  LCI  is  closely  dependent  on  the 










developed with  corresponding  life  cycle  carbon  emission  factors  reported. 
However, there is a lack of a standardized methodology in the PCA approach 
for  benchmarking  the  current  LCA  results  on  fission  power.  Without  a 










constitute more  than  90  sample  points  for  the  LCA  results.  Based  on  our 
observation, the reported values of the  life cycle carbon emission factors of 













In  turn,  these  reliability  issues  may  lead  negative  consequences  as  many 
globally recognized studies are relying on the LCA results from the literature. 
Pacala  and  Socolow  [48]  developed  a methodology  under which  replacing 
conventional fossil fuelled technologies with new and clean technologies could 
form wedges to help stabilize the atmospheric CO2 concentration. The IEA [23] 
referenced  LCA  results  on  power  generation  for  the  development  the  450 
Scenario.  In  the  discussion  on  future  emission  scenarios,  the  IPCC  [49] 
referenced  LCA  results  from  the  literature  for  benchmarking  the  life  cycle 
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carbon emissions  from  alternative power generation  technologies with  key 
policy recommendations. The LCA results were also used by the consultants at 
Mckinsey  for  the development of  a  global Marginal Abatement Cost Curve 
(MACC) [50, 51]. At the regional level, the ADB referenced LCA results in the 
discussion about climate change in Southeast Asia [3]. At the country level, the 






To  understand  the  root  cause  of  the  issues  with  the  current  LCA 
methodologies, we employ  a  scorecard method  (explained  in Appendix A), 
developed  by  Nian  and  others  [53].  This  method  allows  for  a  systematic 
evaluation on the key aspects of an LCA methodology related to estimating the 
life cycle carbon emissions of energy systems  (explained  in Chapter 2). Our 












were  capable  of  analysing  “design”  related  issues.  These  “design”  related 
issues  include  projecting  the  life  cycle  carbon  emissions  of  future  and/or 
advanced energy systems, and the influence on the life cycle carbon emissions 
from  the  change  in  design  parameters  (e.g.  reactor  size,  enrichment 
concentration,  and  uranium  ore  grade).  Indicators  derived  from  these 
capabilities  are  very  important  for  climate  change  policymaking.  Secondly, 
there was no standardized LCA methodology even though they were based on 
a similar framework. In other words, the current methodologies were usually 

















(iv)  to  apply  the  generic  methodology  to  determine  the  life  cycle  carbon 
emission  factor  (measured  in  t‐CO2/GWh)  of  a  small  and medium  reactor 
(SMR)  system with  conceptualized design parameters; and  (v)  to apply  the 
generic methodology  in  a parametric  study  to understand  the  influence of 
design parameters on life cycle carbon emissions. 
 
In  brief,  the  proposed methodology  is  formulated  based  on  three  generic 
definitions:  generic  system  definition,  generic  input‐output  definition,  and 




and  loading  factor,  uranium  fuel  burn‐up,  and  uranium  enrichment 

















confidence  the  life  cycle  energy  input  and  carbon  emissions  of  current 
electricity generation systems. The methodology is explicit in representing the 
relevant  design  parameters  at  the  process  level.  Thus,  it  can  be  used  to 
examine  the  influence  from  the  variation  of  these  parameters,  which 
advantages  conventional  sensitivity  analysis  (such  as  a  Monte‐Carlo 





literature  review, Chapter 3 describes  the  formulation of  the methodology, 
which  includes  life cycle  system conceptualization,  input‐output definitions, 
and the selection of system boundaries and “cut‐off” criteria. The concepts of 























larger  system  into  smaller  segments  to  gain  insights  to  its  compositional 
elements. This approach typically employs a “black box”, which tends to lose 
details at the elementary mechanism. The bottom‐up approach assembles the 
smaller  segments and  the elementary mechanisms  that can eventually give 
rise to a larger system. In this approach, elements at the base level are firstly 
specified in great detail before being assembled to form a larger segment. In 
general,  engineering  design  process  usually  come  from  the  bottom‐up 
approach, also known as synthesis. 
 
In  the  top‐down  approach,  the  IOA  enabled  a  standardized  platform  for 
scholars to evaluate energy systems  in a multiregional setting [27, 28], with 
the ability to estimate the feedback effects [29] among the different systems. 
In  brief,  it  was  a  proven  method  in  evaluating  energy  systems  at  the 
macroeconomic  level  but  lacking  in  granularity  at  the  elementary  process 








































waste  generation,  and  overall  energy  efficiency;  and whether  the  LCA  can 
accurately account for the carbon emission streams. Under the “LCA Scope”, 
we examined how specific a published LCA method was  in a cradle‐to‐grave 
analysis; how expandable  the  scope was  such  that  it  can be  systematically 
expanded to include different streams of carbon emissions; and whether there 
was a visible and  justifiable  timeframe  in defining  the “lifetime”  in  the LCA 
methodology. Under the “LCA System”, we examined whether the system and 
its  input‐output definitions were sufficiently generic  to  represent all energy 
systems; benchmarked on  the granularity of  the PCA used  in  the methods; 
critically examined the system boundaries defined in each methodology; and 
assessed the completeness of a cradle‐to‐grave life cycle definition. Under the 






White  [54]  employed  a  typical  cradle‐to‐grave  approach  with  net  energy 
analysis, which considers the energy (and related emissions) expanded at all 








and  other  facilities  constructions.  However,  there  was  a  lack  of  detailed 
discussion  on  the  definitions  of  the  life  cycle  systems  for  fission  power 
generation  and  system  boundaries.  Without  a  clearly  defined  system 
boundary, this method can be unreliable in accurately registering the emission 





Hondo  and  others  [38]  (with  subsequent  update  [47])  from  the  Central 
Research  Institute  of  the  Electric  Power  Industry  (CRIEPI)  conducted  a 
comprehensive  assessment  on  the  life  cycle  carbon  emissions  of  different 
power  generation  technologies,  including  fission,  coal,  natural  gas,  hydro, 
geothermal, wind, and solar PV. The assessment report contained a rich set of 
verifiable primary and secondary data sources of high granularity. Leveraging 
on  the  rich  data  set,  Hondo  [36]  conducted  a  life  cycle  carbon  emission 
specifically on fission power. The merit of the [36] lied with the introduction of 
life  cycle  thinking  and  the  importance  of  setting  a  specific  scope  for  LCA 
exercises. Similar to [54], [36] included the emission streams from the use of 
both  fossil  fuels  and  materials.  There  is  lack  of  discussion  on  the  system 
boundaries. Based on primarily  [47] and  [36], Hondo  [37]  analysed  the  life 
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cycle  carbon  emissions  of  different  electricity  generation  systems.  Again, 





assessing  the  life  cycle  emissions  for  benchmarking  different  electricity 
generation systems. The topic on FENCH‐GHG emission was discussed in the 
expert meeting hosted by the  International Atomic Energy Agency  (IAEA)  in 
1994  in  Beijing.  Subsequently,  van  de  Vate  [42]  conducted  a  FENCH‐GHG 
comparison among fission, hydro, solar, and wind technologies. Similar to [22], 
the  FENCH‐GHG method  included  the  carbon emissions  streams  from both 
energy  and  material  use.  However,  [42]  used  directly  carbon  emission 






Dones and others  [56] developed a methodology  for an LCA on  the carbon 
emissions of fission power plant in the US. The methodology was based on the 
schematic of a model US uranium supply chain. The framework was intended 
for  the  development  of  the  Eco‐invent  database  [57],  an  internationally 










this  paper  included  a  detailed  discussion  on  the  inclusion  of  embodied 
emissions for materials. This paper reported a large range of life cycle carbon 
emission  factors  of  fission  power  (from  10  to  200  kg‐CO2/kWh)  under  the 
different nuclear  scenarios  in  Japan.  It was  reasonable  to  assume  that  the 
carbon emission factor of fission power could reduce when more fission power 
plants  were  deployed,  because  the  enrichment  process  and  many  other 
activities in the uranium supply chain required large amount of electricity. This 
methodology was useful for a geographically bounded region covered by the 
same  electricity  grid.  However,  the  methodology  was  difficult  to  be 











input  to each process  relevant  to electricity generation  including upstream 
processes  (such  as  mining  of  raw  materials  for  plant  construction)  and 
downstream processes  (such  as plant decommissioning).  This methodology 
enabled  clear  tracking  of  carbon  emissions  streams  from  the  fuel  use. 











explained  in  details  some  of  the  key  processes  involved  in  fission  power 
generation. Overall, it was a well formulated methodology based on the PCA 
approach.    However,  the  methodology  could  be  further  improved  with 
discussions  on  system boundary definitions.  Furthermore,  it would  also be 







Sovacool  [39]  conducted  a  comprehensive  survey  on  the  current  LCA 
methodologies  and  results  on  fission  power.  This  paper  provided  a 
comprehensive collection of LCA works on fission power in the literature. The 
life cycle emission  factor of  fission power was obtained by taking the mean 









Storm  van  Leeuwen  and  Smith  [40]  conducted  a  detailed  LCA  on  carbon 















on  the system boundaries and elementary mechanisms of  the  input‐output 





fission power generation. The objective of  this paper was  to determine  the 
causes of variability in estimating the life cycle carbon emissions from fission 
power so as to reduce such variations. This paper used meta‐analytical process 
called  “harmonization”  in  defining  the  life  cycle  system,  its  processes,  and 
system  boundaries.  By  harmonization,  the  paper  aggregated  the  different 
stages for fission power generation into upstream processes (such as facility 
construction and supply of materials), operational processes (such as mining, 
milling,  conversion,  enrichment,  and  power  generation),  and  downstream 
processes (such as facility decommissioning and radioactive waste disposal). 
The upstream processes were applicable to all “operational processes” in the 




harmonizing  method  effectively  established  a  consistently  defined  gross 
system  boundary.  However,  there  was  a  lack  of  transparency  on  the 












However,  this highlighted  a  critical  issue on  the  reliability of  the  reference 
data.  Pro‐nuclear  publication might  report  favourably  low  carbon  emission 




a  life  cycle  electricity  generation  system  and  system  boundaries. A  careful 
analysis on the credibility of the reference data was crucial, especially when an 








(inclusion/exclusion of processes).  In  response,  Suh  and others proposed  a 
hybrid approach  in determining  the system boundaries, which  incorporated 
the use of PCA as well as  the economic  Input‐Output method. Overall,  this 
method was more of a top‐down IOA dominant one with less focus on the PCA. 
It was  a  useful method  for  clarifying  some  of  the  boundary  issues  at  the 





and  [41],  Storm  van  Leeuwen  [64] pointed out  that  there were  still  “many 
controversies  with  regard  to  fission  power  turn  out  to  originate  applying 
different system boundaries and time horizon: which processes and activities 
are included in the system and which are not. Often the system boundaries are 
not  explicitly  defined”.  This  was  another  clear  indication  that  there  were 
critical  issues with  the  selection  of  system  boundaries  in  the  current  LCA 
methodologies yet to be addressed at the fundamental level. 
 








electricity generation  systems. For example,  this  complexity may  refer  to a 
system comprised of more than one input fuel type and/or technology system, 
such as hybrid diesel‐backed  solar PV power generation  system. Under  the 
“LCA Scope”, most of the published work seemed to have diluted the scope for 
assessment with  the most  common  dilution  between  the  study  on  carbon 













































parameters  No  No  No  No  No  No  No  No  No  No  No  No 
Explicit process 
representation  No  No  Yes  Yes  No  No  No  No  No  Yes  No  Yes 
Ability to analyse 
design related issues  No  No  No  No  No  No  No  No  No  No  No  No 
Generic 
representation of 
energy systems  No  No  No  No  No  No  No  No  No  No  No  No 
Reliability of system 
boundaries  No  No  No  No  No  No  No  No  No  No  No  No 
Accessibility of LCI 








mechanism, and  system boundaries. Therefore,  it  strengthened  the case  to 
completely  overhaul  and  standardize  the  current  LCA  methodologies.  In 
developing the proposed methodology, we employed both quantitative and 
qualitative analysis in Chapter 3. In defining the generic life cycle system, we 
followed  closely  the  PCA  and  energy  balance  approaches with  preliminary 
discussions on the system boundaries. Subsequently, we introduced “levelled 
system”  structure  with  qualitative  conceptualization  of  the  system 

















As schematized  in Figure 3‐1,  the  first  law of  thermodynamics states  that a 







ߟ௧௛ ൌ ௡ܹ௘௧,௢௨௧ܳு   (3‐1) 
ߟ௧௛ ൌ 1 െ ܳ௅ܳு 
(3‐2) 
Where: 
௡ܹ௘௧,௢௨௧ ൌ ܳு െ ܳ௅  (3‐3) 
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Where ܳு  is defined as  the magnitude of heat  transfer between  the  cyclic 
device  and  the  high  temperature  medium  at  temperature  ுܶ ;  and ܳ௅  is 
defined as magnitude of heat transfer between the cyclic device and the low‐ 










generation,  which  involves  a  high  temperature  energy  source  (such  as  a 
furnace or  fission  reactor) and a  low  temperature energy  sink  (such as  the 


















with  some  energy  losses  (ܧ௟௢௦௦ )  to  the  surroundings  (Figure  3‐3).  In  this 
definition, the energy source can come from the thermal energy produced in 
a  furnace  or  fission  reactor,  kinetic  energy  from  the  flow  of  air  or water 











ܧ௢௨௧ ൌ ܧ௜௡ െ ܧ௟௢௦௦  (3‐4) 
ߟ௦௬௦ ൌ ܧ௢௨௧ ܧ௜௡ൗ  
(3‐5) 
 
In  addition,  power  generation  may  produce  one  or  more  types  of 
environmentally  harmful  by‐products,  such  as  pollutants  and/or  wastes, 
depending on the types of “Fuel” consumed to produce ܧ௜௡  (Figure 3‐4). If it 
were coal, the combustion of “Fuel” would result in emissions, ܯ௘௠௜௧ (largely 
carbon dioxide  and  airborne pollutants),  and waste  residues, ܯ௥௘௦  (such  as 
coal ash). The generic environmental emission  factor of  the  system  can be 
expressed as: 












considered as “clean” technologies with ܯ௘௠௜௧ ൌ 0 and ܯ௥௘௦ ൌ 0. 
 
Given  the  focus of  this dissertation on  carbon  (collectively  representing  all 
GHGs) emissions, we apply Equation (3‐6) specifically for carbon emissions: 















definition,  ܧ௢௨௧  is  signified  by  the  useful  net  work  output  required  for 
















defined  as  “Crude  Energy”  because  the  chemical  energy  locked  in  the 














the energy  required  to build, operate and maintain, and decommission  the 
systems with energy  losses  to  the surroundings. Since  they are consistently 
defined, it is possible to merge the two systems into a broader Fuel Fabrication 









Up  to  this  stage,  the  Power  Generation  system  definition  has  been 
continuously  inherited  since  Figure  3‐4.  Therefore,  it  still  assumes  that ܧ௜௡ 
(directly  converted  from  “Fuel”)  is  the  energy  input  to  the  system  for 
producing  electricity ܧ௢௨௧ . When  compared with  the  definition  of  the  Fuel 
Fabrication  system,  there  are  inconsistencies  in  system  and  input‐output 
definitions. Moreover, a broader Power Generation system definition  in the 
life cycle approach encompasses more than an energy conversion process. A 
power  plant  of megawatt  (MW)  generating  capacity  involves  a  number  of 
sophisticated  control  and  management  systems,  including  pumps,  control 
valves, and other mechanical and electrical components. 
 
As such, there  is  insufficient representation on the elementary  input‐output 
interactions across the system boundary of the  inherited Power Generation 
system.  Across  the  system  boundary,  “Fuel”  enters  the  furnace  or  fission 










To  improve consistency  in system definitions and completeness of  life cycle 
electricity  generation  system  representation,  we  extend  the  energy  input 
definition of Power Generation system by introducing a system energy input 
(ܧ௣ି௜௡ ).  This  is  the  energy  required  to  build,  operate  and  maintain,  and 
decommission the power plant. Under this extended energy input definition, 
it  is  inconsistent  for ܧ௙  to be  considered as an energy  input  to  the  system. 
Observing  the  elementary  interaction  across  the  system  boundary  again, 
“Fuel” crosses over  to  the Power Generation system  to produce ܧ௙ through 
internal energy generation as schematized in Figure 3‐7. As such, the energy 







With  the  two  systems  consistently  defined,  they  can  be  merged  into  a 
complete cradle‐to‐grave life cycle system. In some cases (such as nuclear), it 
is also necessary to include “downstream systems”, such as geological waste 













To  complete  the  life  cycle  system definition, we  introduce a generic  “Non‐
Energy Input” definition ܰܧ௜௡ (Figure 3‐9).  The “Non‐Energy Input” refers to 












For  clearer  representation  of  life  cycle  electricity  generation  system,  we 
internalized  the  production  of  “Crude  Energy”  and  “Fuel”  to ܧ௙  conversion 







In  the  PCA  approach,  a  life  cycle  system  may  comprise  a  number  of 














can  be U3O8  for  immediate  next  “Process”  of  conversion  to UF6.  Similarly, 

















Where ܧ௜  is  the generic  representation of each  type of  “Energy  Input”  to a 

























The aggregation of ܧ௜௡  in Equation  (3‐8), ܰܧ௜௡  in Equation  (3‐9), and ܥ௦௬௦  in 
Equation (3‐10) can also be further aggregated by “Process” to represent the 
total “Energy Input”, “Non‐Energy Input” and carbon emissions of “LCA Main 








Sub‐system”.  The  resulting  system  schematics  facilitates  the  application  of 






structure  can  introduce  evolutionary  progress  in  the  understanding  and 























energy  input  (ܧ௜௡)  is expanded at  the system  to produce  the useful energy 
output  (ܧ௢௨௧ )  at  an  energy  loss  (ܧ௟௢௦௦ ).  Ideally,  a  mechanism  should  be 
established for clearly tracking the streams of energy  input at the  individual 












clearly  tracking  and  quantifying  the  elementary  input‐output  interaction 
across the system boundaries. When applied to a physical product, the 3rd and 
4th dimensions from [67] can be used to clarify the general issues associated 
with  the  input‐output  interactions.  In  a  manufacturing  setting,  the  3rd 
dimension suggested that capital goods, such as a manufacturing plant or an 
assembly  line, were  produced  by  another  system;  and were  subsequently 
“consumed”  by  the  life  cycle  system  to  produce  the  “product”.  The  4th 
dimension suggested  that  there were  relationships between  the “products” 
produced by  the  life cycle  system under consideration  to  the “products” of 
other life cycle systems. Under such a relationship, the latter served as energy 
or materials inputs to support the former in its manufacturing activities. When 




consumed  at  each  “Process”  to  support  the  production  of  energy  output. 
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Before  they  can be  consumed,  the  “Energy  Input”  and  “Non‐Energy  Input” 
were produced by their respective “LCA Main System”. Applying the 3rd and 4th 
dimensions from [67], there is clearly a system boundary between the other 
systems  for producing  the  inputs and “LCA Main System”  for producing  the 
final “product” (energy output). In summary, the second improvement serves 





streams.  This  improvement  is  primarily  derived  from  the  notion  that  the 
carbon  emissions  are  primarily  caused  by  the  combustion  of  fossil  fuels. 
Fundamentally,  it  is  the  combustion  process  that  transforms  the  carbon 
contents of  the  fossil  fuels  into carbon dioxide.  In  the proposed “LCA Main 
System”  definition,  it  is  a  clear  depiction  on  the  elementary  interactions 
between  “Energy  Input”  and  carbon  emission  output  across  the  system 
boundary.  Similarly, the “LCA Main System” definition also seems to suggest 
the  same  elementary  input‐output  interactions  for  “Non‐energy  Input”. 
However,  given  the  proposed  definition  of  the  “Non‐Energy  Input”,  it  is 
inappropriate to apply such an elementary interaction. 
 
In  the  construction  of  a mining  facility,  a  piece  of  rebar‐concrete  beam  is 








the  construction  activities  when  viewed  from  the  “LCA  Main  System” 
perspective. However,  the  “LCA Main  System”  for making  the  “Non‐Energy 
Input” (rebar‐concrete beam) available to the mining facility involves carbon 










System” and  the  “LCA Sub‐systems”  (Figure 3‐13); and  (3)  the geographical 
boundaries  for determining  the  locations  (regions) of each “Process” of  the 
“LCA  Main  System”,  and  the  temporal  boundaries  for  determining  the 
timeframe  of  a  cradle‐to‐grave  analysis.  The  resulting  system  structure 
ensures high granularity and transparency in depicting each “Process” of the 
“LCA Main  System”. With  the  ability  to  track  the  elementary  input‐output 
interactions  and  thus  the  carbon  emission  streams,  the  proposed 
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that  for a multi‐process energy  technology  system,  the  “Energy  Input” and 
“Non‐Energy  Input”  enters  the  system  from  its  surroundings  to  produce 
desired “product”  (energy output) with energy  losses and carbon emissions 
rejected back  to  the  surroundings. The energy balance governed by  the 1st 
dimension can be expressed as Equation (3‐11). 
ܧ௢௨௧ ൌ ܧ௜௡ ൅ ܧ௙ െ ܧ௟௢௦௦ ൌ෍ܧ௜
ஶ
௜ୀଵ
൅ ܧ௙ െ ܧ௟௢௦௦  (3‐11) 
Where:  
 ∑ ܧ௜ஶ௜ୀଵ  : the total “Energy Input” to the system 
 ܧ௙  : internal energy generation from “Fuel” 
 
Applying Equation  (3‐11), we can express  the net energy gain  (NEG) of  the 
system,  defined  as  the  difference  between  the  system  energy  output  and 
system energy input using Equation (3‐12). 
ܰܧܩ ൌ ܧ௢௨௧ െ ܧ௜௡ ൌ ܧ௜௡ ൅ ܧ௙ െ ܧ௟௢௦௦ െ ܧ௜௡ ൌ ܧ௙ െ ܧ௟௢௦௦ (3‐12) 
 
Re‐visiting  the  definition  of ܧ௟௢௦௦ ,  it  is  the  aggregated  energy  loss  due  to 
“Energy  Input” ܧ௜௡  and  internal  energy  generation ܧ௙ .  Depending  on  the 
magnitude of ܧ௟௢௦௦, the NEG can be either positive or negative. A positive NEG 






Another  important  indicator  in  energy  economics  was  the  overall  system 
energy efficiency. It is defined as the ratio between system energy output and 
the total system energy input as expressed in Equation (3‐13).  
ߟ௦௬௦ ൌ ܧ௢௨௧ܧ௜௡   (3‐13) 
 
The  NEG  can  have  important  influence  on  the  system  energy  efficiency. 
Substituting Equations (3‐11) and (3‐12) into Equation (3‐13), we can obtain an 
alternative  expression  for  system  energy  efficiency  as  shown  in  Equation 
(3‐14). 
ߟ௦௬௦ ൌ ܧ௢௨௧ܧ௜௡ ൌ
ܧ௜௡ ൅ ܧ௙ െ ܧ௟௢௦௦




The  system  energy  efficiency  and  NEG  are  two  important  indicators  in 
evaluating  the  long  term  sustainability  of  an  energy  system.  According  to 
Equation (3‐12), a positive NEG implies that the energy produced via internal 
energy generation from the “Fuel” shall be greater than the overall life cycle 















ܿ௦௬௦ ൌ ܥ௦௬௦ܧ௢௨௧ ൌ





System” definition,  there are generic “Energy  Input”  (ܧ௜௡) and “Non‐Energy 
Input” (ܰܧ௜௡) to each “Process”. Each “Process” then produces a “product” ݌௡ 
for  its  immediate next “Process”  ( ௡ܲାଵ). Before they can act as  input to the 
“LCA Main System”,  the “Energy  Input” and “Non‐Energy  Input” have  to be 






“Non‐Energy  Input”  to  the  “LCA  Sub‐system”  are  also  produced  by  their 
respective “LCA Sub‐systems”. The continuation of such an analogy can lead to 
a  theoretically  infinite expansion of  the  “LCA Sub‐systems”. The  theoretical 
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disposal. Each  “Process”  can  take place  in a different geographical  location 
(region)  such  that  the  “product”  from  each  “Process”  may  require 
transportation from one region to another. Depending on the complexity and 
the  granularity  of  the  process  chain,  the  geographical  boundaries  might 
change with different “Process” configuration of the “LCA Main System”. The 
controversies  can  arise  from  the  flexibility  in  allowing  subjectively  defined 
geographical boundaries. In the extreme case, an LCA on power generation can 









of  “cradle”  can  lead  to  the  variation  in  the  timeframe  of  analysis.  In  the 









The  vertical  expansion  of  the  process  chain  represents  the  expansion  of 
geographical boundaries while the horizontal expansion of the levelled system 










methodology,  the  life  cycle  carbon  emission  is  the  aggregation  of  carbon 













system  boundary  definitions  arising  from  such  an  approach  can  lead  to 
subjective  inclusion  of  LCI  dataset,  which  can  hinder  the  ability  for 











as  input  to  the  “LCA  Main  System”,  what  would  then  be  the  embodied 
emissions of  the materials used at  the “Sub‐system”  level?  If  this argument 
carries on, it becomes impossible to conduct an LCA due to the exponentially 



















“cut‐off” criteria  facilitates  the  identification and quantification on  the  root 
cause of the reliability issues discussed in the literature review.  
 










equivalent  to but  is not  the  same as  the  “embodied emissions”  in  the  IOA 
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approach.  Mathematically,  we  can  establish  the  following  equality  as 
expressed in Equations (3‐16). 




Equation  (3‐16)  can be  converted  into  the  carbon emission  factor  form by 
dividing both sides of the equation by ܧ௢௨௧. 





on  the  source  of  emissions  due  to  the  “Non‐Energy  Input”.  Revisiting  the 
example of mining  facility  construction, under  the proposed  “Process”  and 
boundary definitions,  steel bar  as  a  type of  “Non‐Energy  Input” enters  the 
system  for  the  construction  of  a  mining  facility  (Figure  3‐15).  At  the 
construction site, a diesel crane  is used to  lift the steel bar to  its designated 
location. This particular activity  (under  the mining “Process”) of moving  the 
steel bar from the ground to a certain height requires “Energy Input”, diesel. 
The  combustion  of  diesel,  as  an  “Energy  Input”  produces  carbon  emission 
( ܥூ௡௧ ).  Since  steel  does  not  convert  into  carbon  emissions  during  the 
construction,  operation,  and  decommissioning  activities,  its  ܥூ௡௧  is  “0”. 




































both  the  “Energy  Input” and  “Non‐Energy  Input”  should be excluded  if  the 
scope of an LCA‐PCA is focused on the “LCA Main System”. As reflected in the 
subsequent  numerical  case  study,  the  contribution  from ܥா௫௧  of  the  “Non‐
Energy Input” can be considered trivial to the final results. However, it can lead 





rigorous  approach, we  apply  the  decomposition  technique  to  quantify  the 
system  boundary  discussions.  To  initiate  the  decomposition  exercise,  we 
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introduce  the  popular  Kaya  Identity  [68],  as  expressed  in  Equation  (3‐18), 
which  represents  the  relationship  between  economic  activities  and  carbon 
emissions. 
ܧ݉݅ݏݏ݅݋݊ݏ ൌ ܲ݋݌ݑ݈ܽݐ݅݋݊ ൈ ൬ ܩܦܲܲ݋݌ݑ݈ܽݐ݅݋݊൰ ൈ ൬
ܧ݊݁ݎ݃ݕ









In  a multi‐process  system,  “product” ݌௡ିଵ  from upstream  “Process”	 ௡ܲିଵ  is 
acquired by  the  immediate next  “Process”  ௡ܲ ,  to produce ݌௡  (Figure  3‐16). 
Translating the concept of Kaya Identity to this mechanism, we can obtain the 
“Process” carbon emission due to “Energy Input”: 






 ܥா,௡  : carbon emissions due to “Energy Input” of  ௡ܲ 
 ܧ௡  : “Energy Input” to support the “Process” activities 
 ݌௡ିଵ  : “product” of upstream “Process”  ௡ܲିଵ 
 ݌௡  : “product” of downstream “Process”  ௡ܲ 
 ݌௡ ݌௡ିଵ⁄ : conversion efficiency of “Process”  ௡ܲିଵ (productivity of ݌௡ିଵ) 
 ܧ௡ ݌௡⁄   : energy intensity of “product” ݌௡ 
 ܥா,௡ ܧ௡⁄ : carbon intensity of “Energy Input” 
 
Equation (3‐19) can be re‐written as: 
ܥா,௡ ൌ ݌௡ ൈ ݁௡ ൈ ܿா,௡	 (3‐20) 
Where:  
 ܥா,௡  : carbon emissions due to “Energy Input” of  ௡ܲ 









ܥோ,௡ ൌ ݌௡ିଵ ൈ ൬ ݌௡݌௡ିଵ൰ ൈ ൬
ܰܧ௡




 ܥோ,௡  : carbon emissions due to “Non‐Energy Input” of  ௡ܲ 
 ܰܧ௡  : “Non‐Energy Input” to support the “Process” activities 
 ݌௡ିଵ  : “product” of upstream “Process”  ௡ܲିଵ 
 ݌௡  : “product” of downstream “Process”  ௡ܲ 
 ݌௡ ݌௡ିଵ⁄ : conversion efficiency of “Process”  ௡ܲିଵ (productivity of ݌௡ିଵ) 
 ܰܧ௡ ݌௡⁄ : intensity of “Non‐Energy Input” required to produce ݌௡ 
 ܥ௡ ܰܧ௡⁄ : carbon intensity of “Non‐Energy Input”  
Equation (3‐21) can be re‐written as: 
ܥோ,௡ ൌ ݌௡ ൈ ݊݁௡ ൈ ܿோ,௡	 (3‐22) 
Where:  
 ܥோ,௡ : carbon emissions due to “Non‐Energy Input” of  ௡ܲ 
























ܥோ,௡ ൌ ݌௡ିଵ ൈ ൬ ݌௡݌௡ିଵ൰ ൈ෍൭൬
ܰܧ௜











































ൌ ෍൥݌௡ିଵ ൈ ൬ ݌௡݌௡ିଵ൰ ൈ෍൭൬
ܰܧ௜

















carbon emissions due  to  “Energy  Input”,  “Non‐Energy  Input”  and  “Fuel”  as 
expressed in Equation (3‐29).  
ܥ௦௬௦ ൌ ܥா ൅ ܥோ ൅ ܥி௨௘௟	 (3‐29) 
Where: 
 ܥா   : carbon emissions due to “Energy Inputs” 











modified  to  represent  the  “Energy  Input”  and  “Non‐Energy  Input”  to  each 
“Process” for the production of ݌௡ as expressed in Equation (3‐31) and (3‐32) 
respectively. 
ܧ ൌ ݌௡ ൈ ݁	 (3‐31) 










































at  Level 0. At all  the other  levels,  the use of decomposition  technique  can 
facilitate the tracking and quantifying of the carbon emission streams. At each 
crossing  of  the  boundary  between  the  “LCA Main  System”  and  “LCA  Sub‐
systems”,  there  are  two  elementary  mechanisms  of  decomposition:  (1) 
decomposing emission  into  intrinsic emission and extrinsic emission; and (2) 
decomposing  extrinsic  emission  into  emissions  due  to  “Energy  Input”  and 







decomposing  the  relevant  carbon  emission  term  in  Equation  (3‐27). 
Graphically, this first level of decomposition reveals the “LCA Sub‐system” for 
producing  the  “Energy  Input”  to  the  “LCA Main  System”  at  Level 1  (Figure 
3‐17).  Quantitatively,  the  graphical  representation  can  be  expressed  by 
substituting Equation (3‐16) into Equation (3‐27), leading to Equation (3‐37). 















Input”  and  “Non‐Energy  Input”  for  the  “LCA Main  System”  at  Level  1.  This 
relationship can be quantified via Equation (3‐38). 
ܥா௫௧ ൌ ܥாି௦௨௕ ൅ ܥோି௦௨௕	 (3‐38) 
Where: 

























Where  the  ௝ܿ  is aggregation of  the  intrinsic and extrinsic emissions  from  its 
immediate “Levelled Sub‐systems”. 
 
Re‐visit  the  fundamental  equation  for  computing  the  carbon  emission  of 
“Energy Input”: 




































































Some may  interpret the final expression of ܥா  at Level 0 as one that  implies 










The  expansion  at  Level  1  reveals  the  quantified  depiction  of  the  second 
elementary  mechanism  of  decomposition  defined  earlier  on.  The  second 
elementary mechanism involves the decomposition of extrinsic emission into 
emissions due  to “Energy  Input” and “Non‐Energy  Input” at  the sub‐system 
level. This mechanism is encountered whenever a levelled system expansion 
is exercised. According to the proposed system boundary definitions, such an 
exercise  involves  the  crossing  of  boundaries  from  one  life  cycle  system  to 





















































































ܥோି௦௨௕,௜ ൌ ෍ ቎ܾ௡ିଵ ൈ ൬ ܾ௡ܾ௡ିଵ൰ ൈ෍൭൬
ܰܧ௝











































From  the  final expression  for ܥோି௦௨௕,௜ ,  it can be observed  that  the carbon 
emission streams from the “Non‐Energy  Input”  is zero. This  is the combined 
effect of the two elementary mechanisms for decomposition. Reference to the 
first elementary mechanism, there is no conversion of the carbon content of 
the “Non‐Energy  Input” when  it  is consumed to support “Process” activities. 
This is especially true in the case of capital goods, such as a concrete beam for 
supporting  the  mining  structures.  Thus,  the  intrinsic  emission  is  zero. 
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Reference  to  the second elementary mechanism,  the extrinsic emission has 
already been released to the surrounding before the  input entered the next 
system. Thus, the extrinsic emission is zero under the definitions governing the 




Substituting  the expressions  for ܥாି௦௨௕,௜  and ܥோି௦௨௕,௜ ,  the  life cycle carbon 





















































ൌ ෍൦݌௡ ൈ෍൮݁௜ ൈ ቌ
൫∑ ൣܽ௡ ൈ ∑ ൫ ௝݁ ൈ ܿூ௡௧,௝൯ஶ௝ୀଵ ൧ஶ௡ୀଵ ൯
ܧ௜ ൅









ൌ ෍቎݌௡ ൈ෍ቌ݁௜ ൈ ቆ











ൌ ෍቎݌௡ ൈ෍ቌ݁௜ ൈ ቆ






















































ۇ∑ ቈܽ௡ ൈ ∑ ቆ ௝݁ ൈ ൬
ܥ௝
ܧ௝൰ቇ
ஶ௝ୀଵ ቉ஶ௡ୀଵ ൅ ∑ ቈܾ௡ ൈ ∑ ቆ݊ ௝݁ ൈ ൬ ܥ௝ܰܧ௝൰ቇ





































































ۇ∑ ൥ܽ௡ ൈ ∑ ൭ ௝݁ ൈ ቆ


















































































































































ۇ∑ ቈܽ௡ିଵ ൈ ቀ





௡௝ୀଵ ቉ஶ௡ୀଵ ൅ ∑ ቈܾ௡ିଵ ൈ ቀ ܾ௡ܾ௡ିଵቁ ൈ ∑ ቆ൬
ܰܧ௝
ܾ௡ ൰ ൈ ൬
ܥ௝
ܰܧ௝൰ቇ





































































ۇ∑ ൥ܽ௡ ൈ ∑ ൭ ௝݁ ൈ ቆ















































ۇ∑ ൦ܽ௡ ൈ ∑ ൮ ௝݁ ൈ ቌ









∑ ൦ܾ௡ ൈ ∑ ൮݊ ௝݁ ൈ ቌ













































ۇ∑ ൦ܽ௡ ൈ ∑ ൮ ௝݁ ൈ ቌ









∑ ൦ܾ௡ ൈ ∑ ൮݊ ௝݁ ൈ ቌ




























decomposing  up  to  Level  2  is  sufficient  to  reveal  and  quantify  the  two 
elementary mechanisms on the “Energy Input” to the “LCA Main System”. The 
final expression on  the carbon emissions  from “Energy  Input” suggests  that 








case,  if  intrinsic  emission were  the  only  relevant  component  to  the  “Non‐
Energy  Input”,  the  carbon  emission  stream  from  “Non‐Energy  Input”  is 
effectively  zero.  Conceptually,  this  is  inconsistent  with  the  conventional 
understanding under which carbon emissions  from  the use of materials are 
also  accountable.  For  better  understanding  on  such  inconsistencies,  we 







From  the  fundamental equation  for  the carbon emission  from “Non‐Energy 
Input”: 
ܥோ ൌ ෍൥݌௡ିଵ ൈ ൬ ݌௡݌௡ିଵ൰ ൈ෍൭൬
ܰܧ௜















The  resulting  expression  for ܥோ  quantified  the  depiction  for  the  carbon 
emissions from “Non‐Energy Input” at Level 0. 



















system boundary at Level 0  (the “LCA Main System”  level).  It  is part of  the 
elementary mechanism  on  the  input‐output  interactions  at  the  “LCA  Sub‐
system”  at  Level  1.  In  other words,  it  has  already  been  released  into  the 
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surroundings  before  the  “Energy  Input”  enters  the  “LCA  Main  System”. 
Viewing from the “LCA Main System” at Level 0, ܥா௫௧,௜ ൌ 0, and thus: 

























Similar  to  the  “Energy  Input”  side,  the  expansion  at  Level  1  reveals  the 
quantified depiction of the second elementary mechanism of decomposition 
on the “Non‐Energy Input” side. The conceptual diagram for Level 1 expansion 











ܥோ ൌ ෍൥݌௡ିଵ ൈ ൬ ݌௡݌௡ିଵ൰ ൈ෍൭൬
ܰܧ௜







































































ܥோି௦௨௕,௜ ൌ ෍ ቎ܾ௡ିଵ ൈ ൬ ܾ௡ܾ୬ିଵ൰ ൈ෍൭൬
ܰܧ௝








































ܥோ ൌ ෍ ቎݌௡ିଵ ൈ ൬ ݌௡݌୬ିଵ൰ ൈ෍ቌ൬
ܰܧ௜
























ۇቆ∑ ቈܽ௡ିଵ ൈ ቀ












ቆ∑ ቈܾ௡ିଵ ൈ ൬ ܾ௡ܾ୬ିଵ൰ ൈ ∑ ቆ൬
ܰܧ௝






















































ൌ ෍ ൦݌௡ ൈ෍൮݊݁௜ ൈ ቌ
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ܥோ ൌ ෍൥݌௡ିଵ ൈ ൬ ݌௡݌୬ିଵ൰ ൈ෍൭൬
ܰܧ௜











































ۇቆ∑ ቈܽ݊െ1 ൈ ቀ







ቆ∑ ቈܾ݊െ1 ൈ ቀ ܾܾ݊nെ1ቁ ൈ ∑ ቆ൬
ܰܧ݆















































ቆ∑ ൥ܾ௡ିଵ ൈ ቀ ܾ௡ܾ୬ିଵቁ ൈ ∑ ൭൬
ܰܧ௝































ۇቆ∑ ൥ܽ௡ିଵ ൈ ቀ
ܽ௡ܽ୬ିଵቁ ൈ ∑ ൭൬
ܧ௝
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ቆ∑ ൥ܾ௡ିଵ ൈ ቀ ܾ௡ܾ୬ିଵቁ ൈ ∑ ൭൬
ܰܧ௝
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ܥோ ൌ ෍൥݌௡ିଵ ൈ ൬ ݌௡݌୬ିଵ൰ ൈ෍൭൬
ܰܧ௜
































ۇቆ∑ ቈܽ௡ିଵ ൈ ቀ












ቆ∑ ቈܾ௡ିଵ ൈ ቀ ܾ௡ܾ୬ିଵቁ ൈ ∑ ቆ൬
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ۇቆ∑ ൥ܽ௡ ൈ ∑ ൭ ௝݁ ൈ ቆ











































































































































ଵୀ௡ஶቃ ଵୀ௞ஶቁ൯௞,௧௡ூܿ൫ ൈ ௞݁ቀ ∑ ൈ ௡ᇱ





































































ଵୀ௡ஶቃ ଵୀ௞ஶቁ൯௞,௧௡ூܿ൫ ൈ ௞݁ቀ ∑ ൈ ௡ᇱ




















































































































































ۇ ∑ ൦ܽ௡ ൈ ∑ ൮ ௝݁ ൈ ቌ





∑ ൦ܾ௡ ൈ ∑ ൮݊ ௝݁ ൈ ቌ
















































































ۇ∑ ൦ܽ௡ ൈ ∑ ൮ ௝݁ ൈ ቌ





∑ ൦ܾ௡ ൈ ∑ ൮݊ ௝݁ ൈ ቌ





































































ۇ∑ ൦ܽ௡ ൈ ∑ ൮ ௝݁ ൈ ቌ





∑ ൦ܾ௡ ൈ ∑ ൮݊ ௝݁ ൈ ቌ







































Observing  the  final  expression,  only  the  intrinsic  emissions  of  the  “Energy 







derivation down  the  levelled  system  can be  considered  a  repetition of  the 
above procedures. To facilitate the subsequent analysis, we consolidate all the 

















ൌ ෍ ቎݌௡ ൈ෍ቌ݁௜ ൈ ቆ

































ۇ∑ ൦ܽ௡ ൈ ∑ ൮ ௝݁ ൈ ቌ









∑ ൦ܾ௡ ൈ ∑ ൮݊ ௝݁ ൈ ቌ
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ܥோ ൌ ෍ ൦݌௡ ൈ෍൮݊݁௜ ൈ ቌ








































ۇ ∑ ൦ܽ௡ ൈ ∑ ൮ ௝݁ ൈ ቌ





∑ ൦ܾ௡ ൈ ∑ ൮݊ ௝݁ ൈ ቌ











































































ۇ ∑ ൦ܽ௡ ൈ ∑ ൮ ௝݁ ൈ ቌ





∑ ൦ܾ௡ ൈ ∑ ൮݊ ௝݁ ൈ ቌ






































































ۇ∑ ൦ܽ௡ ൈ ∑ ൮ ௝݁ ൈ ቌ





∑ ൦ܾ௡ ൈ ∑ ൮݊ ௝݁ ൈ ቌ

























































































ܥ௦௬௦ ൌ ܥா ൅ ܥோ ൅ ܥி௨௘௟
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ۇ∑ ൦ܽ௡ ൈ ∑ ൮ ௝݁ ൈ ቌ




∑ ൦ܾ௡ ൈ ∑ ൮݊ ௝݁ ൈ ቌ























































ۇ ∑ ൦ܽ௡ ൈ ∑ ൮ ௝݁ ൈ ቌ





∑ ൦ܾ௡ ൈ ∑ ൮݊ ௝݁ ൈ ቌ































































ۇ∑ ൦ܽ௡ ൈ ∑ ൮ ௝݁ ൈ ቌ




∑ ൥ܾ௡ ൈ ∑ ൭݊ ௝݁ ൈ ቆ∑ ൣܽ

























































ۇ∑ ൦ܽ௡ ൈ ∑ ൮ ௝݁ ൈ ቌ





∑ ൦ܾ௡ ൈ ∑ ൮݊ ௝݁ ൈ ቌ
































































ۇ∑ ൦ܽ௡ ൈ ∑ ൮ ௝݁ ൈ ቌ









∑ ൦ܾ௡ ൈ ∑ ൮݊ ௝݁ ൈ ቌ








































ۇ∑ ൦ܽ௡ ൈ ∑ ൮ ௝݁ ൈ ቌ









∑ ൦ܾ௡ ൈ ∑ ൮݊ ௝݁ ൈ ቌ


























emissions of “Energy  Input”  (to  the “LCA Main System”) has been  inherited 
since the beginning of the decomposition exercise; (2) at each crossing of the 
system boundary, extrinsic emissions is decomposed into ܥாି௦௨௕ and ܥோି௦௨௕; 
(3)  cutting  off  at  any  level,  intrinsic  emissions  are  retained  and  extrinsic 
emissions  are  eliminated;  (4)  the  summation  of  ܥாି௦௨௕  and  ܥோି௦௨௕    in 
Equation (3‐38) of a given “Energy Input” or “Non‐Energy Input” to the nth level 







We  believe  that  Observations  (3),  (4),  and  (5)  are  the  root  cause  of  the 
confusion  in  the current LCA‐PCA methodologies on power generation. The 
inclusion  of  carbon  emission  due  to  “Non‐Energy  Input”  without  clearly 
tracking  the actual  carbon emission  streams and  insufficient granularity on 
“Energy Input” could be the problems causing the huge deviations among the 
LCA  results  on  fission  power.  The  proposed  methodology  features  a 
streamlined  procedure  for  conceptualising  the  life  cycle  system  and 
establishing the system boundaries. Thus, a life cycle carbon emission analysis 
using  the proposed methodology minimizes  the problem of under‐ or over‐
accounting  of  emission  sources.  As  such,  it  is  important  to  validate  the 
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proposed methodology  using  a  comprehensive  numerical  case  study  on  a 
reference LWR system. 
 
In  the  case  study,  a  reference  LWR  system  is  assumed  to  be  operating  in 
Singapore with an open  fuel cycle. Our primarily data source  is  [38] among 
others. The rational for choosing the data source is three‐fold. First of all, the 
LCI dataset reported is compatible with the proposed methodology in terms of 















with  reference  design  parameters.  The  development  of  the  case  study 







reasonable  complexity  in a multi‐regional  setting based on  the  information 
from  [36].  The  design  as  schematized  in  Figure  4‐1  allows  for  flexibility  in 
selecting different  geographical  locations  for  each  “Process”.  The  following 
changes are applied to the original supply chain in [36]: (1) mining and milling 
in  Canada  and  Australia  changed  to  only  Canada  given  a  balanced 
consideration on cost of uranium extraction and uranium ore grade; (2) power 





To make an  intersting case study, an assignment rule  is applied  for handing 













enrichment  “Processes”,  there are  three  scenarios developed based on  the 
locations  and  enrichment  methods.  The  “product”,  enriched  UF6,  are 
distributed according  to  the assignment  rules based on  the  following  three 
enrichment  scenarios:  (1)  gaseous  diffusion  in US  and  France;  (2)  gaseous 
centrifuge  in  Japan;  and  (3)  gaseous  centrifuge  in  UK,  France,  and  the 
Netherlands. For Scenario 1, US is assigned with all conversion “product” (UF6) 











Before  proceeding  to  the  uranium  fuel  cycle  calculatio,  we  would  like 
emphasize  that  the  exact  numerical  assignment  in  the  supply  chain  is  not 
critical. It is the method for constructing a global uranium supply chain for a 







case  study  in  this  dissertation.  To  enable  an  original  PCA  exercise  and 
subsequent  analyses,  the  case  study  starts  with  a  uranium  fuel  cycle 





of  the dissertation, more details on  the uranium  fuel  cycle  calculation  and 
associated assumptions are presented  in Appendix B.  In this case study, we 












the  LWR  system  produces  about  368  TWh  of  electricity  over  its  designed 
lifetime of 60 years. The loading factor is consistent with that used in the case 





















ܳ ൌ ܧ௢௨௧ߟ௧௛   (4‐2) 
Where ߟ௧௛ is the thermal efficiency, typically taken at 33%. 
 









ܯ௎మయఱ ൌ ܯ௎೑ೠ೐೗ ൈ ߩ݁݊ܿ  (4‐4) 
Where ߩ௘௡௖ is the enrichment concentration of 235U. 
 
Using  the  atomic  mass  conversion,  the  mass  of  235UO2  (ܯ ௎ைమయఱ మ )  can  be 
obtained via Equation (4‐5). 

















At  an  enrichment  concentration  of  ߩ௘௡௖ ,  the  mass  of  enriched  UF6 
(ܯ௎ிలି௘௡௥௜௖௛௘ௗ) can be obtained via Equation (4‐8). 
ܯ௎ிలି௘௡௥௜௖௛௘ௗ ൌ ܯ ௎ிమయఱ ల/ߩ݁݊ܿ  (4‐8) 
 
In  the  enrichment  process,  Separative  Work  Unit  (SWU)  is  produced.  To 
calculate the number of SWU, S, we need to work with the feed‐to‐product 
ratio, δ as expressed in Equation (4‐9). 
ߜ ൌ ܯ௙ܯ௣ ൌ ݂൫ݔ௣, ݔ௙, ݔ௧൯ ൌ
ݔ௣ െ ݔ௧













ܵ൫ܯ௣, ݔ௣, ݔ௙, ݔ௧൯
ൌ ܯ௣ ∙ ܸ൫ݔ௣൯ െ ܯ௙ ∙ ܸ൫ݔ௙൯ ൅ ܯ௧ ∙ ܸሺݔ௧ሻ
ൌ ܯ௣ ൈ ቀܸ൫ݔ௣൯ െ ݂൫ݔ௣, ݔ௙, ݔ௧൯ ൈ ܸ൫ݔ௙൯ ൅ ൫݂൫ݔ௣, ݔ௙, ݔ௧൯ െ 1൯ ൈ ܸሺݔ௧ሻቁ




ܸሺݔሻ ൌ ሺ2ݔ െ 1ሻ ൈ ݈݊ ቀ ݔ1 െ ݔቁ  (4‐11)  
ܯ௣ ൌ ܯ௎ிలି௘௡௥௜௖௛௘ௗ  (4‐12) 





individually  via  Equation  (4‐11).  The mass  of  SWU  per  unit mass  of  235UF6 
enriched  is  found  to  be  about  4.339  t‐SWU/t‐235UF6  via  Equation  (4‐10). 






















enrichment  (ܯ௎ிల )  as  expressed  in  Equation  (4‐14).  The  feed mass  can be 
obtained via Equations (4‐12) and (4‐13). 
ܯ௎ிల ൌ ܯ௙  (4‐14) 
 
At natural 235U concentration (ߩ௡௔௖ ൌ 0.711%), the mass of 235UF6 (ܯ ௎ிలᇲమయఱ ) 
in the UF6 isotope mix before enrichment can be obtained via Equation (4‐15). 
























ܯ௎೚ೝ೐ ൌ ܯ௎యைఴ/ߩ݋ݎ݁  (4‐19) 
 





ܯௌி ൌ ܯ௎ைమ  (4‐20) 
 
Based on the numerical values specified for the fuel cycle calculation exercise, 









With  the  uranium  “product”  for  each  “Process”  of  the  “LCA Main  System” 
obtained from the fuel cycle calculation exercise, we can proceed with the PCA 
exercise  for  deriving  the  final  life  cycle  carbon  emissions.  To  keep  the 















or  instrumentation  data  on  existing  facilities;  and  (2)  credible  data  in  the 
literature. Avenue 1 represents  the most reliable and accurate data source. 
However,  it  is  not  available  from  Singapore  or  any  other member  country 
within the Association of the SouthEast Asian Nations (ASEAN). This is due to 










and  Japan  share  much  similarity  in  economic  conditions.  Lastly  and  most 









Reference  to  the  global  uranium  supply  chain,  the  location  for  mining  of 
uranium ore is at McArthur River in Canada. The milling of uranium ore takes 
place  at  Key  Lake,  Canada,  to  produce  yellowcake  (U3O8),  which  is  also 







































equally  with  each  half  transported  to  the  UK  and  France  respectively.  As 
explained earlier on, the mode of transport for uranium “product” is assumed 
to  be marine  freight.  The most  common  type  of  fuel  for marine  freight  is 
Bunker  C.  Vessels  fuelled  by  Bunker  C  has  a  typical  fuel  economy  of  0.25 
MJ/tonne‐km  (0.00025 GJ/tonne‐km)  [75]. The use of  cargo‐distance based 




















































Typical  LWR  applications  such  as  the  boiling water  reactor  (BWR)  and  the 
pressurized  water  reactor  (PWR)  usually  require  a  higher  235U  isotope 










technologies  are  selected:  gaseous  diffusion  and  centrifuge.  The  energy 
requirements for enrichment differ significantly between the two technologies. 
To make  the  case  study  an  interesting one,  three  scenarios  are developed 























The  total  “Energy  Input”  and  “Non‐Energy  Input”  of  this  “Process”  can  be 






























































































enrichment. The variations  in geographical  locations have direct  impacts on 














The  total  “Energy  Input”  and  “Non‐Energy  Input”  of  this  “Process”  can  be 
obtained by taking the mass of UO2 in the Uranium Product in Figure 4‐8 as ݌௡ 
in Equations  (3‐31) and  (3‐32) respectively  for each  type of  input. The  total 
















































Similar  to  a  coal  or  natural  gas  fired  thermal  electricity  plants,  in  an  LWR 








for  power  plant  maintenance  is  converted  from  “Yen/kWh”  in  [47]  to 
“USD/kWh”  (Figure 4‐9) using  the exchange  rate  from  Japanese  Yen  to US 
Dollar (2010 average). Given the land constraint, Singapore is expected to have 
at  least the same  level of requirements on system performance, safety, and 
security  compared  to  Japan.  Thus,  the  cost  is  expected  to  be  similar.  To 
facilitate  the  calculation  of  “Energy  Input”  for  power  plant  maintenance 
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The  International  Atomic  Energy  Agency  (IAEA)  established  a  series  of 
frameworks and regulations governing the radioactive waste management. In 




Elbaradei,  supported  the  concepts  of  multinational  approach  in  managing 
nuclear wastes, which could allow countries with smaller nuclear programs to 







regulatory  enforcement,  international  oversight,  and  measures  to  address 
public concerns [80‐82]. However, there are still potential barriers to such an 
arrangement,  such  as  geopolitical  considerations.  In  this  case  study,  it  is 









































factors of electricity by  country  (summarized  in Table 4‐15) are  referenced 
from published values by IEA [83, 84]. The carbon emissions factors of other 
fuels are based on the published values by the U.S.EIA [85] (Table 4‐16), except 

































From  the discussions  in Chapter 3,  the  total “Energy  Input” by  type can be 






































































































































noteworthy  that  cutting  off  at  Level  0 may  imply  the  rejection  of  carbon 
emission  streams  from  “Non‐Energy  Input”.  Thus,  the  cut‐off  criteria  may 
appear to be incompatible with the conventional LCA approach, which tend to 
include emission streams from the use of materials. For better observation and 




is the same as that for “Energy Input”. As such,  it  is not explained  in details. 
Based  on  the  carbon  emission  factors  for  different  types  of  “Non‐Energy 






























With  the  carbon emissions  streams  computed  for both  “Energy  Input” and 
“Non‐Energy  Input”,  the  scenario based  life  cycle  carbon emissions  for  the 
reference LWR system are obtained and summarized in Table 4‐22. Observing 
the  case  study  results,  the  carbon emission  streams  from  the  “Non‐Energy 
Input” contribute to less than 9% of the total emission factor on average. On 
the account that the life cycle carbon emission factor of the reference LWR is 




















































84  Mortimer 1991 [88]  47   































































































Kulcinski 2002 [127]  15  Median  22.25 

































deviation  is  found  to be  less  than 2.5%  (Figure 4‐13).  In  terms of  absolute 
values, the deviation decreased from the initial 2.78 to 0.55 t‐CO2/GWh. This 
is  a more  than  five‐fold  decrease  in  the  life  cycle  carbon  emission  factor 
compared to the initial case study result. When compared with the minimum 
deviation of 6% among  the published  results,  the cut‐off criteria has  led  to 


























For  confirmation, we  apply  the  cut‐off  criteria  at  Level  0  in  the  proposed 
methodology one more time. At Level 0, the case study results are found to be 






The  benchmarking  against  the  average  of  the  published  values  further 






more  energy  than  it  consumes.  A  negative  NEG  signifies  otherwise.  The 
discussion on NEG can be found in Section 3.2. The energy payback time refers 








τ ൌ ߝܶ  (4‐22) 
 

















































This  section  serves  to  demonstrate  the  advantages  of  the  proposed 














principle,  it  is  also  capable  of  analysing  other  design  aspects  of  power 
generation technology, such as capacity sizing, and thermal efficiency. These 







in estimating  the dimensionless  “Energy  Input”  fractions of each  “Process”. 











(GJ/GWh)  Scenario 1  Scenario 2  Scenario 3  Average 
Mining and Milling  22.23  22.23  22.23    22.23  
Conversion  4.98  4.98  4.98    4.98  
Enrichment  159.64  6.97  15.58    60.73  
Fuel Fabrication  6.82  6.81  6.83    6.82  
Power Generation  552.69  552.69  552.69    552.69  
SF Interim Storage  0.65  0.65  0.65    0.65  
SF Disposal  0.01  0.01  0.01    0.01  















(%)  Scenario 1  Scenario 2  Scenario 3  Average 
Mining and Milling  2.98% 3.74% 3.69% 3.43% 
Conversion  0.67% 0.84% 0.83% 0.77% 
Enrichment  21.37% 1.17% 2.58% 9.37% 
Fuel Fabrication  0.91% 1.15% 1.13% 1.05% 
Power Generation  73.99% 92.99% 91.66% 85.28% 
SF Interim Storage  0.09% 0.11% 0.11% 0.10% 
SF Disposal  0.001% 0.001% 0.001% 0.001% 





Two observations  can be made  from  the above analysis. Firstly,  the power 
generation “Process” captures major share of the total “Energy Input” of the 
“LCA Main  System”  in  all  three  scenarios. Next,  the  overall  “Energy  Input” 
factors varies significantly with the choice of enrichment technologies. These 
























Similar  to  the  Section  4.5.1,  the  analysis  on  “Process”  carbon  emissions  is 













(t‐CO2/GWh)  Scenario 1  Scenario 2  Scenario 3  Average 
Mining and Milling  1.12 1.12 1.12  1.12 
Conversion  0.28 0.28 0.28  0.28 
Enrichment  13.29 0.80 0.86  4.98 
Fuel Fabrication  0.76 0.76 0.76  0.76 
Power Generation  15.13 15.13 15.13  15.13 
SF Interim Storage  0.09 0.09 0.09  0.09 
SF Disposal  0.43 0.43 0.43  0.43 











3. However,  in Scenario 1,  the dominance  in  “Process”  carbon emissions  is 














(%)  Scenario 1  Scenario 2  Scenario 3  Average 
Mining and Milling  3.61% 6.03% 6.01% 4.92% 
Conversion  0.90% 1.51% 1.51% 1.23% 
Enrichment  42.72% 4.28% 4.59% 21.85% 
Fuel Fabrication  2.45% 4.09% 4.08% 3.34% 
Power Generation  48.64% 81.28% 81.01% 66.36% 
SF Interim Storage  0.30% 0.51% 0.50% 0.41% 
SF Disposal  1.38% 2.30% 2.30% 1.88% 










enrichment  “Process”  dominates  the  change  in  the  total  carbon  emission 
factors. From the “Process Energy  Input” analysis,  it can be understood that 
the change in carbon emissions is caused by the change in the total “Process 
Energy  Input”.  With  the  gaseous  diffusion  technology,  the  enrichment 
















emissions  of  the mining  and milling  “Process”. With  the  depletion  of  high 
uranium ore grade, the degree of influence on the life cycle carbon emission 




Secondly,  there  is  uncertainty  associated  with  the  variation  of  the  235U 
enrichment  concentration  in  the  reactor  fuel. With  the progress of  reactor 
technology,  it  is  envisaged  that  fission  power  may  operate  with  higher 
enriched uranium fuel. From the fuel cycle calculation,  it can be understood 

















uranium  ore  grade  in  this  analysis.  In  the  reference  LWR  case  study,  we 

























respectively.  In  the  first step  from 15% down  to 0.5%,  the  life cycle carbon 
emission  factors experience steady but marginal  increase as visualized by a 
gentle gradient until the first tipping point. Upon the first tipping point at 0.5%, 























as shown  in Figure 4‐23.  In the case study,  it was assumed that the average 
initial 235U enrichment concentration was 3.5%. With the progress of fission 
reactor technology, there could be variations in the average initial enrichment 











enrichment  technologies.  As  seen  in  the  case  study,  the  share  of  “Energy 
Input”  and  the  carbon  emission  output  of  enrichment  “Process”  varied 




to  the  variation  in  the  life  cycle  carbon  emission  factor  of  fission  power. 
However, the sensitivity of such influence was uncertain. 
 



















we varies  the enrichment concentration  from 1%  to 5%  in  this analysis. To 
obtain the trajectories, the life cycle carbon emission factors of the “LCA Main 
System”  are  calculated  for  each  235U  enrichment  concentration  and  the 










System” and hence  the  carbon emissions.  Intuitively, one might expect  the 
enrichment  “Process”  to be  the dominant driver  for making  the  trajectory. 
However,  the  scenario  dependent  trajectories  suggests  a  different 
mechanism. This is due to the fact that the “Energy Input” of the enrichment 



















To  better  understand  the  cause  of  such  a  divergence,  further  analysis  is 
conducted  for  each  scenario.  In  Scenario  1,  the  enrichment  “Process” 
dominates the share of total “Energy Input” in the upstream “Processes”. As 




Input”  dominates  the  overall  effect,  there  is  a  net  increase  in  the  overall 
“Energy  Input”.  Despite  the  net  increase  in  upstream  “Energy  Input”,  the 
power  generation  “Process”  continues  to  retain  its  dominance  in  terms  of 




























the  same  amount  of  thermal  energy.  As  the  enrichment  concentration 
increased,  the  total  requirement  for  reactor  fuel  reduced  and  hence  the 
“Energy Input” of fuel fabrication. Due to the increase in the requirement of 
235U  isotope,  the  “Energy  Input”  of  all  upstream  “Processes”  except  fuel 













Correspondingly,  the  trajectory  of  carbon  emission  factors  also  exhibit  a 
similar  exponentially  decreasing  trajectory  (Figure  4‐27b).  In  this  scenario, 










In  Scenario  3,  there  are  only marginal  variations  in  the  upstream  “Process 
Energy  Input”  with  the  increase  in  235U  enrichment  concentration  (Figure 
4‐28a). The mining and milling, conversion, and enrichment “Processes” forms 
the combined driver for increasing the overall “Energy Input”. Fuel fabrication 
is  the  only  driver  for  decreasing  the  overall  “Energy  Input”. However,  the 
increase in “Energy Input” is almost completely balanced off by the decrease. 





(Figure 4‐28b). Observing  the  trajectory,  the  “Process”  carbon emissions of 
power  generation  remains  the  same.  There  is  an  increase  in  the  carbon 
emissions in the mining and milling, conversion, and enrichment “Processes”. 


























energy  security  post‐Fukushima.  Following  the  imminent  demise  of  the 
nuclear industry and a potential “come‐back”, there is increasing uncertainties 
with  the  future  of  nuclear  technologies.  In  this  section,  we  conduct  a 






type  of  nuclear  reaction,  namely,  fission  reaction  and  fusion  reaction.  For 
fission  reaction,  the  reactor  technology  can  be  classified  as  conventional 
thermal reactor and Fast Neutron Reactor (FNR). It can also be classified by the 







power  stations.  In  a  conventional  thermal  reactor,  neutron  moderator 
materials are used  to  slow down  the neutron  speed  such  that  their kinetic 









to  Golubev  [135],  FNRs  could  potentially  produce  less  transuranic  waste 
because all actinides are  fissionable with  fast neutrons. However, FNRs are 











cooled  reactors. One of  the Generation  IV  reactor  technologies,  the Pebble 
Bed reactor is graphite moderated and gas cooled. It also belongs to the Very 
High Temperature Reactor  (VHTR)  family. The  fuel elements are made  into 
tennis ball sized “pebbles”  (Figure 5‐1) with pyrolytic graphite comprised of 







































Reactor  (MSR).  The water  cooled  reactor  can be  further  sub‐classified  into 
PWR,  Pressurized  Heavy  Water  Reactor  (PHWR),  BWR,  Reaktor  Bolshoy 
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designs.  The  name  PWR  originates  from  the  use  of  a  specialized  pressure 
vessel, called the pressurizer. It is connected to the primary reactor pressure 
vessel  (RPV).  The  pressure  vessel  keeps  water  in  liquid  state  at  high 
temperature  before  feeding  into  the  steam  generator.  During  normal 
operation, the pressure vessel is partially filled with water. A steam bubble is 
maintained  above  the water  level  via  submerged  heaters.  The  pressurizer 
"bubble"  provides  an  expansion  space  for  changes  in water  volume  in  the 
reactor.  This  arrangement  allows  for  pressure  control  for  the  reactor  by 
increasing  or  decreasing  the  steam  pressure  in  the  pressurizer  using  the 




the  European  Pressurized  Reactor  (EPR)  (Figure  5‐2),  the  Vodo‐Vodyanoi 
Energetichesky  Reactor  (VVER)  or Water‐Water  Energetic  Reactor  (WWER) 
(Figure 5‐3), and  the PHWR. The EPR  is a Generation  III PWR design  jointly 
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developed  by  Areva NP,  Electricity  de  France  (EDF),  and  Siemens  AG.  The 





























design, also called Advanced Boiling Water Reactor  (ABWR)  is an  improved 
version of the BWR. It is used in one of the Japanese nuclear power plants as 
shown  in  Figure  5‐5.  There  is  another  variation  of  the  BWR  design,  called 
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Originally  a  Soviet  design,  the  RBMK  (High  Power  Channel  Reactor)  was 
designed to produce plutonium besides electricity. RBMKs use normal water 
as coolant and graphite as moderator. Similar to the CANDU design, the RBMKs 
can be  refuelled when operating at  full power.  It employs a pressure  tube 



































uranium  fuelled  reactors  compared  with  the  use  of  slow  neutrons  in  the 
presence of a moderator. FBRs are usually fuelled with plutonium‐uranium mix 
(20%  plutonium  dioxide,  PuO2,  and  80%  uranium  dioxide,  UO2)  such  that 
sustainable chain reactions could be established with fast neutrons. At higher 
235U  concentration  (above  20%),  despite  the  low  cross‐section  for  fission, 
sustainable chain reactions can still be established despite lower probability. 
The  low cross‐section  is offset by more neutrons being  released per  fission 
reaction above 0.1 MeV. With plutonium as fissile fuel, the number of neutrons 





FBRs.   The reason  for using  liquid metal as coolant  is also  to avoid neutron 
moderation while providing an efficient heat transfer medium.  Typically, the 














The GCR  can be designed  to  raise  the  temperature of  the  coolant gas  to a 
desirable  level  to drive  a  gas  turbine  generator. Older designs  run  the  gas 
through a heat exchanger to raise steam for a steam turbine generator. The 
last Generation II power plant commissioned in the United Kingdom was the 
Torness  (Figure  5‐8),  which  operates  two  Advanced  Gas‐cooled  Reactors 
(AGRs). These  two AGRs use carbon dioxide as coolant and graphite as  the 

















be used as  the  reactor  fuel. The MSR program was undertaken by  the Oak 
Ridge National Laboratory  in the early 1960s. The experimental reactor was 
fuelled  by  thorium,  LiF‐BeF2‐ThF4‐UF4 (72‐16‐12‐0.4)  and  moderated  by 
graphite. The secondary coolant reached peak operating temperature of 650 
°C with FLiBe  (mixture of  lithium  fluoride,  LiF, and beryllium  fluoride, BeF2, 
2LiF‐BeF2), and 705 °C with NaF‐NaBF4 [139]. Moving  into the Generation IV 




LS‐VHTR  has  a  number  of  attractive  design  features:  1)  higher  thermal 
efficiency  than  helium  gas  cooled  VHTR  due  to  the  high  operating 






To  enhance  the  role  of  nuclear  energy  systems  in  meeting  future  energy 
demand, an international consortium, named the Generation IV International 
Forum (GIF) was formed. The GIF  is organized to carry out the research and 










There  are  broadly  four  dimensions  in  defining  the  goals  for Generation  IV 
reactor  systems,  sustainability,  economics,  safety  and  reliability,  and 
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availability  of  systems  and  effective  fuel  utilization  for worldwide 
energy production. 
























running  Generation  II  reactors.  Most  of  the  evolutionary  designs  were 
materialized  in  the Generation  III  reactors, developed more  recently  in  the 
1990s.  Generation  III  features  significant  improvements  in  safety  and 
economics. Several  countries have begun  to move  towards more advanced 
Generation III reactors, known as the Generation III+. Post 2030, the prospect 







Some of  the Generation  IV  reactor  systems  selected by  the GIF  for  further 
study are Gas‐cooled Fast Reactor  (GFR), VHTR, Supercritical Water Cooled 
Reactor (SCWR), MSR, and LMFBRs, such as Sodium‐cooled Fast Reactors (SFR) 
and  Lead‐cooled  Fast  Reactors  (LFR).  It  was  hoped  that  by  2030,  these 
Generation IV nuclear energy systems could become economically competitive 
for  international  deployment.  In  August  2012,  the  United  States  Nuclear 
Regulatory  Commission  (U.S.  NRC)  published  a  report  with  an  updated 
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roadmap  for  the  future  fission  reactors R&D  (Figure  5‐10).  In  the  updated 
roadmap, the U.S. NRC highlighted the prospect on the licensing of SMRs such 







The  imminent  demise  of  the  “nuclear  renaissance”  post‐Fukushima was  a 
wake‐up  call  for  the  nuclear  industry.  Through  two  consecutive  reviews  in 
2012  [20]  and  2013  [21],  Nian  and  others  demonstrated  the  strategic 
importance of nuclear power in the energy mix under the twin objectives of 






SMR  designs  that  are  already  approved,  in  commercial  operation,  or 
undergoing  pre‐application  review  are  summarized  in  Table  5‐1,  which  is 
tabulated based on the information from a wide range of sources [143‐154]. 
 
The United  States Department of Energy  (U.S. DOE)  clearly  stated  that  the 
development  of  clean  and  affordable  fission  power  technology was  a  key 
element  in  the “Nuclear Energy Research and Development Roadmap”. For 
Small Island or urban states (such as Singapore) that are heavily dependent on 
energy  import,  affordable  and  secure  electricity  supply  is  critical  to  the 
economic  development.  Among  the  currently  proposed  reactor  design 
concepts,  the  SMRs  edges  against  the  other  alternatives with  lower  initial 



















Cycle (Months)  Life (Years) Special Features  Developer(s) 
LWR   
mPower  150  500  30.00%  PWR  5% U  42  80   
Babcock & Wilcox 
and Bechtel, USA 
NuScale  45  165  27.27%  PWR  4.95% U  24  60   
NuScale Power  and 
Fluor, USA 
SMR‐160  160 446  35.87% PWR Holtec, USA
Westinghouse 
SMR   225  800  28.13%  PWR  5%  24  60    Westinghouse, USA 
IRIS  335  1000  33.50%  PWR  4.95% U  48  60   
IRIS, International 
Consortium 
Flexblue  50  150  33.33%  PWR       
Seabed deployment
torpedo resistant  DCNS, France 
IMR  350  1000  35.00%  PWR  4.8% U  26  60   
Mitsubishi heavy 
Industries, Japan 
SMART  100 330  30.30% PWR 4.8% U 36 60 KAERI, South Korea
ACP100  100  310  32.26%  PWR    24     
CNNC & Guodian, 
China 
CNP‐300  325  1000  32.50%  PWR  2.4% ‐ 3% U  12  40   
CNNC & Guodian, 
China 






FBNR  72 134  53.73% PWR 5.00% 25 FURGS, Brazil
ABV‐6M  8.6  38  22.63%  PWR  19.7% U  120  60   
OKBM Afrikantov, 
Russia 
KLT‐40S  35  150  23.33%  PWR  20% U  28  40   
OKBM Afrikantov, 
Russia 
RITM‐200  50  175  28.57%  PWR  20% U  84  40   
OKBM Afrikantov, 
Russia 
UNITHERM  2.5 20  12.50% PWR 19.75% U ‐ 25 RDIPE, Russia
VBER‐300  325  917  35.44%  PWR  4.95% U  72     
OKBM Afrikantov, 
Russia 
VK‐300  250  750  33.33%  BWR  4% U  18  60   
Atomenergoproekt, 
Russia 
VKT‐12  12 36  33% BWR 2.4% ‐ 4.8% Russia





(Antares)  250  625  40.00%  HTR          Areva 
EM2  240  500  48.00%  HTR  1% U, 1% Pu  ‐  30   
General Atomics 
(USA) 












PRISM  311 840  37.02% FNR 26% Pu, 10% Zr 12‐24  GE‐Hitachi, USA
4S  10 30  33.33% FNR 19.75% 30 Toshiba, Japan
FUJI  100  286  35%  MSR         
ITHMSO, Japan‐
Russia‐USA 
BREST  300 857  35% FNR RDIPE, Russia









relevant  in  two‐fold:  (1) modularity, and  (2) small plant  footprint. First,  the 
modular design approach allows for the fabrication of major components of 
the reactor system in a factory environment. These components can then be 
considered as  finish goods  ready  for  shipment  to  the point of use. Though 
many  components  of  the  current  reactor  design  can  be  factory‐made,  a 
substantial  amount  of  on‐site  assembly  effort  is  required  to  commission  a 
power  plant.  It  is  envisaged  that  the  SMR  system  can  become more  of  a 
packaged solution to power plant owners with significantly reduced cost and 
lead time for commercial operation otherwise expanded at the construction 
phase  in  the  case of  a  large  reactor  system. With modularity, power plant 









plant. Analytically, the  fuel requirement  for an SMR  (in the order of tens of 
MW) can be only a fraction of that of a large sized reactor (in the order of GW). 
Less  fuel  requirement  implies  lower  amount  of  radioactive  spent  fuel 




of  coolant  loss,  the  decay  heat  accumulation  is  expected  to  be  more 
controllable, thereby reducing the risks of meltdown. In the extreme event of 
core meltdown or partial meltdown, the impact level is expected to be much 
lower  than  that of a  large sized  reactor. This can help  reduce  the cost, and 
improve  the effectiveness of mitigating  radiological disasters. From security 
perspective,  the SMRs are expected  to be more  resilient against  terrorisms 






on  a  survey  of  the  most  recent  design  concepts  of  the  SMRs.  Given  the 
challenges in long term sustainability of energy, there are important questions 
on the prospects of the SMRs, such as would the SMRs make a viable solution 
to  the ASEAN  region,  especially  Singapore,  given  its  heavy  dependence  on 













climate  change  mitigation  –  focusing  on  life  cycle  carbon  emissions;  (2) 
economics  of  power  generation  –  focusing  on  the  cost  of  electricity 
generation; and (3) safety and security of reactor operation. Given the focus 
of  this dissertation,  there  is  a  strong emphasis on  the  first dimension. The 






factor of a  large  sized  reactor was  found  to be about 22.80  t‐CO2/GWh on 
average. Benchmarking the life cycle emission factors reported in [37] and [49] 
and,  fission  power  was  found  to  be  more  competitive  against  all  power 
generation  technologies  except  hydropower, which  tend  to  be  particularly 
dependent on geographical locations (Figure 5‐11). 
 
The  procedure  for  evaluating  the  life  cycle  carbon  emission  factor  of  the 
conceptualized SMR system is the same as that for a reference large sized LWR 
system. Since there is no dominant design for the SMR technology, there are 












In  the  technology  conservative  scenario,  the  conceptualized SMR  system  is 
























is  the  same as  that  for  the  large  sized  LWR  system.  It  involves a  fuel  cycle 





and  maintenance,  and  decommissioning  are  expected  to  decrease 
proportionally as the generating capacity of the reactor decreased. Applying 




















Scenario 1C   13.34   1,658.21%  17.63 
0.6 
{0.06 } 
Scenario 2C   14.02   8,224.27%  3.45 
0.12 
{0.012} 
Scenario 3C   13.98   6,720.24%  3.52 
0.15 
{0.015} 







enrichment technology,  the SMR system can be expected  to emerge as  the 












In  the  technology  optimistic  scenario,  we  assume  the  adoption  of  more 
























The  same  procedure  is  repeated  again  for  this  scenario  to  obtain  the  LCA 
results as summarized  in Table 5‐5. In this case, we use the alphabet “O” to 

















Scenario 1O  11.74  578.80%  49.89 
1.73 
{0.17} 
Scenario 2O  13.82  3823.22%  6.70 
0.26 
{0.03} 
Scenario 3O  13.70  2901.81%  6.92 
0.34 
{0.03} 




Due  to  the  disproportionality,  the  life  cycle  carbon  emission  factor  varies 
significantly  depending  on  the  enrichment  technologies.  With  gaseous 
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diffusion,  the  life  cycle  carbon  emission  factor  increases  to  about  50  t‐
CO2/GWh. With the gaseous centrifuge, the life cycle carbon emission factor 
increases  to  about  6.92  t‐CO2/GWh.  The  average  case  study  result  of  the 







Overall,  the  SMR  can  be  expected  to  emerge  as  a  competitive  alternative 
power  generation  technology  despite  the  disproportionality  in  the  235U 
enrichment and fuel burn‐up. At higher 235U enrichment, the competitiveness 
of  SMR  can be heavily  influenced by  the  choice of enrichment  technology. 
Same  findings  as  the  LWR  case  study,  it  is  more  favourable  to  use  the 
centrifuge enrichment  technology  in  the uranium supply chain  for  the SMR 
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system. With  the  adoption  of  existing  LWR  reactor  technologies,  the  SMR 
system  can  be  expected  to  become  more  competitive  than  hydro  in 








grade.  To  examine  the  influence  on  the  conceptualized  SMR  system,  we 
assume a degradation of uranium ore from 15% down to 0.01% in the same 
steps as  in the case of the  large sized LWR system. The trajectory of the  life 




















the  trajectory  of  the  life  cycle  carbon  emission  factor with  respect  to  the 
uranium ore grade can be independent of the size of reactor. At very low ore 













it  is  important  for policymakers  to pay  special attention  to  the  sustainable 








average  cost  of  generating  electricity  over  the  entire  operating  life  of  the 
power  plants  for  a  given  technology,  taking  into  account  main  cost 
components, such as capital costs, fuel costs, and operations and maintenance 
(O&M)  costs.  It  was  a  flexible  analytical  model  that  allowed  specific  cost 
factors,  such  as  contingency,  decommissioning,  and  carbon  prices  to  be 
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In  energy  planning,  capital  investment  is  one  of  the  important  factors  in 
deciding the choice of technology. Given the high capital cost and  long  lead 
time for construction and commissioning, large sized fission power technology 
is  significantly  disadvantaged  against  all  other  base‐load  technologies. 
However, the SMR concept can be expected to turn the tide. Due to the fact 
that the SMRs are still under the conceptualization stage, the Nuclear Energy 
Agency  (NEA)  [145]  employed  the  scaling  law  among  other  known 
methodologies  to estimate  the  capital and  levellized  costs of possible  SMR 
designs between 35 MWe and 90 MWe. As  the generating  capacity of  the 
conceptualized  SMR  used  in  this  study was  50 MWe, we  employ  a  linear 
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Power Plant Capacity (MWe)  35 50 90 
Overnight Cost ($/kW)  930 800 447 ‐ 456 
















a  large sized  fission reactor system  (Figure 5‐18). Given  that  the  large sized 
fission  reactor  system  is  already  the  most  competitive  among  alternative 









Furthermore,  the cost of an SMR can be expected  to  further  reduce  in  the 
factory  environment.  To  meet  the  demand  of  1  GW  generating  capacity, 
instead of building a one‐of‐a‐kind  large  sized  LWR  system, 20 units of  the 
same SMR systems can be fabricated. Cost reduction can be derived from the 
learn‐by‐doing  in  the  repeat  productions.  As  the  demand  for  electricity 
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increases,  more  SMRs  can  be  added  into  the  energy  mix.  Thus,  there  is 
potential  to  further  reduce  the  overnight  cost  of  the  SMRs  in  the  mass 
production  scenario.  In  the  case  of  fast  developing  Asian  economies, 
affordable  energy  sources  are  generally  preferred  to  power  the  economic 





In  recent  years,  there have been  some  shifts  in  the  relative  importance of 
reactor design features. In particular, the priority of design considerations  is 
shifting  from  cost  to  the  safety  and  security  of  the  reactor  system,  and 
radioactive  waste  management.  The  root  causes  are  self‐evidently  the 
Chernobyl  and  Fukushima  incidents,  and  heightened  fear  of  weapon 












decay  heat  from  the  reactor  core  and  the  spent  fuel  can  be  reduced 
proportionally with  the  size  of  the  reactor.  Such  reductions  in  decay  heat 
generation can significantly reduce the risk of core melt‐down. In the extreme 
event  of  core meltdown,  the  radioactive  substance  can  still  be  contained 


















containment  field.  The  “self‐contained”  feature  can  also  help  improve  the 
security  of  the  reactor  system  against  sabotage  and  burglary  of  weapon 
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In  summary,  the  SMRs  can  be  expected  to  be  competitive  in  all  three 
dimensions under consideration. Environmentally, the SMR can further reduce 






OCGT  technology  is  gradually  phasing  out  from  the  market,  the  SMR 
technology  is hopeful of becoming  the most competitive power generation 
technology in terms of overnight cost. Lastly, the SMR can expect significant 
improvements  in  the  safety  and  security  of  operation  over  the  large  sized 
















long  term  energy  planning.  In  the  short  term,  the  SMRs’  small  generating 






of  electricity  supply.  So  far,  the  SMR  technology  is  the  only  base‐load 
technology  suitable  for  generating electricity  to  community  level or micro‐
grids,  making  it  a  competitive  low  carbon  source  to  replace  or  pair  with 









“technology optimistic  scenario”,  the  235U enrichment was  the  same as  the 
Toshiba 4S design at 20% with significantly higher fuel burn‐up (95 GWD/t). 
With advanced reactor designs towards the Generation IV, the life cycle fuel 
requirements, and  the  spent  fuel generation can be  further  reduced. All of 
these reductions can contribute to the reduction in decay heat generation in 
the  event  of  coolant  loss,  thereby  improving  the  safety  of  the  SMR  and 
reducing the risks and consequences of severe radiological accident. 
 
Moreover,  smaller  plant  size  can  help  mitigate  the  stringent  siting 
requirements of  fission power plant and minimize  the  risks and  impacts of 
severe radiological accidents. In general, siting of fission power plant requires 
a large safety distance from city. In the case of deployment for Small Island or 
urban states,  limited  land space poses great challenges to the siting of  large 
sized reactor systems. The SMRs is well suited to address these challenges with 
its  “packaged”  and  “transportable”  features  thanks  to  its  small  size. 
“Packaged” design feature reduced the overall footprint of the power plant, 
thereby  improving  the  flexibility  of  siting  the  reactor  system.  The  self‐
contained  feature  can  allow  the  SMRs  to  have  reduced  safety  distance 
compared to a large sized reactor. “Transportable” design feature can enable 
the  SMRs  to  supply  electricity  at  the  location  of  demand  without  being 






























(Large)  Coal  Oil  Natural Gas  Biomass  Solar PV  CSP  Wind  Hydro  Geothermal 
Generating Capacity  LOW  HIGH  HIGH  HIGH  HIGH  LOW  LOW  LOW  LOW  x  x 
Scalability  HIGH  LOW  LOW  LOW  LOW  LOW  LOW  LOW  LOW  LOW  LOW 
Fuel Requirement  LOW  LOW  HIGH  HIGH  HIGH  HIGH  LOW  LOW  LOW  LOW  LOW 
Waste Generation  LOW  LOW  HIGH  LOW  LOW  HIGH  LOW  LOW  LOW  LOW  LOW 
Plant Size  LOW  HIGH  HIGH  HIGH  HIGH  HIGH  HIGH  HIGH  HIGH  HIGH  HIGH 
System Components  LOW  HIGH  HIGH  HIGH  HIGH  HIGH  LOW  HIGH  LOW  LOW  HIGH 
Intermittency  LOW  LOW  LOW  LOW  LOW  LOW  HIGH  HIGH  HIGH  HIGH  LOW 
Base‐load Technology  YES  YES  YES  YES  YES  YES  NO  NO  NO  NO  NO 
CHP Applications  YES  YES  YES  YES  YES  NO  NO  NO  NO  NO  YES 
LCOE  LOW  LOW  LOW  MEDIUM  MEDIUM  MEDIUM  HIGH  HIGH  MEDIUM  MEDIUM  MEDIUM 
Overnight Cost  LOW  HIGH  LOW  LOW  LOW  MEDIUM  HIGH  HIGH  MEDIUM  MEDIUM  HIGH 
Life Cycle Carbon Emissions  LOW  LOW  HIGH  HIGH  HIGH  HIGH  LOW  LOW  LOW  LOW  LOW 
On‐site Refuelling  YES/NO  YES  YES  YES  YES  YES  NO  NO  NO  NO  NO 















In  recent  years,  there  is  an  increasing  interest  in  “distributed  electricity 
generation” and “micro‐grid” concepts. Tan and others [160] discussed about 
distributed renewable generation planning in Malaysia; Amor and others [161] 
assessed  the  economic  value  of  renewable  distributed  generation  in  the 
Northeastern  American  market;  Ruiz‐Romero  and  others  [162]  applauded 
distributed generation in boosting the penetration of renewables in European 
context;  and  other  studies  such  as  [163]  and  [164]  employed  modelling 
approaches  to  analyse  the  cost‐benefit  of  distributed  generation  to micro‐
grids. All of  these  studies  reached  a  consensus  that  renewables were best 
suited  for distributed generation and  for  local micro‐grids   as seen  in  [165]. 













the  future.  With  inherently  enhanced  safety  in  design,  and  emerging 
Generation  IV  reactor  technologies,  the  SMR  without  on‐site  refuelling 





user‐countries  can opt out of  the development of an  indigenous  fuel  cycle 
when  contracting  a  reactor.  Secondly,  instead  of  fuel  imports,  the  user‐
countries only need to concern about the total amount of electricity as if they 
were purchasing ultrahigh capacity batteries. Finally,  the user‐countries can 







markets and  the  flexibility  in contracting new power plants. Because of  the 
short  lead  time  for  construction  and  small  generating  capacity,  the  user‐
countries can have much higher flexibility in deciding on the licensing period 
compared  to  the planning of a  large sized  thermal electricity plants. As  the 
number of SMR builders  increase,  it may  invigorate the competitions  in the 
market  leading  towards possible dominant designs of  the SMR systems. On 



















technology  capable  of  supplying  heat  and  power  autonomously  over  a 
relatively  long period of  time without  refuelling and waste disposal.  In  that 
sense, there could be minimum environmental and health  impacts with the 











desired  electric  output  except  fission  power.  The  enormous  fuel  and  air 
requirements for fossil power generation technologies made them infeasible 
for applications beyond earth surface. As such, the extra‐terrestrial facilities 
such  as  the  International  Space  Station  have  to  rely  on  intermittent  PV 
technology  for  electricity  generation  at  limited  capacity.  The  SMR  system 
represents a possible replacement for a portable and transportable base‐load 
technology suitable for CHP applications. With a stable CHP application using 













thereby  offering  greater  non‐proliferation  assurance  on  the  international 











verified  its associated assumptions, and demonstrated  its ability  to analyse 







energy  system  with  elementary  input‐output  interactions,  and  quantified 
system  boundaries.  It  is  developed  based  on  the  first  principle  for  system 
conceptualization  that  facilitated  the  use  of  decomposition  exercise  to 
quantify  the  system  boundaries.  With  these  generic  definitions,  this 
methodology  can  be  widely  applied  to  energy  systems  beyond  electricity 
generation.  In  principle,  the  system  definition  is  capable  of  representing 
complex energy systems under uncertainties. One of such uncertainties can 
come  from  an  unknown  system  driven  by  an  unknown  energy  source  to 
produce unknown useful work through a set of unknown processes. Thus, it is 
effectively a robust platform for benchmarking key system indicators, such as 





Secondly,  this methodology  can help  improve  the  reliability of  LCA‐PCA on 
energy  systems. This benefit  is derived  from  the dimensions governing  the 





a well‐articulated  set of  cut‐off  criteria  can  lead  reduced effort  for  an  LCA 









power generation.  In particular,  the  trajectory of  life cycle carbon emission 
factors  corresponding  to  the  decreasing  uranium  ore  grade  provided 
important  indication  on  the  sustainable  harvesting  of  uranium  resources. 









the  life  cycle  carbon emission  factors  for electricity generation  systems. As 
demonstrated  in  the SMR case study,  this  is an  importantly addition  to  the 
capabilities of the LCA literature. In the case of the SMR, there are no dominant 
designs and all of  the currently proposed designs are still under  the  review 
process. Thus, the ability to quantify the sustainability of an advanced future 




provide  important  indications  on  the  sustainability  of  the  SMRs  with  the 
conceptualized  design  parameters.  These  parameters  in  turn  can  serve  as 
reference  guide  for  the  nuclear  industry  when  developing  the  SMR 
technologies. 
 
The  fifth advantage of  this methodology  is  its ability  to analyse a  temporal 
system configuration with the “Levelled Sub‐system” concept. Effectively, we 






“Levelled  Sub‐systems”  implies  the  crossing  of  temporal  (timeframe) 
boundaries. In this sense, carbon emission streams from the “LCA Sub‐system” 
are equivalent to the historical carbon emissions of the inputs to the “LCA Main 
System”. From  the decomposition exercise, we observed  that  the  life  cycle 







Similarly,  the  sixth  advantage  of  this  methodology  lies  with  its  ability  to 
estimate the life cycle energy consumption of an energy system. In brief, the 
methodology can improve the reliability for evaluating key system indicators, 
such  as NEG, energy payback,  and overall  system energy efficiency. At  the 
same time, it allows for balanced expansion to evaluate the temporal energy 
consumptions by moving across the “Levelled Sub‐systems”. Theoretically, the 
methodology  is  capable  of  tracking  the  total  energy  expanded  at  a  given 
energy  system  since  industrialization. Under  the  broader  constraint  of  the 
earth’s  finite  carrying  capacity  in  energy  reserves,  it  is  always  desirable  to 






Lastly,  the methodology  can also be used as a  tool  for  the assessing other 
environmental  impacts of an energy  system,  such as  total natural  resource 
consumptions, and total production of waste (radioactive waste in the case of 
nuclear). In the case of natural resource consumptions or waste generations, 
relevant  indicators  can be obtained by  systematically  computing  the  “Non‐
Energy  Input” by types to each “Process” of the “LCA Main System” and the 













of  life  cycle  systems.  Examples  of  the  design  parameters  studied  in  this 
dissertation  are  uranium  ore  grade  and  initial  average  235U  enrichment 
concentration. The methodology can give direct indication on how the change 
in these parameters affect the life cycle impacts (carbon emissions in this case) 






Secondly,  the methodology  enables  clearly  and  objectively  defined  system 
boundaries  that  can  lead  to  credible  and  intuitive  cut‐criteria  selection.  In 
many  instances,  selecting a  robust  cut‐off  criteria  for an  LCA‐PCA  can be a 
challenging  task.  This  is  particularly  true  when  including  carbon  emission 
streams  from  material  input.  With  the  cut‐off  criteria  established  in  the 
methodology,  the  reliability  issues  arising  from  the  “embodied  carbon 
emissions”  in  materials  can  be  greatly  minimized.  At  the  same  time,  the 





















Likewise,  the  system  boundaries  are  identified  via  proven  concepts  and 
techniques, such as the Kaya Identity and decomposition. In this sense, it is a 
fundamentally sound methodology that can be resilient against manipulation. 










“Non‐Energy  Input” streams due  to  the system boundary definitions.  In  the 
case  of  non‐energy  producing  systems,  adjustments  to  the  current  “Non‐
Energy Input” and/or “LCA Main System” definitions may be required. Besides 
life cycle carbon emissions, non‐energy producing systems may have specific 





Secondly,  this methodology  is  unable  to  consider  the  “feedback”  effect  as 
commonly  seen  in  the  case  of  LCA‐IOA.  This  is  a  common  limitation  to  all 
methodologies using  the PCA approach. However,  this methodology can be 
more  ready  to  integrate  the  feedback  loops  thanks  to  the  “Levelled  Sub‐
system”  structure.  Despite  the  fact  that  the  case  studies  are  somewhat 
“static”, this methodology can allow for the temporal interference on the life 









The  last  aspect  is  also  commonly  applicable  to  all  LCAs,  data.  As  this 




















The  key  concepts  introduced  in  the methodology  are  “LCA Main  System”, 
“Energy Input”, “Non‐Energy Input”, and “Levelled Sub‐systems”. The life cycle 
system  is  conceptualized  based  on  the  first  principle.  The  use  of  energy 
balance  concept  allows  for  explicit  representation  on  the  elementary 
mechanisms of  input‐output  interactions across the system boundaries. The 







of  fission power  is  found  to be  about  21.08  to  33.07  (25.03  in  average)  t‐
CO2/GWh. The  range of  the  life cycle carbon emission  factors are obtained 
based on the choice of enrichment technology in a scenario based approach. 
Applying the cut‐off criteria at Level 0 in the methodology, the life cycle carbon 










one  may  argue  about  the  likelihood  of  under‐estimation,  there  can  be 
significant  reductions  in  the  resources  required  for  conducting  a 
comprehensive LCA exercise in the PCA approach using this methodology. 
 
The  second  case  study  is  on  a  conceptualized  SMR  system  of  50  MW 
generating capacity. This case study serves to demonstrate the capability of 
this methodology to project the life cycle carbon emissions of future advanced 
energy  systems  under  uncertainties.  Depending  on  the  235U  enrichment 
concentration and the fuel burn‐up, two scenarios are developed, namely the 
technology  conservative  scenario,  and  the  technology  optimistic  scenario. 
Under  each  scenario,  there  are  sub‐scenarios  for  projecting  the  life  cycle 
carbon emission  factors according  to  the  choice of enrichment  technology. 
From  the  observation  on  the  case  study  results,  the  SMRs  can  expect  the 
lowest life cycle carbon emission factor among all power generation systems, 






generation  suggested  that  the  SMRs  can  expect  to  become  the most  cost 
competitive  technology when measured  in  the  LCOE  approach.  It  can  also 
expect to have significantly reduced capital cost and commissioning lead time 
than  the  large  sized  reactors.  The  reductions  in  capital  costs may  further 
strengthen the leadership in terms of economic competitiveness for the SMRs. 



















This methodology  can  contribute  to  the  fundamental understanding  in  the 
literature. First of all, it is a generic methodology with a set of systematically 
streamlined  procedures  that  can  be  applied  on  all  electricity  generation 
systems. Thus, it enables a common platform useful for standardizing the LCA 
studies  for  benchmarking.  The  streamline  procedures  can  help  minimize 
potential hazards  in  the LCA studies, such as  incomplete  lifetime definition, 
inconsistent  boundary  selections,  and  insufficient  granularity  in  the  LCI 





More  importantly,  this  methodology  contributes  to  climate  change  policy 
making.  This  contribution  is  derived  from  the  methodology’s  explicit 
representation of the design parameters at the process level. At this level, the 
methodology  can  be  used  to  examine  the  influence  from  the  variation  of 
relevant design parameters. Thus, it can be used to project the life cycle energy 
input and the resulting carbon emissions of future advanced energy systems 
















with  an  IOA  methodology  can  help  accurately  reflect  the  behaviour  and 
performance  of  the  “LCA Main  System”  under  the  influence  of  the  global 
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Based on  the  four dimension discussed  in  the main article  (Figure A1),  this 
appendix  serves  as  an  example  to  explain  about  the  scorecard  evaluation 













































Literature  Generic Versatility  Accurate Accounting of the Carbon Emissions Streams 
White 1995 [1] 2 3  2
Van de Vate 1997 [2] 3 1  2
CRIEPI 2000 [3] 5 5  3
CRIEPI 2001 [4] 5 5  3
Meier 2002 [5] 1 2  3
Van de Vate 2002 [6] 4 1  3
Dones and others 2005 [7]  3 5  2
Hondo 2005 [8] 5 5  3
Tokimatsu and others 2006 [9]  3 2  2
Echávarri 2007 [10] 1 1  2
Storm van Leeuwen and Smith 2007 [11]  3 5  4
Lenzen 2008 [12] 1 1  3
Sovacool 2008 [13] 1 1  3
Storm van Leeuwen 2012 [14]  3 5  4










Literature  Specific Expandability Identifiable Timeframe 
White 1995 [1] 4 1 3
Van de Vate 1997 [2] 4 1 1
CRIEPI 2000 [3] 3 3 2
CRIEPI 2001 [4] 3 3 2
Meier 2002 [5] 4 1 2
Van de Vate 2002 [6] 4 1 1
Dones and others 2005 [7]  2 3 2
Hondo 2005 [8] 4 2 2
Tokimatsu and others 2006 [9]  5 2 2
Echávarri 2007 [10] 5 1 1
Storm van Leeuwen and Smith 2007 [11]  2 3 3
Lenzen 2008 [12] 5 1 2
Sovacool 2008 [13] 5 1 2
Storm van Leeuwen 2012 [14]  2 3 3





















White 1995 [1] 2 2 1 1 3 
Van de Vate 1997 [2] 1 1 1 1 2 
CRIEPI 2000 [3] 2 5 1 1 4 
CRIEPI 2001 [4] 2 5 1 1 4 
Meier 2002 [5] 3 1 1 1 2 
Van de Vate 2002 [6] 1 1 1 1 1 
Dones and others 2005 [7]  2 2 1 1 5 
Hondo 2005 [8] 1 4 2 1 4 
Tokimatsu and others 2006 [9]  1 1 1 1 3 
Echávarri 2007 [10] 1 1 1 1 4 
Storm van Leeuwen and Smith 2007 [11]  2 5 2 1 5 
Lenzen 2008 [12] 1 3 1 1 2 
Sovacool 2008 [13] 1 4 1 1 2 
Storm van Leeuwen 2012 [14]  2 5 2 1 5 










Literature Data Accessibility Data Resolution 
First Principle  Fuel‐to‐Energy 
Calculation 
White 1995 [1] 5 4 1 
Van de Vate 1997 [2] 5 1 1 
CRIEPI 2000 [3] 5 5 5 
CRIEPI 2001 [4] 5 5 5 
Meier 2002 [5] 3 3 2 
Van de Vate 2002 [6] 4 1 1 
Dones and others 2005 [7]  3 2 1 
Hondo 2005 [8] 4 3 1 
Tokimatsu and others 2006 [9]  4 1 1 
Echávarri 2007 [10] 4 4 1 
Storm van Leeuwen and Smith 2007 [11]  3 3 5 
Lenzen 2008 [12] 3 4 1 
Sovacool 2008 [13] 5 4 1 
Storm van Leeuwen 2012 [14]  3 3 3 




issues  pertaining  to  all  four  criteria  (Figure  A3).  From  the  total  score  of 







































































This  appendix  provides  a  detailed  discussion  on  the  uranium  fuel  cycle 
calculation and the physics of the reactor fuel burn‐up. Modelling the reactor 
core  can be  a  complex problem beyond  the  scope of  this dissertation.  For 
example, the burn‐up behaviour of gadolinium, a burnable poison in nuclear 
fuel, was  important  in  actual  core  analysis, but  its behaviour  as  somewhat 
complicated,  requiring  special  treatment  in  numerical  modelling  and 
calculations. To reduce the complex modelling problem to a manageable one, 















nuclear  fuels. The composition of  fuels varies during  irradiation  in a nuclear 
reactor  core.  In  the  vocabulary  of  reactor  physics,  “burn‐up”  refers  to  the 
change in fuel composition due to nuclear fission, neutron capture, radioactive 
decay, and other  factors. This  is different  from  the conventional concept of 
burn‐up,  which  is  based  on  chemical  reactions.  Unlike  fossil  fuels,  when 
uranium “burns” in a reactor core, there is no carbon emission since the burn‐








depletion  of  fissile  nuclides,  (2)  conversion  from  fertile  nuclide  to  fissile 
nuclide, and (3) production of fission products [1].  In the first phenomenon, 
ܷଽଶଶଷହ  depletes  during  burn‐up  through  neutron  absorption.  There  are  four 
stages  in  this  process. As  depicted  in  Figure B1‐1,  at  Stage A,  the  neutron 
approaches  the  ܷଽଶଶଷହ  nucleus.  In  Stage B, with  the neutron  absorption,  the 










separate, they  lose atomic electrons, and the resulting high‐speed  ions  lose 

























bombarding neutron  energy.  For  example,  in  ܷଽଶଶଷହ  with  slow neutrons,  the 
average  number ߥ  is  2.42.  Most  of  these  neutrons  are  released  instantly, 
(called prompt neutrons), whereas a small percentage of about 0.65% for  ܷଽଶଶଷହ , 
appear  later as  the  result of  radioactive decay of  certain  fission  fragments. 
These  delayed  neutrons  provide  considerable  inherent  safety  and 
controllability in the operation of nuclear reactors. 
 
In  general,  there  are  three  phenomena  in  nuclear  fission.  The  first 












ܷଽଶଶଷହ ൅ ݊଴ଵ → ܤܽଷ଺ଵସଵ ൅ ܭݎଷ଺ଽଶ ൅ 3 ݊଴ଵ ൅ ݁݊݁ݎ݃ݕ  (B1‐2) 
ܷଽଶଶଷହ ൅ ݊଴ଵ → ܤܽଷ଺ଵସସ ൅ ܭݎଷ଺ଽ଴ ൅ 2 ݊଴ଵ ൅ ݁݊݁ݎ݃ݕ  (B1‐3)  
 
Associated with the fission chain reaction, the fissile 235U atoms continuously 




Apart  from  the  fissile  ܷଽଶଶଷହ  nuclides,  fertile nuclides  such as  ܷଽଶଶଷ଼  and  ݄ܶଽ଴ଶଷଶ  




increase  the  number  of  fissile  nuclides,  it  has  a  positive  impact  on  fuel 
reactivity during burn‐up. 
ܷሺ݊, ߛሻଽଶଶଷ଼ → ܷሺߚሻଽସଶଷଽ → ܰ݌ሺߚሻଽଷଶଷଽ → ܲݑଽସଶଷଽ   (B1‐4) 












235U  atom  is  approximately  202.5  MeV  (or  about  3.24 ൈ 10ଵଵ J),  which 
translates  to  about  8.31 ൈ 10ଵ଺ J/t‐235U  or  962,059.93  MWD/t‐235U  using 
molecular  number  (mole)  to  mass  conversion  (t).  At  3.5%  enrichment 

















requires a chain of complex processes  involving many  industrial  steps  from 
uranium exploration to fuel fabrication (Figure B2‐1).  Typically, the front end 
of the fuel cycle refers to the complete industrial operations leading towards 
the  supply of  fuel assembly  to a  fission power plant.  In  the  case of a  LWR 
system,  the  front  end  typically  comprises  the  following  process:  uranium 



















classification  of Mendeleev,  is  the  heaviest  naturally  occurring  element  on 
Earth. As a metal, its volumic mass is 19 g/cm3, and its melting temperature is 
1133  °C.  It  is  naturally  radioactive  and  constitutes  a mixture  of  two main 
isotopes,  both  radioactive,  ܷଽଶଶଷ଼  for  99.28%,  ܷଽଶଶଷହ  for  0.715%,  and  ܷଽଶଶଷସ  for 
about 0.006% to be precise. The existence of fission power today is largely due 


































Identified uranium  resources are  classified as  reasonably assured  resources 
(RAR)  and  inferred  resources  (IR).  These  two  types  of  resources  refer  to 
uranium resources recoverable at a cost of less than 260 USD/kg‐U. Based on 
the  information  published  by  the  IAEA  [7]  and  [8],  from  2009  to  2011, 
resources recoverable at  less than 260 USD/kg‐U  increased by about 12.5%; 






Resources  in  the  co‐/by‐product  method  made  a  significant  contribution, 
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mainly  from  Brazil,  with  In‐situ  leaching  (ISL)  from  China  and  Kazakhstan 
making  up  most  of  the  rest.  According  to  the  IAEA,  the  total  was  likely 
underestimated because of the difficulty in accurately estimating the mining 





Resource Category  2009 2011 Change 
< 260 USD/kg‐U 6306 7096 12.5% 
< 130 USD/kg‐U 5404 5327 ‐1.4% 
< 80 USD/kg‐U 3742 3078 ‐17.7% 
< 40 USD/kg‐U 796 681 ‐14.5% 
 
In the highest cost category, underground and open‐pit mining surpassed co‐ 















Method  < 40 USD/kg‐U < 80 USD/kg‐U < 130 USD/kg‐U  < 260 USD/kg‐U 
Open‐pit 
Mining  149,100  280,400  1,475,100  2,159,700 
Underground 
Mining  327,100  453,500  1,070,700  1,768,900 
In situ leaching 
acid  133,500  662,300  826,700  821,700 
In situ leaching 
alkaline  0  36,000  88,500  111,000 
Co‐product or 
By‐product  71,100  1,605,800  1,746,400  1,846,900 
Unspecified  0  40,000 119,800 388,400 
Total  680,800  3,078,000 5,327,200 7,096,600 
 



















The  latest  report  from Cameco Corporation  indicated  that  the uranium ore 
grade was about 13.5%  (measured by weight percentage of U3O8) as of 31 
August 2012 at McArthur River mines  (underground mining  type). Given  its 
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cost  category  of  <40  USD/kg‐U,  it  is  sensible  both  economically  and 
environmentally to exploit uranium resources from Canada in our case study 
as a base case. In the future, the uranium ore grade is expected to decrease 





If  the  radiometric  measurements  are  promising,  the  target  land  shall  be 
transformed into a uranium mine. For the mining of uranium ore, a number of 
methods  are  available  to  gain  access  to  the  deposits,  open‐pit  mining 
(commonly seen at copper mines), underground mining  (commonly seen at 






























These  concentrates are packed  in 200  liter barrels or 1 m3  containers with 
stringent  standards  on  the maximum  concentration  for  impurities  such  as 
Boron content (strictly below 0.1%). 
 










Currently, USA,  Canada,  France, UK,  Russia,  and  China  operate  conversion 



















The uranium enrichment process  increases  the  isotopic proportion of  fissile 
235U. The use of enriched uranium allows for the use of ordinary water (H2O) 











atomic  energy  during  World  War  II,  many  associates  “enrichment”  with 







In principle, enrichment  is the  isotopic separation process  for the two main 
isotopes 235U and 238U. There are three streams to denote the uranium flow for 
an enrichment technique: feed (Mf), product (Mp), and waste (Mt), also called 






ܯ௙ ൌ ܯ௣ ൅ܯ௧  (B2‐1)  









There  is  one  more  conservation  equation,  called  the  value  conservation 
equation as expressed Equation (B2‐3), developed based on [2, 5, 12]. 







ܸሺݔሻ ൌ ሺ2ݔ െ 1ሻ ൈ ݈݊ ቀ ݔ1 െ ݔቁ  (B2‐4) 
 
After enrichment, the solid UF6 with desired 235U enrichment concentration is 














In  reactor physics,  there  is a commonly used unit GWD/t, gigawatt day per 
tonne of heavy metal contained  in  the  fuel. This  is the unit  for the burn‐up 
value of reactor fuel. To achieve a given burn‐up value, the composition of the 






form,  typically  uranium  dioxide  (UO2).  To  convert  from UF6  to UO2, UF6  is 
heated under water vapour and hydrogen environment to produce UO2 via: 





proper  length  to  form  the  fuel  rods. An organized  cluster of  fuel  rods, and 











The  maximum  burn‐up  limit  for  fuel  rods  is  at  62  GWD/t.  Selected  fuel 
assemblies have burnable poison rods with up to 2, 4, 6, or 8% (weight percent) 
of Gd2O3 (about 4 to 28 rods per assembly) [10]. Typically the burn‐up of fuel 







Similar  to other  thermoelectric power generation  technology,  fission power 
reactors  produce  thermal  energy  through  fission  reaction  in  the  fuel 
assemblies to raise steam that drives a turbine generator. Depending on the 
initial 235U enrichment, the burn‐up value could vary significantly for different 





























































































required  for each  “Process” of  the  LCA  case  study. Based on  the  “uranium 
product”  (represented by each  form of uranium, such as UF6 and UO2),  the 
total  “Energy  Input”  and  “Non‐Energy  Input”  for  each  “Process”  can  be 






















ܯ௎మయఱ ൌ ܯ௎೑ೠ೐೗ ൈ ߩ௘௡௖  (B4‐3) 












ܯ௎ைమ ൌ ܯ ௎ைమయఱ మ ߩ௘௡௖⁄   (B4‐5) 
 


















total  production  of  SWU,  S,  can  be  obtained  by working with  the  feed‐to‐
product ratio, δ: 
ߜ ൌ ܯ௙ܯ௣ ൌ ݂൫ݔ௣, ݔ௙, ݔ௧൯ ൌ
ݔ௣ െ ݔ௧










By  adapting Equation  (B2‐3) with  the  value  function expressed  in Equation 
(B2‐4), we can obtain a new value conservation equation: 
ܵ൫ܯ௣, ݔ௣, ݔ௙, ݔ௧൯
ൌ ܯ௣ ∙ ܸ൫ݔ௣൯ െ ܯ௙ ∙ ܸ൫ݔ௙൯ ൅ ܯ௧ ∙ ܸሺݔ௧ሻ
ൌ ܯ௣ ൈ ቀܸ൫ݔ௣൯ െ ݂൫ݔ௣, ݔ௙, ݔ௧൯ ൈ ܸ൫ݔ௙൯ ൅ ൫݂൫ݔ௣, ݔ௙, ݔ௧൯ െ 1൯ ൈ ܸሺݔ௧ሻቁ





ܯ௣ ൌ ܯ௎ிలି௘௡௥௜௖௛௘ௗ  (B4‐10) 
























4.339 Product assay xp  3.5% V(xp) = 3.085 
Tail assay  xt  0.3% V(xt) = 5.711 
 
It  is noteworthy  that  the  feed mass  is  the  same as  the mass of UF6 before 
enrichment,	ܯ௎ிల at about 12,000  t, obtained via Equation  (B4‐10),  (B4‐11), 
and (B4‐12). 
ܯ௎ிల ൌ ܯ௙  (B4‐12) 
 
Parameterizing  the natural  235U concentration with ߩ௡௔௖, we can obtain  the 





















percentage of  235U3O8  in  the U3O8 mix  (also known as  the yellow cake),  the 
mass of U3O8, ܯ௎యைఴ ,  is  found be  to about 9,500  t obtained  from Equation 
(B4‐15) and (B4‐16). 














ܯௌி ൌ ܯ௎ைమ  (B4‐18) 
 
Figure B4‐1 summarized the mass of uranium “product” at each process of the 
life cycle system. 
 
 
Figure B4‐1 Uranium fuel cycle calculation based on 235U balance 
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