In this paper, a generalized augmented Lagrangian-successive over-relaxation (GAL-SOR) iteration method is presented for solving saddle-point systems arising from distributed control problems. The convergence properties of the GAL-SOR method are studied in detail. Moreover, when 0 < ω ≤ 1 and Q = 1 γ I, the spectral properties for the preconditioned matrix are analyzed. Numerical experiments show that if the mass matrix from the distributed control problems is not easy to inverse and the regularization parameter β is very small, the GAL-SOR iteration method can work well.
Introduction
Consider the distributed control problem which consists of a cost functional to be minimized subject to a partial differential equation problem posed on a domain Ω ⊂ R 2 or R 3 : where Γ 1 and Γ 2 are the boundary of Ω, Γ 1 ∩ Γ 2 = ∅ and Γ 1 ∪ Γ 2 = ∂Ω. β ∈ R + is a regularization parameter. The function u * represents the desired state. For recent references on this topic, see [1, 2, 17, 19, [26] [27] [28] .
There are two approaches to obtain the solution of the PDE-constrained optimal problem (1.1), i.e., the discretize-then-optimize approach and the optimize-then-discretize approach. Following the discretize-then-optimize approach [1, 28] , the discretized form for the minimization problem (1.1) can be written as [1, 6, 12, 17] :
where M ∈ R m×m is the mass matrix and usually is symmetric definite positive. K ∈ R m×m is the stiffness matrix (the discrete Laplacian), d ∈ R m represents the boundary data, and p ∈ R m is the Galerkin projection of the discrete state u * . By applying the Lagrangian multiplier method to (1.2) , it follows the linear system 
where v is a vector of Lagrange multiplier. See [17, 19] for more details. Denote
then the linear system (1.3) can be rewritten as the following saddle-point system:
where A ∈ R n×n is symmetric positive definite (SPD) with n = 2m, B ∈ R m×n is full rank in row.
Systems of the form (1.4) appear in many applications such as constrained optimization [24] , and constrained least squares problems [5, 16, 22] . Many efficient methods have been proposed for solving the linear system (1.4), see [8, 9, 20] and references therein.
In [14] , Golub, Wu and Yuan proposed an SOR-like method for solving the linear system (1.4). Later, some researchers generalized the SOR-like method. For example, Drvishi and Hessari proposed an SSOR-like method in [10] . Shao, Shen and Li [23] generalized the SORlike method by introducing a new parameter. Guo, Li and Wu proposed a modified SOR-like method [15] . Bai, Parlett and Wang [4] introduced another generalized SOR method and gave the optimal iteration parameter, and so on.
When the parameters are chosen appropriately, the existing methods are efficient. However, it is usually difficult to determine the iteration parameters.
For the PDE-constrained optimal problem, the regularization parameter β is often very small. Therefore, the (1,1) block matrix of the coefficient matrix of (1.4) is ill-conditioned. Then we can use the augmented Lagrangian technique [7] to rewrite the original saddle point system into an equivalent system. The equivalent form of the system (1.4) is:
[
where γ > 0 is a Lagrangian parameter. In the following of this paper, we will use a generalized augmented Lagrangian technique to obtain the following equivalent form first:
where Q ∈ R m×m is a generalized Lagrangian parameter matrix and usually is symmetric positive definite. In practical computations, the matrix Q is chosen such that it is easy to obtain its inverse. Besides, when β is very small, the matrix Q can be chosen to minimize the condition number of the augmented (1,1) block [13] . Then iterative methods for linear system (1.5) can be employed to obtain the numerical solutions.
Split the coefficient matrix as:
By applying the SOR iteration scheme [14] , we can obtain the following generalized augmented Lagrangian-SOR (GAL-SOR) iteration method: 6) where 0 < ω < 2 is a relax parameter. Equivalently,
where
The iterative matrix of GAL-SOR method is
Besides, the matrix D − ωL can be used as a preconditioner for the coefficient matrix A, i.e., a GAL-SOR-preconditioner in the Krylov subspace method. The organization of this paper is as follows. In Section 2, the convergence properties of the GAL-SOR method are studied and then the implementations for the GAL-SOR method are stated. Theoretical analysis show that, for any SPD matrix Q, when 0 < ω ≤ 4 − 2 √ 2, the GAL-SOR method converges to the unique solution of the augmented linear systems (1.5). In Section 3, the distributions of the eigenvalues of the corresponding preconditioned matrix are discussed for 0 < ω ≤ 1. Experimental results are presented in Section 4 to demonstrate the performance of this new method as a preconditioners for the PDE-constrained optimal problem. Finally, some concluding remarks are stated to end the paper in Section 5.
The Convergence Properties of the GAL-SOR Method
In this section, we will study the convergence properties of the GAL-SOR iteration method. The following lemma will be useful. 
Proof. Evidently, we see that all eigenvalues µ of the matrix A −1 B T Q −1 B are real and nonnegative. Let λ be a nonzero eigenvalue of the iterative matrix L(ω, Q) defined by (1.7), and (û T ,v T ) T ∈ R n+m be the corresponding eigenvector. Then from (1.7), we have
Or, equivalently,
Substituting into the first equality of (2.1), we have
] .
It follows thatû = 0 andv = 0, which contradicts the assumption that (û
Therefore, the eigenvalues λ of the matrix L(ω, Q) and the eigenvalues µ of the matrix A −1 B T Q −1 B satisfy the following quadratic equation:
According to the results of Lemma 2.1, both roots λ of the real quadratic equation (2.3) satisfy |λ| < 1 if and only if
From the first inequality, we get 0 < ω < 2. According to the second inequality, we obtain
Hence, for all SPD matrix Q, when 0 < ω ≤ 4 − 2 √ 2, the GAL-SOR method is convergent.
Remark 2.1. Based on Theorem 2.1, for all SPD matrix Q and 0 < ω ≤ 4 − 2 √ 2, the GAL-SOR method is convergent. Therefore, the iteration parameter ω of the GAL-SOR iteration method is easy to get.
Remark 2.2.
When ω = 1 and Q = 1 γ I, the GAL-SOR method reduces to the augmented Lagrangian method [7, 11] , which is unconditionally convergent to the unique solution.
In actual implementations, the actions of the preconditioning matrix D − ωL when used to precondition Krylov subspace methods, such as GMRES [21] , are often realized through solving a sequence of generalized residual equations of the form
, represents the generalized residual vector. By making use of the special structure of the matrix D − ωL, we can obtain the vector z through
Step 1 and Step 2:
Step 1. compute z a ∈ R n by solving the linear system:
Step 2. compute z b ∈ R m by solving the following system:
Note that A + B T Q −1 B and Q are both symmetric positive definite. Hence, both of the two sub-systems can be solved effectively either by Cholesky factorization or inexactly by some conjugate gradient or multigrid scheme [3] .
Eigenvalues Distribution for the Preconditioned Matrix
In this section, we concentrate on studying the eigenvalues distribution for the preconditioned matrix (D − ωL) −1 A for the case Q = 1 γ I, where γ is a positive real number and I ∈ R m×m is an identity matrix. After some computations, it follows,
be the singular value decomposition of the matrix BA 
Obviously, the eigenvalues of the preconditioned matrix (D − ωL) −1 A are given by 1 with multiplicity at least n − m, the remaining nonunit eigenvalues are the nonunit eigenvalues of the matrix K(ω,
According to Theorem 2.1, we will consider 0 < ω ≤ 1 for simplicity. When ω = 1, we have
so the eigenvalues of (D − ωL) −1 A are given by 1 with multiplicity n, and the remaining m nonunit eigenvalues are
Obviously, X is invertible. Therefore,
From the above analysis, we can conclude that the preconditioned matrix (D − ωL) −1 A has an eigenvalue 1 with multiplicity m. The remaining eigenvalues are those of K(ω, 
If E 3 is positive definite, let
Then the real eigenvalues λ ofÊ satisfy
min(λ min (E 1 ), λ min (S E3 )) ≤ λ ≤ max(λ max (E 1 ), λ max (E 3 )),(3.
4)
and the eigenvalues λ with nonzero imaginary part are such that
(3.8)
According to Lemma 2.1, when 0 < ω ≤ 1, we can obtain the expressions of the eigenvalues for some matrices in the following.
For λ(E 2 E T 2 ), we observe that, E 2 is a diagonal matrix, hence 12) together with (3.9)-(3.12) and (3.4)-(3.8), we get the following theorem about the eigenvalues distribution of the matrix K(ω, When 0 < ω < 1, the real eigenvalues λ of (D − ωL)
The complex eigenvalues λ satisfy
where Re(λ) and Im(λ) are the real part and imaginary part of λ, respectively.
From (3.8), (3.11) and (3.12), we have 
Numerical Experiments
In this section, we use the following example to test the numerical behaviour of the GAL-SOR preconditioned Kryov subspace methods. 2 be a unit square. Consider the distributed control problem (1.1), with Γ 2 = ∅, g 1 = u * and
0, otherwise.
According to Section 1, we can obtain the discretized saddle-point system (1.4). In our experiments, all iteration processes are terminated once the current residual satisfies
or the number of iteration steps is exceeding k max = 1000, where x (k) is the kth iterates of the corresponding iteration processes. The initial guess is chosen to be a zero vector. In addition, the mesh step-size h is determined by h = 1/( √ n + 1), where n is the dimension of the matrix M . The CPU times and the number of iteration steps (IT) are compared among the proposed methods. In addition, our experiments are run in MATLAB (version R2009b) in double precision and all experiments were performed on a personal computer with 2.27GHz central processing unit (Intel(R) Core(TM)2 i3 CPU M350), 2.00G memory and Windows 7 operating system. The matrix Q in the GAL-SOR preconditioned method is chosen by 1 γ I, where γ > 0 and I ∈ R m×m is an identity matrix. Because the coefficient matrix of the linear system (1.3) is symmetric and indefinite, the MINRES method with block-diagonal preconditioner [1] 
or the GMRES method incorporated with the following three preconditioners :
are used for solving the system (1.4).
In both GAL-SOR and PMHSS preconditioned methods, we use the symamd.m ordering algorithm in MATLAB toolbox [2, 3] .
Numerical results of the proposed preconditioned methods for solving Example 4.1 are listed in Tables 4.1-4.2. In Table 4 .1, we report results for GMRES preconditioner with GAL-SOR and PMHSS. From these results we observe that the GAL-SOR preconditioned method performs much better than PMHSS in both iteration steps and CPU times. Particularly, when the mesh-size h becomes large, the number of iterations with the PMHSS-preconditioner change rapidly with problem size and regularization parameter. When (γ, ω) = (1, 1), we see that the iteration counts for the GAL-SOR-preconditioned GMRES method are almost identical to those obtained with (γ, ω) = (0.2, 1). Therefore, the Lagrangian parameter γ plays a minor role in GAL-SORpreconditioner. In Table 4 .2, we report results for P D preconditioned MINRES and P C , P BCD , P BCT preconditioned GMRES methods. We can see from Table 4 .2 that the computing efficiency of these preconditioned iteration methods is strongly dependent on the regularization parameter β. In general, when β is large, e.g. β = 10 −2 and 10 −4 , P D and P C perform well. However, when β is small, e.g. β = 10 −8 , then P BCD and P BCT yield good computing results. Therefore, as preconditioners, P D and P C show nice preconditioning effect when β is large, while P BCD and P BCT show nice preconditioning effect when β is small. Moreover, comparing Table 4 .1 with Table 4 .2, as a preconditioner, GAL-SOR-and PMHSS-preconditioners are more efficient.
In addition, we plot the eigenvalues distribution of the system matrix in ( 
Concluding Remarks
In this paper, a GAL-SOR iteration method is constructed and the corresponding preconditioned Krylov subspace method is presented for solving the saddle-point systems (1.4) arising from distributed control optimal problems. Theoretical analysis shows that when 0 < ω ≤ 4 − 2 √ 2, the GAL-SOR iteration method converges to the unique solution for ∀ SPD matrix Q. It is analyzed that all the eigenvalues of preconditioned matrix are contained in a circle: |λ − 1 2 | ≤ 1 2 when 0 < ω ≤ 1, and the complex eigenvalues are located in the right part of this circle. Numerical experiments are used to confirm the efficiency of the GAL-SOR preconditioned method. However, the optimal parameter ω and the optimal matrix Q will be further studied in our next work.
