Abstract. We investigate the topological properties of the poset of proper cosets xH in a nite group G. Of particular interest is the reduced Euler characteristic, which is closely related to the value at ?1 of the probabilistic zeta function of G. Our main result gives divisibility properties of this reduced Euler characteristic.
Introduction
For a nite group G and a non-negative integer s, let P(G; s) be the probability that a randomly chosen ordered s-tuple from G generates G. Philip Hall 16] gave an explicit formula for P(G; s), exhibiting the latter as a nite Dirichlet series P n a n n ?s , with a n 2 Z and a n = 0 unless n divides jGj. The present paper arose from an attempt to understand the value of the zeta function at s = ?1. More precisely, I wanted to explain some surprising divisibility properties of P(G; ?1), which is an integer, that I observed empirically. For example, P(A 5 ; ?1) = 1 ? 25 ? 36 ? 100 + 400 + 1800 ? 3600 = ?1560; which is divisible by 60 = jA 5 j. Similarly, P(A 6 ; ?1) is divisible by jA 6 j, while P(A 7 ; ?1) is divisible by jA 7 j=3.
The main theorem of this paper is a general divisibility result of this sort. The theorem speci es, for each prime p, a power p a that divides P(G; ?1); the exponent a is de ned in terms of the p-local structure of G. See Section 4 for the precise statement, which is somewhat technical. See Section 6 for some easily stated special cases.
Perhaps more interesting than the result itself is the nature of the proof, which is topological. The starting point is an observation of S. Bouc private communication], giving a topological interpretation of P(G; ?1). Consider the coset poset C(G), consisting of proper cosets xH (H < G, x 2 G), ordered by inclusion. Recall that we can apply topological concepts to a poset P by using the simplicial complex (P) whose simplices are the nite chains in P. In particular, we can speak Date: September 17, 1999 . Research supported in part by NSF grant DMS-9971607. of the Euler characteristic (P) := ( (P)) and the reduced Euler characteristic (P) := (P) ? 1. Bouc's observation, then, is that P(G; ?1) = ?~ (C(G)):
This makes it possible to study divisibility properties of P(G; ?1) by using group actions on C(G) and proving the contractibility of certain xed-point sets. This technique goes back to 9] and was studied further in 20, 10] . The group we use is G, acting by conjugation, or (G G) o Z 2 , acting by translation and inversion.
The remainder of the paper is organized as follows. In Section 2 we recall Hall's formula for P(G; s) and a generalization of it due to Gasch utz 14]. In Section 3
we prove Bouc's result (1) . We state and prove our main theorem in Section 4.
The statement involves subgroups N (P ) for any p-subgroup P G. We make some remarks about N (P ) in Section 5, in order to facilitate applications of the theorem. We are then able to give, in Section 6, several special cases and examples.
The proof of the theorem, as we have already noted, makes use of an action of G or (G G) o Z 2 on C(G). There is a bigger group that acts on C(G), called the biholomorph of G. In Section 7 we indicate brie y how the use of this bigger group can sometimes yield sharper results.
Having studied the Euler characteristic of the coset poset, one naturally wants to go further and study its homotopy type. Our results here are meager, but we show in Section 8 that C(G) has the homotopy type of a bouquet of spheres if G is solvable. The spheres all have the same dimension (which may be less than the dimension of the coset poset). And the number of spheres is jP(G; ?1)j. Our results and methods here are closely related to those of Gasch utz 15] and Bouc 6] .
Given that P(G; ?1) can be computed in terms of the coset poset, it is natural to ask whether the function P(G; s) itself can be obtained from the coset poset.
We show that this is the case in Section 9. More precisely, we de ne an analogue of P(G; s) for an arbitrary nite lattice; when the lattice is taken to be the coset lattice of G (obtained by adjoining a largest and smallest element to the coset poset), we recover P(G; s). , where (G; N; s) is the number of generating s-tuples of G lying over y. Gasch utz 14] proved that this number is independent of the choice of y, so we are justi ed in omitting y from the notation. More precisely, Gasch utz gave a formula for (G; N; s), generalizing Hall's formula (2) , in which y plays no role. Although he avoided explicit mention of the M obius function, his formula can be written as: We recall the proof of (5): For any K G let (K) be the number of lifts of y to K and let (K) be the number of such lifts that generate K. Then (11) In particular, P(G H; ?1) = P(G; ?1)P(H; ?1): (12) Proof. Using the second de nition of \coprime", one sees that an s-tuple from G H generates G H if and only if its projections onto the factors generate G and H. Equation (11) follows at once for positive integers s. As in Section 2.2, the equation then holds as an identity in the ring of nite Dirichlet series, whence (12) .
We will give a topological explanation of (12) of proper cosets, i.e., with simplices in the simplicial complex (C(G)), but we are counting them with the opposite of the usual sign. This proves (1) . Note that we get the reduced Euler characteristic because we have counted the empty simplex;
this is the case l = 0 above.
The proof of (1) extends with virtually no change to the relative situation considered in Section 2.2. Starting from (9), one obtains P(G; N; ?1) = ?~ (C(G; N)); (13) where C(G; N) is the poset of proper cosets xH such that HN = G. Thus Equation (8) can be written as~ (C(G)) = ?~ (C(G))~ (C(G; N)): (14) 4. The main theorem 4.1. Statement of the theorem. Fix a prime p. For any p-group P G, let N (P ) be the subgroup generated by the elements x 2 G such that P and P x generate a p-group, where P x = x ?1 Px. (See Section 5.1 for other descriptions of N (P ).) Roughly speaking, we will show that we get good divisibility results for P(G; ?1) if there are lots of p-subgroups P with N (P ) < G. We should therefore think of these P as the \good" p-subgroups. The number q in the following theorem is a measure of how \bad" a p-subgroup can be.
Main theorem. Let G be a nite group, p a prime, and q the maximal order of a p-subgroup P such that N (P ) = G. Then~ (C(G)), hence also P(G; ?1), is divisible by jGj p =q, where jGj p is the p-part of the order of G. If p = 2 and G is not a 2-group, this can be improved by a factor of 2:~ (C(G)) is divisible by 2jGj 2 =q.
Remark. If p is odd, the theorem is vacuous unless p divides jGj. If p = 2, however, the theorem implies that~ (C(G)) is divisible by 2 if G is not a 2-group, even if jGj is odd.
We will give two proofs of the rst assertion of the theorem. The rst proof is slightly more straightforward, but the second one is more easily extended to give the second assertion, i.e., the improvement when p = 2. Proof. Since P N (P ) < G, N (P ) is an element of C P . Lemma 2 now gives us a conical contraction xH xH \ N (P ) N (P ) of C P (see 20, Section 1.5]); we have used here the fact that an intersection of two cosets, if nonempty, is again a coset.
We can now prove that~ (C) is divisible by jGj p =q, where q is the maximal order of a p-subgroup P such that N (P ) = G. The method of proof is spelled out in Brown-Th evenaz 10, Section 2] and Quillen 20, Section 4], so we will be brief. Let = (C), and consider the action of S on , where S is a Sylow-p-subgroup of G.
The family of subcomplexes P is closed under intersection, and each is contractible by Proposition 2; hence the union 0 is contractible. So if we compute (C) = ( ) by counting simplices, the simplices in 0 contribute 1. On the other hand, the stabilizer in S of any simplex not in 0 has order dividing q, so each S-orbit of such simplices contributes a multiple of jSj=q = jGj p =q to (C). Hence (C) 1 mod jGj p =q. 4.3. Proof of the rst assertion; method 2. Although we de ned C(G) to be the set of proper left cosets, it is also the set of proper right cosets, since Hx = xH x . So G acts on C by both left and right translation. We therefore get a (left) action of G G on C, with (y; z) acting by xH 7 ! yxHz ?1 . (The conjugation action that we used above is obtained by restricting this action to the diagonal.) We have the following analogue of Lemma 1, whose proof is left to the reader: Lemma 4. Let R be a p-subgroup of G G. Let P (resp. Q) be the projection of R on the rst (resp. second) factor. Then any coset xH xed by R meets N (P; Q). Proof ; Qi is a p-group, i.e., xh 2 N (P; Q).
Recall that q is the maximal order of a p-subgroup of G such that N (P ) = G. Proposition 3. Let S be a Sylow p-subgroup of G, let R be a subgroup of S S, and let P; Q be the projections of R on the factors as in Lemma 4. Proof. Let R = T \(S S) and let P and Q be the projections of R on the factors.
If R = T, we are done by Proposition 3. So we may assume that T is generated by R and an element w = (y; z) that normalizes R. Now Note that N (P ), if proper, is in C T ; in fact, it is a subgroup containing S and hence is xed by the whole group (S S)oZ 2 .] So we may assume that N (P ) = G. 
Remarks on N (P )
5.1. Alternate de nitions. In order to apply the main theorem, one needs to be able to compute N (P ) for a p-subgroup P G. Recall that N (P ) is de ned to be the group generated by the set C(P) = fx 2 G : hP; P x i is a p-groupg:
We begin by giving two reformulations of this de nition, the rst of which explains the notation N (P ).
Proposition 5. Let P be a p-subgroup of G. Proof. Trivially B(P) C(P), so hB(P)i N (P ). For the opposite inclusion, suppose x 2 C(P). Then there is an element y 2 G such that hP; P x i y S. We now have y 2 B(P) and xy 2 B(P), so x 2 hB(P)i. This proves (b). For (a), we trivially have A(P) C(P), so hA(P)i N (P ). To prove the opposite inclusion, we use Alperin's fusion theorem 1]; see also Barker 4] for a short proof of Alperin's theorem. Suppose x 2 C(P). Then there is a Sylow subgroup S containing P and P x . According to the fusion theorem, the conjugation map c x : P ! P x can be factored as a composite of conjugation isomorphisms P = P 0 ! P 1 ! ! P n = P x with the following property: For each i = 1; : : : ; n, there is a subgroup H i , with P i?1 ; P i H i S, such that the map P i?1 ! P i is conjugation by an element x i 2 N(H i ). Hence x = x 0 x 1 x n with x 0 2 N(P), so it su ces to show x i 2 hA(P)i for i = 1; : : : ; n. Let y i = x 1 x i , so that P i = P Example 2. Suppose jPj = jGj p =p, and let S be a Sylow p-subgroup containing P. Then N (P ) = hN(P); N(S)i. We can see this, for instance, using B(P). Suppose x is an element of G such that P x S. Then P and P x are normal in S, so we can apply Burnside's fusion theorem 11, Section 123], which says that two normal subgroups of S that are conjugate in G are conjugate in N(S). Thus there is a y 2 N(S) such that xy 2 N(P), hence x 2 hN(P); N(S)i. Example 3. If S is abelian, then a similar use of Burnside's theorem shows that N (P ) = hN(P); N(S)i for any P S. If, in addition, the normalizer of S equals its centralizer, then N(S) N(P) and N (P ) = N(P). Example 4. Suppose that G has a cyclic or generalized quaternion Sylow p-subgroup i.e., that G has p-rank 1. If P G is a subgroup of order p, then N (P ) = N(P).
In fact, if hP; P x i is a p-group, then P is its unique subgroup of order p, so P x = P and x 2 N(P). For example, S p;0 (G) is the poset S p (G) of nontrivial p-subgroups introduced by Brown 9] and studied further by Quillen 20] . Proposition 6. Suppose S p;e (G) is disconnected. Then N (P ) < G for every psubgroup P such that jPj > p e , i.e., the number q in the main theorem satis es q p e .
Proof. Let S = S p;e (G). Given P 2 S and x 2 G such that hP; P x i is a p-group, P and P x are in the same connected component of S via the path P hP; P Hence N (P ), acting on S by conjugation, stabilizes the component containing P. Since G is transitive on the maximal elements of S, it is transitive on components, and we conclude that N (P ) < G. Remark. The estimate q p e is not sharp. In other words, it is not true in general that q is the smallest power p e such that S p;e (G) is disconnected. There are easy counterexamples involving direct products. John Shareshian private communication] has provided a more interesting counterexample, with G = SL(3; 3) and p = 3.
Shareshian has shown that q = 3 but that S 3;1 (G) is connected; the smallest power In case e = 0, the condition that S p (G) be disconnected has been extensively studied. Finite groups with this property are said to have a strongly p-embedded Corollary. The stabilizer of the component of S containing a Sylow p-subgroup S is generated by the groups N(P) with P 2 S, P S. 3 5 7 = jA 7 j=3. Finally, one can check that N (P ) = A 7 if P is the group of order 3 generated by a 3-cycle. The main theorem therefore does not allow us to do any better at the prime 3. Moreover, direct computation shows that P(A 7 ; ?1)=jA 7 j = ?1640=3, so one cannot do better at the prime 3.
Remark. Further computations of P(G; ?1)=jGj for simple groups G can be found in Table 1 . These computations were done with the aid of the computer algebra system GAP 13], using programs kindly provided by S. Bouc This makes it easy to apply the results of Section 6.1.
We have jGj = 2lmn, where m = (l ? 1)=2 and n = (l + 1)=2 = m + 1. The odd Sylow subgroups of G are all cyclic, so P(G; ?1) is divisible by jGj p for each odd prime p (Section 6.1, statement 2). The only possible di culty, then, is at the prime 2, where the Sylow subgroup S is dihedral. Its order is the largest power 2 a such that l 1 mod 2 a . Equivalently, its order is 2b, where b is the 2-part of m or n, whichever is even. If b = 2, then statement 1 in Section 6.1 gives divisibility of P(G; ?1) by 2b = 4, hence by jGj. If b = 4, then one checks from the list of subgroups of G that S is selfnormalizing, so we can apply statement 3 and we again get divisibility of P(G; ?1) by jGj. On the other hand, if b 8, i.e., if l 1 mod 16, then the main theorem only gives divisibility of P(G; ?1) by jGj=2. Indeed, if V = Z 2 Z 2 , then N (V ) contains N(V ), which is a maximal subgroup isomorphic to S 4 , as well as a dihedral group of order at least 16; hence N (V ) = G. Thus the main theorem only gives divisibility of P(G; ?1) by jGj=2 in this case. Nevertheless, explicit computation, based on the calculation of P(G; s) by Hall 16] , shows that P(G; ?1) is divisible by jGj. We will give a topological explanation of this in Section 7.
7. The biholomorph Our proof of the main theorem made use of the action of (G G) o Z 2 on C(G).
We discuss here a bigger group that acts, namely the biholomorph of G, which can sometimes be used to improve the divisibility result in the main theorem.
Let S(G) be the group of permutations of the underlying set of G. Let L; R S(G) be the groups of left and right translations. They are isomorphic copies of G that commute with one another and are normalized by Aut(G). The product LR Aut(G) S(G) is called the holomorph of G, and denoted Hol(G). It can also be described as the normalizer in S(G) of L (or of R), and it is isomorphic to G o Aut(G); see Burnside 11, Section 64 ]. Yet another description is that 
All elements of Bi(G) map cosets to cosets, hence we have an action of Bi(G) on C(G). In principle, then, we should be able to improve the main theorem by using this action, provided we can prove the contractibility of enough xed-point sets.
To illustrate this, we continue the discussion begun in Section 6. The main result of this section is that C(G) has the homotopy type of a bouquet of spheres if G is solvable. We begin by trying to understand how C(G) is related to C(G) when G is a quotient of G. 8.1. Quotients. Let N be a normal subgroup of G and let G = G=N, as in Section 2.2. Let C = C(G), C = C(G), and C 0 = fxH : HN < Gg. Note that C 0 is a subposet of C homotopy equivalent to C. Indeed, we can deform C 0 onto its subposet C 1 := fxH 2 C : H Ng via xH xHN for xH 2 C 0 (see Quillen 20 , Section 1]), and C 1 is isomorphic to C. Note next that we can build C from C 0 by successively adjoining the proper cosets xH such that HN = G. If we adjoin them in order of size, starting with the smallest ones, then the e ect on the associated simplicial complex of adjoining xH is to cone o an isomorphic copy of (C(H)).
Remark. It is possible to deduce from this discussion a topological proof of Equation (14) . We leave this to the interested reader.
8.2. Solvable groups. Two special cases are of particular interest for the study of solvable groups. First, if N is contained in the Frattini subgroup of G, then C = C 0 , so that C is homotopy equivalent to C.
Second, suppose N is a minimal normal subgroup and is abelian. Then every H < G such that HN = G is a complement of N, as we noted in Section 2.3, proof of Corollary 3. Thus we get (C) from (C 0 ) by coning o cjNj isomorphic copies of (C), where c is the number of complements of N. Moreover, the inclusion of each of these copies into (C 0 ) is a homotopy equivalence, since the set of strict predecessors of xH maps isomorphically onto C 1 under our homotopy equivalence xK 7 ! xKN of C 0 onto C 1 . Up to homotopy, then, we are starting with (C) and coning it o cjNj times. This proves: Lemma 5 . Let N be a minimal normal subgroup of G that is abelian, and let c be the number of complements of N in G. Then (C(G)) is homotopy equivalent to the join of (C(G)) with a discrete set of cjNj points.
Note that we might have c = 0; this is the case if and only if there are no subgroups H < G such that HN = G, i.e., if and only if N is contained in the Frattini subgroup of G. In this case we recover from the lemma our previous observation that C is homotopy equivalent to C. 
This provides a topological explanation for Equation (12) as a starting point; one must then examine the e ect of adjoining the saturating cosets to C 0 (G H). If H is simple, for example, every saturating proper subgroup K G H is the graph of a surjection G H. In particular, every such K is maximal and isomorphic to G, so the adjunction of a coset of K simply cones o a copy of C(G).
Finallly, we consider the connectedness of C(G). Proposition 10. C(G) is connected unless G is cyclic of prime power order. Proof. If G is not cyclic, then we can connect any coset xH to the singleton coset f1g by the path xH fxg hxi f1g, so C(G) is connected. If G is cyclic but not of prime power order, a variant of this argument, which is left to the reader, again shows that C(G) is connected. Alternatively, we can appeal to Proposition 8 or Proposition 9, each of which implies that C(G) has the homotopy type of a bouquet of (d ? 1 shown that the coset poset of the simple group A 5 is homotopy equivalent to a bouquet of 2-spheres. His proof has led him to ask whether there is a connection, at least for simple groups, between the homotopy properties of C(G) and those of the subgroup lattice of G. At present there are not enough examples to enable one to formulate the question more precisely.
Here is an even more basic question: Question 3. Are there any nite groups G for which C(G) is contractible?
Finally, I remark that it would be interesting to investigate the p-local analogue of C(G), consisting of cosets xP with P a p-group. 9 . P(G; s) depends only on the coset poset
In this section we show how P(G; s), not just P(G; ?1), can be computed from the coset poset C(G). To this end, we de ne an analogue of P(G; s) for an arbitrary nite lattice. Taking the lattice to be the coset lattice of G (de ned below) and making a change of variable, we recover P(G; s). (17) , so that the right-hand side becomes a Dirichlet polynomial. Notice that j1j is the total number of atoms, so we can divide by j1j s to get a probability. Setting j1 : xj = j1j=jxj, we obtain P(L; s) = X x>0 (x;1) j1 : xj s : (18) As before, the right-hand side is a nite Dirichlet series and can be used to de ne the left-hand side for an arbitrary complex number s. In particular, we can set s = 0 and obtain an integer P(L; 0) = 
To recover P(G; s), let b L be the coset lattice of G, consisting of all cosets (including G itself) and the empty set. Thus the proper part L is the coset poset C(G).
The atoms are the one-element cosets and hence can be identi ed with the elements of G. The meet (greatest lower bound) in b L is given by set-theoretic intersection. (17), (18) , and (19) in this case reduce to results about (G; s) and P(G; s) that we have already seen in Sections 2 and 3.
