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Background
The randomised controlled trial (RCT) is widely regarded as the 'gold standard' research method in health for determining whether a cause and effect relationship exists between a proposed intervention and identified outcome (Cook & Campbell, 1979; Shadish, et al., 2002; Torgerson & Torgerson, 2008) . When randomised controlled trials are possible they are usually the gold standard measure to establish effectiveness as they are the only design, when undertaken rigorously, that can offer the potential to eliminate selection bias. Other designs, no matter how well conducted, are always susceptible to selection effects. Some argue that RCTs are not the gold standard (Berk, 2005; Cartwright & Hardie, 2012) . Cartwright and Hardie, in particular, argue that RCTs should not be seen as the key for evidence based policy and that because many are not generalizable other forms of evidence should be considered. In contrast, Berk (2005) , whilst arguing that the RCT is not the 'gold-standard' accepts that nothing is, and the RCT is the best form of evidence there is. In this paper, we do not engage in this debate except to note it in passing.
Rather we highlight an issue that if not taken into account in the design of a RCT will reduce its internal validity. A trial with poor internal validity will, by definition, have poor external validity or generalizability, as we cannot rely on the results in any context.
In educational research RCTs are increasingly being viewed as the design of choice for answering questions of effectiveness (Cooper, Levin & Campbell, 2009 ). The process of randomisation deals with a number of sources of bias which can
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undermine the validity of an experiment, leading to incorrect conclusions being drawn. Selection bias is one of the main threats to the internal validity of an experiment. Selection bias occurs when participants are selected to receive the intervention on the basis of a variable associated with outcome (Shadish et al., 2002) . Randomisation eliminates selection bias; however, there are a number of other sources of bias which can occur after randomisation, such as attrition bias (caused by the loss of participants post-randomisation) and dilution bias (occurring when participants in the intervention or control group get the opposite treatment, a form of contamination) (Torgerson & Torgerson, 2003; Torgerson & Torgerson, 2008) . This paper focuses specifically on bias associated with outcome assessment.
Outcome assessment
In any RCT it is important that outcomes are assessed objectively and represent a 'fair test' of the intervention under evaluation. In educational trials the outcome of interest is usually a form of educational test. Often several educational tests are given to assess outcome. It is important, however, that a single test is identified as the main outcome variable before the experiment has been completed or the data examined. This is to reduce the problem of a Type I error, concluding that a difference between the groups exists, when in reality it does not. For instance, if we assume there is no difference between two groups and we test multiple outcomes we will eventually observe a difference that is statistically significant simply by chance (Bland & Altman, 1995) . Consequently, we need to state in advance our main outcome and not have that choice driven by the data (i.e. data dredging).
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After the main outcome test has been chosen it is usually appropriate to examine other 'secondary' outcome measures. These will usually correlate with the main outcome. Therefore, if we observe a difference between the groups in the main outcome we will usually see a difference in secondary outcomes in the same direction.
In a recent trial of a numeracy programme -Numbers Count within the Every Child Counts United Kingdom (UK) national mathematics policy -we found that whilst both our primary and secondary outcomes of numeracy found a difference favouring the intervention, the effect size was approximately four times greater for the secondary outcome than for the primary outcome.
In this paper we have undertaken exploratory analyses to ascertain some of the possible reasons for this difference in order to inform future RCTs about the selection and conduct of their outcome assessments.
Background to Every Child Counts evaluation
Details of the study have been published elsewhere. For further detailed description of the trial design and analysis see Torgerson et al., 2011a; Torgerson et al., 2011b; Torgerson et al., 2013 . However, in brief, in 2009 meeting the inclusion criteria (n = 522 in total -see Figure 1 ). Final submitted pre-print version. Please check publisher's online version at: http://dx.doi.org/10.1080/13803611.2014.985316 before quoting, in case of minor changes.
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(KS1) and key stage 2 (KS2) (as well as the international assessment (TIMSS) for 9-10 year olds). The key areas assessed are: algebra; numbers and the number system (the focus of Numbers Count); calculating; using and applying mathematics;
shape, space and measures; handling data. Progress in Maths 6 can be administered to more than one child at once.
This test is programme-independent; in other words, it is not closely aligned to the The focus on number is based on the principle that gains in number will lead to gains in other areas of mathematics (e.g., space and shape) (Edge Hill University et al., 2008, p11) . The test is administered by the NC teacher, or other teachers/trained members of staff, prior to the child starting the programme. The test is also administered on exit, and three and six months after the end of the programme by a link teacher.
The policy decision to use Progress in Maths 6 as the primary outcome measure was based on the following reasons: Progress in Maths 6 is a well-recognised and reliable standardised test; it is not part of the Numbers Count programme and it could, therefore, be administered independently of the programme; the evaluators could ensure that the people administering and marking the test were blinded to the groups (NC or control); it was a programme independent measure; it is a broad measure of mathematics achievement; and it could be administered to more than one child at once (i.e., it was cost effective in terms of the budget for independent testing).
The Sandwell assessment was selected as the secondary outcome for the following reasons: the testing could not be undertaken independently (due to it being part of the NC programme at both pre-and post-test -and the funder did not agree to fund independent administration of the Sandwell test at post-test) so the administration and marking of tests was not undertaken blind to the group allocations. The test itself was a programme inherent measure, and assessed a narrower range of
9 mathematics skills. The teaching was determined by weaknesses identified by the Sandwell test and therefore we would expect particularly good progress to be made in these areas, but the Trial Steering Committee wanted the evaluators to measure the broader mathematical impact of the programme because the Numbers Count programme works on the principle that equivalent gains in other areas of mathematics will be made. In conclusion, the Sandwell test was used to aid the diagnostic process in the programme, but it did not provide a good measure of programme impact.
As can be seen in However, there are also potential sources of post-randomisation bias which may be systematically impacting the results. One potential source of post-randomisation bias is un-blinded outcome ascertainment. It is possible that knowledge of group allocation may have resulted in a conscious or unconscious tendency, by the testers, to award higher marks to children who had received Numbers Count when undertaking the Sandwell Early Numeracy -R test. A tendency to award higher marks to such children could be due to teachers believing the Numbers Count programme is more effective than normal classroom teaching. It could also be due to the fact that the tests were conducted by teachers who knew, and had in some cases been working individually with, the children; there may have been an element of giving children who had received NC the 'benefit of the doubt', because teachers
11 had previously seen the child demonstrate their ability to master a particular skill during the course of the intervention period.
The term 'blinding' refers to keeping trial participants, investigators, or assessors unaware of the assigned intervention, so that they will not be influenced by that knowledge (Shultz & Grimes, 2002) . In education it is extremely difficult for participants, particularly teachers, to be blind to allocation. A second potential source of post-randomisation bias is the use of a programme inherent measure, the Sandwell Early Numeracy -R test, in assessing outcomes.
This test is used as a diagnostic tool within the Numbers Count programme, it follows that much of the teaching was determined by weaknesses identified by the Sandwell Early Numeracy -R test and therefore we would expect particularly good progress to be made in these areas.
A programme inherent measure or test inherent to the experimental intervention, would be one that assessed the knowledge and or skills taught as part of the experimental intervention but not ordinarily taught or taught to the control group. The test may be very closely related to the content of the experimental intervention, more
12 so than the content the control group will receive. The test in itself may also form part of the experimental intervention (Slavin & Madden, 2011) .
The opposite of a treatment or programme inherent measure is a treatment or programme independent measure; such measures assess skills or content taught to both the control and experimental group (i.e. normal class teaching).
Cheung (2013) found that, for educational technology studies, measures inherent to the experimental treatment tended to report larger effect sizes (p 28). Slavin and Madden (2011) , in their comparison of studies included in the What Works Clearinghouse (http://ies.ed.gov/ncee/wwc/), found that the average effect size for studies of mathematics interventions using programme (treatment) inherent measures was +0.45, whereas for programme independent measures the effect size was -0.03 (p. 377).
Methods
We were unable to explore all of the potential explanations for the difference in effect size found between the primary and secondary outcome. However we were able to conduct two additional analyses. Firstly, to explore whether the different mathematical constructs in the 2 tests (Progress in Maths 6 and Sandwell Early Numeracy test-R B) accounted for the difference in effect size between the primary and secondary outcome, we conducted 2 further regressions. Two sub-scores were calculated from the total Progress in Maths 6 score, one which included the number Final submitted pre-print version. Please check publisher's online version at: http://dx.doi.org/10.1080/13803611.2014.985316 before quoting, in case of minor changes.
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only questions within the Progress in Maths 6 test and one which included the other mathematical constructs of shape, space and measures and data handling.
Secondly, to explore any potential impact of un-blinded outcome ascertainment we treated each school as a separate 'mini trial' and then combined the results in a meta-analysis for both the primary outcome measure (Progress in Maths 6) and the secondary outcome measure (Sandwell Early Numeracy Test-R B).
A priori, we made the following hypothesis:
If the difference in effect sizes between the Progress in Maths test and the Sandwell
Early Numeracy Test were due to the latter being a more 'treatment inherent' measure then when the effect sizes of the 'treatment inherent' questions of the Progress in Maths tests were calculated separately from the non-treatment inherent questions there should have been a similar overall effect size.
We might expect differences in heterogeneity in the meta-analysis using the Progress in Maths 6 due to blinding compared with the Sandwell Early Numeracy
Test-R B. If most teachers consciously or unconsciously gave higher marks to the intervention group because of the knowledge that they were receiving the intervention, this might have decreased heterogeneity, as assessor bias may be more likely to act consistently. However if only a few teachers were consciously or unconsciously giving higher marks to the intervention group then heterogeneity would have increased.
14 There may also be less heterogeneity with the Sandwell Early Numeracy Test-R B test, compared with Progress in Maths 6, if the intervention reduces the variation of the teaching of the skills tested. Because the Progress in Maths 6 tests a broader range of mathematical skills, which the Numbers Count programme does not develop, there may be more variation in teaching in these non-Numbers Count 'core' skills.
Results
As can be seen from Table 1 , the questions focused on number within the Progress in Maths 6 are clearly driving the effect size finding using this test. However this does not account for the difference in effect size between the primary and secondary outcome, with the effect size on number only questions within the PIM 6 being 0.39 (95% CI 0.16 to 0.61), still considerably different to the effect size of 1.11 (95% CI 0.91 to 1.31) found with the Sandwell Early Numeracy-R B test.
INSERT Table 1: Primary and Secondary Outcome Effect Sizes
Figure 2 presents the forest plot of a meta-analysis with each individual school treated as a 'mini trial' using the Progress in Maths 6 total score as the outcome measure. From figure 2 it can be seen that there is variation between the schools with some showing a programme benefit and some showing either no difference or a benefit of usual teaching over the intervention programme (as would be expected due to chance). Heterogeneity I 2 is 63% (Table 2) .
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Figure 3 presents the forest plot of a meta-analysis with each individual school treated as a 'mini trial' using the Sandwell Early Numeracy-R B test score as the outcome measure. From figure 3 it can be seen that there is still variation between the schools but all the schools are showing a programme benefit, apart from one.
Heterogeneity I 2 is 48.3% (Table 2) In figures 2 and 3 we can see that there are 8 'discordant' schools (A, C, FF, I, M, O, U, and W). These schools appear to show a positive effect of Numbers Count using the Sandwell Early Numeracy -R B test score as the outcome measure but a negative effect using the PIM 6 score as the outcome measure.
INSERT Table 2 
Discussion
The data presented in this paper highlight the difference found between the primary and secondary outcomes in a RCT investigating the effectiveness of an intensive one-to-one maths intervention and seeks to explore the possible underlying causes for such a difference. We have explored two potential explanations for the differences in effect sizes observed in the trial (test content and un-blinded outcome assessment).
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Difference in test content does not appear to explain all of the difference in effect size between the primary outcome and the secondary outcome. A sub-score using number only questions within the Progress in Maths 6 test still results in an effect size of 0.39 (0.16 to 0.61) compared with an effect size of 1.11 (0.91 to 1.31) using the secondary outcome, which focuses entirely on number.
When the schools are treated as 'mini trials' and combined in a meta-analysis for each outcome, heterogeneity, which all things being equal, we would expect to be the same, is different between the primary and secondary outcome, (I 2 63.0 and 48.3 respectively). Heterogeneity is lower in the meta-analysis using the Sandwell Early
Numeracy -R B test, this could be due to assessor bias acting consistently (therefore reducing heterogeneity), with the possibility that most teachers consciously or unconsciously gave higher marks to the intervention group because of the knowledge that they were receiving the intervention. Using the Sandwell Early
Numeracy -R B test only 1 school shows a 'negative effect' compared with 9 schools when the PIM 6 test is used, suggesting a bias towards the intervention, as we would expect given the very small samples per school some negative results even if the intervention is effective. Qualitative work conducted as part of the independent evaluation demonstrates that all the Numbers Count teachers interviewed were positive about the programme, highlighting the impact on the children's mathematical and wider skills (reported in full in Torgerson et al., 2011b) .
Lower heterogeneity using the Sandwell Early Numeracy -R B test could also be due to the intervention reducing the variation of the teaching of the skills tested in this test compared with the Progress in Maths 6.
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Therefore, the evidence from this study suggests that the difference in effect size between the primary and secondary outcome is probably due to lack of blinding and non-independence of teachers administering the tests. However other explanations are possible; indeed we know from previous studies (Cheung, 2013; Slavin & Madden, 2011) Numeracy test-R B was used diagnostically as part of the intervention). The only way to reliably determine that the difference in effect size can be explained solely by blinded outcome assessment (and therefore to rule out other potential explanations)
would be to have a randomised comparison between children allocated to be tested blind and children allocated to be tested un-blind to allocation.
Interpreting effect sizes as a measure of programme effectiveness is always challenging (Hill, Bloom, Black & Lipsey, 2008) ; further potential biases can exacerbate these problems. With careful attention to design and conduct in this trial we were able to successfully minimise the possible impact of two post randomisation biases, associated with outcome assessment, on the conclusions of programme effectiveness. If conclusions were to rely solely on the results from the secondary outcome measure in this study, then without careful attention being paid to its
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weakness; being conducted un-blind to group allocation and its programme inherent nature, an overestimation of the estimated effect size of the NC programme on children's mathematical skills could be made. However inclusion of a programme independent test, conducted blind to allocation, as the primary outcome measure avoided overestimation of programme effectiveness. The findings from this paper illustrate the vital importance of conducting blinded outcome assessment as a matter of standard practice in educational trials -without doing so greatly increases the chances of bias being introduced.
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