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Abstract
Several computer systems have been designed for music emotion research that aim to identify how different structural or
expressive cues of music influence the emotions conveyed by the music. However, most systems either operate offline by pre-
rendering different variations of the music or operate in real-time but focus mostly on structural cues. We present a new
interactive system called EmoteControl, which allows users to make changes to both structural and expressive cues (tempo,
pitch, dynamics, articulation, brightness, and mode) of music in real-time. The purpose is to allow scholars to probe a variety of
cues of emotional expression from non-expert participants who are unable to articulate or perform their expression of music in
other ways. The benefits of the interactive system are particularly important in this topic as it offers a massive parameter space of
emotion cues and levels for each emotion which is challenging to exhaustively explore without a dynamic system. A brief
overview of previous work is given, followed by a detailed explanation of EmoteControl’s interface design and structure. A
portable version of the system is also described, and specifications for the music inputted in the system are outlined. Several use-
cases of the interface are discussed, and a formal interface evaluation study is reported. Results suggested that the elements
controlling the cues were easy to use and understood by the users. The majority of users were satisfied with the way the system
allowed them to express different emotions in music and found it a useful tool for research.
Keywords Music . Emotion . Cues . Interactive . Interface . Design
1 Introduction
This paper will focus on music and emotion research, in
particular, musical cues and their effect on emotional ex-
pression research. Given the large possible feature range of
cues related to emotional expression, understanding how
these cues operate through traditional experiments with
feature manipulations is severely limited. However, in an
interactive paradigm where the user is allowed to control
the cue levels in real-time, this constraint is largely absent.
Such interface is challenging to design and implement in a
way that would satisfy users. In this paper, we propose a
new real-time interactive system called EmoteControl
which taps into a direct user experience and allows users
to control emotional expression in music via a selection of
musical cues. The main contribution of EmoteControl is
that it is a tool that can be utilised by non-experts, allowing
users without any musical skill to be able to change cues of
music to convey different emotions in real-time.
This paper will be structured as follows. First, an overview
of previous research in musical cues and emotions will be
offered, ranging from the traditional experiment methodolo-
gies to the computer systems designed for this research field,
and highlighting some shortcomings in previous research that
we aim to redress with our system. EmoteControl is then in-
troduced in the third section, giving an account of the system
design and how the interface works. Specifications of the
source material that can be utilised with the interface will then
be covered, and possible limitations of the system will be
described. The fourth section will describe two interactive
use-cases of the system, as well as a formal evaluation to test
the system’s usability with non-musicians, drawing on
Human-Computer Interaction principles [4, 5]. Finally, the
paper will conclude with a discussion about the implications
of EmoteControl as well as potential future research.
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2 Related work
2.1 Musical cues for expressions in emotions in music
Previous literature suggests that listeners can recognise emo-
tions expressed by music due to the composer’s and per-
former’s use of musical cues in encoding emotions in music.
In return, the listener uses these same cues to successfully
decode and recognise the emotion being expressed by the
music [1]. Musical cues can be loosely divided into two cat-
egories: structural and expressive cues. Structural cues are the
aspects of music which relate to the composed score of the
music, such as tempo andmode, while expressive cues refer to
the features used by performers when playing a piece of mu-
sic, such as timbre and articulation [2, 3]. Although this dis-
tinction has been made between the two categories, which
features belong in the structural and expressive categories
are still open to interpretation, as some features such as dy-
namics can be modified by both composers and performers.
Thus, it is not always possible to completely separate the
performance features from the composition features [4].
Either way, both structural and expressive cues are responsible
for conveying emotion [5] and are known to operate together
in an additive or interactive fashion [6]; thus, a combination of
both structural and expressive cues should be investigated
together. In this paper, dynamics, mode, tempo, and pitch will
be referred to as structural cues, whilst brightness and articu-
lation will be interpreted as expressive cues.
Throughout the years, empirical studies on emotional
expression in relation to musical cues have been
approached with different methodologies. Hevner intro-
duced systematic manipulation of musical cues, where
structural cues such as mode [7], tempo, or pitch [8] were
varied on different levels (e.g. rising or falling melodic
contour, or key from major to minor) in short pieces of
tonal music, resulting in the creation of distinct versions
of the same musical samples. The emotion conveyed in
each variation was assessed by participants listening to
the different music versions and rating which emotion(s)
they perceived, which assisted in identifying how the dif-
ferent cues affected the communicated emotion. Thompson
and Robitaille [9] also inspected the structural cues of the
music, by identifying similarities and differences in the
structure of different melodies. In contrast to this, other
studies investigated the effect of expressive cues of the
music by instructing musicians to perform music excerpts
in different ways to convey various emotions and analyse
how listeners use the expressive cues to decode the com-
municated emotions [1, 10, 11].
Technological advancements have enabled new ap-
proaches to music emotion research, as computer systems
have been specifically created for modelling musical cues to
allow control over the emotions expressed by music [12, 13].
Such systems include KTH’s Director Musices [14, 15], a
rule-based system that takes in a musical score as input and
outputs a musical performance by applying a selection of ex-
pressive cues; CMERS [4] which is a similar rule-based sys-
tem that provides both expressive and structural additions to a
score; and linear basis function framework systems [16, 17]
capable of modelling musical expression from information
present in a musical score. Inductive machine-learning sys-
tems have also been used to model expressive performance
in jazz music [18].
Although the aforementioned systems allow multiple vari-
ations of musical cues, particularly, expressive cues, to be
generated, this can only be achieved in non-real-time due to
the need to pre-render cues. Systems that would carry more
applied potential for musical interaction would be real-time
systems which do not require pre-defined and pre-rendered
discrete levels of cues but allow for control over a continuous
range of each musical cue, as well as multiple cue interactions
to be explored. A field of research that concerns real-time
computer systems and user’s interaction with them is Music
Human-Computer Interaction (HCI).
2.2 Music interaction and expression in music
Music HCI (Human-Computer Interaction) looks at the vari-
ous new approaches, methodologies, and interactive computer
systems that are utilised for musical activities and music re-
search. Music HCI focusses onmultiple aspects of these meth-
odologies and computer systems, such as their design, evalu-
ation, and the user’s interaction with the systems [19].
Interactive systems enable a versatile approach to music
performance and research, as they allow for real-time manip-
ulation of music. The advantage of the real-time manipulation
of expressive cues is that it affords the exploration of the large
parameter space associated with altering expression of music,
such as the production of different harmonies through a whole
body interaction with the system [20, 21], creation of rhythmic
improvisation [22], and pitch [23]. These systems are shifting
the focus to a direct user approach, where users can directly
interact with the system in real-time to manipulate music and
emotional expression. For instance, Robin [24, 25] is an algo-
rithmic composer utilising a rule-based approach to produce
new music by changing certain structural musical cues de-
pending on the user’s choice of emotion terms or inputted
values on a valence-arousal model; EDME [26], an emotion-
drivenmusic engine, generates music sequences from existing
music fragments varying in pitch, rhythm, silence, loudness,
and instrumentation features, depending on emotion terms or
valence-arousal values selected by the user; the Emotional
Music Synthesis (EMS) system uses a rule-based algorithm
which controls seven structural parameters to produce music
depending on valence-arousal values chosen by the user [27].
Hoeberechts and Shantz [28] created an Algorithmic Music
Pers Ubiquit Comput
Evolution Engine (AMEE) which is capable of changing six
musical parameters in real-time to convey ten selected emo-
tions, while Legaspi et al. [29] programmed a Constructive
Adaptive User Interface (CAUI) which utilises specific music
theory concepts such as chord inversions and tonality as well
as cadences and other structural parameters to create
personalised new music or alter existing ones depending on
the user’s preferences.
Although the aforementioned systems allow for real-time
user interactions using MIDI representation, important short-
comings with respect to gaining insights into the actual musi-
cal cues utilised are identified. First, although these past sys-
tems work with multiple musical cues, the cues utilised are
mainly structural cues and expressive ones are generally
disregarded. This issue arises from the fact that most systems
work with a real-time algorithmic composer which would re-
quire expressive cues to be pre-defined beforehand. Secondly,
although the user is interacting with the systems, the user can
only partially control the music created or altered, as the user
only has access to emotion terms and valence-arousal values.
Therefore, the user might not agree with how the music is
being created or altered by the system to convey the desired
emotion. Thirdly, not all systems have carried out validation
studies that confirm that the music generated by the systems is
indeed conveying the desired emotion [24, 29, 30]. Finally,
these systems are unfortunately not accessible in any form.
By drawing from both music emotion and HCI research,
we can summarise that the current offline rule-based systems
are capable of modelling several cues simultaneously, but they
do not allow for real-time manipulations of the cues and direct
interaction with the user. Also, the potential cue space is enor-
mous since there are seven to fifteen cues linked to musical
expression which each may be represented on a continuum
(e.g. dynamics, pitch, timbre) or at different levels (e.g. artic-
ulation, harmony). Mapping the potential cue space to emo-
tions is too large to be exhaustively studied with static factorial
experiments, and such experiments would not have any guar-
antee of having the appropriate cue levels in the first place. On
the other hand, current real-time systems allow for partial user
interaction; however, the users do not directly change the mu-
sical cues themselves. In order to make progress in emotional
expression in music research, focus should be directed to real-
time systems which allow for the continuous adjustment of
musical cues by users without requiring anymusical expertise.
In this approach, it is productive to allow for a direct user
experience, where participants have direct interactions with
the system and can personally change cues of a musical piece
to convey different perceived emotions as they desire, in real-
time [31–33]. This would allow one to explore the potentially
large parameter space consisting of cues and cue levels (e.g.
consider a simple example for four cues, tempo, articulation,
pitch, and dynamics, each having potentially five cue levels,
amounting to 1024 cue-level combinations) to emotions in an
efficient and natural way. This latter property refers to the
dilemma of traditional experiments where the scholars need
to decide the appropriate cue levels (e.g. three levels of tempi,
60, 100, and 140 BPM) which might not be the optimal values
for specific emotions and emotion-cue combinations. A real-
time system allows to offer a full range of cues to the user
which is by far a more ecological valid and effective way of
discovering the plausible cue-emotion combinations.
Additionally, these interactive music systems should be for-
mally evaluated to confirm their usability and usefulness with-
in their paradigm [34, 35]. Following this line of argument and
with the aim of expanding the research onmusic and emotions
from a non-expert perspective, EmoteControl, which is a new
real-time interactive music system was designed.
3 Interface design
3.1 System architecture
For the creation of the system, two computer programs were
used: Max/MSP and Logic Pro X. Max/MSP is used as the
main platform while Logic Pro X works in the background as
the rendering engine. Additionally, Vienna Symphonic
Library1 (VSL) is used as a high-quality sound synthesizer
operated through the Vienna Instruments sample player in
Logic.2 Functions in a Max/MSP patch allow the alterations
of different cues of a musical track as it plays in real-time.
Music tracks to be utilised in the system are presented in
MIDI format, as this allows for better manipulation of the file
information than an audio file would.
A MIDI file is read by a sequencer in Max/MSP, which in
turn sends the data through to Logic. The output of the MIDI
file is played with a chosen virtual instrument in Logic. A
chamber strings sound synthesizer from VSL is utilised as
the default virtual instrument in the EmoteControl interface.
During the playback of the MIDI track, structural and expres-
sive cues of the music can be manipulated in a continuous or
discrete manner, and changes can be instantly heard as the
MIDI track plays in real-time. The system architecture design
can be seen in Fig. 1.
3.2 User interface
EmoteControl (Fig. 2) is targeted at a general audience and
aims to allow users to utilise the interface and manipulate cues
of a musical piece with no prior music knowledge required.
All functions present in the interface are accessed via visual
elements manipulated by a computer mouse. The following
1 https://www.vsl.co.at/en
2 The EmoteControl project is available at github.com/annaliesemg/
EmoteControl2019
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Fig. 2 EmoteControl user
interface
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Fig. 1 System architecture of
EmoteControl
Pers Ubiquit Comput
six cues can be altered via the interface: tempo, articulation,
pitch, dynamics, and brightness settings can be changed using
the sliders provided, while mode can be switched from major
to minor mode and vice-versa with a toggle button.
3.3 Cues
As EmoteControl was specifically designed for music and emo-
tion research, the cues available for manipulation were based on
previous research, with a selection of frequently studied and
effective cues in past research, as well as other less studied cues.
Furthermore, the selection of cues features both structural and
expressive cues due to their interactive fashion.
Tempo, mode, and dynamics are considered as the most
influential structural cues in conveying emotion [36–38]; thus,
we have implemented them as possible cues to manipulate to
re-affirm and refine the results of past studies, and simulta-
neously provide a baseline for research carried out with the
EmoteControl interface. The structural parameter pitch, ex-
pressive cues articulation, and brightness have been periodi-
cally documented to contribute to emotions expressed by mu-
sic [39–42], albeit to a lesser degree. Although previous stud-
ies have investigated multiple cue combinations [39, 40, 42],
most of themwere limited to a small number of levels per cue,
as different levels had to be pre-rendered. Only a handful of
studies utilised live cue manipulation systems to assess the
effect of cues on perceived emotions, and these studies were
mainly focussed on expressive cues [32, 33, 41].
Thus, the current cue selection (tempo, mode, dynamics,
pitch, articulation, and brightness) will allow for a better under-
standing of how the cue combinations and full range of cue levels
affect emotion communication. The six cues available in
EmoteControl have been implemented in the following fashion.
3.3.1 Tempo
A slider controls the tempo function in Max/MSP which works
as a metronome for incoming messages. The function reads the
incoming data and sets the speed at which the data is outputted,
in beats per minute (bpm). The slider was set with a minimum
value of 50 bpm and a maximum value of 160 bpm, to cover a
broad tempo range from lento to allegrissimo. When the slider is
moved, the tempo function overrides the initial set tempo, and the
MIDI file is played with the new tempo.
3.3.2 Articulation
Three levels of articulation (legato, detaché, and staccato) in
the Vienna chamber strings instrument plug-in are controlled
via a slider in the Max/MSP patch. The selected articulation
methods were put in a sequence from the longest note-
duration to shortest, and changes are made as the slider glides
from one articulation method to the next. Although the output
of the articulation slider is continuous, the current implemen-
tation of the cue is based on real instrument articulation types
and therefore offers limited and discrete choices ranging from
legato to detaché to staccato levels.
3.3.3 Pitch
A slider in the interface controls the pitch. Pitch shifts are
made in terms of semitones, but the implementation of the
shift utilises pitch bend function that allows pitch to be shifted
in a smooth progression from one semitone to the other. This
produces the perception of a continuous pitch shift of the
discrete MIDI values of the slider.
3.3.4 Dynamics
The dynamic slider controls the volume feature within VSL.
Dynamic changes in a real instrument also affect other acoustical
attributes of an instrument, such as the timbre and envelope. In
sound libraries such asVSL, sounds are sampled at different levels
of loudness to emulate the distinct sound changes produced by the
real instruments. On the other hand, changing the dB level of the
virtual instrument track will amplify or reduce the overall sound,
not taking into consideration the other acoustical properties that
are also affected. Thus, controlling the volume within the plug-in
produces a more realistic output, although some of the other
acoustic parameters (e.g. brightness) will also change. It is worth
noting that accenting patterns in theMIDI file (i.e. different veloc-
ity values) are retained when dynamic changes are made. The
dynamics cue changes the overall level of the whole instrument
and therefore retains the difference between the note velocities.
3.3.5 Mode
The mode feature uses the transposer plug-in in Logic to shift
the music from its original mode to a new chosen mode and
vice-versa. Two types of mode (major and minor) are utilised
at the moment, and changes between the two options are made
via a toggle on/off button.
3.3.6 Brightness
Brightness refers to the harmonic content of a sound; the more
harmonics present in a sound, the brighter it is, while a sound
with fewer harmonics will produce a duller sound [43]. A Logic
Channel EQ plug-in is utilised for a low-pass filter with a steep
slope gradient of 48 dB/Oct, and the Q factor was set to 0.43 to
diminish frequency resonance. A slider in the interface controls
the cut-off frequency value of the low-pass filter which affects the
overall sound output. The low-pass filter has a cut-off frequency
range of 305 to 20,000 Hz; the slider in the Max/MSP patch
increases/decreases the cut-off frequency depending on the
amount of harmonic content desired in the sound output.
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3.4 Portable version of EmoteControl
In an effort to make the system portable and accessible for
field work outside of the lab, a small-scale version of the
EmoteControl system was configured. This small-scale ver-
sion of EmoteControl also works with Max/MSP and Logic.
However, the system does not make use of the extensive VSL
library as its sound synthesizer. Instead, one of Logic’s own
sound synthesizers is used, the EXS24 sampler, making the
system Logic-based, albeit more lightweight than a full sys-
tem with VSL. Substituting VSL with a Logic sound synthe-
sizer makes the system easier to replicate on multiple devices
and more cost-effective. Furthermore, it can also be config-
ured on less powerful devices such as small laptops. To limit
the hindrance on the ecological validity of the music, a good-
quality grand piano was chosen as the default virtual instru-
ment of the portable version of the EmoteControl system.
The portable version of EmoteControl has a similar user
interface (Fig. 3) to the original version and functions the same
way, allowing for five cues to be altered: tempo, brightness,
mode, pitch, and dynamics. As most of the cue alterations
possible in the full version were controlled through VSL,
some of the parameters had to be reconfigured. The tempo,
brightness, and mode features are external to the sound syn-
thesizer plug-in hence they are not affected by the change in
sound synthesizer used. On the other hand, pitch and dynam-
ics settings had to be modified. As articulation changes in the
full version of the system were made in VSL, the articulation
parameter was omitted from the portable version.
3.4.1 Pitch
The pitch feature in the portable version of the interface allows
for incomingMIDI notes to be shifted up or down in semitone
steps. Transposition of the music is made stepwise, and the
feature allows for a pitch shift up and down 24 semitones from
the starting point, a range of 48 semitones in total.
3.4.2 Dynamics
The dynamics cue is controlled by changing the volume (in
decibels) of the virtual instrument track in Logic.
3.5 Source material specifications
There is an amount of flexibility with regard to the MIDI
music files which can be inputted in the EmoteControl system,
although restrictions on the structure of the music composi-
tions also apply, as certain assumptions of the music are held.
For the purpose of the research experiment that the system
was originally designed for, new musical pieces were com-
posed specifically for the experiment, taking into consider-
ation the necessary assumptions needed for the music to be
inputted in the system.
The main assumptions of the music are as follows:
1. Although the interface accepts both MIDI types 0 and 1,
music composed should be targeted for one instrument, as
the music output will be played using one virtual instru-
ment; thus, multiple parts in the MIDI file will all receive
the same manipulations.
2. Music notes should have note durations that allow for
different articulation changes of the instrument to be pos-
sible (e.g. if a chamber strings synthesizer is utilised as a
virtual instrument, then legato, detaché, and staccato ar-
ticulations should be possible).
3. The pitch range of the music should be compatible with
the chosen virtual instrument’s register range. As the de-
fault virtual instrument of the interface is VSL’s chamber
strings, the pitch range of B0 to C7 has to be considered.
Fig. 3 Portable version of
EmoteControl User Interface
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4. Music should allow for mode changes (major/minor);
therefore, a musical piece should be written in a spe-
cific major/minor key in order for the mode changes to
be possible.
These assumptions should be taken into consideration and
ideally followed to achieve reasonable and natural sounding
variation in the cues across a musical piece.
3.6 Interface limitations
As with any system, EmoteControl has a number of limi-
tations. A notable constraint is that the interface is based on
MIDI, and hence does not support other file formats such
as audio files or direct inputs during live performance re-
cordings. The required specifications of the pre-composed
music may also be seen as a limitation, as the music com-
positions to be inputted in the interface have to be purpose-
ly chosen or created prior to using the system. Also, the
scope of the musical choices does put restrictions in terms
of how many MIDI channels are processed, the range of
the register across all voices, and non-separation of accom-
paniment and melodic instruments to mention some of the
constraints. Hence, although the interface allows for the
live manipulation of musical cues in real-time by the user,
the music files have to be pre-made.
Furthermore, although some of the interface’s musical cues
may be common to most music around the world, making
them universal, such as tempo, pitch, and timbre [44–48], it
is highly unlikely that EmoteControl will fully support non-
Western music due to other musical parameters available for
manipulation (such as the mode parameter and the exact
tuning of the pitches) which vary across cultures. Also, the
existing palette of cues may not be optimal for specific genres
ofWesternmusic, but this interactive framework lends itself to
easier prototyping of potential cue-emotion mappings in
genres that have so far eluded music and emotion research
(e.g. minimalism).
Although the EmoteControl system makes use of commer-
cial software, the EmoteControl project is readily available
and free to the public.3 Furthermore, the system can be com-
piled as a standalone application via Max/MSP, which makes
the system more accessible.
4 Interface user experience evaluations
As EmoteControl is aimed to be utilised by users who do not
have any prior music knowledge and investigate their use of
musical cues to convey different emotions for music emotion
research, the interface was tested and evaluated by multiple
user groups in different contexts, showcasing its use-cases
ranging from a science fair to a data collection setting as well
as a formal evaluation study utilising HCI methodology. In
this section, the various user experiences of both versions of
EmoteControl will be described, showing how the interface
was utilised in various contexts by different users.
4.1 Focus group
First, the interface was presented to a group of seven music
emotion researchers in order to gain feedback from re-
searchers whowould potentially utilise EmoteControl for their
experiments, as well as identify any preliminary issues in the
interface design prior to its completion. The group session was
held at the Music and Science Lab at Durham University
which houses the full version of EmoteControl. The re-
searchers tried out the interface in a casual group session
where they had to alter instrumental music pieces utilising
the cues provided and give feedback on potential adjustments
and improvements on the interface design, feature labels, pa-
rameter ranges, and the system in general. This resulted in
alterations such as the redesign of sliders, change in labelling
terms, an increase in the tempo parameter range, and utilising
a different plug-in to control the brightness feature.
Participation in the focus group was on an unpaid voluntary
basis.
4.2 EmoteControl as a data collection tool
The revised full version of EmoteControlwas then used as the
main tool for data collection in a music emotion research
experiment, where both musicians and non-musicians were
studied to investigate how the two groups (musicians and
non-musicians) altered musical cues to convey different emo-
tions. The study was administered at the Music and Science
Lab at Durham University. Full ethical consent was sought
and approved prior to the study. Forty-two participants recruit-
ed from social media and university communications were
given the musical task of manipulating musical pieces via
the available cues in the EmoteControl interface, in order to
convey a particular emotion specified by the researcher. The
mean age of participants was 26.17 years (SD = 8.17) and 29
of the participants were female and 12 were male; one partic-
ipant did not indicate their gender. Twenty-two of the partic-
ipants were musicians whilst 20 were non-musicians as de-
fined by the Ollen Music Sophistication Index (OMSI) [49].
The participants were first supplied with an information sheet
on how the interface works, and a short demonstration was
also presented by the researcher. Participants were offered a
practice trial before they began the experiment, in order to get
them accustomed to the interface and to allow them to ask
clarifying questions about the interface.3 github.com/annaliesemg/EmoteControl2019
Pers Ubiquit Comput
An open-ended question at the end of the experiment asked
participants for any feedback on their experience utilising the
interface during the experiment. Feedback revealed that the
majority of participants thought the interface design satisfied
the requirements for the musical task at hand; participants
commented that the interface was clearly labelled and had
all the necessary instructions needed for users to utilise it.
Six participants added they would have preferred for certain
cues to have bigger ranges, such as the tempo range when they
were adjusting the tempo of a slow musical piece. Overall,
participants felt that they had no issues with understanding
the interface, and therefore quickly became accustomed to
the interface during the practice trial. All participants were
able to successfully complete the task. The whole experiment
took approximately 30 min to complete. Participants were
remunerated with chocolate.
4.3 Portable EmoteControl in an educational context
The portable version of EmoteControl was utilised as part
of a presentation on music and emotions research at a
local science fair known as the Schools’ Science
Festival, where students interacted with the interface in
an educational setting. Nineteen groups consisting of ap-
proximately ten school children each, between the ages of
14 and 16 years, attended the University-approved dem-
onstration at individual times. The students were first sub-
jected to a short presentation on how different emotions
can be communicated through music. They were then di-
vided into teams of four to five students per team and
given the musical task of randomly selecting an emotion
term from a choice provided. The aim of the game was to
utilise the cues available to alter the pre-composed music
supplied and successfully convey the selected emotion
term to the rest of the team. A point was given to the
team if the other team members correctly guessed which
emotion was trying to be conveyed. The game consisted
of two or three rounds per team. The team with the most
correct guesses in all the rounds would win. Prior to
starting the musical task, the students were given instruc-
tions and a brief demonstration of how the interface
works. The demonstration and musical task had a total
duration of approximately 25 min. At the end of the ac-
tivity, the students were asked if they had any comments
about the interface, which led to informal anonymised
feedback which was given as a collective. Although stu-
dents did not necessarily have prior knowledge of the
musical cues, the general consensus was that the students
found the interface intuitive, and successfully understood
what the musical cues do and how to operate it, and for
the most part managed to convey the intended emotion
correctly to their team members.
4.4 HCI evaluation study of EmoteControl
To properly assess and gather in-depth feedback on the design
and usability of the interface as a data collection tool for music
emotion research by the target users (non-experts), a formal
evaluation study was carried out. The field of HCI provides
methodologies and software to evaluate devices as well as the
user’s interaction with the device [50]. Wanderley and Orio
[34] drew on methodologies from the field of HCI to provide
an evaluation framework for musical interfaces. They propose
that the usability of an interface can be assessed by its
learnability, explorability, feature controllability, and timing
controllability, in a defined context. This can be attained by
having target users carry out a simplistic musical task utilising
the interface, and afterwards provide feedback. The current
evaluation study followed their proposed evaluation method
and aimed to assess the usability and controllability of the
interface and to provide an overview of how well the interface
could be utilised by a general audience.
4.4.1 Method
The study followed a task-based method, where participants
were given the task of changing musical pieces via the possi-
ble features, in order to make the music convey a specific
emotion. Prior to the musical task, the participants were given
2–3 min to get accustomed to the interface. The musical task
consisted of three trials featuring different musical pieces. For
each piece, the participants altered the music via the six mu-
sical features available to make it convey one of the following
three emotions: sadness, joy, or anger. The musical task had
no time constraint. After the musical task, participants an-
swered both close-ended and open-ended questions pertaining
to their experience utilising the interface, usability of the in-
terface, controllability, and range of the features, as well as
questions regarding the aesthetic design of the interface.
Close-ended questions consisted of 5-point Likert scales,
ranging from ‘extremely well’ to ‘not well at all’, ‘a great deal’
to ‘none at all’, and so on, depending on the question posed.
The study took approximately 15 min to complete.
Participants were remunerated with chocolate. Full ethical
consent was sought and approved prior to testing.
4.4.2 Participants
Twelve participants were recruited via social media and
emails. Nine of the participants were female and three were
male. Participants ranged in age from 24 to 62 years, with
the mean age being 33.67 years. A one-question version of
the Ollen Music Sophistication Index (OMSI) [49, 51] was
utilised to distinguish between the level of musical expertise.
The participants were an equal number of musicians and
non-musicians.
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5 Results
5.1 Summary of quantitative results
Most of the participants felt they were highly successful in
conveying the desired emotion via the interface, with six par-
ticipants selecting the maximum ‘a great deal’, five partici-
pants selecting the second highest ‘a lot’, and one participant
selecting ‘a moderate amount’ on the rating scale. All partic-
ipants indicated that they were satisfied with the usability of
the interface to complete the musical task, with nine of the
twelve participants selecting the maximum ‘extremely satis-
fied’, and the remaining three participants selecting the second
highest ‘somewhat satisfied’ on the rating scale. Nine partic-
ipants thought that the sliders and toggle button worked ‘ex-
tremely well’ to alter the features, and the remaining three
thought they worked ‘very well’. All participants were satis-
fied with the ranges of the features available, with eight par-
ticipants selecting the maximum ‘extremely satisfied’, and the
remaining four participants selecting the second highest
‘somewhat satisfied’ on the rating scale. All participants
agreed that the interface is extremely easy to get accustomed
to, and the terms utilised as labels for the different features
were clear, with nine participants selecting the highest ‘ex-
tremely clear’, and the remaining three participants, who were
all non-musicians, selecting the second highest ‘somewhat
clear’ on the rating scale. Figure 4 gives an overview of the
participants’ ratings for the aforementioned results.
5.2 Summary of qualitative results
Participants were asked open-ended questions on what they
liked about the interface, what they disliked, what changes
they would make to the interface, and what additional features
they would like to see in the interface.
Seven participants mentioned that they appreciated the us-
ability of the interface; five participants directly stated how
‘easy to use’ the interface is, and two participants said that
the interface is ‘very intuitive’. Half of the participants stated
that they liked the variety of musical cues available, as well as
the clear design of the interface. Other comments mentioned
they liked the good sound quality of the system and the ability
to instantly hear cue changes made to the music as it plays.
When asked about what they did not like in the interface, half
of the participants commented they had no dislikes, while two
participants mentioned the continuous pitch-frequency shift
emitted by the pitch manipulation until it stabilises on a new
pitch. Individuals noted that the sliders have ‘slightly bleak
colours’, the mode feature is the least intuitive feature for a
non-musician, ‘the range of the highest and lowest can be
more extreme’, and that there should be clearer visual
Fig. 4 Participants’ responses to the quantitative part of the evaluation study
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distinctions between each feature’s range, potentially by hav-
ing colour-changing sliders.
When asked about possible changes the participants would
make to the interface, the two most prominent answers men-
tioned adding terms for the features with definitions to aid
non-musicians (25% of comments) and making the interface
more colourful (25% of comments). Two participants men-
tioned expanding the mode feature to include more than the
two current levels (major/minor), such as adding an atonal
option. Participants were also asked about the interface de-
sign, by providing them with the original layout as well as
another possible interface layout featuring dials rather than
sliders. The alternative design layout presented to the partici-
pants was chosen 16.7% of the time, suggesting that the orig-
inal interface layout was the preferred design, being chosen
83.3% of the time.
The additional features suggested were the option of choos-
ing different instruments (25% of comments), using colours
for the musical cues (25% of comments), and adding a rhythm
parameter (16.7% of comments). Four participants did not
suggest an additional feature. All participants agreed that they
would utilise the interface again (100% of participants
selecting the maximum of ‘extremely likely’ on the rating
scale) to complete a similar musical task.
Participants were also asked if they thought the interface
could be adapted for non-research contexts. All participants
agreed that the interface could be utilised outside of a research
context, with the two main situations being an educational
game for children (mentioned in 58.3% of comments) which
would help ‘children to get enthusiastic about music’, and
music therapy, in particular when working with special needs
or non-verbal individuals (being mentioned 41.7% of the
time). Participants suggested that the interface can be adapted
for non-research contexts by installing it on mobile phones
and tablets, making it more colourful, and providing defini-
tions for the musical cues and a user guide.
This study was set up to evaluate the interface on its
design and usability. The participants’ responses indicat-
ed that the interface allowed them to successfully carry
out the musical task and that they would utilise the in-
terface again for a similar task. This affirms that the aim
of EmoteControl, which is allowing users to change fea-
tures of the music to convey different emotions without
the need of any musical skills, is possible to achieve.
Therefore, the EmoteControl interface has potential to
be utilised for musical cues and emotion research, which
was the primary aim of the project. Furthermore, this
study got valuable information from users on what could
be the next feature in the interface, such as the possibil-
ity of changing the instruments playing, or adding colour
to the sliders for a better aesthetic. An interesting out-
come was the suggestions for potential adaptation of the
interface, where participants strongly agreed on
EmoteControl’s ability to be utilised in an education set-
ting, as well as an aid for therapeutic methods.
6 Discussion and conclusions
This paper presented a new interactive system for real-time
manipulation of both structural and expressive cues in music.
Most importantly, the EmoteControl system allows for a direct
user experience approach, where users are able to directly
interact with the music and change its properties, having po-
tential uses as a tool in musical cues and emotion research, in
music composition, and also performance. Furthermore,
EmoteControl is designed to be utilised by a general popula-
tion, who do not have significant music knowledge to be able
to interact with the interface. To increase accessibility, a por-
table version of EmoteControl has also been designed to be
utilised outside of lab settings.
Similar to other systems, certain specifications have to be
considered for the system to work at its optimal condition. In
EmoteControl’s case, the MIDI files to be utilised in the inter-
face have to be compatible with the requirements of the sys-
tem, mainly concerning the range and the duration of the
pitches. However, in the unlikely circumstance that this is
not possible, certain settings of the interface can be re-
mapped to accommodate the MIDI file used as input.
Potential changes to the interface include utilising a different
virtual instrument as output, rather than the default chamber
strings virtual instrument. Any virtual instrument from the
sound library used in Logic can be selected as the sound out-
put. However, most of the cues available in the EmoteControl
interface are dependent on the selected virtual instrument;
thus, a change in virtual instrument will also affect which cues
will be available for manipulation. Therefore, although the
aforementioned alterations are possible, the ideal approach
would be to utilise music that compliments the system, rather
than the other way around.
Possible interface changes would be increasing or decreas-
ing the number of cue levels, such as having more articulation
methods to choose from (e.g. adding a pizzicato option as
well if utilising a string virtual instrument). The range of
parameters, such as of tempo and brightness, can be amended
as needed. The mode feature can be altered by choosing dif-
ferent mode scales or expanded by adding multiple mode
scales to choose from. For instance, the portable
EmoteControl system has been used for cross-cultural re-
search in Pakistan, where three different scales were being
investigated: major, minor, and whole-tone scales. To make
this possible, the mode parameter was adapted to incorporate
all three aforementioned scales. Another possible alteration
would be to add other cues into the system, which would
allow for non-Western music to be more compatible with
the system, such as rhythm (e.g. event density, expressive
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microtiming) or timbre (e.g. shape of the envelope, spectral
distribution or onset type) [44, 52] and potentially ap-
proaching cues such as mode in an adaptive fashion to reflect
the organisation of scales in non-Western cultures. It might
also be feasible to allow users to deselect the cues that they
feel are irrelevant for the expression of emotions.
Following participants’ feedback from the evaluation
study, potential changes to the interface design could be the
use of different terms as parameter labels to provide a clearer
definition of what the parameter does. Given the response of
participants about the mode parameter being the least intuitive
feature for non-musicians, an example of this could be chang-
ing the ‘mode’ label term to something simpler such as ‘major/
minor swap’ or ‘change the pitch alphabet in the music’.
Introducing more colour to the interface could also be a pos-
sibility, especially as it was frequently mentioned from partic-
ipants during the formal evaluation study.
In this paper EmoteControl has been utilised in different
contexts, which include utilising the interface as an interactive
game for students in an educational setting and a data collec-
tion tool for music emotion research. However, the system has
other potential uses. Following participants’ response from the
formal evaluation study as well as the uses of similar systems
[30], EmoteControl could be utilised as a therapeutic tool, for
instance, as an emotional expressive tool for non-verbal pa-
tients [53]. As EmoteControl is targeted for non-experts and a
general population, it could also be utilised to investigate rec-
ognition of emotions in developmental context; Saarikallio
et al. [54] report how children who were either 3 years old
or 5 years old utilised three musical cues (tempo, loudness,
and pitch) to convey three emotions (happy, sad, angry) in
music but large individual variation exists at these age stages.
EmoteControl could be utilised in a similar context, with the
opportunity to explore more musical cues which are already
programmed in the system. Finally, it could be possible to
implement another feature which integrates user feedback
about the appropriate cues utilised by others to convey differ-
ent emotions back into the system. By presenting
EmoteControl as an online multiplayer game, users have to
try and guess each other’s cue usage and cue values to convey
the same emotion, with the gathered cue information fed back
into the system. This method is known as a game with a
purpose [55], which might aid in exploring how users utilise
the large cue space linked to emotional expression. Utilising
this approach could have potential due to its suitability for
non-experts and simplicity of the task.
Future research could potentially focus on making the sys-
temmore accessible, such as reprogramming it as a web-based
application, or making it available for tablets and mobile de-
vices [56]. Adding more parameters to the interface, such as
the ability to switch instruments while the music plays, or
changing the rhythm of the music, would be interesting ven-
tures and allow for more cue combinations to be explored.
Another possible amendment would be the ability to input
both audio files [57] and MIDI files into the interface, poten-
tially broadening the system’s use-cases. Utilising audio files
would allow for more flexibility and a greater amount of
source material to be available, as it would be possible to
use commercial music and other ready-made audio files, rath-
er than having to specifically make the MIDI source files.
Furthermore, an audio format would allow for a more detailed
analysis of how the cues were used andmanipulated to convey
specific emotions utilising audio feature extraction tools such
as the MIRToolbox [58] and CUEX [59]. Subsequently, the
musical cues available for manipulation would have to be re-
evaluated as the data in audio format is represented differently
than MIDI files [60, 61]. Cues such as articulation apply
changes to individual notes in the music, which would not
be possible in audio file formats, as they work with acoustic
signals rather than music notation. Therefore, a system which
allows for both MIDI and audio files would have to differen-
tiate between the cues that can be utilised depending on the
input file format [62].
EmoteControl provides a new tool for direct user interac-
tion that can be utilised as a vehicle for continuous musical
changes in different contexts, such as in music performances
[63], live interactive installations [64, 65], computer games
[3], as well as a tool in a therapeutic context. Most important-
ly, EmoteControl can be used as a medium through which
music psychology research on cues and emotion can be un-
dertaken, with the capability of adapting it to suit different
experiment requirements, allowing for flexibility and further
development in the understanding of the communication of
perceived emotions through the structural and expressive cues
of a musical composition.
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