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Table 1 draws a comparison between the proposed sinc methods and the best results
foundby previousresearchers, aswell as somecomparativeresultsofourownusingdifferent
kernels. Gualtieri and Cromp (1998) tested several orders of polynomial SVM kernels over
5 trials for the 4-class problem (but just 1 trial for the 16-class problem) and found that
the degree-7 kernel performed the best. The entry in the table for the 4-class problem of
4.1% error is the average over the 5 trials. Du (2004) also used a degree-7 polynomial
kernel and obtained an apparently poorer error rate of 4.5%. We do not know whether this
was for multiple trials or not; if it was, we do not know if this ﬁgure is the average or
best. Our results for the average over 10 trials for the 4-class problem using a 7th order
polynomialclosely match thoseofDu (2004), yet fall some0.6 percentage pointsshort of the
ﬁgure reported by Gualtieri and Cromp (1998) for the same method. It seems unlikely that a
difference of this magnitude could be due to sampling error (since the standard error of the
mean for our 10 trials was just 0.13 percentage points for the 4-class problem). Concerning
the SVM approach in general, we can see that this performs signiﬁcantly better than the
Bayesian method used by Tadjudin (1998) and Landgrebe (2002).
[Table 1 about here.]
All of the sinc kernel results represent the average, taken over 10 trials. The mean
standard error was below 0.2 percentage points for the 4-class problem, and below
0.1 percentage points for the 16- and 17-class problems. The sinc methods appear to be
comparable to the state-of-the-art in the 4-class problem if Gualtieri and Cromp (1998) is
taken as the basis of comparison but superior if our replication of the degree-7 polynomial
kernel is taken as thereference. For the16- and 17-class subsets, the sinckernel SVM clearly
surpasses all previous results. Generally, the search based on Deﬁnition 4.2 yields slightly
better performance than that based on Inequality (10).
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Figure 4: Sequency spectra maxima for the 4-class AVIRIS problem. Darker tones indicate
higher magnitude.
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Figure 5: Accuracy with respect to the sinc kernel parameter over the bounded scalar search
deﬁned by Inequality (10) for the 4-class problem. The dotted, vertical lines indicate the
estimated bounds for the optimal parameter. The error bars denote the standard mean error
over 10 trials with different partitions of training and test data.
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Figure 6: Accuracy with respect to the sinc kernel parameter over the bounded scalar search
deﬁned by Inequality (10) for the 16-class problem. The dotted, vertical lines indicate the
estimated bounds for the optimal parameter. The error bars denote the standard mean error
over 10 trials with different partitions of training and test data.
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