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Abstract
There are many forms of feature information present in
video data. Principle among them are object identity infor-
mation which is largely static across multiple video frames,
and object pose and style information which continuously
transforms from frame to frame. Most existing models con-
found these two types of representation by mapping them
to a shared feature space. In this paper we propose a
probabilistic approach for learning separable representa-
tions of object identity and pose information using unsu-
pervised video data. Our approach leverages a deep gen-
erative model with a factored prior distribution that en-
codes properties of temporal invariances in the hidden fea-
ture set. Learning is achieved via variational inference.
We present results of learning identity and pose informa-
tion on a dataset of moving characters as well as a dataset
of rotating 3D objects. Our experimental results demon-
strate our model’s success in factoring its representation,
and demonstrate that the model achieves improved perfor-
mance in transfer learning tasks.
1. Introduction
Deep neural networks have led to many recent break-
throughs in learning representations of complicated, high
dimensional input such as images [5], video [11], text [7],
and audio [8]. However, deep models learn complex feature
representations that are not easily understood. While the
transferability of deep neural network representations has
been studied [14], the underlying factors that affect trans-
ferability are are not well known. In most interesting ap-
plication domains, it is very challenging to obtain enough
labeled data to fully train a deep model. Thus, it is of great
importance to design models with feature transferability in
mind. [2] demonstrated that features which decompose into
semantic categories can be more successfully transferred to
novel tasks since they attend to the high level factors of vari-
ation in the input data, instead of just solving the training
task. In this paper we investigate a probabilistic approach
for learning semantically meaningful image features by ex-
ploiting the temporal properties of video data.
In video (and many other types of sequential data), se-
mantic information such as the identity of a tracked face,
or the category of a moving object persists over very long
frame sequences. In contrast, the configurations of ob-
jects and their locations typically change smoothly and vary
frame to frame. We propose an unsupervised approach that
learns to separate these distinct semantic categories into
separate factors in its representation.
To learn to separate these factors we propose a model of
video frame features, inspired by slow feature analysis [13]
that factors the latent representation into two distinct parts;
a temporal component that varies smoothly in time and a
static component that remains near constant throughout a
video sequence. Our approach to modeling these factors
is Bayesian. In contrast with most work on slow feature
analysis we propose a generative model that encodes the
separability assumptions into a prior distribution on the la-
tent state and define a generative distribution for frame con-
tents given the latent representation. Most closely related
to our work is [12] which developed a probabilistic inter-
pretation of slow feature analysis. That work proposed a
generative framework for learning so called slow features
from sequential data. Their model could learn slowly vary-
ing features corresponding to the static features learned by
our model. Though extensions were proposed in [12] to
separately represent static and changing video contents, no
efficient means of inferring these decomposed representa-
tions were known. We extend their work in two ways; we
introduce a prior distribution decomposing the latent state
and we propose an efficient method of inferring deep sepa-
rable representations.
Our work can be viewed in a second way as an extension
of recent contributions that learn meaningful features using
variational auto-encoders. Whereas the work on slow fea-
ture analysis attempts to encode the concept of invariance
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into the model, recent work on variational auto-encoders
has focused on learning independent features. For example,
[2] demonstrated that by enforcing independence of features
in the latent state it is possible to learn representations that
generalize well to new tasks. Our model combines both
concepts into a single probabilistic model. Our empirical
results demonstrate that this model is able to learn better
feature representations by comparison to models that en-
force either invariance or independence alone.
In this paper we present a hierarchical probabilistic
model that learns to decompose the static and temporally
varying semantic information in video. We define a prior
on the learned frame embeddings which is responsible
for the representation’s semantic factoring. We describe
this prior distribution, explain how inference is performed,
and present all derivations needed to train a model that
obeys this distribution. We demonstrate that our proposed
model successfully learns separable features with human-
interpretable meanings. Moreover, we demonstrate, in sim-
ple illustrative prediction tasks, the benefit to transfer learn-
ing of having learned to disentangle static and temporally
varying semantic information.
2. Preliminaries
Our model draws heavily from variational auto-encoders
and slow feature analysis. Our approach is inspired by pre-
vious work on learning factored and human-interpretable
representations. We outline these concepts below.
2.1. Slow Feature Analysis
Slow Feature Analysis is a technique for learning rep-
resentations of time-series data motivated by the intuition
that high-level semantic information is likely to change at
a much slower rate than raw input data. Given an F -
dimensional time-series [xi, ..., xN ], slow feature analysis
seeks to find a mapping of features fθ(xi) ∈ Rm such that
θ = argminθ||fθ(xi)− fθ(xi−1)||2 (1)
subject to
E[f(xi)j · f(xi)k]− E[f(xi)j ] · E[f(xi)k] = 1{j = k}
(2)
where the variance constraint in equation 2 is important to
avoid the degenerate solution of f(x) = 0 and to encour-
age the learned features to be de-correlated. Deep networks
have been used to learn slow feautures in the past [10], but
to our knowledge our work is the first to do so in a fully
probabilistic way.
A probabilistic reformulation of slow feature analysis
presented in [12] showed that slow feature analysis can be
motivated by placing a gaussian random walk prior on the
model’s latent variables as
p(f(xi)|f(xi−1)) = Normal(λ · f(xi−1), σ2 · I). (3)
The prior on our model’s temporally varying features is
very similar to this formulation as can be seen in line 2 of
equation 8. In our model, we simply remove the damping
factor λ.
2.2. Variational auto-encoders
Variational auto-encoders, originally presented in [4],
are a probabilistic extension of auto-encoders. They re-
formulate the auto-encoder model as a variational inference
problem. In this framework we assume that latent features h
are drawn from some prior distribution p(h) and the data x
are then drawn from some distribution pθ(x|h). Due to the
intractability of computing the posterior p(h|x), we seek
to find a variational approximation qφ(z|x). We do this
by finding the values of φ and θ that maximize the log-
likelihood of observing the data, log p(x1, . . . , xN ). This
is also intractable to optimize, but we can instead maximize
a lower bound on the log-likelihood
L(φ, θ, x) = −DKL(qφ(h|x)||p(h)) + Eq(h|x)[pθ(x|h)]
(4)
This can be interpreted as optimizing a reconstruction
term pθ(x|h) and minimizing the KL-Divergence between
our variational approximation to the posterior, qφ(h|x), and
the prior p(h).
Traditionally p(h) = Normal(0, I) and qφ(h|x) is mod-
eled with a neural network that outputs the µφ(x) and σ2φ(x)
such that qφ(h|x) = Normal(h|µφ(x),Diag(σ2φ(x))). The
form of the decoder pθ(x|h) depends on the type of data
that is being modeled. When dealing with image data,
a transpose-convolutional neural network [15] is typically
used and the pixel intensities are typically modeled as
bernoulli random variables.
2.3. Learning Disentangled Representations with
Neural Networks
Recent work has demonstrated that neural networks are
capable of learning separable features that correspond to
distinct factors of variation in the input data. [6] presented
a modified training procedure for variational auto-encoders
that is capable of achieving this goal. This model requires
the ability to sample batches from the dataset that have spe-
cific latent features held fixed across the batch. For exam-
ple, when learning a model of human faces, it must be pos-
sible to sample a batch of faces oriented in the same way
but with different identities and lighting conditions. In most
supervised and unsupervised learning environments, this is
not possible.
[2] demonstrated that under specific conditions separa-
ble features can be learned with a variational auto-encoder
simply by re-weighting the loss to more heavily penalize
KL-Divergence from the prior. They modify the variational
lower-bound seen in equation 4 to
L(φ, θ, x) = −βDKL(qφ(h|x)||p(h)) + Eq(h|x)[pθ(x|h)]
(5)
where β is a hyper-parameter and is typically chosen to be
greater than 1. Given a dataset that is dense in its latent
factors of variation and a prior p(h) with independent fea-
tures, this simple modification has been shown to induce the
model’s individual features to attend these distinct factors.
3. Our Model
Our model extends the variational auto-encoder frame-
work to operate on video sequences. Differing from the
standard approach, we define a prior over latent frame-
features for entire frame sequences, not just individual
frames. This prior factors into two parts; information that
remains relatively constant throughout the video and infor-
mation that changes temporally.
As our model is a variational auto-encoder, we must find
parameters φ and θ that maximize the lower bound on the
log-likelihood given in equation 5. We choose equation 5
over equation 4 since we are interested in investigating the
effect of the strength of the variational regularization on the
semantics of our learned representation. In most previous
work on variational auto-encoders, each example x is a sin-
gle image and each latent state h is a vector. In our work,
each example x = [x1, . . . , xN ] is a sequence of frames and
each latent state h = [h1, . . . , hN ] is a sequence of latent
state vectors corresponding to each frame. Thus, the mean-
ing and interpretation of each term in equation 5 is different
in our model. We motivate and derive each term below.
3.1. Prior
We are interested in simple assumptions that can be en-
coded into the prior that will change the semantics of its
representation. For example, [2] focused on statistical in-
dependence of features. This was encoded using a gaussian
prior with diagonal covariance. Given that we are working
with time-series data, we focus on the rate of change of the
latent features over time.
We begin with the assumption that within short video
sequences, high level semantic information can be fac-
tored into two discrete sets; information that remains static
throughout the sequence and information that changes
smoothly throughout the sequence. We also assume that
these two factors are independent of one another. Thus,
each frame latent hi = [hsi ;h
t
i] where h
t
i is the temporally
changing factor of the representation and hsi is the static fac-
tor of the representation. If we define hs = [hs1, . . . , h
s
N ] to
the sequence of static latent features, and ht = [ht1, . . . , h
t
N ]
to be the sequence of temporally changing latent features,
we then obtain
p(h) = p(hs, ht) = p(hs) · p(ht). (6)
We are left to define p(hs) and p(ht). In optimizing a
variational auto-encoder, we are interested in priors where
there exists an analytic solution to the KL-Divergence be-
tween the qφ(h|x) and p(h). For this reason, we define
p(hs) and p(ht) to be hierarchical gaussians.
We would like each hsi to be near one another within a
single sequence, but between sequences we have made no
such assumption. For each video, we sample a global hs0
(inducing variation between videos) and then sample each
hsi from a distribution centered around h
s
0 giving
p(hs0) = Normal(h
s
0|0, I)
p(hsi ) = Normal(h
s
i |hs0, σ2s · I) (7)
where σ2s is a hyper-parameter which should be less than
1 to give the desired results. This prior produces normally
distributed clusters of features.
We would like each hti and h
t
j to be near one another
when i is near j to encourage smoothness but otherwise
wish to encourage consistent movement. For this reason,
we define p(ht) as a first-order gaussian random walk giv-
ing
p(ht1) = Normal(h
t
1|0, I)
p(hti) = Normal(h
t
i|hti−1, σ2t · I) (8)
where σ2t is a hyper-parameter which should be less than 1
to give the desired results.
3.2. Prior PDF
Crucial to deriving the KL-Divergence term in equation
5, we must compute the PDF of each factor in the prior. In
the equations presented below we define N as the number
of frames and F as the number of features in each factor.
The PDF of the prior over ht can be computed simply as
p(ht) = p(ht1, . . . , h
t
N ) = Normal(h
t
1|0, I)·
N∏
i=2
Normal(hti|hti−1, σ2t ·I)
(9)
given the first order markov chain assumption.
The PDF of the prior over hs can be computed as
p(hs) = p(hs1, . . . , h
s
N ) =
CF · exp
−1
2
F∑
j=1
(
(ĥ2s)j − (ĥs)2j
σ2s/N
+
(ĥs)
2
j
σ2s/N + 1
)
(10)
where
C =
(
1
2pi
)N−1
2
·
(
σ2s/N
(σ2s)
N
) 1
2
·
(
1
2pi(σ2s + 1)
) 1
2
ĥ2s =
N∑
i=1
(hsi )
2
N
ĥs =
N∑
i=1
hsi
N
. (11)
The static prior (equation 10) can be better understood by
viewing that likely sequences will have feature-wise vari-
ance near σ2s and have mean near 0.
3.3. Variational Approximation to Posterior
Our model seeks to use only its prior p(h) to learn a fac-
tored representation. For that reason, we limit the expres-
sive power of qφ(h|x). Under this variational approxima-
tion, each frame’s latent features hi are independent given
the others. This leads to
qφ(h|x) = qφ(h1, . . . , hN |x1, . . . , xN )
=
N∏
i=1
qφ(hi|xi)
=
N∏
i=1
Normal(µφ(xi), σ2φ(xi)). (12)
where µφ and σ2φ are deterministic functions of a single
frame input, parametrized by φ.
3.4. KL Divergence Term
The KL-Divergence term in equation 5 can be approxi-
mated via a monte-carlo simulation, but that is known [4] to
have high variance which can make training difficult. Under
the defined model, there exists and analytic solution which
we present here. For ease of notation, we ignore the param-
eter φ in the following equations.
The KL-Divergence can be broken up as below.
DKL(q(h|x)||p(h)) =Eq(h|x)[log q(h|x)]− Eq(h|x)[log p(hs)]
− Eq(h|x)[log p(ht)]
(13)
We expand each term. The entropy term (equation 14)
Eq(h|x)[log q(h|x)] =
N∑
i=1
Eq(hi|xi)[log q(hi|xi)]
= − NF
2
log(2pi)
− 1
2
N∑
i=1
F∑
j=1
(1 + log(σ2(xi)j))
(14)
is similar to that of [4], but instead of a single frame, we
are computing the entropy of the entire sequence of latent
features.
The temporal term (equation 15)
Eq(h|x)[log p(ht|x)] =− F
2
log(2pi)
− 1
2
F∑
j=1
(µ(x1)
2
j + σ
2(x1)j)
− (N − 1)F
2
log(2piσ2t )
− 1
2σ2t
F∑
j=1
N∑
i=2
(µ(xi)j − µ(xi−1)j)2
− 1
2σ2t
F∑
j=1
N∑
i=2
(σ2(xi)j) + σ
2(xi−1)j)
(15)
is similar to the cross-entropy term of [4]. We are represent-
ing p(ht) in terms of its time differences hti−hti−1 which are
themselves gaussian with means µ(xi)− µ(xi−1) and vari-
ance σ2(xi)+σ2(xi−1). Thus, we are computing the cross-
entropy between these time-delta distributions and normal
distributions with mean 0 and variance σ2t .
The static term (equation 16)
Eq(h|x)[log p(hs)] =
− N
2σ2s
F∑
j=1
Eq(h|x)[(ĥ2s)j ]
−
(
N
2(σ2s +N)
− N
2σ2s
) F∑
j=1
Eq(h|x)[(ĥs)2j ]
+ F · logC
(16)
where
Eq(h|x)[(ĥ2s)j ] =
N∑
i=1
µ(xi)
2
j + σ
2(xi)j
N
(17)
and
Eq(h|x)[(ĥs)2j ] =
Eq(h|x)[(ĥ2s)j ]
N
+
2
N2
N−1∑
i=1
µ(xi)j
N∑
k=i+1
µ(xk)j
(18)
can be viewed penalizing a feature sequence hs who’s mean
is far from 0 and who’s variance is far from σ2s .
The full KL-Divergence can be computed by adding
these terms. While verbose, the KL-Divergence term is easy
to compute, has well conditioned gradients, and is simple to
minimize. We initially experimented with estimating the
KL-Divergence via a monte-carlo simulation but found the
variance of the estimate to be far too high to optimize.
Figure 1: Example videos from our 2 datasets.
4. Experiments
In our experiments it is important to have a quantitative
metric for determining the success of our model to disentan-
gle static and temporal information. For in-the-wild video
data, it is difficult to come up with such a metric. For that
reason, we have restricted our experimentation to datasets
where there exists a clean, high-level distinction between
temporal and static information. We use two artificially
generated datasets to test the success of our algorithm: the
bouncing MNIST [9] dataset and a dataset of rotating chair
models taken from the ShapeNet dataset [1]. Example se-
quences from these datasets can be seen in figure 1. The
information is factored as such:
1. Bouncing MNIST
Static: Which character is moving
Temporal: The location of the character
2. Rotating Chairs
Static: Which chair is rotating
Temporal: The orientation of the chair
We compare our approach with two baselines; a standard
variational auto-encoder that operates on individual frames
and a probabilistic variant of slow feature analysis. This
variant is similar to our model but the prior on all of the la-
tent features is a gaussian markov random walk. This prior
is identical to the prior on the temporal factor of our model
(equation 8).
4.1. Quantifying Disentanglement
We present a method to quantify our model’s success in
disentangling its representation. We train simple linear clas-
sifiers [2] on subsets of our representation to classify inputs
based on their latent factors of variation. We then compute
the geometric mean of their accuracies and let a model’s
score be the max of this value over all divisions of the rep-
resentation’s variables.
Given an encoder E, we encode our dataset H =
E(D) ∈ RN×d where N is the size of the dataset and d
is the number of features in the representation. We split
the features into two datasets Hs and Ht and train l2-svm
classifiers for two classification targets ys and yt on both
datasets.
as(S) =
Accuracy(S, ys)
Accuracy(S, yt)
at(S) =
Accuracy(S, yt)
Accuracy(S, ys)
score = max
Hs,Ht∈H
√
as(Hs)at(Ht) (19)
In our model, it is intuitive which features should consti-
tute Hs and Ht and we use these to compute the disentan-
glement score. In our benchmarks, we compute the score as
the maximum over all possible combinations of features as
shown in equation 19.
Intuitively, as should be high for subsets of features that
correspond only to static information and at should be high
for subsets of features that correspond to only temporal in-
formation.
For each dataset tested we devise a classification task for
each set of features. They are as follows:
1. Bouncing MNIST
Static: Classify the digit
Temporal: Classify the location of the digit (bucketed
into a 3×3 grid)
2. Rotating Chairs
Static: Classify which chair is in the frame (out of a
held-out set of 10 chairs not used in training)
Temporal: Classify if a sequence of 3 chair frames are
temporally ordered (1-2-3 and 3-2-1 are true and 1-3-
2 and 2-1-3 are false)
A model which learns to factor its representation cor-
rectly will have one factor which performs well on each task
and poorly on the other, giving a high value for the disen-
tanglement score defined in equation 19.
4.2. Experimental Setup
We train the video models for 30,000 iterations with a
batch size of 64 videos. Each video has 16 frames. We use
the Adam [3] learning rule. We use a learning rate of .001
multiplied by .1 every 10,000 iterations. The VAE bench-
mark was trained with a batch size of 1024 to ensure that
the images per batch are consistent.
We trained versions our model on the Bouncing MNIST
dataset with 2 and 4 features in each factor. We compare
against the benchmark models trained with 2 and 4 fea-
tures in total. On the rotating chairs dataset we trained our
model with 4 features in each factor and compare against
the benchmark models trained with 4 and 8 features in to-
tal.
Tables 4 and 5 outline our chosen model architectures.
For the encoder, we use a convolutional architecture with
batch normalization applied before the nonlinearity at ev-
ery layer except for the model output layers. We use the
rectified-linear nonlinearity for all layers.
In the decoder, the output of our second linear layer is
reshaped into a 4 × 4 × 128 tensor. All subsequent layers
are transpose convolutional layers in the form of
f(x) = relu(W ∗ x+ b)
where ∗ indicates a transpose-convolution operation [15].
We use batch normalization in all decoder layers except for
the output layer.
This is the first and only model architecture we tested.
We believe better results could be obtained through ex-
perimenting with the model architecture, but that is be-
yond the scope of this work. In all experiments we set
σ2s = σ
2
t = 0.01. This was the only value of these parame-
ters tested. We believe better results could also be obtained
by optimizing this parameter, but we leave this for further
work as well.
[2] demonstrated that the strength of the distributional
regularization term in the VAE lowerbound can greatly im-
pact the semantics of the learned features. Because of this,
we run all models (ours and benchmarks) with a regulariza-
tion strength of 1 (bayes solution), 2, and 4.
4.3. Qualitative Results
We present qualitative results that visually demonstrate
our model’s ability to factor its representation between the
static and time-varying features in the data.
In figure 2, we show two frame embeddings drawn from
the prior and pass them through the decoder of a model
trained on the Bouncing MNIST dataset. We then swap the
static factors of their embeddings and pass them through the
decoder again. It can be seen that in each image, the char-
acter identities swap, but their locations remain the same,
demonstrating the different semantic interpretations of each
factor of features.
In figure 3, we show two sequences of frames. The im-
ages in each row are generated using the same sequence of
temporal factor encodings but have two different fixed static
factor encodings. Both sequences show chairs rotating the
same angle along roughly the same axis, but the chair’s ap-
pearance and starting orientations are different. This indi-
cates that the model has learned to represent rotations of a
given angle around an axis as a sequence of these temporal
factor encodings while representing little information about
the chair’s identity.
In figures 4 and 6, we present outputs from the decoder
of inputs that smoothly interpolate between two sampled
Figure 2: The top line contains two decoded feature sam-
ples. The bottom line shows those same sets of feature fed
through the decoder with their static and temporal compo-
nents swapped.
points in the static factor while holding a sample from the
temporal factor fixed. In the Bouncing MNIST example, the
location of the character remains constant but the charac-
ter’s identity smoothly transforms. This demonstrates that
the static factor of the embedding encodes no spatial (and
therefore temporally-varying) information. In the Rotat-
ing Chairs example, the characteristics of the decoded chair
change (leg thickness, leg length, leg type, back shape, etc)
while the orientation of the chair remains roughly constant.
This demonstrates that the static factor of the embedding
encodes no orientation information.
In figures 5 and 7, we present outputs from the decoder
of inputs that similarly interpolate between two sampled
points in the temporal factor while holding a sample from
the static factor fixed. In the Bouncing MNIST example, the
appearance of the character remains constant but the char-
acter’s location smoothly translates. This demonstrates that
the temporal factor of the embedding encodes no informa-
tion regarding the identity of the character. In the Rotating
Chairs example, the chair appears to smoothly rotate while
the shape of the chair remains roughly constant demonstrat-
ing that the temporal factor encodes little information re-
garding the shape of the chair and encodes mainly orienta-
tion information.
In figure 8 we draw 6 videos from our testing set and
sample encodings from our model’s parametrized output
distribution. We plot each factor separately to demonstrate
the differences in their underlying distributions. Points of
the same color were drawn from the same video and are
connected to display the temporal order of the video frames.
4.4. Quantitative Results
We compare our model with the benchmark models on
our disentanglement score defined in section 4.1. Table 1
displays these results. All versions of our model outper-
form all benchmarks. It can be seen that as the regulariza-
tion strength β increases, all models see an increase in their
Figure 3: The same sequence of temporal encodings with
two different static encodings. The static encodings are con-
stant across each row and the temporal encodings are con-
stant across each column.
Figure 4: Linear interpolation between two points in static
factor with temporal factor held fixed for the Bouncing
MNIST dataset.
disentanglement score as [2] would suggest.
We run a number of transfer learning experiments to
demonstrate our model’s ability to learn superior features
for frame classification. These results can be viewed in
tables 2 and 3. Our comparison is carried out as follows.
Given a dataset D, a number of features n, and a regular-
ization strength k. We then fit a VAE and our slow fea-
ture benchmark models with n features and regularization
strength k on D. We fit our model where each factor has n
features and regularization strength k on D.
For the benchmarks, we encodeD with our trained mod-
els to obtain features H and fit an l2-svm on H to targets y
and present the results.
For our model, we encode D to obtain features Hs and
Ht (for each factor) then train an l2-svm with targets y on
Hs and present the results. It should be noted that by using
only half of the features, our model has exactly the same
number of parameters as the benchmarks used for compar-
Figure 5: Linear interpolation between two points in tem-
poral factor with static factor held fixed for the Bouncing
MNIST dataset.
Figure 6: Linear interpolation between two points in static
factor with temporal factor held fixed for the Rotating
Chairs dataset.
ison. The success of our model indicates that our prior al-
lows each factor to better focus on the static and temporal
information.
In these experiments, we use our static classification tar-
gets for each dataset as they require more high level fea-
tures than our temporal classification targets to accurately
classify.
Figure 7: Linear interpolation between two points in tempo-
ral factor with static factor held fixed for the Rotating Chairs
dataset.
Figure 8: Plots of encoded videos drawn from the testing
set. The first column plots the static factor of the learned
embedding and the second column plots the temporal factor
of the learned embedding. Points are color-coded by which
video they are drawn from. In each row, the colors are con-
sistent across the static and temporal factors. Row 1 is our
model trained with 2 features for each factor. Row 2 is our
model trained with 4 features for each factor, mapped to
2-dimensions via T-SNE.
In both the Bouncing MNIST (both encoding sizes) and
the Rotating Chair experiments, our model performs the
best. We believe this is due to the fact that our prior al-
lows the model to dedicate the features used for transfer
Model KL-weight D-Score MNIST D-Score Chairs
Ours 1 6.71 1.79
Ours 2 6.74 1.73
Ours 4 6.82 1.81
Slow 1 4.70 1.19
Slow 2 5.78 1.57
Slow 4 6.38 1.39
VAE 1 1.08 1.27
VAE 2 1.70 1.24
VAE 4 1.71 1.35
Table 1: Disentanglement Results. Disentanglement score
is the metric defined in section 4.1. All MNIST models have
4 latent features (total) and all Rotating Chair models have
8 latent features. Results for our model are taken over the
natural static-temporal factoring and results for other mod-
els are taken as the maximum over all subsets of features.
only to the static factor where other models need to share
their capacity with the temporal information that our model
ignores.
We found that in our models with more latent features,
the results were very sensitive to the regularization strength
parameter β. At the bayes solution of β = 1 we observed
little or no disentanglement. In these models, the temporal
factor was mainly used to encode the data indicating that
static features are much more challenging to learn than slow
features. This is best illustrated by the results of table 3.
We see that at the bayes solution, our model greatly under-
performs the benchmarks, but with proper variational reg-
ularization, our model’s performance begins to surpass the
benchmarks. We believe that the performance would con-
tinue to increase with β.
This indicates that learning factored representations may
be a much harder problem than simply encoding data.
5. Conclusions and Further Work
In this paper we have presented a neural network model
that learns to decompose the static and temporally varying
semantic information in video. We have demonstrated the
success of this model in factoring its representation both
quantitatively and qualitatively.
We are aware that our model is sensitive to some of its
hyper-parameters; mainly β and the size of the latent rep-
resentation. We are interested in carrying out more experi-
ments to better understand their relationship and their effect
on the semantics of the model’s learned representation.
We feel that there is much room for further work extend-
ing this model. We are interested in extensions which oper-
ate on larger-scale and more natural video datasets. We are
Model KL-weight Acc 4 Acc 2
Ours 1 0.83 0.71
Ours 2 0.88 0.64
Ours 4 0.82 0.69
Slow 1 0.58 0.11
Slow 2 0.65 0.12
Slow 4 0.66 0.13
VAE 1 0.80 0.13
VAE 2 0.52 0.12
VAE 4 0.51 0.13
Table 2: Bouncing MNIST static classification results.“Acc
x” indicates the classification accuracy of a linear classifier
trained on a feature subset of size x.
Model KL-weight Accuracy
Ours 1 0.33
Ours 2 0.48
Ours 4 0.59
Slow 1 0.24
Slow 2 0.34
Slow 4 0.37
VAE 1 0.52
VAE 2 0.51
VAE 4 0.54
Table 3: Rotating Chairs static classification results. Our
model trained with 4 features in each factor and benchmarks
trained with 4 features.
aware that it is a rather naive assumption that information in
a video perfectly factors into static and temporal informa-
tion. This work could be extended to use a prior with mul-
tiple factors such that each factor changes at varying rates
from fast to slow to static. We believe this will more accu-
rately describe the information flow in real-world videos.
We are also interested in exploring other kinds of as-
sumptions, such as sparsity and orthogonality, that can be
encoded into priors to be enforced upon the model. There is
a wealth of previous work on such properties that have yet
to be applied to factored representation learning.
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Layer Type BN # Out Size Stride
Conv 1a conv X 16 3 1
Conv 1b conv X 16 3 2
Conv 2a conv X 32 3 1
Conv 2b conv X 32 3 2
Conv 3a conv X 64 3 1
Conv 3b conv X 64 3 2
Conv 4a conv X 128 3 1
Conv 4b conv X 128 3 2
Linear 5 linear X 256
out µ linear (4,8)
out σ linear (4,8)
Table 4: Encoder Model Architecture. “BN” indicates batch
normalization.
Layer Type BN # Out Size Stride
Linear 1 linear X 256
Linear 2 linear X 2048
ConvT 1a convT X 128 3 1
ConvT 1b convT X 64 3 2
ConvT 2a convT X 64 3 1
ConvT 2b convT X 32 3 2
ConvT 3a convT X 32 3 1
ConvT 3b convT X 16 3 2
ConvT 4a convT X 16 3 1
ConvT 4b convT 1 3 2
Table 5: Decoder Model Architecture. “convT ” indicates
a transpose convolutional layer. “BN” indicates batch nor-
malization.
References
[1] A. X. Chang, T. Funkhouser, L. Guibas, P. Hanra-
han, Q. Huang, Z. Li, S. Savarese, M. Savva, S. Song,
H. Su, et al. Shapenet: An information-rich 3d model
repository. arXiv preprint arXiv:1512.03012, 2015.
[2] I. Higgins, L. Matthey, X. Glorot, A. Pal, B. Uria,
C. Blundell, S. Mohamed, and A. Lerchner. Early vi-
sual concept learning with unsupervised deep learn-
ing. arXiv preprint arXiv:1606.05579, 2016.
[3] D. Kingma and J. Ba. Adam: A method for stochastic
optimization. arXiv preprint arXiv:1412.6980, 2014.
[4] D. P. Kingma and M. Welling. Auto-encoding varia-
tional bayes. arXiv preprint arXiv:1312.6114, 2013.
[5] A. Krizhevsky, I. Sutskever, and G. E. Hinton. Im-
agenet classification with deep convolutional neural
networks. In Advances in neural information process-
ing systems, pages 1097–1105, 2012.
[6] T. D. Kulkarni, W. F. Whitney, P. Kohli, and J. Tenen-
baum. Deep convolutional inverse graphics network.
In Advances in Neural Information Processing Sys-
tems, pages 2539–2547, 2015.
[7] T. Mikolov, I. Sutskever, K. Chen, G. S. Corrado, and
J. Dean. Distributed representations of words and
phrases and their compositionality. In Advances in
neural information processing systems, pages 3111–
3119, 2013.
[8] A. v. d. Oord, S. Dieleman, H. Zen, K. Simonyan,
O. Vinyals, A. Graves, N. Kalchbrenner, A. Senior,
and K. Kavukcuoglu. Wavenet: A generative model
for raw audio. arXiv preprint arXiv:1609.03499,
2016.
[9] N. Srivastava, E. Mansimov, and R. Salakhutdinov.
Unsupervised learning of video representations using
lstms. CoRR, abs/1502.04681, 2, 2015.
[10] L. Sun, K. Jia, T.-H. Chan, Y. Fang, G. Wang, and
S. Yan. Dl-sfa: deeply-learned slow feature analysis
for action recognition. In Proceedings of the IEEE
Conference on Computer Vision and Pattern Recogni-
tion, pages 2625–2632, 2014.
[11] D. Tran, L. Bourdev, R. Fergus, L. Torresani, and
M. Paluri. Learning spatiotemporal features with 3d
convolutional networks. In 2015 IEEE International
Conference on Computer Vision (ICCV), pages 4489–
4497. IEEE, 2015.
[12] R. Turner and M. Sahani. A maximum-likelihood in-
terpretation for slow feature analysis. Neural compu-
tation, 19(4):1022–1038, 2007.
[13] L. Wiskott and T. J. Sejnowski. Slow feature analysis:
Unsupervised learning of invariances. Neural compu-
tation, 14(4):715–770, 2002.
[14] J. Yosinski, J. Clune, Y. Bengio, and H. Lipson. How
transferable are features in deep neural networks? In
Advances in neural information processing systems,
pages 3320–3328, 2014.
[15] M. D. Zeiler, D. Krishnan, G. W. Taylor, and R. Fer-
gus. Deconvolutional networks. In Computer Vision
and Pattern Recognition (CVPR), 2010 IEEE Confer-
ence on, pages 2528–2535. IEEE, 2010.
