Abstract. In this study we present an overview of the inversion methods based on the Kalman filtering technique, which was implemented for the identification of geological structure ahead of the underground tunnel. The methodology is particularly aimed at solving for model parameters even in the presence of noisy environment (measurements). One of the main goals of this investigation is related to the advance of the tunnel boring machine (TBM) during excavation in unknown environment in order to mitigate the excavation risks due to unpredicted obstacles and reduce costs caused by the TBM stoppage during tunneling under uncertain soil conditions. The inversion methods are implemented for the purpose of the reconnaissance in mechanized tunneling.
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Several inversion methods are investigated and implemented. The Kalman filter as parameter estimator, already having been successfully implemented in control systems, has been introduced here also for the purpose of geotechnical parameters estimation. Since the Kalman filter was originally developed for linear systems primarily represented in the state space form, the implementation with the geotechnical soil models was limited by the nonlinearities. Therefore modifications of the Kalman filter have been introduced and implemented, such as extended Kalman filter (EKF), sigma-point Kalman filter (SPKF) and unscented Kalman filter (UKF). The extended Kalman filter local iteration procedure incorporated with finite element analysis software has been used for identification of the soil parameters using tunneling induced deformations under assumptions of existing surface pressure load and an obstacle ahead of the tunnel face. The identification is performed based on the numerically generated noisy measurements. The inherent linearization in the extended Kalman filter makes it difficult to implement and it is reliable only for slightly nonlinear system models. Therefore the further improvement of the inversion method has been done by combining the EKF with the derivativeless deterministic sampling-based approximation where a set of deterministically sampled points, called sigma points, can be used to represent the mean and covariance of the estimated quantities. The update mechanisms are inherited from the linear Kalman filter. For the purpose of the full seismic waves inversion for predicting ahead of the underground tunnel a new hybridized global optimization method that combines the simulated annealing global search with unscented Kalman filter minimization has been proposed. The implementation of the inversion methods has been shown on several numerical examples.
INTRODUCTION
From the optimization point of view, inverse methods can generally be considered as a solution of the optimization problem, mainly through minimization of certain objective function. Implementation of the inversion methods in different fields of research and engineering plays an important role. One demanding implementation field is the reconnaissance in mechanized tunneling. Identification of the soil parameters ahead of the tunnel front, in order to predict possible obstacles, layer changes or similar anomalies can contribute to considerable savings by avoiding the damages or unplanned stoppage of the tunnel boring machine (TBM). Inversion methods for parameter estimation based on Kalman filters represent a promising tool for such applications.
The Kalman filter method was developed by Rudolf E. Kalman in early 1960s [1] and was originally aimed at implementations in control of dynamics systems and signal processing. In recent years, some applications of the Kalman filter method have also arisen in the field of geotechnical engineering for estimation of material parameters [2, 3, 4, 5] . Originally the Kalman filter was developed as dynamic least square states estimator for systems represented by linear models in the state space form. A modification of the approach with application in geotechnical engineering uses quasi-static models since the geotechnical parameters are static over the considered estimation time frame. Thus, a stationary transition of state estimates is suitable for this purpose [2] .The procedure starts from a priori estimates and utilizes a set of measurement data to calculate a posteriori estimates. Means and covariances of the quantities being estimated are repeatedly updated so that the variance of the estimation error is reduced until convergence of the estimated quantities to unbiased true state and model parameters is reached [1, 6] . In this paper several techniques relying on modifications of Kalman filter are presented and implemented for the estimation of parameters in geotechnical models. The methodology is documented by several numerical examples.
KALMAN FILTER BASED METHODS
Quasi-stationary representation of a geotechnical model can be generally expressed in the form of a nonlinear state space matrix equation
where d stores modeling outputs obtained from the model h(·) (usually a finite element -FE model), x is the current physical state of the model, m contains the model parameters (for example material parameters), and f represents external loads including the boundary conditions. When it is assumed that the applied loads and the initial and boundary conditions are properly determined, the identification problem consists of determining the actual model parameters m. A frequent problem is the model calibration by inverse analysis in order to match the model outputs d to the in-situ measurement or laboratory tests measurement data d obs . This matching can be expressed in terms of optimization of a certain objective function, i.e. minimization of the required misfit. Arising problems such as high nonlinearity of the geotechnical models, time consuming forward calculations of the models and uncertainty of the measurement data require special treatment and adaptation of the identification methods to these requirements. The Kalman filter based methods which meet those requirements are presented in the following sections.
Extended Kalman Filter
The quasi-stationary model of Eq. 1 can be represented in terms of the state transition 2a and the output 2b equations:
where vector m k contains the model parameters and x k is the physical state of the model at recursive step t k . Vector d extracts modeling outputs at predefined positions in the model from the modeling observation Eq. 2b. In Eq. 2a, the stationary process transition is added by a modest amount of pseudo-noise w k to act like parameter updating from one iterative step to the next. Inexactness of the modeling observation function h(·) in Eq. 2b is characterized by an amount of uncertainty v k . Additive uncertainties w k and v k are assumed to be uncorrelated and white Gaussian having zero-mean and time-invariant covariance matrices Q and R m respectively. In the Kalman filter algorithm the mean and error covariance of the state are propagated through time. These mean and error covariance of the state are updated every time new measurements arise [7] . The time update equations of the mean and covariance of the state are calculated in the following way:m
wherem k = E(m k ) represents the mean (mathematical expectation) of the state and
T is the covariance matrix at k-th iteration. The superscript '-' denotes a priori estimate, i.e. the estimate before measurement is available, whereas the superscript '+' denotes a posteriori estimate after the measurement is taken into account. At the time t k in the local iterative loop i of the extended Kalman filter, the Kalman gain K k,i , the measurement updates of the state estimatem + k,i+1 and the estimation error covariance matrix P + k,i+1 are iterated according to the following equations.
Here H represents the sensitivity matrix (observation derivative matrix with respect to the state estimate), K g is the Kalman gain and d exp is expected measurement. The sensitivity matrix is calculated for each global iteration k and local iteration i as
where h m is the m-th element of observation vector, m n is the n-th element of the parameter vector and ∆m n is a small increment of the n-th element of parameter vector. The unit vector e n has value one in n-th element and zeros elsewhere. The estimation algorithm is coupled with the finite element analysis (FEA) software. An independent treatment of FEA program represents a significant advantage of the proposed method, in the sense that any FEA program can be incorporated into the process when the communicative interface between the main algorithm flow and the FEA program has been created. In order to begin the filter process, an initial value for state vector x 0 and its corresponding estimation error covariance matrix P 0 are assigned. Usually, initial state vector contains the most likely values of parameters of the system that can be inferred from prior knowledge or preliminary geomechanical tests. The estimation error covariance matrix gives information about the confidence of the initial parameter values. The procedure is to locally iterate the filtering process on the first set of data in order to assess the information inherent to the data. Then, the second set of data is processed to filtering and is similarly iterated, and so on. The iterative process will continue until a stop criterion is met, which may be i) convergence of the cost function to he predefined minimal values, ii) absolute value of the two successive estimates is less than a predefined tolerance or iii) the specified number of iterations. In this method, the error covariance matrix of estimation P k is enlarged with a modification weight in every global iteration to obtain fast convergence.
Sigma-Point Kalman Filter
Due to inherent linearization the EKF is related with implementation difficulties, and in addition this state estimation method has limitations in implementation with highly nonlinear models. Therefore alternative types of the Kalman filter for nonlinear models have been developed, which obviate the need for linearization of the state-space model, like the unscented Kalman filter [8] . Later, [9] has combined and systematized this new filter together with some other independent works that derived the derivativeless deterministic sampling based approximation of the Gaussian statistics to belong to the family of SPKF. This family of the Kalman filter is based on the principle that a set of deterministically sampled points, called sigma-points, can be used to represent the mean and covariance of the estimated quantities. Update mechanisms are inherited from the linear Kalman filter [1] .
The sigma-points consist of 2n + 1 discretely distributed points around the current estimate on the n-dimension space. The distribution of these sigma-points around the current estimate is determined by square-root decomposition of the prior covariance and the spread of them can be assigned by setting a scaling parameter ζ as follows.
where the scaling parameter is calculated as ζ = √ n + λ. The parameter λ remains free to tune. It is suggested to select n + λ = 3 when m is assumed Gaussian [8] . The notation (·) i denotes the i-column of the matrix within parentheses.
Each sigma-point is associated with a weight. The weights are defined as in Eq. 16 such that the sum of weights is unity.
, for i = 1:n (10)
Direct nonlinear transfer of the sigma-points through the nonlinear state-space functions helps reserve second order accuracy of the Gaussian approximate estimated quantities as opposed to first order truncation of the Taylor series employed by the EKF. In addition, the minimization of the objective misfit function Eq. 11 should be provided.
Generate the sigma-points Eq. 6-9:
Correction step:
In this Algorithm, the means of predicted parameters and model outputs are calculated as weighted summation over the sigma-points and the corresponding predicted model outputs.
The predicted model outputs D k|k−1 are the results of direct nonlinear transfers of the representative sigma-points M k|k−1 through the nonlinear model function h(·). The predicted estimation error covariances of the estimated parameters P m , of the model outputs P d , and of the cross-covariance between them P md are calculated as weighted summation of the squares of distances between each sigma-point and respective model output to the corresponding mean estimates. The correction equations for the SPKF take into account the means and covariances approximated using the sigma-points and the nonlinear model outputs in the prediction step without need for calculation of the Jacobians.
For application in calibration of FE model in geomechanics, value for each parameter can be limited to a certain range depending on initial categorization of geomaterial samples. Therefore, it is advantageous to apply a feasible range for each parameter in the identification process. The advantage of giving constraints to the parameter space is threefold: i) it helps to exclude the unreasonable convergence points, which are local minima, of the objective function, ii) it allows the FE code to run uninterruptedly during the iterative estimation process as the parameters are clipped in the reasonable regions, and iii) it may help to accelerate the estimation process by filtering algorithms since the estimation bias is not allowed to explode. Here, the 'clipping' constraints handling for both the EKF and the SPKF described in [10] is applied.
Unscented Kalman Filter
The UKF is a very successful state and parameter estimator for nonlinear dynamic models in which the posterior estimates are inferred from noisy observation data. It aims to overcome the inherent limitations of the traditional extended Kalman filter that works only for slightly nonlinear models and requires linearization of the nonlinear models. This filter belongs to the sigma-point Kalman filter family, and represents a derivative-free estimator for nonlinear statespace models that can be efficiently adapted for solving parameter identification of static and dynamic models [9] . The forward model is described in a similar form as in Eq. 2b. In this case d stores the model outputs at r observation points resulting from the nonlinear model h. For time-dependent problem such as wave propagation, the model h(·) is solved in time steps for the simulation period; and the resulting batch data are stored in d. The modeling error v is caused by assumptions made in building the mathematical model and numerical approximations. This error can be assumed to be zero-mean Guassian distribution with covariance R. The misfit s to be minimized is constructed for each output measurement j by squares of differences between the measured data d obs (t) and the modeled outputs d(t) in the time window of interest [0, τ ]:
The predicted mean and covariance before measurement update are denoted asm and P m respectively. If n model parameters are to be estimated, 2n + 1 sigma-points are defined as follows for the unscented transformation to approximate a Gaussian distribution of the predicted estimate centered atm with covariance P m :
The parameter λ remains free for tuning in order to adjust the spread of the sigma-points about the predicted mean estimate in directions of principle variances. It is suggested to select n+λ = 3 if m is Gaussian [8] . The notation (·) i denotes the i-column of the matrix within parentheses. Each sigma-point is associated with a weight defined as in Eq. 16.
, for i = 1 : n.
The misfit measures for all r output measurements are obtained by mapping the sigma-points through the misfit functional of Eq. 12. The mapping for r multiple receivers s = (s 1 , s 2 , . . . , s r ), s : R n → R r , is done for each sigma-point as written in Eq. 17.
After the nonlinear mapping of the sigma-points through the nonlinear model, the mean of the predicted misfitŝ, covariance of the predicted parameters P m , covariance of the misfit at the predicted model P s , and cross-covariance between them P ms are approximated by weighted summation rule as follows:ŝ
Posterior meanm + and covariance P m + of the estimated model parameters are updated following the Kalman filter's measurement update step:
with the Kalman gain K calculated as
To initialize the UKF procedure, some prior knowledge about the model is provided in form of Gaussian distribution ρ 0 (m) ∼ N (m 0 , P 0 ). In the first iteration of the UKF, this prior information is assigned to the predicted mean and covariance:m = m 0 , and P = P 0 . In the successive iterations, the predicted estimated mean and covariance are updated by taking the respective values from the posterior estimate, i.e.m = m + and P = P + .
Described UKF procedure for minimizing the misfit functional locally has been successfully implemented within the hybrid algorithm combined with simulated annealing in the global optimization procedure with implementation in full waves inversion [11] . 
IMPLEMENTATION OF KALMAN FILTERS
Following numeric examples demonstrate efficient implementation of the inversion methods based on Kalman filtering techniques for the parmeter estimation in geotechnical and tunneling problems.
3D tunnel excavation: EKF identification of geometrical and elastic material parameters
In this numeric example the EKF is used for estimation of both material and geometrical parameters of a 3D tunnel excavation model [12] depicted in Figure 1 a) . The model represents a mountain cut-out with overburden height of 500 meters. Dimensions of the model are 100m× 100m × 200m. A fault zone is located at L meters from the model frontal face measured from its top edge having a thickness of D meters. The fault dip direction and the angle of 66
• of inclination are supposedly known from an engineering-geology investigation.
The material parameters are given in Table 1 . The initial geostatic stresses are imposed with prescribed horizontal stress to vertical stress ratio equal to 1, i.e. σ h = σ v . To account for this model feature, a surface pressure of 1.23 × 10 4 kN/m 2 is applied on the top side of the model. This value is calculated assuming the overburden rock mass to be homogeneous, with a density of 2500 kg/m 3 . The displacement history data are collected during the simulation of 10 tunnel excavations, each of 10 meters length. Observation points are located at the tunnel crown, bottom and at the side walls. A 3D finite element tunnel excavation model built with ABAQUS is presented in Figure 1 b) . The elements in the tunnel are 6-node triangular prism elements (5-sided), and rest of the soil body elements are 8-node brick elements (6-sided). The state vector contains three components: one material parameter -Young's modulus E and two geometrical parameters -L and D as depicted in Figure 1 .
Convergence of the algorithm was investigated for different initial state estimate vectors and it was shown that the convergence rate varies with the initial guess. Results for two cases of initial state vectors are presented in Tables 2 and 3 Graphical results of the progressing Kalman filter for Case 1 are shown in Figure 2 .
Implementation of SPKF for model calibration of soil parameters in mechanized tunneling
Geomechanical analysis of tunnel excavation in this example can be considered as a quasistatic non-Markov process, i.e. the state of the model is about equilibrium along the analysis and the current state depends not only on the previous state but also on the history of analysis steps. The model of a shield tunnel boring machine (TBM) advancing in homogeneous soil, Fig. 3 , obtained using the FEA software PLAXIS 3D was provided by the C2-subproject within the Collaborative Research Center SFB 837 at the Ruhr University Bochum [14] that the parameters are uncorrelated, the initial state error covariance matrix for the parameters m = [G ur ; φ; E 50 ] is set: P(0|0) = diag (4000 2 , 5 2 , 5000 2 ) . The authors' practice for setting the covariance matrix of the process noise Q is that it can be set in such a way that its square roots are ranging from five percent to ten percent the values of initial estimation error standard deviations. In this work, it is chosen to be around seven percent, i.e. the covariance matrix of the process noise can be set as Q = 0.005P 0 . For setting up the nonlinear Kalman filters in this study, every measurement datum is assigned to have the same covariance, i.e. R = 0.01 2 * I(m, m), with I(m, m) the identity matrix having dimension equal to the size of the measurement data, m.
Selected comparison results of the EKF and SPKF with initial parameters chosen at the extremes of feasible ranges are presented in Table 4 and Table 5 for cases of 3% and 5% measurement noise, respectively.
Graphical plots of the converging soil parameters in Fig. 4 demonstrate fast and robust convergence. The investigation has shown, that depending on the initially selected parameter values, the convergence of the SPKF can require less itteration steps than for the EKF. 
Conclusions
Good convergence of the parameter estimation shown through examples of geotechnical problems presented in this work has proven that the Kalman filtering techniques have prospects to be a reliable method for parameter identification in geotechnical engineering. An important advantage of the Kalman filters, utilization of the measurement uncertainties, which cannot be avoided in large scale geotechnical structures, makes it a very attractive and powerful estimation method, which performs well even in the environment corrupted by noise. Another prominent advantage is that the choice of initial model parameters must not be very close to the true parameter set as for other gradient-based optimization methods. Implementation of the Kalman filters, relating the implementation effort in comparison with the resulting outcome, represents relatively simple, but still a very powerful tool, since using modern programming languages the Kalman filter algorithm can be realized within several code lines including vector and matrix manipulations. However, the tuning and adjusting the filter's configurations plays a decisive role regarding its successful implementation and therefore requires a special attention. Good understanding of the model and the influence of each parameter on the model is crucial for the configuration of the Kalman filter in order to achieve its successful convergence.
