We rigorously show a large friction limit of hydrodynamic models with alignment, attractive, and repulsive effects. More precisely, we consider pressureless Euler equations with nonlocal forces and provide a quantitative estimate of large friction limit to a continuity equation with nonlocal velocity fields, which is often called an aggregation equation. Our main strategy relies on the relative entropy argument combined with the estimate of p-Wasserstein distance between densities.
Introduction
In this paper, we are interested in a large friction limit of pressureless Euler equations with nonlocal forces, referred to as Euler-Alignment models [6] , in the domain Ω, which is either T d or R d , with d ≥ 1. Let ρ = ρ(x, t) and u = u(x, t) be the density and velocity of the flow at (x, t) ∈ Ω × R + , respectively. Then our main system is given by
(1.1)
Here γ > 0 is the strength of linear damping, W : Ω → R denotes the interaction potential, φ : Ω → R + represents a communication weight function. Throughout this paper, we assume that φ and W satisfy φ(−x) = φ(x) and W (−x) = W (x) for x ∈ Ω, respectively.
The macroscopic model (1.1) can be derived from Newton-type equations, which is microscopic model, via a kinetic formulation. Consider a system of N particles whose state can be defined by positions x i (t) and velocities v i (t), respectively, at time t > 0. The evolution of this system is governed Key words and phrases. Large friction limit, pressureless Euler equations, nonlocal interaction forces, relative entropy, Wasserstein distance. by the following system of ordinary differential equations:
= v i (t), i = 1, . . . , N, t > 0,
(1.
2)
The second term on the right hand side of the above differential equations for v i represents attractive/repulsive forces, and the third serves as a nonlocal velocity alignment force, see [5] for more discussion. If we ignore the linear damping and the interactions between particles through the potential function W , i.e., γ = 0 and W ≡ 0, then the particle system (1.2) becomes the celebrated Cucker-Smale model [17, 24, 25] for flocking behaviors. We refer to [13] for a general introduction to the Cucker-Smale model and its variants. As the number of particles N goes to infinity, we can derive a kinetic equation by means of meanfield limits or BBGKY hierarchies [3, 24, 25] . More precisely, let f = f (x, v, t) be the one particle distribution function. Then f solves the following Vlasov-type equation, which is mesoscopic model:
where the force F [f ] = F [f ](x, v, t) is given by
Here ρ denotes the local particle density, i.e.,
and ⋆ stands for the convolution operator in spatial variable. Our main hydrodynamic equations (1.1) can be obtained by taking care of moments on the above kinetic equation (1. 3) together with a mono-kinetic distribution for f . Indeed, if we define a local particle velocity u = u(x, t) as
then we can easily check from (1. 3) that the local density ρ and velocity u satisfy ∂ t ρ + ∇ x · (ρu) = 0,
(1. 4) In order to close the above system, we assume
where δ denotes the Dirac measure. Then the system (1.4) becomes our main pressureless Eulertype system (1.1). Note that the closure based on the mono-kinetic distribution can be justified by considering an additional force term, for an instance a local velocity alignment force ∇ v · ((u − v)f ), with a singular parameter [2, 12, 22] .
There are several works on the pressureless Euler equations with nonlocal forces. Without the linear damping and the interaction potential W in (1.1), the global existence and the long time behavior of strong solutions are obtained in [23] , see also [14] for the normalized communication weight case. In one dimensional case, sharp critical thresholds between a supercritical region with finite-time blow-up and a subcritical region with global-in-time regularity of classical solutions are discussed in [6] , see also [8, 30] . Including the pressure term, we also refer to [9, 10, 11] for the existence of weak and strong solutions.
In the current work, we are interested in the behavior of solutions (ρ ε , ρ ε u ε ) to the system (1.1) as ε → 0. At the formal level, it is expected to have that the solutions (ρ ε , ρ ε u ε ) converge toward solutions (ρ, ρu) which solve the following continuity equation with nonlocal velocity fields, which is often called an aggregation equation:
There are some studies on the large friction limit from Euler-type equations to the aggregationdiffusion equation or Keller-Segel equation [7, 10, 16, 28, 29] . Here main mathematical tool is based on the relative entropy method proposed in [18] to study the weak-strong uniqueness principle. It is worth noticing that in these previous works the pressure term in the Euler equations plays a crucial role in analyzing the large friction limit since the nonlocal interaction terms can be dominated by the relative pressure. However, our main system is the pressureless Euler-type system, thus it is not clear how to estimate the nonlocal interaction forces. To the best of author's knowledge, the large friction limit of pressureless Euler equations with nonlocal interaction forces has not been studied so far. In the current work, we consider two different types of interaction potentials, regular and Poisson ones. Here the regular interaction potential means that W is bounded and Lipschitz continuous, and the Poisson one represents that W is given as the fundamental solution of Laplace's equation, i.e., −∆ x W = δ 0 , where δ 0 denotes the Dirac measure. For the Poisson case, motivated from [9, 29] , we use the particular structure of the Poisson equation carefully to estimate the nonlocal interaction forces. For the regular case, even though the interaction potential has a good regularity, it is not clear how to have the benefit from that. In general, this can be controlled by the relative pressure [4, 10, 27] under suitable regularity assumptions for the interaction potential W . In order to resolve the difficulty caused by the absence of the pressure, inspired by recent works [2, 12, 15, 22] , we use the p-Wasserstein distance with p ∈ [1, ∞) which is defined by
, and for p = ∞, which is the limiting case as p → ∞, the ∞-Wasserstein distance is defined by
is the set of all probability measures on Ω × Ω with first and second marginals µ and ν, respectively, i.e.,
for each ϕ, ψ ∈ C(Ω). Here P p (Ω) is the set of probability measures in Ω with p-th moment bounded. Note that P p (Ω) is a complete metric space endowed with the p-Wasserstein distance, and in particular, 1-Wasserstein distance is equivalent to the bounded Lipschitz distance in the metric space P 1 (Ω). We refer to [1, 32] for detailed discussions of various topics related to the Wasserstein distance. We employ the Wasserstein distance to estimate the term related to the nonlocal interaction force under the regularity assumptions on the interaction potential function W and the communication weight function φ. We also show that the p-Wasserstein distance with p ∈ [1, 2] can be also bounded from above by the relative entropy functional for the pressureless Euler equations, see Section 3 for more details.
Remark 1.1. The large friction limit of the particle system (1.2) can be considered. By Tikhonov theorem [31] , under suitable assumptions on the interaction potential W , the communication weight function φ, and the initial data, we can derived from (1.2) to the following system of ordinary differential equations as ε → 0:
Note that if we send N → ∞ in the above system, at the formal level, we can derive the continuity equation (1.5).
Remark 1.2. The large friction limit of the kinetic equation (1.3) with φ ≡ 0 is studied in [20, 26] by using PDE analysis and the method of characteristics. These results are also extended to the case with the velocity alignment force [21] , i.e., the kinetic equation (1.3) with γ = 0. More recently, the quantitative estimate for the large friction limit is also discussed in [2] .
We now introduce several simplified notations that will be used throughout the paper. For a function f (x), f L p denotes the usual L p (Ω)-norm. We also denote by C a generic positive constant which may differ from line to line. We also drop x-dependence of differential operators, i.e., ∇f = ∇ x f and ∆f = ∆ x f . For any nonnegative integer k and p ∈ [1, ∞], W k,p := W k,p (Ω) stands for the k-th order L p Sobolev space. Furthermore, we set C k (I; B) be the set of k-times continuously differentiable functions from an interval I to a Banach space B.
The rest of this paper is organized as follows. In Section 2, we introduce definitions of solutions to the equations (1.1) and (1.5)-(1.6), and we also present our main results on the large friction limits ε → 0 in (1.1). In Section 3, we develop a general theory for the relation between p-Wasserstein distance and the relative entropy-type functional. Section 4 is devoted to provide the details of the large friction limit when the interaction potential W is regular. As mentioned above, in this case, we combine the relative entropy functional and the p-Wasserstein distance to have the quantitative estimate between two solutions to the equations (1.1) and (1.5)-(1.6). Finally, in Section 5, we present the details of proof for the Poisson case.
Main results
In this section, we present our main results on the large friction limit from the pressureless Euler equations with nonlocal forces (1.1) to the continuity equation (1.5) . For this, we first introduce some notion of solutions to the equations (1.1) and (1.5).
Definition 2.1. For a given T ∈ (0, ∞), we say that (ρ ε , ρ ε u ε ) is a weak solution to the system (1.1) if the following conditions are satisfied:
satisfies the following weak formulation of energy inequality:
Definition 2.2. For given T ∈ (0, ∞) and p ∈ [1, 2] , we say that (ρ, u) is a strong solution to the equation (1.5) if the following conditions are satisfied
As mentioned in Introduction, the existence of weak solutions for the system (1.1) with pressure is established in [9] based on the methods of convex integration [19] . This strategy also works for the pressureless case under more regular assumptions on the interaction potential W and communication weight ψ, for instance W ∈ C 2 (Ω) and ψ ∈ C 1 (Ω), see [9, Remark 2.1] and [9, Section 6], when d = 2 or 3. Moreover, when the interaction potential W and the communication weight φ are bounded and Lipschitz continuous, we can also use a similar argument as in [21, Thoerem 2.4 ] to obtain the globalin-time existence and uniqueness of solutions (ρ, u) to the equation (1.5) in the sense of Definition 2.2. In fact, in this case, we only need to have the weak solution ρ to the equations (1.5)-(1.6). Concerning the condition Definition 2.2 (ii), see Remark 2.5 below.
We next state our first main result showing the convergence of weak solutions (ρ ε , ρ ε u ε ) of (1.1) to a strong solution (ρ, u) of the equations (1.5)-(1.6) as ε → 0 when the interaction potential W is sufficiently regular.
be a weak solution to the system (1.1) in the sense of Definition 2.1 and (ρ, u) be a strong solution to the equation (1.5) in the sense of Definition 2.2. Suppose that the interaction potential W and the communication weight φ are bounded and Lipschitz continuous. Moreover we assume that ρ ε 0 L 1 = 1 for all ε > 0, and the strength of damping γ > 0 is large enough. Then we have
Our second result is on the Poisson case, i.e., the interaction potential W satisfies −∆W = δ 0 . the interaction potential W satisfies −∆W = δ 0 . Moreover we assume that ρ ε 0 L 1 = 1 for all ε > 0, and the strength of damping γ > 0 is large enough. Then we have
and
Remark 2.1. The condition ρ ε 0 L 1 = 1 for all ε > 0 in the above theorems can be replaced by 
Indeed, for any ψ ∈Ḣ 1 (T d ) with ψ Ḣ1 ≤ 1, by using the integration by parts and Hölder's inequality, we find
Remark 2.3. The estimate (2.2) in Theorem 2.1 gives
where C > 0 is independent of ε > 0. This together with Theorem 2.1 provides the limit from (1.1) to (1.5). 
where ϕ ε is the solution to (2.4) with ρ ε . However, in order to simply the presentation of our work, not to write the pressureless Euler-Poisson equations in the periodic domain, we only consider the form of system (1.1).
Remark 2.5. Let us comment on the regularity assumptions on u appeared in Definition 2.2 (ii) for the regular case. In fact, we show that u L ∞ (0,T ;W 1,∞ ) and ∂ t u L ∞ can be bounded from above by some constant which depends only on ∇W W 1,∞ , φ W 1,∞ , ρ L 1 , and γ > 0 when the strength of damping γ > 0 is sufficiently large. We provide its details as follows. Since ρ > 0, it follows from
(2.5)
We first start with the estimate of u L ∞ . From (2.5), we easily get
and subsequently this implies
for γ > 0 large enough. We next estimate ∇u L ∞ . Taking the differential operator ∂ xj to (2.5) gives
This together with (2.6) yields
We finally estimate ∂ t u L ∞ . Similarly as before, we differentiate the equation (2.5) with respect to time t to find
Here by using the continuity equation (1.5) we can estimate
Moreover, we also obtain 
Then we now combine all of the above estimates with (2.7) to have
Hence we finally have
As observed above, since u W 1,∞ can be bounded from above by some constant which depends only on ∇W W 1,∞ , φ W 1,∞ , ρ L 1 , and γ, so does ∂ t u L ∞ .
p-Wasserstein distance and relative entropy functional
In this section, we provide some relation between the p-Wasserstein distance and the relative entropy-type functional. In particular, if p ∈ [1, 2], p-Wasserstein distance can be bounded from above by our relative entropy functional.
We state our main result of this section. 
Let ρ ∈ C([0, T ]; P p (Ω)) be a solution of the following continuity equation:
with the velocity fields u ∈ L ∞ (0, T ; W 1,∞ (Ω)). Then there exists a positive constant C depending only on T such that for all t ∈ [0, T ] In particular, if p ∈ [1, 2], we have
where C > 0 depends only on T .
Proof. Since the proof is rather lengthy, we divide it into three steps for the sake of the reader.
• In Step A, we define the forward characteristics X(t) := X(t; 0, x) associated to the continuity equation (3.2), that is, X solves the following differential equations:
with the initial data X(0) = x ∈ Ω. By using the above characteristic X, we introduce a densityρ which is determined by the push-forward ofρ(0) through the flow map X. Then we show d p (ρ(·, t),ρ(·, t)) ≤ e ∇u L ∞ T d p (ρ(0),ρ(0)).
• In
Step B, we provide the quantitative bound for the error betweenρ(t) andρ(t) in the p-Wasserstein distance. More precisely, we show
• In Step C, we combine the estimates in the previous steps to conclude our desired results.
Step A.-We first notice that the characteristic equations (3.3) are well-defined on the time interval [0, T ] since u is bounded and Lipschitz continuous on [0, T ]. To be more specific, there exists a unique solution ρ, which is determined as the push-forward of its initial density ρ(0) through the flow maps X, i.e., ρ(t) = X(t; 0, ·)#ρ(0). Here · # · stands for the push-forward of a probability measure by a measurable map, more precisely, ν = T #µ for probability measure µ and measurable map T implies
for all ϕ ∈ C b (Ω). Moreover, by using the regularity of u, we can estimate the Lipschitz continuity of X in x as
This together with applying Grönwall's lemma gives |X(t; 0, x) − X(t; 0, y)| ≤ e ∇u L ∞ T |x − y|. (3.4) This shows that the characteristic X(t; 0, x) is Lipschitz in x with the Lipschitz constant e ∇u L ∞ T . Let us now consider the densityρ which is given as the push-forward ofρ(0) through the flow map X, i.e.,ρ(t) = X(t; 0, x)#ρ(0). We then choose an optimal transport map for d p denoted by T 0 (x) between ρ(0) andρ(0) such that ρ(0) = T 0 #ρ(0). Then since ρ = X#ρ(0) andρ = X#ρ(0), we find d p p (ρ(·, t),ρ(·, t)) ≤ Ω |X(t; 0, x) − X(t; 0, T 0 (x))| pρ (x, 0) dx.
Then this together with the Lipschitz estimate of X appeared in (3.4) asserts
Step B.-It follows from [1, Theorem 8.2.1], see also [22, Proposition 3.3] , that there exists a probability measure η on Ξ T × Ω satisfying the following properties:
(i) η is concentrated on the set of pairs (ξ, x) such that ξ is an absolutely continuous curve satisfyingξ (t) =ū(ξ(t), t) Then we use the disintegration theorem of measures (see [1] for instance) to write
where {η x } x∈Ω is a family of probability measures on Ξ T concentrated on solutions of (3.5). We then introduce a measure ν on Ξ T × Ξ T × Ω defined by
We also introduce an evaluation map E t :
Then we readily show that measure π t := (E t )#ν on Ω × Ω has marginalsρ(x, t) dx andρ(y, t) dy for t ∈ [0, T ], see (3.6) . This implies
(3.7)
In order to estimate the right hand side of (3.7), we use ( where C > 0 is independent of ε > 0 and p, and we used the relation (3.6). This asserts
Step C.-Combining the estimates in Step A & Step B yields d p (ρ(·, t), ρ(·, t)) ≤ d p (ρ(·, t),ρ(·, t)) + d p (ρ(·, t),ρ(·, t))
where C > 0 depends only on T . This provides the first assertion. Since the constant C > 0 appeared in the above does not depend on p, after taking the supremum over the support of ρ and the time interval [0, T ], we can pass to the limit p → ∞ to derive the second assertion. Finally, if p ∈ [1, 2] , then by using Hölder inequality the integral term on the right hand side of the above inequality can be estimated as Hence we have
This completes the proof.
Proof of Theorem 2.1: Regular case
In this section, we provide the details of proof for Theorem 2.1. For this, we first estimate the relative entropy by using the weak formulation. 
(4.1)
Proof. Although this proof is very similar to [10, 28, 29] , for the completeness of our work, we provide the details. Let us take the following test function
We then send k → 0+ and divide the resulting equation by ε to derive the kinetic energy estimate:
In a similar fashion, we can also estimate the kinetic energy for the limiting system (1.5) as
where e = ∂ t u + u · ∇u. On the other hand, it follows from (1.1) and (1.5)-(1.6) that
and Then we apply a test function ϕ ∈ C([0, T ]; W 1,∞ (Ω)) with ϕ(·, T ) = 0 to (4.2) to get
Similarly, we also consider a test functionφ ∈ C([0, T ]; W 1,∞ (Ω)) withφ(·, T ) = 0 for (4.3) to yield
We then choose the following specific test functions:
Then similarly as before, we find
(4.5)
In order to derive the relative entropy inequality, we notice that the velocity field u of the equation (1.5) satisfies
where e = ∂ τ u + u · ∇u. We then multiply ρ ε (u ε − u) to the above to have
Then we integrate the above system over Ω × [0, T ], and finally combine it with (4.4) and (4.5) to conclude the desired result.
Proof of Theorem 2.1. We first estimate the last term on the right hand side of (4.7) as
This together with (4.7) yields
(4.6)
⋄ Estimate of I 2 : We simply use the strong regularity assumptions on the solution (ρ, u) to the limiting system (1.5)-(1.6) to get
⋄ Estimate of I 3 : Note that
for p ∈ [1, 2] . This gives
⋄ Estimate of I 4 : Similarly to the estimate of I 3 , we get
where C > 0 only depends on e L ∞ , M , and T .
⋄ Estimate of I 5 : We divide I 5 into two terms:
Here we use the regularity of u and φ, Hölder's inequality, the inequality d p ≤ d q for 1 ≤ p ≤ q ≤ ∞ to estimate
This asserts
where C depends only on M, φ W 1,∞ , and u W 1,∞ . Now we combine all of the above estimates to have for ε < 1, where C > 0 is independent of ε > 0. Note that our solution (ρ ε , ρ ε u ε ) has a bounded kinetic energy ρ ε |u ε | 2 ∈ L ∞ (0, T ; L 1 (Ω)), that is, the integrability condition (3.1) holds with p = 2, thus by using the interpolation inequality, we can use Proposition 3.1 with (ρ,ū) = (ρ ε , u ε ) to estimate the p-Wasserstein distance as
where C > 0 depends on T and ∇u L ∞ , but independent of ε. Putting (4.8) into (4.7) yields
where C > 0 is independent of ε > 0. Then we again use the above estimate with (4.8) to have
where C > 0 is independent of ε > 0. This completes the proof.
Proof of Theorem 2.2: Poisson case
In this section, we are interested in the interaction potential function W given as the fundamental solution of Laplace's equation, i.e., −∆W = δ 0 . In order to handle this case, we only need to estimate I 3 term in (4.7) in a different way because of lack of regularity of ∇W . Motivated from [9, 29] , we provide the following lemma which allows us to change some part of the term I 3 to the time derivative of L 2 norm of ∇W ⋆ (ρ − ρ ε ).
Lemma 5.1. Suppose that the interaction potential W satisfies ∆W = −δ 0 . Then we have
Proof. Using the equation for ρ ε − ρ in (4.2), we find
(5.1)
We then use the symmetry of W to get
We finally combine (5.1) and (5.2) to conclude the proof.
Proof of Theorem 2.2. As mentioned above, we only need to estimate I 3 in (4.7).
where the second term on the right hand side of the above equality can be rewritten as
due to Lemma 5.1. On the other hand, by using the integration by parts, the first term on the right hand side of (5.3) can be estimated as
Combining all of the above observations implies
This together with the estimates in the proof of Theorem 2.1 asserts
for ε < 1, where C > 0 is independent of ε > 0. This gives
for γ > 0 sufficiently large, and by applying Grönwall's lemma to the above we obtain
for ε < 1, where C > 0 is independent of ε > 0. We again put this into (5.4) to conclude
for ε < 1, where C > 0 is independent of ε > 0. This completes the proof.
