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1第 1章
はじめに
1.1 研究の背景と目的
ワードプロセッサの発明は、人類の文書作成活動に対して革命的な影響をもたらした。ワードプロ
セッサは、従来の手書きによる文書作成やタイプライターと比較して数多くの利点を有している。具体
的な例としては、文字・文・段落の挿入・削除・置換が容易に可能である編集性の高さや、文書を保存
しておくことで改めて利用できる再利用性の高さなどがある。ワードプロセッサがソフトウェアの形で
パーソナルコンピュータに搭載されるようになった今日では、コンピュータの計算・記憶能力を活かす
ことで、単なる文書作成機能にとどまらず、スペル誤りや文法誤りの検出・訂正をはじめとした人間の
文書作成を支援する試みが行われている。本論文では、このような試みをコンピュータによる文書作
成支援（Computer-Aided Writing, Computer-Assisted Writing）と定義し、以下では単に文書作成支援と
呼ぶ。
文書作成支援は、1971年に Ralph E. Gorin によって開発されたとされるスペル誤り検出プログラム
SPELL (Peterson, 1980)以降、コンピュータの発達に伴って「性能の向上」と「支援機能の多様化」の 2
つの方向で進化を遂げた。性能の向上については、例えば英語におけるスペル誤り検出課題においては
Golding & Roth (1999) が約 95% の accuracy の達成を報告しているなど、実用的な性能を持つ手法が
数多く提案されている。一方、支援機能の多様化については、スペル誤りに対する訂正候補の提示や文
法誤りの検出・訂正、更には文書を形にするまでの「どう書くべきか」の提案や「何を書くべきか」の
提案へと拡大する方向への研究も進められている。その極点にあるのは、文や文書の自動生成、例えば
物語（ナラティブ）生成 (Callaway & Lester, 2001)や応答発話生成 (Ritter et al., 2011; Shin et al., 2015;
Sordoni et al., 2015)であろう。これらの研究が更に発展すれば、将来的にはコンピュータとの協調によ
る文書作成、ひいてはあらゆる文書の半自動・全自動生成が可能になるかも知れない。
本研究では、以上に挙げた 2つの方向のうち支援機能の多様化を推し進めるために、新たに電子商取
引ウェブサイト（以下、ECサイトと略する）において商品販売者が作成する文書を対象して「何を書
くべきか」の提案を行う課題を取り上げる。ECサイトを対象とする主な理由は、以下の 2点である。
EC市場規模の拡大 : EC購買活動は年々増加しており、経済産業省の調査によれば日本国内の 2014年
時点の消費者向け EC市場規模は 12.8兆円まで拡大した (経済産業省, 2014)。具体的な店舗数で
は、例えば Amazon.co.jp*1は約 18万店舗 (日本経済新聞, 2015)、楽天市場*2は約 4万店舗、楽天
*1 Amazon.co.jp: https://www.amazon.co.jp/
*2 楽天市場: https://www.rakuten.co.jp/
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トラベル*3は約 8万施設*4もの販売事業者を擁するなど、ECはあらゆる事業者にとって重要な販
売チャネルとなっている。
ECサイトにおけるテキストの重要性 : EC は購入までのプロセスで実際の商品を手に取ることが難し
いと言う特性を持つことから、ウェブサイト上の様々なテキストが顧客の購買判断材料に用いら
れる。そのため、テキストの内容は購買率向上のための重要な役割を担っており、作成支援によ
る効果が高い。
次に、ECサイトの文書のうち、本研究で対象とする文書について説明する。ECサイトに関連して販
売者が作成する文・文書には、以下が挙げられる。
1. ウェブサイトの利用案内
（店舗紹介、規約、利用方法、決済方法・送付方法・納期等を含む、店舗の利用ガイド）
2. 各商品の紹介・説明文
3. 店舗や各商品カテゴリ・各個別商品などのキャッチコピー
4. 商品の販促文書（キャンペーン紹介、特集記事、ダイレクトメール等）
5. 顧客から寄せられた感想・評価・質問・要望・苦情への対応
（メール・ウェブフォーム・コールセンターでの問い合わせ、レビュー投稿への応答）
本研究では、この中でも特に顧客の購買判断材料として重要である「各商品の紹介・説明文」および「顧
客から寄せられた感想・評価・質問・要望・苦情への対応」を対象とする。以下、それぞれの文書、及
び応答文書と関連してレビュー文書について、実際に以降の実験データセットとしても使用する ECサ
イト「楽天トラベル」を例に説明する。楽天トラベルはインターネットを介して全国のホテル・旅館・
ペンションなどの宿泊施設予約を行えるサービスであり、この場合の商品は「宿泊サービス」となる。
商品の紹介・説明文（以下、商品紹介文と呼ぶ）とは、各商品の簡潔な紹介や誘い文句を含む、商品
検索画面や商品一覧画面などで顧客に提示される文である。図 1.1に、楽天トラベルにおいて商品紹介
文を含む画面の例として、「温泉」をクエリ入力として商品（宿泊施設）を検索した画面を示す。画面中
央の商品名下に書かれているテキストが、当該商品の紹介文である。ECサイトでは大量の商品が高速
に閲覧されることから、商品紹介文は検索・一覧画面から商品の詳細・購入画面へと顧客を誘導させる
ための重要な要素である。更に、楽天トラベルをはじめとするモール型 ECサイト*6では、類似する商
品との差別化も求められる。
顧客レビュー文書（以下、レビュー文書と呼ぶ）とは、実際に商品を購買・利用した顧客によって感
想・評価・質問・要望・苦情などが書かれた文書である。楽天トラベルでは「クチコミ・お客さまの声」
がレビュー文書に相当する。図 1.2は、楽天トラベルのある宿泊施設に対する顧客レビューを含む画面
の例であり、左下のテキストがレビュー文書である。レビュー文書はその商品を実際に利用した顧客の
み*7が知りうる情報が含まれていることから、様々な活用可能性を有する。顧客の視点で見ると、多く
*3 楽天トラベル: http://travel.rakuten.co.jp/
*4 楽天市場契約企業数: https://www.rakuten.co.jp/com/inc/rc/info.html。楽天市場と楽天トラベルの契約企業数は、
2015年 12月 10日アクセス時に掲載されている、同年 12月 1日時点のデータ。
*5 図 1.1の各注釈は説明の都合上、著者が施したものである。なお、商品名（宿泊施設名）など、商品が特定できる情報には
画像処理を施した。図 1.2も同様である。
*6 異なる販売事業者が、ECモールの運営事業者が提供する ECプラットフォームを通じた出店を行うタイプの ECサイト。
*7 なお、ECサイトによっては、実際にレビューの対象商品を購買していなくてもレビューを投稿可能な場合もある。楽天ト
ラベルの場合、実際に楽天トラベル経由で予約・利用した場合のみ、利用施設のレビューを投稿できるシステムとなって
いる。
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特集リンク
検索条件
商品紹介文
商品名と商品リンク
図 1.1: ECサイト「楽天トラベル」における検索画面の例*5
の EC サイトではレビュー文書の投稿が誰でも閲覧可能となっているため、購買の判断材料として用
いられうる。実際に Chevalier & Mayzlin (2006)は Amazon.com*8 及び Barnes & Noble*9 の、Hu et al.
(2008)は Amazon.com の商品の売上とレビュー投稿を分析し、商品の売上傾向はレビュー投稿と関係
があることを明らかにしている。特に楽天トラベルのように商品が無形のサービス財である場合におい
ては、販売者が提供する情報のみから接客などの品質を評価することは困難であるため、購買判断のた
めの情報を増やすためによりレビュー投稿が重要視される (長島, 2009)。販売者の視点でも、顧客から
の生の声は商品や商品広告手段などを反省・改善するための貴重な情報である。
レビュー投稿への応答（以下、応答文書と呼ぶ）とは、顧客レビューに対する商品販売者からの応答
文書である。楽天トラベルをはじめとする一部の ECサイトでは、レビュー文書に対する販売者の応答
をサイト訪問者が閲覧できるようになっている（楽天トラベルの場合、応答するかは各販売者の任意
である）。図 1.2 の右下のテキストが、左下のレビュー文書に対する応答文書である。応答文書にはレ
ビュー文書で書かれた情報の補足、質問・要望への回答、苦情への謝罪・対応が含まれていることが多
く、レビュー文書と同様に購買判断の材料に用いることができる。中でも、サービスの失敗に対する説
明や謝罪などの顧客対応（recovery）は顧客の印象改善に重要であり (Bitner et al., 1990)、特に対応の
質が高い場合には最初にサービス失敗が無かった場合よりも顧客満足度が高くなる recovery paradoxと
呼ばれる現象が観察される場合があると言う調査もある (Hocutt et al., 2006)*10。これとは逆に、応答文
*8 Amazon.com: https://www.amazon.com/
*9 Barnes & Noble: http://www.barnesandnoble.com/
*10 先行研究によっては recovery paradoxの効果は小さい (Michel & Meuter, 2008)、又はない (Kau & Loh, 2006)としている
調査もあるが、本研究では苦情を含むレビュー文書に対する適切な応答（recovery）は recovery paradoxの有無に関わらず
4 第 1章 はじめに
プラン検索条件
プラン一覧
レビュー検索条件
販売者からの応答文書
顧客レビュー文書
図 1.2: ECサイト「楽天トラベル」におけるレビュー投稿と応答の例
書が不適切である場合は読み手の印象が悪化し (大沢他, 2010a)、対応に失敗してしまうことから、応答
文書は重要な役割を持つ。特に、楽天トラベルなどが扱う無形のサービス財は有形の商材に比べると、
サービス提供時の様々な諸条件の違いによって品質が大きく異なることからサービスの失敗が起こりや
すいため (Lovelock & Wright, 1999)、失敗への対応はより重要となる。
以上の背景を受け、本研究では商品紹介文、及びレビュー文書への応答文書を対象とした文書作成支
援を目的とする。これらの文書はどのような内容が記載されているか、すなわち「商品紹介文において、
顧客にとって魅力的な商品特長が被覆されているか」や「応答文書において、顧客からの質問・要望・
苦情などに漏れなく回答が行われているか」が重要となる。そこで、これらの文書に対して何を書くべ
きかを提案することで、商品販売者への文書作成支援を実現する。具体的には、商品紹介文の場合は書
き手に対して顧客にとって魅力的な商品特長を提示し、応答文書の場合は書き手に対して対応が漏れて
いる文を提示することで、文書作成支援を行う。
このような「何を書くべきか」の提案による文書作成支援を実現するために、本研究ではレビュー文
書を活用した手法を提案する。レビュー文書は顧客目線からの実体験に基づく情報を豊富に擁してお
り、文書作成支援にも有用な情報が多数含まれている。従来のレビュー文書を用いた研究は、レビュー
情報の分析による情報の抽出・整理自体を目的とした研究が主であり (Liu, 2012; 乾・奥村, 2006)、レ
顧客（レビュー文書作成者及びサイト閲覧者）の印象を向上させうる点で有効であると考える立場を取る。
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ビュー分析手法の応用は商品売上の予測 (Liu et al., 2007; Mishne & Glance, 2006) が中心的であった。
これに対し、本研究ではレビュー文書の分析手法を文書作成支援へ用いることで、レビュー文書の新た
な応用可能性を示す。
本論文では、各商品の商品紹介文の作成支援を研究課題 1、応答文書の作成支援を研究課題 2で扱う。
以下、それぞれの研究課題について概略を示す。
研究課題 1: 商品紹介文に相応しい評価視点の提示（第 3章）
本研究課題では、商品検索画面・一覧画面などで提示される商品紹介文の作成支援を目的として、商
品の紹介に相応しい商品特長を顧客レビュー分析に基いて提示する問題を提案し、解決手法を検討す
る。紹介文は顧客にとって最も魅力的な特長を記載することが求められるが、紹介文によっては顧客が
求める特長が述べられていない場合や、紹介文で売り込む特長と顧客が求める特長が一致しない場合が
ある。このような販売者と顧客の間のギャップを埋めるため、本研究課題ではレビュー集合の活用を提
案する。具体的には、対象商品と他商品集合の間で顧客レビュー集合を比較することで、商品紹介文と
して相応しい商品特長を抽出する。本研究課題を解決するため、本論文では評価視点表現と評価視点グ
ループの対応付けと、評価視点グループのランキングにより行う枠組みを提案する。評価実験を通じ、
提案した枠組みの有効性を示す。
研究課題 2: 対をなす二文書間における文対応関係の推定（第 4章）
本研究課題では、対をなす二文書間、例えば顧客からのメール文書やレビュー文書に対する応答文書
における応答文の作成支援を目的として、対となる二つの文書間における文書を跨いだ文レベルでの対
応関係を推定する問題を提案し、解決手法を検討する。対応関係の例として、質問と応答、苦情と謝罪、
依頼と回答などがある。文対応関係の推定が実現すれば、応答文書の作成時に応答先文書の質問や苦情
などへの対応漏れがないかを確認できる。特に、苦情への対応漏れは応答相手（レビューの書き手）だ
けでなくサイト閲覧者の印象を悪化させることから (大沢他, 2010a)、対応漏れの検出が実現すればより
確実な応答文書の作成が可能となる。本研究課題を解決するため、本論文では文種類に注目した推定手
法を提案する。まず最初に、予め文種類を推定し、推定された文種類を文対応推定の素性として投入す
るモデルを示す。次に、文種類と文対応を同時に推定する統合モデルを示す。評価実験を通じ、提案し
た枠組みの有効性を示し、更に統合モデルでは文対応推定性能が向上したことを示す。
1.2 本論文の構成
本論文の以降の構成は次の通りである。まず、第 2章では、文書作成支援に関連する研究および顧客
レビュー文書を活用した研究について俯瞰する。第 3 章では商品紹介文を対象とし、商品紹介文とし
て相応しい商品特長を抽出する課題と解決手法を提案する（研究課題 1）。第 4章では、顧客からのレ
ビューや問い合わせと応答文書の対を対象とし、文レベルでの対応を推定する課題と解決手法を提案す
る（研究課題 2）。最後に、第 5章では本研究の貢献をまとめ、今後の課題について述べる。
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本章では、本研究と関連する先行研究を俯瞰する。まず、文書作成支援に関する研究について 2.1節
でまとめる。次に、顧客レビュー文書を利用する研究について 2.2節でまとめる。最後に、これらの関
連研究を受けた本研究の位置付けを 2.3節で説明する。
2.1 文書作成支援に関する研究
文書作成支援に関する研究については、各分野において当該分野の研究を網羅した調査論文はいくつ
か存在するが、一方でより高次のレイヤーである「文書作成支援」と言う観点から研究を概括した文献
は筆者の知る限りでは存在しない。そこで、本節では最初に文書作成支援研究の全体像を示し、続いて
各分野の概要と動向について述べることで、文書作成支援研究についてまとめる。
2.1.1 文書作成支援の分類
文書作成支援研究の分類を文書作成の流れに従って示すために、最初に一般的な文書作成の過程を
説明する。文書作成の過程と関連して、Flower & Hayes (1981)は文の作成過程が構想（Plan）、言語化
（Translate）、検討（Review）の繰り返しからなるとしている。これに対し、本研究では図 2.1に示すよ
うに、文書全体と言う大局的な視点で作成過程を説明する。まず、文・文書の作成にあたり、どのよう
な文や文書であれば目的が達成できるかを構想する（①文・文書の構想）。次に、構想を言葉の形で表現
し、実際に文・文書を書く（②構想の文書化）。最後に、文書の構造・表現の見直しや誤字・脱字の修正
を行う（③推敲・校正）。以上の過程を経て完成した文書は、最終的に発行・出版・公開されたり、特定
の相手に送付されたり、または保存されたりすることで目的が果たされる。

①文・文書の構想
...........
............
............
............
...........
............
...........
............
②構想の文書化 ③推敲・校正 利用
図 2.1: 文書作成の流れ
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文書作成の過程
構想過程の支援
物語生成
QA 応答候補生成
推敲・校正過程の支援
スペル訂正
誤字・脱字訂正
文法誤り訂正
推敲支援
校正支援
文書化過程の支援
用例提示
テンプレート提示
予測入力
タイトル生成
構造可視化
換言（言い換え）
読みやすさの評価
キャッチコピー生成
図 2.2: 文書作成支援の分類
これらの各過程ごとに、コンピュータにより様々な支援の試みが行われている。具体的に、文書作成
支援を分類した図を図 2.2に示す。構想過程の支援は、「何を書くべきか」の提案、すなわち目的を達成
するための内容の提案による支援である。文書化過程の支援は、何を書くべきかが与えられている下で
「どのように書くべきか」の提案、すなわち構想の言語化を行うために単語・文・文書やその断片などの
提案を行う支援である。校正・推敲過程の支援は、完成した文書に対する誤字・脱字などの誤りや読み
にくい文・文書などの検出、及び修正候補の提案による支援である。
以下、構想過程の支援、文書化過程の支援、校正・推敲過程の支援についてそれぞれ述べる。本研究
は「何を書くべきか」を提案することによる文書作成支援が目的であるため、最も関連が深い構想過程
の支援に関連した研究を重点的に説明する（2.1.2節）。続いて、文書化過程の支援、校正・推敲過程の
支援に関連した研究を概観する（2.1.3, 2.1.4節）。
2.1.2 構想過程の支援
構想過程の支援は、何を書くべきかをユーザに提案することによる文書作成支援である。構想過程で
の支援は、目的とする文書の性質によって必要となる情報源や効果的な支援の態様が異なることから、
目的文書によって異なる手法が用いられている。構想過程の支援を目的文書によって大別すると、以下
の 2つがある。
(1) 物語・小説など、被読されること自体が目的となる文書（物語生成）
(2) 文書を通じた伝達・通信・コミュニケーションが目的となる文書（Q&A応答候補生成、キャッ
チコピー生成）
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文書の性質により、(2)では (1)と異なり目的に応じた追加情報が用いられる。以下、(1)と関連する物
語生成について、(2)と関連する Q&A応答候補生成、キャッチコピー生成について、順次説明する。
物語生成
物語自動生成による物語制作支援の方式として、小方 (2007)は以下の 4点を挙げている。
(1) システムが粗筋や断片を作り出しユーザがそれを肉付けする方式
(2) システムが多数の可能性を提示しユーザがそれを編集する方式
(3) 多数生成された物語の系列を合成して多重構造の物語を作成する方式
(4) 作品全体の骨組みは存在するがその部分を不確定なものとして残しそれをシステムが埋めて行く
方法
明示的に物語制作支援を目的としている研究には佐久間・小方 (2005)があるが（方式 (1)）、物語自動生
成システムも方式 (2)として捉えれば制作支援と考えることができる。以下、物語自動生成システムに
関する先行研究を述べる。
物語論によれば、物語の相は物語内容（historie; 何を語るか）・物語言説（récit; どのように語るか）
として区別される。このうち、構想過程の支援と関連が深い物語内容の生成システムとしては、既存
ストーリーの合成・再構築に基づく手法 (Callaway & Lester, 2001; 佐久間・小方, 2006) と、登場人物
（キャラクタ、エージェント）のシミュレーションに基づく手法 (Bringsjord & Ferrucci, 1999; Meehan,
1976;鴨崎他, 2008;吉崎他, 2010)がある。いずれの場合とも、物語は被読されること自体が目的である
ため、構想に際して新たな事象を生成していると言う特徴を持つ。
QA応答候補生成
質問応答（Question Answering）は、自然言語での質問に対する回答を抽出・生成するシステムであ
る。質問応答の出力はプログラム利用、例えば検索エンジンや対話エージェントなどが主であるが、人
間がシステムの出力に基いて回答文書を作成すると言う用途においては構想過程の支援としても捉える
ことができる。以下、質問応答システムに関する先行研究を述べる。
質問応答で最も重要となるのは、回答に必要となる情報源である。初期には BASEBALL (Green Jr.
et al., 1961)や LUNER (Woods, 1973)などのように、あるドメイン（BASEBALLは野球、LUNERは
地質学）に特化した構造化データベースを用いる手法が提案されているが、これらの手法は構造的知
識の構築コストが高いと言う問題があった。これに対し、近年では構造化されていないWeb文書から
質問に関連した文書を探索し、回答を導く手法が提案されている (Katz et al., 2004, 2005; Radev et al.,
2002)。例えば、Radev et al. (2002)は、複数のウェブ検索エンジンにより得られた文書から、質問と関
連する文を抽出し、さらに回答となるフレーズを抽出する手法を提案している。
キャッチコピー生成
キャッチコピー生成は、商品と関連するテキスト集合を入力とする手法とキーワードを入力とする手
法に大別できる。入力とするキーワードの要否を構想の要否と考えると、前者の手法は構想過程の支援
と関わりが深いため、以下では前者の手法について扱う。後者については構想がキーワードとして予め
与えられている下での文書化過程における支援とし、2.1.3節で扱う。
商品の関連テキストを用いてキャッチコピーを生成する手法として、中野・鬼沢 (2008);幅野・浦谷
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(2013, 2014)の手法がある。中野・鬼沢 (2008)は、商品説明文からキーワードを抽出し、共通した概念
を持つ連想語句を用いたキャッチコピー生成手法を提案している。幅野・浦谷 (2013, 2014)は、映画の
あらすじとレビュー文書集合を用い、既存のキャッチコピーから抽出した文法構造を基に映画キャッチ
コピーを生成する手法を提案している。
2.1.3 文書化過程の支援
文書化過程の支援システムは、実際に文書を書く段階において構想の言語化を支援するためのシステ
ムである。以下、文書化過程の支援を目的とした研究の概要と、主な研究についてそれぞれ述べる。
タイトル生成は、与えられた記事やウェブページなどのテキストから限られた長さのタイトルテキス
トを生成する技術である。まず、与えられた文書からタイトルとなる部分文字列を抽出する手法として、
藤村他 (2005);南野・奥村 (2005)の手法がある。藤村他 (2005)はニュース記事を、南野・奥村 (2005)
はブログ記事を対象とし、HTMLの構造や本文中の単語の品詞・出現分布などに基いてタイトル文字列
を抽出する手法を提案している。一方、記事中の文字列をそのまま用いるのではなく、動的に生成する
手法として Banko et al. (2000)の手法がある。Banko et al. (2000)は、タイトルが付与されている記事集
合を用い、記事の本文とタイトルに用いられる単語を対応付けるモデルと、タイトルの言語モデルを学
習することにより動的な生成を実現する。2.1.2節で述べた構想支援におけるキャッチコピー生成シス
テムは、タイトル生成を推し進め、キャッチコピーへ特化した手法と捉えることもできる。
文書化支援におけるキャッチコピー生成システムとして、ある入力キーワードに対するキャッチコ
ピーを自動生成するシステムがある (Yamane & Hagiwara, 2015, 2013;松平・萩原, 2005, 2004)。松平・
萩原 (2005, 2004) は、入力された単語の概念に基づき、遺伝的アルゴリズムにより多数のキャッチコ
ピー候補を生成する手法を提案している。Yamane & Hagiwara (2015, 2013)は、既存のキャッチコピー
集合から類似したテーマを持つキャッチコピーを選択し、構成する単語を入れ替えることによるキャッ
チコピー生成手法を提案している。
テンプレート提示システムは、文書の定型性に注目して再利用できるようにするシステムである。納
富・内山 (1991)はソフトウェアのマニュアルを対象とし、パラグラフを部品化・構造化して再利用する
枠組みを提案している。また、恒川他 (1993)は案内文や通知文などを対象とし、いくつかの変数（プ
レースホルダ）を持つ文書を予め用意し、文書作成時に各変数と対応付いた語句をユーザに選択させる
ことで文書作成を容易にするシステムを提案している。
予測入力とは、打鍵*1されたキー入力に基づき、一部の打鍵が省かれた状態からユーザが意図してい
るであろう入力内容を自動で推定するシステムである。日本語を対象とし、単語や文の入力完了を待つ
ことなく未打鍵の部分を予測するシステムとして Nanashiki (小松他, 2003)、Social IME (奥野・萩原,
2009)、Mozc (工藤他, 2011)などがある。英語についても同様に Reactive Keyboardなどが提案されて
いる (Darragh et al., 1990)。その他、携帯電話の multi-tap方式*2の連続打鍵を省略した single-tap方式
による入力単語の予測システムが提案されている (Smith & Goodwin, 1971)。
用例検索とは、実際に使用されている文例を検索するシステムである。特に、外国語文書の作成や論
文・特許などについて、ユーザが当該ドメインにおける文書作成経験が少ない場合において、用例の提
*1 なお、厳密にはスマートフォンのフリック入力など物理キーの押下によらない入力方式も存在するが、ここでは文字を入
力することを広義的に打鍵と呼ぶ。
*2 携帯電話のように入力ボタンが限られている場合において、例えば “2”を 1回打鍵することで “a”、続いて 2回打鍵するこ
とで “b”、続いて 3回打鍵することで “c”を出力するような入力方式。
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示は文書化支援として効果がある。最も単純には、文書検索技術の向上とウェブ公開文書の増大が進ん
だ今日においては検索エンジンへのキーワード検索により用例を得られるが、これらの情報を更に整
理・集約するシステムも提案されている (Tanaka-Ishii & Nakagawa, 2005)。また、キーワード入力では
なく、文を入力として受け取り、類似した構造を持つ文を提示するシステムも提案されている (Resnik
et al., 2005;兵藤他, 1996)。
換言（言い換え）とは、単語や文の意味が同一となるような別表現を指す。換言の提案は文書作成中・
作成後のいずれでも可能なため、文書化・推敲過程のいずれでも用いることができるが、本論文ではこ
こで扱う。換言は機械翻訳や情報抽出の前処理などシステムの都合で行う場合もあるが、以下のように
人間の都合で行う場合がある。例えば、読みやすさ・分かりやすさの評価 (高橋・牛島, 1991)に基づき、
文をより読みやすい・分かりやすい文へ換言するシステムが提案されている (林・菊井, 1991)。また、表
現の言い換えによる文・文書の簡素化 (Carroll et al., 1998)、字数削減や要約 (山崎, 1998;若尾他, 1997)
なども提案されている。
2.1.4 校正・推敲過程の支援
校正・推敲過程の支援システムは、既に完成している文書を対象として、校正や推敲を行うシステム
である。なお、本研究では、校正と推敲を次のように区別して扱う。まず、校正とは文・文書の内容を
変更せず、誤字・脱字などの修正を行う行為を指す。一方で、推敲とは表現や文・文書の構造などに踏
み入って修正を行う行為を指す。
文書の校正・推敲支援による文書作成支援は、構想支援・文書化支援よりも比較的容易であり、加え
てその需要の高さから古くから活発な研究が行われている分野である。以下、本節では校正支援、推敲
支援の順に、研究の概要と主な研究を示す。
校正支援
校正支援は、英語などの西欧言語と日本語の言語特性の違いから異なる形で研究が進められてきたた
め、これらを分けて説明する。
まず、英語のスペル誤り訂正は、英文校正において最も重要な事項であることから、文書作成支援の中
でも最初期に行われた試みである。英語の誤りは非単語誤り（non-word error;実在しない単語への誤り）
と実語誤り（real-word error;実在する単語への誤り）に分けられる。最初は、非単語誤りに対し、Ralph
E. Gorin が予め用意した辞書にない単語を誤りと指摘するプログラム SPELL を開発した (Peterson,
1980)。その後、辞書を用いる手法は実装が簡単である一方、適切な辞書サイズの決定が難しい点、実語
誤りを検出できない点と言う 2つの難点があるため、周辺文脈を用いる手法に感心が寄せられた。主な
手法は、周辺文脈を用いた確率的モデルにより判定を行う手法である (Golding & Roth, 1999; Golding
& Schabes, 1996; Jones & Martin, 1997; Mangu & Brill, 1997; Mays et al., 1991; Yarowsky, 1994)。正
解候補となる単語の限定のために、どのように誤るか・誤りやすいかと言った Damerau (1964); Mitton
(1996); Pollock & Zamora (1983)の知見も有用である。更にはスペル誤り訂正にとどまらず、文法誤り
の検出や訂正を目的とした研究も行われている (Bustamante & León, 1996; Thurmair, 1990)。
これに対し、日本語は英語などと比較すると校正支援が難しい特徴を持つ。例えば、日本語が分かち
書きされない言語であることから、英語のスペル誤りとは異なり、日本語の誤字・脱字の検出には辞書
による手法が使えない。そのため、日本語校正支援は個別の現象へ特化し、明らかに誤りと判定可能な
知識（ルール）の利用による手法が提案された (下園他, 1994;菅沼他, 1990;菅沼・牛島, 1991;鈴木・武
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田, 1989;脇田・奥村, 1993)。これらの手法は規則の網羅が難しい点や規則の衝突が問題となる点と言う
難点があることから、その後、確率的に出現可能性が低い文字列を指摘する手法も提案されている (荒
木他, 2002;新納, 1999)。また、同音異義語（かな漢字変換）誤りのように誤りに対する正解候補が限定
できる場合は、それらの候補との確率比に基づく手法もある (三品他, 2004)。
推敲支援
推敲支援としては、換言（2.1.3節）のように文を言い換える他、文書構造を可視化する手法や読みや
すさを評価する手法がある。
文書構造の可視化によれば、文書の形では見えにくかった構造が明らかになるため、文書の推敲が容
易になる。松本他 (2009)は、論文などの技術文書を構成する文の修飾–非修飾関係を可視化する手法を
提案した。また、石塚 (2005)は英文記事を対象とし、名詞・固有名詞などの間の関連を可視化する手法
を提案している。
読みやすさの評価は、ある読みやすさの指標に基いて文や文書にスコアを与える手法である。具体的
に、英文書の読みやすさを評価する指標としては Dale–Chall Readability (Dale & Chall, 1948)、Flesch
Reading Ease Score (Flesch, 1974)、Automated Readability Index (Senter & Smith, 1967)、Coleman–Liau
index (Coleman & Liau, 1975)などが提案されている。これらは、文書中の語数や文の長さ、用いられて
いる単語の語彙レベルなどに基いて評価を行っている。日本語文に対しては、文の長さに加えて建石他
(1988)が字種（平仮名・片仮名・漢字・英字）の頻度などを用いた指標を提案している。また、石岡・
亀田 (2003)は小論文の自動採点システムにおいて読みやすさを評価する際、連体修飾の用言の数や連
用形・接続助詞の区の並びの最大数なども用いた指標を用いている。
2.2 顧客レビュー文書を用いた研究
顧客レビュー文書を用いた研究は、主に評判分析（Sentiment Analysis）・意見マイニング（Opinion
Mining）と呼ばれる分野で行われている。評判分析、又は意見マイニングとは、商品（product）・サー
ビス（service）などに対する人々の意見（opinion）・評判（sentiment）・評価（evaluation, appraisal）・態
度（attitude）・感情（emotion）を分析する研究である (Liu, 2012)。これらの分野については Liu (2012);
乾・奥村 (2006)による調査が詳しい。本節では、Liu (2012);乾・奥村 (2006)を参考に、顧客レビュー
文書を用いた評判分析研究の流れを概観し、続いて評判分析手法を応用した研究を示す。
2.2.1 評判分析研究の概観
評判分析と関連して最も古くからある研究は、単語の極性（Semantic Orientation; polarity）推定であ
る。ここで、単語の極性とは、肯定的・否定的の別を指す。Hatzivassiloglou & McKeown (1997)は単語
極性の推定タスクを提案し、“and”や “but”などの接続詞で結ばれる語に注目した推定手法を提案した。
また、Turney (2002)は相互情報量に基づく極性推定手法を提案している。
評価極性を軸に考えた場合、分類できる対象としては次の 2つがある。一つは、評価が記述される文
書である。このような文書の主な例としてはレビュー文書があるが、ブログ投稿やマイクロブログ投稿
にも評価が記述されることがある。このような文書を、まとめて評価文書と呼ぶ。評価文書の分類につ
いて、Pang et al. (2002)は評価文書を肯定的・否定的の 2カテゴリに分類する手法を示している。更に、
Yu & Hatzivassiloglou (2003)はより細かい単位である文に対し、肯定的・否定的・極性なしの 3カテゴ
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リへの分類手法を提案している。
もう一つの分類対象は、評価の対象、すなわち商品やサービスである。商品やサービス全体の評価
は、多くの場合はレビュー情報がレーティング（いわゆる 5つ星評価など）を持つためそれらの集約に
より実現できる（なお、持たない場合は、先に上げた文書の極性判定と関連する問題である、文書の
レーティング予測問題として捉えることができる。レーティング予測に対しては、Pang & Lee (2005)が
SVM回帰を用いた手法を提案している）。そのため、商品の部分や属性などのより詳細で、レーティン
グが与えられていない場合も多いものを対象とした分析へと関心が寄せられた。これら商品の部分や属
性は、評判分析において評価視点（aspect）と呼ばれ、評価視点を表す単語やフレーズは評価視点表現
（aspect expression）と呼ばれる (Liu, 2012)。評価視点に注目すると、ある商品ドメインにはどのような
評価視点があるかを抽出・整理する課題、それぞれの評価視点の極性を推定する課題の 2つがある。評
価視点の極性判定は、評価視点表現を含む文に対し、先に挙げたレビュー文の分類手法を利用するなど
で対応できる。そこで、以下では評価視点の抽出・整理課題について詳しく説明する。
評価視点表現を抽出する手法としては、Hu & Liu (2004); Popescu & Etzioni (2005) による高頻度の
名詞・名詞句に注目した手法が提案されている。しかし、これら評価視点表現を列挙するのみでは多く
の表現が得られてしまうことから、評価視点表現のグループ化・ランキングによって整理する手法が提
案された。所与の評価視点グループへ評価視点表現をグループ化する課題は Carenini et al. (2005)によ
り提案され、併せてWordNetの同義語情報などに基づいたグループ化手法を提案している。また、Zhai
et al. (2010)は、半教師あり学習に基づいたグループ化手法を示している。また、評価視点グループを与
えずにレビュー文書集合から自動で構築する手法が Titov & McDonald (2008a)により提案されている。
一方で、評価視点表現を与えられたドメインにおける重要度に応じてランキングすることで、評価視点
表現を整理する課題が Zhang et al. (2010)により提案され、Webページのランキング手法である HITS
アルゴリズム (Kleinberg, 1999)の応用による手法を示している。これに対し、ドメイン全体ではなく、
与えられた商品における特徴度合いに基いてランキングする課題が乾他 (2013)により提案され、対数
尤度比 (Dunning, 1993)に基づく手法を併せて示している。
2.2.2 評判分析の応用
評判分析はレビュー文書に含まれる意見の整理・集約が目的であり、これらの情報はそれ自体で顧客
や販売者にとって有用な情報であるが、これらの情報を更に別の課題に応用する研究もある。本節では、
このような評判分析の応用研究について述べる。
直接的な応用としては、商品の評判情報と密接な関わりを持つ商品売上の予測がある。Liu et al.
(2007); Mishne & Glance (2006) はブログ文書を用い、いずれも評判分析を利用して映画の売上予測
を行っている。また、近年ではマイクロブログ文書を用いた研究も行われている。Asur & Huberman
(2010)は、Twitter*3投稿への評判分析の適用による映画の売上予測手法を提案している。これらの研究
を更に推し進めたものとしては、株価予測 (Oh & Sheng, 2011)や選挙結果の予測 (Tumasjan et al., 2010)
がある。
その他の応用としては、夢テキストに対する評価情報の自動付与 (Razavi et al., 2014)、メール文書
における性差の分析 (Mohammad & Yang, 2011)、チャット上での性犯罪者の検出 (Bogdanova et al.,
2012)、うつ傾向を持つマイクロブログユーザの推定 (Tsugawa et al., 2015)などがある。
*3 Twitter: https://twitter.com/
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2.3 本研究の位置付け
本論文で提案する課題は、いずれも「何を書くべきか」の提案を、顧客レビュー文書を利用すること
で実現する課題である。そこで、最初に構想過程の支援を目的とした研究の中での位置付けを説明し、
続いてレビュー文書を利用する研究の中での位置付けを説明する。
本研究の文書作成支援の対象は ECサイトに関連したテキスト、具体的には商品紹介文・販売者応答
文である。これらの文書を対象とした構想過程の支援に関する研究は、2.1.2節で挙げたキャッチコピー
生成に関連があるものの、その他については筆者の知る限り行われていない。そのため、本研究は構想
過程における作成支援が可能となる、新たな文書領域を提案するものである。
レビュー文書を用いた従来の研究は、レビュー文書に含まれる意見の整理・集約自体が主な目的で
あった。2.2.2節では、整理・集約された情報を応用する研究をいくつか挙げたが、本論文では第 3章お
よび第 4章で詳細を述べるように、新たに文書作成支援への利用を提案する。これにより、レビュー文
書の新たな応用可能性を示し、ユーザ生成コンテンツの利用価値を更に高めることができる。また、要
素技術に注目すると、研究課題 1ではレビューを構成する文へのラベル付与（文種類分類）、研究課題 2
では評価視点表現の構造化・ランキング手法を用いており、いずれも従来積み重ねられてきた評判分析
手法に依拠している。これらの分析手法を用いた応用研究を示すことで、評判分析研究の価値を更に高
めることに繋がると考えている。
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商品紹介文に相応しい評価視点の提示
本研究課題では、商品検索画面や一覧画面などで提示される商品紹介文の構想過程における支援を目
的として、商品の紹介に相応しい商品特長を顧客レビュー分析に基いて提示する課題の提案と解決手法
の検討を行う。本章では、最初に研究課題の背景と概要について説明する。次に、商品特長を評価視点
及び評価視点グループの概念により定義づける。続いて、提案手法の説明に必要な基盤技術を導入する。
次いで、本研究課題を解くための枠組みと、導入した基盤技術を利用した手法の提案を行う。更に、評
価実験を通じて、提案した枠組みの有効性を示す。最後に、本研究の目的と関連した研究の概要と、本
研究との違いについて述べる。
3.1 研究課題の背景と概要
EC は新たな販売チャネルを切り拓いただけでなく、顧客が商品の購買に至るプロセスにも大きな
変化を与えた。EC 登場以前の購買モデルとして、1898 年に E. St. Elmo Lewis は “attract attention,
maintain interest, create desire”モデルを提案し、後に “get action”を追加した AIDAモデルを提案して
いる (Strong, 1925)。Lewisによれば、消費者の購買行動プロセスは、商品の存在を認知し（Attention;
注目）、関心が生まれ（Interest; 興味・関心）、購買欲求が高まることで（Desire; 欲望）、購入へと至る
（Action; 購買）と言う 4段階で説明される。これに対し、ECの登場と普及による購買行動プロセスの
変化を踏まえ、新たに AISAS、AISCEAS、AISDALSLoveなどのモデルが提案されている。AISASモ
デルは株式会社電通が提案したモデルであり (現代用語の基礎知識, 2015)、Attention（注目）、Interest
（興味・関心）の後に Search（検索）が、Action（購買）の後に Share（共有）が起こるとしている。ま
た、AISCEASモデルは有限会社アンヴィコミュニケーションが提案したモデルであり (アンヴィコミュ
ニケーションズ, 2015)、 Attention（注目）、Interest（興味・関心）の後に Search（検索）、Comparison
（比較）、Examination（検討）の各段階があり、Action（購買）の後に Share（共有）があると考える。更
に AISDALSLoveはWijaya (2012)が提案したモデルであり、Attention（注目）、Interest（興味・関心）
に続いて Search（検索）が、Action（購買）の後に Like/dislike（好悪判断）、Share（共有）、Love/hate
（忠誠・嫌悪）段階があるとしている。これら全てのモデルで Action（購買）の前にウェブ上での Search
（検索）行動が起こると考えており、商品販売者にとって検索段階の広告戦略は重要と言える。
検索段階において商品のプレゼンスを高めるために重要となるのは、商品紹介文である。商品紹介文
は検索クエリ語の一致に用いられると同時に、消費者が検索結果を更に選別する際にも用いられてお
り、システムとユーザの両者から利用される。ここで、商品紹介文に重要となるのは以下の 2点である。
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(1) 訴求する特長が顧客にとって重要視されているか
(2) 訴求する特長が他商品と差別化できているか
従来、(1), (2) を満足させるような商品特長の選定は人手で行われていた。このような特長の選定にあ
たっては、レビュー集合には顧客の視点で見た際の重要な特長に関する言及が含まれているため、他商
品を含めた顧客レビュー集合が有用である。しかし、他商品を含めたレビュー集合の人手による分析は、
レビュー集合の規模が大きい場合は必ずしも容易ではない。そのため、レビュー集合の分析に基づいた
(1), (2)を満たす特長の自動抽出は、商品紹介文の書き手にとって有用である。
以上の背景を踏まえ、本研究課題では商品紹介文の構想過程における文書作成支援を目的として、商
品の紹介に相応しい商品特長を提示する課題を提案する。先に商品紹介文に重要な 2要素を挙げたが、
本研究ではこれらを満たす特長を、顧客レビュー集合を情報源として利用することで順位付けする。レ
ビュー集合を用いれば、要素 (1)を満たす特長が抽出できる。また、他商品の全レビュー集合との比較
を通じ、要素 (1), (2)の双方を満たす特長に限定できる。これらの抽出された特長を商品紹介文の書き
手に提示することで、商品紹介文の作成支援を実現する。
3.2 評価視点・評価視点グループ
3.2.1 評価視点
以上の説明では商品の属性などを指す際に「特長」と言う語を用いてきたが、本研究課題では評価視
点（aspect）及び評価視点表現（aspect expression）と言う概念を用い、より厳密に定義する。これらの
定義には、以下に示す Zhang & Liu (2014)による “aspect and aspect expression”の定義を用いる。なお、
以下の定義におけるエンティティとは、商品やサービスなどを指す。
定義 1 (評価視点・評価視点表現 (Zhang & Liu, 2014)).エンティティ e の評価視点（aspect）とは、e の
部分や属性を指す。評価視点表現（aspect expression）とは、評価視点を指し示す実際の単語やフレーズ
を指す。
具体的な評価視点の例として、Zhang & Liu (2014)は商品が携帯電話の場合、商品の部分として「バッ
テリー」「画面」、商品の属性として「音質」「大きさ」「重さ」などがあるとしている。また、評価視点
「音質」に対応する評価視点表現として「音（sound）」「音声（voice）」や「音質（voice quality）」自身を
挙げている。本研究の実験の場合、データとして楽天トラベル（商品は宿泊サービス）を用いているた
め、具体的な評価視点の例としては「立地」「景観」「食事」や「従業員の態度」「風呂のシャワー」など
がある。
3.2.2 評価視点グループ
続いて、本研究課題では評価視点をグループ化した評価視点グループを定義する。
定義 2 (評価視点グループ).評価視点グループ（aspect group）とは、評価視点からなる集合を指す。評
価視点グループを構成する表現とは、評価視点グループを構成する各評価視点と対応する評価視点表現
集合の和集合を指す。
評価視点グループの構成方法は対象とする商品や目的によって異なるが、本研究では意味的なまとま
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りによって評価視点グループを構成する。本研究の評価実験に用いる具体的な評価視点グループの一覧
は 3.4.3節で示すが、宿泊サービスの場合は「立地」「サービス」「風呂」などがある。評価視点グルー
プ「サービス」は評価視点「フロントの対応」や「ポーターの対応」などを内包し、「風呂」は「風呂の
シャワー」や「風呂の温度」などを内包する。さらに、評価視点グループ「サービス」は評価視点「フ
ロントの対応」を内包し、評価視点「フロントの対応」は評価視点表現「チェックイン対応」「チェック
アウト対応」などを内包することから、評価視点グループ「サービス」は「チェックイン対応」「チェッ
クアウト対応」を評価視点グループを構成する表現として持つ。
3.3 基盤技術
本研究課題に対して提案する枠組みは、評価視点表現と評価視点グループの対応付けと、評価視点グ
ループのランキングから構成される。評価視点表現と評価視点グループの対応付けは Zhai et al. (2010)
の提案した評価視点表現と評価視点の対応付け手法に、評価視点グループのランキングは対数尤度比
（Log-Likelihood Ratio; LLR）(Neyman & Pearson, 1928)に基づいて行う。そこで、本節では Zhai et al.
(2010)の提案手法と対数尤度比について順次説明する。
3.3.1 評価視点表現の評価視点グループへの対応付け
評価視点表現と評価視点の対応付けを行う先行研究に Zhai et al. (2010)の手法がある。彼らは Nigam
et al. (2000)による単純ベイズアルゴリズムを拡張した半教師あり文書分類手法を応用することで、小
規模の評価視点表現と評価視点の対応付けシードと大量のレビュー文書集合から評価視点表現と評価視
点の対応付けを実現している。
以下、Nigam et al. (2000)による半教師あり文書分類手法を説明し、続いて Zhai et al. (2010)による
評価視点表現と評価視点の対応付け手法を説明する。
半教師あり文書分類 (Nigam et al., 2000)
文書分類問題とは、文書 d を入力とし、予め定義されたラベル集合 C = c1, . . . , c |C| から最も適切なラ
ベル y ∈ C を出力する問題である。まず、Nigam et al. (2000)による半教師あり文書分類手法を示す前
に、彼らの手法の基となる教師あり文書分類手法である単純ベイズ法（Naïve Bayes）から説明する。
単純ベイズ法では、文書中の各単語が独立に生起していると仮定する。この仮定を利用すると、文書
d がラベル y ∈ C である同時確率 P(d,y)は以下の通り表せる。
P(d,y) = P(y)P(d |y) (3.1)
' P(y)
∏
dk
P(wdk |y) (3.2)
ここで、wdk は文書 d における k 番目の単語を表す。このモデルにおけるパラメータは P(y)と P(w |y)
の 2種類であり、それぞれ
θ (y) ≡ P(y), θ (w,y) ≡ P(w |y) (3.3)
とおく。以下、便宜的にこれらのパラメータをまとめて θ とする。
以下、最初に単純ベイズ法のパラメータ学習方法を説明し、その後に学習結果に基づいた分類方法に
ついて説明する。単純ベイズ法では、学習データにおける文書とラベルの組がそれぞれ 〈d (i),y(i)〉で与
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えられた際、学習データの同時確率を最大化するように θ を設定する最尤推定を用いる。最尤推定によ
れば、尤もらしいパラメータ θˆ は以下のようにして求められる。
θˆ = argmax
θ
∏
i
P(d (i),y(i);θ ) (3.4)
式 (3.4)の
∏
i P(d (i),y(i))を対数化した対数尤度関数 L(θ )を求め、式 (3.2)を代入すると
L(θ ) =
∏
i
P(d (i),y(i)|θ )
=
∑
i
log θ (y(i)) +
∑
dk
log θ (wd (i )k ,y
(i))
 (3.5)
である。ここで、学習データ全体を見た時にラベル c を持つデータの数を N (c)、ラベル c を持つ全文書
での単語w の出現回数を N (w, c)とおくことにすると、式 (3.5)は次のようにできる。
L(θ ) =

∑
c
N (c) log θ (c) +
∑
c
∑
w ∈V
N (w, c) log θ (w, c)
 (3.6)
なお、V は全文書における単語の集合を示す。この L(θ )を最大化する θ を求めることで、最尤推定に
よる θ を求められる。ここで、θ (y),θ (w,y)はそれぞれ確率パラメータであることから以下が成り立つ。∑
c
θ (c) = 1 (3.7)∑
w ∈V
θ (w, c) = 1 ∀c ∈ C (3.8)
まず、θ (c)と θ (w, c)は独立であることから θ (c)に注目すると、式 (3.6)で関連する項は∑
c
N (c) log θ (c) (3.9)
である。式 (3.9)を制約式 (3.7)の元で最大化する問題は、ラグランジュの未定乗数法によって解析的に
解くことが可能である。ラグランジュ乗数を λとおくと、式 (3.9)に対応するラグランジュ関数 Lθ (c) は
Lθ (c) =
∑
c
N (c) log θ (c) − λ *,
∑
c
θ (c) − 1+- (3.10)
とできる。今、ある特定の c ′ ∈ C に注目する場合、Lθ (c) が最大となるための θ (c ′)は以下の式を解くこ
とで求められる。
∂
∂θ (c ′)Lθ (c) =
N (c ′)
θ (c ′) − λ = 0 (3.11)
θ (c ′)について整理すると
θ (c ′) = N (c
′)
λ
(3.12)
である。更に式 (3.7)を利用すれば λ =
∑
c N (c)であることから、最終的にパラメータ θ (c ′)は以下の式
により求めることができる。
θ (c ′) = N (c
′)∑
c
N (c)
(3.13)
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同様に、ある特定の c ′ ∈ C,w ′ ∈ V に対応する θ (w ′, c ′)に注目する場合、式 (3.6)の項∑
c
∑
w ∈V N (w, c) log θ (w, c)を制約 (3.8)の元で最大化する θ (w ′, c ′)は以下の式により求めることがで
きる。
θ (w ′, c ′) = N (w
′, c ′)∑
w ∈V
N (w, c ′)
(3.14)
続いて、単純ベイズ法において新たな文書が与えられた際の分類方法について説明する。新たな文書
d に対するラベルの分布は P(y|d) であることから、y があるラベル c となる確率は P(y = c |d) である。
推定したパラメータ θˆ を利用した P(y = c |d; θˆ )に対してベイズの定理を適用すると、
P(y = c |d; θˆ ) = P(c; θˆ )P(d |c; θˆ )
P(d; θˆ )
=
P(c; θˆ )∏dk P(wdk |c; θˆ )
Zd
(3.15)
とできる。ここで Zd は正規化項であり Zd =
∑
cr P(cr ; θˆ )
∏
dk P(wdk |cr ; θˆ )である。P(c; θˆ )には式 (3.13)
で求めた θ (c)を、P(wdk |c; θˆ )には式 (3.13)で求めた θ (w, c)を用いれば良い。分類の際に d に対するラ
ベルを一意に定める必要がある場合は、事後確率が最も高い argmaxc P(c |d; θˆ )を選択すれば良い。
単純ベイズ分類器の導入が完了したので、ここから Nigam et al. (2000)による半教師あり文書分類手
法について説明する。半教師ありの場合、ラベルが既知の文書と未知の文書が与えられるため、ラベル
が既知の文書集合を Dl、未知の文書集合を Du として区別し、全文書集合を D とする。また、ラベル
が既知の文書 di ∈ Dl のラベルを yi ∈ C とする。ラベルが既知の文書集合の場合、文書集合全体の生起
確率は式 (3.1)と同様である。一方、ラベルが未知の文書集合の場合は
P(Du ) =
∏
di ∈Du
∑
c j
P(c j )P(di |c j ) (3.16)
である。式 (3.1), (3.16)より、パラメータ θ の下での文書集合全体の生起確率 P(D;θ )は以下のように
なる。
P(D;θ ) = P(Du ;θ ) · P(Dl ;θ )
=

∏
di ∈Du
∑
c j
P(c j ;θ )P(di |c j ;θ )
 ·

∏
di ∈Dl
P(yi )P(di |yi )
 (3.17)
確率の最大化を考えるため、対数化すれば
log P(D;θ ) =

∑
di ∈Du
log
∑
c j
P(c j ;θ )P(di |c j ;θ )
 +

∑
di ∈Dl
log (P(yi )P(di |yi ))
 (3.18)
である。式 (3.18)には対数和を含む項があるため解析解を得ることは困難であるが、このような問題に
対しては潜在変数を仮定し、Expectation-Maximization（EM）アルゴリズム (Dempster et al., 1977) を
用いることで局所解を求めることができる。今、一般に観測変数が x、潜在変数が z であり、同時分布
P(x ,θ )が与えられている下での尤度関数 P(x |θ )を θ について最大化するための EMアルゴリズムの手
順は以下の通りである。
1. パラメータの初期値を θold とする。
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2. (E-ステップ) P(z|x ,θold)を計算する。
3. (M-ステップ) θnew = argmaxθ
∑
z P(z|x ,θold) log P(x ,z|θ )を計算する。
4. 収束判定を行い、収束条件を満たしていなければ θold ← θnew とし、ステップ 2に戻る。
そこで、EMアルゴリズムを適用するために、次のような潜在変数 z を仮定する。
zi j =
 1 if yi = c j0 otherwise (3.19)
潜在変数 z を用いれば、式 (3.18)は以下のように書き直せる。
log P(D,z;θ ) =
∑
di ∈D
∑
c j
zi j log
 
P(c j |θ )P(di |c j ;θ ) (3.20)
（対数）同時分布が式 (3.20)で与えられている際、EMアルゴリズムを適用した場合の E-ステップとM-
ステップの計算方法は以下のようになる。ここで、観測変数は D、潜在変数は z であり、パラメータ
は θ である。まず、E-ステップの計算は P(z|D,θold)はパラメータ θold のもとで文書集合 D をそれぞ
れ分類する手順に相当する。これはパラメータを θˆ = θold とした際の式 (3.15) の計算に相当する。ま
た、M-ステップの計算は現在の分類結果から θnew を新たに推定する手順に相当する。これは式 (3.13),
(3.14)の計算に相当する。
以上の手順をまとめると、半教師あり文書分類は、単純ベイズ法における学習結果の利用 (3.15)と学
習 (3.13), (3.14)の繰り返しにより実現できる。なお、初期値について、Nigam et al. (2000)はラベルが
既知のデータ Dl のみから学習した値を与えている。本研究でも同様の初期値を用いる。
評価視点表現の評価視点への対応付け (Zhai et al., 2010)
Zhai et al. (2010) の提案した評価視点表現の分類は、各評価視点表現に対する擬似文書を作成し、
Nigam et al. (2000)の手法を適用することで実現する。擬似文書は、注目している評価視点表現につい
て、全文書集合における各出現時の前後数単語を集約することで作成する。また、擬似文書の分類にお
いて、文書ラベルは対応する評価視点を表す。
擬似文書の作成方法について、具体的に例を挙げて説明する。例えば、評価視点表現「風呂」に注目
した際、全文書集合において「風呂」を含む文が以下の 2つであった場合を考える（説明の都合上、単
語に分割している）。
• 足を伸ばせる風呂に入れて良かったです。
• 大きなお風呂に入れてゆったり過ごせました。
今、文脈として考える単語数を Zhai et al. (2010)と同様に前後 3単語とした場合、stop-word*1 を無視
した前後 3単語は次の通りである。
• 足,伸ばせ,風呂,入れ,良かっ
• 大きな,風呂,入れ,ゆったり,過ごせ
これらの単語から、bag-of-wordsにより擬似文書を構成する。実際に評価視点表現「風呂」と対応する
擬似文書 d風呂 は以下の通りである。
d風呂 = <足,伸ばせ,風呂,入れ,良かっ,大きな,風呂,入れ,ゆったり,過ごせ>
*1 本研究では、品詞が「助詞」「助動詞」「記号」の単語を stop-wordとした。
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以上のようにして擬似文書を全ての評価視点表現に対して作成する。その後、対応が分かっている評
価視点辞書シード中の評価視点表現と対応する擬似文書をラベル付き、それ以外の評価視点表現と対応
する擬似文書をラベルなしと考え、Nigam et al. (2000)の手法を適用する。結果として得られた各擬似
文書のラベル、すなわち評価視点を対応する評価視点表現へ付与することで、評価視点表現の評価視点
への対応付けが完了する。
3.3.2 対数尤度比
対数尤度比（Log-Likelihood Ratio; LLR）とは、Neyman & Pearson (1928)が提案した統計的指標で
ある。対数尤度比は先行研究において、ある二つの単語間の関係度合いや、ある単語w が与えられた二
群のテキスト集合のいずれかにおける特徴度合いの指標として用いられている (Dunning, 1993)。具体
例としては、単語のコロケーション抽出 (Manning & Schütze, 1999)や、分野特徴単語の抽出 (内山他,
2004)、古語テキスト間での特徴語抽出 (小林・小木曽, 2013)、特徴的評価視点表現の抽出 (乾他, 2013)
などの応用例がある。
以下、対数尤度比の導出方法と二群のテキスト集合における特徴度合いの指標として適用する方法
を、内山他 (2004)の解説を参考に説明する。今、二群のテキスト集合を A,B とし、ある単語 w に注目
する場合を考える。ここで、二群のテキスト集合における単語を順次見た際、観測された単語を v につ
いて、次の二つの確率変数を導入する。
X =
 1 if v = w0 otherwise (3.21)
Y =
 1 if 単語 v がテキスト集合 Aで出現した0 if 単語 v がテキスト集合 B で出現した (3.22)
これらの変数を用いれば、データ全体を
D = < x1,y1 >, . . . , < x |D |,y|D |>	 (3.23)
と要約できる。ある仮説 H が与えられた下での D の生起確率は
P(D |H ) =
∏
i
P(X = xi ,Y = yi |H ) (3.24)
で与えられる。今、仮説として以下の 2つを仮定する。
Hindep : 確率変数 X ,Y は互いに独立である
Hdep : 確率変数 X ,Y は互いに従属である
対数尤度比は、これらの仮設の下でのデータ全体 D の生起確率として与えられる。すなわち、LLR は
以下のようになる。
LLR = log
P(D |Hdep)
P(D|Hindep) (3.25)
式 (3.24)を代入すれば
LLR = log
∏
i P(X = xi ,Y = yi |Hdep)∏
i P(X = xi ,Y = yi |Hindep)
=
∑
i
log
P(X = xi ,Y = yi |Hdep)
P(X = xi ,Y = yi |Hindep) (3.26)
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である。ここで、確率変数 X ,Y はそれぞれ X ∈ {0, 1},Y ∈ {0, 1}の二値であることから、X ,Y をそれぞ
れ陽に列挙すれば展開できる。ここで、以下のような変数 a,b, c,d を導入する。
a = {X = 1,Y = 1}の事象数
b = {X = 1,Y = 0}の事象数
c = {X = 0,Y = 1}の事象数
d = {X = 0,Y = 0}の事象数
n = 全事象数（a + b + c + d）
これらの変数を用いれば、式 (3.26)は次のようにできる。
LLR = a log
P(X = 1,Y = 1|Hdep)
P(X = 1,Y = 1|Hindep) + b log
P(X = 1,Y = 0|Hdep)
P(X = 1,Y = 0|Hindep)
+ c log
P(X = 0,Y = 1|Hdep)
P(X = 0,Y = 1|Hindep) + d log
P(X = 0,Y = 0|Hdep)
P(X = 0,Y = 0|Hindep) (3.27)
さらに、Hindep の元では X ,Y は独立であるから、x ∈ {0, 1},y ∈ {0, 1}とすると
P(X = x ,Y = y|Hindep) = P(X = x |Hindep) · P(Y = y|Hindep) (3.28)
が成り立つ。式 (3.28)を式 (3.27)に代入した際に用いられている各確率変数の値を最尤推定すると、そ
れぞれ以下の通りである。
P(X = 1|Hindep) = a + b
n
P(X = 0|Hindep) = c + d
n
P(Y = 1|Hindep) = a + c
n
P(Y = 0|Hindep) = b + d
n
P(X = 1,Y = 1|Hdep) = a
n
P(X = 0,Y = 1|Hdep) = b
n
P(X = 1,Y = 0|Hdep) = c
n
P(X = 0,Y = 0|Hdep) = d
n
これらの値を用いれば式 (3.26)は
LLR = a log an(a + b)(a + c) + b log
bn
(a + b)(b + d)
+ c log cn(c + d)(a + c) + d log
dn
(c + d)(b + d) (3.29)
とできる。
但し、式 (3.29)に示す式では、与えられた単語 w が、テキスト集合 A,B のどちらで特徴的なのかを
区別できない。そこで、式 (3.29)に次の補正を加えることで、A,B のどちらで特徴的か区別できるよう
にする (影浦, 1997)。
LLR′ =
 +LLR if (ad − bc) > 0−LLR otherwise (3.30)
この補正により、LLR′は単語w がテキスト集合 Aで特徴的なほど正の高い値を取り、テキスト集合 B
で特徴的なほど負の低い値を取るようになる。
対数尤度比を二群のテキスト集合における特徴度合いの指標として用いる利点として、以下の二点が
ある。まず、対数尤度比は単語 w の特徴度合いをテキスト集合 Aの頻度だけでなく B の情報も用いて
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いるので、B との比較を通じて Aにおいて特徴的かどうかを測れる点がある。これにより、単語 w が
Aにおいて他の単語と比較して高頻度で出現していても、B でも同様に高頻度で出現している場合は低
いスコアが与えられる。加えて、類似の尺度である自己相互情報量では w がテキスト集合 A,B いずれ
においても低頻度な場合に特徴度合いを過大評価する欠点があるが (Manning & Schütze, 1999;内山他,
2004)、対数尤度比は頻度情報もある程度考慮したスコア付けができる利点もある。
3.4 提案手法
本節では、3.2節で説明した評価視点及び評価視点グループの概念を利用し、提案手法について説明
する。まず、本研究課題の定式化を行い、課題を解決するための枠組みを提案する。続いて、本枠組み
を構成する手法である、評価視点表現の評価視点グループへの対応付け・評価視点グループのランキン
グを行う各手法について順次説明する。
3.4.1 提案手法の枠組み
本論文では、本研究課題を「ある商品 h を入力とし、評価視点グループのリストを商品 h の紹介文と
して相応しい順に出力する」問題と定義する。商品販売者は、提示された評価視点グループのリストに
基いて商品紹介文を作成することで、商品紹介文をより容易に作成できるようになる。本研究では、相
応しい評価視点グループを判定する情報源として、レビュー文書集合を用いる。
ここで、提示する内容として評価視点表現や表現視点ではなく評価視点グループを用いる理由は、意
味的に類似している評価視点表現や評価視点を同一に扱うためである。具体的に、商品が宿泊サービス
の場合において、異なるレビュー文書で以下のように述べられている場合を例に説明する。
• 立地は抜群だと思います。
• 駅からの距離は徒歩 1分と、とても便利でした。
• 雨でも傘なしで行ける道のりで助かりました。
これらのレビュー文は、異なる評価視点表現を用いており、また評価視点の定義に照らせば異なる属性
を示している。しかし、いずれの表現でも、宿泊施設の立地について述べている点で共通している。こ
れらを別個に扱うと、類似した評価視点表現や評価視点が同時かつ大量に出力されてしまい、商品紹介
文の改善として適切な出力とならない可能性がある。このため、予め評価視点表現を評価視点グループ
へと対応付けることで、この問題を回避する。
以上を踏まえ、本研究課題に対する枠組みの提案を図 3.1に示す。まず、全レビュー文書集合を用い
て、評価視点表現を評価視点グループの小規模な対応付け（辞書シード）に基づき、その他の評価視点表
現を評価視点グループへ対応付ける（3.4.3節）。以下、ここで得られる評価視点表現-評価視点グループ
の対応付けを評価視点グループ辞書、あるいは単に辞書と呼ぶ。次に、ある対象商品におけるレビュー
集合から、辞書を用いて各評価視点グループの言及頻度を数え上げ、他商品の言及頻度との比較を通じ
て評価視点グループのランキングを行う（3.4.4節）。最後に、最も高順位であった評価視点グループの
上位 N 個を、説明文に相応しい内容として書き手に提示する。
以下、最初に本研究で用いる評価視点グループの定義を 3.4.2節で示す。続いて、評価視点表現と評
価視点グループの対応付けを 3.4.3節、評価視点グループのランキングを 3.4.4節で順次説明する。
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図 3.1: 提案手法の枠組み
3.4.2 評価視点グループの定義
本節では、本研究で用いる評価視点グループの定義を示す。どのような評価視点グループを用いるか
は、対象とする商品と目的によって異なることを 3.2.2節で述べた。この観点から考えると、本研究の
商品は宿泊サービス・用途は商品紹介文改善のための情報であることから、評価視点グループには宿泊
サービスの評価視点が意味的なまとまりにより分けられているものが望ましい。
ここで、用いる評価視点グループを考えるにあたって、評価視点グループの粒度について考える。評
価視点グループの粒度とは、例えば宿泊サービスの「風呂」は「風呂のシャワー」「風呂の浴槽」などを
包含し、「風呂のシャワー」は「シャワーの出」「シャワーの温度」などを包含していると言った階層関
係において、どの階層を用いるかに相当する。用いる評価視点グループの粒度は、次の条件を満たして
いることが望ましい。1)まず、本研究課題では評価視点グループ間の比較を通じて相応しい順に提示す
るため、商品紹介文の改善情報として同じ情報の有用性を持つことが望まれる。2)また、提案手法では
他施設との比較を通じて評価視点グループをスコア付けするので、他施設との比較が可能な粒度が望ま
れる。
このような条件を満たせる粒度を考えるために、具体的に立地・風呂・食事を構成する評価視点とし
て「駅からの距離」「露天風呂」「夕食のワイン」を考える。これに対し、条件 1を満たすような評価視
点グループとなるよう、相異なる評価視点の粒度を合わせることは困難である。すなわち、「駅からの
距離」「露天風呂」「夕食のワイン」が同程度の重要性を持つかは、主観を排除して判断することは難し
く、各宿泊施設の態様によっても異なる。また、条件 2について考えると、「駅が近くにあるか」「大浴
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場があるか・露天風呂があるか」「夕食を提供しているか・夕食にワインを提供しているか」と言った下
位レベルの評価視点が存在するかは、宿泊施設によって異なる。
この問題は、どのような評価視点グループの粒度においても避けられないが、本研究では恣意性を可
能な限り少なくし、多くの宿泊施設が共通に持つ観点から、最も粒度が大きい評価視点グループへの分
割を行うこととした。以上の観点より、実際に「楽天トラベル」における商品・商品紹介文・レビュー文
書の分析を通じて検討を行い、評価視点グループを最も基本的な 12種類に分割した。評価視点グルー
プの詳細を表 3.1に示す。
3.4.3 評価視点表現の評価視点グループへの対応付け
評価視点表現の評価視点グループへの対応付けには、3.3.1節で説明した Zhai et al. (2010)の手法を
用いる。対応付けに半教師あり学習を用いる理由は、3.4.2節で説明したような意味的レベルが高い評価
視点グループは多数の評価視点表現を内包するため、人手による対応付けのコストが高いためである。
半教師あり学習による手法では、小規模の辞書データから、全ての評価視点表現が対応付いた辞書を自
動で獲得することができる。
3.3.1節で説明した手法は、評価視点表現を評価視点に対応付ける手法である。一方で、本研究では評
価視点の代わりに評価視点グループへ対応付ける、すなわち定義 2で言う「評価視点グループを構成す
る表現」を推定する必要がある。そこで、本研究では用いるラベル集合を、評価視点ではなく評価視点
グループとすることで、評価視点グループへの対応付けを実現する。
例えば、評価視点表現「チェックイン対応」「チェックアウト対応」「ルームサービスの対応」を考え
る。評価視点のレベルで考えると、評価視点表現「チェックイン対応」「チェックアウト対応」は評価視
点「フロントの対応」、評価視点表現「ルームサービスの対応」は評価視点「ルームサービス対応」な
どに分類できる。これに対し、評価視点グループで考える場合、いずれの評価視点表現とも評価視点グ
ループ「サービス」が対応付いていると考える。
3.4.4 評価視点グループのランキング
評価視点グループのランキングには、3.3.2節で説明した対数尤度比 (Neyman & Pearson, 1928)を用
いる。対数尤度比を二群のテキスト集合における事象の特徴度合いの指標として用いる利点を 3.3.2節
で述べたが、評価視点グループのランキングに適用する場合も同様の効果がある。すなわち、評価視点
グループの特徴度合いを、注目商品のレビュー文書集合における頻度だけでなく、他商品のレビュー文
書集合における頻度に基いて測ることができる。これにより、他商品レビューでは言及が少ないが対象
商品レビューでは言及が多いような評価視点グループに高いスコアを与えることができる。
従来研究において、対数尤度比は単語のコロケーション抽出 (Manning & Schütze, 1999)や特徴語抽
出 (内山他, 2004;小林・小木曽, 2013)・特徴語ランキング (乾他, 2013)を用いられていることを 3.3.2節
で述べた。これらの研究は、いずれも単語レベルでのスコア付けを目的としている。これに対し、本研
究では単語ではなく評価視点グループにスコアを与える必要がある。そこで、本節では評価視点グルー
プを構成する評価視点表現の出現回数に基づいた値を利用することで、評価視点グループのスコアを与
える方法を示す。
具体的に、商品 h の評価視点グループ д について、対数尤度比によるスコア付け手法を示す。まず、
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表 3.1: 本研究で用いる宿泊サービスを対象とした評価視点グループの一覧
評価視点グループ 説明
サービス スタッフ・従業員の接客態度、おもてなし。
•「ウェルカムドリンクのサービス」「無料送迎サービス」「入浴剤のサービス」な
どは含まない。それぞれ＜食事＞、＜立地＞、＜アメニティ＞に含める。
立地 施設への/施設からのアクセス性。
•「駐車場」「送迎サービス」についても含む。
•「コンビニへ近い」「アウトレットモールに近い」「羽田空港へ近い」など、周辺
施設や機関についての記述も含む。
•「湖畔の側に立地…」のように、利便性ではなく景観が重視されている場合は
＜景観＞に含める。但し、例えば湖畔のアクセス性が高く、立地のアピールと
なる場合は＜立地＞に含める。
景観 施設からの眺め（海、山、夜景など）、雰囲気。
• 施設と直接関係のない近隣施設・機関からの景観は含めない。
外装・内装 施設の外観、フロント・ロビー・廊下など館内の見た目や雰囲気。
• 宿泊部屋については＜部屋＞に含める。
部屋 部屋の広さ、雰囲気、清掃。
• 電灯、ベッド（布団・枕）についても含む。
• 付属の風呂については、＜風呂＞に含める。バス・トイレ一体型などの場合、
トイレなど風呂以外の記述を対象とする。
室内設備 部屋内の設備、備品、機器。
• テレビ、冷蔵庫、エアコン、有線・無線 LANなどを含む。
•「貸し出しの加湿器」など、貸与機器についても含む。
館内設備 施設が営業・管理する売店、自販機、コインランドリー、卓球場、ゲームコー
ナーなど、館内の設備・施設。
• ビジネスホテルなどでコンビニが併設されている場合、施設が直接営業してい
ないので＜立地＞に含める。
アメニティ タオル、石鹸、シャンプー、歯磨きセットなどの使い捨て備品。
風呂 室内バス、大浴場、露天風呂など、施設が提供する風呂。
•（露天）風呂付客室の風呂についての記述は＜部屋＞ではなく＜風呂＞に含
める。
食事 施設が提供する食事。
•「部屋食」のような食事についての付加要素についても含む。
• 食事会場のスタッフの行動については、食事に関わる割合が大きい場合（バイ
キングの補充など）＜食事＞へ、接客に関わる割合が大きい場合（配膳態度な
ど）＜サービス＞に含む。
• 食事会場が館外（隣接のレストラン等）で提供されていても、多くの宿泊プラ
ンで一体になっている場合は＜食事＞に含む。
価格 宿泊費用。
•「ポイント還元」などのポイントサービスについても含む。
ウェブ ウェブサイトの作り・案内、ユーザからの評価・評判。
•「○○アワード受賞」「ユーザ評価 4.5」なども含む。
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3.3.2節における文書 A,B はそれぞれ以下のように置く。
A : 商品 h のレビュー文書集合
B : 商品 h 以外の全商品のレビュー文書集合
ここで、二群のレビュー文書集合における表現（単語またはフレーズ）を順次見た際、観測された表現
v について確率変数 X ,Y を以下のように置く。
X =
 1 if 表現 v は評価視点グループ дを構成する表現である0 otherwise (3.31)
Y =
 1 if 表現 v は商品 h のレビュー文書集合の表現である0 if 表現 v は商品 h 以外の全商品のレビュー文書集合の表現である (3.32)
この場合、確率変数 X ,Y が独立であると言うことは（Hindep）、すなわち д を構成する表現の出現確率
が、注目商品のレビュー文書集合・他商品のレビュー文書集合で同じと言うことを意味する。逆に、従
属であると言うことは（Hdep）、дを構成する表現の出現確率が異なることを意味する。これらの仮説の
下でのデータ全体の出現確率の比を式 (3.25)で求めることにより、他商品レビュー文書集合と比較して
商品 h のレビュー文書集合において言及回数が多い評価視点グループ дに高いスコアを与えることがで
きる。
以上の式 (3.31), (3.32) に基いて、対数尤度比に用いる頻度値 a,b, c,d を置き換えると以下の通りで
ある。
a = 商品 h のレビュー文書集合における、評価視点グループ дを構成する表現の出現回数
b = 全商品のレビュー文書集合における、評価視点グループ дを構成する表現の出現回数
c = 商品 h のレビュー文書集合における、評価視点グループ дに属さない全表現の出現回数
d = 全商品のレビュー文書集合における、評価視点グループ дに属さない全表現の出現回数
以上の置き換えを行うことで、式 (3.30)の値は、評価視点グループ дが商品 h のレビュー文書集合で特
徴的なほど高い値を取り、商品 h 以外のレビュー文書集合で特徴的なほど低い値を取るようになる。
一方で、上記で a,b, c,d に用いている表現の頻度情報はレビュー文書によっては偏りが大きくなる恐
れがある。すなわち、ある顧客が特定の評価視点グループに偏って長文のレビュー文書を作成している
場合、特に a, c の値に影響を与える可能性がある。そこで、「評価視点グループ дを構成する全表現の出
現回数」を、「構成する表現を含むレビュー文の出現回数」または「構成する表現を含むレビュー文書の
出現回数」と読み替えたバリエーションを考える。
W-LLR : 評価視点グループ дを構成する表現の出現回数
S-LLR : 評価視点グループ дを構成する表現を含むレビュー文の出現回数
R-LLR : 評価視点グループ дを構成する表現を含むレビュー文書の出現回数
これらの各手法を、それぞれW-LLR, S-LLR, R-LLRと呼ぶ。最適な設定は評価実験を通して考察する。
加えて、本研究の目的である商品紹介文に相応しい評価視点グループの提示に合わせ、上記の値をポ
ジティブな文脈に制限する。すなわち、商品への満足を述べているなどのポジティブな文脈で言及が多
い評価視点グループを優先的に提示し、苦情などのネガティブな文脈で言及が多い評価視点グループを
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無視したい。そこで、各レビュー文の極性判定を行う前処理を加える*2。具体的な手順は以下の通りで
ある。まず、レビュー文がポジティブか否かを判定する二値分類器を予め作成しておく。次に、対数尤
度比の計算を行う前に、全レビュー文書集合から二値分類器によりポジティブ文のみを抽出する。この
場合の各変数 a,b, c,d は以下の通り対応する（W-LLRの場合）。
a = 商品 h のレビュー文書集合のうち、ポジティブ文において дを構成する全表現の出現回数
b = 全商品のレビュー文書集合における、ポジティブ文において дを構成する全表現の出現回数
c = 商品 h のレビュー文書集合における、ポジティブ文において дに属さない全表現の出現回数
d = 全商品のレビュー文書集合における、ポジティブ文において дに属さない全表現の出現回数
以上の値から対数尤度比の計算を行うことで、評価極性を考慮した評価視点グループのスコア付けが実
現できる。
3.5 評価実験
3.5.1 実験条件
実験に用いるデータには、楽天トラベルにおける宿泊施設の紹介文及びレビュー集合を用いた。紹介
文のデータとして宿泊施設の詳細情報ページに掲載されているテキストを、レビュー集合のデータとし
て「楽天データ公開*3」に収録されているデータを用いた。このうち、レビュー件数が 10件から 1000
件の施設を選択し、13,664施設、2,254,307レビューを得た。
レビュー文書の前処理は次のように行った。まず、レビュー文書の文分割は句点などを文の分割点と
するなどの簡易的なヒューリスティック（詳しくは第 A章で説明する）によって行った。また、単語分
割にはMeCab 0.996 (Kudo et al., 2004)を利用した。単語分割後、複合名詞と「<名詞>の <名詞>」表
現については 1つのフレーズとして結合した。
評価視点グループ辞書は、以下のように構築した。まず、名詞及び名詞を含むフレーズを、全施設の
うち 1%以上の施設で用いられている 9,844表現を評価視点表現として抽出した。次に、抽出された表
現のうち、最も使用頻度が高い 281表現（上位約 3%程度）に対し、評価視点グループを対応付けた。
最後に、3.4.3節で説明した手法により、全ての評価視点表現に対して評価視点グループを対応付け、評
価視点グループ辞書とした。
レビュー文がポジティブか否かを判定する二値分類器の作成には SVM (Boser et al., 1992; Cortes
& Vapnik, 1995; Vapnik & Lerner, 1963) を用いた。SVM の実装には scikit-learn 0.15.2 (Pedregosa
et al., 2011)を、学習データには楽天データ公開に含まれる筑波大学文単位評価極性タグ付きコーパス
（TSUKUBAコーパス）を利用した。分類の素性には、レビュー文を構成する単語を用いた。単語分割
にはMeCab 0.996 (Kudo et al., 2004)を利用した。文のラベルは、コーパス中で「褒め」ラベルが付与
されている文をポジティブ文、それ以外のラベルが付与されている文を非ポジティブ文とした。以上の
データを用い、表に 3.2に示すパラメータにより分類器を作成した。なお、表 3.2のパラメータは、パ
ラメータ探索範囲で示す組み合わせからグリッドサーチを行って設定したパラメータである。予備実験
*2 なお、予備実験として、ポジティブ文の抽出処理を行わない場合についての性能も調査した。その結果、性能は表 3.4, 3.5
に示す性能よりも僅かに低下した（対数尤度比による手法では、1-best の適合率・再現率が 2-3 ポイント低下するなど）。
性能に大きな差が見られなかった主な理由としては、楽天トラベルにおけるレビュー文の多くがポジティブ文である点が
ある。
*3 楽天データ公開: http://rit.rakuten.co.jp/rdr/。データは 2012年当時の公開データを用いた。
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表 3.2: ポジティブ文分類器の設定
項目 設定値
SVM scikit-learn 0.15.2
カーネル RBF
ペナルティ項 C 3.60
RBF係数 γ -5.20
パラメータ探索範囲
カーネル { Linear, RBF }
ペナルティ項 C 2{−5...15}
RBF係数 γ 2{−15...3}
交差検定の分割数 5
スコア基準 「褒め」分類性能 F値の最大化
において、5分割交差検定による評価では適合率 83.08%、再現率 79.79%を確認しており、本研究で用
いるために十分な性能であった。
評価視点グループのランキング手法として、以下の手法の比較を行う。まず、3.4.4節で説明した対数
尤度比に基づく手法 LLRを用いる。これに対し、評価視点グループの頻度を数える単位を単語W-LLR,
文 S-LLR,文書 R-LLRと変化させて比較する。加えて、ランキング手法のバリエーションとして、単純
な頻度でランキングする手法、T-スコアでランキングする手法とも比較する。それぞれについて、頻度
を数える単位を単語・文・文書と変化させた手法をW-TF, S-TF, R-TF及びW-Tscore, S-Tscore,W-Tscore
とする。
評価視点グループ対応付けの評価は、次のようにして行う。まず、ランダムサンプリングにより 100
レビュー文書を抽出し、レビュー文書に含まれるレビュー文 450 文に対し、各レビュー文中で言及さ
れている評価視点グループをタグ付けしたデータを作成した（一つのレビュー文に対し、評価視点グ
ループが対応しない場合や評価視点グループが複数対応する場合がある）。次に、これらのレビュー文
に対し、各レビュー文から評価視点グループ辞書に含まれる単語・フレーズを抽出し、単語・フレーズ
と対応する評価視点グループを各文のラベルとみなし、正解データとの比較を行った。文レベルで評価
を行う理由は、単語・フレーズ単位での評価は、システム出力と正解データのフレーズ境界が必ずしも
一致しないため正解の判定が困難なためである。評価指標としては、各評価視点グループごとの適合率
（Precision）・再現率（Recall）を用いており、具体的な計算式は以下の通りである。
Recall = 注目評価視点グループにおいて正しく推定できた文数
評価データ中における注目評価視点グループの文数
Precision = 注目評価視点グループにおいて正しく推定できた文数
システムが注目評価視点グループとして出力した文数
評価視点グループのランキングの正解データとして、次の 2つのデータを用意した。
• As-isセット: 実際に用いられている商品紹介文を正解と考え、各商品紹介文で言及されている評
価視点グループを正解データとする。
• Revise セット: 人手により、商品紹介文に相応しいと考えられる評価視点グループを付与した
データを正解データとする。
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まず、As-isセットについては、ランダムサンプリングによって得られた 126施設のうち、商品紹介文
として適切ではない*4と判断した施設を排除した 116施設を選択し、各商品紹介文で言及されている評
価視点グループをタグ付けした。また、Revise セットについては、ランダムに得られた 126 施設に対
し、商品紹介文として相応しい順に評価視点グループをタグ付けした。タグ付けに用いた情報源は、現
在の商品紹介文、施設の紹介ページ、直近のレビュー文書 50件である。
評価視点グループのランキングの評価には、次の評価指標を用いる。まず、As-isセットには正解デー
タに対して順位が与えられていないため、システムが出力する N-bestの nの適合率・再現率、及び平均
適合率（Average Precision）を評価指標とした。適合率・再現率の具体的な計算式は以下の通りである。
Recall = 注目施設において正しく推定できた評価視点グループ数
注目施設に含まれる評価視点グループ数
Precision = 注目施設において正しく推定できた評価視点グループ数
システムが出力した評価視点グループ数（n）
また、平均適合率は、適合する評価視点グループ数が得られた n における適合率の平均である。
一方、Revise セットには正解データには順位情報が含まれるため、評価指標としては順位付けを考
慮できる NDCG（Normalized Discounted Cumulative Gain）(Järvelin & Kekäläinen, 2002) を用いる。
NDCGはランキング手法の出力と正解データの類似度に基づく指標であり、以下の式で計算する。
NDCG@n = DCG@nIDCG@n (3.33)
DCG@n = rel1 +
n∑
i=2
reli
log2 i
(3.34)
ここで、n は N-best の設定、reli は i 番目として提示された評価視点グループの適合度（relevance
grade）、IDCG@n は正規化項である。本研究では適合度 reli の評価関数として、以下に示す関数を用
いた。
reli =
1
log(1 + r ) (3.35)
ここで、r は i 番目として提示された評価視点グループの、正解データにおける実際の順位である。式
(3.35)は NDCGの適合度評価関数として広く用いられており、Wang et al. (2013)によってランキング
手法間の性能差を測るために適した NDCGの適合度評価関数の一つであることが示されている。
3.5.2 実験結果
評価視点表現の評価視点グループへの対応付け
まず、評価視点表現の評価視点グループへの対応付けの実験結果を示す。表 3.3 に、各評価視点グ
ループごとの対応付けの性能を示す。
表 3.3より、評価視点グループのランキングのための前処理と言う観点からは概ね十分な性能が得ら
れているが、特に <室内設備>と <ウェブサイト>の性能が低いことが分かる。これは、レビュー文書に
おいて室内設備やウェブなどに関する記述が少ないため、分類が困難になっていると言う原因がある。
筆者の観察によると、楽天トラベルのレビュー文書においては <室内設備> と <ウェブサイト> などの
*4 他の商品紹介文と比較して極端に短い紹介文や、商品の紹介を行っていない（例えば、ポイントや予約に関する制約事項な
ど、商品紹介文とは異なる場所で説明すべき事項が書かれている）紹介文が含まれる。
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表 3.3: 評価視点表現の評価視点グループへの対応付けの性能
評価視点グループ 適合率 再現率
サービス 71.67% 70.49%
立地 64.86% 70.59%
景観 55.56% 38.46%
内装・外装 85.71% 30.77%
部屋 78.18% 64.18%
室内設備 52.17% 36.36%
館内設備 28.57% 8.70%
アメニティ 83.33% 31.25%
風呂 88.64% 88.64%
食事 71.62% 79.10%
価格 76.92% 44.44%
ウェブ 36.36% 12.90%
表 3.4: As-isセットでの設定における評価視点グループのランキングの性能
手法
平均 1-best 2-best 3-best
適合率 適合率 再現率 F値 適合率 再現率 F値 適合率 再現率 F値
R-LLR 0.666 0.643 0.336 0.442 0.487 0.509 0.498 0.397 0.623 0.485
S-LLR 0.663 0.635 0.332 0.436 0.474 0.495 0.484 0.394 0.618 0.481
W-LLR 0.658 0.626 0.327 0.430 0.465 0.486 0.476 0.397 0.623 0.485
R-Tscore 0.613 0.522 0.273 0.358 0.417 0.436 0.427 0.374 0.586 0.457
S-Tscore 0.623 0.557 0.291 0.382 0.400 0.418 0.409 0.374 0.586 0.457
W-Tscore 0.615 0.530 0.277 0.364 0.417 0.436 0.427 0.374 0.586 0.457
R-TF 0.596 0.496 0.259 0.340 0.422 0.441 0.431 0.359 0.564 0.439
S-TF 0.596 0.496 0.259 0.340 0.430 0.450 0.440 0.362 0.568 0.442
W-TF 0.587 0.478 0.250 0.328 0.417 0.436 0.427 0.354 0.555 0.432
評価視点グループに関しては顧客が何か特別な特徴を見出していない限り書かない傾向があることが分
かっている。このような評価視点グループへの対応付けの性能が評価視点グループのランキングに与え
る影響については、次節で説明する。
評価視点グループのランキング
続いて、評価視点グループのランキングの実験結果を示す。As-isセット・Reviseセットにおける実
験結果をそれぞれ表 3.4, 3.5に示す。表 3.5の@n は N-bestの設定を示す。
最初に、評価視点グループ頻度の数え方を固定し、評価視点グループのランキング手法について比較
する（R-LLR, R-Tscore, R-TF）。表 3.4, 3.5を見ると、対数尤度比を用いた手法 R-LLRがいずれの実験
設定においても高い性能であることが分かる。同様の傾向は、S-LLR, S-Tscore, S-TF間および W-LLR,
W-Tscore,W-TF間でも観察できる。この結果から、本研究課題においては、対数尤度比に基づくランキ
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表 3.5: Reviseセットでの設定における評価視点グループのランキングの性能
手法
NDCG
@1 @2 @3 @4 @5
R-LLR 0.743 0.736 0.737 0.752 0.770
S-LLR 0.751 0.741 0.739 0.745 0.764
W-LLR 0.777 0.735 0.736 0.737 0.760
R-Tscore 0.567 0.597 0.639 0.663 0.693
S-Tscore 0.599 0.607 0.647 0.673 0.701
W-Tscore 0.589 0.614 0.643 0.657 0.690
R-TF 0.674 0.663 0.676 0.707 0.753
S-TF 0.695 0.678 0.682 0.718 0.760
W-TF 0.648 0.649 0.654 0.705 0.751
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図 3.2: 3-best設定における Reviseセットと各ランキング手法による出力結果の分布
ングが最も適切であることが分かった。次に、評価視点グループのランキング手法を固定し、評価視点
グループ頻度の数え方の間で比較する（R-LLR, S-LLR, W-LLR）。この場合は、表 3.4 における 1-best,
2-best及び平均適合率、表 3.5における NDCG@2から NDCG@5については R-LLR, S-LLRがW-LLR
を上回っているものの、差はわずかである。同様の傾向は R-Tscore, S-Tscore,W-Tscore及び R-TF, S-TF,
W-TFの間でも観察できた。この結果から、本研究課題においては、評価視点グループ頻度の数え方は
ランキング手法よりもパラメータの影響としては弱いと言える。
ランキング手法による出力結果の違いを分析するため、3-best設定における各ランキングの出力結果
の分布を図 3.2に示す。頻度による手法W-TF, S-TF, R-TFの出力は、各評価視点グループに含まれる評
価視点表現がレビュー文書で出現した回数を意味するが、正解データとは特に <サービス>、<部屋>、<
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表 3.6: S-LLRによる出力例。システム出力は S-LLRのスコア順に並んでいる。
施設
紹介文／ 評価視点 紹介文／
システム出力 グループ システム出力の評価視点グループに対応するレビュー文例
#1
紹介文 （立地） 日本海と最上川が出会う港町
システム
風呂
露天風呂、打たせ風呂、熱め、ぬるめ、いろいろな種類のお風呂
を楽しめました。
食事 食事も海と山の新鮮な物を頂き大変美味しかったです。
部屋 お部屋がとてもきれいでリニューアルしたてのようでした。
#2
紹介文 （外装・内装） ９月１０日（土）リニューアル外装・内装オープン！
システム
風呂
家族風呂も 4つあり、時間も 24時間入って OKだったので、とっ
てもいいお湯に何回も入ることができて大満足です。
食事
生ビールやコーヒーの飲み放題にびっくり、お部屋もきれいでし
たし、食事も個室で美味しかったです。
アメニティ
タオルも使い放題、アニメニティの他、化粧水や乳液もあり、本
当に感激しました。
景観>、<館内設備>について大きく異なっている。まず、<サービス>、<部屋>については、楽天トラ
ベルのレビュー文書においては、特別な事情や体験がなくても多くの顧客が書くと言う特徴を持つ。一
方、<景観>、<館内設備>については、何らかの特別な体験がない限り触れないと言う特徴を持つ。こ
のため、単純な言及数のみで判定すると、このようなバイアスに影響されてしまうと言う問題がある。
加えて、<館内設備> については、表 3.3 に示すように再現率が低いことから、言及されているにも関
わらずカウントできていないレビュー文が存在すると言う原因がある。一方で、対数尤度比による手法
W-LLR, S-LLR,W-LLRによる出力は、より正解データに近い分布を持つ。これは、対数尤度比によれば
他施設のレビュー文書集合との比較を通じ、例えば他施設でも言及数が多い <サービス>・<部屋>等に
対しては低いスコアに、他施設では言及数が少ない <景観>・<館内設備>等に対しては高いスコアにな
るよう重み付けを行えているためである。この重みつけは、頻度による手法が <館内設備>の評価視点
グループ辞書による影響を受けていた問題を軽減できると言う効果もある。他方で、対数尤度比による
手法では <ウェブサイト>が過大評価され、<立地>が過小評価されていると言う特徴がある。これは、
評価視点グループの提示にあたってレビュー文書情報のみを用いており、商品紹介文に関わる情報が考
慮されていないことによる。性能の改善にあたっては、商品紹介文に関わる事前知識、すなわちどのよ
うな評価視点グループが商品紹介文として好まれるかと言った情報を考慮する必要があると考える。
最後に、3-bestにおいて最も性能が高かった S-LLRによる出力例を表 3.6に示す。施設番号 #1, #2い
ずれに対しても、紹介文には書かれていない評価視点グループを提示しているが、レビュー文例を見る
と紹介文に追加するのに相応しい評価視点グループであると言える。この情報を用いることで、施設番
号 #1, #2の説明文では 1つの評価視点グループのみにしか触れていないが、提示された評価視点グルー
プである「風呂」や「食事」を追加すると言う判断が可能である。また、施設番号 #2については、リ
ニューアルから時間が経過し、訴求する評価視点グループを変更したい際に、提示された評価視点グ
ループを用いることも可能である。
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3.6 関連研究
ここで、本研究と関連する研究について述べる。まず、本研究と類似する対象の構想過程における文
書作成支援を目的とした研究について述べる。これらの研究概要は 2.1.2節で述べたが、ここでは特に
本研究課題と関連が深い研究について、本研究との違いを手法の比較を中心に説明する。続いて、本研
究課題と関連して、評価視点表現の構造化手法、評価視点のランキング手法について述べる。
本研究と最も関連が深い研究は、2.1.2節で挙げたキャッチコピー生成研究である。中野・鬼沢 (2008)
は商品説明文のキーワードと共通した概念をもちながら意外性のある語句を連想し、連想語句を用い
たキャッチコピー生成手法を提案している。中野・鬼沢 (2008)の手法では、連想語句の生成は笠原他
(1994)の提案した概念ベースにおける概念語間の距離に依拠しているが、本研究では顧客レビューの分
布に基づいて評価視点グループのスコア付けを行っている。
また、幅野・浦谷 (2013, 2014) は、映画のあらすじとレビュー文書集合を用い、既存のキャッチコ
ピーにおける文法構造を基に映画キャッチコピーを生成する手法を提案している。幅野・浦谷 (2013,
2014)の手法では、レビュー文書は既存のキャッチコピーを置換するための単語を抽出するために用い
られている。これに対し、本研究ではレビュー文書の利用方法、すなわち他商品も含めたレビュー文書
を用いた評価視点グループのスコア付けへ用いている点が異なる。
更に、キャッチコピー生成のためにキーワードを要する手法も提案されている (Yamane & Hagiwara,
2015, 2013;松平・萩原, 2005, 2004)がある。本研究は構想過程における支援が目的であることから、ど
のようにキーワードを入力すべきか未知の状態を前提としている点で異なるが、本研究の出力に基づい
たキーワードを用いることで、これらの手法によるキャッチコピー生成へと繋げることができる。
評価視点表現の構造化を目的とした研究に注目すると、トピックモデルなどによる教師なし学習に
基づく手法が提案されている (Brody & Elhadad, 2010; Chen et al., 2013a,c,b; Guo et al., 2009; Titov &
McDonald, 2008a,b; Zhai et al., 2011)。しかし、これらの教師なしによる構造化手法は、必ずしも人間が
解釈可能な単位の分類結果が得られるとは限らないため、本研究の目的である評価視点グループの提示
による文書作成支援には不適である。一方、少量の事前知識を用いることで、事前知識を用いない場合
よりも高性能かつ解釈が容易な構造化を実現する研究も行われている (Carenini et al., 2005; Zhai et al.,
2010)。Carenini et al. (2005)の手法は、評価視点表現を評価視点に関連付ける際にWordNetの同義語
情報を利用しているが、商品ドメインによっては同義語でなくても同じ評価視点と見なせる評価視点が
存在し、特に評価視点グループのレベルではこの問題が顕著であることから、本研究に用いる処理とし
ては相性が悪い。これに対し、Zhai et al. (2010)の手法は、同義語などの制約が不要であり、評価視点
グループへの拡張が容易であることから、本研究において評価視点表現の評価視点グループへの対応付
け手法の基礎として用いた。
一方で、評価視点をランキングする研究に注目すると、Yu et al. (2011); Zhang et al. (2010); 乾他
(2013)の手法がある。このうち、Yu et al. (2011); Zhang et al. (2010)は与えられたドメイン全体におけ
る重要性と言う観点から評価視点のランキングを行っており、本研究の目的である商品別の評価視点の
ランキングとは目的が異なる。これに対し、乾他 (2013)は商品別の評価視点表現のランキングを行うた
め、本研究と同様に対数尤度比に基づいた手法を提案している。本研究は評価視点表現ではなく評価視
点グループのランキングを行っていることから、乾他 (2013)が対数尤度比の応用として評価視点表現
でのランキングを示したのに続いて、本研究では更に対数尤度比を評価視点グループのランキングへの
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応用を示した研究であると言える。
3.7 まとめと今後の課題
本論文では、商品紹介文に相応しい評価視点グループを提示する課題を新たに提案した。また、本課
題に対して、評価視点表現の評価視点グループへの対応付け・評価視点グループのランキングの組み合
わせで行う枠組みを提案した。実際に評価視点グループを提示する実験を通じ、提案した枠組みの有効
性を確認した。
今後の課題として、以下の項目を考えている。
まず、比較する商品を、特に競争の対象となりやすい商品に選択することを考えている。例えば、宿
泊サービスであれば、対象とする宿泊施設に至近の宿泊施設が競争の対象となりやすい。この場合、比
較の際に近隣宿泊施設のレビュー文書を用いることで、それらの施設と比較して特徴的な評価視点グ
ループを提示できる。これにより、競争的商品との差別化ができる紹介文の作成支援が可能になる。
また、評価視点グループの提示に合わせ、根拠となるレビュー文・レビュー文書などの提示ができる
ことが望ましい。これにより、提示された評価視点グループが顧客にとってどのように好評であったか
が分かるため、紹介文の作成の際に役立つと考えている。多くの場合、関連する文・文書は多数存在す
るため、これらに対しても他商品のレビュー文書集合との比較を通じ、他商品では見られない特徴的な
文・文書を提示したいと考えている。更にこの考えを推し進めると、ポジティブ感想以外（例えば苦情
や要望・要求など）から評価視点グループをスコア付けをし、他施設と比較して苦情が多かった評価視
点グループと、併せて根拠となるレビュー文・レビュー文書などを提示できるようになる。これらの情
報は、商品販売者にとっては商品の改善に繋げるための重要な情報である。このような情報を抽出する
課題は本研究の目的である商品紹介文の作成支援からは外れるが、これらの課題を含め、本研究で提案
した枠組みの更なる応用可能性についても検討したい。
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本研究課題では、対となる二つの文書、例えば顧客からのメール文書やレビュー文書と販売者の応答
文書などを対象とし、文レベルでの対応関係を推定する課題の提案と解決手法の検討を行う。本章では、
最初に研究課題の背景について説明し、研究課題の提案を行う。次に、文対応の定義を行い、レビュー
文書と応答文書を対象としたデータの分析結果を示す。続いて、提案手法の説明に必要な基盤技術と諸
概念を導入し、これらを利用して提案手法の説明を行う。更に、評価実験を通じて、提案手法の有効性
を示す。最後に、本研究の目的と関連した研究の概要と、本研究との違いについて述べる。
4.1 研究課題の背景と概要
今日までに、人間による言語使用の仕組みを解明する試みが単語・文・発話・文書など様々な単位に
注目して行われて来た。特に、これらの種類や相互関係（例えば単語であれば品詞や係り受け関係、文
であれば文役割や修辞構造など）にどのようなものがあるか、どのように利用されているかを明らかに
する研究が精力的になされて来た。
例えば、ある一文書内に登場する節と言う単位に注目すると、主な研究として Mann & Thompson
(1987); Mann et al. (1992)による修辞構造理論（Rhetorical Structure Theory; RST）がある。修辞構造理
論では文書中の各節が核（nucleus）と衛星（satelite）の二種類に分類できるとし、さらに核と衛星の間
にみられる関係を 21種類に、核と核の間にみられる関係（多核関係）を 3種類に分類している。このよ
うな分類を用いて、節同士の関係を自動推定する研究も古くから行われている (Marcu, 1997;田村・和
田, 1998)。さらに、推定した関係を別タスクに利用する研究も盛んに行われている (Marcu, 1999; Marcu
et al., 2000; Tu et al., 2013;平尾他, 2013;比留間他, 1999)。例えば、Marcu (1999);平尾他 (2013);比留
間他 (1999)は、節の種類や節同士の関係を手がかりに重要と考えられる文のみを選択することで自動
要約への応用を示している。また、Marcu et al. (2000); Tu et al. (2013)は、機械翻訳においてこれらの
情報を考慮することで性能向上を実現している。
一方、本研究課題では従来研究の主な対象であった一文書や対話ではなく、ある文書（往信文書）と
それに呼応して書かれた文書（返信文書）の対を対象とし、往信文書中のある文と返信文書中のある文
との間における文レベルでの呼応関係（以下、文対応と呼ぶ）に注目する。なお、本研究課題において、
文書対は異なる書き手によって書かれたものとする。このような文書対の例として「電子メールと返
信」、「電子掲示板の投稿と返信」、「ブログコメントの投稿と返信」、「質問応答ウェブサイトの質問投稿
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レビュー文書
① 正月に久しぶりの利
用をさせてもらいまし
た。
② 朝食メニューが新し
くなっていたのが良かっ
たです。
③ですが、空調のフィル
ターにホコリがたまって
いたのが見えてしまいま
した。
④ ホコリは一旦目に付
くと気になってしまうの
で、どうかチェックして
頂けたらと思います。
応答文書
❶ ＊＊＊＊をご利用頂
きまして誠にありがとう
ございます。
❷ しかしながらこの度
のご宿泊の折には、空調
フィルターのホコリによ
りご不快な思いをおかけ
いたしまして大変申し訳
ございませんでした。
❸ 直ちに清掃担当者に
申し伝え、清掃指示及び
今後のチェック強化を徹
底いたしました。
❹ ご朝食につきまして
はお気に召していただけ
たようで大変光栄に存じ
ます。
❺ またのご来館をスタ
ッフ一同より心よりお待
ち申し上げております。
図 4.1: レビュー文書 –応答文書対における文対応の例。文番号は、説明の都合上筆者が付与した。
と応答投稿」などがあるが、本研究課題では特に「商品やサービスに対するレビュー文書とサービス提
供者の返答文書」を対象にする。レビュー文書と応答文書における文対応の例を図 4.1に示す。図中の
文同士を結ぶ直線が文対応を示しており、例えば返信文「❹ご朝食につきましてはお気に召していただ
けたようで大変光栄に存じます。」は往信文（レビュー文）「②朝食メニューが新しくなっていたのが良
かったです。」を受けて書かれた文である。
本研究課題では、文書レベルで往信・返信の対応が予め分かっている文書対を入力とし、以上に述べ
たような文対応を自動で推定する課題を新たに提案し、解決方法について検討する。これら文書対にお
ける文対応の自動推定が実現すれば、様々な応用が期待できる点で有用である。具体的な応用例につい
て、レビュー文書・返答文書対における文対応推定の場合を中心に説明する。
(1) 未対応文の検出による返信文書作成の支援: 往信文書と返信文書を入力して自動で文対応を特定
できると言うことは、逆に考えると往信文書の中で対応が存在しない文が発見できることでもあ
る。この推定結果を利用し、ユーザが返信文書を作成している際に「往信文書中の対応がない文」
を提示することで、返信すべき事項に漏れがないかを確認できる文書作成支援システムが実現で
きる。このシステムは、レビュー文書・返答文書対に適用した場合は顧客への質問・クレームへ
の対応支援に活用できる他、例えば質問応答サイトのデータに適用した場合は応答作成支援など
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にも利用できる。
(2) 定型的返信文の自動生成: (1) の考えを更に推し進めると、文対応を大量に収集したデータを用
いることで、将来的には定型的な返信文の自動生成が可能になると期待できる。大規模な文対応
データを利用した自動生成手法は、例えば Ritter et al. (2011); 長谷川他 (2013) が提案している
が、いずれも文対応が既知のデータ（これらの研究の場合はマイクロブログの投稿と返信）の存
在が前提である。しかし、実際には文対応が既知のデータは限られており、未知のデータに対し
て自動生成が可能となるだけの分量を人手でタグ付けするのは非常に高いコストを要する。これ
に対し、本研究が完成すればレビュー文書・返答文書対をはじめとした文対応が未知のデータに
対しても自動で文対応を付与できるため、先に挙げた様々な文書において往信文からの定型的な
返信文の自動生成システムが実現できる。定型的な返信文には、挨拶などに加え、同一の書き手
が過去に類似した質問や要望に対して繰り返し同様の返信をしている場合などが含まれる。
(3) 非定形的返信文の返答例提示: (2)の手法の場合、自動生成できるのは定型的な文に限られる。一
方、例えば要望や苦情などの個別案件に対する返答文作成の支援は、完全な自動生成の代わりに
複数の返答例を提示することで実現できると考えている。これを実現する方法として、現在返答
しようとしている往信文に類似した往信文を文書対のデータベースから検索し、類似往信文と対
応している返信文を複数提示する手法がある。返信文の書き手は、返答文例の中から書き手の方
針と合致したものを利用ないし参考にすることで返信文作成の労力を削減できる。
(4) 文書対群の情報整理: 複数の文書対から、文対応が存在する文対のみを抽出することでこれら文
書対の情報整理が可能になる。例えば、「このサービス提供者は（または要望、苦情など）に対
してこのように対応しています」と言った一覧を提示できる。これを更に応用すれば、将来的に
は FAQの（半）自動生成や、要望・苦情への対応率・対応傾向の提示などへ繋げられると考えて
いる。
一方で、文書対における文対応の自動推定課題は以下のような特徴を持つ。なお、これらの特徴が実
際のデータで観察されることは、後に 4.2.3節で詳しく述べる。
(1) 対応する文同士は必ずしも類似しない: 例えば図 4.1の例で、往信文「③ですが、空調のフィル
ターにホコリがたまっていたのが見えてしまいました。」と返信文「❸直ちに清掃担当者に申し
伝え、清掃指示及び今後のチェック強化を徹底いたしました。」は共有する内容語を一つも持た
ないにも関わらず文対応が存在する。このように、文対応がある文同士は必ずしも類似の表現を
用いているとは限らない。そのため、単純な文の類似度によらない推定手法が必要となる。
(2) 文の出現順序と文対応の出現位置は必ずしも一致しない: 例えば図 4.1の例で対応が逆転してい
る（文対応を示す直線が交差している）ように、返信文書の書き手は往信文書の並びと対応させ
て返信文書を書くとは限らない。そのため、文書中の出現位置に依存しない推定手法が必要と
なる。
本研究では、以上の特徴を踏まえて文対応の自動推定を実現するために、本課題を文対応の有無を判
定する二値分類問題と考える。すなわち、存在しうる全ての文対応（例えば図 4.1であれば 4 × 5 = 20
通り）のそれぞれについて文対応が存在するかを判定する分類器を作成する。分類器の作成にあたって、
文種類（対象がレビュー文書・応答文書であれば「ポジティブな感想」「ネガティブな感想」や「ほめへ
の感謝」「お詫び」など）を利用する手法を提案する。まず、最初にそれぞれの文書の文種類を推定し、
文対応推定の素性として用いる手法を提案する。次に、この手法を発展させた文種類と文対応を同時に
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推定するモデルを提案し、より高い性能で文対応の推定が実現できることを示す。
4.2 文種類・文対応
提案手法の説明に先立ち、最初に推定すべき文対応について改めて定義する。次に、文対応の推定に
用いる素性の一つである文種類について説明する。最後に、実際のレビュー文書・応答文書集合におけ
る文種類・文対応に関わる諸データを示す。
4.2.1 文対応
文対応推定のための提案手法を説明する前に、本研究課題で扱う文対応について改めて定義する。本
研究では文対応を次のように定義し、この関係の有無を推定することを目的とする。
定義 3 (文対応).文書とそれに対する返信文書が与えられた時、ある返信文が返信先文書のある文を原因
として生起している場合、それらの文の間には文対応関係があるとする。
なお、文対応は返信文書中の 1文から、往信文書中の複数の文へ対応することを許す。また、返信文
書中の異なる文から、往信文書中の同一の文への対応も許す。
具体的に図 4.1を例に説明する。例えば「❹ご朝食につきましてはお気に召していただけたようで大
変光栄に存じます。」と言う返信文は、「②朝食メニューが新しくなっていたのが良かったです。」と言
う往信文を原因として書かれた文であるため、文対応を持つ。同様に、返信文「❷しかしながらこの度
のご宿泊の折には、空調フィルターのホコリによりご不快な思いをおかけいたしまして大変申し訳ござ
いませんでした。」は往信文「③ですが、空調のフィルターにホコリがたまっていたのが見えてしまい
ました。」「④ ホコリは一旦目に付くと気になってしまうので、どうかチェックして頂けたらと思いま
す。」を原因として書かれた文であるため、両方の対とも文対応を持つ。
4.2.2 文種類
次に、文対応推定に用いる素性の一つである文種類についても説明する。本研究では、「ある文がど
のような目的で書かれているかによる分類」を文種類と定義する。
どのような文種類の集合を用いるかは、対象とする文書と目的によって異なる。例えば、一般的な
メールと応答であれば「挨拶」「質問」「謝罪」「回答」などの文種類を考えることができる。本研究で
は、対象をレビュー文書と応答文書としているため、これらの文書における文種類の分類を行っている
大沢他 (2010b)の先行研究を元に文種類を定義した。大沢他 (2010b)は本研究の実験でも用いる楽天ト
ラベルの「クチコミ・お客さまの声」を分析し、レビュー文を 8種類、応答文を 14種類に分類してい
る。本研究では、目的である文対応の特定に特化するため、文種類が特定できれば文対応の特定が容易
になるように、レビュー文を 12種類、応答文を 20種類に再分類した。この分類を表 4.1及び表 4.2に
示す*1*2。また、大沢他 (2010b)の分類からの主な変更点とその理由を以下に示す。
(1) レビュー文種類 –＜ポジ/ネガ感想＞の追加: 一文にポジティブ・ネガティブな感想を双方含むレ
*1 レビュー文書の中には、末尾に「【ご利用の宿泊プラン】」に続いて宿泊プランの名称が書かれている文が存在した。この記
述は、おそらく楽天トラベルのレビューを投稿する際に自動で挿入される文であると考えている。
*2 なお、「その他」は例えば文書が英語で書かれているため分類が不可能であった文などである。
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表 4.1: レビュー文書を構成する文の種類（大沢他 (2010b)による分類を参考に再構成）
分類 レビュー文の例
＜宿泊説明＞
4月 2日 (金)、3日 (土)の 1泊 2日で家族 5人で宿泊しました。
宿泊理由、経緯や部屋タイプ等の説明
＜感謝・応援＞ ・大変お世話になりました。
宿泊施設への感謝・御礼・応援 ・頑張ってください。
＜プラン名＞ 【ご利用の宿泊プラン】
利用したプランの名前 ☆２名様でお得！ 現金お支払プラン☆【シングルエキストラ】
＜再泊・推薦意向＞ ・またお伺いしたいと思います。
再度の宿泊意向又は他者へ推薦する旨 ・会社の同僚にも薦めておきました。
＜不再泊・不薦意向＞
次は、泊まらないかな〜
再度宿泊しない又は推薦しない旨
＜ポジティブ感想＞ 外観、ロビー部屋共に宿泊料金からすればとても満足できる
施設提供サービス等が良かった旨の記述 ものです。
＜ポジ/ネガ感想＞ 大分駅から商店街を通って向かうとホテルの看板が非常に小さく
ポジ・ネガ感想双方を含む わかり難いですが、部屋は快適です。
＜ネガティブ感想＞
またモーターのような音もうるさくよく眠れなかった。
施設提供サービス等が悪かった旨の記述
＜ニュートラル感想＞
アメニティも普通です。
施設提供サービス等が普通だった旨の記述
＜要求・要望＞
あとは、部屋の窓を開けれるようにして欲しいです。
施設への希望や要求
＜情報追加＞
地下鉄が使えれば品川駅より都営浅草線高輪台駅がお勧め。
他ユーザへの追加的情報の提示
＜個別事情の説明＞
お風呂を利用する時間がなかったのが実に残念です。
施設サービスとは直接関係ない個人の事情
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表 4.2: 応答文書を構成する文の種類（大沢他 (2010b)による分類を参考に再構成）
分類 応答文の例
＜宿泊御礼＞
この度は当施設をご利用いただきましてありがとうございます。
宿泊のお礼
＜投稿御礼＞
ご感想もお寄せ下さり重ねて御礼申し上げます。
投稿のお礼
＜結びでの御礼＞
ありがとうございました。
結びでの御礼
＜心掛け・決意＞ 今後も、お客様に喜んでいただけるよう、現状に甘んじる
今後の心掛けや決意の表明 事なくサービス・施設の向上に努めていく所存です。
＜再泊願い＞
またのご利用を心よりお待ち申し上げます。
今後ご愛願頂きたい気持ちの表明
＜署名・フッター＞ ・宿泊課　＊＊
返答者の署名・文書のフッター ・☆★☆★☆★☆★☆★☆★
＜定型的挨拶＞
2009年は格別の御厚情を賜り、厚く御礼を申し上げます。
頭語・結語・時候/結びの挨拶
＜ほめへの感謝＞
お褒めの言葉を頂戴いたしまして、大変嬉しく存じます。
ほめの言葉への感謝
＜お詫び＞
心より、お詫び申し上げます。
指摘に対する謝罪
＜恥じ入り＞ 連休中ともあり、お待ち頂く可能性がある旨をお客様へ事前に
恥ずべき行為への反省 ご案内すべきだったと深く反省しております。
＜提案・指摘感謝＞
ルームキーにつきましては、貴重なご意見有難う御座います。
提案や指摘への感謝
＜事実述べ＞ このプランは建物の構造上窓が遮られてしまいますが、他の
要望・苦情を受けての事実や現況の明示 お部屋と設備は変わりません。
＜具体的対応明示＞ パソコン本体との接触するパーツに不具合があったため、
具体的な改善・対応策の明示 パーツを交換させていただきました。
＜抽象的対応明示＞
今後も同じことがないように心がけてまいります。
抽象的な改善・対応策の明示
＜具体的検討明示＞
もう少し厚くできるか検討させて頂きます。
指摘事項等に対する具体的な検討の明示
＜抽象的検討明示＞
お客様からいただいたご意見を検討してまいります。
指摘事項等に対する抽象的な検討の明示
＜対処明示＞ 数に限りがございますが、追加のハンガーでよろしかったら
要望・苦情に対して既存の対応方法を明示 フロントにてお貸し出しがございます。
＜了承願い＞ 高層階に位置していないお部屋タイプもございますので、
現況では改善できないため、了承を請うもの 重ねてご理解の程お願い申し上げます。
＜対話＞
サトウキビの収穫体験はいかがでしたか？
レビュー内容を受けての対話
＜情報追加＞ ご朝食には、パン・おにぎり・サラダ・フルーツ・ヨーグルト・
利用者・他ユーザへの追加的情報の提示 スープなど、種類豊富な食材をご用意しております。
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ビュー文は、複数の応答文と対応することがあるため。
(2) 応答文種類 –＜対応明示＞＜検討明示＞の具体性による細分化: 具体性のある対応・検討明示文
はそれぞれレビュー文で書かれた一つの事情と対応するが、抽象的なものはレビュー文で書かれ
た複数の事情と対応することがあるため。
4.2.3 文種類と文対応データの分析
本節では、実際のレビュー文書と応答文書のデータについて、文種類と文対応に関連したデータを示
す。データには「楽天データ公開*3」に収録されている楽天トラベルのレビューを用いた。収録されて
いるレビュー 348,564件のうち、レビュー文書・応答文書の双方が存在する 276,562件からランダムサ
ンプリングした 1,000文書対を用いた。この各文書を簡易的なヒューリスティック（詳しくは第 A章で
説明する）によって文単位に分割し、レビュー文 4,813文・応答文 6,160文を得た。
文種類データの分析
まず、文種類に関わるデータを示す。得られたレビュー文・応答文に対して、表 4.1, 4.2に示す文種類
の分類に基づき、人手で文種類をタグ付けした。それぞれの文種類の分布は表 4.3, 4.4の通りであった。
次に、レビュー文書・応答文書ごとに、ある文種類 t1 が与えられた下での文種類 t2 の遷移確率
P (t2 | t1)について調査した。このうち、10事例以上観察され、特に遷移確率が高い上位 10例を表 4.5,
4.6に示す。表 4.5, 4.6より、文種類 t2 の予測において、1つ前の文種類 t1 の情報が有用な場合がある
ことが分かる。
文対応データの分析
次に、文対応に関わるデータを示す。得られたレビュー文書・応答文書対に対して、定義 3に示す定
義に基いて文対応の有無をタグ付けした。その結果、1,000文書対全体では 4,492通りの文対応（1文書
対あたり 4.49文対応）が得られた。
まず、文種類について、各文種類の出現数と各文種類ごとに文対応がどの程度存在するかを調査した
データを表 4.7, 4.8に示す。表中の「対応（平均数）」は一文から見たときの平均対応文数を示しており、
「対応（存在率）」は一つでも対応が存在する割合を示している。表 4.7, 4.8より、例えばレビュー文種
類では＜ネガティブ感想＞や＜要求・要望＞が、応答文種類では＜お詫び＞や＜具体的対応明示＞
などの文種類で対応存在率が高いなど、文種類によって対応の平均数や対応存在率が大きく異なること
が分かる。第 1章でサービスの失敗に対する顧客対応の重要性について述べたが、特に＜ネガティブ感
想＞、＜要求・要望＞に対する文対応の存在率はそれぞれ 83.70%, 79.62%であることから、楽天トラ
ベルの応答文書においても顧客対応が重要視されていることを示唆している。また、文対応が存在する
文種類の組み合わせの上位 15例を表 4.9に示す。表 4.9より、これらの文対応については、文種類が特
定できれば文対応推定に有用であると言える。
次に、文対応の遷移確率を示す。まず、応答文を固定した際に、同じ応答文に対するレビュー文間で
の遷移確率を表 4.10に示す。同様に、レビュー文を固定した際に、同じレビュー文に対する応答文間で
の遷移確率を表 4.11に示す。表 4.10, 4.11より、いずれの場合とも「なし」から「なし」及び「あり」
から「あり」への遷移が比較的多いことから、同じレビュー文（応答文）に対しては位置的に連続する
*3 楽天データ公開: http://rit.rakuten.co.jp/rdr/。データは 2010年時点の公開データを用いた。
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表 4.3: レビュー文での文種類の分布
文種類 出現数
宿泊説明 386
感謝・応援 121
プラン名 196
再泊・推薦意向 382
不再泊・不薦意向 16
ポジティブ感想 2,263
ポジ/ネガ感想 86
ネガティブ感想 816
ニュートラル感想 72
要求 260
情報追加 71
個別事情の説明 129
その他 15
合計 4,813
表 4.4: 応答文での文種類の分布
文種類 出現数
宿泊御礼 1,050
投稿御礼 324
結びでの感謝 88
心掛け・決意 407
再泊願い 1,187
署名・フッター 625
定型的挨拶 32
ほめへの感謝 623
お詫び 365
恥じ入り 10
提案・指摘感謝 80
事実述べ 128
具体的対応明示 131
抽象的対応明示 86
具体的検討明示 26
抽象的検討明示 86
対処明示 102
了承願い 20
対話 152
情報追加 613
その他 25
合計 6,160
表 4.5: レビュー文種類の遷移確率例（遷移確率の高い上位 10例）
レビュー文種類 遷移確率
文種類 t1 → 文種類 t2 P (t2 | t1)
宿泊説明 → ポジティブ感想 70.57%
ネガティブ感想 → ネガティブ感想 61.53%
ポジティブ感想 → ポジティブ感想 60.49%
再泊・推薦意向 → プラン名 40.00%
個別事情の説明 → ポジティブ感想 37.84%
ポジ/ネガ感想 → ポジティブ感想 35.00%
ニュートラル感想 → ポジティブ感想 31.25%
情報追加 → ポジティブ感想 30.51%
感謝・応援 → プラン名 28.81%
ポジ/ネガ感想 → ネガティブ感想 28.33%
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表 4.6: 応答文種類の遷移確率例（遷移確率の高い上位 10例）
応答文種類 遷移確率
文種類 t1 → 文種類 t2 P (t2 | t1)
署名・フッター → 署名・フッター 98.32%
結びでの感謝 → 署名・フッター 91.18%
心掛け・決意 → 再泊願い 66.42%
抽象的検討明示 → 再泊願い 44.58%
再泊願い → 署名・フッター 44.35%
具体的検討明示 → 再泊願い 44.00%
情報追加 → 情報追加 43.62%
対話 → 対話 39.47%
提案・指摘感謝 → 再泊願い 38.96%
抽象的対応明示 → 再泊願い 38.37%
表 4.7: レビュー文ごとの対応数・対応存在率
レビュー文種類 文数
対応 対応
(平均数) (存在率)
宿泊説明 386 0.33 25.65%
感謝・応援 121 0.09 9.09%
プラン名 196 0.01 0.51%
再泊・推薦意向 382 0.20 14.40%
不再泊・不薦意向 16 0.13 12.50%
ポジティブ感想 2263 0.88 62.48%
ポジ/ネガ感想 86 1.78 76.74%
ニュートラル感想 72 0.26 20.83%
ネガティブ感想 816 1.97 83.70%
要求・要望 260 1.56 79.62%
情報追加 71 0.34 22.54%
個別事情の説明 129 0.57 37.21%
その他 15 0.07 6.67%
レビュー文全体 4813 0.93 54.00%
表 4.8: 応答文ごとの対応数・対応存在率
応答文種類 文数
対応 対応
(平均数) (存在率)
宿泊御礼 1050 0.10 9.24%
投稿御礼 324 0.04 1.54%
結びでの感謝 88 0.00 0.00%
心掛け・決意 407 0.30 17.69%
再泊願い 1187 0.03 2.27%
署名・フッター 625 0.00 0.00%
定型的挨拶 32 0.09 6.25%
ほめへの感謝 623 2.26 97.59%
お詫び 365 2.27 96.99%
恥じ入り 10 2.00 100.00%
提案・指摘感謝 80 1.70 90.00%
事実述べ 128 1.83 99.22%
具体的対応明示 131 1.83 100.00%
抽象的対応明示 86 2.86 98.84%
具体的検討明示 26 1.65 100.00%
抽象的検討明示 86 1.97 97.67%
対処明示 102 1.47 99.02%
了承願い 20 1.55 100.00%
対話 152 0.61 51.32%
情報追加 613 0.99 80.10%
その他 25 0.60 36.00%
応答文全体 6160 0.73 38.94%
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表 4.9: 文対応が存在する文種類の組み合わせ（対応率上位 15例）
両文種類 対応率 数
要求・要望 - 提案・指摘感謝 86.76% 59
ポジ/ネガ感想 - 対処明示 84.62% 11
要求・要望 - 抽象的検討明示 84.34% 33
ネガティブ感想 - 了承願い 83.33% 25
要求・要望 - 抽象的対応明示 75.00% 33
要求・要望 - 具体的検討明示 73.68% 70
ポジ/ネガ感想 - 具体的対応明示 73.68% 12
ネガティブ感想 - お詫び 70.66% 667
ネガティブ感想 - 恥じ入り 69.23% 18
ネガティブ感想 - 抽象的対応明示 68.28% 198
ポジ/ネガ感想 - お詫び 67.14% 47
ポジ/ネガ感想 - 抽象的対応明示 66.67% 14
ポジティブ感想 - ほめへの感謝 66.55% 1,317
要求・要望 - 事実述べ 64.52% 40
ポジ/ネガ感想 - ほめへの感謝 63.64% 21
表 4.10: 文対応の遷移確率（レビュー文基準）
文対応の有無 遷移確率
a → b P (b |a)
なし → なし 91.92%
なし → あり 8.08%
あり → なし 49.10%
あり → あり 50.90%
表 4.11: 文対応の遷移確率（応答文基準）
文対応の有無 遷移確率
a → b P (b |a)
なし → なし 88.12%
なし → あり 11.88%
あり → なし 60.43%
あり → あり 39.57%
応答文（レビュー文）が文対応を持つことが多いことを示唆している。
更に、文対応が交差する割合を示す。交差割合の計算は、各文書対において「文書対内において交差
を持つ文対応の数 /文書対内における全ての文対応の数」により求めた。結果、交差割合の平均は 0.249
であることから、本データにおいても文の出現順序と文対応の出現位置は必ずしも一致しないことが確
認できた。
最後に、文対応の有無別に文の類似度を比較した結果を示す。類似度の計算にあたり、まず文をベク
トル空間モデル（Vector Space Model）によりベクトル化した。ベクトル空間モデルは、データセット中
の全単語種類数をV とした時、文や文書を各次元が単語と対応するようなV 次元ベクトル空間で表現す
るモデルであり、例えば文書検索などで文書のベクトル化が必要な際に広く用いられている (Manning
& Schütze, 1999)。ここで、ベクトルの各次元の値は、次元に対応する単語が文や文書において出現し
た頻度となる。また、ベクトル化した文ベクトルv1,v2 の類似度はコサイン類似度v1 ·v2/|v1||v2|によ
り計算した。文対応の有無別にコサイン類似度の分布を表したヒストグラムを図 4.2, 4.3に示す（なお、
コサイン類似度が 0.3 - 1.0である文対応の割合は少なかったため省略している）。なお、コサイン類似
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図 4.2: コサイン類似度の分布（文対応なし）
0
5
50
55
60
65
70
75
80
0.0 0.1 0.2 0.3
割
合
 [
%
]
コサイン類似度
図 4.3: コサイン類似度の分布（文対応あり）
度は、各文における stop-word*4を除く単語の出現頻度を値に持つベクトルを用いて計算した値である。
文対応を持つ文間の方が比較的高いコサイン類似度が高い傾向がある一方、文対応が存在する文対のう
ち 53.56%はコサイン類似度が 0であった。そのため、本データにおいても対応する文同士は必ずしも
類似しないことが確認できた。
4.3 基盤技術
本研究課題での提案手法では CRFと呼ばれる確率モデルを用いて文対応関係の推定を行う。そこで、
本節では CRFに必要な諸概念の導入と CRF一般の説明を行い、続いて CRFのバリエーションである
Linear-chain CRF、2D CRFについて説明する。
4.3.1 Conditional Random Fields
Conditional Random Fields（CRF;条件付確率場）は、Lafferty et al. (2001)が提案した教師あり確率
的識別モデルの一つである。CRFをはじめとする確率的識別モデルでは、次の式 (4.1)で表すように入
力系列 x の条件のもとでの確率が最大となる出力系列 yˆ を出力として採用する。
yˆ = argmax
y
P(y|x) (4.1)
以下、まず最初に CRFの説明に必要な素性の概念について説明する。次に、CRFのモデル化に必要
な対数線形モデルについて説明する。続いて、具体的にどのように P(y|x) を因数分解するかを説明す
るため、因子グラフの概念を導入する。最後に、P(y|x)の因数分解の方法によるバリエーションである
Linear-chain CRF、2D CRFを説明する。
素性
CRFをはじめとする識別モデルでは、文や単語と言った入力を様々な側面から数値として表現するた
めに素性（feature）と言う単位を用いる。ここで CRF の説明に必要な素性の概念について簡単に説明
する。
*4 本研究では、品詞が「助詞」「助動詞」「記号」の単語を stop-wordとした。
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例えば、2 つの文が与えられた時にそれらの文が対応しているかを推定する単純な識別器を考える。
ここでは入力 x が文の対、出力 y が文対応に当たる。このような文の対 x を見ると、例えばそれぞれの
文が持つ各単語と言う特徴、2つの文がどの程度類似しているかと言った特徴が存在する。このような
特徴のとらえ方を素性と呼び、x をそれぞれの素性に合わせて数値化する関数を素性関数と呼ぶ。
対数線形モデル
CRFは対数線形モデルによってモデル化した P(y|x)を識別に用いる。そこで、対数線形モデルの導
出に詳しい Ratnaparkhi (1997)の解説を参考に導出方法を説明する。
教師あり学習において、学習データが与えられた際にモデルを最適化する方法の中で最も単純な方法
は最尤推定による方法である。最尤推定では学習データの各入力から各出力が最も出現しやすくなるよ
うにモデルのパラメータを調整するため、確率モデルにおいては学習データ上での確率分布がモデル上
の分布と一致する。しかし、最尤推定では学習データに出現しなかった入力を与えると確率値が 0 に
なってしまうと言う過学習が問題となる。特に自然言語処理で扱う課題では無数に存在しうるデータの
ごく一部しか用意できないため、この問題は顕著である。
この問題に対処するため、対数線形モデルでは「学習データで不明なところはできるだけ偏りがない
ようにする」と言うエントロピー最大化を目的とした最尤法によってパラメータを決定する。今、可能
な全入出力変数の集合をそれぞれ X,Y と置くと、エントロピーを求める式は
H (P) = −
∑
x ∈X,y∈Y
P(x ,y) log P(x ,y) (4.2)
である。ここで、対数線形モデルでは同時確率 P(x ,y)を次の式 (4.3)のように分解する。なお、P ′(x)は
適当な確率分布である（後にモデルのパラメータとして吸収されるので特に限定する必要はない）。
P(x ,y) = P ′(x)P(y|x) (4.3)
この式を用いると、H (P)の最大化は
argmax
P
H (P) = argmax
P
−
∑
x ∈X,y∈Y
P(x ,y) log P(x ,y)
= argmax
P
−
∑
x ∈X,y∈Y
P ′(x)P(y|x) log(P ′(x)P(y|x))
= argmax
P
−
∑
x ∈X,y∈Y
P ′(x)P(y|x) log P(y|x) (4.4)
とできる。この式 (4.4)の −∑x ∈X,y∈Y P ′(x)P(y|x) log P(y|x)を H ′(P)とする。
次に、最大化に先立ち、モデルの性質に沿った二つの制約を導入する。一つ目の制約は学習データに
最適化するための制約であり、真の分布 P と学習データ上の分布 P˜ における各素性関数の期待値が同
一であると言う制約である。この制約は、各素性関数を fi、全素性関数の集合を F と置くと、次の式
(4.5)で表現できる。∑
x ∈X,y∈Y
P(y|x)fi (x ,y) =
∑
x ∈X,y∈Y
P˜(y|x)fi (x ,y) ∀fi ∈ F (4.5)
二つ目の制約は、P は確率関数であるから総和を取ると 1になると言う制約である。すなわち∑
x ∈X,y∈Y
P(x ,y) = 1 (4.6)
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である。
以上をまとめると、対数線形モデルはエントロピーの最大化 (4.4)を制約 (4.5), (4.6)の元で実現する
モデルであると言える。これによって最適パラメータの決定が頑健性を保ったまま実現する。
この最大化問題はラグランジュの未定乗数法によって解析的に解くことが可能である。ラグランジュ
乗数を λ と置くと、この場合のラグランジュ関数 L は次の式 (4.7)で表せる。
L = H ′(P)+
∑
fi ∈F
λi
*.,
∑
x ∈X,y∈Y
P(y|x)fi (x ,y) −
∑
x ∈X,y∈Y
P˜(y|x)fi (x ,y)+/-+λ0
*.,
∑
x ∈X,y∈Y
P(x ,y) − 1+/- (4.7)
H ′(P)が最大となる点では、
∂
∂P(y|x)L = 0 ∀x ∈ X,∀y ∈ Y (4.8)
が成り立つので、これを求めると
∂
∂P(y|x)L = −P
′(x) log P(y|x) +
∑
fi ∈F
λi fi (x ,y) + λ0P ′(x) (4.9)
である。0と置いて整理すると
− P ′(x) log P(y|x) +
∑
fi ∈F
λi fi (x ,y) + λ0P ′(x) = 0
⇔ log P(y|x) = 1
P ′(x) ·
∑
fi ∈F
λi fi (x ,y) + λ0
⇔ P(y|x) = exp

1
P ′(x) ·
∑
fi ∈F
λi fi (x ,y) + λ0

⇔ P(y|x) = 1
Zx
exp

∑
fi ∈F
θi fi (x ,y)
 (
1
Zx
= exp λ0, θi =
λi
P ′(x) ) (4.10)
となり、対数線形モデルにおける P(y|x)を得ることができた。 1Zx は (4.6)を満足するための正規化項
（すなわち Zx =
∑
y′∈Y exp
∑
fi ∈F θi fi (x ,y ′)）、θi は素性 fi の重みを表すパラメータである。対数線形
モデルではこの式 (4.10)を用いて、入力 x に対する出力 y の確率を計算する。
モデルの式の導入が完了したので、続いて対数線形モデルにおいて学習時にパラメータを推定する方
法を説明する。対数線形モデルでは式 (4.10)に登場する素性の重み θi がパラメータである。このパラ
メータの決定は一般に事後確率最大化（MAP; Maximum A Posterior）によって行うが、まずは最尤推
定のよる方法から説明し、続いて事後確率最大化による方法を説明する。
まず、学習データにおける入出力の組を 〈x (j), y(j)〉とすると、最尤推定では尤もらしい θ である θˆ を
次のようにして求める。
θˆ = argmax
θ
∏
j
P(y(j)|x (j);θ ) (4.11)
P(y(j)|x (j);θ )を対数化した対数尤度関数 Lθ を求め、式 (4.10)の P(y|x)を代入すると
50 第 4章 対をなす二文書間における文対応関係の推定
Lθ =
∑
j
log P(y(j)|x (j);θ )
=
∑
j
log
exp
(∑
fi ∈F θi fi (x (j),y(j))
)
∑
y′∈Y exp
(∑
fi ∈F θi fi (x (j),y ′)
)
=
∑
j

∑
fi ∈F
θi fi (x (j),y(j)) − log
∑
y′∈Y
exp *.,
∑
fi ∈F
θi fi (x (j),y ′)+/-
 (4.12)
である。Lθ の凸性から Lθ の最適点では、
∂
∂θk
Lθ =
∑
j
 fk (x (j),y(j)) −
∑
y′∈Y fk (x (j),y ′) exp
(∑
fi ∈F θi fi (x (j),y ′)
)
∑
y′∈Y exp
(∑
fi ∈F θi fi (x (j),y ′)
)  = 0 (4.13)
が成立する。ここで、中括弧内の第 2 項目の分母
∑
y′ exp
(∑
fi θi fi (x (j),y ′)
)
が P(y ′|x (j)) の正規化項
Zx (j ) であることに注目すると、
∂
∂θk
Lθ =
∑
j
 fk (x (j),y(j)) −
∑
y′∈Y
fk (x (j),y ′) 1
Zx (j )
exp *.,
∑
fi ∈F
θi fi (x (j),y ′)+/-

=
∑
j
 fk (x (j),y(j)) −
∑
y′∈Y
P(y ′|x (j))fk (x (j),y ′)
 (式 (4.10)を利用)
=
∑
j
fk (x (j),y(j)) −
∑
j
∑
y′∈Y
P(y ′|x (j))fk (x (j),y ′) (4.14)
と変形できる。式 (4.14)の第 1項目は素性 fk の学習データにおける総和（素性関数が二値関数であれ
ば、当該素性に該当する素性の数と一致する）、第 2項目はモデル P における素性 fk の期待値と解釈で
きる。最終的に、各 θk について式 (4.14)を 0と置き、θ について解けば最適であるパラメータ θˆ を求
めることができる。この最適パラメータ θˆ の存在性及び唯一性は Ratnaparkhi (1997)によって示されて
いる。
この期待値の計算は、forward-backwardアルゴリズムや信念伝播法を適用することによって効率的に
計算できる。この計算方法により、可能な y′ の組み合わせの全列挙による計算時間の肥大化を避けら
れる利点がある。
ただし、実際には最尤推定でパラメータを最適化してしまうと、パラメータに極端な値が設定される
と言う過学習の問題が生じる可能性がある。そこで、パラメータ θ に事前分布 P(θ )を仮定した事後確
率最大化によるパラメータの正則化を行う方法について説明する。この場合、式 (4.11)は
θˆMAP = argmax
θ
∏
j
P(y(j)|x (j);θ )P(θ ) (4.15)
となる。事前分布に正規分布を仮定すると、対数尤度関数 L ′θ は次の式 (4.16)のようになる。
L ′θ = C ·
∑
j
log P(y(j)|x (j);θ ) − 12
∑
k
θk
2 (4.16)
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図 4.4: G(x1,x2,x3) = дa(x1,x2)дb (x1,x2)дc (x2,x3)дd (x3)と対応する因子グラフの例
この式における第 2項目 −12
∑
k θk
2 が、大きすぎる θk に対するペナルティを与えることにより正則化
が実現する。なお、C は事前分布 P(θ ) を決定する数値であり、正則化に伴うハイパパラメータと言え
る。これも式 (4.14)と同様に θk で微分すると
∂
∂θk
L ′θ = C

∑
j
fk (x (j),y(j)) −
∑
j
∑
y′∈Y
P(y ′|x (j))fk (x (j),y ′)
 − θk (4.17)
である。
式 (4.14)及び (4.17)における最適パラメータ θˆ は、L-BFGS法 (Byrd et al., 1994)などの準ニュート
ン法を用いて計算することができる。
4.3.2 因子グラフ
問題によっては観測変数 x と隠れ変数 y は複数の変数からなる。この場合、これらの全変数間の依存
関係を考慮した P(y|x)を直接学習しようとするとスパースネスの問題が発生する。そこで、変数間に適
度な独立性を仮定することで、スパースネスの問題を回避する。変数間の独立性を表現するために、以
下では因子グラフ（factor graph）(Kschischang et al., 2001)を用いる。そのため、本節で因子グラフに
ついて説明する。
因子グラフは、Kschischang et al. (2001) が提案した、次の式 (4.18) に示す дx のように複数変数
x1, . . . ,xn に依存する関数をどのように因数分解するかを示すための二部グラフである。ここで、дj は
因数分解後の局所関数、X j は関数 дj の引数となる {x1, . . . ,xn}の部分集合を示す。
G(x1, . . . ,xn) =
∏
j
дj (X j ) (4.18)
具体的な因子グラフの定義は以下の通りである。
定義 4 (因子グラフ (Kschischang et al., 2001)).因子グラフとは、式 (4.18) における因子分解の構造を
表現した二部グラフである。二部グラフは、変数ノード x j、因子ノード дj から構成される。変数ノード
xi と因子ノード дj 間の枝は、xi が дj の引数であるとき、かつそのときに限り存在する。
実際の因子グラフの例を図 4.4に示す。因子グラフでは、変数を円形ノード、因数分解で分解した各
因子を正方形ノードで表す。具体的に、図 4.4は、次の式 (4.19)に示す G(x1,x2,x3)の因数分解と対応
している。
G(x1,x2,x3) = дa(x1,x2)дb (x1,x2)дc (x2,x3)дd (x3) (4.19)
また、因子グラフを用い、観測変数と隠れ変数の双方を含む確率関数の因数分解を表現することもで
きる。この場合、一般的には観測変数を有色の円形ノード（本論文では灰色のノード）、隠れ変数を無色
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図 4.5: Linear-chain CRFの因子グラフ表現
の円形ノードで表す。実際の例を図 4.5に示す。図 4.5は、観測変数 x、隠れ変数 y を引数に持つよう
なある確率関数 P(y|x)を次のように因数分解することを示している。
P(y|x) =
|y |∏
i=1
pi (x ,yi ) ·
|y |−1∏
j=1
qi (x ,yj ,yj+1) (4.20)
以降、因子グラフを数式で表現するために、因子グラフ G を、変数ノードの集合 V・因子ノー
ドの集合 F・エッジの集合 E の 3 つを用いて G = (V,F , E) のように表現する。なお、集合の
表記を簡便にするため次のような記法を導入する。例えば、{yi}5i=1 のように書いた場合、これは
{yi | 1 ≤ i ≤ 5 ∧ i ∈ N} = {y1, . . . ,y5}を意味する。この記法を用いれば、図 4.5及び式 (4.20)の因子グ
ラフを G = (V,F , E)とするとV,F , E は次のように表現できる。
V = {x} ∪ {yi}5i=1 (4.21)
F = {pi}5i=1 ∪ {qj}4j=1 (4.22)
E = {(pi ,x)}5i=1 ∪ {(pi ,yi )}5i=1 ∪ {(qj ,x)}4j=1 ∪ {(qj ,yj )}4j=1 ∪ {(qj ,yj+1)}4j=1 (4.23)
4.3.3 Linear-chain Conditional Random Fields（Linear-chain CRF）
以上に説明した対数線形モデルと因子グラフの概念を用いると、CRFは次のように説明できる。すな
わち、CRFは P(y|x)に対して適度な独立性を仮定し、P(y|x)を対数線形モデルによりモデル化した識
別モデルである。CRFには P(y|x)の独立性をどのように仮定するかによっていくつかのバリエーショ
ンが存在する。まず最初に、CRFのバリエーションとなるモデルとして、CRFの最も広く使われてい
る形である Linear-chain Conditional Random Fields（Linear-chain CRF）について説明する*5。
Linear-chain CRFでは、隠れ変数と観測変数がそれぞれ 1次元の系列である場合を対象とする。具体
的には、先に挙げた図 4.5で示す因子グラフ上で、各因子関数に対数線形モデルを採用したものである。
この場合、グラフは木構造であるため信念伝播法によって効率良く確率推定が可能である。以下、本研
究では必要に応じて Linear-chain CRFを L-CRFと略す。図 4.5を見ると、Linear-chain CRFでは、因
子関数は「隠れ変数と観測変数」を結ぶ因子 pi と、「ある位置の隠れ変数と次の位置の隠れ変数」を結
ぶ因子 qj の 2種類に分けられることが分かる。これはそれぞれ「隠れ変数と観測変数の値を考慮」「隠
れ変数間の遷移を考慮」すると言う方略に基づいた因数分解と言える。
*5 なお、ここで解説する Linear-chain CRFは遷移の考慮を 1つ前のみに限定しているが、これは First order Linear-chain CRF
と言う Linear-chain CRFの特別な場合である。本研究では Linear-chain CRFと言った場合は First order Linear-chain CRF
に限ることとするが、例えば 2つ前も含める Second order Linear-chain CRFなどのバリエーションが存在する。
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図 4.6: 2D CRFの因子グラフ表現
4.3.4 2D Conditional Random Fields（2D CRF）
次に、CRFの異なるバリエーションである 2D Conditional Random Fields（2D CRF）について説明
する。2D CRFは、Zhu et al. (2005)が提案した二次元系列の隠れ変数を CRFによって一度に推定する
識別モデルである*6 。Linear-chain CRFと同様、各因子関数に対数線形モデルの P(y|x)を用いる。
2D CRFの構造を表す因子グラフを図 4.6に示す。2D CRFでは、「ある位置の隠れ変数と上下左右に
隣接する隠れ変数」を結ぶ因子と（図 4.6において、実線で接続される因子）、「隠れ変数と各観測変数」
を結ぶ因子（図 4.6において、点線で接続される因子）の 2種類が存在する。これらは「上下左右に隣
接する隠れ変数間の値を考慮」「隠れ変数と各観測変数の値を考慮」すると言う方略に基づいた因数分
解と言える。Linear-chain CRFとの大きな違いは、Linear-chain CRFでは隠れ変数系列を一次元的に結
合していたのに対し、2D CRFでは隠れ変数系列を二次元的に結合している点である。なお、図中では
観測変数 x を一つにまとめているが、x を分解し、それぞれを特定の因子ノードに接続しても良い。
4.4 提案手法
本節では、4.2.3 節で観察した文種類・文対応の特徴を踏まえ、4.3 節で導入した基盤技術に基づい
た提案手法の説明を行う。まず、文対応推定問題の定式化を行う。次に、Linear-chain CRF による文
種類推定手法を示し、続いて Linear-chain CRF, 2D CRF による文対応推定手法を順次示す。最後に、
Linear-chain CRFによる文種類推定モデル・2D CRFによる文対応推定モデルを統合したモデルについ
て説明する。
*6 なお、本研究では隠れ変数が二次元系列である場合のモデルを 2D CRFと呼んでいるが、観測変数が二次元系列のモデル
を 2D CRFと呼ぶ文献も存在する (Quattoni et al., 2004)。例えば Quattoni et al. (2004)は、観測変数が二次元系列の CRF
を画像認識に用いている（この場合、観測変数は画像であるため二次元、隠れ変数は推定された物体名であるため一つ）。
本研究では、隠れ変数が二次元系列である場合のモデルのみを扱う。
54 第 4章 対をなす二文書間における文対応関係の推定
4.4.1 問題の定式化
提案手法の説明に先立ち、問題の定式化を行う。本研究の対象とする文書対は顧客からのメールやレ
ビュー文書と販売者からの応答文書の対であるが、以下に示す手法は対をなす二文書であればこれらの
文書対に限らず適用することができる。そのため、以下では顧客によるメール・レビュー文書、販売者
による応答文書をより一般化して往信文書、返信文書と呼ぶ。
説明のために、以下の記号を導入する。ここで、文対応 yi, j は往信文 xoi から返信文 x r j の間に文対
応関係が存在すれば 1、しなければ 0の二値を取る変数である。
N 往信文の文数
M 返信文の文数
xorg 往信文の列 xo1,xo2, . . . ,xoN
x rep 返信文の列 x r1,x r2, . . . ,x rM
torg 各往信文の種類の列 to1, to2, . . . , toN
t rep 各返信文の種類の列 t r1, t r2, . . . , t rM
yi, j 往信文 xoi と返信文 x r j の間における文対応存在の有無（二値）
y 全ての文対応 yi, j からなる集合 {yi, j | 1 ≤ i ≤ N , 1 ≤ j ≤ M}
各文間の文対応を推定する問題は、二文書 xorg,x rep を観測変数、文対応 y を隠れ変数と考え、xorg,x rep
から y を推定する問題と考えることができる。なお、定式化にあたって、文対応は多対多関係を持てる
ものとし、一対一などの制約は加えない。これは、4.2.3節の表 4.7, 4.8で見たように、文種類によって
は複数の文対応を持つ場合が一般的なためである*7。
以下、まず最初に、文対応の推定に先立って文種類 tˆorg, tˆ rep を推定し（4.4.2節）、推定した文種類を
素性に投入することで、文種類を考慮した文対応推定を行う方法を示す（4.4.3, 4.4.4 節）。この場合、
文種類の推定は文 xorg(又はx rep)を観測変数、文種類 torg(又はt rep)を隠れ変数とした推定問題と考える
ことができる。続いて、二文書 xorg,x rep から文種類 tˆorg, tˆ rep と文対応 y を同時に推定する方法を示す
（4.4.5節）。
4.4.2 Linear-chain CRFによる文種類推定
各文の種類を推定する問題は、系列ラベリング問題とみなすことができる。系列ラベリング問題とは、
ある観測された系列 x = {x1, . . . ,xn}に対し、隠れ変数列 y = {y1, . . . ,yn}を推定する問題である (浅原
, 2007)。文種類推定問題の場合、文列 x が観測変数、文種類列 t が隠れ変数に相当する。
自然言語処理分野の系列ラベリング問題に対しては、Linear-chain CRFが広く適用されている。具体
的な適用例としては、品詞タグ付け (Lafferty et al., 2001)、テキストチャンキング (Sha & Pereira, 2003)、
形態素解析 (Kudo et al., 2004;工藤他, 2004)、固有表現抽出 (McCallum & Li, 2003;齋藤他, 2007;南他,
2011)などがある。例えば、品詞タグ付け問題に Linear-chain CRFを適用すると、各品詞の推定におい
て品詞間の遷移が考慮されるため、学習データから得られた品詞遷移の傾向に基づいて品詞列を付与で
*7 実際に、文対応を一対一に制限した場合の性能を見積もるため、次のような予備実験を行った。まず、多対多関係を許し
て文対応確率を推定する。次に、文対応確率 P (yi, j = 1|x )の高い順に、一対多（多対一）とならない対応のみを確定させ
る操作を繰り返し行った。結果、多対多関係を許す場合は適合率 46.60%、再現率 60.99%であったのに対し（表 4.12の
combine）、一対一関係に制限した場合は適合率 61.49%,再現率 21.79%と、再現率が大きく低下した。
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きる。品詞間の遷移には、例えば助詞が連続することは稀であるなどの特徴が存在するため、これらの
特徴を踏まえた品詞付与が実現する。
本研究が対象とする文種類についても、4.2.3節の表 4.5, 4.6で見たように遷移傾向が存在する。そこ
で、本研究ではレビュー文種類・応答文書種類推定のそれぞれについて、Linear-chain CRFを適用する
ことで文種類推定を実現する。Linear-chain CRFによる文種類推定は、式 (4.20)の qi (x ,yj , jj+1)及び図
4.5の各 qi が示すように、隣接するレビュー文種類 toi , toi+1（応答文種類 t ri , t ri+1）を依存関係におく
ため、先に見たような遷移傾向の考慮が実現できる。
4.4.3 Linear-chain CRFによる文対応推定
各文間の文対応を推定する問題も、文 x を観測変数、文対応関係 y を隠れ変数としたラベリング問題
と考えることができる。文対応推定では、予め文種類推定器により推定したレビュー文種類 tˆorg、応答
文種類 tˆ rep を素性として投入することで、文種類を考慮した推定を実現する。
文対応についても、文種類と同様 4.2.3節の表 4.10, 4.11で見たように遷移傾向が存在する。そこで、
往信文 xoi 又は返信文 x r j のいずれかを固定し、Linear-chain CRFを適用することで文対応推定を行う。
以下、まず返信文を x rk に固定し、各応信文 xo1,xo2, . . . xoN との文対応 y,k (1 ≤  ≤ N ) の推定を
Linear-chain CRFにより行う方法を示す。次に、応信文を xok に固定し、各返信文 x r1,x r2, . . . x rN との
文対応 yk, (1 ≤  ≤ M)の推定を Linear-chain CRFにより行う方法を示す。
まず、返信文を固定し、各応信文との対応を推定する手順を図 4.7aに示す。この手法では、最初に返
信文を x r1 に固定し、y,1 (1 ≤  ≤ N )の推定に Linear-chain CRFを適用する。この Linear-chain CRF
の場合、yi,1,yi−1,1 を依存関係におくため、表 4.10に示すレビュー文基準での文対応遷移傾向を考慮で
きる。この推定を、固定する返信文を x r1, . . . ,x rN へと順次移すことで、全体の文対応推定が完了する。
次に、応信文を固定し、各返信文との対応を推定する手順を図 4.7bに示す。この場合は、固定する応
信文を xok (1 ≤ k ≤ N ) へと順次移し、yk, (1 ≤  ≤ M) の推定に Linear-chain CRF を適用すること
で、全体の文対応推定を行う。この Linear-chain CRFでは、yk, j ,yk, j−1 を依存関係におくため、表 4.11
に示す応答文基準での文対応遷移傾向を考慮できる。
以下、図 4.7aに示す往信文間における対応の遷移性を考慮する（返信文を固定し、y, j を順次推定す
る）手法を L-CRForg、図 4.7bに示す返信文間における対応の遷移性を考慮する（往信文を固定し、yi,
を順次推定する）手法を L-CRFrep とする。
4.4.4 2D CRFによる文対応推定
次に、2D CRFを適用して文対応を推定する手法について説明する。Linear-chain CRFにより文対応
を推定する L-CRForg 及び L-CRFrep は、それぞれ往信文間・返信文間の片方のみの遷移性を考慮する手
法である。これに対し、2D CRFによる文対応推定は、往信文間・返信文間の双方の遷移性を考慮する
ことができる。
2D CRF による推定は、文対応 y は 2次元構造を持つため、文 x を観測変数、文対応 y を隠れ変数
として 2D CRFを適用することで実現できる。この場合の連接性の考慮について、2D CRFの因子グラ
フ（図 4.6）を用いて説明する。Linear-chain CRFを繰り返し適用する手法 L-CRForg 及び L-CRFrep は、
図 4.6に示す因子のうち各 y を縦方向 yi−1, j ,yi, j 又は横方向 yi, j ,yi, j−1 を結ぶ因子のみを残した場合に
相当し、各列 y,i または各行 yi, ごとに推定を行う。これに対し、2D CRFでは各 y が縦・横の両方向
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(a) L-CRForg の推定手順
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(b) L-CRFrep の推定手順
図 4.7: Linear-chain CRFを用いた文対応の推定手順
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図 4.8: 統合前のモデル（往信文・返信文が共に 2文の場合。x から各因子への接続は省略している）。左
から順に、往信文種類モデル、文対応モデル（2D CRF）、返信文種類モデル
で結ばれているため、往信文間及び返信文間における双方の対応の連接性（表 4.10, 4.11で示した傾向）
を考慮するモデルとなる。すなわち、L-CRForg 及び L-CRFrep の双方の性質を併せ持つモデルと言える。
以下、2D CRFによる文対応推定手法を 2D CRFと呼ぶ。
4.4.5 文種類・文対応推定モデルの統合
ここまでに説明した文対応推定 L-CRForg, L-CRFrep, 2D CRFは、いずれも予め推定した文種類情報を
文対応推定の素性として用いることにより文種類を考慮した文対応の推定を行う。これらの推定手法
は、文種類と文対応の推定を別のステップで行うため、文種類と文対応の間に独立性を仮定しているこ
とになる。しかし、4.2.3節で見たように、文種類と文対応の間にはある程度の関係があることが分かっ
ている。また、文対応推定時に投入する文種類はいくらかの誤りが含まれる可能性が高いため、文種類
推定時の誤りがそのまま文対応推定に影響を与える問題もある。そこで、本研究では文種類と文対応を
推定するモデルを統合し、両者を同時に推定するモデル combineを提案する。
本研究では統合の基本となるモデルとして、文種類推定に Linear-chain CRF を用いた往信文種類モ
デル・返信文種類モデル（4.4.2節）、文対応推定に 2D CRF を用いた文対応モデル（4.4.4節）を考え
る。ここで文種類推定に Linear-chain CRFによる推定モデルに用いる理由は、4.4.2節で説明したよう
に Linear-chain CRFは隠れ変数間に遷移傾向がある場合の推定に適している推定モデルなためである。
また、文対応推定に 2D CRFによる推定モデルを用いる理由は、4.4.4節で説明したように往信文間及
び返信文間における双方の遷移傾向を考慮できる推定モデルなためである。
これらのモデルに対し、文種類変数と文対応変数に依存する因子関数を新たに加えることで、統合モ
デルを実現する。依存関係を全て考慮するモデルは、観測変数 xorg,x rep、文種類 torg, t rep 及び文対応 y
を全て依存関係におくモデルであるが、このようなモデルはスパースネス問題の影響を強く受けてしま
う。基本となる Linear-chain CRF 及び 2D CRF は、スパースネス問題を回避するために少ないながら
も比較的効果が高い依存関係を仮定していることから、統合モデルに加える因子関数も、関係する文種
類・文対応を依存関係におくことができる最小限の関数とする。以下、具体的な統合方法について因子
グラフを用いながら説明する。
まず最初に、統合の元となる各モデルの因子グラフを図 4.8に示す。ここで、各モデルの因子グラフ
構造を 4.3.2節の記法を用いて記述すると、以下の通りである。
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図 4.9: 統合後のモデル（combine; 往信文・返信文が共に 2文の場合。x から各因子への接続は省略し
ている）。点線は統合前から存在した因子を結ぶリンク、実線は新たに加えた因子を結ぶリンク
往信文種類モデル
Linear-chain CRF により往信文種類を推定する。観測変数は往信文 xorg、隠れ変数は往信文種
類 torg である。観測変数と隠れ変数を結ぶ因子を f oi、隠れ変数同士を結ぶ因子を д
o
j とする
(1 ≤ i ≤ N , 1 ≤ j ≤ N − 1)。モデルの因子グラフを Gotype = {Votype,Fotype, Eotype} とすると、
Votype,Fotype, Eotype はそれぞれ以下の通りである。因子グラフを図 4.8（左）に示す。
Votype = {xorg} ∪ {toi}Ni=1 (4.24)
Fotype = {f oi}Ni=1 ∪ {дo j}N−1j=1 (4.25)
Eotype = {(f oi ,xorg)}Ni=1 ∪ {(f oi , toi )}Ni=1
∪ {(дo j ,xorg)}N−1j=1 ∪ {(дo j , to j )}N−1j=1 ∪ {(дo j , to j+1)}N−1j=1 (4.26)
返信文種類モデル
Linear-chain CRF により返信文種類を推定する。観測変数は往信文 x rep、隠れ変数は往信文種
類 t rep である。観測変数と隠れ変数を結ぶ因子を f r i、隠れ変数同士を結ぶ因子を д
r
j とする
(1 ≤ i ≤ M, 1 ≤ j ≤ M − 1)。モデルの因子グラフを Grtype = {Vrtype,Frtype, Ertype} とすると、
Vrtype,Frtype, Ertype はそれぞれ以下の通りである。因子グラフを図 4.8（右）に示す。
Vrtype = {x rep} ∪ {tr i}Mi=1 (4.27)
Frtype = {f r i}Mi=1 ∪ {дr j}M−1j=1 (4.28)
Ertype = {(f r i ,x rep)}Mi=1 ∪ {(f r i , tr i )}Mi=1
∪ {(дr j ,x rep)}M−1j=1 ∪ {(дr j , tr j )}M−1j=1 ∪ {(дr j , tr j+1)}M−1j=1 (4.29)
文対応モデル（2D CRF）
2D CRFにより文対応を推定する。観測変数は往信文 xorg 及び返信文 x rep（これらをまとめて x
とする）、隠れ変数は文対応 y である。観測変数と隠れ変数を結ぶ因子を fi, j、隠れ変数同士を結
ぶ因子のうち、往信文を固定して隣接する返信文への対応間を考慮する（yi, j を横に結ぶ）因子を
дk,l、返信文を固定して隣接する往信文からの対応間を考慮する（yi, j を縦に結ぶ）因子を hk,l と
する (1 ≤ i ≤ N , 1 ≤ j ≤ M, 1 ≤ k ≤ N − 1, 1 ≤ l ≤ M − 1)。因子グラフを図 4.8（中央）に示す。
モデルの因子グラフを Grelation = {Vrelation,Frelation, Erelation} とすると、
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Vrelation,Frelation, Erelation はそれぞれ以下の通りである。
Vrelation = {x} ∪ {yi, j}i=N , j=Mi=1, j=1 (4.30)
Frelation = {fi, j}i=N , j=Mi=1, j=1 ∪ {дk,l}k=N−1,l=M−1k=1,l=1 ∪ {hk,l}k=N−1,l=M−1k=1,l=1 (4.31)
Erelation = {(fi, j ,x)}i=N , j=Mi=1, j=1 ∪ {(fi, j ,yi, j )}i=N , j=Mi=1, j=1
∪ {(дk,l ,x)}k=N−1,l=M−1k=1,l=1 ∪ {(hk,l ,x)}k=N−1,l=M−1k=1,l=1
∪ {(дk,l ,yk,l )}k=N−1,l=M−1k=1,l=1 ∪ {(дk,l ,yk,l+1)}k=N−1,l=M−1k=1,l=1
∪ {(hk,l ,yk,l )}k=N−1,l=M−1k=1,l=1 ∪ {(hk,l ,yk+1,l )}k=N−1,l=M−1k=1,l=1 (4.32)
次に、以上の 3モデルを統合した提案モデル combineについて説明する。combineモデルでは、関係
する文種類・文対応を依存関係におく因子関数として Fi, j (1 ≤ i ≤ N , 1 ≤ j ≤ M)を新たに加える。因
子関数 Fi, j は、i 番目の往信文 xoi と j 番目の返信文 x r j と関係する、往信文種類 toi、返信文種類 t ri、
文対応 yi, j を依存関係におく因子関数である。この因子関数は、i 番目の往信文と j 番目の返信文に注目
した際に直接関わる変数は toi , t ri ,yi, j であることから、関係する文種類・文対応変数を依存関係におく
ことができる最小限の因子関数である。これにより、文種類・文対応変数を非独立的に扱った文種類・
文対応の同時推定が可能になる。提案手法全体のグラフ構造を図 4.9に示す。因子グラフ構造を具体的
な式で記述すると、以下の通りである。以下、必要に応じて統合したモデルを combineと呼ぶ。
統合モデル（combine）
観測変数は往信文 xorg及び返信文 x rep（これらをまとめて x とする）、隠れ変数は往信文種類 torg・
返信文種類 t rep・文対応 y である。新たに導入する因子を Fi, j とする (1 ≤ i ≤ N , 1 ≤ j ≤ M)。そ
の他の因子は統合前の各モデルと同様である。
モデルの因子グラフを Gcombine = {Vcombine,Fcombine, Ecombine} とすると、
Vcombine,Fcombine, Ecombine はそれぞれ以下の通りである（新たに加わった因子に関わる部分を下
線によって強調している）。因子グラフを図 4.9に示す。
Vcombine = {x} ∪ {toi}Ni=1 ∪ {tr i}Mj=1 ∪ {yi, j}i=N , j=Mi=1, j=1 (4.33)
Fcombine = Fotype ∪ Frtype ∪ Frelation ∪ {Fi, j}i=N , j=Mi=1, j=1 (4.34)
Ecombine = Eotype ∪ Ertype ∪ Erelation
∪ {(Fi, j ,x)}i=N , j=Mi=1, j=1
∪ {(Fi, j , toi )}i=N , j=Mi=1, j=1 ∪ {(Fi, j , t r j )}i=N , j=Mi=1, j=1 ∪ {(Fi, j ,yi, j )}i=N , j=Mi=1, j=1 (4.35)
なお、Linear-chain CRFなどでは各隠れ変数の周辺確率 P(y|x)を Forward-Backwardアルゴリズムに
より効率的に求めることができるが、統合モデル combineのように閉路を含む因子グラフ上の CRFに
は適用することができない。そのため、Tree Based reParameterization（TRP）(Wainwright et al., 2001)
などにより近似的に求める必要がある。
4.5 評価実験
4.5.1 実験条件
実験に用いるデータは、4.2.3節で用いた楽天トラベルのレビュー文書・応答文書と同じデータを用い
る。4.2.3節で得られた 1,000文書対に対し、5分割交差検定を適用して評価を行う。
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実験で比較する手法は次の 5つである。まず、4.4.3, 4.4.4節で説明した L-CRForg, L-CRFrep, 2D CRF
の 3種類を用いる。また、4.4.5節で説明した統合モデル combineを用いる。加えて、系列ラベリング
問題ではなく二値分類問題と考えるモデルとしてロジスティック回帰（logistic）でも性能を調査する。
CRFの各モデルのパラメータ学習・利用にはMALLET 2.0.7 (McCallum, 2002)中の GRMM (Sutton,
2006)を用いた。GRMMに用いたパラメータはデフォルト（TRPの最大 iteration回数 1,000回、TRP
の収束判定用の値 0.01）とし、周辺確率の計算には TRP (Wainwright et al., 2001) を利用した。なお、
GRMMは CRF学習パラメータの正則化に L2正則化 (Chen & Rosenfeld, 1999)を利用している。また、
ロジスティック回帰のパラメータ学習・利用には scikit-learn 0.15.1 (Pedregosa et al., 2011)を用い、正
則化には L2正則化を利用した。
文種類の推定には、文を構成する単語（表層形）を素性として用いる。また、文対応の推定、及び
combineモデルにおいて新たに追加した因子には以下の素性を用いる。なお、レビュー文・応答文の単
語は、ベクトル空間モデルによりベクトル化して投入する。
• レビュー文を構成する単語
• 応答文を構成する単語
• レビュー文・応答文をベクトル空間モデルによりベクトル化した際のコサイン類似度（0 ∼ 1
の値）
• 予め文種類モデルで推定したレビュー文・応答文の種類（combineモデル以外*8）
文種類・文対応の推定に単語を素性として用いる理由は、文種類・文対応いずれの推定においても文の
表層は最も重要なためである。ただし、文をそのままの形で扱うと、自然言語文の大半はユニークであ
ることから正しく推定が行えないと言う問題がある。そこで、文を単語のレベルに分解することで、よ
り汎用的な学習を行う。また、文対応推定にコサイン類似度を用いた理由は、4.2.3 節の図 4.2, 4.3 で
見たように、文対応が存在する文対の方が存在しない文対よりもコサイン類似度が高いと言う傾向があ
り、この傾向を推定に利用するためである。なお、単語分割にはMeCab 0.994 (Kudo et al., 2004)を利
用した。また、素性として利用する単語からは予め stop-word を除去しており、1,000文書対全体では
9,300種類の単語が存在した。更に、文種類を素性として用いる理由は、4.2.3節で見たような、文種類
と文対応の間の関係を推定に利用するためである*9
文対応推定性能の評価は、適合率（Precision）・再現率（Recall）、及びそれらの調和平均である F値
から行う。すなわち、考えうる全ての文対応の可能性から正しい文対応を探す課題とみなし、次の式で
計算する。
Recall =
正しく推定できた対応数
評価データ中に存在する文対応数
Precision =
正しく推定できた文対応数
システムが文対応有りと出力した文対応数
本実験では、以下に説明する手法により適合率・再現率を調整し、これらの性能がどのように変化す
るかを調査する。具体的には、文同士が対応する確率 P(yi, j = 1)と対応しない確率 P(yi, j = 0)の比率を
*8 combineモデルの場合は、レビュー文種類・応答文種類は文対応と同時に推定されるため、これらを陽に素性として追加す
る必要はない。combineモデルにおいては文種類と文対応を同時に考慮する因子が存在するため、文種類を考慮した文対応
推定が実現できる。
*9 文種類情報の有用性を確認するため、文種類を素性として利用しない場合の性能を調査する予備実験を行った。結果、文種
類を利用しない場合 L-CRForg, L-CRFrep, 2D CRFいずれにおいても適合率が 3ポイント程度、再現率が 1ポイント程度低
下した。このため、文対応推定において文種類情報は有用であると言える。
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表 4.12: 文対応推定性能（分割交差検定での F値最大点におけるマイクロ平均値）
手法 適合率 再現率 F値 閾値 α
logistic 41.99% 64.00% 50.70% -0.57
L-CRForg 42.65% 60.65% 50.08% -1.37
L-CRFrep 42.94% 57.58% 49.20% -1.10
2D CRF 44.11% 60.45% 51.00% -0.87
combine 46.60% 60.99% 52.83% -0.97
取り、閾値を与えて閾値以上か否かで文対応の有無の出力を変更する。すなわち、文対応 yi, j の最終的
な出力 yˆi, j は閾値 α を用いて次の式 (4.36)のようにする。
yˆi j =
 1 if log
P (yi, j=1|x )
P (yi, j=0|x ) > α
0 otherwise
(4.36)
4.5.2 実験結果と考察
まず、文対応推定の適合率・再現率を表 4.12 に示す。各数値は適合率・再現率を調整した際に学習
データにおいて F 値が最大となる点を用い、5 分割交差検定でのマイクロ平均値を計算した数値であ
る。なお、表 4.12に示す結果の F値に対してブートストラップ検定で得られた p値を Holm法 (Holm,
1979)によって調整した有意水準と比較することで多重比較を行い、統合モデル combineは他手法全て
に対して統計的有意差があることを確認している（有意水準 5%）*10。また、combineモデルの F値最大
点における文種類ごとの推定性能を表 4.13, 4.14に示す*11。
表 4.12を見ると、統合モデル combineの絶対的な性能は適合率 46.60%、再現率 60.99% であった。
この性能を本研究課題の応用と言う観点から見ると、例えば本章冒頭で述べた応用例である「(1) 未対
応文の検出による返信文書作成の支援」のためには、検出漏れが無いようにより高い再現率が必要であ
る。特に、表 4.13に示す＜ネガティブ感想＞や＜要求・要望＞は、第 1章で述べたようにサービス失
敗への顧客対応は重要であるため、特に高い再現率であることが望ましい。また、「(2)定型的返信文の
自動生成」「(3)非定形的返信文の返答例提示」のためには、自動生成・半自動生成の学習データに投入
できる程度の質を確保するためより高い適合率が必要である。相対的な性能では、F値最大点において
統合モデル combineは他手法よりも高い性能であったが、各応用のためにはより高い性能が必要である
と考える。これに対しては、本研究の問題設定はいずれの応用も視野に入れた設定であるため、目的と
する応用に合わせた改変を加えることである程度の対処が可能と考えている。例えば、「(1)未対応文の
検出による返信文書作成の支援」の場合は、特に重要な＜ネガティブ感想＞や＜要求・要望＞などの
特定文種類に特化し、再現率を重視するなどの処理を加えるなどの方法がある。
次に、統合モデル combineの文種類ごとの推定性能に注目する（表 4.13, 4.14）。いずれの文書を基準
にしても文種類によって性能に大きな差があるが、この主な理由は学習データ量の差によるものと考え
ている。すなわち、一部の文種類はほとんど文対応を持たないことや、そもそも当該文種類を持つ文の
*10 ブートストラップ検定におけるブートストラップ回数は 1,000回とした。
*11 表 4.14で全ての項目が「-」となっている文種類（＜結びでの感謝＞＜署名・フッター＞）は今回のデータには該当する文
種類に文対応がなかったもの、F値が「-」となっている文種類（＜定型的挨拶＞）は推定結果が全て false-positiveであっ
たものである。
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表 4.13: 提案モデル combineにおけるレビュー文
種類ごとの文対応推定性能（F値最大点）
レビュー文種類 適合率 再現率 F値
宿泊説明 26.02% 62.50% 36.74%
感謝・応援 5.95% 36.36% 10.22%
プラン名 6.45% 100.00% 12.12%
再泊・推薦意向 14.52% 36.00% 20.69%
不再泊・不薦意向 6.20% 100.00% 11.68%
ポジティブ感想 48.01% 68.69% 56.52%
ポジ/ネガ感想 59.93% 60.13% 60.03%
ネガティブ感想 58.35% 56.13% 57.22%
ニュートラル感想 12.28% 46.05% 19.39%
要求・要望 50.68% 52.71% 51.68%
情報追加 12.50% 42.71% 19.34%
個別事情の説明 22.28% 40.88% 28.84%
レビュー文全体 46.60% 60.99% 52.83%
表 4.14: 提案モデル combineにおける応答文種類
ごとの文対応推定性能（F値最大点）
応答文種類 適合率 再現率 F値
宿泊御礼 30.12% 64.66% 41.10%
投稿御礼 1.69% 13.46% 3.00%
結びでの感謝 - - -
心掛け・決意 14.61% 30.53% 19.76%
再泊願い 5.60% 19.29% 8.68%
署名・フッター - - -
定型的挨拶 0.00% 0.00% -
ほめへの感謝 59.93% 77.19% 67.47%
お詫び 50.08% 60.37% 54.74%
恥じ入り 42.68% 43.75% 43.21%
提案・指摘感謝 46.73% 35.48% 40.33%
事実述べ 52.37% 63.68% 57.47%
具体的対応明示 47.38% 63.96% 54.43%
抽象的対応明示 52.42% 46.14% 49.08%
具体的検討明示 60.36% 59.30% 59.82%
抽象的検討明示 53.80% 53.40% 53.60%
対処明示 45.97% 51.33% 48.50%
了承願い 61.43% 69.35% 65.15%
対話 26.14% 33.87% 29.51%
情報追加 38.32% 52.02% 44.13%
応答文全体 46.60% 60.99% 52.83%
表 4.15: 2D CRF と combine 間における出力の変
化（正解: 文対応あり）
2D CRF
TP FN
combine
TP 2,227 513
FN 488 1,264
表 4.16: 2D CRF と combine 間における出力の変
化（正解: 文対応なし）
2D CRF
TN FP
combine
TN 21,644 1,414
FP 1,112 2,027
出現回数が少ないことに起因して学習が難しくなっている。特に前者については、例えばレビュー文種
類＜感謝・応援＞＜プラン名＞や応答文種類＜投稿御礼＞について表 4.7, 4.8を見ると、登場する回
数は多いものの文対応を持つものは極めて少ないことが分かる。これらの文種類については再現率が高
いものの適合率が極めて低いことから、過剰に対応有りと推定してしまっていることが分かる。このよ
うに対応する可能性が低い文種類については、推定後に予め人手で作成したルールによりフィルタリン
グするなどにより解決できると考えている。
更に、統合前モデル 2D CRFと統合後モデル combineの間における出力の変化に注目する。表 4.15,
4.16に、同じ文対応について 2D CRFと combineによる推定結果が一致した・しなかった数を示す。表
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Result (2D-CRF - combine)
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FP-TN
図 4.10: 2D CRFと combine間において出力が TN→ FP又は FP→ TNと変化した文対応に対応する文
種類のエントロピー
4.15は正解データが文対応ありのもの、表 4.16は文対応なしのものである。表 4.15の TP, FPはそれぞ
れ True-Positive, False-Negativeを、表 4.16の TN, FPは True-Negative, False-Positiveを表す。いずれの
表とも、対角の値は 2D CRFと combine間で推定結果が一致した数を表し、非対角成分は一致しなかっ
た数を表す。2D CRFと combineの性能差は推定結果が一致していないものから生じるため、非対角成
分（下線数値）に注目すると、表 4.15 では大きな違いがなく、表 4.16 では 2D CRF が False-Positive
であったものを combineで True-Negative と判断した数が、combineが True-Negative であったものを
2D CRFで False-Positiveと判断した数が上回っていることが分かる。すなわち、2D CRFで過剰に対応
ありとしていたものを、combineでは対応なしとすることにより、同程度の再現率を保ちながら適合率
を高めている。これらの文対応の特徴を調べるため、文対応と対応するレビュー文・応答文について、
Linear-chain CRFによる文種類確率の推定結果のエントロピーを調査した。レビュー文・応答文種類確
率のエントロピーの和について、出力の変化から見た分布をボックスプロットに取った図を図 4.10に
示す。図 4.10は、2D CRFで True-Negativeであり combineで False-Positiveであった二文（TN-FP）よ
り、2D CRFで False-Positiveであり combineで True-Negativeであった二文（FP-TN）の文種類確率分
布の方が高いエントロピーを持つ傾向を表している。これは、2D CRFではエントロピーが高い、すな
わち文種類の推定が難しいものでも一意に定めた文種類を用いたために対応ありと出力して誤っている
（FP）ものを、combineでは対応なしと出力する（TN）ことにより抑制できていることを表す。これは、
combineが文種類を一意に定めず、同時に推定することによる効果であると考えている。
続いて、式 (4.36) の閾値 α を変化させて適合率・再現率を調整した際の Precision-Recall 曲線を図
4.11に示す。図 4.11より中程度の再現率（Recall: 0.25 ∼ 0.75）でも combineは概ね他手法よりも高い
適合率であり、多くの場合において高い性能であったと言える。一方で、低再現率（Recall: 0.0 ∼ 0.25）
では、中再現率で高い適合率であった combineよりもロジスティック回帰 logisticや L-CRFrep の方が高
い性能であった。この原因を調べるため、低再現率と中再現率においてどのような文対応が推定できて
いるかをコサイン類似度の観点から調査した。ここで、各 Recall値の性能時において推定できた全ての
文対応に対しコサイン類似度を計算し、平均を取った値の変化をグラフにした図を図 4.12に示す。図
4.12より、いずれの手法においても低い再現率値においてはコサイン類似度の平均が高く、徐々にコサ
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図 4.11: 実験結果の Precision-Recall曲線
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図 4.12: 平均コサイン類似度値-Recall 曲線。各 Recall 値において推定された全ての文対応に対しコサ
イン類似度を計算し、平均を取った値の変化を示す
イン類似度の平均は下がって行くことが分かる。中でも combineは低再現率においてコサイン類似度の
平均が他手法に比較すると特に低いことから、コサイン類似度の重要性を低く見ているために高類似度
の文間に見られる文対応を見落としていると考えている*12。これに対しては、combineでは他の手法よ
りも単純な単語マッチなどでは推定が困難な文対応もある程度発見できると言う特徴を持つことでもあ
*12 なお、例えば再現率 10%において推定された文対応のコサイン類似度について、logisticの分散は 0.052、combineの分散
は 0.035であった。特に、コサイン類似度が 0であった文対の割合は、logisticの場合は 12.3%であったのに対し、combine
の場合は 48.8%と大きな差があった。
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レビュー文書
二泊以上からのプ
ランで３泊４日で
利用させていただ
きました。
フロントの係り
の方やスタッフ
の方、皆様とても
感じがよかったの
で、気持ちよく滞
在することが出来
ました。
駅から歩いて 5 分
程の立地で近所に
はおいしいラーメ
ン屋さんが数件、
コンビニエンスス
トアもあり、とて
も便利だと思いま
す。
お風呂がユニット
バスだったのが少
し残念です。
応答文書
この度は＊＊＊＊
をご利用頂きまし
て誠にありがとう
ございます。
また、温かな嬉し
いお言葉も頂戴し
重ねて御礼申し上
げます。
ご不便をお掛けい
たしましたユニッ
トバスにつきまし
ては、早急な改善
は難しいのが現状
です。
何卒ご理解頂けれ
ば幸いでございま
す。
また、当館は都心
へのアクセスが大
変便利なため、ご
出張や観光など
様々なお客様より
好評の声を多く頂
戴しております。
今後とも、設備・
接客面でより良い
サービスをご提供
出来ます様、日々
努めて参りますの
で、ぜひ次回もご
利用下さいませ。
(a)正しい出力例
レビュー文書
夜遅かったので
12 時チェックア
ウトというのが大
変助かりました。
立地がよいのに安
く泊まれて大満足
でした。
フロントの方も丁
寧な対応で気持ち
良く泊まることが
できました。
また機会があった
ら利用したいと思
います。
【ご利用の宿泊プ
ラン】【直前限定・
素泊り】＊＊＊＊
まつり★１２時Ｏ
ＵＴ限定！ シング
ルルーム
応答文書
この度は＊＊＊＊
をご利用いただき
まして誠にありが
とうございます。
当ホテルは立地に
恵まれておりご好
評いただいており
ます。
また、フロントス
タッフに対して
もお褒めの言葉を
頂く事ができ嬉し
く拝見いたしまし
た。
当ホテルではチェ
ックイン・チェッ
クアウトの時間に
応じてお得なプラ
ンを提供いたして
おりますので、お
客様のご滞在予定
に合わせてお選び
いただけます。
クリスマスシーズ
ン限定で１３時チ
ェックアウト☆と
いうプランも提供
中です！
またのご利用をス
タッフ一同、心よ
りお待ち申し上げ
ております。
×
(b)誤った出力例
図 4.13: combineモデルによる推定例。実線は対応有りと推定された正しい文対応を示す。実線に ×記
号があるものは対応有りと推定されたが実際には対応していないもの、破線は対応無しと推定されたが
実際には対応しているものを示す。
るため、コサイン類似度の値によって推定手法を切り替えるなどで様々な文対にも対応可能になると考
えている。すなわち、コサイン類似度が高い文対ではロジスティック回帰や L-CRFrep など、低い文対で
は combineを用いることで、より推定性能が向上すると考えている。
次に、実際の combine モデルの出力例を図 4.13 に示す（表 4.12 に示す F 値最大点における出力結
果）。図中の実線が推定によって得られた正しい文対応を示し、実線に ×記号があるものは対応有りと
推定されたが実際には対応していないもの、破線は対応無しと推定されたが実際には対応しているもの
を示す。
図 4.13aは誤りなく文対応を推定できた例である。例えばレビュー文「フロントの係の方や…」「駅か
ら歩いて 5分程…」はいずれも対応先の応答文「また、温かな嬉しいお言葉…」と共通する内容語が存
在しないが、正しく文対応が推定できている。これは、それぞれの文種類を＜ポジティブ感想＞ ＜ほ
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美味しい頂きまし
た。
ただサラダが別の
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（セミダブルベッ
ド）★禁煙
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当ホテル自慢の温
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頂きましてスタッ
フ一同大変喜んで
おります。
今回はサラダのあ
る配置が見つけづ
らく、大変ご迷惑
をおかけ致しまし
た。
次回宿泊時にはぜ
ひお召し上がり下
さいませ。
奈良へお越しの際
は私共のホテルを
思い出して下され
ば幸いでございま
す。
スタッフ一同お待
ち申し上げており
ます。
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(a) 2D CRFモデルの出力例
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(b) combineモデルの出力例
図 4.14: combineモデルと 2D CRFモデルの推定例
めへの感謝＞と正しく推定できており、加えて「気持ちよく」「おいしい」「便利」と言った語が現れる
文と「御礼」と言った言葉が現れる文の間には対応する可能性が高いと言った傾向をうまく学習できた
ことによると考えている。
また、図 4.13bは誤った推定が含まれている例である。例えばレビュー文「夜遅かったので…」は応
答文「また、フロントスタッフに対しても…」と対応していると推定して誤っている。これは逆に、文
種類がそれぞれ＜ポジティブ感想＞＜ほめへの感謝＞であることや、レビュー文中に「チェックアウ
ト」が、応答文中に「フロント」「スタッフ」などの語が出現すると対応しやすいと言う傾向に影響され
ているためであると考えている。この場合、それぞれの文で触れられている対象が、チェックアウト時
刻そのものなのか、チェックアウト時のスタッフの対応なのかを区別できればより正確な推定が可能に
なる。同様に、「夜遅かったので…」に対して応答文「当ホテルでは…」「クリスマスシーズン…」の間
の文対応を発見することができなかった問題についても、それぞれの文でチェックアウト時刻に触れら
れていることを特定できれば対応を発見できる可能性が向上すると考えている。
最後に、combineモデルと 2D CRFモデルによる出力の比較例を図 4.14に示す（表 4.12に示す F値
最大点における出力結果）。この例では、2D CRF モデルでは誤って対応ありと出力したペアに対して
も、combineモデルでは正しく対応がないと出力できている。2D CRFモデルが誤った理由の一つとし
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て、文対応推定の前提処理である文種類推定の誤りによる影響があると考えている。この例では、応答
文「今回はサラダのある…」及び「次回宿泊時には…」に対して文種類 ＜情報追加＞ が誤って推定さ
れているが（正しくは＜お詫び＞及び＜対話＞）、＜情報追加＞は関連した語が登場するレビュー文
と対応を持ちやすいと言う傾向があるため、過剰に対応有りと出力されていると考えている。これに対
し、combineモデルでは文種類と文対応を同時に推定するため、事前の文種類推定における誤りに影響
されると言ったことはないため正しく推定できている。これは、表 4.15, 4.16で見た、「2D CRFで過剰
に対応ありとしていたものを、combineでは対応なしとする傾向」を示す典型例の一つでもある。
4.6 関連研究
二文書以上の文書間において、文書を跨いだ文同士の関係に踏み込んだ研究は新聞記事を対象とした
ものが多い (Radev, 2000;難波他, 2005;宮部他, 2006, 2005)。Radev (2000)は新聞記事間に観察できる
文間関係を「同等（Equivalence）」「反対（Contradiction）」などの 24種類に分類する Cross-Document
Structure Theoryを提案した。これら文間関係のうち、宮部他 (2006, 2005)は「同等」「推移」関係の特
定に、難波他 (2005)は「推移」「更新」関係の特定に特化した自動推定手法を提案している。これらの
各研究では「同等」「推移」「更新」関係を特定するために文同士が類似しているなどの特徴を利用して
いる。これらの研究と本研究を比較すると、まず、これらの研究が扱う新聞記事間における文対応と本
研究が扱う往信-返信文書間における文対応は異なった傾向を持っている。すなわち、新聞記事では同じ
事象に対して複数の書き手が記事を作成したり、事象の経過により状況が異なったりすることで文書間
や文書を跨いだ文間に対応が発生するのに対し、往信-返信文書ではコミュニケーションと言う目的を達
成するために文対応が発生すると言う違いがある。また、本研究が対象としている往信-返信文書対にお
ける文対応では、4.2.3節でも見た通り類似しない文同士にも文対応が存在することもあるため、対応す
る文同士が類似していることを前提にせずに推定を行う必要がある。
新聞記事以外では、地方自治体間の条例を対象とした研究 (竹中・若尾, 2012)、料理レシピと対応す
るレビュー文書を対象とした研究 (Druck & Pang, 2012)がある。竹中・若尾 (2012)は地方自治体間で
異なる条例を条文単位で比較する条文対応表を作成するために、条文間の対応を自動で推定する手法を
提案している。また Druck & Pang (2012)は、レシピに対応するレビュー文書に含まれる作り方や材料
に対する改善提案文の抽出を目的とし、その最終過程で提案文をレシピの手順と対応付ける手法を提
案している。ただし、推定するべき対応が類似していることを前提としている（すなわち、竹中・若尾
(2012)の場合は同一の事柄に関する条例を対応付ける手法であり、Druck & Pang (2012)の場合はレシ
ピ手順とレビュー文を対応付ける手法である）ため、これらの手法も対応する文の間に同じ単語や表現
が出現していることを前提としている。
対話を対象とした研究には、Boyer et al. (2009)による対話における発話対応関係の分析がある。彼女
らは、対話における隣接対（adjacency pair）構造を隠れマルコフモデル（Hidden Markov Model; HMM）
を用いてモデル化している。ただし、彼女らの分析では、隣接対の場合は多くが位置的に隣接している
可能性が高いことを前提としている*13。これに対し、本研究の対象である文書対における文対応ではこ
う言った傾向を利用できないと言う違いがあるため、単純に彼女らの分析手法を本研究が対象としてい
る文対応に適用することはできない。
*13 隣接対の多くは位置的に隣接しているが、位置的に隣接していない場合もある。例えば、挿入連鎖（隣接対の間に別の隣接
対が挿入されるような構造）の場合は、位置的には離れた隣接対が観察される。
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また、質問応答ウェブサイトの対話を対象とした研究として、Qu & Liu (2012)の質問応答ウェブサ
イトにおける文依存関係（sentence dependency; 質問に対する回答、回答に対する解決報告など）を推
定する研究がある。彼らは CRFによる分類器を利用し、隠れマルコフモデルよりも高い性能で文依存
関係を特定できたとしている。Qu & Liu (2012)と本研究では、異なる書き手（発話者）による文間の
関係を特定する点で類似しているが、以下の点で異なっている。まず、対象とする文書については、彼
らの対象としているウェブサイトは対話に近い形で問題解決を図ると言う特徴を持っている一方で、本
研究の対象は一対のやりとりでコミュニケーションが完結すると言う特徴を持つ。また、彼らが文依存
関係の推定に予め推定した文種類を素性として投入しているのに対し、本研究はこれらを同時に推定す
る combineモデルを新たに提案している点でも異なる。
4.7 まとめと今後の課題
本論文では、対応する二文書間において文対応を自動で推定する課題を提案した。また、対話文書を
対象とした従来手法を本課題に適用すると共に、文種類と文対応を推定するモデルを統合した新しいモ
デルを提案した。実際に文対応の推定性能について比較実験を行い、中再現率において統合モデルは他
モデルよりも高い適合率であること、特に F値最大点では最も高い F値であることを確認した。
今後の課題として、以下の項目を考えている。
まず、本研究の対象は二文書の対に限っていたが、メールなどの場合では「返信の返信」のように三
文書以上が関係する場合もある。ここで、往信文書を文書 A、文書 A に対する返信文書を文書 B、文
書 Bに対する再返信文書を文書 Cとした場合、文書 Bでは文書 Aに対する返信文に加え、文書 Cへ
の往信文が登場すると言う性質を持つ。例えば、文書 Bにおける回答は文書 Aと対応し、文書 Bにお
ける質問は文書 Cと対応する。また、文書 Bにおける回答文に対して文書 Cでフィードバックが行わ
れている場合など、文書 Bのある一文が文書 A, C双方と関係を持つ場合もある。この場合、素朴な方
法としては文書 A-文書 B及び文書 B-文書 Cのそれぞれで本研究での提案手法を繰り返し適用する方法
がある。この際、文書 Bの文種類をそれぞれの推定手順で返信文種類集合、往信文種類集合に切り替え
て別々に推定すると言う方法もあるが、新たに往信文書・返信文書のいずれでもあるような文書のため
の文種類を新たに定義すると言う方法もある。更に、繰り返し推定するのではなく、文書 A,B,Cの文種
類・文対応を同時に推定するモデルに拡張すると言う方法を考えることもできる。加えて、本研究で扱
う文対応の定義からは外れるものの、文書 Bを経由せずに文書 Aと文書 Cで関連していると言った、
三文書以上が関わることで初めて観察される関係もある。例えば、文書 Aでした質問のいくつかが文書
Bで答えられなかった場合に、文書 Cで再度質問に触れる場合などがある。今後、三文書以上になるこ
とで新たに発生する事象についてはこのような関係も含めて分析を行い、三文書以上における文対応推
定に最適な手法を検討したいと考えている。
加えて、本章の冒頭 4.1節で紹介したような応用についても取り掛かりたいと考えている。今回対象
となったデータセットであるレビュー文書・応答文書対についても様々な応用が考えられるため、応答
文書の書き手の支援にとどまらず、ウェブサイトの利用者全体にとって有用なアプリケーションも実現
したいと考えている。
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第 5章
おわりに
本研究では、ECサイトに関連するテキストを対象とした構想過程における文書作成支援として、以
下の 2つの研究課題を提案した。
1. 商品紹介文に相応しい評価視点の提示（第 3章）
2. 対をなす二文書間における文対応関係の推定（第 4章）
研究課題 1では、商品紹介文に対する相応しい評価視点グループの提示を行う課題を提案し、評価視
点表現の評価視点グループへの対応付け・評価視点グループのランキングへ分割する枠組みを提案し
た。評価実験を通じて提案した枠組みの有効性を実証し、結果の分析を通じて評価視点グループのラン
キングにおいては対数尤度比による手法が有効であり、評価視点グループ頻度のカウント手法について
は影響が小さいことを明らかにした。
研究課題 2では、レビュー文書に対する応答文書など、二文書間における文対応関係の推定を行う課
題を提案した。文対応の推定手法には、予め文種類を推定し、推定された文種類を文対応推定の素性と
して投入する手法と、文種類と文対応を推定するモデルを統合した新たなモデルを提案した。実際に文
対応の推定性能について比較実験を行い、特に中再現率においては統合モデルが他モデルよりも高い適
合率であることを示した。
以上に挙げた研究課題は、いずれも新たに ECサイトに関連したテキストの構想過程における文書作
成支援を実現する課題であり、支援対象の拡大と言う方向により文書作成支援を発展させたと考える。
加えて、文書作成支援に必要な情報源としてレビュー文書を用いており、レビュー文書の新たな利用可
能性を示せたと考えている。
今後の課題を以下に挙げる。最初に第 1章で、文書作成支援の発展の方向は「性能の向上」と「支援
対象の拡大」であることを述べた。そこで、第一の課題としては、今回提案した文書作成支援における
性能向上であり、具体的な指針は第 3章、第 4章の各章における考察で示した通りである。
第二の課題は、支援対象を更に拡大することである。第 1章で、ECサイトに関連して販売者が作成
するテキストを挙げたが、本研究では対象としなかったテキストもある。これらの中には、本研究と同
様にレビュー文書を作成支援の情報源として活用できるものもあるため、新たな文書作成支援の可能性
について検討したいと考えている。
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付録 A
レビュー文書・応答文書における文分割
手法
一般に、日本語文書は句点が文の区切れと対応している。しかし、ウェブ上の文書はくだけた表現や
ウェブサイト独自の記法が存在するため、必ずしも句点と文の句切れが対応しない。そのため、句点の
みで文分割を行うと正しい分割結果が得られない場合がある。例えば、下図 A.1は、あるレビュー文書
を句点のみで分割した例である。図 A.1に示すレビュー文書では、文の区切りとして記号「！」「★」や
くだけた表現「（笑）」が使われているため、句点のみでは分割できない。
＊＊観光時に利用しました。１歳
の子どもとの宿泊だったので、食
事やお風呂など色々心配してま
したが、子どもも親も気持ちよく
一泊できました★　広い部屋を
子どもが嬉しそうに走り回って
ました (笑) 料理は夜も朝も美味
しくて、食べきれないかもーっと
言いながらごはんおかわりしま
した！ 　子ども用の豆イスや食
器の用意もありがたかったです。
一組だけで貸切状態だったので、
子どもがバタバタうるさくして
すいません。また＊＊に行くとき
は利用させていただきます。あり
がとうございました！
① ＊＊観光時に利用しました。
② １歳の子どもとの宿泊だった
ので、食事やお風呂など色々心
配してましたが、子どもも親も
気持ちよく一泊できました★　
広い部屋を子どもが嬉しそうに
走り回ってました (笑) 料理は夜
も朝も美味しくて、食べきれない
かもーっと言いながらごはんお
かわりしました！ 　子ども用の
豆イスや食器の用意もありがた
かったです。
③ 一組だけで貸切状態だったの
で、子どもがバタバタうるさくし
てすいません。
④ また＊＊に行くときは利用さ
せていただきます。
⑤ ありがとうございました！
図 A.1: 句点のみで文分割を行った例
そこで、本研究で用いる文書、具体的には楽天トラベルのレビュー文書・応答文書に特化した文分割
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＊＊観光時に利用しました。１歳
の子どもとの宿泊だったので、食
事やお風呂など色々心配してま
したが、子どもも親も気持ちよく
一泊できました★　広い部屋を
子どもが嬉しそうに走り回って
ました (笑) 料理は夜も朝も美味
しくて、食べきれないかもーっと
言いながらごはんおかわりしま
した！ 　子ども用の豆イスや食
器の用意もありがたかったです。
一組だけで貸切状態だったので、
子どもがバタバタうるさくして
すいません。また＊＊に行くとき
は利用させていただきます。あり
がとうございました！
① ＊＊観光時に利用しました。
② １歳の子どもとの宿泊だった
ので、食事やお風呂など色々心配
してましたが、子どもも親も気持
ちよく一泊できました★
③ 広い部屋を子どもが嬉しそう
に走り回ってました (笑)
④ 料理は夜も朝も美味しくて、
食べきれないかもーっと言いな
がらごはんおかわりしました！
⑤ 子ども用の豆イスや食器の用
意もありがたかったです。
⑥ 一組だけで貸切状態だったの
で、子どもがバタバタうるさくし
てすいません。
⑦ また＊＊に行くときは利用さ
せていただきます。
⑧ ありがとうございました！
図 A.2: 本章で示す手法により文分割を行った例
ルールを作成した。予備実験の結果、単純なルールの組み合わせでも、楽天トラベルのようにくだけた
表現が多用されていない文書であれば良好な分割結果が得られている。図 A.1 に示したレビュー文書
を、提案する分割手法により分割した結果を図 A.2に示す。図 A.2より、正しい分割結果を得られてい
ることが分かる。
以下、文分割に利用したルールについて述べる。例はいずれも実際の楽天トラベルの投稿から一部を
引用したものであり、下線はその文字列が分割されないことを、波線部は分割点を表す。
レビュー文書・応答文書共通の分割ルール
基本分割文字列
次の各文字列で分割を行う。
？ ！ 。 ． ♪ ☆ ★ ＊ ※ (笑) (泣) (涙)
例外（小数点）
． の前後が数値であった場合は分割を行わない。
例: 和室3.5畳 / 1.5リットル以上のペットボトル
例外（No.N）
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． の前に文字列 No があり、後ろが数値であった場合は分割を行わない。
例: おすすめ度No.1 / ROOM No.411
例外（句点-助詞）
MeCab (Kudo et al., 2004)による形態素解析の結果、基本分割文字列の後ろが助詞だった場合は
分割を行わない。
例: 合宿免許？ の若者さん達でしょうか /スタッフ？ と話し込み
括弧の扱い（1）
括弧内に次の文字列があった場合は、括弧及び括弧内の文字列を一文とする。
。 ． (笑) (泣) (涙)
例:
˜˜
（近日中には冷房に切り替わる予定です。）
˜˜1時間飲み放題（カクテル各種！ ！ ）はお勧め
括弧の扱い（2）
括弧内に、括弧の扱い（1）の文字列ではない基本分割文字列が現れた場合は、二回以上登場した
際に限り分割する。
例:
˜˜
（セルフドリンクサービスはすごく良かったです！
˜˜
種類も豊富。）
˜˜
レビュー文書のみの分割ルール
例外（宿泊プラン名）
【ご利用の宿泊プラン】 で強制的に分割し、以降は分割を行わない。
例:
˜˜
【ご利用の宿泊プラン】★オープニング特別★カップル＆ファミリープラン
例外（レーティング表記 1）
☆ 又は ★ の前が数値か、数値 +つであった場合は分割を行わない。
例: 総合評価としては５★ / 5つ☆ホテル
例外（レーティング表記 2）
☆ 又は ★ が連続して 2つ以上並んでいる場合は分割を行わない。
例: それが無くても★★★★★です /とても寛げました。（★★★★★）
応答文書のみの分割ルール
署名区切り線
以下の文字が 4文字以上連続で登場した場合、署名の区切りとみなして強制的に分割し、以降は
分割を行わない。
─ 〜 ＝ ━ ＊ ☆ ★ ╋ □ ■ ◇ ◆ ※ ∞
例: ＝＝＝＝＝＝＝＝ホテル＊＊＊＊フロント
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