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Abstract—We propose a novel stochastic radio resource al-
location strategy that achieves long-term fairness considering
backhaul and air-interface capacity limitations. The base station
is powered only with a finite battery that is recharged by an
energy harvester. The energy harvesting is also taken into account
in the proposed resource allocation strategy. The constrained
scenario is often found in remote rural areas where the backhaul
connection is limited and the base stations are fed with solar
panels of reduced size. Our results show that the proposed scheme
achieves higher fairness among the users and provides greater
worst-user rate and sum-rate if an average backhaul constraint
is considered.
I. INTRODUCTION
We consider a downlink (DL) radio resource allocation
strategy for a system with limited backhaul capacity in which
the base station (BS) is equipped with a finite battery recharged
by an energy harvester. Although backhaul availability has
been taken for granted in conventional systems, backhaul is, in
general, a limited resource. This is the case of the deployment
planned in the European TUCAN3G project (http://www.ict-
tucan3g.eu). This project studies, from both the technological
and socio-economical perspectives, the progressive introduc-
tion of mobile telephony and data services in isolated rural
areas of developing countries. In particular, remote locations in
Peru´ are considered. In such locations, three main challenges
arise: backhaul capacity, cost of BS’s, and business models
adapted to people with low incomes. The solution adopted
in TUCAN3G consists of an access network based on 3G
femtocells (and its evolution to 4G) empowered by solar
panels of limited size in outdoor scenarios, as well as WiLD
(WiFi for Long Distances) - WiMAX - VSAT heterogeneous
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backhauling.1
The resource allocation strategy considered in this paper is
developed with this scenario in mind, for which the limited
capacity of the backhaul may have a huge impact on perfor-
mance. The proposed strategy is described for 3G femtocells
(based on WCDMA) as it is the solution initially considered
in TUCAN3G (since it allows the use of cheap BS’s and ter-
minals). Nevertheless, the concept and methodology proposed
in the paper can be extended to 4G femtocells (based on LTE),
as will be described below in the problem formulation.
In addition to the backhaul limitation, the energy available at
the BS may be a very limited resource as well. If the BS is only
powered with batteries (as may happen in rural environments,
for instance in the TUCAN3G deployments described above),
then the battery status as well as the harvesting capabilities
(if any) should also be explicitly considered in the scheduling
strategy if we want to optimize the performance subject to the
energy limitations. In the scenario that we will consider in this
paper, the BS will be powered only by a limited battery and an
energy harvesting device, e.g., solar panels that will recharge
the batteries [1].
A. Related Work
With the advent of heterogeneous networks consisting of
large and small cells, backhaul capacity limitations have been
considered in the recent literature. For example, in [2], the
authors developed a strategy to design the precoder and the
power allocation in a DL scenario considering limited back-
haul capacity. In [3], the authors proposed a simple scheme
that performs Wyner-Ziv compress-and-forward relaying on
a per-BS basis in an uplink multicell scenario where the
BS’s are connected to a centralized processor via rate-limited
backhaul links. In [4] a strategy is developed to efficiently
manage the backhaul capacity among a group of picocells.
Specifically, a backhaul scheduling approach is proposed based
on traffic demands along with an underlying optimum physical
layer transmission scheme that maximizes the picocell utility.
Sum-rate optimization with limited backhaul capacity in a
1The WiFi-LD network is already deployed and is currently in use to
provide connectivity to health centers in remote areas of Peru´. It will also
be used to provide 3G connectivity (voice and data) to the general population
in the area, once the access network is deployed. Such a solution meets the low
energy consumption and low maintenance/installation cost constraints required
in the project while allowing for an easy and progressive network upgrade as
traffic demand increases.
2network-MIMO setup and in a coordinated multipoint (CoMP)
setup was considered in [5] and [6]. A joint beamforming
and clustering strategy was presented in [7]. The scenario of
this work is a DL network-MMO scenario, where BS’s are
connected to a central processor with rate-limited backhaul
links. A heuristic scheme that jointly optimizes user scheduling
and power control was proposed in [8] where, cooperation
among BS’s via capacity-limited backhaul links was consid-
ered. Finally, a joint user association and resource allocation
strategy in a multicell heterogeneous network was presented
in [9], where each BS was provided with a limited backhaul
capacity link.
In the previous works, the backhaul capacity limitation is
introduced by imposing a maximum instantaneous aggregate
traffic constraint. However, limiting the sum-rate instanta-
neously at each specific scheduling period to match the in-
stantaneous backhaul rate may hamper the performance of the
system in terms of the achievable long-term rates. In these
circumstances, it seems less limiting to use high data rates
in the access network whenever the channel conditions allow
(possibly using greater instantaneous values than the average
constraint imposed by the backhaul) provided that the average
backhaul rate constraint is met when averaging the traffic
served. That is the strategy that we follow in this paper and
it is the main difference with respect to the works presented
before. Note that the backhaul constraint in terms of average
traffic is suitable if we assume that queues are implemented at
the entrance of the access network. Note also that this relaxed
constraint will increase latency on the backhaul, which we do
not consider in our analysis.
B. Main Contribution
The main contribution of this paper is a fair scheduling
algorithm considering a long-term backhaul constraint, the
battery status of the BS, and the energy that it is being
harvested. To maximize the achievable long-term rates under
average traffic constraints we derive an online algorithm based
on stochastic optimization tools [10]. Although not explicitly
described in the paper, the conventional proportional fair (PF)
is extended to incorporate instantaneous backhaul capacity
constraints. Its performance is then compared with the stochas-
tic algorithm proposed for which the average traffic served
meets the average backhaul constraint, while taking advantage
in an opportunistic way of the instantaneous good wireless
channel conditions and also with the stochastic proposed
scheme considering instantaneous backhaul constraints.
C. Organization of the Paper
The remainder of this paper is organized as follows. In
Section II we describe the system model. Section III presents
the resource allocation strategy developed in the paper. The
numerical evaluation, presented in Section IV, has been carried
out using models taken from remote rural locations in the
forest in Peru´. Finally, conclusions are drawn in Section V.
II. SYSTEM MODEL
A. System Description
Let us consider a DL scenario composed of a single BS and
several users. Because we focus on providing 3G connectivity,
the system is based on WCDMA technology and two different
types of users coexist: voice users and data users. The set of
voice and data users are defined by KV and KD, respectively,
and it is assumed that voice users request a fixed service rate
whereas data users request a flexible service rate.
Users in WCDMA are multiplexed using codes [11]. We
assume that the network operator has already reserved a set of
codes for the voice users and the remaining codes are to be
allocated among the data users. Thus, the amount of available
codes in each set is known and fixed at the BS.
The BS is powered only with a battery and an energy
harvester. The energy harvester allows the BS to collect
energy from the environment and recharge the battery (for
example, solar panels). This is especially important in rural
areas, where the access to the power grid may be impossible
or too expensive. We consider that only causal information
is available for the resource allocation strategy, i.e., only
information of the past and current harvesting collections and
battery dynamics will be available to execute the scheduling
strategy at each particular scheduling period, yielding to an
online approach.
One of the novelties of this work is that we account for
a maximum backhaul rate constraint. However, instead of
limiting the instantaneous access network data rates as the
maximum flow allowed by the backhaul, as in [2], [3], and [9],
we limit the average throughput served by the access network.
That means that we allow the instantaneous rate in the access
wireless links to surpass the backhaul limitation at certain time
instants. This can be done whenever we have queues at the
entrance of the access network and such queues are stable
(which, in fact, is guaranteed by imposing that the average
aggregated rate is not higher than the backhaul capacity).
As we focus on fairness, in the resource allocation problem
the long-term backhaul capacity is equally divided among the
users with the same type of service. Accordingly, we consider
in the access network resource allocation problem that the
backhaul capacity is equally divided among the users with the
same type of service. Fig. 1 presents the system architecture
of the target rural scenario.
B. Power Consumption Model and Battery Dynamics
In this subsection, we introduce the power consumption and
battery model considered in this paper. The overall power
consumption at the BS is modeled as the addition of the
radiated power, which is divided into the power devoted to
pilot channels (PCPICH assumed to be fixed) and the power
consumed by the traffic channels (PBS(t)), and a fixed power
consumed by the electronics of the BS (Pc), where t denotes
the scheduling period. The model considered for the last term
is based on [12] and includes the power consumption of the
radio frequency (RF) chains, the baseband power consumption,
and the consumption of the cooling systems. The maximum
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Fig. 1. Architecture of the target rural scenario under consideration in the
paper. The BS is powered with a solar panel and a battery and the backhaul
considered is based on WiFi-LD. The specific details of the real deployment
as well as the location are explained in the simulation section.
traffic power will depend on the current battery level of the
BS, as will be described in more detail later.
The overall energy consumption by the BS during the t-th
scheduling period is
E(t) , Ts · (PCPICH + PBS(t) + Pc) , ∀t, (1)
where Ts is the duration of the scheduling period. Due to
physical constraints of the amplifiers of the BS, the amount of
power available for traffic services is limited, and it is denoted
as PmaxBS , so PBS(t) ≤ PmaxBS .
Let B(t) be the energy stored at the battery of the BS at
the beginning of the scheduling period t. Then at period t+1,
the battery level is updated in general as
B(t+ 1) = f(B(t), E(t), H(t)), ∀t, (2)
where H(t) is the energy harvested in Joules during the
scheduling period t and the function f(·) : R+ × R+ ×
R+ → R+ depends upon the battery dynamics, such as
storage efficiency and memory effects. A common practice
is to consider the following battery update:
B(t+ 1) = (B(t)− E(t) +H(t))Bmax0 , ∀t, (3)
where (x)ba is the projection of x onto the interval [a, b],
i.e., (x)ba = min{max{a, x}, b}, which accounts for possible
battery overflows and assures that the battery levels are non-
negative, and Bmax is the battery capacity. Notice that the
whole harvesting collected during period t is assumed to be
available in the battery at the end of the period for simplicity.
In general, the total energy consumed by the BS during one
period will be limited by a function of the current battery level
as
Ts · (PCPICH + PBS(t) + Pc) ≤ g(B(t)), ∀t, (4)
where the function g(·) is defined as g(B(t)) ,
min{Ts (PCPICH + PmaxBS + Pc) , w(B(t))}, and w(·) : R+ →
R+ a generic continuous increasing function that satisfies
w(B(t)) ≤ B(t), ∀t. For example, if all the battery is allowed
to be spent during one particular epoch, then w(B(t)) = B(t).
Nevertheless, the approach followed in this paper is to limit
the amount the battery that can be used in order to keep more
energy in the battery over long periods of time. Thus, only a
given fraction of the battery is allowed to be used during a
particular scheduling period, i.e.,
w(B(t)) = α ·B(t), 0 ≤ α ≤ 1. (5)
C. Energy Harvesting Model
We assume a discretized model for the energy arrivals [13]
where H(t) is modeled as an ergodic Bernoulli process (which
is a particular case of a Markov chain). As a result, only two
values of harvested energy are possible, i.e., H(t) ∈ {0, e},
where e is the amount of Joules contained in an energy
packet. The probability of receiving an energy harvesting
packet during one scheduling period depends on the actual
harvesting intensity (in the case of solar energy, it depends
on the particular hour of the day) and is denoted by p(t).
Note that a higher value of p(t) will be obtained in scheduling
periods where the harvesting intensity is higher, e.g., during
solar presence such as during the day, and a lower value of
p(t) will be obtained during periods of solar absence, such as
during the night.
D. System Assumptions
Let us collect all the channel gains, hk, that includes the
antenna gains, the path loss, and the fading, in h = {hk, ∀k ∈
KV ∪ KD}. Generally, the wireless channels depend on the
specific scheduling period, h(t), as they vary over time but,
for simplicity in the notation, we will just refer to them as h
throughout the paper. The traffic power, PBS(t) from (1), can
be split into power for voice and data connections as PBS(t) =∑
k∈KV pˇk(h) +
∑
k∈KD pk(h), where pˇj(h) and pk(h) are
the instantaneous powers corresponding to the transmission
toward the j-th and k-th voice and data user, respectively. Let
PRAD(t) = PBS(t) + PCPICH be the overall radiated power by
the BS.
The voice users request a fixed data rate and we assume that
just one WCDMA code is assigned to them. This is translated
into a minimum signal to interference and noise ratio (SINR)
requirement as follows:
MV pˇk(h)hk
θ(PRAD(t)− pˇk(h))hk + σ2 ≥ Γ, ∀k ∈ KV , (6)
where MV is the spreading factor for voice codes, θ is the
orthogonality factor among DL codes [11], and σ2 is the noise
power. For simplicity in the notation and tractability, we will
consider the following approximation2:
θ(PRAD(t)− pˇk(h))hk + σ2 ≈ θPRAD(t)hk + σ2. (7)
On the other hand, the data users request a flexible service
rate. The instantaneous throughput in the wireless access
channel achieved during one particular scheduling period by
the k-th user, rk(h), is upper bounded by the maximum
2If the number of users is relatively high, then PRAD(t)  pˇk , and the
approximation is fair. In any case, the approximation provides a lower bound
of the actual SINR value.
4achievable rate that the access network is able to provide,
which is formulated as
rk(h) ≤ nk(h) W
MD
log2
(
1 +
MDpk(h)hk
nk(h)(θPRAD(t)hk + σ2)
)
,
(8)
where MD is the spreading factor for data codes, W is the
chip rate, and nk(h) is the number of codes assigned to user
k. Notice that we have also approximated the denominator
within the logarithm as in (7).
III. PROBLEM FORMULATION
Let us introduce the following set of definitions: r ,
{rk(h), ∀k ∈ KD}, pˇ , {pˇk(h), ∀k ∈ KV }, p ,
{pk(h), ∀k ∈ KD}, n , {nk, (h) ∀k ∈ KD}. We formulate
an optimization problem for the resource allocation strategy
with backhaul and energy constraints to be executed at the
beginning of each particular scheduling period, which involves
finding the optimum resource allocation variables, r, pˇ, p, and
n that maximize the minimum of the expected throughputs
(note that if a scheduling criterion different from the maximin
approach is to be taken, problem (9) could be extended by just
reformulating the objective function accordingly):
maximize
r, p¯, p, n, PRAD(t)
min
k∈KD
Eh[rk(h)] (9)
subject to
C1 :
MV pˇk(h)hk
θPRAD(t)hk + σ2
≥ Γk, ∀k ∈ KV
C2 : Eh[rk(h)] ≤ RBH − RˇBH(|KV |)
ξ|KD| , ∀k ∈ KD
C3 : rk(h) ≤ nk(h)W
MD
log2
(
1 +
MDpk(h)hk
nk(h)(θPRAD(t)hk + σ2)
)
C4 : Ts
( ∑
k∈KV
pˇk(h) +
∑
k∈KD
pk(h)
)
≤ φ (B(t))
C5 :
∑
k∈KD
nk(h) ≤ Nmax
C6 : rk(h) ≥ 0, pk(h) ≥ 0, nk(h) ≥ 0, ∀k ∈ KD
C7 : PRAD =
∑
k∈KV
pˇk(h) +
∑
k∈KD
pk(h)
where ξ, (ξ > 1), is an overhead considered for the data
transmissions to be sent through the backhaul, RˇBH(|KV |) is
the backhaul capacity used by the voice users3, |KV | being the
number of voice users, RBH is the overall backhaul capacity,
Γ is the target SINR for the voice users, the function φ(·) is re-
lated to g(·) in (4) as φ (B(t)) = g(B(t))−Ts ·(PCPICH + Pc),
and Nmax is the number of available codes for the data users.
Although all the variables in the optimization problem (9)
depend on the scheduling period t, we only keep such explicit
dependence w.r.t. time in the variable PRAD(t) to make explicit
that the temporal evolution of the battery levels has a direct
3The overall backhaul capacity required to provide voice service generally
depends on the current number of voice users being served. In some cases,
voice users can be jointly encoded and, thus, the overall overhead for voice
users may be reduced as the number of voice users increases. Anyway, in
the problem formulation and the for the sake of generality, we just use the
notation RˇBH(|KV |).
impact on the maximum power to be spent for the voice and
data traffic, which is not constant over time.
It is important to realize that problem (9) may not be feasible
due to constraint C1 as it may happen that there could not be
enough power to satisfy all the target SINRs simultaneously.
However, let us consider initially through the development
that the problem is feasible (the feasibility condition will
be developed later on). Notice that, at the optimum, C4 is
attained with equality; otherwise, we could re-scale all the
power variables with a common positive factor higher than
1 until C4 is fulfilled with equality. This would increase the
objective function and all the other constraints would still be
fulfilled. Because of this, we can assume that the optimum
value of PRAD(t) is P ?RAD(t) =
φ(B(t))
Ts
+ PCPICH and we can
eliminate constraint C7 from problem (9). Constraint C2 states
that the average throughput that a user is experiencing in the
access network should not exceed the maximum backhaul rate
assigned to this user (every user has been already assigned a
portion of the backhaul, as commented above). If this is not
the case, then C2 could be rewritten as
∑
k∈KD Eh[rk(h)] ≤
RBH−RˇBH(|KV |)
ξ . In any case, notice that the instantaneous
rates allocated to one user in the access network can be higher
in some scheduling periods than the maximum backhaul per-
user rate
(
RBH−RˇBH(|KV |)
ξ|KD|
)
thanks to the fact that queues are
considered at the entrance of the access network. The average
rate constraint C2 assures that the queues will be stable.
Notice that the problem is separable into voice and data
users without loss of optimality. This is because the voice
users do not affect explicitly the optimal value of the objective
function. Thus, we can obtain the optimum power variables for
the voice users (i.e., the minimum power required to satisfy
constraints C1) and, then, assign the rest of the resources to
the data users. Hence, we will start by analyzing the resource
allocation for the voice users in Section III-A.
Let us first provide the guidelines to reformulate the prob-
lem presented in (9) for an LTE system, which uses OFDMA
as the underlying physical multiple access technology. The
objective function could be expressed as it is. Constraints C2,
C4, and C6 would remain equal (in fact, in C6 nk(h) would
have to be changed by the variable representing the number of
carriers). Constraint C1 needs to be modified. Neither the code
gain (MV ) nor the intra-cell interference (as the access is now
orthogonal) should be considered. We need to reformulate C3
completely. A possible candidate for the power-rate expression
would be
∑N
j=1 β
j
kW log
(
1 +
pjk(h)h
j
k
σ2
)
, where βjk is a new
binary optimization variable that takes a value equal to 1
if carrier j is assigned to user k and and value equal to 0
otherwise, pjk(h) represents the power per carrier, and W is the
carrier bandwidth. Finally, C5 and C7 would not be present.
New constraints would have to be added:
∑
∀j,∀k β
j
k ≤ N ,
where N is number of available carriers,
∑
∀k β
j
k = 1, ∀j,
and βjk = {0, 1}.
5A. Resource Allocation for Voice Users
Voice users must satisfy a minimum SINR constraint that
is related to the target data rate service:
MV pˇk(h)hk
θP ?RAD(t)hk + σ
2
≥ Γ, ∀k ∈ KV . (10)
It is straightforward to obtain the optimum power allocation
for each voice user as follows (realizing that at the optimum,
constraints C1 are fulfilled with equality):
pˇ?k(h) =
Γ(θP ?RAD(t)hk + σ
2)
MV hk
, ∀k ∈ KV . (11)
At this point, we could check the feasibility of (9). The
problem is feasible if
Ts
∑
k∈KV
pˇ?k(h) ≤ φ(B(t)), (12)
which could also be written only in terms of the channels of
the voice users, the current battery level, and some constants
as follows: ∑
k∈KV
1
hk
≤ κ1φ(B(t))− κ2, (13)
where κ1 =
MV −|KV |θΓ
σ2TsΓ
and κ2 =
|KV |θPCPICH
σ2 . If the problem
is not feasible, then we should consider reducing such mini-
mum SINR requirements (which would increase the constant
term κ1), dropping out some voice users in the scheduling
period, or increasing φ(B(t)) by taking a higher value for α,
but always guaranteeing that the maximum radiated constraint
PmaxBS is not exceeded.
B. Resource Allocation for Data Users
Now that we have considered the voice users, we can
tackle the resource allocation problem for the data users by
solving problem (9). Note that problem (9) is convex once
we know P ?BS(t). To solve problem (9), we will reformulate it
by introducing the slack variable s, which preserves convexity
[14], as
maximize
s, r, p, n
s (14)
subject to C2, . . . , C6 of problem (9)
C8 : s ≤ Eh[rk(h)], ∀k ∈ KD
C9 : 0 ≤ s ≤ RBH − RˇBH(|KV |)
ξ|KD| .
Notice that we have introduced an additional constraint,
C9. As is clear from the formulation, this constraint does
not affect the optimum solution, but it will help in the
numerical search of the optimum value of the new slack
variable s. Notice also that the previous optimization problem
is time-coupled (we require the future channel realizations
due to the expectation operator appearing in C8). In order
to deal with such a difficult problem involving expectations,
we propose to use a stochastic approximation [10]. In this
approach, the constraints involving expectations are dualized,
and their Lagrange multipliers are estimated stochastically
at each period. Let us start by dualizing constraint C8. Let
λ , {λk, ∀k ∈ KD} be the vector of Lagrange multipli-
ers associated with C8. The partial Lagrangian is given by
LC8(s,λ) = −s+
∑
k∈KD λk (s− Eh[rk(h)]). In order to find
the optimum s we have to perform the following minimization:
minimize
0≤s≤RBH−RˇBH (|KV |)
ξ|KD|
LC8(s,λ). (15)
According to [10], when the objective function is lin-
ear in the optimization variable, the stochastic primal-dual
algorithms present some numerical problems. This can be
avoided by transforming the objective function introducing a
general differentiable monotonically increasing cost function
U(·) (e.g., the logarithm). Note that the introduction of this
function does not modify the optimal value of the optimization
variables (i.e., the solution is the same). Given that, setting the
gradient to zero, ∇sLC8(s,λ) = 0 and solving yields:
s?(λ) =
(
(U˙)−1
( ∑
k∈KD
λk
))RBH−RˇBH (|KV |)
ξ|KD|
0
, (16)
where U˙(·) is the derivative of U(·) and (U˙)−1(·) is the
inverse function of U˙(·). Once we know the optimum s?, the
problem (14) is updated as follows (where we have skipped
in the objective function the term that does not depend on the
optimization variables remaining in the optimization problem):
maximize
r, p, n
∑
k∈KD
λkEh[rk(h)] (17)
subject to C2, . . . , C6 of problem (9).
Now, we proceed to dualize constraint C2. Let µ , {µk, ∀k ∈
KD} be the vector of Lagrange multipliers associated with C2.
The partial Lagrangian is
LC2(rk(h);λ,µ) = (18)
−
∑
k∈KD
λkEh[rk(h)]
+
∑
k∈KD
µk
(
Eh[rk(h)]− RBH − RˇBH(|KV |)
ξ|KD|
)
,
=−Eh
[ ∑
k∈KD
(λk − µk)rk(h)
]
(19)
−
∑
k∈KD
µk
(
RBH − RˇBH(|KV |)
ξ|KD|
)
.
For given Lagrange multipliers λ and µ, the optimization
problem (14) is equivalently reformulated as (where we have
skipped again in the objective function the term that does
not depend on the optimization variables remaining in the
optimization problem):
maximize
r, p, n
∑
k∈KD
(λk − µk)rk(h) (20)
subject to C3, . . . , C6 of problem (9).
Notice that the expectations are no longer present in the
formulation because the remaining constraints C3 − C6 are
applied to instantaneous resource allocation variables (with-
out expectations) and also because the maximization of the
6λ
(q+1)
k =
(
λ
(q)
k + 
(
s?(λ(q))− Eh
[
r?k
(
h;λ(q),µ(q)
)]))∞
0
, ∀k, (21)
µ
(q+1)
k =
(
µ
(q)
k + 
(
Eh
[
r?k
(
h;λ(q),µ(q)
)]
− RBH − RˇBH(|KV |)
ξ|KD|
))∞
0
, ∀k, (22)
λk(t+ 1) = (λk(t) +  (s
?(λ(t))− r?k(h;λ(t),µ(t))))∞0 , ∀k, (23)
µk(t+ 1) =
(
µk(t) + 
(
r?k(h;λ(t),µ(t))−
RBH − RˇBH(|KV |)
ξ|KD|
))∞
0
, ∀k. (24)
maximize
p, n
∑
k∈KD
(λk(t)− µk(t))nk W
MD
log2
(
1 +
MDpkhk
nk(θP ?RAD(t)hk + σ
2)
)
(25)
subject to C4, . . . , C6 of problem (9).
expected value of the objective function with respect to r, p,
and n in the current scheduling period, in this case, is the
same as the maximization of the term within the expecta-
tion. The problem now resides in the computation of the
optimum Lagrange multipliers which requires knowing the
statistics of rk(h). If we solve the dual problem of (20), i.e.,
supλ0,µ0 inf L(r, p, n,λ,µ), where  means element-
wise inequality and the Lagrangian, L, is defined in Appendix
A, using a gradient approach, the optimum multipliers could be
calculated recursively as shown in (21) and (22) [14], where 
is the step size. Note that it is not possible to compute the value
of the Lagrange multipliers in real time and then solve (20),
as they depend on the statistics of rk(h) that is a function not
known a priori (it is the solution of the optimization problem
itself). In this situation, we propose to follow a stochastic
approximation [10] and eliminate this uncertainty constraint
by estimating the multipliers stochastically at each scheduling
period (with a noisy instantaneous unbiased estimate of the
gradient) as shown in (23) and (24) (note that this philosophy
is similar to the instantaneous estimation of the gradient in the
classical LMS algorithm [15]).
The advantages of the stochastic techniques are threefold:
i) the computational complexity of the stochastic technique is
significantly lower than that of their off-line counterparts; ii)
stochastic approaches can deal with non-stationarity environ-
ments; iii) the distribution of the involved random variables h
is not required.
Once we update the values of the Lagrange multipliers,
problem (20) can be solved using, for example, a primal-
dual approach. Notice that constraint C3 can be put
directly in the objective function as, at the optimum,
it is fulfilled with equality, i.e., r?k(h;λ(t),µ(t)) =
n?k(h;λ(t),µ(t))
W
MD
log2
(
1 +
MDp
?
k(h;λ(t),µ(t))hk
n?k(h;λ(t),µ(t))(θP
?
RAD(t)hk+σ
2)
)
.
Thus, the resource allocation problem to be solved at the
beginning of the scheduling period t is the one shown in (25).
Notice that we have not considered the dependency of the
optimization variables with respect to the channels explicitly
for the sake of simplicity in the notation. Problem (25) can
be solved using, for example, a primal-dual approach, as it is
described in Appendix A.
It can be shown that the sample average of the stochastic
rates, r?k(h;λ(t),µ(t)), satisfies all the constraints in (9) and
incurs minimal performance loss relative to the optimal (off-
line) solution of (9). This can be stated rigorously as follows:
define F (t) , mink∈KD 1t
∑t
τ=1 r
?
k(h;λ(τ),µ(τ)) and f? as
the minimum value of the objective function in (9). Then, it
holds with probability one that as t → ∞: i) the solution
is feasible; and ii) F (t) ≤ f? + δ(), where δ() → 0 as
 → 0. A proof of this result is not presented here due to
space limitations but it can be derived following [10]. Let
us introduce some important remarks here regarding problem
(25):
Remark 1: the values of {λk} measure how far the average
rate s?(λ(t)) is from the instantaneous rates served to the
users in the access network. If the quality of the channels
or the available powers are such that the instantaneous rates
served in the access network are far from the target average
rate s?(λ(t)) for all the users, the sum of {λk} will increase
and the system will reduce the target average rate s?(λ(t)).
Remark 2: in the access network, the values of {λk} are
in charge of ensuring that all average rates tend to grow
simultaneously (maximin objective function). Note that, if
at any temporal period s?(λ(t)) > r?k(h;λ(t),µ(t)), then
λk(t+ 1) grows and the priority of the k-th user to be served
increases.
Remark 3: if at any temporal period r?k(h;λ(t),µ(t)) >
RBH−RˇBH(|KV |)
ξ|KD| , then µk(t + 1) > µk(t). For a fixed set of{λk}, if λk(t+ 1)−µk(t+ 1) decreases, the user will have a
lower priority to be served in the next period. The same reason-
ing could be applied if r?k(h;λ(t),µ(t)) <
RBH−RˇBH(|KV |)
ξ|KD|
to deal with the reverse situation.
C. Resource Allocation Algorithm
In this subsection, we present the overall algorithm that
solves the resource allocation for the voice and data users
based on the approaches presented in previous sections. This
algorithm should be solved by the BS at the beginning of each
scheduling period (whose duration is chosen usually according
to the channel dynamics). The algorithm is summarized in
Table I. Notice that in the algorithm, steps 7 to 15 correspond
7TABLE I
ALGORITHM FOR SOLVING RESOURCE ALLOCATION PROBLEM (9)
1: initialize λk(t) ≥ 0, µk(t) ≥ 0, ∀k ∈ KD
2: compute P ?RAD(t) =
φ(B(t))
Ts
+ PCPICH
3: Voice users
4: compute pˇ?k(h) =
Γ(θP?RAD(t)hk+σ
2)
MV hk
, ∀k ∈ KV
5: if Ts
∑
k∈KV pˇ
?
k(h) > φ(B(t)) −→ drop some voice users or reduce Γ, then go to 4
6: Data users
7: repeat
8: initialize n  0
9: repeat
10: p(q,k+1)k = p
?
k
(
n(q,k), β(q),λ(t),µ(t)
)
using (27), ∀k ∈ KD
11: n(q,k+1)k = n
?
k
(
n(q,k), p(q,k+1), ϕ(q),λ(t),µ(t)
)
using fixed-point iteration in (28), ∀k ∈ KD
12: until p(q,k+1)k and n
(q,k+1)
k converge
13: update the dual variables, β(q+1) and ϕ(q+1), using p(q)k and n
(q)
k with (30) and (31)
14: until β(q+1) and ϕ(q+1) converge
15: compute r?k(h;λ(t),µ(t)) with p?k(n, β) and n?k(p, n, ϕ)
16: update (dualized) primal variable:
17: s?(λ(t)) =
(
(U˙)−1
(∑
k∈KD λk(t)
))RBH−RˇBH (|KV |)
ξ|KD|
0
18: update stochastic dual variables:
19: λk(t+ 1) = (λ(t) +  (s?(λ(t))− r?k(h;λ(t),µ(t))))∞0
20: µk(t+ 1) =
(
µ(t) + 
(
r?k(h;λ(t),µ(t))− RBH−RˇBH (|KV |)ξ|KD|
))∞
0
21: update battery with consumed energy and harvesting:
22: B(t+ 1) = (B(t)− E(t) +H(t))Bmax0
23: t←− t+ 1 and go to 2
to the steps presented in Appendix A to solve the convex
optimization problem (25). Note also that the computational
burden of the proposed scheme is similar to the one of the
conventional PF approach [16]. In steps 10 and 11, we need
to solve two waterfilling-like expressions, and the rest of the
steps are just simple updates.
IV. NUMERICAL EVALUATION
In this section we evaluate the performance of the proposed
strategy. The scenario under consideration is composed of 1
BS, 3 voice users, and 6 data users. The maximum radiated
power is PmaxBS = 9 dBm, the pilot power is PCPICH = 4 dBm
(which represents the 13% of the maximum radiated power,
as we considered in [17]), and the fixed power is Pc = 3 dBm
(considering the model in [12], which was applied in [17]).
The number of available codes for data transmission services
is Nmax = 15. All the users are mobile with a speed of 3
m/s. The instantaneous channel gain, hk, incorporates antenna
gains, Rayleigh fading with unitary power, and the path loss.
The path losses correspond to a town in Peru´ known as San
Juan (see details in [17]). The orthogonality factor is θ = 0.35.
The code gain of data codes MD = 16 and the minimum SINR
normalized with code gain for voice users is, ΓMV = −13.7 dB
which corresponds to a rate of 12.2 Kbps. The noise power is
σ2 = −102 dBm. The battery capacity is Bmax = 410 µJ, the
energy packet size is e = 30 µJ, and α = 0.3 unless otherwise
stated. The scheduling period for the data users and voice users
are 2ms and 20ms, respectively, thus, Ts = 2 ms. The utility
function is U(·) = log(·). Two backhaul capacities have been
considered in the simulations: RBH = 2 Mbps and RBH =
500 Kbps. The amount of backhaul capacity required by the
3 voice users considered in this deployment is RˇBH(|KV |) =
173 Kbps. The overhead for the data transmissions is ξ = 1.2.
The step size for the update of the stochastic multipliers is
 = 10−3. For a more detailed description of the simulation
parameters see [17].
In the simulations, we consider as a benchmark the case
where the BS is connected to the electric grid (which means
equivalently that the battery remains full of energy for the
whole simulation). For comparison purposes, we also show the
resource allocation of the proposed strategy and the PF strat-
egy both with an instantaneous per-user backhaul constraint
rk(h) ≤ RBH−RˇBH(|KV |)ξ|KD| . Thanks to this, we can compare
the performance of the stochastic maximin strategy with well-
known scheduling strategies and we can directly measure the
improvement of the proposed stochastic scheme when we
allow instantaneous access data rates to surpass the backhaul
capacity. The effective length of the exponential window in the
PF scheme has been set to Tc = 500 [16]4. In the figures, PE
refers to the solution of Algorithm 9, PI refers to the strategy
from (9) but replacing constraint C2 by an instantaneous
backhaul constraint, and PF refers to the proportional fair.
4The weights of the PF scheduler are calculated as ωk(t) = 1Tk(t) ,
where Tk(t) is the average throughput of user k computed as Tk(t) =
(1− 1
Tc
)Tk(t− 1) + 1Tc rk(t).
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Fig. 2. Time evolution of the instantaneous data rates served at the access
network and the backhaul capacity limitation per user with a backhaul capacity
of 2 Mbps.
Fig. 2 presents the instantaneous data rates served at the
access network of four data users out of the six. In this case,
the BS is connected to the electric power grid. As we can
see, the instantaneous rates are able to exceed the backhaul
capacity in particular scheduling periods whereas, at the same
time, the average rates fulfills the maximum backhaul capacity
as it is shown in Fig. 3. Fig. 3 shows the time evolution
of the expected data rates of the three approaches. At any
time instant the expected rates have been estimated using
rk(t) =
1
t
∑t
τ=1 rk(τ). We also plot the time evolution of
s?(λ(t)) and the per-data user backhaul rate. In this case, the
BS is connected to the electric grid. The backhaul capacity
is RBH = 2 Mbps. Initially, we assume that the queues at
the access network are sufficiently full so that all the bits
demanded by the users are served. This allows the initial
average rates to violate the backhaul capacity constraint for
a short period of time (see the initial transient in the figure).
This is due to the stochastic approximation of the multipliers
but, in any case, when the average rates converge, they fulfill
all the constraints of the original problem. As we can also
see from the figure, the limitation of the rates comes from
the limited resources available at the access network, i.e., the
power and the codes, as the backhaul capacity is not reached.
It should be also emphasized that the proposed stochastic ap-
proach provides a solution that introduces more fairness when
compared with the PF approach as the average rates for the
different users are quite similar. Fig. 4 depicts the same curves
but now considering a backhaul capacity of RBH = 500 Kbps.
As we can see, now the system is limited by the backhaul and
not by the limited resources of the access network. It can
be appreciated in both figures the improvement of the data
rates when considering average backhaul constraints instead of
instantaneous backhaul constraints. Fig. 5 shows the evolution
of the stochastic estimation of the Lagrange multipliers, i.e.,
λk(t) and µk(t), for the cases where we have a backhaul
capacity of RBH = 2 Mbps and the case of having a backhaul
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Fig. 3. Time evolution of the data rates for the different approaches and the
backhaul capacity per user when the BS is connected to the electric grid with
a backhaul capacity of 2 Mbps.
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Fig. 4. Time evolution of the data rates for the different approaches and the
backhaul capacity per user when the BS is connected to the electric grid with
a backhaul capacity of 500 Kbps.
capacity of RBH = 500 Kbps. From duality theory, we know
that if the backhaul constraint is not active, i.e., if the expected
rates are below the backhaul capacity, then the optimum value
of the multipliers is zero. This is what we see in the figure
for the case of having a backhaul capacity of 2 Mbps. On
the other hand, if the system is limited by the backhaul, then
the optimum Lagrange multipliers are generally not zero as
the corresponding constraints become active. From the figure
we see that the multipliers converge to a non-zero value. The
convergence of the multipliers states that the overall stochastic
approach is working properly. Fig. 6 depicts the expected
rate of the worst user (shown in the left figure) and the
sum of the average data rates
(
1
t
∑t
τ=1
∑
k∈KD rk(τ)
)
(right
figure) as a function of the overall backhaul capacity (RBH)
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Fig. 5. Time evolution of the stochastic Lagrange multipliers for different
backhaul capacities.
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Fig. 6. Left figure: rate served in the air interface for the worst case data user
versus the total backhaul capacity for different probability of energy packet
p. Right figure: sum-rates as a function of backhaul capacity for different
probability of energy packet p.
for the different approaches when the BS is connected to
the grid and when the BS has a finite battery with different
harvesting intensities p. Concerning the comparison between
our strategy and the PF approach, we can see that the proposed
scheme provides a greater data rate to the worst-user rate in
all configurations and for all backhaul bandwidths. Here we
emphasize again the great improvement in terms of worst-
rate and sum-rate that the stochastic with average backhaul
constraints provides. In other words, our proposed solution
achieves much more fairness as shown in Fig. 3 and Fig.
4. This is expected since we are considering explicitly the
maximin criterion in the objective of our resource allocation
strategy. Finally, Fig. 7 depicts the time evolution of the
instantaneous battery level of the BS when the electric grid
is not available for the stochastic approach. We assume that
the probability of receiving an energy packet during one
scheduling period is p = 0.4 and p = 0.8 and two values
of α have been considered: α = 0.1 and α = 1. Recall that
α = 1 means that all the battery could be used during one
particular scheduling period (if the maximum power than can
be radiated by the BS allows it). In can be proved that if no
radiated power limitation exists at the BS and the battery never
reaches its maximum value, then theoretically the expected
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Fig. 7. Battery evolution of the proposed stochastic approach and the PF
with sum constraint with a probability of energy packet p = 0.4 and p = 0.8
a for α = 0.1 and α = 1.
value of the battery is given by bˆ = E[H(t)]α =
p·e
α . However,
due to the maximum power radiation at the BS and the battery
overflows, the previous expression yields a lower bound of
the true expected battery level, i.e., bˆ ≤ limt→∞ E[B(t)]. For
example, if p = 0.8, α = 0.1, then bˆ = 240 µJ, but the figures
shows limt→∞ E[B(t)] = 340 µJ.
V. CONCLUSIONS
We have proposed a resource allocation strategy based on
the maximization of the minimum average data rate in a
WCDMA system. By the use of stochastic optimization tools,
we are able to deal with expected rates both in the objective
function and in the backhaul capacity constraint, allowing
the access network to offer higher rates by taking advantage
of good instantaneous wireless channel conditions. We have
assumed that the BS is powered with a finite battery that is able
to be recharged by means of a harvesting source. The dynamics
of the energy harvesting, the energy spending, and the battery
have also been taken into account explicitly in the proposed
resource allocation problem. Simulations results showed that
the proposed approach achieves more fairness among the users
when compared to the traditional PF strategy, and provides
greater worst-user rate and sum-rate if an average backhaul
constraint is considered instead of an instantaneous constraint.
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APPENDIX A
In this appendix, we present the technique to solve (25)
assuming that the Lagrange multipliers are known (therefore,
we omit the explicit dependence of the optimization variables
with respect to the stochastic Lagrange multipliers, λ(t), µ(t),
for the sake of simplicity in the notation). Let β and ϕ be
the Lagrange multipliers associated to constraints C4 and C5.
There is no need to dualize constraint C6 because the solution
10
L (p,n;β, ϕ) =−
∑
k∈KD
(λk(t)− µk(t))nk W
MD
log2
(
1 +
MDpkhk
nk(θP ?RAD(t)hk + σ
2)
)
(26)
+ β
( ∑
k∈KD
pk −
(
φ(B(t))
Ts
−
∑
k∈KV
pˇk
))
+ ϕ
( ∑
k∈KD
nk −Nmax
)
.
p?k(n;β) =
(
(λk(t)− µk(t))nkW
ln(2)βMD
− nk
(
θP ?RAD(t)hk + σ
2
)
MDhk
)∞
0
, (27)
n?k(p,n;ϕ) =
 (λk(t)− µk(t))WMDpkhk ((θP ?RAD(t)hk + σ2) ln(2))−1
(λk(t)− µk(t))W log
(
1 + MDpkhknk(θP?RAD(t)hk+σ2)
)
−MDϕ
− MDpkhk
θP ?RAD(t)hk + σ
2
∞
0
, (28)
β(q+1) =
(
β(q) + ν(q)
( ∑
k∈KD
p
(q)
k −
(
φ(B(t))
Ts
−
∑
k∈KV
pˇk
)))∞
0
, (30)
ϕ(q+1) =
(
ϕ(q) + ν(q)
( ∑
k∈KD
n
(q)
k −Nmax
))∞
0
, (31)
will turn out to automatically satisfy it. The Lagrangian of
problem (25) is shown in (26). For given Lagrange multipliers,
β and ϕ, we need to minimize the Lagrangian w.r.t. the
primal variables. As it will be shown next, the structure of
L (p,n, β, ϕ) allows the minimization w.r.t. p and n to be
found in closed-form. Because L (p,n, β, ϕ) is strictly convex
and differentiable w.r.t. p and n, minimization w.r.t. these vari-
ables requires to equating the corresponding partial derivatives
of L (p,n, β, ϕ) to zero. Differentiating the Lagrangian w.r.t.
the data powers, equating the derivative to zero and solving
such expression for the data powers yields equation (27),
where the projection on the nonnegative orthant guarantees
that constraint C6 is fulfilled. Proceeding similar with the
optimum code allocation, if we set the partial derivative of
the Lagrangian w.r.t. nk to zero and solve such equation
for the codes, yields equation (28), where, also in this case,
the projection on the nonnegative orthant guarantees that
constraint C6 is fulfilled. Notice that a fixed-point iteration
to compute the optimum code allocation, n?k(ϕ), can be used
in this case.
Having obtained the optimum primal variables as a function
of the Lagrange multipliers, we now seek to find the optimum
Lagrange multipliers to obtain the global optimum primal
variables. The approach we propose to find the optimum
multipliers is based on the maximization of the dual func-
tion D(β, ϕ) [14], which is defined as the minimization of
the Lagrangian w.r.t. the primal variables, i.e., D(β, ϕ) ,
infp,n L (p,n, β, ϕ) ≡ L ({p?k(n, β)}, {n?k(p,n, ϕ)}, β, ϕ).
Then, the the multipliers are obtained by solving the dual
problem as
maximize
β,ϕ
D(β, ϕ) (29)
subject to β ≥ 0, ϕ ≥ 0.
Recall that the dual problem is always convex w.r.t. the dual
variables and, thus, can be efficiently solved with a projected
gradient method (if D(β, ϕ) is differentiable) or a projected
supergradient method if it is not differentiable [18]. A valid
supergradient for each particular dual variable is given by the
constraint it is associated with [18]. The update equations are
shown in (30) and (31), where q indicates the iteration and
the step size defined as ν(q) = Q√q (‖∇D‖2)−1, being ∇D the
overall supergradient of the dual function, is chosen such that
the diminishing conditions are fulfilled, i.e., limk→∞ ν(q) =
0,
∑
k∈KD ν
(q) = ∞ [18]. Once we know the optimal dual
variables, β? and ϕ?, we can obtain the optimum power and
code allocations, p?k(β
?) and n?k(ϕ
?). The proposed iterative
algorithm is based on the primal-dual block coordinate descent
method for the update of the primal variables pk and nk [18].
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