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Standard subspaces of Hilbert spaces
of holomorphic functions on tube domains
Karl-Hermann Neeb, Bent Ørsted, Gestur O´lafsson∗
Abstract
One of the core structures of algebraic quantum field theory, quantum statistical me-
chanics and the Tomita–Takesaki Modular Theory is that of a standard subspace V in a
complex Hilbert space H, i.e., a closed real subspace such that V ∩ iV = {0} and V + iV is
dense in H. In this article we study standard subspaces of Hilbert spaces of vector-valued
holomorphic functions on tube domains E + iC0, where C ⊆ E is a pointed generating
cone invariant under eRh for some endomorphism h ∈ End(E), diagonalizable with the
eigenvalues 1, 0,−1 (generalizing a Lorentz boost). This data naturally specifies a wedge
domain W (E,C, h) ⊆ E which is closely linked to standard subspaces. In this context we
also investigate aspects of reflection positivity for the triple (E,C, epiih) and the support
properties of distributions on E, arising as Fourier transforms of operator-valued mea-
sures defining the Hilbert spaces H. For the imaginary part of these distributions, we
find similarities to the well known Huygens’ principle. Interesting examples are the Riesz
distributions associated to euclidean Jordan algebras.
1 Introduction
In mathematical physics and the theory of quantum fields, there is the fundamental idea of
positivity of the energy; a corresponding basic notion is that of conjugation, such as the adjoint
of a linear operator in a complex Hilbert space. Three aspects of this have been important, not
only in physics, but also in the theories of operator algebras and representation theory, namely
(1) Tomita-Takesaki theory, where the polar decomposition of a natural conjugation led to the
classification into finer types of von Neumann algebras; (2) KMS states of operator algebras,
signifying the holomorphic nature of certain symmetries; and (3) Reflection positivity, where
introducing real forms of a complex Hilbert space led to the correspondence between quantum
fields in a Euclidian space and Minkowski space.
In this paper, we shall revisit and elucidate some of the interesting connections between
these three topics; in particular we shall give in a general framework of Hilbert spaces of
holomorphic functions (already a ubiquitous category) the crucial construction of the relevant
∗The research of K.-H. Neeb was partially supported by DFG-grant NE 413/9-1. The research of G. O´lafsson
was partially supported by Simons grant 586106.
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spaces in (3), and also make exlicit the connections to (1) and (2). While the technical details
are connected with tube domains, some of the methods are rather robust, and could be of
interest in other geometric situations as well.
We start by reviewing some ideas stemming from physics, in particular quantum field
theory and the Tomita-Takesaki theory, starting with the notion of standard subspaces. A
closed real subspace V of a complex Hilbert space H is called standard if V ∩ iV = {0} and
V + iV is dense in H ([Lo08]). A central goal of this paper is to provide explicit descriptions
of standard subspaces in Hilbert spaces of holomorphic functions on tube domains.
Standard subspaces arise naturally in the modular theory of von Neumann algebras. If
M ⊆ B(H) is a von Neumann algebra and Ω ∈ H is a cyclic separating vector for M, i.e.,
MΩ is dense in H and the map M→H,M 7→MΩ is injective, then
VM := {MΩ: M∗ =M,M ∈ M}
is a standard subspace of H. Conversely, one can use the functorial process provided by Second
Quantization ([Si74]) to associate to each standard subspace V ⊆ H a von Neumann algebra
R±(V) on the bosonic/fermionic Fock space F±(H), for which the vacuum vector Ω is cyclic and
separating (see [NO´17, §§4,6] and [Lo08] for details). This method has been developed by Araki
and Woods in the context of free bosonic quantum fields ([AW63]); some of the corresponding
fermionic results are more recent (cf. [EO73], [BJL02]). This establishes a direct connection
between standard subspaces and pairs (M,Ω) of von Neumann algebras with cyclic separating
vectors. As such pairs play an important role in Algebraic Quantum Field Theory (AQFT) in
the context of Haag–Kastler nets of local observables ([Ar99, Ha96, BW92]), we would like to
understand standard subspaces and their geometric realizations. Here a crucial point is that
VM reflects many important properties of the von Neumann algebrasM, related to inclusions
and symmetry groups quite faithfully, but in a much simpler environment ([NO´17, §4.2]). We
refer to [Lo08] for an excellent survey on this correspondence. In AQFT, standard subspaces
provide the basis for the technique of modular localization, developed by Brunetti, Guido and
Longo in [BGL02]. We refere to [LL15] for more recent applications.
Every standard subspace V determines by the polar decomposition T = JV∆
1/2
V
of the closed
operator T , defined on V+iV by T (x+iy) = x−iy, a pair (∆V, JV) of so-called modular objects,
i.e., ∆V is a positive selfadjoint operator and JV is a conjugation (an antiunitary involution)
satisfying JV∆VJV = ∆
−1
V
. This correspondence leads to a bijection (∆, J) 7→ Fix(J∆1/2)
between pairs of modular objects and standard subspaces.
In the context of von Neumann algebras, where V = VM, the main assertion of the famous
Tomita–Takesaki Theorem ([BR87, Thm. 2.5.14]) is that
JVMJV =M
′ and ∆it
V
M∆−it
V
=M for t ∈ R.
We thus obtain a one-parameter group of automorphisms of M, implemented by the unitary
operators ∆it
V
(the modular group), and a symmetry between M and its commutant M′,
implemented by the conjugation JV. For a standard subspace V, the unitary one-parameter
2
group (∆it
V
)t∈R preserves V, and JV maps V to its symplectic complement V
′ with respect to
the form ω(ξ, η) = Im〈ξ, η〉 on H.
In AQFT, one associates von Neumann algebras M(O) to regions O in some space-time
manifold M and hermitian elements of M(O) are interpreted as observables that can be
measured in the “laboratory” O. Causality enters by the locality assumption thatM(O1) and
M(O2) commute if O1 and O2 are spacelike separated, i.e., cannot correspond with each other.
The domains O ⊆ M , for which the vacuum vector Ω of the theory is cyclic and separating
forM(O), are of particular relevance. For these domains O, the von Neumann algebraM(O)
carries a modular automorphism group and it is interesting to understand when this modular
group is “geometric” in the sense that it is implemented by a one-parameter subgroup of space
time symmetries on O ⊆M (cf. [BDFS00], [NO´20a]).
In this article we develop a method for the explicit identification of standard subspaces
in Hilbert spaces H of holomorphic functions on tube domains, i.e., domains of the form
T = E+ iC0, where E is a finite dimensional real vector space, C ⊆ E is a closed convex cone
with interior points, and the additive group (E,+) acts unitarily by translations. Motivated
by applications in AQFT, we are interested in those standard subspaces for which the modular
group and the modular conjugation act naturally on T . Our construction provides in particular
a direct conceptual way to Hilbert spaces of distributions on Minkowski space by taking
boundary values of Hilbert spaces of holomorphic functions on suitable complex tube domains.
In the subsequent papers [NO´20a, NO´20b], some of our results will be used to construct nets
of algebras of local observables in the sense of Haag–Kastler on causal symmetric spaces.
To explain our key idea, let us describe a context which is much more general than needed
here, but which may therefore exhibit the overall idea more clearly. Suppose that Ξ is a
complex manifold and that H ⊆ Hol(Ξ) is a Hilbert space of holomorphic functions on Ξ. To
implement the action of a modular group, we assume a group action
σ : R× × Ξ→ Ξ, (r, z) 7→ σr(z) = σ
z(r) = r.z
such that the maps σet are holomorphic and τΞ := σ−1 is an antiholomorphic involution
with non-trivial fixed point space ΞτΞ . We assume that σ corresponds to an antiunitary
representation (U,H) of R× on H, so that a standard subspace V ⊆ H is specified by
∆
−it/2π
V
= U(et) and JV = U(−1).
Here σ provides a geometric implementation of the modular group and the modular conju-
gation on Ξ. We further assume that Ξ sits in a larger manifold containing an R×-invariant
submanifold M in the boundary of Ξ, such that there exists an injective boundary value map
b : H → C−∞(M).
Then ΞτΞ is a totally real submanifold of Ξ, so that all elements of Hol(Ξ) are determined by
their values on ΞτΞ . We shall require that:
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(C) For m ∈ ΞτΞ , the orbit map σm : R → Ξ, t 7→ exp(th).m extends holomorphically to a
map S−π/2,π/2 → Ξ which further extends continuously to a map S−π/2,π/2 → Ξ ∪M
satisfying σm(±πi/2) ∈M .
This should lead to a realization of the standard subspace V corresponding to to (∆, J) as a
space of distributions on the boundary subsetsW± :=
{
σm
(
∓ πi2
)
: m ∈ ΞτΞ
}
, so-called wedge
domains in M .
The concrete environment we study is specified in Section 3 in terms of the following
geometric data:
(A1) E is a finite dimensional real vector space.
(A2) h ∈ End(E) is diagonalizable with eigenvalues {−1, 0, 1} and τ = eπih.
(A3) C ⊆ E is a pointed, generating closed convex cone invariant under eRh and −τ .
This geometric context includes in particular the case where E is Minkowski space, C is the
closed forward light cone and h generates a Lorentz boost. It also contains a series of interesting
generalizations in the context of euclidean Jordan algebras discussed in Appendix B. Recall
that Minkowski spaces are the simple euclidean Jordan algebras of rank 2.
The above setup is supplemented by the following analytic data. We fix a complex Hilbert
space K and a Herm+(K)-valued measure µ on the dual cone C⋆ ⊆ E∗ which defines a K-
valued L2-space H := L2(C⋆, µ;K) (cf. [Ne98]). To specify a standard subspace of H, we fix a
representation ρ : R× → GL(K) by normal operators for which JK := ρ(−1) is a conjugation
and ρ(et) = etΛ for a normal operator Λ with bounded symmetric part. The compatibility
between µ and ρ consists in the relations
(−τ)∗µ = JKµJK and σ(r)∗µ = ρ(r)
∗ · µ · ρ(r) for r > 0,
where the R×+-action on E
∗ is given by σ(et)λ := λ ◦ e−th. We specify a standard subspace
V ⊆ H = L2(E∗, µ;K) by
(∆
−it/2π
V
f)(λ = ρ(et)f(λ ◦ eth) and (JVf)(λ) := JK(−λ ◦ τ), λ ∈ C
⋆.
Then we have a realization
Φ: L2(C⋆, µ;K)→ Hol(T ,K), Φ(f)(z) =
∫
E∗
eiλ(z)dµ(λ)f(λ)
of H as a Hilbert space HK of K-valued holomorphic function on the tube T = E+ iC
0 whose
reproducing kernel is given by
K : T × T → B(K), K(z, w) := µ˜(z − w), µ˜(z) :=
∫
C⋆
eiλ(z) dµ(λ)
4
(Lemma 3.5). Passing to boundary values, we obtain a third realization of H as a subspace
of S ′(E,K), the space of K-valued tempered distributions on E. Our first main result is the
Standard Subspace Theorem (Theorem 3.14). To formulate it, we introduce the wedge domain
W =W (E,C, h) := E0(h) + (C
0 ∩ E1(h))− (C
0 ∩ E−1(h)) ⊆ E,
specified by the data in (A1-3), where Ej(h) = ker(h − j idE) is the j-eigenspace of h in E.
Then the standard subspace V ⊆ H can be described in terms of W by
V = spanR{ϕ˜η : ϕ ∈ C
∞
c (W,R), η ∈ V
♯
K}, where V
♯
K := Fix(e
−πiΛJK) ⊆ K, (1.1)
and ϕ˜(λ) =
∫
E e
iλ(x)ϕ(x) dµE(x) denotes the Fourier transform.
This theorem has several interesting consequence. First it exhibits an interesting relation
with reflection positivity (Osterwalder–Schrader positivity) and its representation theoretic
aspects ([NO´14, NO´18]). This starts with the observation that the triple (HR, V, JV), where
HR is the real Hilbert space underlying H, is reflection positive, i.e., 〈ξ, Jξ〉 ≥ 0 for ξ ∈ V
([Lo08]). Further, the multiplication representation (U,H) of the additive group (E,+) on
L2(C⋆, µ;K) is reflection positive in the sense of [NO´18] (see Section 4 for details), so that
the general theory of reflection positive distributions developed in [NO´14] suggests that the
restriction of the positive definite distribution µ˜ ∈ S ′(E,B(K)) to the open cone W should be
positive definite with respect to the involution x♯ = −τ(x). This is shown in Proposition 4.3,
which even shows that it is represented by an operator-valued function.
From the description of V in (1.1), we draw interesting conclusions on the support of
the “imaginary part” of the operator-valued distribution µ˜, provided that the infinitesimal
generator Λ of ρ has integral spectrum (Proposition 5.4). This aspect is explored in detail
in Section 6 for the Riesz measures µs of a simple euclidean Jordan algebra E. This is an
important one-parameter family of scalar-valued measures on the dual C⋆ of the positive cone
C of the Jordan algebra E. For their Fourier transforms µ˜s, we analyze the support of the
imaginary part in detail. Using some tools developed in Appendix B, it is straightforward to
decide which connected components of the set E× of invertible elements are contained in the
support (Proposition 6.2), but the description of the precise support requires closer inspection
(Proposition 6.9). In Theorem 6.11 we characterize the situations when the support of Im(µ˜s)
is contained in the complement of the wedge domain W (E,C, h).
The contents of this paper is as follows: In Section 2 we collect some generalities on
standard subspaces in Hilbert spaces of holomorphic functions. An important starting point
is Proposition 2.1, characterizing elements of V as those vectors ξ ∈ H for which the orbit map
αξ : R→ H, t 7→ ∆
−it/2π
V
ξ
extends to a continuous map on the closed strip {z ∈ C : 0 ≤ Im z ≤ π}, holomorphic on
the interior, and satisfying αξ(πi) = Jξ. This condition is intimately related to (C) above.
We also discuss the standard subspaces of K naturally attached to the representation ρ and
provide a direct description of the real subspaces HJVK in terms of the reproducing kernel.
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In Section 3 we turn to our subject proper, the spaces H = L2(C⋆, µ;K) and the corre-
sponding standard subspace. After discussing the geometric implications of the axioms (A1-3)
(Subsection 3.1), we introduce in Subsection 3.2 the Hilbert space H and its realizations by
holomorphic functions and tempered distributions. The Standard Subspace Theorem (Theo-
rem 3.14) is proved in Subsection 3.3. We conclude this section with a discussion of the Riesz
measures xs−1 dx on the positive half line as examples. The relation with reflection positivity
is discussed in Section 4, and the support properties of the imaginary part of the distribution
are investigated in Sections 5 (for the general case), and in Section 6 for Riesz measures. Two
appendices collect background material on standard subspaces (Appendix A) and structure
theoretic results on Jordan algebras (Appendix B) that are used in Section 6 for the support
analysis. They also find applications in forthcoming work ([NO´20b]).
Notation
Here we collect some notation that we will use in the article.
• In this article H will always stand for a complex Hilbert space with inner product
〈·, ·〉 = 〈·, ·〉H which is linear in the second argument.
• We write R+ = [0,∞) for the closed positive half line.
• If M is a smooth manifold, we write C∞c (M) for the space of complex-valued test func-
tions on M , endowed with the natural LF topology, and C−∞c (M) for the space of
antilinear continuous linear functionals on this space, i.e., the space of distributions
on M .
• We likewise consider tempered distributionsD ∈ S ′(E) on a real finite dimensional vector
space E as antilinear functionals on the Schwartz space S(E). The Fourier transform
of an L1-function f on E is defined by
f̂(λ) :=
∫
E
e−iλ(x)f(x) dµE(x), λ ∈ E
∗, (1.2)
where µE denotes a Lebesgue measure on E. For tempered distributions D ∈ S
′(E), we
define the Fourier transform by
D̂(ϕ) := D(ϕ˜), where ϕ˜(λ) := ϕ̂(−λ) =
∫
E
eiλ(x)ϕ(x) dµE(x). (1.3)
For the distribution Df (ϕ) :=
∫
E ϕ(x)f(x) dµE(x) defined by an L
1-function, we then
have D̂f = Df̂ .
Contents
1 Introduction 1
6
2 Standard subspaces in Hilbert spaces of holomorphic functions 7
2.1 Standard subspaces and J-fixed points . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 The general setting for spaces of holomorphic functions . . . . . . . . . . . . . 9
2.2.1 Three standard subspaces of K . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.2 The real space HJ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3 Standard subspaces and tube domains 13
3.1 The tube and associated wedge domains . . . . . . . . . . . . . . . . . . . . . . 14
3.2 Operator-valued measures and the corresponding Hilbert spaces . . . . . . . . . 17
3.3 Standard subspaces from wedge domains . . . . . . . . . . . . . . . . . . . . . . 22
4 Reflection positive representations 29
5 Support properties of the imaginary part of µ̂ 33
6 The Fourier transform of Riesz measures 34
6.1 Subsection 3.3 continued . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
6.2 The generalization to E = Rr . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
6.3 The support of the Fourier transform of Riesz measures . . . . . . . . . . . . . 39
6.4 Jordan wedges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
A Standard subspaces 41
A.1 Standard subspaces and antiunitary representations . . . . . . . . . . . . . . . 41
A.2 Standard subspaces and the KMS condition . . . . . . . . . . . . . . . . . . . . 45
A.3 Hardy space and graph realizations . . . . . . . . . . . . . . . . . . . . . . . . . 46
B Wedges in euclidean Jordan algebras 49
2 Standard subspaces in Hilbert spaces of holomorphic func-
tions
We have collected basic facts about standard subspaces in Appendix A. We refer to that
section for notation, but let us recall that a standard subspace is a closed real subspace V ⊂ H
such that V ∩ iV = {0} and V + iV is dense in H. Every standard subspace comes with
a conjugation JV and positive, densely defined operator ∆V such that TV = JV∆
1/2
V
is the
conjugation u + iv 7→ u − iv, u, v ∈ V and JV∆V = ∆
−1
V
JV. The pair (∆V, JV) is the pair of
modular objects associated to V and TV is the Tomita operator of V. In this section we study
the situation where the Hilbert space is a reproducing kernel Hilbert space of vector-valued
holomorphic functions on a complex manifold. In Proposition 2.1 we derive a fundamental
connection between the standard subspace V and the space of JV-fixed vectors, and in Lemma
2.4 we describe the space HJV. These results are needed in Section 3.3.
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2.1 Standard subspaces and J-fixed points
In this subsection we derive a characterization of the elements of a standard subspace V
specified by the pair (∆, J) in terms of analytic continuation of orbit maps of the unitary
one-parameter group (∆it)t∈R and the real space H
J .
Proposition 2.1. Let V ⊆ H be a standard subspace with modular objects (∆, J). For ξ ∈ H,
we consider the orbit map αξ : R→ H, t 7→ ∆−it/2πξ. Then the following are equivalent:
(i) ξ ∈ V.
(ii) ξ ∈ D(∆1/2) with ∆1/2ξ = Jξ.
(iii) The orbit map αξ : R → H extends to a continuous map Sπ → H which is holomorphic
on Sπ and satisfies α
ξ(πi) = Jξ.
(iv) There exists an element η ∈ HJ whose orbit map αη extends to a continuous map
S−π/2,π/2 →H which is holomorphic on the interior and satisfies α
η(−πi/2) = ξ.
Proof. The equivalence of (i) and (ii) follows from the definition of ∆ and J .
(ii) ⇒ (iii): If ξ ∈ D(∆1/2), then ξ ∈ D(∆z) for 0 ≤ Re z ≤ 1/2, so that the map
f : Sπ →H, f(z) := ∆
− iz
2π ξ
is defined. Let P denote the spectral measure of the selfadjoint operator
H := −
1
2π
log ∆ and let P ξ = 〈ξ, P (·)ξ〉
denote the corresponding positive measure on R defined by ξ ∈ H. Then [NO´18, Lemma A.2.5]
shows that
L(P ξ)(2π) =
∫
R
e−2πλ dP ξ(λ) <∞.
This implies that the kernel
〈f(w), f(z)〉 = 〈∆−
iw
2π ξ,∆−
iz
2π ξ〉 = 〈ξ,∆−
i(z−w)
2π ξ〉 = 〈ξ, e(z−w)iHξ〉 = L(P ξ)
(z − w
i
)
is continuous on Sπ × Sπ by the Dominated Convergence Theorem, holomorphic in z, and
antiholomorphic in w on the interior ([Ne00, Prop. V.4.6]). This implies (iii) because it shows
that f is holomorphic on Sπ ([Ne00, Lemma A.III.1]) and continuous on Sπ.
(iii) ⇒ (iv): For αξ : Sπ →H as in (iii), we have
Jαξ(z) = αξ(πi+ z) (2.1)
by analytic continuation, so that
η := αξ(πi/2) ∈ HJ with αη(z) = αξ
(
z +
πi
2
)
.
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(iv)⇒ (ii): We abbreviate S := S−π/2,π/2. The kernel K(z, w) := 〈α
η(w), αη(z)〉 is continuous
on S ×S and holomorphic in z and antiholomorphic in w on S. It also satisfies K(z+ t, w) =
K(z, w − t) for t ∈ R. Hence there exists a continuous function ϕ on S, holomorphic on S,
such that
K(z, w) = ϕ
(z − w
2
)
.
For t ∈ R, we then have ϕ(t) = 〈η, αη(2t)〉 =
∫
R
e2itλ dP η(λ), so that [NO´18, Lemma A.2.5]
yields L(P η)(±π) <∞ and η ∈ D(∆±1/4). This implies that αη(z) = ∆−iz/2πη for z ∈ S.
From ξ = αη(−πi/2) = ∆−1/4η we derive that
αξ(z) = αη
(
z −
πi
2
)
= ∆−iz/2πξ for z ∈ Sπ.
Further, Jη = η implies
Jαξ(z) = Jαη
(
z −
πi
2
)
= αη
(
z +
πi
2
)
= αξ(πi+ z).
For z = 0, we obtain in particular Jξ = αξ(πi) = ∆1/2ξ.
2.2 The general setting for spaces of holomorphic functions
In Appendix A.3 we show that a standard subspace V ⊆ H always specifies a realization of the
complex Hilbert space H as a vector-valued Hardy space on a strip, even if H has no specific
geometric structure. In this subsection we consider an enriched geometric context. A key
observation is Lemma 2.4 that will later be applied later to the situation where the complex
manifold is an open tube domain T .
On the geometric side, we consider a connected complex manifold Ξ, endowed with a
smooth action
σ : R× × Ξ→ Ξ, (r,m) 7→ r.m =: σr(m) =: σ
m(r)
for which the diffeomorphisms σr are holomorphic for r > 0 and antiholomorphic for r < 0.
In particular, τΞ := σ−1 is an antiholomorphic involution of Ξ. We further assume that
Ξ is an open domain in a larger complex manifold and that the boundary ∂Ξ contains a
real submanifold M with the property that, for every fixed point m ∈ ΞτΞ , the orbit map
R → Ξ, t 7→ σm(et) extends to a holomorphic map σm : S−π/2,π/2 → Ξ which further extends
to a continuous map
σm : S−π/2,π/2 → Ξ ∪M with σ
m(±iπ/2) ∈M. (2.2)
On the representation theoretic side, we consider a Hilbert spaceH, realized on a connected
complex manifold Ξ for another complex Hilbert space K as subspace of the Fre´chet space
Hol(Ξ,K) of holomorphic functions f : Ξ→ K. Here we assume that the point evaluations
Kz : H → K, f 7→ f(z)
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are continuous. Then
K : Ξ× Ξ→ B(K), K(z, w) := KzK
∗
w
is a positive definite operator-valued kernel which determines H uniquely, so that we write
HK to emphasize the dependence of H from the kernel K (see [Ne00, Ch. I] for details).
To connect this structure to the antiunitary representation (UV,H) of R×, corresponding
to a standard subspace V, 1 we also need a representation of R× on K. This is specified by a
conjugation JK on K and a strongly continuous homomorphism
ρ : R×+ → GL(K)
whose range commutes with JK, so that it extends by ρ(−1) := JK to a representation of R
× on
K. We also assume that the operators ρ(et) are normal and that the hermitian one-parameter
group t 7→ ρ(et)ρ(et)∗ is norm-continuous. This implies that
ρ(et) = etΛ, where Λ: D(Λ)→ K, Λξ =
d
dt
∣∣∣∣
t=0
ρ(et)ξ,
is an unbounded operator of the form Λ = Λ− + Λ+, where Λ+ is a bounded symmetric
operator and Λ− is a skew-adjoint operator (possibly unbounded) that commutes with Λ+.
For t ≥ 0, we have
‖etΛ‖ = ‖etΛ+‖ = et sup(Spec(Λ+)),
showing that the boundedness of Λ+ is required to obtain a one-parameter group of bounded
operators.
2.2.1 Three standard subspaces of K
Standard subspaces in H are closely related to standard subspaces in K. In this section
we associate three standard subspaces of K to the representation (ρ,K). In particular, we
construct a modular pair (∆K, JK) on K from the operator Λ−, which specifies a standard
subspace VK (cf. Theorem A.3). Further, the symmetric part Λ+ of Λ leads to twists V
♯
K of
VK and V
♭
K of V
′
K. These subspaces will be needed below in our description of the standard
subspace V ⊆ H. We shall see in Section 5 that the case where V♯K = V
♭
K (Lemma 2.2) is of
particular interest for the analysis of support properties.
With the measurable functional calculus of normal operators, we obtain the (possibly
unbounded) normal operator
eπiΛ := eπiΛ+eπiΛ− = eπiΛ−eπiΛ+ with D(eπiΛ) = D(eπiΛ−).
The operator ∆K := e
2πiΛ− is strictly positive selfadjoint, and, as JK commutes with Λ±, we
obtain the modular relation
JK∆KJK = ∆
−1
K .
1See Appendix A.1 for this correspondence and in particular Theorem A.3.
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Hence TK := JK∆
1/2
K = JKe
πiΛ− is the Tomita operator of the standard subspace
VK := Fix(TK) ⊆ K,
and its adjoint T ∗K = JK∆
−1/2
K is the Tomita operator of V
′
K (cf. Lemma A.2(iv)). If Λ+ is
non-zero, we have to deal with slight modifications. Then e
πi
2
Λ+ is a unitary operator, and
V
♯
K := e
−πi
2
Λ+VK and V
♭
K := e
πi
2
Λ+V
′
K (2.3)
are standard subspaces of K. The corresponding Tomita operators are
T ♯K := e
−πi
2
Λ+TKe
πi
2
Λ+ = TKe
πiΛ+ = JKe
πiΛ = e−πiΛJK (2.4)
and
T ♭K := e
πi
2
Λ+T ∗Ke
−πi
2
Λ+ = T ∗Ke
−πiΛ+ = JKe
−πiΛ = eπiΛJK. (2.5)
We observe that
(V♯K)
′ = e−
πi
2
Λ+
V
′
K
(2.3)
= e−iπΛ+V♭K. (2.6)
We also note that
JKT
♯
KJK = e
πiΛJK = JKe
−πiΛ = T ♭K implies JKV
♯
K = V
♭
K. (2.7)
We will need the following lemma in Proposition 5.4:
Lemma 2.2. The subspace V♯K and V
♭
K coincide if and only if Λ = Λ+ and Spec(Λ+) ⊆ Z.
Proof. As T ♯K = e
−2πiΛT ♭K by (2.4) and (2.5), the equality V
♯
K = V
♭
K is equivalent to e
2πiΛ = 1.
By spectral calculus for unbounded normal operators, this is equivalent to Spec(Λ) ⊆ Z, which
immediately translates into the two conditions Λ− = 0 and Spec(Λ+) ⊆ Z.
Example 2.3. For K = C, JK(z) = z, and Λ = Λ+ = λ1, λ ∈ R, we have
VK = R, V
♯
K = e
−πi
2
λR and V♭K = e
πi
2
λR.
Now assume that λ ∈ Z. If λ = 2µ is even, then e
πi
2
Λ = eπiµ1 so that V♯ = V♭ = VK. But
if λ = 2µ + 1 is odd, then
V
♭
K = e
πi
2
Λ+V
′
K = iR = V
♯
K.
So the two subspaces V♭K = V
♯
K need not be equal to VK, not even if they are equal.
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2.2.2 The real space HJ
On a reproducing kernel spaceHK ⊆ Hol(Ξ,K), we now consider an antiunitary representation
of the form
(U(r)F )(z) = ρ(r−1)∗F (r−1.z), r ∈ R×. (2.8)
This means that KzU(r) = ρ(r
−1)∗Kr−1.z. Replacing r by r
−1 and F by K∗zη we get
U(r)K∗zη = K
∗
r.zρ(r)η for r ∈ R
×, z ∈ Ξ, η ∈ K. (2.9)
For the kernel K, this corresponds to the equivariance condition
K(r.z, r.w) = ρ(r−1)∗K(z, w)ρ(r−1), z, w ∈ Ξ, r ∈ R×+. (2.10)
We are interested in a more concrete description of the standard subspace V associated to
the pair (∆, J), specified by
J := U(−1) and ∆−it/2π = U(et), t ∈ R,
in terms of an injective boundary value map
b : HK → C
−∞(M)
in distributions on M ⊆ ∂Ξ. In Section 3 we shall study the case where M is a finite
dimensional vector space E and Ξ = E + iC0 a tube domain specified by a convex cone in E.
To this end, we would like to use Proposition 2.1 which describes V in terms of the real
subspace HJK of J-fixed elements. This space is easily characterized by Lemma 2.4 below. The
corresponding standard subspaces are harder to describe because they require information on
analytic extensions of orbit maps of elements of HJK to the closure of the strip S−π/2,π/2.
Lemma 2.4. Suppose that the submanifold ΞτΞ of τΞ-fixed points is not empty. Then, for
every open subset O ⊆ ΞτΞ, we have
HJK = {F ∈ HK : (∀z ∈ Ξ
τΞ)F (z) ∈ KJK} = spanR{K
∗
z η : z ∈ O, η ∈ K
JK}.
Proof. We have JF (z) = JKF (τΞz). Hence H
J
K = {F ∈ HK : (∀z ∈ Ξ
τΞ)F (z) ∈ KJK}, as
any holomorphic function on Ξ is uniquely determined by its restriction to the totally real
submanifold ΞτΞ because Ξ is connected.
To verify the second equality, let E ⊆ HK denote the right hand side. Then (2.9), applied
to r = −1, implies that E ⊆ HJK . It remains to show that E is total in HK . To verify this
claim, suppose that F ∈ HK is orthogonal to E . Then 〈K
∗
zη, F 〉 = 〈η, F (z)〉 = 0 for z ∈ O,
η ∈ KJK . As KJK generates K as a complex Hilbert space, it follows that F |O = 0. Since O is
open in the totally real submanifold ΞτΞ of the connected complex manifold Ξ, it follows that
F = 0. Therefore the closed real subspace E is total in HK , hence coincides with H
J
K .
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Examples 2.5. (Domains in C) In one dimension we have the following standard examples
of simply connected proper domains in C with their natural R×-actions.
(a) (Strips) On the strip Sπ = {z ∈ C : 0 < Im z < β} we have the antiholomorphic involution
τSπ(z) = πi+ z with fixed point set
S
τSπ
π =
{
z ∈ Sπ : Im z =
π
2
}
.
The group R×+ acts by translations via σet(z) = z + t, M := R ∪ (πi + R) = ∂Sπ is a real
submanifold, and for Im z = π/2, the orbit map σz(t) extends to the closure of the strip S−π
2
,π
2
with σz
(
± πi2
)
= z ± πi2 ∈M .
(b) (Upper half plane) On the upper half plane C+ = {z ∈ C : Im z > 0}, we have the
antiholomorphic involution τC+(z) = −z and the action of R
×
+ by dilations σr(z) = rz. Here
M := R = ∂C+ is a real submanifold, and for z = iy, y > 0, the orbit map σ
z(t) = etz extends
to the closure of the strip S−π
2
,π
2
with σz
(
± πi2
)
± i(iy) = ∓y.
(c) (Unit disc) On the unit disc D = {z ∈ C : |z| < 1} we have the antiholomorphic involution
τD(z) = z and the action of R
×
+
∼= SO1,1(R)0 by the maps
σt(z) =
cosh(t/2)z + sinh(t/2)
sinh(t/2)z + cosh(t/2)
. (2.11)
Here M := S1 = ∂D is a real submanifold, and for z ∈ D ∩ R, the orbit map σz(t) extends to
the closure of the strip S−π/2,π/2 with
σz(±πi/2) =
cos(π/4)z ± i sin(π/4)
±i sin(π/4)z + cos(π/4)
=
z ± i
±iz + 1
= ∓i ·
z ± i
z ∓ i
.
The biholomorphic maps
Exp: Sπ → C+, z 7→ e
z and Cay: C+ → D, Cay(z) :=
z − i
z + i
(2.12)
are equivariant for the described R×-actions on the respective domains.
The Riemann mapping theorem implies that any antiholomorphic R×-action on a proper
simply connected domain O ⊆ C is equivalent to the examples (a)-(c). In fact, we may w.l.o.g.
assume that O = D and, since every isometric involution of the hyperbolic plane has a fixed
point, we may also assume that σ−1(0) = 0. Then z 7→ σ−1(z) is biholomorphic on D fixing 0,
hence of the form z 7→ eitz, and from that it follows that, up to conjugation with biholomorphic
maps, we may assume that σ−1(z) = z. Now we simply observe that the centralizer of σ−1 in
the group PSU1,1(C) ∼= Aut(D) is PSO1,1(R), and this leads to the action in (2.11).
3 Standard subspaces and tube domains
This is the core section of the article, culminating in Theorem 3.14, where we characterize
the standard subspace V corresponding to an anti-unitary representation U of R× in a vector-
valued L2-space. The setup is as follows. We consider tube domains T := E + iC0 ⊂ EC in
the following environment:
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(A1) E is a finite dimensional real vector space.
(A2) h ∈ End(E) is diagonalizable with eigenvalues {−1, 0, 1} and τ := eπih.
(A3) C ⊆ E is a pointed, generating closed convex cone invariant under eRh and −τ .
After discussing these condition in Subsection 3.1, we study in this section standard sub-
spaces of vector-valued L2-spaces H = L2(E∗, µ;K), where K is a Hilbert space and µ is a
Herm+(K)-valued tempered measure supported in the dual cone C⋆. Then we have a natural
realization of H as a Hilbert space Hµ̂ ⊆ S
′(E;K) of K-valued tempered distributions and all
these distributions extend to holomorphic functions T → K. Under suitable invariance condi-
tions on the measure µ, all these Hilbert spaces carry a natural antiunitary representation of
R×, corresponding to the geometric action on E specified by the pair (h, τ) (Subsection 3.2).
Our main results are obtained in Subsection 3.3, where we identify the standard subspace
V ⊆ Hµ̂ ⊆ S
′(E;K) as the real subspace generated by acting with real-valued test functions
supported on a certain wedge domain W ⊆ E on a real subspace VK ⊆ K (Theorem 3.14).
Writing Eλ = Eλ(h) := ker(h − λ1) for the h-eigenspaces and E
± := ker(τ ∓ 1) for the
τ -eigenspaces, (A2) implies
E = E1 ⊕ E0 ⊕ E−1, E
− = E1 ⊕ E−1, and E
+ = E0. (3.1)
Accordingly, we write x = x1 + x0 + x−1 for the decomposition of x ∈ E into h-eigenvectors.
As we shall see below, (A3) implies in particular that the wedge domain
W := W (E,C, h) := C0+ ⊕E0 ⊕ C
0
− for C± := ±C ∩ E±1 (3.2)
is nonempty. For generalizations of such configurations to non-abelian Lie groups and their
properties, we refer to [Ne19, Ne19b, NO´20a].
3.1 The tube and associated wedge domains
In this section we focus on the tube domain T = E + iC0, the wedge W = C0+ ⊕ E0 ⊕ C
0
−
introduced in (3.2) and the holomorphic extension of the one-parameter group (U(et))t∈R.
At the end of the section we discuss the d-dimensional Minkowski space and then give the
classification of all possible cones in the case d = 3. The main result is Lemma 3.2.
The tube domain T is obviously invariant under eRh and −τ , where we use the same
notation for the complex linear extensions to EC. Denote by τ : EC → EC the conjugate
linear extension of τ to EC. Then
Ec := (EC)
τ = E+ + iE−.
As τ acts on iE as −τ and C is −τ invariant, τ(T ) = T , and
T τ = T ∩ Ec = E+ + i(C0 ∩ E−)
is the cone of τ -fixed points in T .
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Lemma 3.1. For the projections
p±1 : E → E±1, x 7→ x±1, and p
− : E → E1 ⊕ E−1 = E
−, x 7→ x1 + x−1 =
1
2
(x− τx),
the following assertions hold:
(i) p±1(C) = ±C± and p±1(C
0) = ±C0± 6= ∅.
(ii) p−(C) = C ∩ E− = C+ ⊕−C− and p
−(C0) = C0 ∩ E− = C0+ ⊕−C
0
−,
(iii) C ⊆ C+ ⊕ E0 ⊕−C−.
Proof. (i) As ±C± ⊂ C, we have ±C± ⊂ p±1(C). Using the e
th-invariance of C and writing
x = x1+ x0+ x−1 as before, e
thx = etx1+x0+ e
−tx−1. Now take the limit t→∞ to see that
C ∋ e−tethx = x1 + e
−tx0 + e
−2tx−1 → x1 as t→∞.
We likewise get x−1 = limt→−∞ e
tethx ∈ C. It follows that x± ∈ ±C±, so that p±1(C) = ±C±.
As p±1 are projections and C
0 6= ∅, it follows that p±1(C
0) ⊆ ±C0±. To obtain equality, it
suffices to observe that C0+ ⊕−C
0
− ⊆ (E
− ∩ C)0 ⊆ C0 follows from −τ(C) = C.
(ii) The two leftmost equalities follow from τ(C) = −C, and the second two rightmost equal-
ities from (i) and p− = p1 + p−1.
(iii) follows from (ii).
We now describe the wedge W and its closure W = C+ ⊕ E0 ⊕ C− in terms of the tube
domain T :
Lemma 3.2. The wedge W and the tube T are related as follows:
(1) W = {x ∈ E : (∀z ∈ Sπ) e
zhx ∈ T }
(2) W = {x ∈ E : (∀z ∈ Sπ) e
zhx ∈ E + iC}.
Proof. For z = a+ ib ∈ Sπ and x = x1 + x0 + x−1, we have
ezh(x1 + x0 + x−1) = e
zx1 + x0 + e
−zx−1
= cos(b)(eax1 + e
−ax−1) + x0 + i sin(b)(e
ax1 − e
−ax−1), (3.3)
with sin(b) > 0. As the imaginary part determines whether this element is contained in T ,
we see with Lemma 3.1(ii) that ezh ∈ T holds for every z ∈ Sπ if and only if x1 ∈ C
0
+ and
x−1 ∈ C
0
−. Likewise e
zh ∈ T = E + iC holds for every z ∈ Sπ if and only if x1 ∈ C+ and
x−1 ∈ C
0
−.
Examples 3.3. (a) The simplest examples arise for h = idE , τ = − idE, and a pointed
generating closed convex cone C ⊆ E. Then W = C0 = C0+.
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(b) An example of importance in physics arises from d-dimensional Minkowski space E = Rd
with the Lorentzian scalar product
(x0,x)(y0,y) = x0y0 − xy for x0, y0 ∈ R,x,y ∈ R
d−1.
Then the upper light cone
C := {(x0,x) : x0 ≥ 0, x
2
0 ≥ x
2}
is pointed and generating. We consider the generator h ∈ so1,d−1(R) of the Lorentz boost in
the (x0, x1)-plane
h(x0, x1, . . . , xd−1) = (x1, x0, 0, . . . , 0).
It is diagonalizable with the eigenvalues 0,−1, 1, and the eigenspaces are
E± = R(e0 ± e1) and E0 = {(0, 0)} × R
d−2.
For τ = eπih, we obtain
τ(x0, x1, . . . , xd−1) = (−x0,−x1, x2, . . . , xd−1) and E
− = R2 × {0}.
The two cones ±C± = C ∩ E± = R+(e0 ± e1) are simply half-lines, so that
W = R×+(e1 + e0)⊕ R
×
+(e1 − e0)⊕ R
d−2,
is the closed right wedge.
(c) On E = R3 with basis e1, e2, e3, we consider the matrices
h = diag(1,−1, 0) and τ = diag(−1,−1, 1).
We now describe all cones C satisfying (A3). Up to sign choices, we may assume that
C+ = R+e1 and C− = −R+e2.
As C is generating and −τ -invariant, it is determined by the cone {x ∈ C : x3 ≥ 0}, which in
turn is determined by the closed convex subset D ⊆ R2, given by
D = {(x1, x2) ∈ R
2 : (x1, x2, 1) ∈ C}.
This set has to be closed, convex, contained in R+e1 ⊕ R+e2 (Lemma 3.1), not containing
(0, 0) (to ensure that C is pointed), and invariant under eRh. This only leaves the sets
Dm := {(x1, x2) : x1, x2 > 0, x1x2 ≥ m}, m > 0.
Then
Cm := R+(e3 +Dm) ∪ R+(−e3 +Dm)
is a closed convex pointed generating cone satisfying (A3). Up to sign changes, the cones
satisfying (A3) are all of this form. They are Lorentzian with respect to the Lorentzian
quadratic form
q(x1, x2, x3) = x1x2 −mx
2
3,
so they all arise from a 3-dimensional Minkowski space as in (b).
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3.2 Operator-valued measures and the corresponding Hilbert spaces
In this subsection we construct the Hilbert spaces H that we are interested in, first as vector-
valued L2-spaces L2(E∗, µ;K), defined by Herm+(K)-valued measures µ on the dual cone
C⋆ ⊆ E∗ (cf. [NO´15, Thm. B.3], [Ne98]). This Hilbert space carries a natural antiunitary
representation of the group G = E ⋊σ R
× (Lemma 3.5), but this representation has several
other interesting realizations. In Lemma 3.10 we realize it in a reproducing kernel Hilbert
space of holomorphic function on T and use that realization in Lemma 3.11 to describe the
space of J-fixed elements. We also describe a third realization of this representation in the
space distributions generated by the positive definite operator-valued distribution µ̂ on E. The
latter two realizations are connected by taking suitable boundary values. In particular, the
Fourier transform µ˜(z) =
∫
C∗ e
iλ(z)dµ(λ) will play an important role in the proof of Theorem
3.14, both, as a holomorphic function on T and as a distribution on E.
Let K be a Hilbert space and µ be a tempered Herm+(K)-valued Borel measure on E∗,
supported in the dual cone
C⋆ = {λ ∈ E∗ : λ(C) ⊆ [0,∞)}.
We then define the Hilbert space
H := L2(E∗, µ;K) = L2(C⋆, µ;K)
of measurable functions f : E∗ → K such that the norm of f with respect to the scalar product
〈f, g〉 =
∫
E∗
〈f(λ), dµ(λ)g(λ)〉K
is finite. We refer to [Ne98] for more details on operator-valued measures and the corresponding
L2-spaces.
We let G := E⋊σ R
× with Lie algebra g = E⋊h R, where σ(e
t)(v) = ethv and σ(−1) = τ .
The involution τ extends naturally to G by τG(v, r) = (τ(v), r). We assume that
(−τ)∗µ = JKµJK and σ(r)∗µ = ρ(r)
∗ · µ · ρ(r) hold for r > 0. (3.4)
Example 3.4. If h = 0 and τ = idE , then the assumption that C is pointed and generating,
combined with −C = τ(C) = C, leads to C = {0} and hence to E = {0}. Then we may
assume that µ({0}) = 1K, and (3.4) means that the operators ρ(e
t), t ∈ R, are unitary. So
(ρ,K) is an antiunitary representation of R× on K which coincides with UVK (cf. Section 2.2.1).
Lemma 3.5. We obtain an antiunitary representation of G on H = L2(E∗, µ;K) by
(U(x,1)f)(λ) = eiλ(x)f(λ), (3.5)
(U(0, et)f)(λ) = ρ(et)f(λ ◦ eth) = ρ(et)((eth)∗f)(λ), (3.6)
(U(0,−1)f)(λ) = JKf(−λ ◦ τ). (3.7)
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Proof. The relations (3.4) lead for f, h ∈ L2(E∗, µ;K) to the transformation formulas∫
E∗
〈f(σ(r)λ), dµ(λ)h(σ(r)λ)〉 =
∫
E∗
〈ρ(r)f(λ), dµ(λ)ρ(r)h(λ)〉
=
∫
E∗
〈f(λ), ρ(r)∗dµ(λ)ρ(r)h(λ)〉 (3.8)
and∫
E∗
〈f(−τλ), dµ(λ)h(−τλ)〉 =
∫
E∗
〈f(λ), JKdµ(λ)JKh(λ)〉 =
∫
E∗
〈JKh(λ), dµ(λ)JKf(λ)〉.
(3.9)
This implies that U(r) is (anti-)unitary for r ∈ R×. That U is a homomorphism is a standard
calculation.
Remark 3.6. The assumption supp(µ) ⊆ C⋆ is equivalent to
C ⊆ CU := {x ∈ g : − i∂U(x) ≥ 0},
where ∂U(x) = ddt
∣∣
t=0
U(exp tx) is the infinitesimal generator of the unitary one-parameter
group (U(exp tx))t∈R.
Remark 3.7. All Schwartz functions in S(E∗;K) define elements of L2(E∗, µ;K) because µ
is tempered. This leads to the embedding
Ψ: L2(E∗, µ;K)→ S ′(E∗;K), Ψ(f) = µf, resp., Ψ(f)(ϕ) =
∫
E∗
ϕ(λ) dµ(λ)f(λ).
As |eiz | ≤ 1 for z ∈ E + iC = T , the map
Γ: E + iC → S ′(E∗;B(K)), z 7→ eizµ
is defined, weakly continuous (by the Dominated Convergence Theorem), and weakly holo-
morphic on the interior T . We further obtain with (3.4)
Ψ(U(0, et)f) = µ · (ρ(et)eth∗ f)
(3.4)
= ρ(e−t)∗(eth∗ µ) · e
th
∗ f = ρ(e
−t)∗eth∗ Ψ(f).
As (
(eth∗ )eiz
)
(λ) = eiz(λ ◦ e
th) = eiλ(e
thz) = eiethz(λ),
we have the equivariance relation
Γ(ethz) = ρ(e−t)∗(eth)∗Γ(z). (3.10)
Therefore Lemma 3.2(b) implies that Γ maps the closed wedge W into distributions which
may produce elements of the standard subspace V when smeared with suitable test functions
(cf. Proposition 2.1).
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Lemma 3.8. The Fourier transform 2
µ˜(z) :=
∫
E∗
eiλ(z) dµ(λ) =
∫
C⋆
eiλ(z) dµ(λ) ∈ B(K), z ∈ T = E + iC0, (3.11)
defines a holomorphic function on T with the following properties:
(a) The holomorphic function µ˜ on T has distributional boundary values in S ′(E;B(K)) in
the sense that the tempered distribution µ˜, defined by µ˜(ϕ) :=
∫
E∗ ϕ˜ dµ satisfies
µ˜(ϕ) = lim
C0∋y→0
∫
E
ϕ(x)µ˜(x+ iy) dµE(x) for ϕ ∈ S(E). (3.12)
(b) For the antilinear extension τ (x+ iy) = τ(x)− iτ(y) of τ to EC, we have
µ˜(e−thz) = ρ(et)∗µ˜(z)ρ(et) and µ˜(τz) = JKµ˜(z)JK. (3.13)
Proof. (a) This follows easily from Fubini’s theorem and Lebesgue’s theorem on dominated
convergence because e−λ(y) ≤ 1 for λ ∈ C⋆ and y ∈ C:∫
E
ϕ(x)µ˜(x+ iy) dµE(x) =
∫
E
ϕ(x)
∫
C⋆
eiλ(x+iy) dµ(λ) dµE(x)
=
∫
E
∫
C⋆
eiλ(x)ϕ(x)e−λ(y) dµ(λ) dµE(x)
=
∫
C⋆
ϕ˜(λ) e−λ(y) dµ(λ)
y→0
−−−−→
∫
C⋆
ϕ˜(λ) dµ(λ) = µ˜(ϕ).
(b) The first formula is a direct consequence of the transformation properties (3.4). The
second formula follows from
µ˜(τ(z)) =
∫
E∗
eiλ(τz) dµ(λ) =
∫
E∗
e−iλ(z)JK dµ(λ)JK = JK
(∫
E∗
eiλ(z) dµ(λ)
)
JK.
Remark 3.9. The covariance relation in Lemma 3.8 has an interesting consequence. For
x = x0 + x1 + x−1 ∈ W , we have e
zhx ∈ T for z ∈ Sπ by Lemma 3.2. In particular
ι(x) := e
πi
2
hx = x0+ i(x1 − x−1) ∈ T . If Λ is a bounded operator, we therefore expect for the
boundary values of µ˜ on the wedge domain W a relation of the form
µ˜(x) = µ˜
(
e−
πi
2
hι(x)
)
= e
πi
2
Λ∗ µ˜(ι(x))e
πi
2
Λ = e
πi
2
Λ+e−
πi
2
Λ−µ˜(ι(x))e
πi
2
Λ−e
πi
2
Λ+ .
We shall see in Proposition 4.3 below that such a relation holds indeed in the sense that
the distributional boundary values of µ˜ on E are represented on the open cone W by an
operator-valued function.
2Note that µ˜(z) = µ̂(−z), also on the level of distribution boundary values. In our context it minimizes the
number of artificial minus signs to work with ˜ instead of ̂ . As µ˜(ϕ) = ∫
E∗
ϕ˜ dµ and µ̂(ϕ) =
∫
E∗
ϕ˜ dµ =∫
E∗
ϕ̂ dµ, we have on real-valued test functions ϕ ∈ C∞c (E
∗,R) the relations µ˜(ϕ) =
∫
E∗
ϕ˜ dµ and µ̂(ϕ) =∫
E∗
ϕ̂ dµ. This means that µ̂ = µ˜ as distributions on E.
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For the proof of the Standard Subspace Theorem 3.14 below we shall use the following
realization of the unitary representation (U,H) by holomorphic functions on the tube domain
T = E + iC0:
Lemma 3.10. The map
Φ: L2(E∗, µ;K)→ Hol(T ,K), Φ(f)(z) =
∫
E∗
eiλ(z)dµ(λ)f(λ),
〈ξ,Φ(f)(z)〉 = 〈e−izξ, µ · f〉 for ξ ∈ K, z ∈ T ,
maps L2(E∗, µ;K) injectively onto a reproducing kernel Hilbert space HK with B(K)-valued
kernel
K(z, w) = µ˜(z − w).
In particular, HK is generated by the functions
(K∗wξ)(z) = K(z, w)ξ = µ˜(z − w)ξ, w ∈ T , ξ ∈ K, (3.14)
satisfying
Φ(e−iwξ) = K
∗
wξ. (3.15)
The antiunitary representation (U,L2(E∗, µ;K)) of G is intertwined by Φ with the antiunitary
representation U ′ on HK given by
(U ′(x,1)F )(z) = F (z + x), (3.16)
(U ′(0, et)F )(z) = ρ(e−t)∗F (e−tz), (3.17)
(U ′(0,−1)F )(z) = JKF (τz). (3.18)
On the generators K∗wη, this leads to
U ′(x,1)K∗wη = K
∗
w−xη, (3.19)
U ′(0, et)K∗wη = K
∗
ethwρ(e
t)η (3.20)
U ′(0,−1)K∗wη = K
∗
τwJKη. (3.21)
Proof. As supp(µ) ⊆ C⋆, for z ∈ T we have |eiz(λ)| = |e
iλ(z)| ≤ 1 for µ-almost all λ ∈ E∗
and the temperedness of µ implies that eizη ∈ L
2(E∗, µ;K) for z ∈ T and η ∈ K ([HN01,
Lemma B.1]). This implies that Φ is determined by the relation
〈η,Φ(f)(z)〉 = 〈e−izη, f〉L2 for f ∈ L
2(E∗, µ;K). (3.22)
Hence the point evaluations on HK are continuous, and given by the scalar product with
Φ(e−izη), so that the reproducing kernel is given by
K(z, w) = KzK
∗
w =
∫
E∗
eiλ(z−w) dµ(λ) = µ˜(z − w),
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resp.,
〈ξ,K(z, w)η〉 = 〈e−izξ, e−iwη〉 for z, w ∈ T , ξ, η ∈ K. (3.23)
For z, w ∈ T and ξ, η ∈ K, we derive from (3.22) the relation
〈η,KzΦ(e−iwξ)〉 = 〈η,Φ(e−iwξ)(z)〉 = 〈e−izη, e−iwξ〉 = 〈η, µ˜(z − w)ξ〉 = 〈η,KzK
∗
wξ〉,
which implies (3.15). The remaining assertions are easily verified. We refer to [Ne98, Thm. III.9]
for further details.
From the general Lemma 2.4, we obtain in particular:
Lemma 3.11. For J := U ′(0,−1) as in (3.18) and ∅ 6= O ⊆ E+ + i(E− ∩C0) open, we have
HJK = spanR{K
∗
zη : z ∈ O, η ∈ K
JK = KJK} = {F ∈ HK : F (O) ⊆ K
JK}.
Definition 3.12. For the positive definite tempered distribution D := µ̂ ∈ S ′(E,B(K)),
defined by
D(ϕ) :=
∫
E∗
ϕ˜(λ) dµ(λ)
(cf. (1.3)), we write HD ⊆ S
′(E;K) for the corresponding reproducing kernel Hilbert space
whose B(K)-valued kernel is given on S(E) by
〈η,KD(ϕ,ψ)ξ〉 := 〈η,D(ψ
∗ ∗ ϕ)ξ〉 =
∫
E∗
ϕ˜(λ)ψ˜(λ) 〈η, dµ(λ)ξ〉 = 〈ϕ˜η, ψ˜ξ〉L2 . (3.24)
The Hilbert space HD is generated by the K-valued distributions
(ψ ∗Dη)(ϕ) := D(ψ∗ ∗ ϕ)η for ψ ∈ C∞c (E), η ∈ K
satisfying
〈ϕ ∗Dη,ψ ∗Dξ〉 = 〈η,D(ψ∗ ∗ ϕ)ξ〉 = 〈η,KD(ϕ,ψ)ξ〉 (3.25)
(cf. [NO´18, Def. 7.1.5]).
Remark 3.13. For the Hilbert space H we now have four pictures:
(a) as the L2-space H = L2(E∗, µ;K),
(b) as a subspace Ψ(L2(E∗, µ;K)) ⊆ S ′(E∗, µ;K) (distributions on E∗) (Remark 3.7), and
(c) as HD ⊆ S
′(E;K) (distributions on E) (Definition 3.12), and
(d) as the reproducing kernel space HK = Φ(L
2(E∗, µ;K)) ⊆ Hol(T ;K) (Lemma 3.10))
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The realizations (b) and (c) are connected by the Fourier transform
F : S ′(E∗;K)→ S ′(E;K), E 7→ Ê, Ê(ϕ) := E(ϕ˜).
For a Schwartz function ϕ ∈ S ′(E∗) and η ∈ K, we have
F(Ψ(ϕ˜η)) = F(µϕ˜η) = ϕ ∗ µ̂η,
so that
F : S ′(E∗;K) ⊇ Ψ(L2(E∗, µ;K)) →Hµ̂ ⊆ S(E;K)
is unitary by (3.24) and (3.25).
3.3 Standard subspaces from wedge domains
In this section we prove one of the main results of this paper (Theorem 3.14). It describes
the standard subspace V corresponding to J = U(−1) and ∆−it/2π = U(et) for the antiunitary
representation of R× on L2(E∗, µ;K), introduced in Lemma 3.5. In Corollary 3.16 we also
describe its symplectic complement V′ in similar terms. Most of the section is devoted to the
proof of Theorem 3.14.
Recall the notation from Section 2.2: We have ρ(et) = etΛ with Λ = Λ+ + Λ− with Λ+
bounded and symmetric, Λ− skew-adjoint and possibly unbounded, and [Λ+,Λ−] = 0. On K
we define the Tomita operator TK = JK∆
1/2
K . The corresponding standard subspace is VK,
and we also consider
V
♯
K = e
−πi
2
Λ+
VK and V
♭
K = e
πi
2
Λ+
VK.
The goal of this subsection is to prove Theorem 3.14 below. To formulate it, we introduce
for a standard subspace W ⊂ K and an open subset ∅ 6= O ⊆ E, the real subspace
HW(O) := spanR{ϕ˜η : ϕ ∈ C
∞
c (O,R), η ∈ W} ⊆ L
2(E∗, µ;K), (3.26)
where ϕ˜(λ) =
∫
E e
iλ(x)ϕ(x) dµE(x).
Theorem 3.14. (Standard Subspace Theorem) Let U be as in (3.5)-(3.7) and recall the wedge
domain
W = C0+ ⊕ E0 ⊕C
0
− ⊆ E.
Then the standard subspace V ⊆ L2(E∗, µ;K), defined by JV = U(0,−1) and ∆
−it/2π
V
= U(0, et)
is
V = H
V
♯
K
(W ) = e−
πi
2
Λ+HVK(W ). (3.27)
Combining Theorem 3.14 with Example 2.3, we obtain:
Corollary 3.15. If K = C, JK(η) = η, and Λ− = 0, then V = e
−πiΛ
2 HR(W ).
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Corollary 3.16. Let the assumptions and notation be as in Theorem 3.14. Then the sym-
plectic complement of V is V′ = H
V
♭
K
(−W ) = e
πi
2
Λ+HVK(−W ).
Proof. For ϕ ∈ C∞c (−W,R) we have ψ := ϕ ◦ τ ∈ C
∞
c (W,R), so that the functions ψ˜η ∈ V,
η ∈ V♯K generate V by Theorem 3.14. We also recall from (2.7) that JKV
♯
K = V
♭
K. Now the
assertion follows from JV = V′ and
(Jψ˜η)(λ) = JKψ˜(−λ ◦ τ)η = ψ˜(−λ ◦ τ)JKη = ψ˜(λ ◦ τ)JKη = ϕ˜(λ)JKη.
We now prepare the notation and first steps for the proof of Theorem 3.14. For z ∈
T ∩ Ec = E+ ⊕ i(C0 ∩ E−) and
η ∈ KJK ∩ D(∆
1/4
K ) = K
JK ∩ D(∆
−1/4
K ),
we have JK∗z = K
∗
zJK since τ(z) = z, and the orbit map α
K∗zη(t) = K∗
eth.z
ρ(et)η extends
holomorphically to S−π/2,π/2. However, in general this orbit map need not extend continuously
to the boundary if µ is an infinite measure. So we have to use some regularization procedure to
construct elements of the standard subspace V by the characterization in Proposition 2.1(iv).
Instead of z ∈ T ∩ Ec, which specifies the element K∗zη ∈ H
J
K , we consider the boundary
value for z = −πi/2 in a smeared version. Recall the open wedge W = C0+ ⊕ E0 ⊕ C
0
−. For
ϕ ∈ C∞c (E) and z ∈ T , we define
K∗ϕ(z) :=
∫
E
ϕ(x)K∗x(z) dµE(x)
(3.14)
=
∫
E
ϕ(x)µ˜(z − x) dµE(x)
=
∫
E∗
eiλ(z)ϕ̂(λ)dµ(λ) = (ϕ ∗ µ˜)(z) ∈ B(K,HK). (3.28)
Lebesgue’s Dominated Convergence Theorem and (3.28), see also Lemma 3.8, imply that this
holomorphic operator-valued function has the distributional boundary values∫
E∗
eiλ(·)ϕ̂(λ)dµ(λ) = ϕ ∗ µ˜ ∈ C∞(E,B(K)) ∩ S ′(E,B(K)).
We also note that the distributions ϕ ∗ µ˜η, ϕ ∈ C∞c (E), η ∈ K, are contained in the Hilbert
space Hµ̂ ⊆ S
′(E;K) (Definition 3.12). With the notation ϕ∨(x) := ϕ(−x), we have by (3.28)
K∗ϕ∨(z)η =
∫
E∗
eiλ(z)ϕ˜(λ) dµ(λ) · η = Φ(ϕ˜ · η)(z)
(where we used Lemma 3.10 for the last equality), i.e.,
K∗ϕ∨η = Φ(ϕ˜η). (3.29)
Lemma 3.17. Let ϕ ∈ C∞c (W,C) and y ∈ [0, π]. Then the functions
ϕ˜y(λ) := ϕ˜(λ ◦ e
yih) =
∫
E
eiλ(e
yihx) ϕ(x) dµE(x)
have the following properties:
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(i) |ϕ˜y(λ)| ≤ ‖ϕ‖1 for every λ ∈ C
⋆.
(ii) For every k > 0, there exists a constant dk, such that
|ϕ˜y(λ)| ≤
dk
1 + ‖λ‖2k
for all λ ∈ C⋆, y ∈ [0, π].
(iii) For η ∈ V♯K, the map [0, π]→ L
2(E∗, µ;K), y 7→ ϕ˜ye
iyΛη is continuous.
(iv) For ξ ∈ K, η ∈ V♯K, the map [0, π]→ C, y 7→
∫
C⋆〈ξ, ϕ˜y(λ) dµ(λ)e
iyΛη〉 is continuous.
Proof. (i) We clearly have for y ∈ [0, π] the estimate
|ϕ˜y(λ)| ≤
∫
E
e− Imλ(e
yihx)|ϕ(x)| dµE(x),
so that (i) follows from Imλ(eyihx) ≥ 0 for x ∈ W and λ ∈ C⋆, which in turn follows from
Lemma 3.2.
(ii) If P is a polynomial function on E and P (D) the corresponding constant coefficient
differential operator on E, then (i) applies to P (D)ϕ ∈ C∞c (W,C). On the other hand,
(P (D)ϕ)˜ y(λ) = (P (D)ϕ)̂ y(−λ) = P (−iλ ◦ e
iyh)ϕ̂y(−λ) = P (−iλ ◦ e
iyh)ϕ˜y(λ). (3.30)
Choosing coordinates on E adapted to the h-eigenspaces and a scalar product for which h is
symmetric, we can choose the polynomial P in such a way that
|P (−iλ ◦ eiyh)| ≥ 1 + ‖λ‖2k for all y ∈ [0, π], λ ∈ E.
With (i) and (3.30), this implies (ii).
(iii) First we observe that, for η ∈ V♯K, we have
eiyΛη = eiyΛ+eiyΛ−η = eiyΛ+∆
y/2π
K η.
Since Λ+ is bounded by assumption (Section 2.2.1) and ∆K = ∆
V
♯
K
, this vector depends
continuously on y ∈ [0, π]. Hence (iii) follows from (ii), the temperedness of µ, and the
Dominated Convergence Theorem.
(iv) As in (iii), this follows from the temperedness of µ and the Dominated Convergence
Theorem.
Lemma 3.18. For ϕ ∈ C∞c (W,R) and η ∈ V
♯
K, we have ϕ˜η ∈ V ⊆ L
2(E∗, µ). Moreover, the
analytic continuation of the map R→H, t 7→ U(0, et)ϕ˜η, to Sπ is given by
z 7→ ϕ˜−iz(λ)e
zΛη. (3.31)
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Proof. Let η ∈ V♯K. We consider the map
γη : Sπ →HK , γη(z) :=
(∫
E
ϕ(−x)K∗ezhx dµE(x)
)
· ezΛη. (3.32)
To see that this map is defined, we first note that, for z ∈ Sπ and x ∈ −W , Lemma 3.2 implies
that Im(ezhx) = Im(ezh(−x)) ∈ C0, so that ezhx ∈ T . We therefore obtain a continuous map
Sπ × (−W )→ B(K,HK), (z, x) 7→ K
∗
ezhx
which is holomorphic in z. Integrating over the compact support of ϕ, thus defines a holo-
morphic operator-valued function
F : Sπ → B(K,HK), F (z) =
∫
E
ϕ(−x)K∗ezhx dµE(x)
(cf. [GN, Thm. 2.1.12, Ex. 2.1.7]). We now have γη(z) = F (z)e
zΛη, where Sπ → K, z 7→
ezΛη = ezΛ+∆
−iz/2π
K η is a holomorphic K-valued function (Proposition 2.1). As the evaluation
map
B(K,HK)×K → HK
is complex bilinear and continuous, this implies the holomorphy of γη on Sπ.
By (3.20), γ satisfies the equivariance relation
γη(z + t) = U
′(0, et)γη(z) for t ∈ R, z ∈ Sπ. (3.33)
Next we observe that η = T ♯Kη = e
−πiΛJKη leads to
JKe
zΛη = ezΛJKη
(2.4)
= ezΛeπiΛη = e(z+πi)Λη, (3.34)
so that (3.21) further yields
JK∗ezhxe
zΛη = K∗ezhτ(x)JKe
zΛη
(3.34)
= K∗
e(z−πi)hx
e(z+πi)Λη.
We thus arrive at the relation
Jγη(z) =
∫
E
ϕ(−x)JK∗ezhxe
zΛη dµE(x)
=
∫
E
ϕ(−x)K∗
e(z−πi)hx
e(z+πi)Λη dµE(x) = γη(πi+ z). (3.35)
In view of (3.33), (3.35), and Proposition 2.1(iv), it remains to show that γη extends contin-
uously to the closed strip Sπ with γη(0) = Φ(ϕ˜η) = K
∗
ϕ∨η (cf. (3.29)), to verify that ϕ˜η ∈ V.
In view of the equivariance properties (3.33) and (3.35), this boils down to showing that
lim
y→0+
γη(yi) = K
∗
ϕ∨η. (3.36)
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To this end, we consider the L2-realization and observe that, for z ∈ Sπ:
Φ−1(γη(z))(λ) =
∫
E
ϕ(−x)Φ−1(K∗ezhxe
zΛη)(λ) dµE(x)
(3.15)
=
∫
E
ϕ(−x)e−iezhx(λ)e
zΛη dµE(x) =
∫
E
ϕ(x)eiezhx(λ) dµE(x) · e
zΛη
= ϕ˜(λ ◦ ezh)ezΛη = ϕ˜−iz(λ)e
zΛη.
As Φ−1(K∗ϕ∨η) = ϕ˜η by (3.29), the assertion now follows from Lemma 3.17(iii).
We are now ready to prove Theorem 3.14.
Proof. (of Theorem 3.14) We first observe that V0 := H
V
♯
K
(W ) is a closed real subspace of
H = L2(E∗, µ;K). It is invariant under the unitary one-parameter group ∆−it/2π = U(0, et)
because the cone W is invariant under eRh, and V♯K is invariant under ρ(R
×).
We claim that V0 is a standard subspace. From V0 ⊆ V (Lemma 3.18) it follows that
V0 ∩ iV0 ⊆ V ∩ iV = {0}.
So it remains to show that V0 is total in H, i.e., that V0+ iV0 is dense in H. Let V0 := V0 + iV0
and observe that this subspace is also invariant under the operators U(0, et) = ∆−it/2π, t ∈ R.
This implies that, for ξ ∈ V0, the range of the extended orbit map α
ξ : Sπ →H is also contained
in V0.
For z = πi/2 and f = ϕ˜η, ϕ ∈ C∞c (W,R), η ∈ V
♯
K, we first recall from (3.29) that
Φ(ϕ˜η) = K∗ϕ∨η = γη(0).
We therefore obtain for ζ = e
πi
2
h by (3.35) in the proof of Lemma 3.18:
Φ(αf (πi/2)) = γη
(πi
2
)
=
∫
E
ϕ(−x)K∗ζ−1(x)e
πi
2
Λη dµE(x).
For a sequence of test functions ϕn ∈ C
∞
c (W,R) with total integral 1 whose supports converge
to x0 ∈W , we thus obtain
V0 ∋
∫
E
ϕn(−x)K
∗
ζ−1(x) dµE(x) · e
πi
2
Λη → K∗ζ−1(−x0)e
πi
2
Λη,
and thus K∗ζ−1(−x0)e
πi
2
Λ
V
♯
K ⊆ V0 for every x0 ∈ W . As e
πi
2
Λ
V
♯
K ⊆ K
JK by (2.3) is a dense
subspace, we obtain K∗ζ−1(−x0)K
JK ⊆ V0. From
ζ−1(−W ) = E+ ⊕ (−i)(−C0+)⊕ i(−C
0
−) = E
+ ⊕ i(C0+ − C
0
−) = E
+ ⊕ i(C0 ∩ E−)
and Lemma 3.11 it now follows that HJ = Φ−1(HJK) ⊆ V0, and this implies that V0 = H.
This shows that V0 is a standard subspace contained in the standard subspace V. As it is
invariant under the modular group (∆it
V
)t∈R, Lemma A.8 implies that V = V0.
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Our approach to the standard subspace V also provides refined information on the tempered
distribution µ˜ ∈ S(E,B(K)), namely that its restriction to the wedge domain W is actually
given by an operator-valued function.
Proposition 3.19. On the open wedge W ⊆ E, the distribution µ˜ ∈ S ′(E,B(K)) satisfies
〈ξ, µ˜(x)η〉 = 〈e−
πi
2
Λξ, µ˜(ι(x))e
πi
2
Λη〉 for ξ ∈ D(∆
−1/2
K ), η ∈ D(∆
1/2
K ).
Proof. Let ϕ ∈ C∞c (W,R) and 0 < y < π. Then Fubini’s Theorem implies that∫
W
ϕ(x)µ˜(eiyhx) dµE(x) =
∫
W
ϕ(x)
∫
C⋆
eiλ(e
iyhx) dµ(λ) dµE(x)
=
∫
C⋆
∫
W
ϕ(x)eiλ(e
iyhx) dµE(x) dµ(λ)
=
∫
C⋆
ϕ˜(λ ◦ eiyh) dµ(λ) =
∫
C⋆
ϕ˜y(λ) dµ(λ).
Lemma 3.17(iv) now implies that, for ξ ∈ K and η ∈ V♯K, we have
lim
y→0+
∫
W
ϕ(x)〈ξ, µ˜(eiyhx)eiyΛη〉 dµE(x) = lim
y→0+
∫
C⋆
ϕ˜y(λ)〈ξ, dµ(λ)e
iyΛη〉
=
∫
C⋆
ϕ˜(λ)〈ξ, dµ(λ)η〉 =
∫
W
ϕ(x)〈ξ, µ˜(x)η〉 dµE(x).
Therefore the restriction of the distribution µ˜ξ,η := 〈ξ, µ˜ · η〉 to W is represented by the
following function
µ˜ξ,η(x) = lim
y→0+
〈ξ, µ˜(eiyhx)eiyΛη〉.
We now evaluate the right hand side using Lemma 3.8(b), which asserts that, for t ∈ R and
w ∈ T , we have
µ˜(e−thw) = etΛ
∗
µ˜(w)etΛ. (3.37)
For x ∈ W , the element ι(x) = x0 + i(x1 − x−1) is contained in T and e
−zhι(x) ∈ T for
| Im z| < π2 (Lemma 3.2). Further, for η ∈ D(e
πiΛ) = D(eπiΛ−), the curve t 7→ etΛη extends
analytically to Sπ ([NO´18, Lemma A.2.5]), so that, for ξ ∈ D(e
−πiΛ), the function
t 7→ 〈ξ, µ˜(e−thι(x))η〉 = 〈ξ, etΛ
∗
µ˜(ι(x))etΛη〉 = 〈etΛξ, µ˜(ι(x))etΛη〉
extends analytically to the function{
z ∈ C : | Im z| <
π
2
}
→ C, z 7→ 〈ξ, µ˜(e−zhι(x))η〉 = 〈ezΛξ, µ˜(ι(x))ezΛη〉.
From (3.37), we thus obtain for 0 < y < π2
〈ξ, µ˜
(
e(y−
π
2
)ihι(x)
)
η〉 = 〈e(y−
π
2
)iΛξ, µ˜(ι(x))e(
π
2
−y)iΛη〉.
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Next we note that
µ˜(eiyhx) = µ˜(ei(y−
π
2
)hei
π
2
hx) = µ˜(ei(y−
π
2
)hι(x)),
so that
〈ξ, µ˜(x)η〉 = lim
y→0+
〈ξ, µ˜(eiyhx)eiyΛη〉 = lim
y→0+
〈ξ, µ˜(ei(y−
π
2
)hι(x))eiyΛη〉
= lim
y→0+
〈e(y−
π
2
)iΛξ, µ˜(ι(x))e(
π
2
−y)iΛeiyΛη〉 = lim
y→0+
〈e(y−
π
2
)iΛξ, µ˜(ι(x))e
πi
2
Λη〉
= 〈e−
πi
2
Λξ, µ˜(ι(x))e
πi
2
Λη〉.
This completes the proof.
The Riesz measures on the half-line as examples
We consider the case E = R, C = R+ = [0,∞), h = idE, τ = −1, and the open tube domain
C+ = T = R+ i(0,∞). In this case we have E = E1 and W = C
0.
The antiholomorphic extension τ of τ to T is given by τ(z) = −z. It leaves T invariant
with T τ = iR×+. On C+ we have the positive definite kernels,
Ks(z, w) = µ˜s(z −w) = L(µs)
(z − w
i
)
=
(z − w
i
)−s
, s > 0, (3.38)
where
dµs(λ) = Γ(s)
−1λs−1 dλ on (0,∞) ⊆ C⋆
see [NO´14, Lem. 2.13].
From h = idE we derive for the action on the dual space e
th.λ = e−tλ, that
(eth)∗µs = e
stµs for t ∈ R. (3.39)
Comparing with (3.4), we may therefore consider this situation as arising from K = C,
JK(z) = z, and ρ(e
t) = est/2. This corresponds to Λ = Λ+ =
s
2 . In particular we have,
as in Example 2.3:
VK = R, V
♯
K = e
−πis
4 R and V♭K = e
πis
4 R.
Finally V♯ = V♭ if and only if s ∈ 2Z (cf. Lemma 2.2).
For the Fourier–Laplace transform µ˜s we have µ˜s(z) = (−iz)
−s by (3.38). For the boundary
values on R, this leads for ±x > 0 to
µ˜s(x) = e
−s log(−ix) = e−s(log |x|∓πi/2) = e±s
πi
2 |x|−s = esgn(x)s
πi
2 |x|−s. (3.40)
The imaginary part is given on R× by
µ˜s,−(x) = ± sin
(
s
π
2
)
|x|−s.
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It vanishes if and only if s ∈ 2Z. We will discuss a generalization of this phenomenon for more
general Riesz measures in Section 6 below. For s = 2k, k ∈ N, we have on R× the formula
µ˜s(x) = (−1)
kx−2k, which is even and real. On W = (0,∞), we have by (3.40)
µ˜s(x) = e
sπi
2 x−s = es
πi
2 L(µs)(x), (3.41)
where µs is considered as a measure on [0,∞). In Proposition 4.3, we shall see a generalization
of this relation to our general context.
We denote by Hs = HKs the corresponding reproducing kernel Hilbert space. The conju-
gation on Hs is given by
(Jf)(z) = f(−z)
as in (3.18), so that
HJs = {f ∈ Hs : (∀z ∈ C+) f(−z) = f(z)}
is the subspace of functions which are real-valued on iR×+. We also have
V = e−
πis
4 {ϕ˜ : ϕ ∈ C∞c ((0,∞),R)} and V
′ = e−
πis
4 {ϕ˜ : ϕ ∈ C∞c ((−∞, 0),R)}. (3.42)
4 Reflection positive representations
Let us briefly recall the concept of a reflection positive representation, see [JOl98, JOl00,
NO´14, NO´18, S86] for details.
A reflection positive Hilbert space is a triple (E , E+, θ), where E is a Hilbert space, E+ is a
closed subspace and θ : E → E is an unitary involution such that
‖u‖2θ := 〈θu, u〉 ≥ 0 for all u ∈ E+.
Then N = {u ∈ E+ : ‖u‖θ = 0} is a closed subspace of E+, and we write Ê for the Hilbert
space completion of the quotient E+/N with respect to ‖ · ‖θ.
Let (G,S, τ) be a triple, consisting of a Lie group G, an involutive automorphism τ of G,
and a subsemigroup S ⊆ G invariant under the map g 7→ g♯ := τ(g)−1. A reflection positive
representation of (G,S, τ) on the reflection positive Hilbert space (E , E+, θ) is a unitary rep-
resentation (U,H) of G on E , such that θU(g)θ = U(τ(g)) for all g ∈ G and U(S)E+ ⊆ E+.
Then
〈θU(g)u, v〉 = 〈θu, U(g♯)v〉 for g ∈ G, v ∈ E , (4.1)
and (4.1) leads to a ∗-representation of the involutive semigroup (S, ♯) by contractions on on
Ê ([NO´18, Prop. 3.3.3]). The passage from operators on E+ to operators on Ê is called the
Osterwalder–Schrader transform.
In the articles cited above, E and E+ are complex Hilbert spaces and θ is complex linear.
In the context of standard subspaces, we encounter reflection positivity in the context of real
Hilbert spaces. Any standard subspace V of a complex Hilbert space H satisfies by Lemma A.2
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the reflection positivity condition 〈ξ, Jξ〉 ≥ 0 for ξ ∈ V, so that we obtain the real reflection
positive Hilbert space
(E , E+, θ) = (H
R, V, J).
In this section we take a closer look at the reflection positivity of the unitary representation
U of the translation group (E,+) on H = L2(E∗, µ;K), the additive subsemigroup S = (W,+)
which is invariant under x 7→ x♯ = −τ(x), and the standard subspace V = H
V
♯
K
(W ). Here
Ê ∼= HJ by Proposition A.7, and we connect our description of V with the Osterwalder–
Schrader transform from the isometric representation of (W,+) on V to the ∗-representation
of (W, ♯) on HJ .
Reflection positivity and the wedge semigroup W
To see that the unitary representation U of the vector group (E,+) on H = L2(E∗, µ;K)
defines a real reflection positive unitary representation of the triple (E,W, τ), we first observe
that
• JU(v)J = U(τ(v)) for v ∈ E (Lemma 3.5),
• W is obviously invariant under the involution x♯ = −τ(x) = x1+x−1−x0, hence inherits
the structure of an open involutive semigroup (W, ♯),
• the subsemigroup W ⊆ E satisfies U(W )V ⊆ V.
The last item easily follows Theorem 3.14, where we have seen that
V = spanR{ϕ˜η : ϕ ∈ C
∞
c (W,R), η ∈ V
♯
K}.
Now
(U(x, 1)ϕ˜η)(λ) = eiλ(x)ϕ˜(λ) = (ϕ(· − x))˜ (λ)η (4.2)
for x ∈ E shows that V is invariant under U(W ).3 We thus obtain a reflection positive
representation of (E,W, τ) on the real reflection positive Hilbert space (HR, V, J). Now
the Osterwalder–Schrader transform of the representation of W on V by isometries is a ∗-
representation by contractions on the real Hilbert space Ê ∼= HJ (Proposition A.7; [NO´18,
Prop. 3.3.3]). From [Ne19, Rem. 4.13, Prop. 3.6] we know already that the so obtained repre-
sentation of (W, ♯) on HJ coincides with the representation x 7→ U(ι(x)), obtained from the
embedding
ι : W →֒ T = E + iC0, x = x1 + x0 + x−1 7→ ix1 + x0 − ix−1 (4.3)
and the holomorphic extension of U to T by
U(x+ iy) := U(x)ei∂U(y) for x ∈ E, y ∈ C0, ∂U(y) =
d
dt
∣∣∣
t=0
U(ty).
3Alternatively, this can also be derived more directly from the Borchers–Wiesbrock Theorem; see [NO´17]
and [Ne19, Thm. 4.1].
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Remark 4.1. From [NO´14] we recall some of the background concerning bounded represen-
tations of the involutive semigroup (W, ♯). The involution ♯ defines on the convolution algebra
C∞c (W ) the structure of a ∗-algebra by
ϕ♯(x) := ϕ(x♯) = (τ∗ϕ
∗)(x). (4.4)
The corresponding Fourier–Laplace transform is
FL(ϕ)(λ) =
∫
W
e−λ
−(x−)+iλ+(x+)ϕ(x) dx for ϕ ∈ C∞c (W ). (4.5)
It defines a morphisms of complex ∗-algebras C∞c (W )→ C0(Ŵ ) (Gelfand-Transform), where
Ŵ ∼= C⋆+ × E
∗
0 ×C
⋆
− (4.6)
is the cone of hermitian bounded characters of W and C0(Ŵ ) carries the canonical structure
of a C∗-algebra.
For the unitary representation (U,L2(E∗, µ;K)) and the positive definite distribution D =
µ̂ ∈ C−∞(E;B(K)), we therefore expect that the real subspace HJ can be identified with an
L2-space on the character cone Ŵ (see the Generalized Bochner Theorem, [NO´14, Thm. 4.11]).
To see which measure on the cone Ŵ occurs here, we first observe that the projection of µ to
Ŵ is closely related to µ˜:
Lemma 4.2. The holomorphic function µ˜(z) =
∫
C⋆ e
iλ(z) dµ(z) on T defines by composition
with ι : W →֒ T , ι(x) = x0 + ix1 − ix−1, a positive definite analytic function on (W, ♯) which
can be expressed as a Fourier–Laplace transform by
µ˜ ◦ ι = FL(p∗µ), (4.7)
where
p : C⋆ → Ŵ , p(λ1 + λ0 + λ−1) = λ1 + λ0 − λ−1
is a slightly modified restriction map.
Proof. This follows directly from the definition of µ˜ in Lemma 3.8:
µ˜(ι(x1+x0+x−1)) = µ˜(ix1+x0− ix−1) =
∫
C⋆
e−λ(x1)+iλ(x0)+λ(x−1) dµ(λ) for x ∈W.
For ϕ ∈ C∞c (W,R) and η ∈ V
♯
K, we observe that
J(ϕ˜η) = ((−τ)∗ϕ˜)JKη = (τ∗ϕ˜)JKη = (τ∗ϕ)˜ · JKη. (4.8)
Accordingly, we have for the positive definite distribution D = µ̂ the relation:
J(ϕ ∗Dη) = (τ∗ϕ) ∗DJKη. (4.9)
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This leads to
〈ϕ ∗Dη, J(ψ ∗Dξ)〉
(4.9)
= 〈ϕ ∗Dη, (τ∗ψ) ∗DJKξ〉
(3.25)
= 〈η,D((τ∗ψ)
∗ ∗ ϕ)JKξ〉
(4.4)
= 〈η,D(ψ♯ ∗ ϕ)JKξ〉,
so that
〈ϕ ∗Dη, J(ψ ∗Dξ)〉 = 〈η,D(ψ♯ ∗ ϕ)JKξ〉 for ϕ,ψ ∈ C
∞
c (W,R), ξ, η ∈ V
♯
K. (4.10)
Equation (4.10) expresses a reflection positivity condition for the distribution D = µ̂ ∈
C−∞(E;B(K)) with respect to the involutive semigroup (W, ♯).
We also know from Proposition 3.19 that
〈ξ, µ˜(x)η〉 = 〈e−
πi
2
Λξ, µ˜(ι(x))e
πi
2
Λη〉 for ξ ∈ V♭K, η ∈ V
♯
K.
For ξ ∈ V♯K we have JKξ ∈ V
♭
K, so that this leads to
〈JKξ, µ˜(x)η〉 = 〈e
−πi
2
ΛJKξ, µ˜(ι(x))e
πi
2
Λη〉. (4.11)
Since T ♯K = e
−πiΛJK by (2.7), (2.5) implies
JKξ = e
πiΛξ for ξ ∈ V♯K.
Using
µ˜(ι(x)) = FL(p∗µ)(x) for x ∈W
from Lemma 4.2, we obtain with (4.11):
Proposition 4.3. On the open cone W ⊆ E, the distribution µ˜ is given by a density, given
by the analytic operator-valued function determined by
〈JKξ, µ˜(x)η〉 = 〈e
πi
2
Λξ, µ˜(ι(x))e
πi
2
Λη〉 = 〈e
πi
2
Λξ,FL(p∗µ)(x) e
πi
2
Λη〉 for ξ, η ∈ V♯K, x ∈W.
For ϕ,ψ ∈ C∞c (W,R) and ξ, η ∈ V
♯
K, the preceding proposition leads in particular to
〈ψ˜ξ, J(ϕ˜η)〉
(4.8)
= 〈ψ˜ξ, (τ∗ϕ)˜JKη〉 = 〈ξ, ψ˜(τ∗ϕ)˜JKη〉 = 〈ξ, ψ˜∗(τ∗ϕ)˜ JKη〉
= 〈ξ, (ψ∗ ∗ τ∗ϕ)˜ JKη〉
!
= 〈ξ, µ˜(ψ∗ ∗ (τ∗ϕ)) JKη〉
(4.9)
= 〈ξ, JKµ˜(ψ
♯ ∗ ϕ)η〉 = 〈JKξ, µ˜(ψ
♯ ∗ ϕ)η〉
=
∫
W
(ψ♯ ∗ ϕ)(x)〈e
πi
2
Λξ,FL(p∗µ)(x) e
πi
2
Λη〉. (4.12)
As V♯K = e
−πi
2
Λ+VK, we have
e
πi
2
Λ
V
♯
K = e
πi
2
Λ−VK = ∆
1/4
K VK ⊆ K
JK .
Therefore the above formula contains the main information of the Osterwalder–Schrader trans-
form that passes from the J-twisted scalar product on V to the real scalar product on HJ .
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5 Support properties of the imaginary part of µ̂
ForD = µ̂ ∈ S ′(E;B(K)), we consider the Hilbert spaceH = HD ⊆ S
′(E;K) (Definition 3.12).
Then, as before, for an open subset O ⊆ E and a closed real subspace K ⊆ K, we define the
closed real subspaces
HK(O) := spanR{ϕ ∗Dη : ϕ ∈ C
∞
c (O,R), η ∈ K}. (5.1)
In Theorem 3.14, we have seen that, for the open wedge W ⊆ E, the subspace H := H
V
♯
K
(W )
is standard. By Corollary 3.16 the symplectic complement is given by H′ = H
V
♭
K
(−W ). Fur-
thermore, by Lemma 2.2 we have V♯K = V
♭
K if and only if Λ = Λ+ has spectrum contained
in Z.
For real valued test functions ϕ, we have
D(ϕ) =
∫
E∗
ϕ˜ dµ =
∫
E∗
ϕ̂ dµ
and thus
D(ϕ)∗ =
(∫
E∗
ϕ˜(α) dµ(α)
)∗
=
∫
E∗
ϕ˜(α) dµ(α) =
∫
E∗
ϕ˜(−α) dµ(α) =
∫
E∗
ϕ˜(α) dµ(−α).
(5.2)
Hence the operators D(ϕ), ϕ ∈ C∞c (E,R), are all hermitian if and only if µ is invariant under
the reflection r(x) = −x in the sense that r∗µ = µ. As supp(µ) ⊆ C
⋆ and C is generating,
this condition implies supp(µ) = {0}.
In general, the distribution D decomposes as
D = D+ + iD−,
where D+ is the Fourier transform of the measure
1
2(µ+r∗µ), and D− is the Fourier transform
of 12i (µ− r∗µ).
Lemma 5.1. The distributions D± are hermitian in the sense that
D±(ϕ) ∈ Herm(K) for ϕ ∈ S(E,R). (5.3)
Furthermore, if ϕ ∈ C∞c (E,R), then
D(ϕ ◦ (−τ))JK = JKD(ϕ)
∗ and D±(ϕ ◦ (−τ))JK = JKD±(ϕ).
Proof. That D±(ϕ)
∗ = D±(ϕ) follows from (5.2) and the relation r∗µ± = ±µ±.
For ϕ ∈ C∞c (E,R), we have
D(ϕ ◦ (−τ)) =
∫
E∗
ϕ˜ d((−τ)∗µ) =
∫
E∗
ϕ˜ JKdµJK = JK
( ∫
E∗
ϕ˜ dµ
)
JK
(5.2)
= JKD(ϕ)
∗JK
which by the first part implies that D±(ϕ ◦ (−τ)) = JKD±(ϕ)JK.
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Corollary 5.2. If µ is invariant under the involution −τ and ϕ = ϕ♯, then the hermitian
operators D±(ϕ) commute with JK.
Remark 5.3. By (3.4), µ is invariant under −τ if and only if all values of the measure µ
commute with JK.
To explore the support properties of D−, we observe that, for ϕ,ψ ∈ C
∞
c (E,R) by (5.3)
ω(ϕ ∗Dξ,ψ ∗Dξ) = Im〈ξ,D(ψ∗ ∗ ϕ)ξ〉 = 〈ξ,D−(ψ
∗ ∗ ϕ)ξ〉 = 〈ξ, (ψ ∗D−)(ϕ)ξ〉. (5.4)
Proposition 5.4. Assume that V♯K = V
♭
K. For ξ ∈ V
♯
K define D
ξ
−(ϕ) = 〈ξ,D−(ϕ)ξ〉. Then
suppDξ− ⊂W
c.
In particular, if K = C with JK(z) = z and Λ ∈ Z1, we have suppD− ⊂ W
c. As the
examples in Section 6 (with K = C) show, we do not expect substantial restrictions on the
support of the distributions Dξ− if V
♯
K 6= V
♭
K, i.e., if Spec(Λ) 6⊆ Z.
Proof. By (5.4) and the fact that HD(W, V
♯
K)
⊥ω = HD(−W, V
♯
K) under our assumption V
♯
K = V
♭
K,
it follows that the real-valued distribution Dξ− satisfies
supp(ψ ∗Dξ−) ⊆W
c := E \W for ψ ∈ C∞c (−W ).
As C∞c (−W,R) contains an approximate identity ψn → δ0, we obtain from supp(ψn ∗D
ξ
−) ⊆
W c for every n, that
supp(Dξ−) ⊆W
c. (5.5)
The last claim is obvious.
Example 5.5. In the Lorentz context E = R1,d−1, where µ is a Lorentz invariant scalar-
valued measure (K = C), the distribution D− is also Lorentz invariant, hence in particular
invariant under the rotation group SOd−1(R). Therefore
supp(D−) ⊆
⋂
g∈SOd−1(R)
gW c = C ∪ −C,
so that supp(D−) is contained in the closed double light cone. We refer to [RS75, §X.7,
p. 215] for a different derivation of this result from concrete information on the nature of the
distribution µ̂.
6 The Fourier transform of Riesz measures
In this section we specialize the setting of Section 3 to simple euclidean Jordan algebras. In
this section E is a simple euclidean Jordan algebra of rank r whose Pierce subspaces (B.1)
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are of dimension d. For z ∈ EC (the complexified Jordan algebra), we define the Jordan
determinant by
∆(z) = det
(
L(z)|C[z]
)
,
where C[z] ⊆ E is the unital subalgebra generted by z, and L(x)y = xy is the (left) multipli-
cation by x. We refer to Appendix B for basic definitions and notation.
For
s ∈
{
0, · · · , (r − 1)
d
2
}
∪
(
(r − 1)
d
2
,∞
)
, (6.1)
we consider the corresponding Riesz measure µs whose Fourier (Laplace) transform satisfies
µ˜s(z) = ∆(−iz)
−s for z ∈ E + iC0
([FK94, Thm. VII.3.1]).
Remark 6.1. The structure group Str(E) is the group of all g ∈ GL(E) such that for x ∈ E,
we have P (gx) = gP (x)g⊤ where P (x) = 2L(x)2−L(x2) is the quadratic representation of E.
The structure group contains the group G(C0) = {g ∈ GL(E) : gC0 = C0} as an open closed
subgroup of index 2.
For g ∈ Str(E), and x, y ∈ E, we have
∆(g.x) = det(g)r/n∆(x) and ∆(P (y)x) = ∆(y)2∆(x) for g ∈ Str(E), x, y ∈ E
([FK94, Prop. III.4.2]). It follows that µs and its Fourier transform are semi-invariant un-
der the identity component Str(E)0 of the structure group, so that the support of real and
imaginary part are closed unions of orbits of this group. More concretely, L(g∗µs) = g∗L(µs)
and
(g∗L(µs))(z) = L(µs)(g
−1z) = ∆(g−1z)−s = |det(g)|rs/n∆(z)−s = |det(g)|rs/nL(µs)(z)
imply that
g∗µs = |det(g)|
rs/nµs. (6.2)
Proposition 6.2. The imaginary part of the tempered distribution µ˜s vanishes on the con-
nected component E×j = {x ∈ E
× : ind(x) = j} of the set E× of invertible elements of E if
and only if sj ∈ 2Z.
Proof. As a distribution on E, the Fourier transform µ˜s is given on the open subset E
× of
invertible elements by the limit
µ˜s(x) = lim
y→0,y>0
∆(−ix+ y)−s.
For s ≥ 0 and x ∈ R× with ±x > 0, we have
lim
y→0+
(−ix+ y)−s = e−s log(−ix) = e−s(log |x|∓
πi
2
) = |x|−se±
sπi
2 . (6.3)
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As ∆(x) =
∏r
j=1 xj is the product of the spectral values of x, this leads to
µ˜s(x) = |∆(x)|
−seind(x)·
sπi
2 for x ∈ E×. (6.4)
It follows in particular that
µ˜s(x) ∈ R ⇔ s ind(x) ∈ 2Z. (6.5)
This completes the proof.
Remark 6.3. (a) (Analogy with Huygen’s principle) Proposition 6.2 already shows that the
support properties of µ˜s depend crucially on the parity of the rank r. If r is even, then there
exist invertible elements of index 0 and
supp(Im µ˜s) ∩ E
×
0 = ∅.
If r is odd, then ind(x) is odd for every invertible element, so that there exist parameters s as
in (6.1), for which Im(µ˜s) has full support.
(b) The Riesz measures µs satisfy the differential equation
∆(∂)µs = µs−1
([FK94, Thm. VII.2.2]), so that s ∈ N implies
∆(∂)sµs = δ0,
i.e., µs is a fundamental solution of the differential operator ∆(∂)
s of order rs. This relation
also provides information on the Fourier transform:
∆(−ix)sµ˜s(x) = 1.
As ∆ is homogeneous of degree r, this can also be written as
(−i)rs∆sµ˜s = 1. (6.6)
As a consequence, supp(µ˜s) = E for s ∈ N0.
Example 6.4. (a) r = 2 (Minkowski space of dimension n = d + 2). Then the admissible
positive values of s are given by s ≥ d2 =
n−2
2 and the possible values of the index are 2, 0,−2.
As supp(Im µ˜s) ∩ E
×
0 = ∅ (Proposition 6.2), the support is always contained in the closed
double cone C ∪ −C. It is contained in the boundary of the closed double cone if and only if
s ∈ Z.
For n = 4, resp., d = 2, we have s ≥ 1. For s = 1 the distribution Im(µ˜s) is supported in
the boundary of the double cone.
(b) Im(µ˜s) is supported in the complement of the open double cone C
0 ∪ −C0 if and only if
rs ∈ 2Z.
(c) We consider the case s = d2 (the minimal positive value). Then Im(µ˜s) vanishes on E
×
j
if and only if jd ∈ 4Z (Proposition 6.2). For d = 1, this means that j ∈ 4Z which can only
happen for r ∈ 2Z. Here the Hilbert space is the even part of the Fock space, carrying the
metaplectic representation of the 2-fold covering group Mp2r(R) of Sp2r(R) ([HNO96, Ch. V]).
36
Remark 6.5. (Locality condition) The closed convex cone C ⊆ E defines an order structure
on E. In terms of this order, the requirement on the distribution Im µ˜s that corresponds in the
case of Minkowski space (Example 6.4(a)) to the locality condition of corresponding quantum
fields is
supp(Im µ˜s) ⊆ C ∪ −C. (6.7)
If this condition is satisfied, then ∆(−ix)s is real on the components E×j for j 6= ±r. This is
equivalent to sj ∈ 2Z for j = r − 2, r − 4, . . . , 2 − r (Proposition 6.2). For r ≥ 3 odd, this
implies for j = 1 that s ∈ 2N0, and if r ≥ 4 is even, we obtain for j = 2 that s ∈ N. In both
cases we obtain with Proposition 6.2 that supp(Im µ˜s) ∩ E
× = ∅. In Proposition 6.9 below
we show that supp(Im µ˜s) = E \ E
× in this case. In particular, the locality condition (6.7) is
never satisfied for r ≥ 3 because there exist non-invertible elements x 6∈ ±C, i.e., at least one
spectral value is positive and another one negative.
6.1 Subsection 3.3 continued
We now specialize the result from the previous section to the case E = R considered in
Subsection 3.3. In this case the Riesz measures are given by
dµs(x) = Γ(s)
−1xs−1 dx on C⋆ = [0,∞) for s > 0
and by µ0 := δ0 (Dirac measure in 0). For the Fourier–Laplace transform µ˜s we have µ˜s(z) =
(−iz)−s for Im z > 0. For the boundary values on R×, we obtain with (6.3)
µ˜s(x) = e
±sπi
2 |x|−s and Im µ˜s(x) = ± sin
(
s
π
2
)
|x|−s. (6.8)
This shows that Im µ˜s vanishes on R
× if and only if s ∈ 2Z.
Lemma 6.6. For E = R, the following assertions hold:
(i) supp(Im µ˜s) = R for s 6∈ 2Z.
(ii) supp(Im µ˜s) = R and Re µ˜s = csδ
(s−1)
0 with cs ∈ R
× if s ∈ N is odd.
(iii) supp(Re µ˜s) = R and Im µ˜s = csδ
(s−1)
0 with cs ∈ R
× if s ∈ N is even.
Proof. (i) follows from (6.8).
(ii),(iii) For z ∈ C+ we have µ˜s(z) = (−iz)
−s. Taking derivatives, we get
µ˜′s(z) = is(−iz)
−s−1 = is · µ˜s+1(z),
so that we obtain for the boundary values in S ′(R)
µ˜s+1 =
1
is
µ˜′s for s > 0. (6.9)
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As s ∈ N, we have to take a closer look at µ1. We know already that supp(Im µ˜1) = R. We
claim that Re µ˜1 = πδ0. In fact, if the real test function ϕ vanishes in 0, then µ˜1(z) = iz
−1
for Im z > 0 yields
µ˜1(ϕ) = lim
ε→0
i
∫
R
ϕ(x)
x+ iε
dx = i
∫
R
ϕ(x)
x
dx ∈ iR,
so that Re µ˜1(ϕ) = 0. We conclude that Re µ˜1 = c1δ0 for some c1 ∈ R. To evaluate this
constant, we consider a test function ϕ constant on an interval [−δ, δ] for δ > 0. Then
c1ϕ(0) = Re lim
ε→0+
i
∫
R
ϕ(x)
x+ iε
dx = Re lim
ε→0+
i
∫ δ
−δ
ϕ(x)
x+ iε
dx = Re
(
iϕ(0) lim
ε→0
∫ δ
−δ
1
1 + iε
dx
)
.
This integral is easily evaluated using the holomorphic logarithm on C \ (−∞, 0]:∫ δ
−δ
1
1 + iε
dx = log(δ + iε)− log(−δ + iε) = log(δ + iε)− iπ − log(δ − iε)
which tends to −πi for ε→ 0. We thus obtain c1 = π. This shows that Re µ˜1 = πδ0.
With the recursion formula (6.9), we obtain
Re µ˜s =
(−1)kπ
2k(2k − 1) · · · 1
δ
(2k)
0 =
(−1)kπ
(2k)!
δ
(2k)
0 for s = 1 + 2k ∈ 1 + 2N0,
and
Im µ˜s =
(−1)k+1π
(2k − 1)(2k − 2) · · · 2
δ
(2k+1)
0 =
(−1)k+1π
(2k − 1)!
δ
(2k+1)
0 for s = 2k, k ∈ N.
The remaining assertions now follow immediately from the recursion formula (6.9).
6.2 The generalization to E = Rr
In this subsection we extend the results from the last section to the euclidean space E = Rr. It
turns out that, as is the case with the Huygens principle, that there is a fundamental difference
between r even and odd.
Proposition 6.7. Let E = Rr with pointwise multiplication and s ∈ N. If either r is even,
or if r is odd and s is even, then
supp(Im µ˜s) = E \ E
×.
Proof. r even: Proposition 6.2 implies that Im µ˜s vanishes on E
× because ind(x) ∈ 2Z. It
remains to show that any element of the form x = (x, 0) with x invertible in Rr−1 is contained
in supp(Im µ˜s). We use the relation µ˜s(x, xr) = µ˜
Rr−1
1 (x)µ˜
R
1 (xr) in the sense of distributions.
If ϕ1 ∈ C
∞
c ((R
r−1)×) and ϕ2 ∈ C
∞
c (R), then
µ˜s(ϕ1 ⊗ ϕ2) = µ˜
Rr−1
s (ϕ1)︸ ︷︷ ︸
∈ isR
µ˜Rs (ϕ2) (6.10)
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by (6.4) because ind(x) ∈ r − 1 + 2Z is odd. If s is even, this leads to
Im µ˜s(ϕ1 ⊗ ϕ2) = µ˜
Rr−1
s (ϕ1) · Im µ˜
R
s (ϕ2) = µ˜
Rr−1
s (ϕ1)cs(−1)
s−1ϕ
(s−1)
2 (0)
(Lemma 6.6(iii)), so that (x, 0) ∈ supp(Im µ˜s). If s is odd, (6.10) leads to
Im µ˜s(ϕ1 ⊗ ϕ2) = Im µ˜
Rr−1
s (ϕ1)Re µ˜
R
s (ϕ2) = Im µ˜
Rr−1
s (ϕ1)cs(−1)
s−1ϕ
(s−1)
2 (0)
(Lemma 6.6(ii)), so that (x, 0) ∈ supp(Im µ˜s). Using the invariance of µ˜s under permutations
of the coordinates, the assertion follows.
r odd: Then s is even by assumption, so that Proposition 6.2 implies that Im µ˜s vanishes
on E×. The same argument as in the case where r is even now shows that supp(Im µ˜s) =
E \ E×.
6.3 The support of the Fourier transform of Riesz measures
Let (c1, . . . , cr) be a Jordan frame in E and E0 := span{c1, . . . , cr} denote the corresponding
euclidean Jordan subalgebra isomorphic to Rr, endowed with the componentwise multiplica-
tion. We write p : E∗ → E∗0 for the restriction map and observe that this map is proper on
C⋆ with p(C⋆) = (C0)
⋆ ∼= (R+)
r, where C0 := E0 ∩ C is the closed positive cone in E0. For a
Riesz measure µs, the measure
µ0s := p∗µs
then satisfies
L(µs)(z) = ∆(z)
−s = ∆0(z)
−s = (z1 · · · zr)
−s = L(µ0s)(z) for z =
∑
j
zjcj ∈ E0 + iC
0
0 .
To transfer information on the support of Im(µ˜s) from E0 to E, we need the following
lemma.
Lemma 6.8. Let E0 ⊆ E be a real subspace, let p : E
∗ → E∗0 be the restriction map, and µ be
a tempered measure on E∗ for which µ0 := p∗µ is also tempered. Then
supp(Im µ˜0) ⊆ supp(Im µ˜).
Proof. Pick a vector space complement E1 ⊆ E for E0, so that E = E0 ⊕ E1. For x0 ∈
supp(Im µ˜0) and an open neighborhood U0 of x0, there exists real a test function ϕ0 on E0
with
0 6= Im µ˜0(ϕ0) = Im
∫
E∗0
ϕ˜0(−λ0) dµ0(λ0) = Im
∫
E∗0
ϕ˜0(λ0) dµ0(λ0) = Im
∫
E∗
ϕ˜0(λ0) dµ(λ0, λ1),
where the existence of the integral follows from the temperedness of µ0 = p∗µ.
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Now let (δn)n∈N be a δ-sequence in C
∞
c (E1,R), i.e.,
supp(δn)→ {0}, 0 ≤ δn, and
∫
E1
δn(x) dx = 1.
Then |δ˜n| ≤ 1 and the sequence δ˜n converges pointwise to 1. This shows that
0 6= Im
∫
E
ϕ˜0(λ0) dµ(λ) = lim
n→∞
Im
∫
E
ϕ˜0(λ0)δ˜n(λ1) dµ(λ) = lim
n→∞
µ˜(ϕ0 ⊗ δn).
This shows that (x1, 0) ∈ supp(Im µ˜).
Proposition 6.9. Let E be a simple euclidean Jordan algebra or rank r and s ∈ N. If either
r is even, or if r is odd and s is even, then
supp(Im µ˜s) = E \ E
×.
Proof. As the measure µ0s is a tensor product of tempered measures, it is tempered. Therefore
Lemma 6.8 implies that
supp(Im µ˜0s) ⊆ supp(Imµs). (6.11)
Since µs is semi-invariant with respect to Str(E)0, the support of its imaginary part is a
closed union of orbits of this group. Any such orbit meets the Jordan subalgebra E0. Therefore
the support of Im µ˜s can is determined completely by the support of Im µ˜0s, which corresponds
to Riesz measures on the associative Jordan algebra E0 ∼= R
r.
Examples 6.10. For r = 3, the possible indices of invertible elements are ±1,±3. Hence
Im µ˜s vanishes on some E
×
j if and only if vanishes on E
×
3 , which is equivalent to s ∈
2
3Z
(Proposition 6.2). It vanishes on all of E× if and only if s ∈ 2N0. In the latter case,
supp(Im µ˜s) = E \E
×
by Proposition 6.9. If s ∈ 23Z \ Z, we immediately obtain
supp(Im µ˜s) = E \ (E
×
3 ∪ E
×
−3) = E \ (C
0 ∪ −C0)
because E×1 ∪ E
×
−1 is dense in this set.
6.4 Jordan wedges
For k ∈ {0, . . . , r}, we consider the endomorphisms
hk := L(c1 + · · · + ck)− L(ck+1 + · · ·+ cr) ∈ End(E)
(cf. Appendix B for the notation). For the Riesz measures µs, we obtain with Lemma B.1
(ethk)∗µs = e
t tr(hk)
rs
n µs = e
ts(2k−r)µs,
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which leads to
ρ(et) = etνk with νk = s
(
k −
r
2
)
.
Assume that s ∈ N0. The factor νk is either integral for each k ∈ {0, . . . , r} (if r or s is even)
or never (if r and s are odd). If νk is integral, then
supp(Im µ˜s) = E \E
×
by Proposition 6.9. We now relate this to the support conditions derived from Proposition 5.4.
Theorem 6.11. The following assertions are equivalent for the wedge domains W (hk) ⊆ E:
(i) νk ∈ Z.
(ii) supp(Im µ˜s) ⊆W (hk)
c.
(iii) supp(Im µ˜s) ∩ E
×
2k−r = ∅.
Proof. “(i) ⇒ (ii)” follows from Proposition 5.4.
(ii) ⇒ (iii): As W (hk) ⊆ E
×
2k−r by Corollary B.5, condition (ii) implies that Im µ˜s vanishes
on E×2k−r.
(iii) ⇒ (i): By Proposition 6.2, (iii) implies that 2νk = (2k − r)s ∈ 2Z, i.e., that νk ∈ Z
The preceding theorem shows that Proposition 5.4 does not provide any information on
non-invertible elements in the support of Im(µ˜s). In particular, if every νk is integral, it only
shows that Im(µ˜s) ∩ E
× = ∅, so that Proposition 5.4 provides strictly finer information if
r > 2.
Theorem 6.11 also shows that, if V♯K 6= V
♭
K, i.e., if νk is not integral (Lemma 2.2), then we
do not expect restrictions on the support of Im(µ˜s).
A Standard subspaces
In this appendix we collect some facts about standard subspaces V ⊆ H. In particular we
describe the connection to antiunitary representations of the multiplicative group R×, and
the connection to KMS conditions and modular objects. Most of the material in this section
is standard and well known. We refer to [Lo08] for the basic theory of standard subspaces,
other references are [NO´17, NO´19]. Proofs are sometimes included for the sake of clarity of
exposition.
A.1 Standard subspaces and antiunitary representations
Definition A.1. A closed real subspace V of a complex Hilbert space H is called standard if
V ∩ iV = {0} and H = V+ iV. (A.1)
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If V ⊆ H is a standard subspace, then
TV : D(TV) := V+ iV→H, x+ iy 7→ x− iy (A.2)
defines a closed operator with V = Fix(TV). It is called the Tomita operator of V. Its polar
decomposition can be written as TV = JV∆
1/2
V
, where JV is a conjugation (an antiunitary
involution) and ∆V is a positive selfadjoint operator such that the modular relation
JV∆VJV = ∆
−1
V
(A.3)
holds. We call (∆V, JV) the pair of modular objects associated to V.
Denote the inner product on H by 〈·, ·〉 and let ω(u, v) = Im〈u, v〉. Then ω is a symplectic
form on H. For a real subspace W ⊂ H let
W
′ = {u ∈ H : (∀w ∈ W)ω(u, v) = 0}.
Then W′ is also a real subspace and W′′ = W, the closure of W.
In the following lemma we collect several properties of standard subspaces that will be
used in this article:
Lemma A.2. Let V, V1, V2 be standard subspaces. Then the following assertions hold:
(i) V1 ⊆ V2 implies V
′
2 ⊆ V
′
1.
(ii) 〈ξ, JVξ〉 ≥ 0 for all ξ ∈ V.
(iii) V is standard if and only if V′ is standard.
(iv) JV = JV′ and ∆V′ = ∆
−1
V
.
(v) V = V′ if and only if ∆V = 1.
(vi) JVV = V
′.
(vii) (V′)′ = V.
Proof. (i) is obvious.
(ii) Let ξ ∈ V. Then ξ = TV(ξ) = JV∆
1/2
V
ξ implies that ∆
1/2
V
ξ = JVξ. As ∆
1/2
V
is positive
selfadjoint, it follows that 〈ξ, JVξ〉 ≥ 0.
(iii) follows from [Lo08, §3.1] and (iv) is contained in [Lo08, Prop. 3.3].
(v) follows from (iii), the fact that the pair (∆V, JV) determines V and the observation that
∆V = ∆
−1
V
is equivalent to ∆V = 1.
(vi) As 〈ξ, JVξ〉 is real by (ii), it follows that JVV ⊆ V
′. Applying this argument to V′ and using
(iii), we also obtain JVV
′ ⊆ V, so that (v) follows from the fact that JV is an involution.
(vii) follows from (iv) which entails JV′′ = JV and ∆V′′ = ∆V.
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We have already seen that every standard subspace V determines a pair (∆V, JV) of modular
objects and that V can be recovered from this pair by V = Fix(JV∆
1/2
V
). This observation can
be used to obtain a representation theoretic parametrization of the set of standard subspaces
of H (cf. [BGL02], [NO´17]): Each standard subspace V specifies a homomorphism UV : R× →
AU(H) by
UV(et) := ∆
−it/2π
V
= eitHV , UV(−1) := JV, where HV = −
1
2π
log ∆V. (A.4)
Theorem A.3. The map V 7→ UV defines a bijection between standard subspaces and antiu-
nitary representations of the graded group (R×, εR×). The inverse is given by assigning to the
antiunitary representation U : R× → AU(H) the operators
H = −i
d
dt
∣∣∣
t=0
U(et), ∆ := e−2πH , and J := U(−1).
Lemma A.4. Let V be a standard subspace. Then the following assertions hold:
(a) UV(et)V = V for all t ∈ R.
(b) UV
′
(r) = UV(r−1) for r ∈ R×.
(c) V ∩ V′ = HU
V
.
Proof. (a) Let ξ ∈ V and t ∈ R. Then
TV(U
V(et)ξ) = JV∆
1
2
−it/2π
V
ξ = ∆
−it/2π
V
(JV∆
1/2
V
ξ) = UV(et)TVξ = U
V(et)ξ.
(b), (c) follow from [NO´17, Lemma 3.7].
Definition A.5. Let V ⊆ H be a real subspace and J be a conjugation on H. We say that V
is J-positive if 〈ξ, Jξ〉 ≥ 0 for ξ ∈ V.
Recall that a conjugation on H is an antiunitary involution. The following lemma explores
the question when the positivity of a conjugation J on a real subspace V implies that V is
standard with J = JV.
Lemma A.6. For a closed real subspace V ⊆ H and a conjugation J , the following assertions
hold:
(i) If V is J-positive, then JV ⊆ V′.
(ii) If V+ iV is dense in H and JV ⊆ V′, then V ∩ iV = {0}.
(iii) Assume that V is standard. Then the following are equivalent
(a) J = JV.
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(b) V′ is J-positive and JV ⊆ V′.
(c) V and V′ are both J-positive.
Proof. (i) The form β(ξ, η) := 〈Jξ, η〉 on H is complex bilinear and symmetric. That V is
J-positive implies that β is real on all pairs (ξ, ξ), ξ ∈ V, hence by polarization also on V× V.
This means that JV ⊆ V′.
(ii) The subspace V0 := V ∩ iV of H is complex and satisfies JV0 ⊆ V
′. Since JV0 is also a
complex subspace, it follows that JV0 is orthogonal to the total subset V, hence trivial.
(iii) That (a) implies (b),(c) follows from Lemma A.2(ii),(iv),(vi). Further, (b) implies JV′ ⊇
JJV = V, so that the J-positivity of V′ implies by [Lo08, Prop. 3.9] that J = JV′ = JV,
hence (a). If (c) holds, then (i) shows that the J-positivity of V implies JV ⊆ V′. Hence (c)
implies (b). This proves (iii).
Proposition A.7. (Reflection positivity and standard subspaces) Let V ⊆ H be a standard
subspace with modular objects (∆, J). Then the following assertions hold:
(i) (E , E+, θ) := (H
R, V, JV) is a real reflection positive Hilbert space.
(ii) The map ∆1/4 : V → HJ extends to an isometric isomorphism V̂ → HJ , where V̂ is the
completion of V with respect to scalar product 〈v,w〉J := 〈v, Jw〉 for v,w ∈ V.
Proof. (i) follows directly from 〈v, Jv〉 = 〈v,∆1/2v〉 = ‖∆1/4v‖2.
(ii) Next we note that V ⊆ D(∆1/2) ⊆ D(∆1/4) implies that ∆1/4 is defined on V. For v ∈ V,
we have
J∆1/4v = ∆−1/4Jv = ∆−1/4∆1/2v = ∆1/4v,
so that ∆1/4V ⊆ HJ . Using the spectral decomposition of ∆ it follows easily that ∆1/4V is
dense in HJ . This implies (ii).
The following simple observation is taken from [MN20]. It slightly extends [Lo08, Prop. 3.10].
Proposition A.8. Suppose that V1 ⊆ V2 are standard subspaces of H. If
(a) ∆it
V2
V1 = V1 for t ∈ R, or
(b) ∆it
V1
V2 = V2 for t ∈ R,
then V1 = V2.
Proof. That (a) implies V1 = V2 follows from [Lo08, Prop. 3.10]. From (b) we obtain by
dualization V′2 ⊆ V
′
1 with ∆
it
V
′
1
V
′
2 = V
′
2 for t ∈ R, so that we obtain V
′
1 = V
′
2 with (a), hence
V1 = V2 also holds in this case.
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A.2 Standard subspaces and the KMS condition
As mentioned above, the bijection in Theorem A.3 is closely related to the characterization of
standard subspaces and their modular objects in terms of a KMS condition ([Lo08], [NO´19]).
Definition A.9. Let V be a real vector space and Bil(V ) be the space of real bilinear maps
V ×V → C. A function ψ : R→ Bil(V ) is said to be positive definite if the kernel ψ(t−s)(v,w)
on the product set R× V is positive definite.
We say that a positive definite function ψ : R → Bil(V ) satisfies the KMS condition for
β > 0 if ψ extends to a function Sβ → Bil(V ) which is pointwise continuous and pointwise
holomorphic on the interior Sβ , and satisfies
ψ(iβ + t) = ψ(t) for t ∈ R. (A.5)
In a similar fashion as Lemma A.6(iv) characterizes the conjugation JV of a standard
subspace V in terms of the J-positivity of V and V′, the following proposition characterizes the
corresponding modular group in terms of a KMS condition.
Proposition A.10. Let V ⊆ H be a standard subspace and U : R → U(H) be a continuous
unitary one-parameter group. Then U(t) = ∆
−it/2π
V
holds for all t ∈ R if and only if the
positive definite function
ϕ : R→ Bil(V), ϕ(t)(ξ, η) := 〈ξ, U(t)η〉
satisfies the KMS condition for β = 2π.
Proof. (see also [NO´19, Thm. 2.6]) In [Lo08, Prop. 3.7], this characterization is stated for the
function 〈U(t)ξ, η〉, but this should be 〈ξ, U(t)η〉 if the scalar product is linear in the second
argument.
Remark A.11. (Standard subspace and passive states) In [SV00, App. A], Sahlmann and
Verch study passive states, i.e., α-invariant states for a C∗-dynamical system (A,R, α) for
which the generating derivation
δ : D(δ)→ A, δ(A) :=
d
dt
∣∣∣
t=0
αt(A)
satisfies
−iω(Aδ(A)) ≥ 0 for A = A∗ ∈ D(δ).
Any β-KMS state satisfies certain “auto-correlation lower bounds” that imply that it is passive
([BR96, Thm. 5.3.15]). Ground states are also passive, which is even easier to see. That the
KMS property implies passivity can also be verified very directly in the context of standard
subspaces, where the positive definite function satisfying the KMS condition takes the form
ϕ(t)(v,w) = 〈v,∆
−it/2π
V
w〉 for v,w ∈ V.
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Writing ∆
−it/2π
V
= eitH for the selfadjoint operator H := −2π log ∆V, we obtain
−i
d
dt
∣∣∣
t=0
ϕ(t)(v, v) = 〈v,Hv〉 =
d
dt
∣∣∣
t=0
〈v, etHv〉 for v ∈ D(H).
If v ∈ V ∩ D(H), then ∆t
V
v is defined for 0 ≤ t ≤ 1/2 and ∆
1/2
V
v = Jv. We consider the
function
f : [0, 1]→ R, f(t) := ‖∆
t/2
V
v‖2 = ‖e−πtHv‖2.
This function is convex with f(0) = f(1). We thus obtain
0 ≥ f ′(0) = 〈v,−2πHv〉 = (−2π)〈v,Hv〉,
and therefore
〈v,Hv〉 ≥ 0 for v ∈ V ∩ D(H). (A.6)
To put this in more intrinsic terms, we consider the restriction of the modular group to V and
write it as etD, with the skew-adjoint operator D = iH|V on V. Then
0 ≤ 〈v,Hv〉 = 〈v,−iDv〉 = −i〈v,Dv〉 = Im〈v,Dv〉.
For the alternating form ω(v,w) := Im〈v,w〉 on V defined by the imaginary part of the scalar
product, this means that
ω(v,Dv) ≥ 0 for v ∈ D(D),
i.e., the Hamiltonian function specified by the linear operator D on (V, ω) is non-negative.
This observation could also be derived from [NO´19, Rem. 4.3], where we have seen that, if
kerD = {0} and D = I|D| is the polar decomposition, then
ω(v,w) = Re
〈
v, (−I)
1 − e−|D|
1 + e−|D|
w
〉
,
so that
ω(v,Dv) = Re
〈
v, (−ID)
1− e−|D|
1+ e−|D|
v
〉
= Re
〈
v, |D|
1− e−|D|
1+ e−|D|
v
〉
≥ 0.
A.3 Hardy space and graph realizations
Let ∆ > 0 be a positive selfadjoint operator on H. Then D(∆1/2) is a dense subspace of H,
and the map
Ψ: D(∆1/2)→ Γ(∆1/2), ξ 7→ (ξ,∆1/2ξ)
is a complex linear bijection onto the closed graph of the selfadjoint operator ∆1/2 in the
Hilbert space H ⊕ H. We thus obtain on D(∆1/2) the structure of a complex Hilbert space
for which Ψ is unitary.
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The operator ∆ defines a unitary one-parameter group (∆it)t∈R, and we consider the H-
valued Hardy space
H2(Sπ,H)
∆
:=
{
f ∈ Hol(Sπ,H) : (∀z ∈ Sπ)(∀t ∈ R) f(z + t) = ∆
−it/2πf(z), sup
0<y<π
‖f(iy)‖ <∞
}
of equivariant bounded holomorphic maps Sπ → H. For ∆
−it/2π = eitH , i.e., H = − 12π log∆,
and the spectral measure PH of H, we have
‖∆y/2πξ‖2 = ‖e−yHξ‖2 =
∫
R
e−2λy dP ξH(λ),
so that the Monotone Convergence Theorem implies for f ∈ H2(Sπ,H)
∆V and ξ := f(πi/2)∫
R
e±λπ dP ξH(λ) <∞, so that ξ ∈ D(∆
±1/4).
Thus [NO´18, Lemma A.2.5] implies that f extends to a continuous function on Sπ, also
denoted f . It satisfies
sup
0<y<π
‖f(iy)‖ = max(‖f(0)‖, ‖f(πi)‖).
In particular, the map
Φ: H2(Sπ,H)
∆ → H⊕H, Φ(f) := (f(0), f(πi))
is defined. To identify the range of Φ, we use [NO´18, Lemma A.2.5] to see that ξ = f(0) for
some f ∈ H2(Sπ,H)
∆V if and only if ξ ∈ D(∆1/2). Then f(πi) = ∆1/2ξ, and we conclude
that
Φ
(
H2(Sπ,H)
∆
)
= Γ(∆1/2)
(cf. [LLQR18, Prop. 3.4]). As Φ is injective with closed range, it is an isomorphism of Banach
spaces but not necessarily isometric.
[LLQR18, Prop. 3.2] also contains observations which are very similar to the following
lemma.
Lemma A.12. If J is a conjugation on H, then
J˜(ξ, η) := (Jη, Jξ)
defines a conjugation on H⊕H, and J˜ maps Γ(∆1/2) into itself if and only if the modularity
relation J∆J = ∆−1 holds.
Proof. If the modularity relation holds, then we also have ∆−1/2J = J∆1/2, so that JD(∆1/2) =
D(∆−1/2) = R(∆1/2), and therefore
J˜(ξ,∆1/2ξ) = (J∆1/2ξ, Jξ) = (∆−1/2Jξ, Jξ) ∈ Γ(∆1/2) for ξ ∈ D(∆1/2).
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If, conversely, J˜ preserves Γ(∆1/2), then
J∆1/2ξ ∈ D(∆1/2) and ∆1/2J∆1/2ξ = Jξ for ξ ∈ D(∆1/2).
This means that Jξ ∈ D(∆−1/2) with J∆1/2ξ = ∆−1/2Jξ. As J is an involution, JD(∆1/2) =
D(∆−1/2) and J∆1/2J = ∆−1/2. This implies J∆J = ∆−1.
If J∆J = ∆−1, the preceding lemma shows that the closed subspace Γ(∆1/2) of H⊕H is
invariant under J˜ . We also observe that the antilinear operator
T := J∆1/2 = ∆−1/2J : D(∆1/2)→ D(∆1/2)
satisfies
J˜Ψ(ξ) = (J∆1/2ξ, Jξ) = (Tξ, Jξ) = (Tξ,∆1/2Tξ) = Ψ(Tξ) for ξ ∈ D(∆1/2).
For the standard subspace V with JV = J and ∆V = ∆, TV := T is the corresponding Tomita
operator (Subsection A.1), and the relation
J˜ ◦Ψ = Ψ ◦ TV
implies that Ψ(V) = Γ(∆1/2)J˜ . In particular, TV is a conjugation for the complex Hilbert space
structure on D(∆1/2) ∼= Γ(∆1/2), whose fixed point space is V.
Next we observe that, as J commutes with the unitary operators ∆it, t ∈ R,
(Ĵf)(z) = Jf(πi+ z)
defines an isometric involution on the Hardy space H2(Sπ,H)
∆. For f ∈ H2(Sπ,H)
∆ and
ξ := f(0) ∈ D(∆1/2), we have
J˜Φ(f) = (Jf(πi), Jf(0)) = Φ(Ĵf),
so that Φ intertwines the conjugations J˜ and Ĵ . We conclude in particular that
Φ−1Ψ(V) = {f ∈ H2(Sπ,H)
∆ : Ĵ(f) = f}. (A.7)
Lemma A.13. For f ∈ H2(Sπ,H)
∆, the following conditions are equivalent:
(a) Ĵ(f) = f , i.e., f(πi+ z) = Jf(z) for z ∈ Sπ.
(b) f(z) ∈ HJ for Im z = π2 .
(c) f(0) ∈ V.
(d) f(πi) ∈ V′.
(e) f(πi) = Jf(0).
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Proof. The equivalence of (a) and (b) follows by uniqueness of analytic continuation from the
line πi2 + R ⊆ Sπ. The equivalence of (a) and (c) follows from Ψ
−1Φ(f) = f(0) and (A.7).
As f(πi) = ∆1/2f(0) is contained in V′ = JV if and only if J∆1/2f(0) ∈ V, which in turn is
equivalent to f(0) ∈ V, conditions (c) and (d) are also equivalent. The equivalence of (c) and
(e) follows from Proposition 2.1.
The map ev0 = Ψ
−1Φ: Fix(Ĵ)→ V is an isometry of real Hilbert spaces because Ĵ(f) = f
implies ‖f(0)‖ = ‖f(πi)‖. In this sense every standard subspace can be realized in a natural
way as a “real form” of a Hardy space on the strip Sπ.
B Wedges in euclidean Jordan algebras
We expect that the reader is familiar with the basic theory of simple euclidean Jordan algebras.
We use [FK94] as a standard reference. Here we recall the basics. A Jordan algebra is a, not
necessarily associative, algebra E such that the product satisfies xy = yx and x(x2y) = x2(xy)
for all x, y ∈ E. We then define L(x)y = xy and P (x) = 2L(x)2 − L(x2). P is called the
quadratic representation of E. We always assume that E has an identity e, L(e) = 1. W
A Jordan algebra E over R is said called euclidean if there exists an inner product on
E such that L(x) is symmetric for all x ∈ E. If E is euclidean, then the interior C0 of
C = {x2 : x ∈ E} is a open symmetric cone. It is also the connected component of e in the
set E× of invertible elements in E, as well as the set of all x ∈ E such that L(x) is positive
definite ([FK94, Thm. III.2.1]).
An element c in E is idempotent if c2 = c. The idempotent c is primitive if it can not
be written as a sum of two non-zero idempotents. The idempotents c1, . . . , cr form a Jordan
frame if each cj is primitive, cicj = 0 if i 6= j and e = c1+ · · ·+ cr. Jordan frames always exist
and the group Aut(E) of unital automorphisms of E acts transitively on the set of Jordan
frames ([FK94, Cor. IV.2.7]). In particular, the number r of elements in a Jordan frame is
independent of the frame. It is called the rank of E.
From now on E is always a simple euclidean Jordan algebra of dimension n and rank r
and c1, . . . , cr is a Jordan frame. We then obtain the Pierce decomposition
E =
r⊕
j=1
Rcj ⊕
⊕
i<j
Eij with Eij =
{
v ∈ E : civ =
1
2v, cjv =
1
2v
}
(B.1)
([FK94, §IV.1]). The set E× of invertible elements of E has r+1 connected components that
can be described as follows. Fixing a spectral decomposition x =
∑r
j=1 xj c˜j, where (c˜1, . . . , c˜r)
is a Jordan frame ([FK94, Thm. III.1.1]). We define (cf. [FK94, p. 29]):
• the index of x by ind(x) :=
∑r
j=1 sgn(xj) ∈ {r, r − 2, . . . ,−r}.
• the determinant of x by ∆(x) =
∏r
j=1 xj, and
• the trace of x by tr(x) =
∑r
j=1 xj.
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Then the connected components of E× are the subsets
E×j := {x ∈ E
× : ind(x) = j}, j = r, r − 2, . . . ,−r.
For a multiplication operator
h :=
r∑
j=1
ajL(cj),
the Pierce decomposition (B.1) shows that the eigenvalues are a1, . . . , ar and
ai+aj
2 for i 6= j.
For h 6= 0, it follows that the eigenvalues of h are contained in {−1, 0, 1} if and only if
aj ∈ {±1}. Reordering the Jordan frame, we see that, up to applying an automorphism of E,
any such element is conjugate to one of the form
h := hk := L(c1 + · · ·+ ck)− L(ck+1 + · · ·+ cr) for some k ∈ {0, . . . , r}. (B.2)
Then
E1(h) =
k⊕
j=1
Rcj ⊕
⊕
i<j≤k
Eij , E0(h) =
⊕
i≤k<j
Eij and E−1(h) =
r⊕
j=k+1
Rcj ⊕
⊕
k<i<j
Eij,
where E±1(h) are Jordan subalgebras of E. Note that E1(−h) = E−1(h).
We now observe that the quadruple (E,C, h, τ := eπih) satisfies the assumptions (A1-3)
in Section 3. Here (A1) and (A2) are obvious. To verify (A3), note that eRhC = C follows
from eL(x)C = C for every x ∈ E ([FK94, p. 48]). Moreover, τ = eπih ∈ Str(E) ([FK94,
Prop. VIII.2.8]) satisfies τ(e) = −e, so that τ(C) = −C. This proves (A3).
In this context, the constructions of Section 3 have a Jordan theoretic interpretation. The
cones C+ := C∩E1(h) is the positive cone in the Jordan algebras E1(h) and C− = −C∩E−1(h)
is the negative cone in E−1(h). The corresponding wedge is
W :=W (h) := C0+ ⊕ C
0
− ⊕ E0(h). (B.3)
Note that x ∈ W c = E \W if and only if x1 6∈ C
0
+ or x−1 6∈ C
0
−. For the extremal situations
k = 0, r, we obtain W (hr) = C
0 and W (h0) = −C
0.
Lemma B.1. tr(hk) = (2k − r)
n
r .
Proof. From the Pierce decomposition (B.1) it follows that
n = dimE = r +
r(r − 1)
2
d = r
(
1 + (r − 1)
d
2
)
(B.4)
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and
tr(hk) = k − (r − k) + d
(k(k − 1)
2
−
(r − k)(r − k − 1)
2
)
= 2k − r +
d
2
(k2 − k + (r − k)− (r2 − 2rk + k2))
= 2k − r +
d
2
(r − 2k + 2rk − r2)
= 2k − r +
d
2
(2k − r)(r − 1) = (2k − r)
(
1 + (r − 1)
d
2
)
= (2k − r)
n
r
.
Remark B.2. We are interested in the parity of the numbers tr(hk). First, we observe that
n
r ∈
1
2Z by (B.4) and that this is an integer if and only if (r − 1)d is even. This is equivalent
to d even or r odd. In this case tr(hk) is even if and only if n is even. In the other case the
parity of tr(hk) depends on k if
2n
r is odd.
Lemma B.3. Let p1 : E → E1(h), x 7→ x1 denote the projection map. Then p1(C) ⊆ C and
rank p1(x) ≤ rankx for x ∈ C.
Proof. Let m := rankx and x ∈ C. The subset C≤m := {w ∈ C : rankw ≤ m} is a closed
(non-convex) cone invariant under eRh. Therefore x1 = limt→∞ e
−tethx ∈ C≤m.
For an element x ∈ E, we write x = x+−x− with x± ∈ C and x+x− = 0 for the canonical
decomposition of x into positive and negative part which can be obtained from the spectral
decomposition ([FK94, Thm. III.1.1]).
The following proposition and its corollary constitute the main result of this appendix.
They are the key tool for the finer analysis of the support properties of the Fourier transforms
µ̂s of the Riesz measures µs.
Proposition B.4. Let v = v+− v− be the canonical decomposition of v ∈ E into positive and
negative part. Then Aut(E)v ⊆W (hk)
c if and only if
rank v+ < k or rank v− < r − k.
Proof. For v ∈W (hk) we have p1(v) ∈ C
0
+, so that p1(v±) ∈ C yields
p1(v+) = p1(v) + p1(v−) ∈ C
0
+ + C+ ⊆ C
0
+
is invertible in E1(h). Lemma B.3 thus implies that rank v+ ≥ rank p1(v+) = k. Therefore
rank v+ < k entails v ∈ W (hk)
c. For g ∈ Aut(E), we have rank(gv+) = rank(v+), so that
rank(v+) < k implies Aut(E)v ⊆ W (hk)
c. Likewise rank v− < r − k implies that Aut(E)v ⊆
W (hk)
c.
Suppose, conversely, that Aut(E)v ⊆W (hk)
c. Then there exists a g ∈ Aut(E) with
gv =
r∑
j=1
νjcj ∈
r∑
j=1
Rcj ⊆ E1(h)⊕ E−1(h) and ν1 ≥ · · · ≥ νr.
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As gv 6∈ W (hk), we have (gv)1 =
∑
j≤k νjcj 6∈ C
0
+ or (gv)−1 =
∑
j>k νjcj 6∈ C
0
−. In the first
case νk ≤ 0, so that rank v+ < k, and in the second case νk+1 ≥ 0, so that rank v− < r−k.
By negation we immediately obtain:
Corollary B.5. For v = v+ − v− as in Proposition B.4, the following are equivalent:
(i) Aut(E)v ∩W (hk) 6= ∅ for W (hk) as in (B.3).
(ii) rank(v+) = k and rank(v−) = r − k.
(iii) v is invertible of index ind(v) = 2k − r.
In particular, W (hk) ⊆ E
×
2k−r.
Proof. The equivalence of (i) and (ii) follows from Proposition B.4. For the equivalence of (ii)
and (iii), we note that v = v+ − v− is invertible if and only if rank(v+) + rank(v−) = r. Then
ind(v) = rank(v+)−rank(v−) = 2k−r is equivalent to rank(v+) = k and rank(v−) = r−k.
Example B.6. (a) For k = r we have E = E1(h) and W (hr) = C
0. Therefore Aut(E)v ⊆
W (hr)
c is equivalent to rank v+ < r, which is equivalent to v 6∈ C
0.
(b) For r = 2 and k = 1 (Lorentz boost on Minkowski space), we obtain by W (h1) a wedge
domain in the Minkowski space E. Then Aut(E)W (h1) = E
×
0 is the open subset of space-
like vectors whose complement is the closed double cone
⋂
g∈Aut(E) gW (h1)
c = C ∪ −C (cf.
Example 5.5).
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