Abstract. The purpose of this paper is to define a set of representations of Sp(p, q) and SO * (2n), the unipotent representations of the title, and establish their unitarity. The unipotent representations considered here properly contain the special unipotent representations of Arthur and Barbasch-Vogan; in particular we settle the unitarity of special unipotent representations for these groups.
introduction
A long-standing heuristic in the unitary representation theory of a real reductive group G R is that the smallest representations with a fixed interesting infinitesimal character should be unitary. When the notions of "interesting" and "smallest" can be made precise, the corresponding representations are often fundamental building blocks of the entire unitary dual, and are called unipotent. Because of the algebraic nature of this kind of approach, it is typically challenging to prove that unipotent representations defined in this way are indeed unitary.
The purpose of this paper is to prove that certain unipotent representations of the non quasisplit groups Sp(p, q) and SO * (2n) are unitary. The representations we treat should suffice as building blocks for the integral unitary dual (cf. Conjecture 1.0.5 below).
In particular, one class of unipotent representations that we treat, the special unipotent representations, originate in conjectures of Arthur and are predicted to be local component of automorphic forms (which of course would give an explanation of their unitarity). In the case of of a real group G R , the ideas of Arthur were made precise and refined by and most completely in [ABV, Chapter 26] . Our first main result establishes that the special unipotent representations of Sp(p, q) and SO * (2n) are unitary. We begin by recalling the definition of special unipotent representations in general. Suppose G R is the real points of a connected reductive complex algebraic group G. Write G ∨ for the Langlands dual of G, and write g and g ∨ for the respective Lie algebras. The construction of the dual group specifies Cartan subalgebras h and h ∨ (of g and g ∨ ), an isomorphism between them,
and an isomorphism between W = W (g, h) and W ∨ = W (g ∨ , h ∨ ). Fix a nilpotent adjoint orbit
Using the Jacobson-Morozov Theorem, choose an sl 2 triple {e ∨ , f ∨ , h ∨ } with h ∨ ∈ h ∨ and e ∨ ∈ O ∨ . Although h ∨ depends on this choice, its W ∨ orbit does not. Using (1), we obtain a welldefined element According to the Harish-Chandra isomorphism, χ(O ∨ ) specifies a maximal ideal
in the center Z(g) of the enveloping algebra U (g) of g. It is easy to see that there is a unique primitive ideal
containing Z(O ∨ ) which is maximal in the inclusion order on primitive ideals. Representations annihilated by the maximal I(O ∨ ) are therefore small and have the interesting infinitesimal character χ(O ∨ ).
Definition 1.0.1. Let X be an irreducible (g, K) module. The X is said to be special unipotent if there exists O ∨ ⊂ g ∨ as above such that Ann U (g) (X) = I(O ∨ ).
Conjecture 1.0.2 (Arthur, Barbasch-Vogan) . Suppose X is a special unipotent (g, K) module for G R . Then X is unitarizable.
Our first main result is:
Theorem 1.0.3. Conjecture 1.0.2 holds for G R = Sp(p, q) and SO * (2n).
For Sp(p, q) and SO * (2n), it turns out that there is essentially only one other kind of interesting infinitesimal character. These infinitesimal characters are attached to nilpotent orbits in g (not g ∨ ): given such an orbit O, we let χ ′ (O) denote the corresponding infinitesimal character. The definition is somewhat ad hoc, and is given in Sections 3.2 and 4.2; it is also given in [MSZ] (under some mild restrictions). Unlike χ(O ∨ ), χ ′ (O) is always integral. We let Unip ′ (O) denote the set of irreducible representations with infinitesimal character χ ′ (O) annihilated by the maximal primitive ideal I ′ (O) containing the maximal ideal Z ′ (O) in Z(g) corresponding to χ ′ (O); see Section 3.3 and 4.3.
Our second main result is:
The two results have some overlap: if d denotes Spaltenstein duality as in [BV2, Appendix] ,
if and only if d(O) is even, i.e. if and only if χ(d(O)) is integral; see Sections 3.2 and 4.2. Thus, Theorems 1.0.3 and 1.0.4 overlap exactly in the integral special unipotent representations. In this special case, another proof of unitarity using the theta correspondence has recently been given in [MSZ] . The other representations appearing in Theorems 1.0.3 and 1.0.4 do not appear to be accessible by the techniques of the theta correspondence (but it should be noted that [MSZ] also handles other classical groups which are much more complicated). The proof of Theorem 1.0.4 that we give below for Sp(p, q) in Sections 3.5 is conceptually very simple, and is essentially self-contained apart from relying only on Vogan's unitarity results for weakly fair A q (λ) modules (as recalled in Section 2.6) and elementary calculation. We construct some unipotent representations as A q (λ) modules in Sections 3.4 and 4.4, and therefore establish their unitarity. For a unipotent representation π which is not covered by this construction, we use parabolic induction to induce π to an irreducible representation π † of a larger group. The induction is engineered to preserved both unitarity and nonunitary (Lemma 3.5.4). We then recognize the representation π † for the larger group as one of the unipotent A q (λ) whose unitarity we have already established; hence π must also be unitarity, completing the proof. Section 3.6 contains details of the nonintegral special unipotent representations in Theorem 1.0.3 not covered by Theorem 1.0.4
The details for SO * (2n) are entirely similar. They are briefly given in Section 4. To conclude, we indicate one sense in which the unipotent representations studied here should serve as building blocks for the full unitary dual. The following result is stated for Sp(p, q), but the obvious version applies to SO * (2n) as well.
Conjecture 1.0.5. Suppose π is a unitary representation of G R = Sp(p, q) with integral infinitesimal character. Then there exists
such that π is cohomologically induced from π 0 ⊠ π 1 ⊠ · · · ⊠ π r in the weakly fair range. Theorem 1.0.4 (and Vogan's results on cohomological induction in the weakly fair range [V1] ) imply that all the representations appearing in the conjecture are unitary; the open question is whether these representations are exhaustive.
2. background 2.1. General notation. Let G R denote the real points of a connected reductive algebraic group G with maximal compact subgroup K R corresponding to a Cartan involution θ. Write g = k ⊕ p for the complexified Cartan decomposition. When convenient, we will identify (g/k) * with p.
We will let h = t ⊕ a denote a maximally compact Cartan subalgebra of g, and ∆ + a choice of positive roots of h in g.
Nilpotent orbits.
According to the Sekiguchi correspondence (e.g. [CM, Chapter 9] ), there is a canonical bijection between the nilpotent K orbit on p and the G R orbits on g R . Their number is finite.
2.3. Associated varieties and cycles. If X is a finitely generated (g, K) module, then we let AV(X) denote its associated variety as defined in [V3] . In particular, we may write
is well-defined independent of the choice of i and is dense in the associated variety of the annihilator I X of X (i.e. the variety in g * cut out by gr(I X ) ⊳ S(g)). As in [V3] , the construction of the associated variety may be refined to produce a positive integral linear combination
called the associated cycle of X.
2.4. Associated varieties and special unipotent representations. The following is a useful criterion for determining if a representation is special unipotent.
Proposition 2.4.1. Recall the notation of the introduction.
Proof. The hypothesis on π imply that the associated variety of its annihilator I π equals O. Meanwhile, by the appendix to [BV2] , the associated variety of the primitive ideal I(O ∨ ) is also O. Since I π contains Z(O), and since I(O ∨ ) is maximal with this property, I π ⊂ I(O ∨ ). Since they also have the same associate variety, [BoJ, Korollar 3.4 and Satz 7.1] show that they are equal. Hence π has annihlated I(O ∨ ) and is therefore special unipotent.
2.5. Associated varieties and real parabolic induction. Let P R = L R N R be a real parabolic subgroup of G R . Let π be an irreducible representation of L R and extended trivially to P R . Then we can form the (normalized) induced representation Ind
We will need to record how associated varieties behave with respect to real induction [BaBo] .
Proposition 2.5.1. In the setting above, write
is a union of closures of equidimensional G R orbits on g R which we may write as
This cumbersome formulation is meant to avoid any discussion of asymptotic supports and the Barbasch-Vogan conjecture. A self-contained proof of Proposition 2.5.1 is given in [BaBo] (without recourse to the proof of the Barbasch-Vogan conjecture).
2.6. Cohomological induction. Let G R be as in Section 2.1. Fix a θ-stable parabolic subalgebra q = l ⊕ u such that h ⊂ l and the roots of h in u are contained in ∆ + . Let ρ(u) denote the half-sum of the roots of h in u, and write L for the normalizer of l in G.
Let C λ denote a one-dimensional (l, L ∩ K) module with differential λ ∈ h * . Write A q (λ) for the (g, K) module cohomologically induced as in [KnV, Chapter V] . Here are the some properties of these modules that we will need. Theorem 2.6.1. In the setting of the previous paragraph, (i) The infinitesimal character of A q (λ) is represented by λ + ρ.
(ii) Suppose that λ is in the good range for q,
Then A q (λ) is nonzero, irreducible, and unitary.
(iii) Suppose that λ is in the weakly fair range for q,
Then A q (λ) is unitary (but possibly irreducible or zero) with associated variety
(iv) In the setting of (iii), suppose in addition that
is nonzero and irreducible. Moreover the multiplicity of the dense
Sketch. Part (i) is built into the normalization we adopt from [KnV] . Parts (ii) and (iii), apart from the associated variety statements, are proved in [V1] ; see [KnV, Chapter VIII] . The irreducibility and nonvanishing assertions in (iv) are proved in [V2, Theorem 6.5] . The multiplicity of the associated cycle in (iv) (under the extra hypothesis in (iv)) counts the number of points in a single orbits of the centralizer in K of a point of O K ; see [T2, Proposition 3.12] . Hence the assertion about multiplicities in (iv) follows.
details for Sp(p, q)
In this section we restrict to G R = Sp(p, q) and use the notation of Section 2.1 in this setting. In particular G = Sp(2n, C) with n = p + q. We identify h * with C n using the standard coordinates.
3.1. Nilpotent orbits. The nilpotent orbits of G on g are parametrized by partitions of 2n in which all odd parts occur with even multiplicity. The correspondence is given by taking Jordan form.
The nilpotent K orbits on p for Sp(p, q) are parametrized by certain signed tableau of signature (2p, 2q) ( [CM, Chapter 9] ). These are Young diagrams of size 2n in which the boxes are filled with 2p plus signs and 2q minus signs alternating across rows, modulo the equivalence of interchanging rows of equal length, satisfying certain restrictions described below. To each (equivalence class of) signed tableau, we can attached a string In particular, all parts occur with even multiplicity (or, equivalently, all columns have even length).
This parametrization is arranged so that the shape of signed tableau parametrizing a K orbit on p is its Jordan form. So a complex nilpotent orbit O meets p if and only if there is an arrangement of signs in its Jordan form satisfying the above conditions. Proof. We first claim that there is a unique primitive ideal, say I, containing Z ′ (O) and associated variety equal to the closure of O. One way to see this is to consult the classification of primitive ideals in terms of domino tableaux [BV1] : one checks easily that there is a unique domino tableau with shape given by the the Jordan form of O whose dominos are labeled by the coordinates of χ ′ (O) such that the labels weakly decrease across rows and strictly decrease down columns.
Next we claim that this primitive ideal is maximal in the inclusion partial order on primitive ideals. (This will imply I = I ′ (O), and finish the proof of the proposition.) If there is another primitive ideal J I, then [BoJ, Korollar 3.4 and Satz 7 .1] imply that the associated variety of J is properly contained in the associated variety of I. So in the classification of primitive ideals by domino tableau, J is parametrized by a tableau whose shape is special and strictly smaller than I (in the partial order on tableau) and whose whose dominos are labeled by the coordinates of χ ′ (O) such that the labels weakly decrease across rows and strictly decrease down columns. One quickly checks that no such domino tableaux exist. So I is indeed maximal, and I = I ′ (O).
Recall the Spaltenstein dual orbit d(O) for SO(2n + 1, C) and the infinitesimal character
If we write k for the largest part of the Jordan form corresponding to O, O ∨ is even iff every even part less than or equal to k actually appears with nonzero multiplicity in the Jordan form of O.
Proof. To begin, we recall the the procedure for computing d(O). Let ν denote the partition of 2n parametrizing O, and recall that nilpotent orbits so(2n + 1, C) are parametrized by partitions of 2n + 1 in which even parts occur with even multiplicity. (Such a partition is called a B-partition.) To compute d(O), first add 1 to the largest part of ν and let ν + denote the resulting partition. This need not be a B-partition, so take the B-collapse and call this partition ν B ; this is the largest B-partition (in the partial order on partitions) less that or equal to ν + . 
Recall the infinitesimal character χ ′ (O) and primitive ideal I ′ (O) of Section 3.2. Write Unip ′ (O)) for the set of irreducible Harish-Chandra modules for Sp(p, q) annihilated by I ′ (O). Then there is a bijection Remark 3.3.3. In fact, in Theorem 3.7.1 we will see that the multiplicity of O K in the associated cycle of π ′ (O K ) is always one.
3.4. Unipotent A q (λ) modules: all even parts of O K have multiplicity at most 2. As a consequence of the general results of Section 2.6, we can describe some unipotent representations for Sp(p, q) as A q (λ) modules.
Recall that the K conjugacy of θ-stable parabolics for Sp(p, q) are parametrized by sequences (p 0 , q 0 ), (p 1 , q 1 ), . . . , (p r , q r ) with p = i p i and q = i q i . If q = l ⊕ u is the corresponding parabolic, then the normalizer in Sp(p, q) of l is
Fix a nilpotent K orbit O K corresponding to a signed tableau S (Section 3.1) in which all even parts have multiplicity at most 2. We describe a corresponding θ-stable parabolic q(O K ).
First modify S to obtain a new signed tableau S 1 as follows. Let the odd rows of S 1 equal the odd rows of S. Change each pair of even rows (m + , m − ) in S to a pair of odd rows ((m + 1) + , (m−1) − ) in S 1 . Then S 1 no longer is of the form to parametrize a nilpotent orbit in Sp(p, q), but S 1 is now a tableau in which only odd rows appear In other words, (p r , q r ) records the signs on the ends of the longest rows of S 1 or, equivalently (since the rows are odd), the signs at the beginning of the longest rows of S 1 . To obtain (p r−1 , q r−1 ), remove these the signs (p r , q r ) from both the beginning and ends of the longest rows of S 1 ; then (p r−1 , q r−1 ) records the signs on the ends (equivalently, beginning) of the longest rows of the resulting tableau. And so on. Next let
be the parabolic parametrized by the sequence (p 0 , q 0 ), (p 1 , q 1 ), . . . , (p r , q r ).
Here is the reason for these definitions.
Proposition 3.4.1. With notation as in the previous paragraph, the dense K orbit in
Sketch. The first assertion follows from the calculation of K · (u ∩ p) (for general u) given in [T1, Proposition 5.1]. Roughly speaking, the calculation goes as follows. Let c(p i , q i ) denote a single signed column with p i plusses and q i minuses. The signed tableau parametrizing the dense orbit
is obtained by successively adding consecutive signed columns
and then collapsing to obtain a signed partition satisfying the conditions of Section 3.1. The definitions of (p i , q i ) given above are arranged so that the result of adding the consecutive columns together is the tableau S 1 . At the same same time, S 1 is defined so that its collapse is S, the tableau parametrizing O K . So everything has been engineered so that
Meanwhile, the general calculation of the induced orbit dense in G · u (for general u) goes back to Lusztig and is given in [CM, Theorem 7.3.3] . So to prove the second assertion of the proposition, we simply have to compare the two calculations.
In more detail, let c(p i , q i ) denote a single column with p i +q i boxes. The diagram parametrizing the dense G orbit in G · (u(O K )) is obtained by successively adding consecutive columns
and then collapsing to obtain a diagram in which every odd part occurs an even number of times. The definitions of (p i + q i ) given above are arranged so that the result of the adding the consecutive columns together is the shape of the tableau S 1 , which collapses to a diagram with the shape of S.
Comparing the two calculations, we see that the Jordan form in both cases is the same. So the second assertion of the proposition follows.
Proof. This is clear from the explicit description of χ ′ (O) given in Section 3.2.
Proposition 3.4.3. Fix a complex nilpotent orbit O meeting p whose Jordan form has all even parts occuring at most twice. In the notation of Theorem 3.3.1, Equation (6), and Lemma 3.4.2,
In particular, π ′ (O K ) is unitary and O K occurs with multiplicity one in its associated variety.
Proof. By Theorem 2.6.1(iii),
.2, this is the same as the infinitesimal character represented by
The unitarity is assertion is given by Theorem 2.6.1 Finally, for the multiplicity statement, the component group A K (ξ) of the centralizer in K of a nilpotent element ξ ∈ p is always trivial; this follows from direct calculation, along the lines of the centralizer calculations in [CM, Chapter 6] . By Theorem 2.6.1(iv), the multiplicity one assertion follows.
Remark 3.4.4. Proposition 3.4.3 does not cover all cases in which π(O K ) is a weakly fair A q (λ) module. (For example, if G = Sp(2, 2) and O K is the unique orbit with Jordan form 2 4 , then the proof of the proposition also shows that π ′ (O K ) is of the form A q (λ) with L = U(2, 2).) However the propositions cover enough cases to allow general unitarity argument in Section 3.5 to proceed, Remark 3.4.5. As remarked above, we could have made different choices for the tableau S 1 . These different choices could have led to different parabolics q(O K ), and ostensibly different
Nonetheless the proof of Proposition 3.4.3 shows that different choices lead to the same module.
3.5. Proof of Theorem 1.0.4. For certain kinds of orbits, we have proved that π ′ (O K ) is unitary in Section 3.4 using cohomological parabolic induction. We now formulate an inductive argument using real parabolic induction to reduce the general case to this case based on the following result on the level of orbits.
Lemma 3.5.1. Suppose G R = Sp(p ′ , q ′ ) and fix integers (p, q) and k such that p + k = p ′ and
Fix a real nilpotent orbit O R for Sp(p, q) parametrized by a signature (p, q) signed tableau S of the kind described in Section 3.1. Let S ′ 1 , . . . , S ′ r obtained from S by increasing 2k of the largest parts of any representative of S (for the equivalence of interchanging rows of equal length) by two in any way possible subject to the conditions in Section 3.1; see Example 3.5.2. Write O ′ R,1 , . . . O ′ R,r for the corresponding nilpotent orbits. Then
Proof. This is an unenlightening exercise with the classification of nilpotent orbits that we omit.
Example 3.5.2. Suppose G ′ R = Sp(6, 5), k = 1, G R = Sp(5, 4), and O R parametrized by the signed tableau S specified by 3 2 + 3 2
There are two possible ways to increase the first two rows of S by 2:
In this case, the corresponding parabolically induced representation has reducible associated variety.
However if G ′ R = Sp(8, 7), k = 3, G R = Sp(5, 4), and O R parametrized by the signed tableau S specified by 3 2 + 3 2 − 2 1 − 2 + − 1 2 + , there is just one possible way to increase the first six rows of S by 2:
In this case, the corresponding parabolically induced representation has irreducible associated variety.
Remark 3.5.3. In fact, based on the previous example, we can deduce a general irreducibility result. Suppose 2r is an even part occurring in S with multiplicity 2a, fix 0 ≤ a ′ ≤ a, and let 2b be the sum of the multiplicities of all parts strictly greater than r. If we set k = a ′ + b, then there is unique S ′ that can be obtained by increasing the largest a ′ + b parts of S by two. (In the example in the previous paragraph, r = 1, a = a ′ = 1, b = 2, and k = 3.) In this case, the corresponding the corresponding parabolically induced representation has irreducible associated variety corresponding to S ′ .
We will use this below as follows. If a > 1 and we choose a ′ = 1, then comparing S ′ to S, we have: replaced the occurrence of each even part 2r ′ with r ′ > r in S by the an occurrence of 2r ′ + 2 in S ′ ; added the part 2r + 2 with multiplicity two in S ′ ; reduced the multiplicity of the part 2r in S by two in S ′ ; and kept the even parts of size smaller than 2r the same in S ′ as in S. Repeating this procedure as necessary, we can therefore arrive at a nilpotent orbit parametrized by a signed tableau in which each even part occurs with multiplicity at most two (i.e. the setting of Section 3.4).
Lemma 3.5.4. Fix a nilpotent K orbit O K on p for Sp(p, q), and let π ′ (O K ) denote the representation of Theorem 3.3.1. Let S be the signed tableau parametrizing O K as in Section 3.1, and assume there is an even part 2r occuring with nonzero multiplicity in S. Let 2b be the sum of the multiplicities of all parts strictly greater than r, and set k = b + 1. (This is the setting of Remark 3.5.3.) Write O † K for nilpotent orbit parametrized by the unique signed tableau obtained by increasing the largest k parts of S by two (see Remark 3.5.3).
Fix a real parabolic subgroup
For t ∈ R, let det t denote the t-th power of the determinant representation of GL(k, H) and form the induced representations of G † R = Sp(p + k, q + k)
The infinitesimal character character of I(t) is the integral infinitesimal character χ ′ (O K ) (described Section 3.2) concatenated with the infinitesimal character of det t , (t + (n − 1)/2, t + (n − 3)/2, . . . , t − (n − 1)/2)) .
This concatenation is non integral for 0 ≤ t < 1/2. The first possible point of reducibility is therefore t = 1/2, and (i) follows for 0 ≤ t < 1/2. (We will return to the t = 1/2 case below.) Since Sp(p, q) is an equal rank group and the infinitesimal character of π(O K ) is real, π(O K ) admits a nondegenerate invariant Hermitian form unique up to scalar. Since det 0 is trivial and of course unitary, π(O K ) ⊠ 1 admits a nondegenerate invariant Hermitian form. This form induces an invariant Hermitian form on I(0), and since I(0) is irreducible, the form is nondegenerate and unique up to scalar. Hence I(0) is unitary if and only if π(O K ) is unitary. Since I(t) is irreducible for 0 ≤ t < 1/2, I(t) is unitary for 0 ≤ t < 1/2 if and only if π(O K ) is unitary. A standard continuity argument implies that this is also true at t = 1/2, and hence (ii) follows.
From the description of the infinitesimal character of I(t) above and the details of Section 3.2, it follows that the infinitesimal character of I(1/2) is χ ′ (O † K ). By Proposition 2.5.1 (and the discussion after it), Lemma 3.5.1, and Remark 3.5.3, it follows that the associated variety of
Hence (iii) follows once we show I(1/2) is irreducible.
For the irreducibility at t = 1/2, since we know that I(1/2) is a multiple of π ′ (O † K ), we need only find a K-type in I(1/2) with multiplicity one. Since I(1/2) and I(0) have the same K-types, we can work with the latter module instead, and prove it has a K-type with multiplicity one.
In fact, we sketch the following stronger statement: Let π be any irreducible representation of Sp(p, q), let 1 k denote the trivial representation of GL(k, H), and consider the induced representation
Fix a lowest Sp(p) × Sp(q) type µ of π; in standard coordinates write the highest weight as
. Then we claim that the Sp(p + k) × Sp(q + k) type µ † with highest weight
appears with multiplicity one in π † . A simple Frobenius reciprocity calculation using the compact picture of π † shows that µ † appears. The remaining task is to see it appears with multiplicity one. To see this, first embed π in a standard module I π (induced from a cuspidal parabolic subgroup); I π is completely determined by µ according to the Vogan classification. Next consider the spherical principal series I • for GL(k, H) (induced from a representative of the unique conjugacy class of cuspidal parabolic subgroups of GL(n, H)) with the trivial representation 1 k as a submodule. Then
By induction in stages, I † is now a standard parabolically induced representation from a cuspidal parabolic subgroup for Sp(p + n, q + n), and we can compute its lowest K-types explicitly using the lowest K-type formula: we find that the K-type µ † of (7) occurs as a lowest K-type, and hence has multiplicity one. Since π † embeds in I † , we conclude that this K-type has multiplicity at most one in π † . But we have already seen that it appears with nonzero multiplicity, and hence it appears with multiplicity one, as claimed. Applying this argument to I(0) allows us to conclude that I(0), hence I(1/2), contains a K-type with multiplicity one and is irreducible. This completes the proof of (iii). Assume that p + q = n are fixed so that O intersects p for Sp(p, q) nontrivially, and fix an Sp(p) × Sp(q) orbit O K on O ∩ p. Similarly assume that O 0 intersects p for Sp(p − k, q − k) nontrivially, and fix an Sp(p − k)× Sp(q − k) orbit O K,0 . We have already constructed the integral special unipotent representations π ′ (O K,0 ) for Sp(p − k, q − k) and established its unitarity in the previous section. Set
let 1 k i denote the trivial representation of GL(k i , H), and consider the unitarily induced representation In this section we restrict to G R = SO * (2n) and use the notation of Section 2.1 in this setting. The results for SO * (2n) are entirely parallel to those for Sp(p, q), and this section should be read by frequently refering back to the previous section. Key differences (often related to parity) are emphasized by the use of boldface. Since the proofs are very similar to those in Section 3, we omit them. 4.1. Nilpotent orbits. The nilpotent orbits of G on g are parametrized by partitions of 2n in which even parts occur with even multiplicity. The nilpotent K orbits on p are parametrized by signed tableaus of arbitary signature satisfying certain conditions ( [CM, Chapter 9] ). If we write the data of a signed tableau (as in Section 3.1) as
− . . . the restrictions are (i) For every even m, k ε m is even; that is, all even parts beginning with a fixed sign occur an even number of times; (i) For each odd part m, k + m = k − m is even; that is, the number of rows of a fixed odd length beginning with + equals the number rows of that length beginning with −.
In particular, once again all parts occur with even multiplicity (or, equivalently, all columns have even length). We will sometimes refer to the parts as rows. 
K is the unique dense K orbit in the associated variety of π ′ (O i K ). 4.4. Unipotent A q (λ) modules: all odd parts of O K have multiplicity at most 2. Fix an orbit O K parametrized by a tableau S all of whose odd parts have multiplicity at most 2.
First modify S to obtain a new signed tableau S 1 as follows. Let the even rows of S 1 equal the even rows of S, but change each pair of odd rows (m + , m − ) in S to a pair of even rows ((m + 1) + , (m − 1) − ) in S 1 . So S 1 is now a tableau in which only even rows appear. (Again choices are made in the definition of S 1 , but these ultimately do not matter.) Write 2r + 2 for the largest part of S 1 . Set p r = the number of rows of length 2r + 2 beginning with plus; q r = the number of rows of length 2r + 2 beginning with minus; p r−1 = q r + the number of rows of length 2r beginning with minus; q r−1 = p r + the number of rows of length 2r beginning with plus;
. . . and then collapsing (this time for Type D) to obtain a signed partition satisfying the conditions of Section 3.1. Everything has once again been engineered so that O K is dense in K · (u(O K ) ∩ p).
Comparing with the calculation of G · u(O K ) yields the conclusion of Proposition 3.4.1 in the setting of SO * (2n). Next, the analog of Lemma 3.4.2 provides a character λ(O K ). The proof of Proposition 3.4.3 then applies to give:
Proposition 4.4.1. Fix a complex nilpotent orbit O meeting p whose Jordan form has all odd parts occurring at most twice. In the notation of Theorem 4.3.1,
Once again the proposition does not cover all π ′ (O K ) which are weakly fair A q (λ) modules. K is now an orbit for a larger group of the form treated in the previous section. In particular, the statement of the key computation of Lemma 3.5.1 applies without change; and the deformation argument of Lemma 3.5.4 carries over in a similar fashion.
4.6. Proof of Theorem 1.0.3. Noneven orbits are treated as in Section 3.6: the corresponding special unipotent representations are irreducibly parabolically induced from an integral special unipotent representation whose unitarity is handled by the previous section.
4.7. Multiplicities in associated cycles. Finally, the analog of Theorem 3.7.1 is proved in the same way.
