The design of controllers and observers often relies on first order models of the system in question. These models are often obtained either through step-response tests, through on-line or off-line identification, or through developing a mathematical model. When the system in question has unknown or uncertain parameters, the developed model also contains uncertainties and the controller/observer design may result in bad performance or even instability. In this paper, we present a combined design of a controller and an observer for scalar linear time-invariant systems with unknown parameters. We combine a model reference adaptive controller, which does not require a model of the system, with a Luenberger observer which uses the desired closed-loop dynamics as its model. The method is given the name MRACO. Our proposed method is similar to what is known as closed-loop reference model adaptive control, but the key difference is that our method does not use a closed-loop reference model. We show through Lyapunov theory and by application of Barbǎlat's lemma that all error states in the closed-loop system converge to zero and that all signals are bounded. Several simulations are performed to support the proofs. 
INTRODUCTION
Controller and observer design for linear time-invariant (LTI) systems has for decades revolved around the assumption that the system dynamics, or at least an approximation of these, are known. A dynamic model of the system, or some knowledge about the openloop behaviour, is often required in order to tune controllers and observers. The well-known, and widely used, Ziegler-Nichols [12] and Skogestad IMC (SIMC) [10] tuning methods cannot be applied without knowledge of the system's critical gain and oscillation period, and the gain and time constant, respectively.
The models are often obtained by constructing a mathematical model based on physical properties of the system (first-principle models) and linearizing this around the desired operating point. This model will only be valid in a region close to the linearization point. The model can also be obtained through step response analysis [9, Ch. 4] , or through on-line or off-line identification/estimation of the system parameters [5, Ch. 4] . The last two approaches requires that the plant we wish to control is up and running and that the necessary measurements exist. This may not be feasible for all plants.
These methods of modelling, though quite different, have one thing in common: They all attempt to find out what the dynamics of the real system is and design an observer or a controller based on these dynamics. It is well known that any model of a system is an approximation at best. If the process itself changes, e.g. an actuator is worn down, or physical parameters such as mass or pressure changes, the controller may fail or perform worse than originally intended. Moreover, if there are uncertainties in the model parameters, it is impossible to guarantee that the designed controller or observer will work.
To handle the uncertainty often found in systems we can introduce measures to increase the robustness of our controller or observer. This can be done through non-linear control methods e.g., sliding-mode controllers (see for instance [6] ) or adaptive controllers (see for instance [5] ), and in the observer case through high-gain observers [7] .
In this paper we introduce an approach using an open-loop reference model, and a Luenberger observer with the reference model dynamics and no adaptation. Due to its structure, we refer to our proposed method as model reference adaptive control and observer, or MRACO.
An approach similar to MRACO utilizes a closed-loop reference model (CRM). This method was first presented in [8] . CRMs has been thoroughly researched and a good summary can be found in [3] and in [1] . The CRM method includes an error term in the reference model dynamics, similar to a Luenberger observer. This term helps improve the transient behaviour of the state, i.e., oscillations are reduced significantly.
The CRM, however, may introduce a peaking phenomenon in the state if the closed loop gain is too large. CRM has also been used in combination with an adaptive observer where the same gain is used in the observer and in the CRM [3] . If this gain is too large, the reference model state may behave more like an observer and track the system state rather than the reference. This can lead to unwanted and unpredicted behaviour which may be significant if we are dealing with systems requiring high predictability or systems that are required to follow a strict trajectory. This is not the case when using MRACO.
By decoupling the reference model from the observer we can introduce an extra error term in the update laws for the MRACO method which, in simulations, appears to improve the behaviour during initial transients. Our method also introduces new tuning variables in the adaptive update laws, which may help increase the robustness of the controller. We provide a proof of stability of our proposed scheme and several simulation examples to support our proofs. A block diagram of the MRACO method is shown in Figure. 1. This paper contains preliminary work and hence, only considers first-order LTI systems. Furthermore, an analytical comparison of MRACO and CRM is left as future work.
PROBLEM FORMULATION
Consider the scalar linear time-invariant system
Designing a controller for this system if a and b were known would be rather trivial: We choose u = −k * x and choose k * such that a − bk * < 0.
Control design for unknown systems
If the parameters of the system in (1) are unknown or uncertain, one possible controller choice is to use model reference adaptive control (MRAC) [5, Ch. 6] . When designing an MRAC for the system in (1), we do not concern ourselves with the dynamics of the real system as we are only required to know sign(b).
The goal of MRAC is to force the output or state of the system to track the output or state of a reference model with dynamics
where a m > 0 and b m 0 are chosen by the control designer. If we know a and b of (1) we can simply choose
where k * = (a m + a)/b and l * = b m /b. Since we do not know a and b we must instead use estimates of the controller gains,k andl. These estimates are updated by respective update laws that ensures convergence of the system state to the state of the reference model. Boundedness of the controller gains are also ensured.
Observer design for unknown systems
If a and b of (1) are known, the Luenberger observer
where L > 0, can be designed trivially. The observed state can be used in a feedback control law u = −k * x . By application of the wellknown separation principle [11, Ch. 9 .2], we can guarantee that the observer error converges to zero and that the controlled state converges to the desired value. Furthermore, the stability of the closed-loop system can be determined by choosing, independently, suitable controller and observer gains. If a and b are unknown we cannot use the Luenberger observer in (4). We could instead use an adaptive observer [5, Ch. 5] and identify a and b, but this would require a persistently exciting signal to guarantee that the estimated a and b converge to the real values.
A high gain observer [7] could be used for unknown systems, but our focus in this paper is to present an alternative to this method.
COMBINED CONTROLLER AND OBSERVER DESIGN
We consider the system given in (1) with unknown a and b, with the following assumptions:
The maximum value of a is known, i.e., |a| ≤ a max .
Assumption 2. b 0 and sign(b) is known.
Assumption 3. a and b are constant.
Theorem 1 (Main result).
Let the system be given by (1) with unknown a and b satisfying Assumptions 1-3. Let the controller be given by
wherek andl satisfy the update laws
with γ 1 , γ 2 , m 2 > 0, m 1 = ca m m 2 , c > 0 and the state estimatex is given by
where
Furthermore, let the reference model be given by
the error variables by
and let r be a bounded signal. Then e 1 , e 2 , x, x m ,x,k andl are bounded and e 1 , e 2 converge to zero.
Proof. Consider the observer system
where L > 0, r is a bounded reference and a m > 0 and b m 0 are the desired time constant and gain of the reference system
Trivially, x m is bounded. If a and b of (1) had been known, we could have chosen u as in (3) and guaranteed that the transfer function of the closed-loop plant x(s)/r (s) is equal to that of the reference model x m (s)/r (s). This is not the case, hence we add and subtract bk * x and bl * r to (1) and insert (5) to get
wherel =l − l * , a − bk * = −a m and bl * = b m . Now consider the error variable e 1 = x − x m with time derivative
To this we add and subtract the term bk * x , which gives
where e 2 = x −x andk =k − k * . Using the observer in (12), the error variable e 2 = x −x has time derivative
We again add and subtract the term bk * x and get
where we use bk * = a + a m .
To investigate the stability of the error system e = e 1 e 2 T we propose the Lyapunov function candidate
where γ 1 , γ 2 > 0 are constants and
The time derivative of (19) along the system trajectories is
Since k * and l * are constants, k = k and l = l . We gather some terms and express (21) as
Inserting the update laws defined in (6) and (7) reduces (22) to
To ensure that Q is positive definite we require a m m 1 ≥ ϵ 1 > 0 and det(Q) ≥ ϵ 2 > 0 where ϵ 1 , ϵ 2 are constants. Thus,
We choose ϵ 2 =ε 2 a m m 1 m 2 and m 1 = ca m m 2 , whereε 2 , c > 0 are constants, reducing (25) to
The above is satisfied if
and the origin of the e,k,l system is stable [6, Th. 4.1] . This also implies that x,x,k andl are bounded. We now look at the time derivative of (28), i.e., V = −2e
From (16) and (18) and the above, e is bounded, and thus so is V . Hence, Barbǎlat's lemma, as described in [6, Ch. 8.3 ] can be applied and both boundedness of V and convergence of V to zero is ensured, i.e., asymptotic stability of e 1 and e 2 and boundedness ofk andl is proven.
COMPARISON WITH CRM
The CRM method [1] [2] [3] is a similar but distinct method from the MRACO method presented here. To compare the two methods, we here summarize the CRM method as presented in [3] .
The CRM method
The CRM method in [3] uses a reference model on the form
where a m > 0, b m are known constants and L c > 0. We see that (31) is in fact the same equation as (8), but is here used as the reference model, not the observer. CRM uses an observer given by
whereĉ is an estimate of the unknown a and L c > 0 is the same gain as in (31). We see that (32) is not similar to anything we use in the MRACO method and we note that it is assumed that b is known. The control input is given by
where c(t) is an adaptive control gain and l * = b m /b is the assumed known reference feed forward gain. The feedback gain L c is, with the CRM method, chosen so that
Defining e 1,c = x − x m,c and e 2,c =x c − x, the error dynamics are given by 1 
CRM vs. MRACO
By comparing the equations, we see that CRM and MRACO have similarities but also fundamental differences. Ignoring CRM's projectionbased update laws and its assumption of known b and l * , we note,
• CRM uses the gain L c as both the reference model feedback gain and as the observer feedback gain. MRACO does not use a feedback gain in the reference model.
• MRACO has onek (used in u), with optimal valuek = k * = (a + a m )/b. CRM has two equivalents, c andĉ (used in u and x c , respectively), that both have the optimal value c =ĉ = k * = (a + a m )/b. Ensuring that c →ĉ is done with the ϵ c term in the update laws for c andĉ. A similar procedure is unnecessary in MRACO.
• CRM's x m,c is equivalent to MRACO'sx, and CRM's e 1,c to MRACO's e 2 . However,x c is not equivalent to x m , and neither is e 2,c to e 1 . Due to this, when setting m 1 = 0 in MRACO (which removes the influence ofx on the controller) and choosingl = l * , MRACO behaves very similarly to CRM. Although the equations still show they are different even in this degenerate state, the difference is in practice very small. With m 1 0, there is significant difference in behaviour between the two methods (see Section 5).
SIMULATIONS
We compare MRACO to the CRM method described in Section 4.1 (from [3] ). We use the same example system as in [3] , which is a first order system on the form given in (1), but we also introduce changes to the parameters of the unknown system to demonstrate that our solution is more robust to these changes than CRM. The nominal unknown system dynamics are a = 1, b = 2.
We simulate 3 different scenarios where the initial values of all adaptive parameters, reference model states and observer states are equal to zero. In the first and third scenario the initial system state value x(0) = 0.4. In all scenarios, we introduce an unfiltered unit step in the reference r at t = 5 seconds. In Scenario 1 we introduce a step change in the parameter a from 1 to 5 at t = 15 seconds and in Scenario 2 and 3 this step in a is from 5 to 1. Note that the uncontrolled system is at all times unstable. The reference model is the same for both controllers and in all scenarios, with a m = 1 and
The parameters used in the controllers are given in Table 1 . The values for the CRM method are chosen as in [3] and L c is chosen such that it is valid for the change in a. The tuning parameters for the MRACO controller is chosen such that it is not given an artificial advantage. The observer gain for the MRACO, however, is chosen based on (27) where we have assumed a max = 10.
The results from Scenario 1 can be seen in Figure 2 . There is a clear difference in the initial response. The CRM state x m,c converges to the system state, due to the feedback term. The MRACO system state converges quickly to the reference model state, which in turn is equal to the reference signal, i.e., zero. During the step both methods exhibit very similar behaviour and tracks the reference model state very well. When the parameter a changes, however, the MRACO method shows a faster convergence and a smaller peak.
In Scenario 2 we set the initial system state to zero, and we change the order of the step in a, i.e., a is initially 5 and changes to 1 at t = 15 s. All other parameters are the same as in Scenario 1. From Figure 3 we see that both methods show similar initial behaviour, but during the step the CRM reference model state x m,c does not exhibit the behaviour specified in the reference model dynamics; it acts more as an observer than a reference model. One could argue that the CRM state, which reaches the reference value much faster than the MRACO state, has a better response, but if one expects, or desires, a system trajectory close to that of the reference system model, one could argue that the MRACO reference model state has a better response. The MRACO also exhibits some unwanted oscillatory behaviour. Here, as in Scenario 1, MRACO's response to the change in a at t = 15 s is better than CRM's response. 
Simulations including measurement noise
In a final simulation we introduce measurement noise, i.e., the signal x is changed to x n = x + n where n is a bounded, deterministic
Gaussian white noise signal with variance 1, sampled at 100 Hz with a fixed seed. It is shown in [3] that the CRM method with an observer is robust against measurement noise, due to the use of the observer state in the control law. The MRACO method also uses the observer state in the control law, hence a simulation comparison is performed. The system under control is the same as in Scenario 2.
In [3, Th. 11] it is stated that, when dealing with measurement noise, (34) should be changed to −a m − L c + 2|b||c
and hence we choose L c = 22 to satisfy the bound.
As of yet, no analytical investigation of the robustness of MRACO to measurement noise has been carried out, hence we do not possess explicit tuning rules for dealing with measurement noise. After some trial and error, however, it was found that decreasing m 2 has a positive effect when dealing with measurement noise. We choose m 2 = 0.1 for this simulation example. All other parameters, for both controllers, are left as in Scenario 2.
As can be seen in Figure 4 , both controllers are able to bring the system state to the desired value. The CRM method has a lower initial peak, but the initial convergence is slower than that of the MRACO method. Both methods track the reference model state during the step, but the CRM reference model state is contaminated with measurement noise due to the injection term which contains the noisy measurement x n . During the change in the parameter a at t = 15 s, both controllers exhibit more or less similar responses. Looking at Figure 5 we see that, initially, the MRACO input is larger than the CRM input which causes the faster initial convergence. The CRM input is less contaminated by noise initially and during the first part of the step, but from t ∼ 8 s, the noise is more or less equal for both controllers. The MRACO method has an extra term in the update laws, which may be what causes the difference in the input.
Numerical comparison
To compare the results of the two methods numerically, we use the integrated absolute error (IAE). We calculate the IAE between the signal x − r and between the signals x − x m and x c − x m . The latter IAE is included to compare the response of the system state with the CRM controller to the response specified by the operator in the desired reference model, i.e., the one without feedback (2) . It should Table 2 , where we see that MRACO has a lower IAE in the first scenario, but a larger IAE for x − r in the second simulation. This is because the CRM state x m,c deviates from the original reference model dynamics and brings the state x to the reference r much faster than MRACO, which follows the reference model dynamics, is able to. Note that we could have achieved faster convergence of x m to r with MRACO by choosing a more negative a m . Looking at the IAE for x − x m , however, we see that MRACO has a much lower value in Scenario 2. In Scenario 3 the MRACO has a lower value for both measures of IAE.
CONCLUSION
In this paper, we have presented an approach for designing a controller and an observer for first-order linear time-invariant systems with unknown dynamics. We have given the controller the name MRACO. MRACO is similar to a conventional MRAC, but the update laws are different. The proposed method also resembles a method known as CRM, but unlike CRM MRACO does not use a closed-loop reference model.
The MRACO observer is a standard Luenberger observer which uses the reference model dynamics of the MRAC, rather than the (unknown) plant dynamics, as its model. The main result proves, by the use of Lyapunonv theory, that the system state converges to the reference model state, and that the observer state converges to the system state. By utilizing the MRACO method, we have shown that we can, without any identification of the open-loop model, design a controller and an observer for a first-order LTI system.
We show trough simulations that the method can handle a variety of unknown systems as long as the observer gain is chosen appropriately. A comparison with the CRM method shows that the initial convergence of the MRACO method is faster and that it can better handle changes in system parameters. Without initial errors, however, the CRM method converges to the reference value faster during a unit step, but it does not follow the desired trajectory specified in the reference model. Both the CRM and MRACO method are able to handle measurement noise.
The results presented here is only the first step. As future work we would like to extend the stability proof to systems with nonlinear dynamics and to vectorial systems. Another interesting application of this idea is to replace the Luenberger observer with a Kalman filter.
