Abstract. We study the Cauchy problem with small initial data for a system of semilinear wave equations u = |v| p , v = |∂tu| p in n-dimensional space. When n ≥ 2, we prove that blow-up can occur for arbitrarily small data if (p, q) lies below a curve in p-q plane. On the other hand, we show a global existence result for n = 3 which asserts that a portion of the curve is in fact the borderline between global-in-time existence and finite time blow-up. We also estimate the maximal existence time and get an upper bound, which is sharp at least for (n, p, q) = (2, 2, 2) and (3, 2, 2).
Introduction
We are interested in the study of systems of semilinear wave equations of the form u = |v| q , v = |∂ t u| p .
(1.1)
Here the unknown real-valued functions u, v depend on (t, x) ∈ [0, T )× R n for some T ∈ (0, ∞]. Throughout this paper, we suppose n ≥ 2. Given some functions f , g, f ,g, we consider the Cauchy problem for (1.1) with initial data u(0, x) = εf (x), ∂ t u(0, x) = εg(x), v(0, x) = εf (x), ∂ t v(0, x) = εg(x), (1.2) where ε > 0 is small. We want to determine, in the set (1, ∞) 2 of index-pairs (p, q), the borderline between global-in-time existence and finite time blow-up for (1.1)-(1.2) when ε is small.
The system (1.1) reminds us of some related problems. Among them, the Cauchy problem for
has been especially well-studied since John's pioneering work [14] . If q > q 0 (n) where q 0 (n) = n + 1 + √ n 2 + 10n − 7 2(n − 1) , then the Cauchy problem for (1.3) has a unique global-in-time solution for small and smooth initial data with compact support. If 1 < q ≤ q 0 (n) on the contrary, then there exists (f, g) ∈ C ∞ 0 (R n ) 2 such that the Cauchy problem for (1.3) with initia data (u(0), ∂ t u(0)) = (εf, εg) has a solution which blows up in finite time no matter how small ε > 0 is. This phenomenon has been verified for all n ≥ 2 through efforts of several authors: see, e.g., [14] , [7] , [30] , [18] , [23] , [5] for global existence results, [14] , [8] , [26] , [25] , [24] , [29] for blow-up results. Thus we have already understood that q 0 (n) is the critical exponent which separates global-in-time solvability and unsolvability for (1.3).
The similar phenomenon can be observed for the equation
For this equation, the critical value of p is p 0 (n) = n + 1 n − 1 .
In the case 1 < p ≤ p 0 (n), we know that solutions blow up in finite time in general, no matter how small the initial data are chosen. We also know that (1.4) with p > p 0 (n) has a unique global-in-time solution for given small and smooth data, though the radial symmetry assumption is needed for n ≥ 4 so far. See, e.g., [11] , [27] , [12] for global existence results, [1] , [15] , [31] for blow-up results.
Recently, combined effects of the two nonlinearities above have been studied by [9] and [12] . They considered the Cauchy problem for
(only when n = 2, 3 in [12] ). According to their results, we can conclude that q = 4 (n − 1)p − 2 + 1 (q > q 0 (n), p > p 0 (n)) (1.6) is a portion of the critical curve in the p-q plane of index-pairs (p, q) (see [9] , [12] for details). Observe that (p 0 (n), q 0 (n)) belongs to the domain q < 4/{(n−1)p−2}+1, in which (p, q) corresponds to the blow-up case. As is pointed out in [9] , this means that there exists (p, q) such that a solution of the Cauchy problem (1.5) blows up in finite time for arbitrarily small initial data, while the Cauchy problems for (1.1) and (1.4) with small data have global solutions. Another remarkable feature of (1.5) is that, unlike (1.1) and (1.4), we can establish global existence for (p, q) being on the curve (1.6) (see [12] ).
When it comes to systems of wave equations, the Cauchy problem for
has been well-studied. It is known that max p + 2 + q
is the critical curve in the p-q plane of index-pairs (p, q). See, e.g., [2] , [3] , [19] , [6] .
Remark that (q 0 (n), q 0 (n)) is on the critical curve. Also, the curve (1.8) lies above the curve (1.6) when q > q 0 (n).
Now let us turn to the problem (1.1)-(1.2). We first show a blow-up result which is valid for all n ≥ 2. When discussing blow-up, we say that (u, v) satisfies (1.1) if the following two conditions (i), (ii) hold:
(ii) u and v have the continuity and integrability properties
In particular, the initial conditions (1.2) should be satisfied in the sense of (1.11).
Assume that the initial value problem (1.1)-(1.2) with non-negative initial data has a solution (u, v) in the sense described above, which is localized inside a cone:
We also assume that f + g andg do not vanish identically. Then there exists a positive constant C 1 , depending only on n, p, q, f, g,f,g, such that
Observe that (p 0 (n), q 0 (n)) belongs to the domain (1.13). Thus the same remark as the one stated on (1.5) above applies to (1.1). We infer from Theorem 1.1 that a portion of the curve
gives a component part of the critical curve in the p-q plane. In order to confirm this expectation, we should establish a global existence theorem for (p, q) above the curve (1.16). We solve the system of the integral equations
where ρF (s, ρ) dρds.
The system (1.17)-(1.18) is a radially symmetric version of the original system with n = 3, and we naturally suppose that f (r), g(r), u(t, r), . . . are even functions of r. Hence, the lower limits of the integrals above may be replaced by |r − t| or |r − (t − s)|. LF (t, r) is also an even function of r.
Throughout the proof of global existence, we suppose that
We want to show that if in addition
is assumed, then the system (1.17)-(1.18) has a global solution for sufficiently small data.
For this purpose, we introduce a weighted norm. We define weight functions w 1 ,
for t ≥ 0 and r ≥ 0. Here we use the concise notation ξ = 1 + |ξ| 2 as usual, but we may replace it by 1 + |ξ| below. By (1.20), we can choose µ so that
are satisfied. Then we define
0 (R) are even functions. There exist positive numbers ε 2 , C 2 such that we have a unique global solution (u, v) of (1.17)-(1.18) for 0 < ε < ε 2 , satisfying (∂ t u, v) ≤ C 2 ε and
Thus we may say that a portion of the curve ( Instead, we treat the case (p, q) = (2, 2) for n = 2, 3 to describe the method of [12] .
It is of some interest since we can solve (1.1)-(1.2) up to T = cε
10−3n in this way (recall (1.15)).
We assume that
for |a| ≤ |b| ≤ 2, whereḢ s (R n ) is the standard homogeneous Sobolev space. We
and
Let us denote ∂ 0 = ∂ t as usual. Following Klainerman [16] -[17], we introduce several partial differential operators as follows: with 0 < ε < ε 3 and T = C 3 ε
10−3n admits a unique solution satisfying
for |α| ≤ 2 and
In the rest of this paper, we prove Theorem 1. Our aim in this section is to prove Theorem 1.1. Let us define
We adopt the strategy of deriving a system of ordinary differential inequalities with respect to F (t) and G(t), which causes blow-up of solutions. Remark that if (u, v) solves the Cauchy problem in the sense stated above Theorem 1.1, then we can see
are non-negative. Thus the following lemma is crucial for the proof of Theorem 1.1.
. We suppose that they satisfy
2)
for all t ∈ (0, T ), with some positive constants A, B and exponents
< T /2 and
where C is a constant depending only on A, B, p, q, α, β, a.
2.1.
Proof of Lemma 2.1. We follow the method of Kurokawa, Takamura and Wakasa (see Lemma 2.1 of [20] ). Note beforehand that we have
Applying the integration by parts formula on the left-hand side, we get
for t > 0.
We turn to the inequality (2.3) next. Multiplying both sides of it by G ′ (t) p and using (2.7), we get
for t > 0. Thus we immediately obtain
We can directly compute the left-hand side of this inequality. As for the right-hand side, we estimate the integral as follows:
In the last inequality, we have used the fact that G(s) and G ′ (s) are increasing functions. Combining the estimates above, we have
Hence (2.8) implies
In what follows, we will show that the inequality (2.9) cannot hold if t is large enough. We use (2.4) in this position. By (2.9) and (2.4), we have
, where we choose δ so that (recall (2.5))
Now we take arbitraryT < T so that max{t 0 , G(0)/G ′ (0), 1} ≤T /2. Integrating (2.10) over T /2,T , we obtain
Using (2.4) again, we see that LHS of (2.11)
Hence, it follows from (2.11) and (2.12) that
where C is a constant depending only on A, B, p, q, α, β, a. This completes the proof of Lemma 2.1.
2.2.
Proof of Theorem 1.1. Following Yordanov-Zhang [28] , we introduce the two positive functions
Note that ψ 1 satisfies ψ 1 = 0. By a standard manner, we can deduce from (1.9)-
to (1.14), we may substitute ψ = ψ 1 . As a result, we easily obtain
Moreover, we see from (1.9) that
for t ∈ (0, T ). Combining these estimates, we get
On the other hand, according to Lemma 2.3 of Yordanov-Zhang [28] ,
for t ≥ 0 (see also Zhou-Han [32] ). Hence, by (2.14) and (2.15), we have
for t ≥ t 0 , if t 0 is large enough.
Meanwhile, by (1.14) and the Hölder inequality, we immediately have
Now we are ready to apply Lemma 2.1 to the present problem. Set
and κ = Cε p . Noting β + αp = n(pq − 1), we see that (2.5) is equivalent to (1.13).
Hence we have (1.15) as a conclusion of Lemma 2.1.
Proof of Theorem 1.2
To control the iteration procedure, we need the estimates of derivatives. Computing the first derivatives of (1.17) and (1.18), we find that
where
As functions of r, K + F (t, r) is odd and K − F (t, r) is even.
In order to prove Theorem 1.2, we use the following lemmas. Let us recall the definitions of the operator L and the weights w 1 , w 2 , w 3 for convenience:
3) 
7)
Proof of Theorem 1.2. We consider the system of integral equations
in the complete metric space
w(t, −r) = u(t, r), v(t, r) = v(t, −r),
Lemmas 3.1, 3.2 imply that (3.9)-(3.10) can be solved by applying the Banach fixed-point theorem for the mapping
if C 2 is suitably chosen and ε is sufficiently small. Since the argument is standard, we omit the details. Setting
we see that (u, v) satisfies (1.17)-(1.18). Moreover, we can easily check the regularity property by using the integral equations (1.17)-(1.18).
We will prove Lemma 3.1 in the following subsections. We omit the proof of Lemma 3.2, since it is similar to the proof of Lemma 3.1. To prove Lemma 3.2, we adapt the proof of Lemma 3.1 by noting
, and so on. Here we set r ± = r ± (t − s) (see Sections 3.2-3.4 below).
3.1. Proof of (3.1). Let r > 0. Using the obvious pointwise estimate
we immediately get
Thus we need to show
Define the two sets D 1 , D 2 by
In what follows, we will estimate
We assume t > r, since otherwise D 1 = ∅. We further write χ D1 = χ D11 + χ D12 , where
and applying the transformation τ = s + ρ, σ = s − ρ, we have
Meanwhile, we can check that
Indeed, if r > t/2 and r > 1, we easily see this inequality by r ≥ C t+r ; otherwise, we can use t + r − |t − r| ≤ 2r and |t − r| ≥ C(t + r). Putting (3.11) and (3.12)
together, we get
We
Now suppose r > t/2 and r > 1 first. Then we see RHS of (3.14)
If, on the other hand, r ≤ t/2 or r ≤ 1, RHS of (3.14)
Thus we have shown
Together with (3.13), we obtain
3.2. Proof of (3.2). We set
for brevity. Then we have
(3.15)
In order to estimate this integral, we note that
Here the first inequality is a consequence of |t − r| − s ≤ |t − r − s| = |r − |. 
As for the second part, we estimate it as
Since µ has chosen so that (1.24) holds, we see
Therefore, for example,
All the terms other than the last term of (3.16) can be treated similarly, and we find that they are bounded by a constant. Finally, using (3.17) again, we obtain 
3.3. Proof of (3.3). We assume 0 < r < 1 throughout the proof of (3.3). To cancel out the unbounded factor r −1 , we begin with
Firstly, let us consider the simpler part, the first integral of the last expression.
Since r + + r − = 2r, we have
Using t ≤ s + r + , we see that
Thus we obtain the desired estimate by (3.17).
We turn to the remaining part of (3.18) next. Noting that |r + − |r − || ≤ 2r, we obtain 1 r
where we set
Now we use the weighted norms as bofore, and see that RHS of (3.19)
In what follows, we will show that
We may assume t ≥ 1, because otherwise (3.20) is easy (recall that we are assuming 0 < r < 1). Note that the region r − ≥ 0 is included in t − 1 < s < t. Therefore,
When r − < 0, we see that the coefficients of s in r θ = (2θ − 1)r + t − s and s − r θ = 2s + (1 − 2θ)r − t are independent of θ. Thus we estimate the integral over the region r − < 0 as
by (3.17), the integrals above are bounded by a constant. We have finished the proof of (3.3).
3.4. Proof of (3.4). We follow the same process as before.
Both of integrands |r
± |w 1 (s, |r ± |) −1 can be treated similarly. We only show the estimate of the second part. We note that t − r ≤ s + |r − | and get
Proof of Theorem 1.3
We start this section by explaining some additional notation used in this section.
It is necessary to define the norm for 1 ≤ p, q < ∞
with an obvious modification for p = ∞ v(·) ∞,q := sup
where r = |x|, ω ∈ S n−1 . These types of norms have been effectively used for the existence theory of solutions to fully nonlinear wave equations in [21] , [22] . Let N be a nonnegative integer and Ψ a characteristic function of a set of R n . We define the norm We find solutions to the Cauchy problem to the system of wave equations
with initial data (1.2) by iteration. For any T > 0, ε > 0, and (f, g), (f ,g) satisfying (1.25)-(1.27), let us define the set of functions
where |D| := √ −∆. Denote by u 0 and v 0 the solutions to ∂ below that (u 0 , v 0 ) ∈ Z. Therefore, the set Z is nonempty. Let us define the sequence {(u m , v m )} inductively by solving
with initial data
It is obvious from the discussion below that this is a well-defined sequence in Z.
Using the quantity defined as
For the constant C 0 , see (4.4) below. The set Z(2C 0 M ε) is complete with respect
Let us first recall how to bound (Γ
|α| ≤ 2; see, e.g., Section 4 of [12] . We will rewrite them in terms of εf , εg, εf , and εg, and obtain for 0 < ε < 1
We like to put off the proof of this bound until the end of this section, and see how it is useful in the iteration argument. The crucial point in the proof of Theorem 1.3 is to prove the following.
Proposition 4.1. For |α| ≤ 2 and 0 ≤ j ≤ n, the following estimates hold:
Here, C denotes a positive constant independent of m and T .
For the proof of this proposition, we use several inequalities.
holds for all λ > 0, where s(q) := 1/2 − 1/q.
Proof. See Theorem 2.10 of Li and Zhou [22] . See also Section 4 of [12] where a different proof is given.
holds. Here χ 1 denotes the characteristic function of the set {x ∈ R n : |x| <
Proof. See Theorem 2.9 of Li and Zhou [22] .
holds, where p is defined as
(2) If σ satisfies 1/2 < 1 − σ < n/2, then the solution u to the inhomogeneous wave
Here p 1 and p 2 are defined as
The functions χ 1 and χ 2 denote the characteristic functions of {x ∈ R n : |x| < (1 + τ )/2} and {x ∈ R n : |x| > (1 + τ )/2}, respectively. The solution u also satisfies
Proof. The inequality (4.6) is an immediate consequence of Trace Lemma (see [13] for n ≥ 3 and [4] for n ≥ 2) and the Sobolev embedding on the unit sphere S n−1 . The inequality (4.7) is also a direct consequence of the standard Sobolev
, (4.6) and the standard duality argument. For details, see the proof of Theorem 2.11 of Li and Zhou [22] .
The inequality (4.8) is the standard estimate. 
Here C j,k l denotes a constant depending on j, k, and l.
Proof. We can verify these relations by direct computations.
Remark 4.6. In particular, we see by this proposition
This fact will be employed in (4.16) below.
Proof of Proposition 4.1. We drop the subscript m − 1 until the last step of the proof. We also note that, in what follows, the functions χ 1 and χ 2 denote the characteristic functions of {x ∈ R n : |x| < (1+τ )/2} and {x ∈ R n : |x| > (1+τ )/2}, respectively.
In view of (4.7) with σ = 1/4 and (4.8), our task is to bound v(τ, ·) 2 Γ,2,2 , (∂ t u(τ, ·)) 2 Γ,2,p1,χ1 , and (∂ t u(τ, ·)) 2 Γ,2,1,p2,χ2 , where
.
Let us start with the estimate of v(τ, ·) 2 Γ,2,2 . We carry it out by dealing with v(τ, ·) 2 Γ,2,2,χ1 and v(τ, ·) 2 Γ,2,2,χ2 , separately.
Estimate of v(τ, ·)
2 Γ,2,2,χ1 . Define p * and p 3 as 1/p * = 1/2 − 1/(4n) and 1/2 = 1/p 3 + 1/p * , respectively. Using the Hölder inequality, (4.5), and the Sobolev
Here, we have used −n(1/p
Estimate of v(τ, ·) 2 Γ,2,2,χ2 . We use the Hölder inequality, the Sobolev embedding on S n−1 , and Proposition 4.2 to get |α|≤|β| |α|+|β|≤2
. (4.10)
We have finished the estimate of v(τ ) 2 Γ,2,2 .
Estimate of (∂ t u(τ )) 2 Γ,2,p1,χ1 . Recall 1/p 1 = 1/2 + 3/(4n). Using the Hölder inequality and (4.5), we get
Moreover, we also obtain
Here, we have used −2n(1/2 − 1/(2p 1 )) = −n/2 + 3/4.
Estimate of (∂ t u(τ )) 2 Γ,2,1,p2,χ2 . Recall 1/p 2 = 1/2 + 1/(4(n − 1)). Using the Hölder inequality and then the Sobolev embedding on S n−1 , we get
We also have by the Sobolev embedding on S n−1 14) which, together with (4.13), implies for σ = 1/4
By (4.9)-(4.15), together with Remark 4.6, we have shown for |α| ≤ 2,
We also note that
Hence we have obtained
for positive constants C 0 ,C independent of m, T .
In the same way, we get
for a constantĈ > 0 independent of m, T .
If we choose T and ε so that
may hold, then it follows from the standard argument that {(u m , v m )} converges to the limit in Z(T, ε, f, g,f,g), which means that for any ε with 0 < ε < min{1, 1/(CC 0 M ), 1/(4ĈC 0 M )}, the Cauchy problem (4.2) with initial data (
Uniqueness of solutions in Z(T ε , ε, f, g,f,g) follows from essentially the same argument. We have finished the proof.
Proof of (4.4). We follow the argument of Section 4 of [12] . We know for |α| ≤ 2
n ; see (4.9)-(4.10) of [12] . Thus we have for
Using the 1st equation of (4.3), we get for |a| ≤ 1 20) where 1/p * = 1/2 − 1/(4n). Moreover, we get for j = 1, . . . , n |a|≤2
where, as in (4.20), we have proceeded for |b| = 1
and dealt with
We also obtain for |a| ≤ 2
where we have handled x bg 4n (|b| = 1) as
respectively. Summing up, we have obtained
We next prove the estimate related to v m (0). As in (4.17)-(4.19), we get for |α| ≤ 2 We remark that we have dealt with |D| −3/4 (x a ∂ i ∂ jf ) 2 (|a| = 1) as
The 3rd term on the right-hand side of (4.22) is treated as, for |a| ≤ 2, Since the term |D| 1/4 (x a ✷v m (0)) 2 (|a| ≤ 2) can be treated as The 2nd term on the right-hand side of (4.23) is treated as, for |b| ≤ 1, 24) where, as in (4.11) above, p 1 is defined as 1/p 1 = 1/2 + 3/(4n). Similarly, the 3rd term on the right-hand side of (4.23) is treated as, for j = 1, . . . , n, We have finished the proof of (4.4).
