We consider percolation problems on regular trees and some pre-fractal graphs.
§1. Introduction and Results
Central limit theorems (CLT's) for percolation problems have been studied by many authors (see Grimmett [2] §11.6). For Bernoulli bond percolation problem on Z d (d ≥ 2), Zhang [9] proved a CLT for the number of open clusters in a finite box for all p ∈ (0, 1), that is, including the case p = p c (Z d ). His proof is based on McLeish's martingale CLT [5] . Using this method together with the ergodic theorem, Penrose [6] proved a general CLT which can be applied to several models. In this note, by using the argument in [9] we study a CLT for percolation problems on regular trees and Sierpiński carpet lattices, where the ergodic theorem is not available. §1. 1 
. Bernoulli bond percolation
Let G = (V, E) be an infinite connected graph. We fix an arbitrary point as the origin. Each bond e ∈ E is independently declared to be open with probability p and closed with probability 1−p. We denote the Bernoulli measure on {open, closed} E by P p . The expectation, the variance and the covariance relative to P p are denoted by E p , var p and cov p , respectively. The open cluster containing the origin is denoted by C. The percolation probability θ(p) = P p (|C| = ∞) is an increasing function in p, where |C| denotes the number of vertices in C. We define the critical probability p c (G) = sup{p; θ(p) = 0}. We fix an increasing sequence {B(n)} of finite regions containing the origin. Let
where C n (x) = {y ∈ B(n); there is an open path in B(n) from x to y}. In other words, when we regard isolated points as clusters, we denote the number of open clusters in B(n) by K n . Otherwise we denote it byK n . We say that the central limit theorem holds for {f n } if 
For any p ∈ (0, 1), the central limit theorems for {K n } and {K n } hold.
Some remarks are in order. We note that the CLT for {K n } follows from the CLT for i.i.d. sequences, using the geometry of trees: we can see that
where || · || denotes the number of the bonds. It is well-known that there are infinitely many infinite clusters when p > p c (T d ) (see e.g. [3] ) while the uniqueness of the infinite cluster plays an important role in [9] . But we do not need the uniqueness for proving the CLT, due to the geometric character of trees. We can obtain the CLT for the number of open clusters in Bernoulli site percolation by a similar proof as forK n . Our proof is valid for trees for which we can verify (2.3) and (2.4), e.g. trees of bounded degree.
there exists a unique compact set
This is called a generalized Sierpiński carpet.
Sierpiński carpet lattices. Hereafter we assume that (0, 0) ∈ T and K T is connected. Let
where | · | denotes the usual Euclidean norm. The graph G T = (V T , E T ) which is defined by
is called the Sierpiński carpet lattice corresponding to K T .
We consider the bond percolation on G T . Shinoda [7] obtained a sufficient condition for T to satisfy p c (G T ) < 1. However, since G T is in general not periodic, it is difficult to know further properties, e.g. whether the infinite cluster is unique or not.
Example 1.
When L = 3 and T = T 3 \ {(1, 1)}, K T is the Sierpiński carpet. We call corresponding G T the pre-Sierpiński carpet (see Figure 1) . It is known that p c (G T ) < 1 (see below). Using the rescaling argument in [1] , which can be applied to higher dimensional cases, Wu [8] proved the uniqueness of the infinite cluster when p is sufficiently close to 1. Here we treat a class of planar Sierpiński carpet lattices, which was considered by Kumagai [4] . We consider the following conditions for T ⊂ T L :
We consider sponge percolation problems on G T . Hereafter we sometimes omit T and we write G n also for the graph congruent to the "original" [l,m] be the rectangle which is defined by placing m G n 's horizontally and l G n 's vertically. We also consider a dual graph G * n, [l,m] of G n, [l,m] (see Figures 2 and 3 . The precise definition is found in [4] ). We define the following crossing probabilities; Figure 2 . Sponge G 2, [2, 3] . [1, 1] . [m,l] (p) = 1. We define the following critical points;
which is important for studying the critical regime. It is noted in [4] 
We assume that T satisfies (1.1), (1.2) and (1.
3). We consider Bernoulli bond percolation on a Sierpiński carpet lattice
exists and
(ii) We can prove the CLT for
We remark that similar results can be proved for {K n }. Our proof of the above CLT for p ∈ (0, p s ) is based on the fact that Q n, [1, 3] (p) → 0 as n → ∞ (see §3.3). Even if T does not satisfy (1.1), (1.2) or (1.3), we obtain the CLT for p when we can show that suitable analogues of Q n, [1, 3] (p) → 0 as n → ∞. We give some examples.
T is the Sierpiński gasket. We call corresponding G T (a variant of) the pre-Sierpiński gasket. Since K T is a finitely-ramified fractal, it is easily checked that p c (G T ) = 1. Since T has a reflection symmetry and Q n, [1, 3] (p) → 0 as n → ∞, we can prove the CLT for p ∈ (0, 1) by using the argument in §3.3. 
Since T is anisotropic, we have to consider both left-right and top-bottom crossing probabilities. While K T is an infinitely-ramified fractal, it is known that these crossing probabilities tend to zero as n → ∞ ( [4, 7] ). Thus we can obtain the CLT for p ∈ (0, 1).
§2. Proof for Regular Trees
Our proof is based on the argument in [9] . We enumerate the elements of E d as e 1 , e 2 , . . . according to the following rule:
1) If m < n, then for any e i ∈ A(m) and e j ∈ A(n) we have i < j.
2) For any i, {e 1 , e 2 , . . . , e i } is connected.
Noting that f n depends only on the first q n coordinates, we can write
Since ∆ k,n (ω) is F k -measurable, we regard ∆ k,n (ω) as a function of the first k coordinates of ω. We have
where α ∈ {0, 1} and
We will check that {X k,n } satisfy the conditions of McLeish's martingale
Here p −→ denotes the convergence in probability. To verify the conditions (a) and (b), it is sufficient to check (2.2) and (2.3):
To prove (c), we have only to show that
thanks to ( 2.3) . This says that the weak law of large numbers for {∆ 2 k,n } implies the central limit theorem for {X k,n }.
Proof of Theorem 1.1. We consider the case f n =K n only. Since { } in RHS of (2.1) is the difference ofK n caused by changing only the state of e k , we can see that |δ kKn | ≤ 1 and |∆ k,n | ≤ 1, which proves (2.2).
Next we prove (2.3). Fix an integer k ∈ {1, 2, . . . , q n }. We denote the set of the indices of edges which contain at least one endpoint of e k by N (e k ). Let
Noting that T d has no cycles and {e 1 , . . . , e k } is connected, we can see that
Thus we have
Finally we verify (2.4). We write e = x 1 (e), We prepare some notations. In the same way as in §2, we define 
contains some of border points of G m } (see Figure 4) . We often use the following facts.
Lemma 3.1. 
Dividing by q n ≡ ||B(n)|| and using Lemma 3.1 (i), we can see that
This implies the existence of the limit of
It follows from Chebyshev's inequality and Lemma 3.1 (i) that
By Borel-Cantelli's lemma, we can show the almost sure convergence of K n /q n .
§3.2. Proof of Theorem 1.2 (ii): preliminary
We quote some results in [4] , which we need later.
(ii) When p < p s , there exist n 0 ∈ N, θ < 1 and C > 0 such that
which also holds for dual crossing probabilities.
We can easily check the condition (2.2) for f n = K n orK n as in §2. While we can verify (2.3) for K n by using the FKG inequality as in [9] , we cannot apply this method toK n . So we prove (2.3) forK n by the same argument as in §2. Fix an integer k ∈ {1, 2, . . . , q n }. LetN (e k ) = {i ∈ {1, 2, . . . , q n }; e i ∈ E T n \ N (e k ) and e i ∩ e j = ∅ for some j ∈ N (e k )}. Note that ||N (e k )|| ≤ 7 and ||N (e k )|| ≤ 16. We modify the definitions of D(k) and D (k):
Now we can prove (2.3) forK n along the same line as in §2. The condition (2.4) will be checked in §3. 3-3.5 . We shall give a proof only for K n . Almost the same proof works forK n . 
(see Figure 5 ). The (inner) boundary ofḠ Noting that P p (D(e, m, n) ) ≤ 4Q m, [1, 3] , we can see the following by Lemma 3.2 (ii).
Lemma 3.3.
If p < p s , then for given ε > 0 we can take a sufficiently large m 0 such that P p (D(e, m, n) ) ≤ ε for all n > m ≥ m 0 and e ∈ E T n . Now we prove Theorem 1.2 (ii) for p < p s . We shall verify (2.4). Fix ε > 0. We take sufficiently large m so that the statement of Lemma 3.3 holds. Let
Noting that |∆ k,n | ≤ 1 and
Next we show that E p (S 2 II ) → 0 as n → ∞. To this end, we shall prove ∆ i,n depends on the states of the edges inḠ T m,n (e i ), so that ∆ i,n and ∆ j,n are independent if ||x m (e i ) − x m (e j )|| ∞ > 3. We split D(e i , m, n) c into two disjoint events: This completes the proof.
