Abstract--This paper presents modelling and analysis of discrete-time multiserver finite-buffer queue with general interaxrival and geometric service time. Using the supplementary variable technique, and considering the remaining interarrival time as a supplementary variable, two variants of this model, namely the late arrival system with delayed access (LAS-DA) and early arrival system (EAS), have been examined. For both the cases, steady-state system length distributions at arbitrary, prearrival, and outside observer's observation epochs have been obtained. Further, the waiting time distribution in the queue is also discussed. Various performance measures such as probability of loss, average number of busy servers and average waiting time in the queue etc. have been presented. It is hoped that the results obtained in this paper may provide useful information to designers of telecommunication systems, practitioners, and others. (~)
INTRODUCTION
In recent years, discrete-time queues have gained importance due to its applicability in the performance analysis of telecommunication systems based on Broadband Integrated Services Digital Network (B-ISDN), which is intended for transfer of video, voice, and data communication through a common medium. A detailed discussion and its applications can be found at sev-*Author to whom all correspondence should be addressed. The authors are thankful to the anonymous referees for their valuable comments and suggestions which have led to the presentation of this paper in its current form. eral places, see, e.g., books by Bruneel and Kim [1] and Woodward [2] . In such queues, arrivals/departures of packets (customers) occur around slot boundaries. Usually, there are two models in discrete-time queues (i) late arrival system with delayed access (LAS-DA), and (ii) early arrival system (EAS), which are also known as arrival first (AF) and departure first (DF) policies, respectively, and both have potential applications.
The detailed discussion about these concepts have been explained in the past at several places, see, e.g., [3] [4] [5] [6] [7] .
In past, several authors have analyzed infinite (finite) buffer single server queues of the Geom/G /1 and GI/Geom/1 types with single (bulk) arrival under LAS-DA and EAS setups, see [4] and references therein. However, very little seems to have been done on multiserver queues. It may be mentioned here that the modelling of discrete-time multiserver queues is more involved and quite different than the corresponding continuous time queues. Earliest work on the discrete-time mukiserver queue is due to Chan and Man [8] wherein they discussed the GI/Geom/m queue with EAS and obtained the distribution of number of customers in the system only at a prearrival epoch by using the imbedded Markov chain technique (IMCT). Recently, Chaudhry and Gupta [9] have carried out a detailed analysis (including numerical aspects) of the GI/Geom/m queue and obtained the state probabilities at prearrival, arbitrary, and outside observer's observation epochs. The performance analysis and optimal control of multiserver Oeo/Geo/c queue have been discussed by Artalejo et al. [10] . The analysis of multiserver queue with batch arrivals: GeomX/Geom/c has been carried out by Rubin and Zhang [11] . Furthermore, Chaudhry et al. [t2] have carried out analytic and numerical analysis of the more complex model: GIX/Geom/m. In this connection, see also the paper by Wittevrongel et al. [13] . However, the finite-buffer queues are more realistic and useful in various applications mentioned above. It is seen that not much has been done on the multiserver queues with finite-buffer. In a special case, when there is no waiting place, i.e., OI/Geom/m/m queue (discrete version of Erlang loss model), Chaudhry and Oupta [14] obtained the distribution of number of busy channels at various epochs under LAS-DA and EAS setups.
In this paper, we carry out analysis of the discrete-time multiserver finite-buffer: GI/Geom/m /N queue with LAS-DA and EAS. Using the supplementary variable technique with remaining interarrival time as supplementary variable, we develop a reeursive procedure for computation of steady-state system length distributions at prearrival, arbitrary, and outside observer's observation epochs. F~rthermore, we also obtain the distribution of the actual waiting time in the queue of a customer for both LAS-DA and EAS under FCFS queuing discipline. Various performance measures such as expected number of busy server, probability that customer has to wait, probability of blocking, average system (queue) length etc. are discussed.
It may be remarked here that, recently, Chaudhry et al. [15] have analyzed this queue with early arrival system only. They first use imbedded Markov chain technique to compute the state probabilities at prearrival epochs and then using the relations between state probabilities at arbitrary and prearrival epochs, they evaluate the former. However, in this paper, we discuss both LAS-DA and EAS models as the former is more suitable in various applications arising in computer communication systems, [7, p. 4] , than the later one. Moreover, results of EAS model have been obtained from those of LAS-DA model The recursive procedure developed here for computation of state probabilities at various epochs is simple and easy to implement. One may note that the disadvantage of using IMCT is that first one needs to evaluate one-step transition probabilities and then system of equations has to be solved to get state probabiIities at prearrival epoch. The evaluation of expressions of one-step transition probabilities are not simple as the quantities are complex and more involved. Whereas in our method, we do not have to evaluate the transition probabilities, rather, we just need probability generating function of interarrival time distributions and its n TM derivatives which can be easily obtained. The advantage of using the recursive method is that it is easy to program and requires less memory. Section 2 of this paper describes the model description of GI/Geom/m/N queue. The LAS-DA and EAS models have been discussed in Sections 2.1 and 2.2, respectively. Outside observer's distributions have been discussed in Section 3. The waiting time analysis of LAS-DA and EAS have been carried out in Sections 4.1 and 4.2, respectively, of Section 4. The system performance measures are discussed in Section 5. In Section 6, the numerical aspects of these models have been presented. An algorithm for computing state probabilities is also given in the Appendix.
THE

GI/GEOM/m/N
QUEUE-MODEL DESCRIPTION
We consider a discrete-time multiserver queue with system capacity of size N. It is assumed that the time is slotted into intervals of equal length with the length of a slot being unity. To be more specific, let the time axis be marked by 0, 1, 2,...,t,... and assume that customers are served according to a first-come-first-served (FCFS) discipline. In this case, potential arrivals occur in (t-, t) and potential departures occur in (t, t+). The various time epochs at which events occur are depicted in Figure 1 .
The state of the system just before a potential arrival (at t-) is described by two variables:
the number of customers in the system (Nt-) and the remaining interarrival time for the next arrival (Ut-). Let In steady state, let 
u=0 u=0
The probability of n customers in the system at beginning of the slot (P~) can be obtained from P~ (u) and is given by 
(z) {PN-I(O)c (O/N -1) + PN(O)c(O/N)} -PN(O)c (O/N). (9)
Adding (6) to (9), we obtain To obtain the probability distributions of number of customers in the system at prearrival (Pn) and arbitrary (P~) epochs, we first evaluate P~(0) (0 < n < N) from (6) to (9) in the following manner.
Setting z = 1 and z = e(O/N) in (9), we get, respectively, and
PN(O) = {1 -c(O/N)}A(c(O/N)) -4( OTN-T -PN
(ii)
-c(O/N) D PN-(0) .= -CEG /--~'~__ ~ .r N .
(12)
Further, setting z = c(O/i) in (7), we obtain
where P*(c(O/n)), i = N, N -1,..., 2 and n --m, m -1,..., 1, appearing in (13) and (14) can be obtained from (9) to (7) in the following way. (9) to (7) w.r.t, z and setting z = c(O/m). Differentiating (9) w.r.t, z, n (= N -m) times, we have (15) Differentiating (8) w.r.t, z, n (= k -m) times, we obtain
First, we obtain P* (c(O/m)) (i = N, N-1,..., m+ 1) by differentiating from
Differentiating (7) w.r.t, z, n (= i -m) times, we get
where (16) and (17) can be obtained by setting z = c(O/m) in (15) to (17) . Thus, we have (13) and (14) can be obtained from (9) to (7) 
P~ (c (O/N)) -
j=i As Pn(0) (0 < n < N) are known from (11) to (14) in terms of PN, we can obtain the prearrival epoch probabilities P~-(0 < n < N) using
P.(o) _ ~Pn(O).
(24)
It may be noted that to evaluate P~-from (24) we do not require the value of PN, since it cancels out in the numerator and denominator of RHS of (24). Now, we obtain arbitrary epoch probabilities (P,~) from (6) to (9) . Setting z = 1 in (8) and (7), respectively, we obtain
Finally to obtain Po, differentiate (6) w.r.t, z and set z = 1, thus, 
j=l where PRO)(1) (1 _< j _< m) can be obtained recursively from (9) to (7) by differentiating them w.r.t, z and setting z = 1. Such reeursive relations are given by
Thus, Pn (0 < n < N) are known from (25) to (27) in terms of PN, which is obtained using the N p~ _ normalization condition ~=o ~ 1. This completes the analysis of LAS-DA model and below we consider analysis of EAS model.
The GI/Geom/m/N Queue with EAS
In this case, a potential arrival occurs in the interval (t, t+) and a potential departure occurs in the interval (t-, t). The various time epochs at which events occur are depicted in Figure 2 .
In this case, the state of the system just before a potential arrival (at t) is described by two variables: the number of customers in the system (Nt) and the remaining interarrival time for the next arrival (Ut). Let 
It may be noted that the prearrival epoch probabilities (Q~-, 0 < i < N) can be determined from the relations between Q~-and P( of the systems EAS and LAS-DA, respectively, and which are given by
The above relations are obtained by considering the interval (t-, t) in Figure 2 and the definitions of Q~-and P~-. Since there are either departure or no departure in this interval, (39) and (40) follow using probabilistic arguments.
The values Q,~(0) (0 < n < N) which will be used later to obtain arbitrary epoch probabilities, can be obtained using Q~ = aQn(O). Now the arbitrary epoch probabilities are obtained by setting z = 1 in (37) and (36), respectively. These are given as 
Qjc(J-i/J)-EQj(O)c(J-i/J)+ E Qj(O)c(j-i+l/j+l) , (42)
Qi
Q.(1)/~, {A0)(1) {QN-I(O)c(O/N) + QN(O)c(O/N)} --QN~, ~ (44) N ~1) = 1 -c(O/N)
Q~(1)(1) = 1 -c(O/k) Q~(1)(1)c(j -k/j) + A(1)(1)QN(O)c(N -k/N) (y=k+l
N-1 } (45) +A(1)(1) E Oj(O)c(j-k + l/j + l)-Qk , j=k--1 k = N-1,N- 2,
...,N-m + I,N-m, Q~.(1~(1) = 1 -c(o/ i )l tJ =~÷1 O~(1)(1)c(j_i/j)_Q~+A(~)(1) j=~-i ~ Qj(O)c(j-i+l/j+l) , (46)
Thus, Qn (0 < n < N) are known from (41) to (43) in terms of QN, which is obtained using the N normalization condition ~n=o Q,~ = 1. One may note here that, we have also solved the EAS model independently using the procedure discussed for LAS-DA system. The details are omitted here, however, it can be obtained from the authors.
OUTSIDE OBSERVER'S DISTRIBUTION
Since an outside observer's distribution plays an important role in evaluating performance measures, its discussion seems to important. For example, in order to use Little's rule to get average waiting time in system (queue), average number of customers in the system (queue) at outside observer's observation epoch is needed.
In LAS-DA, since an outside observer's observation epoch falls in a time interval after a potential departure and before a potential arrival, the probability po (0 < n < N) that outside observer sees n customers in the system is the same as Pn (0 < n < N). Hence, Pn ° = P~, 0 < n < N.
In EAS, since an outside observer's observation epoch falls in a time interval after a potential arrival and before a potential departure, the probability Qo n that the outside observer sees n (0 ___ n <_ N) customers in the system is given by
The outside observer's distributions in LAS-DA and EAS have been obtained by considering arbitrary and outside observer's observation epoch in Figures 1 and 2 , respectively. Now, solving for Qo (0 < n < N), we obtain 
WAITING TIME (IN QUEUE)
In this section, we obtain actual waiting time (measured in slots) distribution of a customer in the queue under FCFS discipline for both LAS-DA and EAS.
Let us define the random variable Tq as "time spent waiting in the queue" of an arrival and the corresponding p.m.f, is w~ = P (Tq = k), k > O. Since an arrival is allowed to join the system, if prior to an arrival it may observe the system in state i E I where I = {0, 1, 2,..., N -1}. Let /5i (Tq > k) be the conditional probability of the event Tq > k, given that an arrival finds i (i > m) customers in the system, i.e., arrival finds all the servers busy.
Waiting Time in LAS-DA System
An arriving customer may observe the system in any one of the following two cases. is the probability that during (k + 1) slots after the arrival of a customer there will not occur more than (i -m) departures in the system. Then, consequently, we obtain
Therefore,
wk= P(Tq > k-1)-P(Tq > k), k>l, and wo = l-P(Tq > l).
The average waiting time in the queue is given by
Waiting Time in EAS System
Here also an arriving customer may observe the system in any one of the following two cases. customers in the system. Therefore, the probability of an arriving customer will have to wait greater than k (> 0) slots is
is the probability that during k slots after the arrival of a customer there will not occur more than (i -m) departures in the system. Then, consequently, we obtain
The average waiting time in the queue is given by oo k=O 1
-Q~
and wo = l -P (Tq > 1).
PERFORMANCE MEASURES
As the system length distributions at various epochs are known, the performance measures such as the average number of customers in the system (queue) at an arbitrary epoch L (Lq), average waiting time in the system (queue) W (Wq), the probability of loss (PBL), the probability that a customer has to wait (~), expected number of busy server E(BS), for LAS-DA system are given by
L=EnP, , Lq= E(n-m)P~, PBL=P;, 7r= E P:' E(BS)=EnPn"
n=l n=ra n=ra n=l It may be noted that to obtain the average waiting time in the system (queue) W (Wq), we can use either Little's rule or distribution of actual waiting time (see Section 4). However, to use the Little's rule, we need to evaluate L and Lq at outside observer's observation epoch. They are denoted by L ° and L°q, respectively. As, P~ = po (0 < n < N), we have
where A' = (1 -Pg)/a is the effective arrival rate. Similarly, the system performance measures for EAS system at arbitrary epoch are denoted by L', L~, E(BS') and they are given by
Again to obtain average waiting time in the system (queue), we need to evaluate L' and Lq at outside observer's observation epoch. They are given by
where A' = (1 -Qg)/a is the effective arrival rate. 
NUMERICAL
RESULTS
We have carried out extensive numerical work for both the models with a variety of interarrival time distributions viz. geometric, arbitrary, and deterministic. During the computational work, a number of tables were produced but only a few of them are appended here in form of self-explanatory tables. All the computation have been carried out on Pentium III PC in long double precision and no difficulty was encountered. The numerical results of EAS system were matched with those obtained by Chaudhry et al. [15] and matching was found perfect. In special case such as GI/Geom/m/m (when N = m, the model reduces to discrete version of Erlang loss formula), the results were also matched against those given in [14] . The results for GI/Geom/9/19 queue when interarrival time is arbitrarily distributed with a3 = 0.3, a5 = 0.7, a = 4.4 in LAS-DA and EAS are given in Tables 1 and 2 , respectively. Various performance measures such as average system (queue) length, average waiting time in the system (queue), probability of blocking, expected number of busy servers and the probability that a customer has to wait are given at the bottom of the tables. One may note here that notations used in the tables to represent various performance measures are the same as those given in the text. The waiting time distributions are also given separately in respective tables. One can observe that mean waiting time in the system (queue) given in the tables and obtained using Little's rule is approximately same as the one obtained using the waiting time probability distribution as it should be. This confirms the validity of our analytic results on waiting time distributions. Now we present effect of certain model parameters on performance measures graphically. In Figure 3 , we have plotted the mean waiting time in the queue (Wq) against the traffic load (p)
for various values of m, assuming a deterministic arrival process with mean a = 4. It can be seen that Wq in EAS is slightly more as compared to W a in LAS-DA irrespective for m and p. Further for all m as traffic load increases Wq also increases but it is smaller in multiserver queue as compared to single server queue. Figure 4 depicts the effect of service rate (#) on loss probability (PBL t) in case of EAS model. Without loss of generality, the arrival rate is assumed A = 0.8. It can be seen that the loss probability monotonically decreases to zero as service rate increases. However, for fixed m, there is no effect of increasing the service rate on loss probability beyond a certain level of #. For example, when m = 3 the loss probability approaches to zero for # = 0.3. Effect of queue size (N -m) on the loss probability (PBL) for different values of m is displayed in Figure 5 for LAS-DA system with a = 3 and # = 0.1. One may observe that for fixed m, loss probability slowly decreases as queue size increases and then it becomes almost static. That is loss probability cannot be further reduced by increasing the queue size beyond a certain level. However, as number of servers are increased, the PBL reduces considerably.
CONCLUSION
This paper presents a complete analysis of finite-buffer discrete-time muitiserver queues for both LAS-DA and EAS models. The analysis of more complex model such as batch arrival multiserver queue: GI x/Geom/m/N with partial and total batch rejection can also be investigated using the procedure discussed in this paper. Further, it will be more interesting to investigate the model D-BMAP/Geom/m/N queue using the matrix analytic method developed by Neuts [16, 17] .
APPENDIX ALGORITHM FOR COMPUTING STATE PROBABILITIES IN LAS-DA AND EAS
Step 1: Set PN = 1.
Step 2 
