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Prevention of blowup via Neumann heat kernel
Xin Yang and Zhengfang Zhou
Abstract
Consider the heat equation ut −∆u = 0 on a bounded C
2 domain Ω in Rn(n ≥ 2) with any
positive initial data. If a superlinear radiation law ∂u
∂n
= uq with q > 1 is imposed on a partial
boundary Γ1 ⊆ ∂Ω which has a positive surface area, then it has been known that the solution u
blows up in finite time. However, if the partial boundary, on which the superlinear radiation law
is prescribed, is shrinking and is denoted as Γ1,t at time t, then the solution may exist globally
as long as the surface area |Γ1,t| of Γ1,t decays fast enough. This paper asks the question that
how fast should |Γ1,t| decay in order to have a bounded global solution? This question is of
significant importance in realistic situations, such as the temperature control within a certain safe
range. By taking advantage of the Neumann heat kernel, we conclude that a polynomial decay
|Γ1,t| ∼ |Γ1|(1 + Ct)
−β with any β > n− 1 suffices to ensure a bounded global solution.
1 Introduction
1.1 Historical works
Since the pioneering papers by Kaplan [16] and Fujita [9], the blow-up phenomenon of parabolic
equations has been extensive studied in the literature for the Cauchy problems as well as the boundary
value problems. We refer the readers to the surveys [3,19], the books [10,31] and the references therein.
One of the typical problems is the heat equation with Neumann boundary conditions in a bounded
domain Ω of Rn: 

(∂t −∆x)u(x, t) = 0 in Ω× (0, T ],
∂u(x, t)
∂n(x)
= F
(
u(x, t)
)
on ∂Ω× (0, T ],
u(x, 0) = ψ(x) in Ω,
(1.1)
where ∂u∂n denotes the exterior normal derivative and F is a smooth function. This equation is used to
model the heat conduction problem with a radiation law prescribed on the boundary of the material
body. The local well-posedness of (1.1) has been studied very well (see e.g. [8, 17, 22, 23]). Moreover,
if F is bounded on R, then the local solution can be extended globally (see e.g. [23]). However, if F
is unbounded, then the finite time blowup of the local solution may occur (see e.g. [11,20,23,32,34]).
Similarly, people also studied more general parabolic equations and investigated whether there is finite
time blowup. Once the finite time blowup happens, it is of great importance to estimate the lifespan
(maximal existence time) of the solution. There has been developed various methods to deal with the
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upper bound of the lifespan (see [18] for a list of six methods). The lower bound estimate appeared
much later but also draw much attention recently (see e.g. [1, 2, 4, 6, 16, 21, 24–30, 33]). The main
approach in these works was the energy method.
As a more general consideration for the realistic problems, the radiation may only occur on a small
portion of the boundary. In other words, the nonlinear Neumann boundary condition ∂u∂n = F (u) may
be only imposed on a small partial boundary Γ1 $ ∂Ω, while ∂u∂n = 0 on the rest of the boundary
Γ2. Taking [35] as an example, it studied the disaster of the Space Shuttle Columbia, for which the
heat radiation only occured on partial boundary Γ1 (see Figure 1) due to the damage there. We refer
u: temperature
Γ1
ΩΓ2
Figure 1: Space Shuttle Columbia
the reader to that paper for the details of the background. Then it is natural to ask the following
questions.
(1) Will the finite time blowup still happen?
(2) If the finite time blowup occurs, then how does the lifespan depend on the size of Γ1?
In [35–37], the authors investigated these questions for F being a power function (see (1.2)) and they
quantified both upper and lower bounds of the lifespan in terms of the surface area of Γ1. Next, we
will briefly summarize their main results.
Let Ω be a bounded open subset in Rn (n ≥ 2) with C2 boundary ∂Ω. [35] studied the following
problem. 

ut(x, t) = ∆u(x, t) in Ω× (0, T ],
∂u(x, t)
∂n(x)
= uq(x, t) on Γ1 × (0, T ],
∂u(x, t)
∂n(x)
= 0 on Γ2 × (0, T ],
u(x, 0) = u0(x) in Ω,
(1.2)
where Γ1 and Γ2 are two disjoint open subsets of ∂Ω with Γ1 6= ∅, Γ1 ∪ Γ2 = ∂Ω, and
q > 1, u0 ∈ C
1(Ω), u0(x) ≥ 0, u0(x) 6≡ 0. (1.3)
In addition,
Γ˜ := Γ1 ∩ Γ2
is a common C1 boundary of Γ1 and Γ2. The normal derivative in (1.2) is understood in the following
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way: for any (x, t) ∈ ∂Ω× (0, T ],
∂u(x, t)
∂n(x)
:= lim
h→0+
(Du)(xh, t) ·
−→n (x), (1.4)
where −→n (x) denotes the exterior unit normal vector at x and xh := x−h
−→n (x) for x ∈ ∂Ω. According
to [35], a solution to (1.2) up to time T is defined as follows.
Definition 1.1. ( [35]) For T > 0, a solution to (1.2) on Ω× [0, T ] means a function u ∈ C2,1(Ω×
(0, T ]) ∩C(Ω× [0, T ]) which has the following two properties.
(1) u satisfies (1.2) pointwise in the classical sense.
(2) For any (x, t) ∈ Γ˜× (0, T ], ∂u∂n (x, t) exists and
∂u
∂n
(x, t) =
1
2
uq(x, t). (1.5)
Definition 1.2. ( [35]) The lifespan T ∗ of (1.2) is defined as
T ∗ := sup
{
T ≥ 0 : there exsits a solution to (1.2) on Ω× [0, T ]
}
.
A function is called a maximal solution to (1.2) if it solves (1.2) up to the lifespan T ∗.
Based on these definitions, [35] concluded that T ∗ is finite and positive as long as |Γ1| > 0, where
|Γ1| denotes the surface area of Γ1. In addition, there exists a unique nonnegative maximal solution
to (1.2). Moreover, if min
Ω
u0 > 0, then
T ∗ ≤
1
(q − 1)|Γ1|
∫
Ω
u
1−q
0 (x) dx. (1.6)
Later in [36], by denoting
M0 = max
x∈Ω
u0(x), (1.7)
it provides a lower bound for T ∗:
T ∗ ≥
C
q − 1
ln
(
1 + (2M0)
−4(q−1) |Γ1|
− 2
n−1
)
, (1.8)
where the constant C only depends on n and Ω. It is worth mentioning that the lower bound (1.8)
does not require the convexity assumption on the domain Ω, although this assumption was commonly
seen in the previous works addressing the lower bound estimate. Combining (1.6) and (1.8) together,
the asymptotic behavior of T ∗ on q is clear as q → 1+. That is:
T ∗ ∼
1
q − 1
as q → 1+.
But the asumptotic behavior of T ∗ on |Γ1| as |Γ1| → 0+ is far from satisfaction. In order to obtain
more precise characterization, [37] took advantage of the Neumann heat kernel to achieve the following
conclusion as |Γ1| → 0+.
• If n = 2, then
|Γ1|
−1 ln
(
|Γ1|
−1
)
. T ∗ . |Γ1|
−1. (1.9)
3
• If n ≥ 3, then
|Γ1|
− 1
n−1 . T ∗ . |Γ1|
−1. (1.10)
In the two dimensional case, up to a logarithmic order, the order of T ∗ is just |Γ1|−1. But in the
higher dimensional cases, it is still an open question about the sharp order of T ∗ on |Γ1| as |Γ1| → 0
+.
1.2 Current problem and main results
This paper focuses on a different aspect. In reality, the finite time blow-up is very dangerous, so rather
than estimaing the blow-up time, it may be more desirable to take actions to prevent the blow-up.
This paper will discuss one such possible way by repairing the heat radiation boundary. It turns out
that as long as the surface area of the heat radiation boundary is decaying at some polynomial order,
the temperature can be kept under a certain value (safe temperature).
Let Ω, Γ1 and Γ2 be the same as those in equation (1.2). Let Γ1,t and Γ2,t be two boundary parts
which are evolved from Γ1 and Γ2 at time t such that the following three properties hold.
(A) For any t ≥ 0, Γ1,t and Γ2,t are two disjoint relatively open subsets of ∂Ω. Moreover, Γ1,t and
Γ2,t share the common C
1 boundary Γ˜t, defined as in (1.11), such that ∂Ω = Γ1,t ∪ Γ2,t ∪ Γ˜t.
∂Γ1,t = ∂Γ2,t := Γ˜t. (1.11)
(B) There exists a continuous bijection Ψ : ∂Ω × [0,∞) → ∂Ω × [0,∞) such that for any t ≥ 0,
Ψ(Γ1 × {t}) = Γ1,t × {t}, Ψ(Γ2 × {t}) = Γ2,t × {t} and Ψ(Γ˜× {t}) = Γ˜t × {t}.
(C) Γ1,t is shrinking as t is increasing, namely Γ1,t1 ⊆ Γ1,t2 if t1 ≥ t2.
Example 1.3. Let Ω be the unit ball in Rn(n ≥ 2): Ω = {x ∈ Rn : |x| < 1}. For any point x in Rn,
Γ1,t
Γ2,t
Γ˜t
Ω
Figure 2: An Example of Γ1,t and Γ2,t
we write it as x = (x˜, xn), where x˜ ∈ Rn−1 and xn ∈ R. Define (see Figure 2)
Γ1,t =
{
(x˜, xn) : |x˜| < e
−t, xn =
√
1− |x˜|2
}
and
Γ2,t =
{
(x˜, xn) : e
−t < |x˜| < 1, xn =
√
1− |x˜|2
}⋃{
(x˜, xn) : |x˜| ≤ 1, xn = −
√
1− |x˜|2
}
.
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Then
∂Γ1,t = ∂Γ2,t =
{
(x˜, xn) : |x˜| = e
−t, xn =
√
1− |x˜|2
}
:= Γ˜t.
It is clear that all the assumptions (A), (B) and (C) are satisfied.
Based on the above notations, for any T > 0, we decompose the lateral boundary ∂Ω× (0, T ] into
three parts: S0,T , S1,T and S2,T .
S1,T = {(x, t) : t ∈ (0, T ], x ∈ Γ1,t},
S2,T = {(x, t) : t ∈ (0, T ], x ∈ Γ2,t},
S0,T = {(x, t) : t ∈ (0, T ], x ∈ Γ˜t}.
(1.12)
Then the problem (1.13) below will be studied.


ut(x, t) = ∆u(x, t) in Ω× (0, T ],
∂u(x, t)
∂n(x)
= uq(x, t) on S1,T ,
∂u(x, t)
∂n(x)
= 0 on S2,T ,
u(x, 0) = u0(x) in Ω.
(1.13)
We use |Γ1| and |Γ1,t| to denote the surface areas of Γ1 and Γ1,t respectively, that is,
|Γ1| =
∫
Γ1
dS(x) and |Γ1,t| =
∫
Γ1,t
dS(x),
where dS(x) means the surface integral with respect to the variable x. For convenience of notation,
we define
A(t) = |Γ1,t|. (1.14)
In this paper, it is assumed that A(t) = |Γ1|f(t), where f is a decreasing function from [0,∞)
to (0, 1] with f(0) = 1. Then we are asking how fast f(t) should decrease to prevent u blowing
up in finite time or to prevent u exceeding a certain value (say a safe temperature). Should f(t)
decay exponentially like f(t) ∼ |Γ1|e−Ct? Or should a polynomial decay like f(t) ∼ (1 + Ct)−β be
enough? If a polynomial decay suffices, then how large the decay power β is needed? We will answer
these questions in Theorem 1.7 and Theorem 1.8. Roughly speaking, a polynomial decay with power
β > n− 1 fulfills our expectations.
Similar to Definition 1.1 and Definition 1.2 for the problem (1.2), the local solution to (1.13) and
its lifespan are understood in the sense of Definition 1.4 and Definition 1.5.
Definition 1.4. For any T > 0, a solution to (1.13) on Ω × [0, T ] means a function u ∈ C2,1(Ω ×
(0, T ]) ∩C(Ω× [0, T ]) which has the following two properties.
(1) u satisfies (1.13) pointwise in the classical sense.
(2) For any (x, t) ∈ S0,T ,
∂u
∂n (x, t) exists and
∂u
∂n
(x, t) =
1
2
uq(x, t). (1.15)
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Definition 1.5. The lifespan T ∗ of (1.13) is defined as
T ∗ := sup
{
T ≥ 0 : there exsits a solution to (1.13) on Ω× [0, T ]
}
.
A function is called a maximal solution to (1.13) if it solves (1.13) up to the lifespan T ∗.
Throughout this paper, we defineM0 as in (1.7) to be the maximum of the initial data. In addition,
we denote M(t) to be the supremum of the solution u to (1.13) on Ω× [0, t]:
M(t) = sup
(x,τ)∈Ω×[0,t]
u(x, τ). (1.16)
Based on the proofs of Theorem 1.3 and Corollary 1.1 in [23], and Appendix B in [35], we are able to
derive the fundamental result on the existence and uniqueness of the solution to (1.13).
Theorem 1.6. Assume (1.3), (A), (B) and (C) hold. Then the lifespan T ∗ of (1.13) is positive
(possibly infinity) and there exists a unique maximal solution u ∈ C2,1
(
Ω× (0, T ∗)
)
∩ C
(
Ω× [0, T ∗)
)
to (1.13). Moreover, u(x, t) > 0 for any (x, t) ∈ Ω× (0, T ∗). Finally, if T ∗ <∞, then
lim
tրT∗
M(t) =∞, (1.17)
where M(t) is defined as in (1.16).
Theorem 1.6 states that the lifespan of (1.13) is just the blow-up time of the supremum norm
of its solution u. So we will also call T ∗ to be the blow-up time. Moreover, this theorem indicates
that in order to obtain a global solution, one just needs to ensure the solution to be bounded at any
finite time T . Based on this observation, we will show that the finite time blow-up can not happen
as long as the surface area decays as (1.18). As a convention of the notations, C = C(a, b . . . ) and
Ci = Ci(a, b . . . ) in this paper will stand for positive constants which only depend on the parameters
a, b . . . . In addition, C and Ci may represent different constants from line to line.
Theorem 1.7. Assume (1.3), (A), (B) and (C) hold. Let T ∗ be the lifespan of (1.13). Define M0 as
in (1.7). Then for any β > n− 1, there exists C∗ = C∗(n,Ω, q, β,M0, |Γ1|) such that if
A(t) ≤ |Γ1|(1 + C
∗t)−β , (1.18)
then T ∗ =∞.
In many realistic situations, it becomes very dangerous once the temperature reaches a high value.
So it is of great importance for not only preventing the finite time blow-up, but also keeping the
temperature below a safe limit. The next theorem accomplishes this task.
Theorem 1.8. Assume (1.3), (A), (B) and (C) hold. Let T ∗ be the lifespan of (1.13) whose maximal
solution is denoted as u. Define M0 as in (1.7). Then for any B > M0 and β > n− 1, there exists a
constant C∗B = C
∗
B(n,Ω, q, β,M0, |Γ1|, B) such that if
A(t) ≤ |Γ1|(1 + C
∗
Bt)
−β , (1.19)
then T ∗ =∞ and u(x, t) ≤ B for any x ∈ Ω and t ≥ 0.
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1.3 Organization of the paper
The paper is organized as follows. Section 2 will introduce some preliminary results, including the
properties of the Neumann heat kernel in Corollary 2.4, the representation formula (2.14) and the
estimate for the boundary-time integral of the Neumann heat kernel in Lemma 2.8. Then in Section
3 and Section 4, the main results of this paper, Theorem 1.7 and 1.8, will be proved respectively.
Finally, Section 5 presents an elementary lemma which is used in Remark 3.2 and 3.3 to illustrate the
necessity (by the method in this paper) of the condition β > n− 1 in Theorem 1.7 and 1.8.
2 Preliminaries
Throughout this paper, Φ refers to the heat kernel of Rn:
Φ(x, t) =
1
(4πt)n/2
exp
(
−
|x|2
4t
)
, ∀ (x, t) ∈ Rn × (0,∞). (2.1)
2.1 Neumann Green’s function and Neumann heat kernel
Given a bounded domain Ω in Rn, one can define the fundamental solution associated to the heat
operator
Ltx = ∂t −∆x (2.2)
on Ω (see e.g. [5, 7, 12]). If in addition the boundary conditions are considered, then one can also
study the fundamental solution adapted to the boundary conditions (see e.g. [13–15]). In particular,
if the boundary condition is of Neumann type, then the associated fundamental solution is called the
Neumann Green’s function. We follow ( [13], Page 171) to define the Neumann Green’s function in
Definition 2.1. As a convenience of notation, we denote
CN0(Ω) =
{
ψ ∈ C(Ω) :
∂ψ
∂n
= 0 on ∂Ω
}
. (2.3)
Definition 2.1 ( [13], [37]). Let Ω be a bounded domain in Rn with C2 boundary ∂Ω. Define the
Neumann Green’s function for the heat operator ∂t−∆x in Ω to be a continuous function G(x, t, y, s)
on {(x, t, y, s) : x, y ∈ Ω, t, s ∈ R, s < t} such that for any s ∈ R and for any ψ ∈ CN0(Ω), the function
v(x, t) defined as
v(x, t) =
∫
Ω
G(x, t, y, s)ψ(y) dy, ∀x ∈ Ω, t > s, (2.4)
belongs to C2,1
(
Ω× (s,∞)
)
and satisfies (2.5).


(∂t −∆x)v(x, t) = 0, ∀x ∈ Ω, t > s,
∂v(x, t)
∂n(x)
= 0, ∀x ∈ ∂Ω, t > s,
lim
t→s+
v(x, t) = ψ(x), uniformly in x ∈ Ω.
(2.5)
The following lemma demonstrates the existence and uniqueness of the Neumann Green’s function
as well as some of its basic properties.
Lemma 2.2. Let Ω be a bounded domain in Rn with C2 boundary ∂Ω. Then there exists a unique
Neumann Green’s function G(x, t, y, s) for the heat operator ∂t − ∆x in Ω. Moreover, it has the
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following properties.
(a) G(x, t, y, s) is C2 in x and y (x, y ∈ Ω), and C1 in t and s (s < t).
(b) For fixed s ∈ R and y ∈ Ω, as a function in x and t (x ∈ Ω and t > s), G(x, t, y, s) satisfies (2.6).


(∂t −∆x)G(x, t, y, s) = 0, ∀x ∈ Ω, t > s,
∂G(x, t, y, s)
∂n(x)
= 0, ∀x ∈ ∂Ω, t > s.
(2.6)
(c) For any s ∈ R and ψ ∈ CN0(Ω), the function v(x, t) defined in (2.4) is the unique function in
C2,1
(
Ω× (s,∞)
)
that satisfies (2.5).
(d) G(x, t, y, s) ≥ 0 for any x, y ∈ Ω and s < t.
(e)
∫
Ω
G(x, t, y, s) dy = 1 for any x ∈ Ω and s < t.
(f) For any x, y ∈ Ω and s < t,
G(x, t, y, s) = G(x, t− s, y, 0) and G(x, t, y, s) = G(y, t, x, s).
Proof. See Lemma 2.2 in [37].
From the above property (f), the Neumann Green’s function is invariant under the time translation.
Define
N(x, y, t) = G(x, t, y, 0). (2.7)
This function is called the Neumann heat kernel of Ω and it has the property that G(x, t, y, s) =
N(x, y, t− s). Based on this observation, an equivalent definition of the Neumann heat kernel is given
as below.
Definition 2.3 ( [37]). Let Ω be a bounded domain in Rn with C2 boundary ∂Ω. A function N(x, y, t)
on Ω× Ω× (0,∞) is called a Neumann heat kernel if the function G(x, t, y, s) defined by
G(x, t, y, s) = N(x, y, t− s)
is the Neumann Green’s function as defined in Definition 2.1.
Combining (2.7) and Lemma 2.2, we list some properties of the Neumann heat kernel.
Corollary 2.4. Let Ω be a bounded domain in Rn with C2 boundary ∂Ω. Then there exists a unique
Neumann heat kernel N(x, y, t) of Ω as in Definition 2.3. In addition, it has the following properties.
(a) N(x, y, t) is C2 in x and y (x, y ∈ Ω), and C1 in t (t > 0).
(b) For fixed y ∈ Ω, as a function in (x, t), N(x, y, t) satisfies (2.8).


(∂t −∆x)N(x, y, t) = 0, ∀x ∈ Ω, t > 0,
∂N(x, y, t)
∂n(x)
= 0, ∀x ∈ ∂Ω, t > 0.
(2.8)
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(c) For any ψ ∈ CN0(Ω) , the function w(x, t) defined by
w(x, t) =
∫
Ω
N(x, y, t)ψ(y) dy (2.9)
is the unique function in C2,1
(
Ω× (0,∞)
)
that satisfies (2.10).


(∂t −∆x)w(x, t) = 0, ∀x ∈ Ω, t > 0,
∂w(x, t)
∂n(x)
= 0, ∀x ∈ ∂Ω, t > 0,
lim
t→0+
w(x, t) = ψ(x), uniformly in x ∈ Ω.
(2.10)
(d) N(x, y, t) ≥ 0 and N(x, y, t) = N(y, x, t) for any x, y ∈ Ω and t > 0.
(e) For any x ∈ Ω and t > 0, ∫
Ω
N(x, y, t) dy = 1. (2.11)
Proof. These are direct consequences of Definition 2.1, Lemma 2.2 and Definition 2.3.
Unlike the heat kernel Φ of Rn in (2.1), N(x, y, t) in general does not have an explicit formula.
Nevertheless, when t is small, N(x, y, t) can be dominated in terms of Φ.
Lemma 2.5. There exists C = C(n,Ω) such that for any x, y ∈ Ω and t ∈ (0, 1],
0 ≤ N(x, y, t) ≤ C Φ(x− y, 2t). (2.12)
Proof. See Lemma 2.5 in [37].
2.2 Representation formula by the Neumann heat kernel
One of the applications of the Neumann heat kernel is the representation formula of the solution to
(1.13). As a heuristic argument, let’s fix any x ∈ Ω and t > 0 and pretend the solution u to (1.13) is
sufficiently smooth up to the boundary. Then it follows from part (b) and (d) of Corollary 2.4 that
(∂t −∆y)N(x, y, t− τ) = (∂t −∆y)N(y, x, t− τ) = 0, ∀ y ∈ Ω, 0 < τ < t.
As a result, ∫ t
0
∫
Ω
(∂t −∆y)N(x, y, t− τ)u(y, τ) dy dτ = 0.
Equivalently, ∫ t
0
∫
Ω
(−∂τ −∆y)N(x, y, t− τ)u(y, τ) dy dτ = 0.
Now formally integrating by parts and taking advantage of (b), (c) and (d) in Corollary 2.4, we obtain
u(x, t) =
∫ t
0
∫
Ω
N(x, y, t− τ) (∂τ −∆y)u(y, τ) dy dτ +
∫
Ω
N(x, y, t)u(y, 0) dy
+
∫ t
0
∫
∂Ω
N(x, y, t− τ)
∂u(y, τ)
∂n(y)
dS(y) dτ.
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Keeping in mind that u is the solution to (1.13), so
u(x, t) =
∫
Ω
N(x, y, t)u0(y) dy +
∫ t
0
∫
Γ1,τ
N(x, y, t− τ)uq(y, τ) dS(y) dτ.
We formally state the above result in Lemma 2.6. The rigorous proof can be carried out by similar
argument as in Appendix A of [37].
Lemma 2.6. Let u be the maximal solution to (1.13) with the lifespan T ∗. Then for any (x, t) ∈
Ω× (0, T ∗),
u(x, t) =
∫
Ω
N(x, y, t)u0(y) dy +
∫ t
0
∫
Γ1,τ
N(x, y, t− τ)uq(y, τ) dS(y) dτ. (2.13)
Corollary 2.7. Let u be the maximal solution to (1.13) with the lifespan T ∗. Then for any T ∈ [0, T ∗)
and for any (x, t) ∈ Ω× (0, T ∗ − T ),
u(x, T + t) =
∫
Ω
N(x, y, t)u(y, T ) dy +
∫ t
0
∫
Γ1,T+τ
N(x, y, t− τ)uq(y, T + τ) dS(y) dτ. (2.14)
Proof. Regarding u(·, T ) as the new initial data and then applying Lemma 2.6 leads to the conclusion.
2.3 Boundary-time integral of the Neumann heat kernel
Lemma 2.8. Let α ∈
[
0, 1n−1
)
and let N(x, y, t) be the Neumann heat kernel as in Definition 2.3.
Then there exists C = C(n,Ω, α) such that for any Γ ⊆ ∂Ω, x ∈ Ω and t ∈ [0, 1],
∫ t
0
∫
Γ
N(x, y, t− τ) dS(y) dτ ≤ C |Γ|α t[1−(n−1)α]/2. (2.15)
Proof. Performing the change of variable τ → t− τ leads to
∫ t
0
∫
Γ
N(x, y, t− τ) dS(y) dτ =
∫ t
0
∫
Γ
N(x, y, τ) dS(y) dτ.
Taking advantage of Lemma 2.5 and the fact t ≤ 1, there exists a constant C = C(n,Ω) such that
∫ t
0
∫
Γ
N(x, y, τ) dS(y) dτ ≤ C
∫ t
0
∫
Γ
Φ(x− y, 2τ) dS(y) dτ
= C
∫ 2t
0
∫
Γ
Φ(x− y, τ) dS(y) dτ.
Finally, applying Lemma 2.9 in [37], there exists a constant C = C(n,Ω, α) such that
∫ 2t
0
∫
Γ
Φ(x− y, τ) dS(y) dτ ≤ C|Γ|α(2t)[1−(n−1)α]/2
= C|Γ|αt[1−(n−1)α]/2.
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3 Proof of Theorem 1.7
The following lemma is in the same spirit as Lemma 3.1 in [37] which characterizes how fast the
supremum norm of the solution can grow. This is an essential estimate that will be used in the proofs
of Theorem 1.7 and Theorem 1.8.
Lemma 3.1. Let u be the maximal solution to (1.13) with the lifespan T ∗. Define M(t) and A(t)
as in (1.16) and (1.14). Then for any α ∈ [0, 1n−1 ), there exists C = C(n,Ω, α) such that for any
T ∈ [0, T ∗) and for any 0 ≤ t < min{1, T ∗ − T },
M(T + t)−M(T )
M q(T + t)
≤ C [A(T )]α t[1−(n−1)α]/2. (3.1)
Proof. It is equivalent to prove
M(T + t) ≤M(T ) + CM q(T + t) [A(T )]α t[1−(n−1)α]/2.
That is to show for any x ∈ Ω and for any σ ∈ [0, T + t],
u(x, σ) ≤M(T ) + CM q(T + t) [A(T )]α t[1−(n−1)α]/2. (3.2)
Fix any x ∈ Ω and σ ∈ [0, T + t]. There are two cases.
• Firstly, σ ∈ [0, T ]. In this case, it is obvious that u(x, σ) ≤M(T ), which implies (3.2).
• Secondly, σ ∈ (T, T + t]. By the representation formula (2.14) with t = σ − T ,
u(x, σ) =
∫
Ω
N(x, y, σ − T )u(y, T ) dy+
∫ σ−T
0
∫
Γ1,T+τ
N(x, y, σ − T − τ)uq(y, T + τ) dS(y) dτ
≤M(T )
∫
Ω
N(x, y, σ − T ) dy +M q(σ)
∫ σ−T
0
∫
Γ1,T+τ
N(x, y, σ − T − τ) dS(y) dτ.
Applying part (e) in Corollary 2.4 yields
∫
Ω
N(x, y, σ−T ) dy = 1, combining with the facts that
Γ1,T+τ ⊆ Γ1,T and N(x, y, σ − T − τ) ≥ 0, we obtain
u(x, σ) ≤M(T ) +M q(σ)
∫ σ−T
0
∫
Γ1,T
N(x, y, σ − T − τ) dS(y) dτ.
Since σ − T ≤ t < 1, applying Lemma 2.8 with Γ = Γ1,T and t = σ − T yields
u(x, σ) ≤M(T ) + CM q(σ)|Γ1,T |
α(σ − T )[1−(n−1)α]/2.
Then by using the fact σ − T ≤ t again, we conclude that
u(x, σ) ≤M(T ) + CM q(T + t)[A(T )]αt[1−(n−1)α]/2.
Our strategy in the proof of Theorem 1.7 is to construct a strictly increasing sequence {Mk}k≥0
such that the function M(t) spends at least a certain time t∗ to increase from Mk−1 to Mk when the
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surface area function A(t) decreases at a certain speed. Denote rk =
Mk
Mk−1
to be the ratio in the k-th
step. In order to secure a fixed lower bound t∗ in each step, there is a dilemma.
(1) If rk is too small, then A(t) is required to decay at a very fast speed in the current k-th step.
(2) If rk is too large, then A(t) has to decay very fast in the future steps.
Thus, in order to avoid the super fast decay of A(t) at any single step (since it may be difficult to
achieve in practice), the growth rate rk has to be set delicately. We will discuss this issue in more
details in Remark 3.2 after the following proof.
Proof of Theorem 1.7. Denote T0 = 0. For any k ≥ 1, choose
Mk = ln[(k + 1)e]M0. (3.3)
Let Tk be the first time that M(t) reaches Mk and define tk = Tk − Tk−1. Since u is continuous on
Ω× [0, T ∗),
Tk = min{t ≥ 0 :M(t) =Mk}.
Fix β > n− 1. In the proof below, C, C1, C2 and C3 denote positive constants which only depend on
n, Ω, q and β.
Choose α to be any number between 1β and
1
n−1 . Without loss of generality, we just fix α to be
α =
1
2
( 1
β
+
1
n− 1
)
.
For the convenience of applying (3.1) in Lemma 3.1, we define α˜ (corresponding to the power α) as
α˜ =
1− (n− 1)α
2
=
1
4
(
1−
n− 1
β
)
.
Then the above powers α and α˜ satisfy
1
β
< α <
1
n− 1
and 0 < α˜ <
1
4
. (3.4)
Hence, for any k ≥ 1 such that tk ≤ 1, plugging T = Tk−1 and t = tk into Lemma 3.1 leads to
Mk ≤Mk−1 + CM
q
k [A(Tk−1)]
αtα˜k (3.5)
for some constant C.
We are trying to find constants t∗ ∈ (0, 1] and C∗ > 0 depending only on n, Ω, q, β, |Γ1| and M0
such that if
A(t) ≤ |Γ1|(1 + C
∗t)−β , (3.6)
then for any k ≥ 1,
tk ≥ t∗. (3.7)
It is readily seen that as long as such t∗ and C
∗ would be found, the theorem is justified. In the rest
of the proof, the values of t∗ and C
∗ will be determined via an induction argument.
When k = 1, if t1 ≥ 1, then t1 ≥ t∗ automatically holds since t∗ will be chosen in (0, 1], see (3.9).
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If t1 < 1, then it follows from (3.5) that
M1 ≤M0 + CM
q
1 |Γ1|
αtα˜1 .
This implies
t1 ≥
(
M1 −M0
CM
q
1 |Γ1|
α
)1/α˜
.
Due to the definition (3.3),
t1 ≥
(
(ln 2)M0
C lnq(2e)M q0 |Γ1|
α
)1/α˜
= C1
(
M
q−1
0 |Γ1|
α
)−1/α˜
,
for some constant C1. Denote
Y =M q−10 |Γ1|
α (3.8)
and define
t∗ = min
{
1, C1Y
−1/α˜
}
. (3.9)
Then (3.7) holds for k = 1.
Now suppose (3.7) has been verified for 1 ≤ k ≤ j with some j ≥ 1, we are trying to prove (3.7) for
k = j + 1. If tj+1 ≥ 1, then again tj+1 ≥ t∗ automatically holds. If tj+1 < 1, then plugging k = j + 1
into (3.5) yields
Mj+1 ≤Mj + CM
q
j+1[A(Tj)]
αtα˜j+1. (3.10)
Since tk ≥ t∗ for any 1 ≤ k ≤ j by induction, then Tj ≥ jt∗. Therefore, A(Tj) ≤ A(jt∗) due to the
assumption (C). So (3.10) leads to
Mj+1 −Mj
M
q
j+1
≤ C[A(jt∗)]
αtα˜j+1. (3.11)
Taking advantage of the definition (3.3) and the assumption (3.6), we obtain
ln
(
j+2
j+1
)
lnq[(j + 2)e]M q−10
≤ C|Γ1|
α(1 + C∗jt∗)
−βαtα˜j+1
≤ C|Γ1|
α(C∗t∗)
−βαj−βαtα˜j+1. (3.12)
Rearranging this inequality and recalling the notation Y in (3.8),
tα˜j+1 ≥
jβα ln
(
j+2
j+1
)
lnq[(j + 2)e]
(C∗t∗)
βα
CY
. (3.13)
Since (3.4) implies βα > 1, then
lim
j→∞
jβα ln
(
j+2
j+1
)
lnq[(j + 2)e]
=∞. (3.14)
As a result, there exists a uniform positive lower bound (depending on n, β and q) for
jβα ln
(
j+2
j+1
)/
lnq[(j + 2)e]
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when j ≥ 1. So it follows from (3.13) that
tα˜j+1 ≥
C2(C
∗t∗)
βα
Y
.
for some constant C2. In order for tj+1 ≥ t∗, if suffices to have
C2(C
∗t∗)
βα
Y
≥ tα˜∗ .
Equivalently,
C∗ ≥
(
Y t
α˜−βα
∗
C2
) 1
βα
. (3.15)
Noticing α˜ < 14 < βα and recalling the choice (3.9) for t∗, then (3.15) becomes
C∗ ≥
(
Y
C2
) 1
βα
max
{
1, C
α˜
βα
−1
1 Y
1
α˜
− 1
βα
}
= C
− 1
βα
2 max
{
Y
1
βα , C
α˜
βα
−1
1 Y
1
α˜
}
. (3.16)
Hence, the theorem is justified by defining
C∗ = C3max
{
Y
1
βα , Y
1
α˜
}
, (3.17)
where C3 := C
− 1
βα
2 max
{
1, C
α˜
βα
−1
1
}
.
Remark 3.2. From the above proof, we can see from (3.11) that the crucial ingredient is to find lower
bounds for Λj, where
Λj :=
Mj −Mj−1
M
q
j
, ∀ j ≥ 1.
On the one hand, it follows from Lemma 5.1 (see Section 5) that for any ǫ > 0,
Λj <
ǫ
j
occurs infinitely many often. (3.18)
On the other hand, if choosing Mj ∼ ln(j + 2), then it is readily seen that for any δ > 0,
lim
j→∞
j1+δΛj =∞. (3.19)
Combining (3.18) and (3.19) together, the choice of a sequence {Mj} with logarithmic growth seems
optimal. This is why we define the sequence {Mj} as in (3.3).
Remark 3.3. As a consequence of the above argument, with the choice (3.3) for {Mj}, the corre-
sponding Λj decays almost at the rate of
1
j . Meanwhile, due to the decay (3.6) of the surface area A(t),
we can see from (3.12) that the power gain on j is βα. Hence, in order to compensate the 1j decay of
Λj, βα has to be greater than 1. On the other hand, the index α can not be made larger than
1
n−1 due
to Lemma 2.8 (also see Proposition 5.1 in [37] for a discussion on the sharpness of this upper bound
1
n−1). Therefore, β has to be chosen greater than n− 1.
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4 Proof of Theorem 1.8
The essential idea is similar to that in the proof of Theorem 1.7, but the choice of the sequence
{Mk}k≥1 will be much more complicated. In the proof of Theorem 1.7, {Mk}k≥1 is still allowed to
increase logarithmically. However, in the proof of Theorem 1.8, the growth rate has to be slower since
{Mk}k≥1 is bounded by B. As a result, delicate adjustment is needed in the definition of {Mk}k≥1,
see (4.6).
Proof of Theorem 1.8. Choose s to be any number such that
0 < s <
β
n− 1
− 1. (4.1)
Without loss of generality, we just fix s to be
s =
1
2
( β
n− 1
− 1
)
. (4.2)
So this number s only depends on n and β. Next, we define a function gs : (0,∞)→ (1,∞) by
gs(λ) =
∞∑
m=0
1
(1 +m)(1 + λm)s
. (4.3)
It is readily seen that gs is a decreasing and continuous bijection from (0,∞) to (1,∞). So it is valid
to define
λB = g
−1
s
( B
M0
)
, (4.4)
which only depends on n, β and BM0 . In addition,
lim
B→M+
0
λB =∞ and lim
B→∞
λB = 0. (4.5)
After these preparation, we define Mk by
Mk =M0
k∑
m=0
1
(1 +m)(1 + λBm)s
, ∀ k ≥ 0. (4.6)
Similar to the proof of Theorem 1.7, we define Tk to be the first time that M(t) reaches Mk and
denote tk = Tk − Tk−1. In the proof below, C will denote a positive constant which only depends on
n, Ω, q and β. C1, C2 and C3 will denote positive constants which additionally depend on
B
M0
.
We choose α such that
1 + s
β
< α <
1
n− 1
. (4.7)
Without loss of generality, we just fix α to be
α =
1
2
(1 + s
β
+
1
n− 1
)
=
1
4
( 1
β
+
3
n− 1
)
. (4.8)
Then the corresponding power α˜ to α is defined as
α˜ =
1− (n− 1)α
2
=
1
8
(
1−
n− 1
β
)
.
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Thus, for any k ≥ 1 such that tk ≤ 1, plugging T = Tk−1 and t = tk into Lemma 3.1 leads to
Mk ≤Mk−1 + CM
q
k [A(Tk−1)]
αtα˜k (4.9)
for some constant C.
We are trying to find constants t∗ ∈ (0, 1] and C∗B > 0, depending only on n, Ω, q, β, |Γ1|, M0 and
B, such that if
A(t) ≤ |Γ1|(1 + C
∗
Bt)
−β , (4.10)
then for any k ≥ 1,
tk ≥ t∗. (4.11)
It is readily seen that as long as such t∗ and C
∗
B would be found, the theorem is justified. In the rest
of the proof, the values of t∗ and C
∗
B will be determined via an induction argument.
When k = 1, if t1 ≥ 1, then t1 ≥ t∗ automatically holds since t∗ will be chosen in (0, 1], see (4.14).
If t1 < 1, then it follows from (4.9) that
M1 ≤M0 + CM
q
1 |Γ1|
αtα˜1 .
This yields
t1 ≥
(
M1 −M0
CM
q
1 |Γ1|
α
)1/α˜
.
Recalling the definition (4.6) for M1,
t1 ≥
(
2q−1
CM
q−1
0 |Γ1|
α
(1 + λB)
(q−1)s
[1 + 2(1 + λB)s]q
)1/α˜
.
Writing
Y =M q−10 |Γ1|
α (4.12)
and denoting
C1 =
(
2q−1
C
(1 + λB)
(q−1)s
[1 + 2(1 + λB)s]q
)1/α˜
, (4.13)
then
t1 ≥ C1Y
−1/α˜.
Define
t∗ = min
{
1, C1Y
−1/α˜
}
. (4.14)
With this choice of t∗, the induction (4.11) holds for k = 1.
Now suppose (4.11) has been verified for 1 ≤ k ≤ j with some j ≥ 1, we are trying to prove (4.11)
for k = j + 1. If tj+1 ≥ 1, then again tj+1 ≥ t∗ automatically holds. If tj+1 < 1, then plugging
k = j + 1 into (4.9) yields
Mj+1 ≤Mj + CM
q
j+1[A(Tj)]
αtα˜j+1. (4.15)
Since tk ≥ t∗ for any 1 ≤ k ≤ j by induction, then Tj ≥ jt∗. Therefore A(Tj) ≤ A(jt∗) due to the
assumption (C). So (4.15) leads to
Mj+1 −Mj
M
q
j+1
≤ C[A(jt∗)]
αtα˜j+1. (4.16)
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Recalling the definition (4.6) and using the fact 1 + λB(j + 1) ≤ (1 + λB)(j + 2), we have
Mj+1 −Mj =
M0
(j + 2)[1 + λB(j + 1)]s
≥
M0
(j + 2)1+s(1 + λB)s
and
Mj+1 ≤M0
j+1∑
m=0
1
1 +m
≤M0 ln[(j + 2)e].
Therefore,
Mj+1 −Mj
M
q
j+1
≥
1
M
q−1
0 ln
q[(j + 2)e] (j + 2)1+s(1 + λB)s
. (4.17)
Now taking advantage of the assumption (4.10), we obtain
[A(jt∗)]
−α ≥ |Γ1|
−α(1 + C∗Bjt∗)
βα ≥ |Γ1|
−α(C∗B)
βαjβαtβα∗ . (4.18)
Combining (4.16), (4.17) and (4.18) together yields
tα˜j+1 ≥
(C∗B)
βαjβαt
βα
∗
C|Γ1|αM
q−1
0 ln
q[(j + 2)e] (j + 2)1+s(1 + λB)s
.
Recalling Y = |Γ1|αM
q−1
0 , then rearranging the right hand side of the above inequality leads to
tα˜j+1 ≥
jβα
lnq[(j + 2)e] (j + 2)1+s
(C∗B)
βαt
βα
∗
C(1 + λB)sY
. (4.19)
Since (4.7) implies βα > 1 + s, then
lim
j→∞
jβα
lnq[(j + 2)e] (j + 2)1+s
=∞. (4.20)
Hence, there exists a uniform positive lower bound (depending on n, β and q) for
jβα
lnq[(j + 2)e] (j + 2)1+s
when j ≥ 1. So it follows from (4.19) that
tα˜j+1 ≥
C(C∗B)
βαt
βα
∗
(1 + λB)sY
for another constant C which only depends on n, Ω, q and β. Writing
C2 =
C
(1 + λB)s
(4.21)
to be a constant which additionally depends on BM0 , then
tα˜j+1 ≥
C2(C
∗
B)
βαt
βα
∗
Y
.
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In order for tj+1 ≥ t∗, if suffices to have
C2(C
∗
B)
βαt
βα
∗
Y
≥ tα˜∗ .
Equivalently,
C∗B ≥
( Y
C2
) 1
βα
t
α˜
βα
−1
∗ . (4.22)
Noticing α˜ < 18 < βα and recalling the choice (4.14) for t∗, then (4.22) becomes
C∗B ≥
(
Y
C2
) 1
βα
max
{
1, C
α˜
βα
−1
1 Y
1
α˜
− 1
βα
}
= C
− 1
βα
2 max
{
Y
1
βα , C
α˜
βα
−1
1 Y
1
α˜
}
. (4.23)
Therefore, the theorem is justified by defining
C∗B = C3max
{
Y
1
βα , Y
1
α˜
}
, (4.24)
where
C3 := C
− 1
βα
2 max
{
1, C
α˜
βα
−1
1
}
. (4.25)
Remark 4.1. Fix n, Ω, q, β, M0 and |Γ1|. Let B vary in the range (M0,∞). Based on the definitions
(4.13), (4.21) and (4.25) for the constants C1, C2 and C3 in the above proof, it follows from (4.5)
that
lim
B→M+
0
C1 = 0, lim
B→∞
C1 = a positive constant,
lim
B→M+
0
C2 = 0, lim
B→∞
C2 = a positive constant,
lim
B→M+
0
C3 =∞, lim
B→∞
C3 = a positive constant.
(4.26)
As a result, it follow from (4.24) and (4.26) that
lim
B→M+
0
C∗B =∞, lim
B→∞
C∗B = a positive constant. (4.27)
• For the first relation lim
B→M+
0
C∗B =∞ in (4.27), it accords with our expectation since the surface
area has to decay super fast if the temperature is barely allowed to increase.
• For the second relation lim
B→∞
C∗B = a positive constant in (4.27), it matches the conclusion in
Theorem 1.7.
5 An elementary lemma
This section will provide an auxiliary lemma to support the arguments in Remark 3.2 and 3.3 which
explained why the power β in Theorem 1.7 has to be greater than n− 1 if using the method in this
paper.
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For any positive and increasing sequence {Mj}j≥1, the growth rate at the jth term is usually
defined as
Mj−Mj−1
Mj−1
. Given any q > 1, one of the key steps in the proofs of Theorem 1.7 and 1.8 is to
estimate how large the Λj is, where
Λj :=
Mj −Mj−1
M
q
j
. (5.1)
When Mj is close to Mj−1, Λj can be regarded as a nonlinear analogue of the growth rate at the jth
term. But when Mj is much larger than Mj−1, Λj should be barely called a growth rate.
On the other hand, it is readily seen from (5.1) that
Λj ≤ min
{
Mj −Mj−1
M
q
1
,
1
M
q−1
j
}
.
Hence, Λj → 0+ as j → ∞, no matter {Mj}j≥1 is a bounded sequence or not. But how fast Λj
converges to 0? The following lemma concludes that for any ǫ > 0, Λj <
ǫ
j for infinitely many j’s.
Lemma 5.1. For any q > 1 and for any positive and increasing sequence {Mj}j≥1,
lim inf
j→∞
j(Mj −Mj−1)
M
q
j
= 0. (5.2)
Proof. If (5.2) does not hold, then there exists ǫ > 0 and N > 0 such that for any j ≥ N ,
j(Mj −Mj−1)
M
q
j
≥ ǫ. (5.3)
Fix the above ǫ and N in the rest of the proof.
We first claim that (5.3) implies that
sup
j≥1
Mj =∞. (5.4)
In fact, since {Mj}j≥1 is an increasing sequence, it follows from (5.3) that for any j ≥ 2,
Mj −Mj−1 ≥
ǫM
q
j
j
≥
ǫM
q
1
j
. (5.5)
As a result, for any j ≥ 2,
Mj =M1 +
j∑
k=2
(Mk −Mk−1) ≥M1 +
j∑
k=2
ǫM
q
1
k
=M1 + ǫM
q
1
j∑
k=2
1
k
,
which implies (5.4).
Due to (5.4), there exists N1 > N such that Mj ≥ 1 for any j ≥ N1. Define
q˜ = min{q, 2}.
The reason for introducing this q˜ is to apply the mean value theorem in (5.7). For any j ≥ N1, it
follows from (5.3) that
j(Mj −Mj−1) ≥ ǫM
q
j ≥ ǫM
q˜
j .
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Rearranging the above inequality leads to
Mj−1 ≤Mj
(
1−
ǫM
q˜−1
j
j
)
.
Raising both sides to the power q˜ − 1 and multiplying by ǫ yields
ǫM
q˜−1
j−1 ≤ ǫM
q˜−1
j
(
1−
ǫM
q˜−1
j
j
)q˜−1
.
Define
xj = ǫM
q˜−1
j .
Then for any j ≥ N1,
xj−1 ≤ xj
(
1−
xj
j
)q˜−1
. (5.6)
Since 1 < q˜ ≤ 2, then by the mean value theorem,
1−
(
1−
xj
j
)q˜−1
≥ (q˜ − 1)
xj
j
. (5.7)
Hence, it follows from (5.6) and (5.7) that
xj−1 ≤ xj
[
1− (q˜ − 1)
xj
j
]
=
xj [j − (q˜ − 1)xj ]
j
.
Taking reciprocal,
1
xj−1
≥
j
xj [j − (q˜ − 1)xj ]
=
1
xj
+
q˜ − 1
j − (q˜ − 1)xj
≥
1
xj
+
q˜ − 1
j
. (5.8)
Now for any k > N1, we apply (5.8) repeatedly from j = N1 to j = k and add all these inequalities
together, then
1
xN1−1
≥
1
xk
+ (q˜ − 1)
k∑
j=N1
1
j
.
Sending k → ∞, the left hand side of the above inequality is a constant while the right hand side
tends to infinity, which is a contradiction. Thus, (5.2) is verified.
Remark 5.2. If we choose Mj = ln(j + 1) for any j ≥ 1, then for any ǫ > 0,
lim inf
j→∞
j1+ǫ(Mj −Mj−1)
M
q
j
=∞. (5.9)
Therefore, the result in Lemma 5.1 is sharp in the sense that the term j on the numerator in (5.2)
can not be improved to any higher power j1+ǫ with ǫ > 0.
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