The systematic study of subcellular location patterns is required to fully characterize the human proteome, as subcellular location provides critical context necessary for understanding a protein's function. The analysis of tens of thousands of expressed proteins for the many cell types and cellular conditions under which they may be found creates a need for automated subcellular pattern analysis. We therefore describe the application of automated methods, previously developed and validated by our laboratory on fluorescence micrographs of cultured cell lines, to analyze subcellular patterns in tissue images from the Human Protein Atlas. The Atlas currently contains images of over 3000 protein patterns in various human tissues obtained using immunohistochemistry. We chose a 16 protein subset from the Atlas that reflects the major classes of subcellular location. We then separated DNA and protein staining in the images, extracted various features from each image, and trained a support vector machine classifier to recognize the protein patterns. Our results show that our system can distinguish the patterns with 83% accuracy in 45 different tissues, and when only the most confident classifications are considered, this rises to 97%. These results are encouraging given that the tissues contain many different cell types organized in different manners, and that the Atlas images are of moderate resolution. The approach described is an important starting point for automatically assigning subcellular locations on a proteome-wide basis for collections of tissue images such as the Atlas.
Introduction
Genomics and proteomics have provided important stepping stones in modeling cells at the systems level. However, more comprehensive and descriptive data are needed to drive future models, and many current approaches need to be amended to process these data for incorporation into systems models. Historically, one essential tool for biological and medical studies has been microscopy, which is appealing because it can capture spatial information under various conditions. Unfortunately, most studies utilizing microscopy methods focus on a specific task, and often significant amounts of information are lost in such studies. Since proteins localize to various organelles, location is important in characterizing a cell's proteome. The field of location proteomics is therefore concerned with the critical need to capture informative and defining characteristics of subcellular patterns on a proteomewide basis. [1] [2] [3] Over the past decade, methods for the systematic study of protein locations in cultured cells have been developed that combine fluorescence microscopy with pattern recognition and machine learning techniques. 4, 5 These methods involve extracting subcellular location features (SLFs) from images. 6 SLFs are numerical characteristics that quantitatively describe subcellular distributions, and include morphological features, Zernike moment features, Haralick texture features, and wavelet features. Once extracted from the images, SLFs can be used for many purposes, including the training of classifiers to distinguish between protein patterns. When a classifier is able to perform this task well, it indicates that the features are informative.
Extensive demonstration of the feasibility of automated subcellular pattern classification has been carried out on a publicly available data set of fluorescence microscope images for proteins that localize to various different organelles in HeLa cells. 6 Over the past seven years, classification accuracies for this standard data set have been improved through the inclusion of new features and the use of different classification schemes. [7] [8] [9] An average accuracy of over 95% is now possible, which compares favorably to the 83% accuracy from a trained human observer. 4 Images of cell cultures or tissues typically contain many cells in close proximity. Thus, segmenting such images into single cell regions can be an important step in subcellular pattern recognition, although such segmentation is well-recognized as a challenging task. 10, 11 Alternatively, pattern recognition can be extended across multiple cell fields. The first work to test this latter approach was performed on a synthesized data set, in which 2-6 single cell regions displaying the same protein pattern were combined to form multicell image fields. Fields were synthesized from images in the aforementioned 10-class data set. From the synthetic images, field level features were extracted. These features were designed to be invariant to cell orientation and number. A classification accuracy of 95% was obtained with this method, demonstrating that the features effectively capture the multicell protein patterns. 12 With the effectiveness of subcellular pattern recognition demonstrated, an important next step is to apply these methods to tissue images. However, creating a comprehensive set of protein images in tissue is challenging. This has in part been addressed by tissue microarray technology (TMA), in which multiple histological sections are used to make many slides, and each slide is immunohistochemically stained for a different protein. 13 TMA has been used to build the Human Protein Atlas (HPA), an online database containing images of over 3000 proteins across various healthy and cancerous human tissues. 14, 15 Analysis of HPA images to date has mainly consisted of determination of the level of staining for each protein in different cell types. Because of its size, the Atlas is an appealing and useful data source for location proteomics studies. Also, since the images are histological sections, there are many potential clinical benefits to automated analysis of the HPA.
In this work, we adapt methods for subcellular pattern recognition that have been extensively applied to fluorescence micrographs of cultured cells to images from the Atlas. HPA images are brightfield micrographs with two mixed stains per image, whereas fluorescence micrographs such as those used previously contain distinct fluorescence channels that reflect the signal from the protein of interest and from a parallel DNAbinding probe. We demonstrate that the HPA images can be processed so that they are suitable for automated analysis, and that excellent recognition of basic subcellular patterns can be achieved across a wide range of tissues. This is significant because demonstration of the efficacy of the method can subsequently enable an automated and thorough investigation of the subcellular patterns in the HPA.
Methods
Data Set. Images from the Human Protein Atlas (http:// proteinatlas.org) were used in this study. The images were obtained using immunohistochemical staining of tissue microarrays.
14 Each slide containing a tissue microarray was incubated with a monospecific antibody (an antibody demonstrated to react with only a single protein), followed by washing and incubation with secondary antibody conjugated to horseradish-peroxidase. After washing, each slide was stained with hematoxylin, which nonspecifically stains DNA in cell nuclei a purplish color, and diaminobenzidine (DAB), which is converted to a brown precipitate in regions containing horseradish peroxidase. Brightfield images depicting the circular tissue sections 0.6-1.5 mm in diameter were obtained for 45 normal human tissue types using an RGB camera. The Atlas contains anywhere from 0-6 (typically 3) images for each protein in each tissue type. The images are roughly 3000 × 3000 pixels in size, with each pixel approximately representing a 0.5 × 0.5 µm region in the sample plane. Images are stored as compressed JPEGs.
A set of 16 proteins that localize specifically to one of eight major organelles was chosen from the HPA. Atlas proteins were selected based on locations specified by their UniProt-associated Gene Ontologies (GO) and on how well these GO terms matched with comments in the Atlas regarding the specificity of organelle staining. The proteins, with their Atlas antibody identification numbers and their organelle class, are the following: Sterol-4-alpha-carboxylate 3-dehydrogenase (248, endoplasmic reticulum/ER), Dyskerin (447, nucleolus), Golgin-84 (992, Golgi apparatus), Mitochondrial matrix protein P1 (1523, mitochondrion), Golgi phosphoprotein 4 (1677, Golgi), Cathepsin F precursor (2141, lysosome), Zinc finger protein 146 (3358, nucleolus), GlcNAc-1-phosphotransferase subunit gamma (4055, lysosome), Actin-related protein 2/3 complex subunit 1A (4334, cytoskeleton), AFG3-like protein 2 (4479, mitochondrion), DNA replication licensing factor MCM4 (4497, nucleus), the 78 kDa glucose-regulated protein precursor (5221, ER), Endosome-associated protein p162 (5861, endosome), Bcl-2-associated transcription factor 1 (6669, nucleus), Cytokeratin-9 (7261, cytoskeleton), and Cathepsin E precursor (8021, endosome).
Linear Spectral Unmixing. The RGB images contain a mixture of purplish hematoxylin staining and brownish DAB staining. Since our goal was to analyze the subcellular pattern of each specific protein, some form of color unmixing had to be performed to separate the DAB staining from the hematoxylin staining before we could apply automated recognition methods. The source images contain m-by-n-by-c pixels, where the number of colors c is 3 for RGB images. These can be reshaped into a (m × n)-by-c matrix V j and then used to form a matrix V that contains only the unique rows of V j . Given a color-bases matrix W with dimensions c-by-r, where r is 2 since there are two source stains to be separated (DNA and protein), we seek to find a matrix H j of the same dimensions as V that represents the solution of:
As long as the unique rows are indexed, H can be easily mapped back to H j , the unmixed image.
Simple linear unmixing works under the assumption that W is known for each image and the signals are linearly separable, and it has been applied to various color separation problems. 16, 17 Because of its simplicity, and the fact the same types of stains are used for all of the Atlas images, we used linear unmixing as a starting point after first determining W for all of the images. First, the brightfield images were inverted to make the background black (so low concentrations of protein correspond to low pixel values). The color-basis vectors of the stains were determined by converting a set of HPA images into the HSV color space and then creating a histogram of the resulting image hues. Two peaks in the histogram were identified by the bins with most counts above and below a hue threshold of 0.3. The locations of the peaks were used to define hues of DAB and hematoxylin. Since each hue corresponds to various different sets of saturation and brightness values, we calculated the corresponding saturation and brightness values and then mapped these HSV coordinates back into the RGB space to define the stain color coefficients, k, which signify the relative amounts of red, green, and blue inherent in each stain. The stain color-vectors were used to make the color-bases matrix, W: After the stain color-bases were defined, we linearly unmixed the data using the transpose of the Moore-Penrose pseudoinverse (pinv) of W:
Finally, each channel of H was scaled so the minimum intensity value was 0 and the maximum value was 255, and H was used to generate the linearly unmixed protein and DNA channels.
Blind Spectral Unmixing by Non-Negative Matrix Factorization. Because of experimental variance, the spectra of immunocytochemical dyes are often not consistent across every image, rendering simple linear unmixing potentially unsuitable. Therefore, we also evaluated non-negative matrix factorization (NMF) as an approach to blindly unmix the images. NMF works under the constraint that each stain contributes non-negatively to the overall image intensity. This method has been shown to be effective in unmixing brightfield images with two stains. 18 Other blind unmixing methods that correct for measurement noise exist. 19 However, in this work, these are not considered, as the source images contain compression artifacts that complicate the modeling of such noise.
The image preprocessing steps for the blind unmixing were similar to linear unmixing. However, instead of calculating a common W for all images, we calculated a unique W for each image sample. We then randomly initialized H, and applied NMF to solve for the non-negative matrix factors W and H by iteratively minimizing the L2 distance between V and W × H. 20 The postprocessing of H into a new unmixed image was similar to the linear unmixing, in which each channel was scaled and then remapped into the image data channels.
Note that performing blind unmixing on V and not V j is beneficial for two reasons. First, less data is unmixed, meaning the overall computation time decreases. More importantly, by reducing redundant pixels, the unmixing process is less biased by the relative levels of staining. For example, if there is much more purple than brown in the image, unmixing on V* might separate one hue of purple from another, rather than separate purple from brown. By using V, there need be no concern over the relative amounts of staining (so long as both brown and purple are present in the image).
Data Set Partitioning. Some of the Atlas images contain a third stain. To remove these images from our data set, we performed linear unmixing with a third color-basis on all of the images. From the resulting images, we measured the average intensity of the signal in the third channel and removed images with a value greater than some threshold. Next, for each location class, we removed tissues that had less than two images. Finally, we determined the number of remaining images for each protein by tissue. We then placed alternating occurrences of these protein images into the training and sets. If two of a particular protein in a particular tissue were put in the training set, and only one was put in the testing set, the next time an imbalance was encountered, the testing set received the additional image. This partitioning approach guarantees that either (1) the training and testing sets will be the same size in the event of an even number of image samples, or (2) the training set will contain only one more sample than the testing set in the event that there are an odd number of image samples.
Subcellular Location Features (SLFs).
Field level features were extracted from the whole tissue images. Because the images contain many different cells, the SLFs must be robust to cell rotations and translations, as well as the number of cells in the tissue. Haralick texture features were used for this purpose. 12 Since wavelets have been shown to be effective at subcellular pattern recognition, 8 multiresolution (MR) texture features were also used. Finally, since there is nuclear information for each protein image, DNA features that relate protein and nuclear object overlap and distance were extracted.
First, the most common pixel value was subtracted from each image to remove background. To calculate the DNA overlap research articles
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features, we thresholded the protein and nuclear image channels using Otsu's method. On the resulting binary images we calculated the following four features:
1. The ratio of the area occupied by protein to that occupied by DNA. 2. The fraction of above threshold protein area that colocalizes with above threshold DNA. 3. The fraction of the protein fluorescence that colocalizes with DNA (SLF2.22). 6 4. The average distance (in pixels) between above threshold protein pixels and the nearest above threshold nuclear pixel. Next, we scaled the background-subtracted protein images to 32 gray-levels and decomposed them down to 10 levels by the discrete Wavelet Transform using the Daubechies 8 filter. Twenty-six Haralick texture features were calculateds13 from averaged horizontal and vertical co-occurrences and 13 from averaged diagonal co-occurrences 8, 21 sand the total energy was calculated on each of the three sets of detail coefficients at each level of decomposition (giving 27 × 3 × 10 ) 810 features). Twenty-six Haralick features were also calculated on the original image. Combining all of the texture features with the four DNA overlap features gave a total of 840 features per image.
For the images in the training set, Stepwise Discriminant Analysis (SDA) was used to select the most discriminating features across the eight location classes. 9 In a comparison of eight methods for feature reduction, SDA was previously observed to perform best for subcellular pattern classification.
9
Simple Classification. A linear support vector machine (SVM) classifier was trained on the training set after the SVM slack penalty was determined by parameter variation with 10-fold cross validation (using the LIBSVM toolbox from http:// www.csie.ntu.edu.tw/∼cjlin/libsvm). Output of classification for the testing set was used to determine overall classification accuracy. For each testing sample, the classifier outputs a probability that a sample belongs to each class. These posterior probabilities are determined using a modified version of Platt scaling. 22 The sample was labeled according to which class had the highest probability.
Classification with Voting. To create additional classifiers, additional sets of features were extracted using different Daubechies filters (with lengths from 2-20 in increments of 2). For features of each filter length, a classifier was trained as detailed above, giving 10 separate SVMs. For each image sample, the probability outputs of the classifiers were summed and divided by the number of classifiers, and the class corresponding to the resulting highest likelihood was assigned as the sample label. Unlike a prior multiresolution classification scheme, which incorporates classifiers with MR voting, 8 this method uses separate classifiers trained on multiresolution features with a simple voting scheme.
Software. This work was done in Matlab 7.1 in Linux with the LIBSVM library, version 2.84. The code and data in this paper are available at http://murphylab.web.cmu.edu/software/.
Results
From the Atlas, we selected a set of 16 proteins which localize to major specific organelle classes (see Methods). These proteins were chosen so we could create classifiers that distinguish between eight location types: the ER, cytoskeleton, endosome, Golgi apparatus, lysosome, mitochondrion, nucleolus, and nucleus (two proteins were included for each location type). After the partitioning of data into training and testing sets, there are 122.8 ( 6.4 samples per class in the training set and 122.8 ( 6.4 samples per class in the testing set. Moreover, each of the 45 tissues is represented by 21.8 ( 6.6 and 21.8 ( 6.3 samples in the training and testing sets, respectively. Finally, each of the 16 proteins is represented by 61.4 ( 5.5 and 61.4 ( 6.4 images, again in the training and testing sets. Example images are shown in Figure 1 .
Simple Classification Test. To determine whether automated analysis of the HPA images is feasible, we linearly unmixed the images as described in Methods. We extracted various features from the resulting protein and nuclear channels from each . Shown are classifiers trained on linearly unmixed data (∆), blindly unmixed data (O), and both linearly and blindly unmixed data (s). Systems trained with both types of unmixed data consistently perform better in the high recall regime. Recall is defined as the number of images correctly classified with a probability above a threshold divided by the total number of images correctly classified. Precision is the ratio of correctly classified images to the images with labels with probabilities above some threshold, and it is equivalent to classifier accuracy. When only samples with label probabilities/ likelihoods greater than 0.5 are considered in the linear, blind, and combined unmixing sets, the simple classifiers have 85%, 84%, and 92% precision, respectively (red x), while the voting classifiers give precisions of 95%, 94%, and 97% (red x). 
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Next, we trained and tested a classifier using these selected features. The resulting classification accuracy is 71% (Table 2) , with an estimated 95% confidence interval of 2.8%. Class accuracies range from 53% (for cytoskeletal patterns) to 86% (for nuclear patterns). Cytoplasmic patterns are highly confused with each other, while nuclear patterns are better distinguished. Surprisingly, the nuclear pattern is still frequently mislabeled as an endosomal pattern. When only samples whose labels have a probability above some threshold are considered, the precision increases (Figure 2A ). (Precision is defined as the number of correct label assignments considered divided by the total number of considered assignments, and it is equivalent to classifier accuracy.) Recall drops as fewer images are considered. (Recall is defined as the correct number of considered labels divided by the maximum number of correct labels.) Considering samples that have classification probability greater than 0.5 boosts the classification accuracy to 85%.
Voting Across Classifiers. Voting schemes have been shown to be effective at increasing classification accuracy in subcellular pattern recognition. 8, 23 To see how voting across classifiers trained on different features affects classification, we used features calculated from nine different wavelet bases function to train nine additional classifiers. Each of our 10 classifiers reports for a test sample the probabilities that the sample belongs to any of the 10 classes. Summing these probabilities across the 10 classifiers, we chose the label with the highest likelihood as the assignment for a sample. Using this scheme, we obtained an overall classification accuracy of 81% (Table  3) . Class accuracies range from 64% (cytoskeleton) to 88% (nucleus). While there is still significant confusion between cytoplasmic patterns, all of the locations are better distinguished under this voting scheme. Considering samples that have classification likelihood greater than 0.5 boosts the classification accuracy to 95% ( Figure 2B) .
Evaluation of Unmixing Methods. Having determined that this classification approach can recognize eight organelle patterns in the HPA images, we used it to compare linear and blind unmixing. A visual comparison of the blind (Figure 3 ) and linearly unmixed images (Figure 1) shows that both give similar results. The blind method seems better at detecting low signal levels and, as a result, produces images with more channel overlap. When we used the blindly separated images in the classification framework, we found that a simple classifier gives an accuracy of 66%, and the voting classifier gives 78% (data not shown). The overall accuracy is lower than the linearly unmixed data, and only the Golgi pattern is better distinguished Figure 3 . Example unmixing results from blind spectral unmixing. The mixed images (top row) are the same as in Figure 1 . The second and third rows show the separated DNA and protein channels, respectively, and the fourth row shows the composite of the two channels, with DNA shown in red and protein in green. Note that the bottom row shows more signal overlap between the two channels than in the images from linear unmixing (Figure 1 ). a Outputs from the two previously-described voting classifiers were summed, and labels with the highest likelihood were assigned to the samples. Then, only images with labels with greater than 0.5 likelihood were considered. Agreement between the true class and classifier output is shown in bold. The number of samples per testing class is shown beneath the class names. The overall accuracy is 97%, as 438 out of the 452 testing images (that have high confidence) are classified correctly. Because of rounding error, rows may not sum to 100%.
by both the simple and voting classifiers using blindly unmixed data (data not shown). Classification accuracy when only samples with greater than 0.5 likelihood were considered was also lower than with linearly unmixed data (Figure 2) . However, by summing the likelihoods of the two voting classifiers (one for each unmixing method), and using the highest likelihood sample labels, we were able to further boost the classification accuracy over all testing images to 83%, with six of the eight classes (not cytoskeleton and lysosome) recognized with greater than 80% accuracy (data not shown). Considering samples that have classification likelihood greater than 0.5 boosts the classification accuracy to 97% (Table 4) , with an estimated 95% confidence interval of 1.6%.
Classification by Tissue. We next used the voting classifiers summed across unmixing methods to determine in which tissues pattern recognition is least successful (Table 5) . When the classifier is applied to all testing images, classification in all tissues except for skeletal muscle is greater than 70%. Moreover, when considering only labels above 0.5 likelihood, the accuracy increases in nearly all tissues, and the minimum classification accuracy becomes 75% in skeletal muscle.
Conclusions
The automated classification systems described in this work yield accuracies as high as 97%, showing that analysis of the basic subcellular patterns in the HPA is feasible using these learning approaches. The results show that the image level multiresolution texture and nuclear overlap features are informative in characterizing the subcellular location pat- 100/0 100/0 100/0 100/100 100/100 66.7/100 100/100 100/100 95.8 100 Thyroid gland (23/10) 100/100 33.3/0 100/0 100/100 100/100 66.7/100 100/100 33.3/0 78.3 100 Tonsil (23/13) 100/100 100/100 0/0 33.3/100 100/100 100/100 100/100 100/100 82.6 100 Urinary bladder (15/10) 100/100 100/100 100/0 100/100 100/0 100/100 100/100 100/100 100 100 Vagina (20/10) 66.7/100 66.7/0 100/0 100/100 100/0 50/100 100/100 100/100 85 100 Vulva anal skin (19/12) 66.7/0 100/100 100/0 100/100 100/100 100/100 100/100 100/100 94.7 100
a The number of testing images per tissue class is shown next to the tissue names. Values are shown as pairs (separated by '/') of accuracies when all images were considered and accuracies when only labels with a likelihood greater than 0.5 were considered. Accuracies are given in percentages.
terns in the HPA images, and different wavelet decompositions can be used in a voting scheme to improve classification accuracy. This indicates that the different decompositions capture different information about the patterns. However, while the features do a significantly better job of describing nuclear patterns, they are not as informative with respect to cytoplasmic patterns, especially the cytoskeletal class, which are confused with other cytoplasmic location classes. Part of the inability of the system to distinguish between the cytoplasmic classes could be due to the moderate resolution and JPEG compression of the images, which do not allow for some of the finer details of these patterns to be distinguished. Regardless, this work suggests that features better characterizing the cytoplasm may help to improve analysis. The benefit of considering samples with high confidence labels, which can boost classification accuracy to above 95%, along with the fact that even when all images are considered the classification systems can distinguish six of the eight classes with higher than 80% accuracy, indicates that analysis of protein patterns across different tissues and cell types is feasible using the features described here.
This work also outlines a framework that allows for different unmixing methods to be compared to determine which is best for automated analysis. Visual inspection of blindly and linearly unmixed images hints that blind unmixing is better at separating stains, as it seems to better detect low levels of staining than linear unmixing. Classification results, however, show that simple linear unmixing is slightly more effective at providing informative features for classification. This indicates that the assumptions behind linear unmixing (linearly separable signals, stain colors are consistent enough across images) are suitable for the automated analysis of HPA images. However, combining classifications from linearly and blindly unmixed data does provide a slight boost in accuracy, meaning the blind unmixing is uncovering some additional relevant information missed by linear unmixing.
Moreover, the classification results in the Atlas tissues indicate that subcellular pattern recognition can be done effectively in nearly all tissues. Only in skeletal muscle does the classifier perform poorly, suggesting that this tissue should not be considered for subsequent automated analysis.
Most importantly, this work provides a framework that can be used to analyze all of the proteins in the Human Protein Atlas. The developed classifiers can be applied across the Atlas to determine the subcellular locations of all Atlas proteins. We anticipate that any time the classifier encounters a mixture pattern (e.g., a protein in both the nucleus and cytoskeleton) or a new pattern (such as an extracellular distribution), it would assign a label with a low confidence score. Such assignments could be screened out. To create more universal classifiers, however, we will potentially need to choose additional organelle classes for training (such as an extracellular location class to include extracellular matrix proteins). Moreover, we will likely need to train the system on more than just two proteins per location class. Despite the fact that we chose the 16 proteins based on their specificity for localizing to the eight major organelles, these proteins' locations are likely not fully characteristic of the patterns of all proteins that localize to similar compartments. Thus, finding out the minimum number of classes needed for training a more universal classifier is an ongoing and essential task for analyzing the full HPA. Of course, unsupervised learning methods may be needed to provide a more accurate understanding of subcellular patterns on a proteome-wide basis.
