I outline a new method for finding third-order accurate solutions to dynamic general equilibrium models. I extend the Gomme & Klein (2011) solution for second-order approximations without using tensors, to a third-order. My solution method is easier to understand and code-up, and faster to implement in Matlab. I provide Matlab code and demonstrate my solution method with a simple RBC model.
Introduction
Non-linear methods for solving DSGE models have become increasingly popular in recent years. Perturbation methods have become particularly popular due to their relative ease of implementation and their ability to be used with medium and even large scale models. Perturbation methods are now widely available in many software packages and as standalone routines.
2 Attention has shifted from second-order to third-order approximations with van Binsbergen et al. (2010) showing that third-order approximations are necessary to capture time varying shifts in risk premia. Current software and routines that solve for third-order approximations use tensor notation. Tensor notation can be difficult to read, difficult to code and in some cases maybe slow to implement. Gomme & Klein (2011) show, using the Magnus & Neudecker (1999) definition of a Hessian matrix, how to solve a second-order Email address: andrew.binning@norges-bank.no (Andrew Binning) 1 The author would like to thank Martin Andreassen, Paul Klein, Junior Maih and Martin Seneca for useful comments.approximation without tensors. I extend their method to third-order approximations. I also provide Matlab code for my solution method. The paper is set out as follows, section 2 covers some preliminaries, section 3 outlines the matrix algebra to find the solution, section 4 shows the results with a simple RBC model, while section 5 concludes.
Preliminaries
Following Schmitt-Grohe & Uribe (2004) a generic DSGE model can be written in the form E t (f (x t+1 , y t+1 , x t , y t )) = 0,
where x t is an nx × 1 vector of predetermined variables, y t is an ny × 1 vector of nonpredetermined variables, f is a function that maps R 2nx+2ny into R nx+ny , and E t is the expectations operator conditional on date t information. The total number of variables (and equations) in the model is n = nx + ny.
As shown in Schmitt-Grohe & Uribe (2004) the solution takes the form:
x t+1 = h(x t , σ) + σε t+1 ,
where g maps R nx into R ny and h maps R nx into R nx . The scalar σ ≥ 0 is known as the perturbation parameter and ε t+1 is an nx × 1 vector of shocks. Typically the functions g and h are unknown, so we have to resort to taking approximations around the non-stochastic steady state.
The third-order approximation of the policy functions, g and h takes the form: 
where g x and h x are the partial derivatives of g and h with respect to x evaluated at the non-stochastic steady state, these form the first-order accurate solution. The terms: g xx , h xx , and g σσ and h σσ , are the second derivatives of g and h with respect to x and σ evaluated at the non-stochastic steady state, these form the second-order approximation. 3 The terms g xxx h xxx , g σσx , h σσx g σσσ and h σσσ are the third derivatives of g and h with respect to x and σ.
4 Note that g σσσ and h σσσ are dependent on the third moment of the shocks. These terms will be important if the shocks come from a distribution with a non-zero third moment.
These terms can be found by substituting the policy functions (equations (2) and (3)) into equation (1) to get E t (f (h(x t , σ) + σε t+1 , g(h(x t ) + σε t+1 , σ), x t , g(x t , σ))) = 0,
and then differentiating with respect to x t and σ the appropriate number of times. I wish to find a third-order approximation of g and h around the non-stochastic steady state. In order to solve for a third-order approximation I need to solve for a first, and then a second order approximation (this is explained in Aruoba et al. 2006 ). The first order accurate solution to equation (6) takes the form:
. . . . . .
where g x and h x are matrices of first derivatives of the policy function evaluated at the non-stochastic steady state.
5 That is g i,
| (xt=0, σ=0) where g i is the policy function for the ith non-predetermined variable and h i is the policy function for the ith predetermined variable.
The second-order accurate solution to the policy functions takes the form: (2004) show that g σ , h σ , g σx and h σx are zero.
4 Andreasen (2011) shows that g xxσ and h xxσ are zero. 5 Equation (6) can be solved using Klein (2000) for example. 6 Equation (6) can be solved using Gomme & Klein (2011) for example.
h xx
where g xx and h xx are matrices of the second derivatives of g and h with respect to x t evaluated at the non-stochastic steady state, g i,
where h x [i, ·] is the ith row of the h x matrix so that h * x is a matrix that consists of the kronecker product of the nx × nx identity matrix and each row of h x .
The matrices g g * xx
and are just rearrangements of g xx and h xx .
7
The matrices M x and M xx are constructed so that:
where M x [i, ·] is the ith row of the M x matrix so that M * x is made up of the kronecker product of the nx × nx identity matrix and the rows of M x .
I also define the matrix M * xx :
xx can be thought of as a rearrangement of M xx .
7 More specifically, each row is the transpose of the vec of the policy function for each variable. 8 Note that M x is the same as the matrix M in Gomme & Klein (2011) .
The matrix D is the gradient matrix for f (equation 1): 
  
The matrix H is the Hessian of f (equation 1):
I introduce T which is the matrix of third derivatives of f :
I differentiate equation (6) with respect to x t 3 times and evaluate the third derivatives at the non-stochastic steady state (that is x = 0 and σ = 0). Applying Theorem 1 (see Appendix A), which is the matrix representation of the third-order chain rule, gives 9 D is the same as the matrix D in Gomme & Klein (2011) . 10 H is the same as the matrix H in Gomme & Klein (2011) .
where
Following Gomme & Klein (2011) 
Rearranging equation (8) gives
Applying the vec operator to both sides of (9) gives
11 Equation (10) be written as the linear system
This is easily solved using matrix algebra. Alternatively equation (9) could have been written in the form of a generalised Sylvester equation and solved as explained in Gomme & Klein (2011) (see Appendix B) . This second approach is computationally more efficient and uses less memory.
3.2. Solving for g σσx and h σσx I have found g xxx and h xxx which can be used, along with g x , h x , g xx , h xx , g σσ and h σσ , to solve for g σσx and h σσx Before I begin I define some additional matrices that will prove useful for the solution.
3.2.1. Matrix definitions I define
which is a matrix of second-derivatives of the policy functions with respect to σ and x. I also define the prediction error variance-covariance matrix:
where σ 2 i is the variance of the prediction error of ith predetermined variable. Likewise, σ i,j is the covariance between the prediction errors for the ith and jth predetermined variables.
I also introduce the the matrix trace (trm). This is defined (as in Gomme & Klein 2011 ) so that for an nm × n matrix:
the matrix trace gives an m × 1 vector:
12 N σ is the same as the matrix N in Gomme & Klein (2011) .
Solution
I differentiate equation (6) with respect to σ twice and x t once. Using Theorem 1 (see Appendix A) the matrix representation of the solution takes the form
where (12) and rearranging gives
Equation (13) can be written as the linear system
nx×nx which is easily solved using matrix algebra.
Solving for g σσσ and h σσσ
In this section I solve for g σσσ and h σσσ using some of the previous results. Before I do this, I define some additional matrices.
Matrix definitions
I define the matrix
which is a matrix of the second derivatives of the policy functions with respect to σ. I also define the skewness (co-skewness) matrix:
The skewness matrix contains the third moments of the prediction errors, where
, and u i,t is the prediction error for the ith predetermined variable. This follows from the definition of the variance-covariance matrix:
, where u t is a vector of prediction errors. If all the shocks are symmetrically distributed, this matrix will have zeros for all of its entries.
Solution
I differentiate equation (6) with respect to σ 3 times. Using Theorem 1 (see Appendix A) I can write the matrix representation of this solution in the following way (15) and rearranging gives the linear system
Equation (16) can then be solved using matrix algebra.
A simple example
In this section I show the results of my solution procedure using a simple 3 equation RBC model. The model can be written in the following form:
with the non-stochastic steady states:
I calibrate the model such that: α = 0.3, β = 0.99, δ = 0.025, γ = 1.1, ρ = 0.8, σ = 0.01. I find the solution of the model in terms of log deviations from the non-stochastic steady state, which requires making the following substitutions:â t = log(a t ),k t = log(k t ),ĉ t = log(c t ),ε t = 0,â * t = log(a t ).
13 In addition, I include an auxiliary variable for technology because it appears in the model in periods t − 1, t and t + 1. I also include an additional equation for the t + 1 technology shock (under this representation the shock is treated as a state variable). The model is now a 5 equation system:
with the non-stochastic steady states:â = log(a),k = log(k),ĉ = log(c),ε = 0, a * = log(a). The vector of predetermined variables takes the form
The vector of non-predetermined variables takes the form
I also define the variance-covariance matrix,
13 Finding the solution in terms of level deviations from the non-stochastic steady state is also acceptable, but I stick with convention and find the solution in log terms. I set the skewness of the technology shock to be the cube of the standard deviation of the technology shock so that it has a standardised skewness statistic equal to one.
The derivatives are solved in Matlab using automatic derivatives (see for example Bischof et al. 2008) . Automatic derivatives are relatively quick to calculate and extremely accurate. 14 I solve for the first-order terms using the method from Klein (2000) , the second-order terms using the method from Gomme & Klein (2011) , and the third-order terms using the method outlined in this paper. The results are presented in Appendix C to allow readers to verify their accuracy.
The same model was coded in Dynare and using Matlab code from Andreasen (2011) . The third-order approximations using the method outlined in this paper were checked against the third-order approximations from Dynare and Andreasen's code and found to be the same.
15
I also tested my code for speed against Andreasen's code. The code from Andreasen (2011) uses tensor notation which allows me to compare the speed difference between the different solution methods. The tests were performed using a desktop pc with a 2993 Mhz Intel processor and 4GB RAM. I repeated the exercise with an 8 equation (10 equations in total when auxiliary variables are included) New Keynesian DSGE model. The times (in seconds) from both experiments are recorded in the table below: specifically I vectorise the Kronecker products as explained in Acklam (2003) and I remove the auxiliary equations (which are linear) from the system to solve for the second and third order solutions.
16 This results in further performance improvements. Andreasen's code has been optimised to exploit the symmetry of the derivatives. This decreases the number of derivatives that need to be calculated and shrinks the size of the matrices, which results in some speed gains. The procedure I outline in this paper does not exploit the symmetry of the derivatives, as I find for my method the extra time required to shrink the matrices is more than the time saved in the matrix division.
17 The speed gains from my approach come from having a vectorised solution. Andreasen's code has 142 For loops and uses 621 lines of code. Because my solution uses matrix algebra, my Matlab code is vectorised with just 4 For loops and 67 lines of code. Vectorising the Kronecker products further improves the codes performance.
Conclusion
In this paper I demonstrate a new method for solving third-order approximations for DSGE models. The method does not involve tensor notation making it easier to understand and code, and faster to implement using Matlab. While much code exists in Matlab for solving third-order approximations, my procedure and code, due to it's simplicity, can form a blueprint for those wanting to write code in other programming languages, or it can be used by those wanting more flexibility and speed over existing Matlab routines.
Appendix A.
In this appendix I show that my matrix representation is indeed a solution to the thirdorder matrix chain rule.
I begin by defining some function g that is an n-ary function of f . f is an m-ary function of x so that
where the superscripts denote each f function and x is a vector of the variables x i , such that
By Fáa di Bruno's formula, the third derivative of y with respect to the ith, jth and kth elements in x is given by
for any i, j, k ∈ {1, · · · , m} and a, b, c ∈ {1, · · · , n}. This can be written more compactly as
I define the matrix S as the matrix representation of all possible combinations of the third derivative of y with respect to each element x i in x so that
Let s r,c represent the element in row r and column c in S. Alternatively let s j+m(k−1),i refer to the element in the j + m(k − 1)th row and the ith column of S where as before i, j, k ∈ {1, · · · , m}. This alternative indexation allows me to match the location of each element in S to the derivative in that position. For example
Theorem 1. The third order matrix chain rule for y takes the form
where the matrices are defined in the following section. Appendix A.1. Matrix definitions I define D such that I define Z:
for a, b, c ∈ {1, · · · , n}, where z b+n(c−1),a is the element in the b + n(c − 1)th row and the ath column of the matrix Z.
I define P such that
,j = p a,i+m(j−1) for a = 1, · · · , n and i, j = 1, · · · , m, where p a,i+m(j−1) is the element in the ath row and the i + m(j − 1)th column of the matrix P .
I define W so that
for a, b = 1, · · · , n, where w a,b is the element in the ath row and the bth column of W .
I define Q so that
for i, j, k = 1, · · · , m and a = 1, · · · , n, where q i+n(a−1),j+m(k−1) is the element in the i + n(a − 1)th row and the j + m(k − 1)th column of Q.
so that g a = r 1,a for a = 1, · · · , n, where r 1,a is the ath entry in the row vector R. I define T such that
,i for a = 1, · · · , n and i, j, k = 1, · · · , m, where t j+m(k−1)+m 2 (a−1),i is the element in j + m(k − 1) + m 2 (a − 1)th row and the ith column of the matrix T . I define V so that
,i for a = 1, · · · , n and i, j = 1, · · · , m, where v j+m(a−1),i is the element in the j +m(a−1)th row and the ith column of the matrix V .
Proof The proof proceeds as follows, I define the following matrices
so that I can rewrite equation (A.1) as
To prove the proposition I need to show that for each element in S, the following holds
That is the corresponding entries in S1, S2, S3, S4 and S5 must add to the entry in the same position in the matrix S. This is equivalent to showing that
so that Fáa di Bruno's formula holds for each element in S.
I proceed to do this in five steps, showing that for each sub matrix the indexation matches up with the appropriate derivatives.
Step 1
is the element in the j + m(k − 1)th row and the b + n(c − 1)th column of Θ 1 for j, k = 1, · · · , m and b, c = 1, · · · , n.
I can then define Θ 2 to be The matrix D as defined in (A.2)
Here I use i to index the derivative and a to index the function so that I can write
Multiplying Θ 2 by D gives S1
From the indexation in equation (A.8) it can be verified that
The ordering of the derivatives of the f functions does not matter because these are scalars.
Step 2
I define Θ 3 = P W , so that
is the element in the j + m(k − 1)th row and the ath column of Θ 3 , for j, k = 1, · · · , m and a = 1, · · · , n.
as required.
Step 3 I define Θ 4 so that
is the element in the j + m(k − 1)th row and the i + n(a − 1)th column of Θ 4 , for i, j, k = 1, · · · , m and a = 1, · · · , n.
Using the definition of S3 I can write
Step 4 From equation ( 
From the definition of
is the element in the j + m(k − 1)th row and the i + n(a − 1)th column of Q , for i, j, k = 1, · · · , m and a = 1, · · · , n.
The Kronecker product of W and the m × m identity matrix is given by I define Θ 5 so that
is the element in the j + m(k − 1)th row and the i + n(a − 1)th column of Θ 5 , for i, j, k = 1, · · · , m and a = 1, · · · , n.
Using the definition of S4, I can write
Step 5
is the element in the ith row and the j + n(a − 1)th column in Θ 6 , for i, j = 1, · · · , m and a = 1, · · · , n.
Using the definition of S5, I can write 
Appendix B. Sylvester Equations
To be included.
Appendix C. Model Solution
The solved matrices from section 4 are presented below. 
