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Introduction
L’objet de ce mémoire est l’étude, d’un point de vue homotopique, d’une famille de schémas baptisés
schémas d’Atiyah-Hitchin. Le texte se divise en deux parties relativement indépendantes. On y considère
des objets de nature semblable, mais sous des angles différents.
Le Chapitre 1 constitue à lui seul la première partie. On y étudie une famille particulière — mais
fondamentale parce que c’est elle qui motive la définition générale — de schémas d’Atiyah-Hitchin : les
schémas de fractions rationnelles pointées de degré m, notés Fm.
Le résultat principal détermine l’ensemble (π0Fm)(K) des composantes connexes au sens algébrique na¨ıf,
pour tout entier positif m et pour tout coprs de base K. L’intérêt de ce calcul réside dans sa simplicité
et dans sa comparaison avec le calcul des classes d’homotopie motivique d’endomorphismes pointés de la
droite projective P1 (au-dessus de SpecK) effectué par Morel dans [Mor08] .
La seconde partie comprend les Chapitres 2 à 5. Elle s’inscrit dans le prolongement des travaux de
Segal [Seg79] sur la topologie des espaces de fractions rationnelles. En nous inspirant du point de vue
adopté par Atiyah et Hitchin dans [AH88] sur les schémas de fractions rationnelles, nous définissons pour
tout schéma Y « raisonnable » et pour tout entier positif m un nouveau schéma, noté RmY , que nous
baptisons m-ème schéma d’Atiyah-Hitchin. La famille Fm étudiée au Chapitre 1 correspond au cas par-
ticulier Y = Gm.
Cette partie culmine sur la formulation d’une série de conjectures visant à généraliser les travaux de Segal
au cadre de la théorie homotopique des schémas, et sur la démonstration de certaines de leurs consé-
quences naturelles sur la topologie de l’espace de points complexes (RmY )(C), lorsque Y est défini sur
C.
Même si ce mémoire ne contient pas de résultat important de nature purement motivique, notre
travail est fortement influencé par la théorie homotopique des schémas telle que développée par Morel
et Voevodsky. Puisque notre mémoire s’adresse à un topologue algébriste non nécessairement familier de
cette théorie, nous commenc¸ons par esquisser brièvement le cadre de travail que fournit l’article fondateur
[MV99].
Théorie homotopique des schémas
Soit K un corps de base. La catégorie SchK des schémas quasi-projectifs lisses au-dessus de K joue
en géométrie algébrique un rôle analogue à celle des variétés différentiables en topologie. Un topologue
algébriste cherche alors naturellement à définir une catégorie homotopique Ho(SchK) dont les objets sont
des schémas à équivalence d’homotopie près et dont les morphismes sont des classes d’homotopie de mor-
phismes de schémas.
Le point de départ de la théorie consiste à définir une notion d’homotopie algébrique na¨ıve entre mor-
phismes de schémas en remplac¸ant formellement dans la définition classique d’homotopie entre applica-
tions continues le segment topologique [0, 1] par la droite affine algébrique A1. Si l’idée précédente est
très simple, c’est qu’elle est également très na¨ıve. Sa mise en œuvre demande des élaborations techniques
non triviales si l’on veut que la catégorie Ho(SchK) construite ait les bonnes propriétés que l’on attend
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d’elle.
Les travaux de Quillen [Qui67] ont dégagé le bon cadre formel pour définir des catégories homoto-
piques : il s’agit de la notion de catégorie de modèle. Morel et Voevodsky ont trouvé une bonne catégorie
d’espaces notée Esp, contenant SchK comme sous-catégorie pleine, qu’ils ont muni d’une structure de
modèle convenable. Sans rentrer dans trop de considérations techniques, indiquons juste au lecteur qu’un
choix de catégorie possible pour Esp est celle des faisceaux simpliciaux d’ensembles pour la topologie
Nisnevich. Travailler avec des faisceaux est une fac¸on de s’assurer l’existence de colimites. La topologie
Nisnevich est une topologie de Grothendieck qui réunit les avantages de la topologie de Zariski et de la
topologie étale. Utiliser des objets simpliciaux est analogue au fait de manipuler des ensembles simpliciaux
plutôt que des espaces topologiques. La structure de modèle est obtenue en localisant cette catégorie par
rapport à l’application canonique A1 −→ pt := SpecK, c’est-à-dire en forc¸ant l’espace A1 à être contrac-
tile.
Soient (X,x0) et (Y, y0) deux schémas (ou espaces) pointés. Le formalisme précédent permet de donner
un sens aux notions de topologie algébrique usuelles suivantes.
– Pour tout entier positif i, on définit un faisceau πA
1
i (X,x0) de groupe d’homotopie. Morel et Voe-
vodsky montrent un théorème de Whitehead : un morphisme f : (X,x0) −→ (Y, y0) d’espaces
A
1-connexes est une A1-équivalence d’homotopie si et seulement si le morphisme de faisceaux in-
duit f∗ : π
A1
i (X,x0)
≃
−→ πA
1
i (Y, y0) est un isomorphisme .
– Le « smash-produit » X ∧ Y est défini. En particulier, on dispose des foncteurs de suspensions
Σ
s : Esp −→ Esp et Σt : Esp −→ Esp
X 7→ Ss ∧X X 7→ St ∧X
où Ss :=∆1/∂∆1 désigne le cercle simplicial et S
t := Gm := A
1 − {0} le cercle de Tate.
– Le foncteur X 7→ X ∧ Y admet un adjoint à droite, noté mapmot(Y, -) et appelé espace motivique
des morphismes pointés issus de Y . Lorsque Y = Ss (resp. lorsque Y = St, resp. lorsque Y = P1),
le foncteur mapmot(Y,−) est plutôt noté Ωs (resp. Ωt, resp. ΩP
1
).
– On note [X,Y ]mot l’ensemble des classes d’homotopie motivique pointée de morphismes de X dans
Y . Lorsque X est une suspension, c’est-à-dire lorsqu’il existe un espace X ′ ∈ Esp tel que l’on ait une
équivalence d’homotopie X ≈ ΣsX ′, l’ensemble [X,Y ]mot est naturellement muni d’une structure
de groupe. Lorsque X est une double suspension, le groupe [X,Y ]mot est abélien.
– L’ensemble [X,Y ]N des classes d’homotopie na¨ıve est par définition le quotient de l’ensemble des
morphismes de schémas de X dans Y , par la relation d’homotopie na¨ıve décrite précédemment. On
dispose d’une application canonique
[X,Y ]N −→ [X,Y ]mot
qui n’est généralement pas bijective. Par exemple, si X est projectif et si Y est affine — et à
homotopie près tout schéma est affine, c.f. [Jou73] — l’ensemble des morphismes de schémas de X
dans Y est réduit aux morphismes constants.
– On définit la notion de spectres (par exemple par rapport à la suspension Σs ∧Σt) et l’on obtient
une catégorie homotopique stable. On note {X,Y }mot l’ensemble des classes d’homotopie stable de
morphismes de X dans Y . Morel a démontré dans [Mor04b] que l’on a un isomorphisme
{S0,S0}mot ≃ GW(K) ,
où GW(K) désigne le groupe de Grothendieck-Witt du corps K, c’est-à-dire le complété en groupe
du mono¨ıde (pour la somme directe ⊕) des classes d’isomorphisme de formes bilinéaires symétriques
non-dégénérées sur K.
Introduction vii
– Pour toute petite catégorie I et tout diagramme d’espaces F : I −→ Esp la colimite homotopique
hocolim
I
F est définie. Une A1-équivalence d’homotopie de diagrammes f : F −→ G induit une
A
1-équivalence d’homotopie f∗ : hocolim
I
≃
−→ hocolim
I
G.
– Pour tout morphisme f : X −→ Y , on note Y /hX la cofibre homotopique de f . En particulier,
pour toute immersion fermée de schémas lisses i : X →֒ Y , on définit l’espace de Thom de i comme
la cofibre homotopique
th(i) := Y /h(Y −X) .
Morel a montré que l’on a un isomorphisme canonique dans Ho(Esp) (c.f. [Mor99], § 3.2)
th(i) ≃ th(νi) ,
où νi désigne le fibré normal de l’immersion i et th(νi) l’espace de Thom de la section nulle X →֒
E(νi).
– Pour tout schéma en groupe G, on définit son espace classifiant BG. En particulier, si l’on pose
BGL∞ := colim
n
BGLn, Morel a démontré la version suivante de la périodicité de Bott (c.f. [Mor99],
§ 4.3.3)
ΩP
1
(Z×BGL∞) ≈ Z×BGL∞ .
– Les fibrations et les cofibrations induisent de longues suites exactes entre classes d’homotopie d’ap-
plications.
– Lorsque K = R (le corps des nombres réels), le foncteur de réalisation topologique, qui a toute
variété Y ∈ SchR associe le Z/2-espace Y (C) muni de l’involution associé à la conjugaison complexe
induit un foncteur
Ho(EspR) −→ Ho(Z/2-Top) .
Venons en maintenant à une description plus précise des principaux résultats de notre thèse.
Classes d’homotopie de fractions rationnelles
Pour deux schémas pointés X et Y de SchK fixés, la détermination de l’ensemble [X,Y ]
mot des classes
d’homotopie motivique de morphismes de X dans Y est en général compliquée. Sa définition fait interve-
nir implicitement des remplacements fibrants qui sont difficilement manipulables. Dans [Mor08], Morel a
calculé (entre autres) le groupe
[
P
1,P1
]mot
. Dans la catégorie Ho(Esp), on a une équivalence d’homotopie
P
1 ≈ Ss∧St. Le groupe
[
P
1,P1
]mot
est donc l’analogue motivique du groupe π2S
2 en topologie algébrique
classique.
• Dans le Chapitre 1, nous déterminons l’ensemble
[
P
1,P1
]N
des classes d’homotopie na¨ıve d’endo-
morphismes pointés de P1 (lorsque la base est un corps K) et nous constatons que notre résultat donne
une certaine intuition dans le calcul de
[
P
1,P1
]mot
effectué par Morel. Notre calcul est simple et se résume
comme suit.
Les endomorphismes du K-schéma P1 sont les fractions rationnelles à coefficients dans K. Une homo-
topie na¨ıve P1×A1 −→ P1 s’interprète alors concrètement comme une fraction rationnelles à coefficients
dans l’anneau de polynômes K[T ]. La source et le but de l’homotopie sont les fractions rationnelles obte-
nues en évaluant les coefficients respectivement en T = 0 et en T = 1. Le problème consiste à déterminer
l’ensemble, noté
[
P
1,P1
]N
, des classes d’homotopie na¨ıve de fractions rationnelles au sens ci-dessus.
Deux idées majeures interviennent dans notre calcul :
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– On associe, par une méthode algébrique due à Bézout, à toute fraction rationnelle f une forme
bilinéaire symétrique non-dégénérée à coefficients dans K, notée Be´z(f). Supposons ici pour sim-
plifier que la caractéristique de K soit différente de 2. Dans ce cas, la classe d’isomorphisme pour
l’action de SL de la forme Be´z(f) est invariante par homotopie na¨ıve. On définit ainsi un invariant
d’homotopie
Be´z :
[
P
1,P1
]N
−→ S/SL ,
où S désigne le schéma des matrices symétriques inversibles sur lequel le groupe spécial linéaire SL
agit via l’action standard. Le résultat principal du chapitre est que cet invariant distingue toutes
les classes de fractions rationnelles.
– Pour montrer que l’invariant d’homotopie précédent Be´z est complet, nous mettons en évidence une
loi de mono¨ıde, noté ⊕N, sur le schéma des fractions rationnelles. L’ensemble
[
P
1,P1
]N
est par
conséquent muni d’une structure de mono¨ıde et nous montrons que le morphisme Be´z induit un
isomorphisme de mono¨ıdes (toujours lorsque car(K) 6= 2)
Be´z :
( [
P
1,P1
]N
,⊕N
)
≃
−→
(
S/SL,⊕
)
.
C’est la mise en évidence d’une structure de mono¨ıde sur l’ensemble
[
P
1,P1
]N
qui rend le calcul
simple et élémentaire. L’apparition de cette structure est d’autant plus frappante que, puisque l’espace
P
1 ≈ ΣsGm est une suspension dans Ho(Esp), l’ensemble
[
P
1,P1
]mot
est muni, de manière complè-
tement formelle, d’une structure de groupe. Et l’on constate, à partir du calcul de Morel, que l’on
a un isomorphisme (abstrait) entre le complété en groupe du mono¨ıde (
[
P
1,P1
]N
,⊕N) et le groupe
(
[
P
1,P1
]mot
,⊕mot).
Schémas d’Atiyah-Hitchin
La seconde partie est de nature plus topologique.
• Le Chapitre 2 rappelle au lecteur des résultats déjà connus sur la topologie des espaces de fractions
rationnelles à coefficients complexes, Fm(C), et à coefficients réels, Fm(R). Parmi les travaux qui ont le
plus influencé notre recherche, il faut citer :
– L’article fondateur [Seg79], dans lequel Segal montre que les inclusions canoniques
Fm(C) →֒ mapm(P
1(C),P1(C)) ,
(où mapm(−,−) désigne l’espace des applications continues pointées de degré topologique m) in-
duisent une équivalence d’homotopie
colim
m
Fm(C)
≈
−→ colim
m
mapm(P
1(C),P1(C)) ≈ Ω2S3 .
– Les articles [CCMM91, CCMM93], où F. Cohen, R. Cohen, Mann et Milgram montrent que les
espaces Fm(C) admettent le même scindement stable (c’est-à-dire après suspension)
Fm(C)
st
≈
m∨
i=1
DiS
1
que les crans FmC2S
1 de la filration naturelle du modèle de May-Milgram C2S
1 du double espace
de lacets Ω2S3 ≃ Ω2Σ2S1.
Autrement dit, les espaces de fractions rationnelles Fm(C) tendent à approximer l’espace Ω
2S3 lorsque
m tend vers +∞. De plus, le terme d’erreur entre ces deux espaces est stablement bien compris.
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• Nous définissons au Chapitre 3 les schémas d’Atiyah-Hitchin. La définition s’inspire du point de vue
d’Atiyah et Hitchin dans [AH88] sur les schémas de fractions rationnelles Fm en termes de schémas de
Hilbert. Notre approche est toutefois élémentaire et « self-contained ».
Pour tout entier positif m et pour tout schéma raisonnable Y , le foncteur qui à une K-algèbre R associe
l’ensemble des couples (A,B), où
– A ∈ R[X] est un polynôme unitaire de degré m
– et B est un élément de Y
(
R[X]/(A)
)
est représentable par un schéma que nous notons RmY et que nous baptisons m-ème schéma d’Atiyah-
Hitchin de Y . Il faut considérer cette famille comme une généralisation naturelle de celle des schémas de
fractions rationnelles pointées Fm. On a un isomorphisme canonique RmGm ≃ Fm. En effet, la donnée
d’une fraction rationnelle f := AB ∈ Fm(R) équivaut à la donnée d’un polynôme A ∈ R[X] unitaire
de degré m et d’un élément B de Gm
(
R[X]/(A)
)
, c’est-à-dire par définition d’un élément inversible de
l’anneau R[X]/(A). Par exemple, lorsque R = K, un tel B s’identifie à un polynôme de K[X] premier au
polynôme A.
Nous conjecturons que les schémas d’Atiyah-Hitchin sont à la base d’une généralisation des résultats
de Segal à la théorie homotopique des schémas. Lorsque Y est pointé et A1-connexe, les schémas RmY
seraient des approximations (finies) de l’espace d’applications motiviques ΩP
1
Σ
P1Y au même titre que
les résultats de Segal et Cohen et al.montrent que l’espace topologique Fm(C) approxime Ω2Σ2S1.
Notre première avancée dans cette direction est la construction d’un morphisme de nature algébrique
ιmotm : RmY −→ Ω
P1
(
P
1 ∧ Y
)
reliant ces deux espaces. Un élément important qui apparaˆıt dans la situation topologique et qui nous
manque encore dans le cadre algébrique est une version motivique de l’opérade des petits disques, di-
sons Pmot. Cette opérade agirait sur l’espace
∐
m>0
RmY et permettrait de définir l’espace complété
en groupe ΩB(
∐
m>0
RmY ). Noter cependant que la mise en évidence d’une structure de mono¨ıde sur
F =
∐
m>0
Fm ≃
∐
m>0
RmGm au Chapitre 1 est un pas encourageant dans cette direction.
Les résultats de F. Cohen et al. admettraient également une version motivique. Nous conjecturons un
scindement stable (pour la suspension ΣP
1
)
RmY
st
≈
m∨
i=1
Dmoti Y ,
où les Dmoti sont des versions motiviques des sous-quotients topologiques de la fitration des modèles de
May-Milgram.
Vu sous cet angle, le Chapitre 1 donne des arguments de nature algébrique en faveur de nos conjectures
dans le cas particulier Y = Gm. Les Chapitres 4 et 5 fournissent d’autres indices, de nature topologique
cette fois ci. On y étudie la type d’homotopie (stable et instable) de l’espace (RmY )(C) lorsque Y est
définie sur C.
• Le Chapitre 4 étudie la topologie de l’espace (RmY )(C) lorsque Y est une variété algébrique définie
sur C. Nous y donnons une description du type d’homotopie de l’espace topologique (RmY )(C) comme
un foncteur explicite du type d’homotopie de Y (C).
Malgré un formalisme lourd et rebutant, le résultat que nous obtenons est assez simple. L’espace
(RmY )(C) est, à homotopie près, un analogue non-pointé du m-ème cran de la filtration du modèle de
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May-Milgram C2Y (C) pour Ω
2
Σ
2Y (C). Il s’agit d’un espace de configuration de m points dans C aux-
quels sont attachés des « étiquettes » à valeurs dans Y (C). On autorise ces éléments à fusionner lorsqu’ils
ont la même étiquette dans Y (C).
La démonstration que nous donnons utilise la théorie des stratifications et notamment la théorie du
contrôle, telle que développée par Mather. Un résultat assez folklorique qui ressort de notre étude est que
l’opérade des petits disques apparaˆıt naturellement dans la stratification de multiplicité de l’espace des
polynômes unitaires complexes. Cet espace admet pour strates des espaces de configuration de points dans
C (ces points correspondent aux racines des polynômes). Les applications de structure de l’opérade des
petits disques permettent de décrire les applications d’attache. L’inclusion d’une série de petits disques
dans un grand disque modélise le fait d’éclater une racine multiple en plusieurs racines de multiplicités
moindres.
• Le Chapitre 5 étudie le type d’homotopie stable (c’est-à-dire après suspension) de l’espace (RmY )(C)
lorsque la variété algébrique Y est définie sur C. Nous y montrons le scindement stable
(RmY )(C)
st
≈
m∨
i=1
DiY (C)
prédit par nos conjectures.
Notre approche s’inspire des travaux de Vassiliev. On remplace l’étude du type d’homotopie stable de
(RmY )(C) par celle de son dual de Spanier-Whitehead, disons D(RmY )(C). De manière frappante, cette
dualisation simplifie la situation : l’espace D(RmY )(C) admet, à homotopie près, une filtration natu-
relle et cette filtration se scinde stablement après une suspension. Les sous-quotients de la filtration de
D(RmY )(C) sont duaux des sous-quotients de la filtration du modèle de May-Milgram.
Viennent ensuite des annexes.
• L’Annexe A, traitant de l’inégalité d’Hermite, est utile au Chapitre 1. Cette inégalité pour les formes
bilinéaires symétriques à coefficients dans l’anneau de polynômes K[T ] permet de démontrer, par des mé-
thodes d’algèbre linéaire élémentaire, que la classe de la forme de Bézout d’une fraction rationnelle définit
bien un invariant d’homotopie na¨ıve.
• L’Annexe B contient quelques rappels sur les opérades. Nous nous concentrons principalement sur
l’exemple de l’opérade des petits disques car elle joue un rôle majeur dans notre mémoire.
• L’Annexe C est une brève présentation de la théorie des stratifications, utile pour le Chapitre 4. On
y présente notamment la théorie du contrôle développée par Mather pour les stratifications régulières au
sens de Whitney.
• L’Annexe D contient des rappels sur la dualité de Spanier-Whitehead utiles au Chapitre 5. Nous y
présentons les cadres classique et équivariant.
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τ• Diagramme de Cech d’un recouvrement ouvert.
θ =
∑
tixi Barycentre formel des points xi ∈ C.
ΘO• Foncteur intervenant dans la définition de Ψ
m. Exemple 4.3.8 p. 91
〈u1, . . . , um〉 Forme bilinéaire symétrique diagonale 〈u1〉⊕· · ·⊕〈um〉 ∈ Sm Notations p. 18
[u1, . . . , um] Fraction rationnelle pointée
X
u1
⊕N · · · ⊕N Xum ∈ Fm Notations p. 18
[X ,Y] Classes d’homotopie d’applications continues pointées entre
X et Y.
[X ,Y]G Classes d’homotopie G-équivariante d’applications G-
équivariantes pointées entre les G-espaces X et Y.
Notations p. 136
[X,Y ]mot Classes d’homotopie motivique de morphismes pointés de X
dans Y .
{X ,Y} Classes d’homotopie stable d’applications entre X et Y
{X ,Y}G Classes d’homotopie G-équivariante stable d’applications G-
équivariantes entre les G-espaces X et Y
Notations p. 136
{X,Y }mot Classes d’homotopie motivique stable de morphismes
pointés de X dans Y .
X ⋆ Y L’espace joint : hocolim ( X X × Y
proo pr // Y ).
X/hY Cofibre homotopique d’une application X −→ Y .
Y Schéma (souvent supposé quasi-projectif lisse).
Y+ La réunion disjointe de Y et du point.
Y [m] Schéma de Hilbert ponctuel du schéma Y . Théorème 3.1.6 p. 48
Y Espace topologique ou variété holomorphe.
Index des notations xix
y0 Point de base de Y.
Ẑ Compactifié d’Alexandroff de l’espace topologique Z.
ℓ
∼ Relation d’équivalence d’homotopie libre entre fractions ra-
tionnelles.
Définition 1.1.23 p. 9
p
∼ Relation d’équivalence d’homotopie pointée entre fractions
rationnelles pointées.
Définition 1.1.23 p. 9
⊕N Loi de mono¨ıde sur
[
P
1,P1
]N
. Proposition-définition 1.2.1
⊕mot Loi de groupe de
[
P
1,P1
]mot
. Corollaire 1.2.36
|−→ Application stable
st
≈ Equivalence d’homotopie stable
 Relation d’ordre naturelle entre les strates d’une stratifica-
tion.
Définition 4.1.4 p. 72
Indiquons également quelques conventions qui peuvent éclaircir la logique de nos notations.
– Nous nous sommes efforcé de distinguer les isomorphismes stricts, notés ≃, des isomorphismes à
homotopie près, notés ≈.
– Lorsqu’il existe une variante topologique et une variante algébrique, les espaces topologiques sont
plutôt notés avec des lettres cursives (exemple : Y) et les schémas avec des lettres droites (exemple :
Y ). Les morphismes motiviques sont ornés de l’exposant ·mot. Ainsi, par exemple, ιm désigne une
application continue tandis que ιmotm renvoie au morphisme motivique analogue.
Chapitre 1
Classes d’homotopie de fractions
rationnelles
Soit K un corps de base. On note P1 la droite projective (au-dessus de SpecK) munie de son point
de base ∞ = [1 : 0].
L’origine de ce chapitre est une tentative de comprendre de fac¸on plus concrète le calcul, effectué par
Fabien Morel dans [Mor08], du groupe
[
P
1,P1
]mot
des classes d’homotopie motivique d’endomorphismes
pointés de P1.
Les endomorphismes de K-schémas de P1 ont une description explicite simple : il s’agit des fractions
rationnelles à coefficients dans K. On rappelle que la notion d’homotopie algébrique na¨ıve entre endo-
morphismes de P1 est obtenue en remplac¸ant formellement dans la définition classique d’homotopie entre
applications continues l’intervalle [0, 1] par la droite affine A1. Une homotopie est donc un morphisme de
schémas
H : P1 ×A1 −→ P1 .
Ces homotopies admettent encore une description concrète simple en termes de fractions rationnelles : il
s’agit essentiellement des fractions rationnelles à coefficients dans l’anneau de polynômes K[T ].
Nous considérons le problème de déterminer l’ensemble, noté
[
P
1,P1
]N
, des classes d’homotopie algébrique
na¨ıve de fractions rationnelles. Le résultat est simple. Par exemple, lorsque K est de caractéristique
différente de 2, il se résume ainsi (pour un énoncé plus précis, voir le Théorème 1.2.24).
Théorème. Soit K un corps de caractéristique différente de 2 et notons MW(K) le mono¨ıde gradué des
classes d’isomorphisme des formes bilinéaires symétriques non dégénérées sur K. L’ensemble
[
P
1,P1
]N est
naturellement muni d’une structure de mono¨ıde gradué, de loi notée ⊕N. De plus, on a un isomorphisme
explicite de mono¨ıdes gradués [
P
1,P1
]N ≃
−→ MW(K) ×
K×/K×2
K× .
(Ci-dessus, le membre de droite désigne le produit fibré canonique fourni par l’application discriminant
MW(K) −→ K×/K×2 et muni de sa structure de mono¨ıde naturelle).
L’apparition d’une structure de mono¨ıde sur l’ensemble
[
P
1,P1
]N
est tout à fait remarquable : elle
provient d’une structure de mono¨ıde sur le schéma des fractions rationnelles. C’est la mise en évidence de
cette structure qui rend notre calcul simple.
D’autre part, dans la catégorie homotopique Ho(Esp) des espaces de l’homotopie motivique, le schéma
P
1 est une suspension — on a P1 ≈ ΣsGm. L’ensemble
[
P
1,P1
]mot
des classes d’homotopie motivique
1
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d’endomorphismes de P1 est par conséquent muni (de manière formelle) d’une structure de groupe dont
nous notons la loi ⊕mot. En remarquant que dans ce groupe les éléments de
[
P
1,P1
]N
n’ont pas d’inverse,
on déduit que l’application canonique
[
P
1,P1
]N
−→
[
P
1,P1
]mot
ne peut pas être une bijection. Le terme
d’erreur entre
[
P
1,P1
]N
et
[
P
1,P1
]mot
est cependant « aussi petite que possible » : grâce au calcul de F.
Morel, on constate que le complété en groupe du mono¨ıde (
[
P
1,P1
]N
,⊕N) est un groupe (abstraitement)
isomorphe à (
[
P
1,P1
]mot
,⊕mot). Autrement dit, on a un isomorphisme de groupes :[
P
1,P1
]mot
≃ GW(K) ×
K×
/K×2
K× .
Ci-dessus, GW (K) désigne le groupe de Grothendieck-Witt du corps K, c’est-à-dire le complété en groupe
du mono¨ıde MW (K). Le membre de droite est muni de sa structure de groupe naturelle.
N.B.: Le résultat principal de ce chapitre a été publié sous une forme plus concise dans la note [Caz08].
Voici le plan du chapitre :
1.1 Fractions rationnelles et homotopies. — Il s’agit d’un paragraphe de rappels et de propriétés
élémentaires sur les endomorphismes de schémas de la droite projective. On y établit notamment la
correspondance précise entre endomorphismes de P1 et fractions rationnelles, puis la correspondance
entre homotopie algébrique na¨ıve d’endomorphismes de P1 et fractions rationnelles à coefficients un
anneau de polynômes. Ce paragraphe est écrit dans une généralité suffisante pour couvrir également
le cas, évoqué au § 1.3.a), où la base est l’anneau des entiers Z.
1.2 Classes d’homotopie pointée de fractions rationnelles. — Nous déterminons tout d’abord
l’ensemble des classes d’homotopie pointée de fractions rationnelles sur le corps K. Il s’agit du cœur
du chapitre.
a) Structure de mono¨ıde sur
∐
m>0
Fm. — Le schéma des fractions rationnelles pointées est
muni d’une structure de mono¨ıde gradué remarquable que nous décrivons. Il en résulte que
l’ensemble
[
P
1,P1
]N
est muni d’une structure de mono¨ıde.
b) Forme de Bézout. — On peut, par une construction classique due à Bézout, associer à
toute fraction rationnelle une forme bilinéaire symétrique non-dégénérée. Nous montrons que
la classe de la forme de Bézout définit un invariant d’homotopie na¨ıve.
c) Matrices de Hankel.— Nous établissons la correspondance classique entre fractions ration-
nelles et matrices de Hankel non-dégénérées. Nous en déduisons la compréhension des classes
d’homotopie de fractions rationnelles de degré 2.
d) Théorème principal. — Nous montrons, grâce à ce qui précède, que l’invariant associé à la
forme de Bézout d’une fraction rationnelle est en fait le seul invariant d’homotopie.
e) Comparaison entre
[
P
1,P1
]N
et
[
P
1,P1
]mot
. — Nous comparons le résultat de notre cal-
cul avec celui de F. Morel : le groupe (
[
P
1,P1
]mot
,⊕mot) est abstraitement isomorphe au
complété du mono¨ıde (
[
P
1,P1
]N
,⊕N).
1.3 Généralisations. — Le calcul précédent se généralise aux situations suivantes.
a) Classes d’homotopie libre.— Nous déterminons l’ensemble
〈
P
1,P1
〉N
des classes d’homo-
topie na¨ıve et libre d’endomorphismes de P1.
b) Composition de fractions rationnelles. — L’ensemble
[
P
1,P1
]N
est muni d’une seconde
loi de mono¨ıde associée à la composition des endomorphismes de P1. Nous explicitons cette
nouvelle structure.
c) Le cas de la caractéristique quelconque.— Nous déterminons l’ensemble
[
P
1,P1
]N
sans
hypothèse de caractéristique sur K.
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d) Classes d’homotopie de morphismes de P1 dans Pd pour d > 2. — La détermination
de l’ensemble des classes d’homotopie na¨ıve de morphismes pointés de P1 dans Pd est beaucoup
plus simple lorsque d est un entier > 2. Là encore, cet ensemble se compare à son analogue
motivique
[
P
1,Pd
]mot via une complétion en groupe.
1.4 Perspectives. —
a) Classes d’homotopie de fractions rationnelles entières. — Le calcul de
[
P
1
Z
,P1
Z
]N
est
un problème d’arithmétique que nous ne savons pas résoudre. Nous donnons quelques résultats
partiels et nous émettons une conjecture.
b) Autour de la loi ⊕N. — Nous dressons une liste (non-exhaustive) de quelques questions
fondamentales liées à la loi ⊕N qu’il nous reste à comprendre.
Convention: Dans ce chapitre, K est un corps et l’on travaille essentiellement dans la catégorie SchK
des K-schémas. Le cas où K est de caractéristique différente de 2 est légèrement plus simple. Pour faciliter
la lecture d’un lecteur pressé, nous avons choisi de traiter ce cas en détail au § 1.2, en repoussant l’étude
du cas général au § 1.3.c). Lorsqu’un énoncé n’est vrai qu’en caractéristique différente de 2, le texte le
stipule.
D’autre part, il est parfois utile (notamment au § 1.1.b)) de travailler dans la catégorie des Z-schémas.
Lorsqu’un schéma Y est considéré au dessus de Z, nous insistons en le notant plutôt YZ.
1.1 Fractions rationnelles et homotopies
En géométrie algébrique classique, lorsque la base est un anneau assez simple les endomorphismes
de P1 admettent une description en termes de fractions rationnelles. La notion d’homotopie na¨ıve entre
fractions rationnelles, c’est-à-dire de morphisme de schémas P1 ×A1 −→ P1, est très proche et admet
aussi une description en termes de fractions rationnelles.
Nous établissons les correspondances précises entre ces notions, en distinguant le cas libre (non-pointé)
du cas pointé.
a) Résultant de deux polynômes
Ce paragraphe rappelle pour la commodité du lecteur des faits élémentaires sur le résultants de deux
polynômes. Le résultant est la bonne notion algébrique pour « mesurer » si deux polynômes à coefficients
dans un anneau quelconque sont premiers entre eux. Notre présentation suit de près celle de Bourbaki,
[Bou50] § 6, n6, IV. En particulier, nous reprenons les mêmes notations et les mêmes conventions.
Notations:
– Soient R un anneau et m et n deux entiers positifs.
– Soit (A,B) un couple de polynômes de R[X] avec degA 6 m et degB 6 n et notons
A = amX
m + am−1X
m−1 + · · ·+ a0
B = bnX
n + bn−1X
n−1 + · · ·+ b0
.
– Pour tout entier k > 0, soit R[X]<k le sous-R-module de R[X] formé des polynômes de degré
strictement inférieur à k.
– On munit le R-module libre R[X]<n ×R[X]<m de la base
B =
(
(Xn−1, 0), . . . , (X, 0), (1, 0), (0, Xm−1), . . . , (0, X), (0, 1)
)
et le R-module libre R[X]<m+n de la base
B′ =
(
Xm+n−1, . . . , X, 1
)
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– Soit ϕA,B l’application R-linéaire
ϕA,B : R[X]<n ×R[X]<m −→ R[X]<m+n
(U, V ) 7→ AU +BV
Définition 1.1.1. On appelle matrice de Sylvester (sous-entendu de type (m,n)) des polynômes A et B,
et l’on note Sylm,n(A,B), la matrice de ϕA,B prise dans les bases B et B
′.
Il s’agit donc d’une matrice matrice carrée (n+m)× (n+m).
Par exemple, si m = 2 et n = 3, Syl2,3(A,B) est de la forme suivante :
Syl2,3(A,B) =

a2 0 0 b3 0
a1 a2 0 b2 b3
a0 a1 a2 b1 b2
0 a0 a1 b0 b1
0 0 a0 0 b0

Définition 1.1.2. On appelle résultant (de type (m,n)) des polynômes A et B et l’on note re´sm,n(A,B)
le déterminant de la matrice de Sylvester Sylm,n(A,B).
Lorsque m = degA et n = degB, on parle juste de résultant de A et de B et l’on note simplement
re´s(A,B) := re´sdegA,degB(A,B) .
Remarque 1.1.3. Dans le cas « universel », c’est-à-dire lorsque les coefficients de A et B sont des
indéterminées, re´sm,n(A,B) est un polynôme homogène de degré m+ n en ces indéterminées.
Nous listons ci-après quelques propriétés élémentaires du résultant toutes démontrées dans loc. cit.
Proposition 1.1.4. Soient A et B des polynômes de R[X] avec degA 6 m et degB 6 n.
1. On a
re´sm,n(A,B) = (−1)
mnre´sn,m(B,A) .
2. Soient λ et µ deux scalaires de R. Alors on a
re´sm,n(λA, µB) = λ
nµmre´sm,n(A,B) .
3. Si l’on a m > n, pour tout polynôme C de degré 6 m− n, on a
re´sm,n(A+BC,B) = re´sm,n(A,B) .
4. Supposons que A et B soient scindés et notons (αi)16i6m les racines de A et (βj)16j6n les racines
de B. Alors, on a
re´sm,n(A,B) = a
n
mb
m
n
∏
16 i6m
16j6n
(αi − βj) .
5. En particulier, pour tout polynôme C de degré 6 p, on a
re´sm,n+p(A,BC) = re´sm,n(A,B) · re´sm,p(A,C) .
6. Pour tout entier r > 0, on a
re´sm,n+r(A,B) = a
r
mre´sm,n(A,B) .
En particulier, lorsque A est unitaire de degrém, on a pour tout r > 0, re´sm,n+r(A,B) = re´sm,n(A,B).
Dans ce cas, nous utiliserons plutôt la notation re´s(A,B) pour désigner ce résultant puisqu’aucune
confusion n’est possible.
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7. On suppose n = m. Les deux conditions suivantes sont équivalentes :
(i) L’élément re´sn,n(A,B) est inversible dans R.
(ii) Il existe deux polynômes U et V dans R[X] et deux scalaires u et v dans R tels que l’on ait les
relations « de Bézout » suivantes :
AU +BV = 1 et anu+ bnv = 1 .
8. Comme cas particulier du point (7), on déduit que si A est unitaire de degré m et si B est de degré
< m, alors les conditions suivantes sont équivalentes :
(i) L’élément re´s(A,B) est inversible dans R.
(ii) Il existe deux polynômes U et V dans R[X] tels que l’on ait la relation « de Bézout » suivante :
AU +BV = 1 .
(iii) L’élément B est inversible dans l’anneau R[X]/(A).
b) Morphismes dans les projectifs
Soient d un entier positif et Pd le schéma projectif de dimension d muni de son point de base ∞ :=
[1 : 0 : . . . : 0]. La description1 des points de Pd dans un anneau quelconque est importante dans la suite
et nous la rappelons brièvement, en renvoyant le lecteur à [EH00], § III.2.5 pour une démonstration.
Proposition 1.1.5. Soit R un anneau. L’ensemble Pd(R) des morphismes de schémas SpecR −→ Pd
Z
est en bijection avec l’ensemble des surjections Rd+1
ϕ
։ P , avec P un R-module projectif de rang 1, deux
morphismes ϕ et ϕ′ devant être identifiés s’il existe λ ∈ R× tel que le diagramme suivant commute
Rd+1
ϕ // //
ϕ′ "" ""D
DD
DD
DD
D P
×λ

P
.
Dans les situations que nous allons rencontrer les modules projectifs de rang 1 sont libres. En parti-
culier, rappelons le lemme suivant.
Lemme 1.1.6.
1. Soit R un anneau local. Alors tout R-module projectif est libre.
2. Soit R un anneau factoriel. Alors tout R-module projectif de rang 1 est libre.
Pour de tels anneaux (en particulier, pour les anneaux R = K, R = K[T ], R = Z et R = Z[T ]), un
élément de Pd(R) est une famille (r0 : . . . : rd) d’éléments de R qui engendre R, cette famille n’étant
déterminée qu’à la multiplication par une unité dans R× près.
Le lemme suivant décode en termes concrets la notion de morphisme de schémas de P1 dans Pd ainsi que
celle d’homotopie entre deux tels morphismes. Ce lemme, d’apparence un peu technique, prend tout son
sens dans la lecture des § 1.1.c) et 1.1.d).
1En prévision du § 1.3.a), nous nous plac¸ons au dessus de SpecZ. Mais on rappelle que pour tout K-schéma X, on a une
bijection canonique
MorphSchK (X,P
d
K) ≃ MorphSchZ(X,P
d
Z) .
Le lecteur qui voudrait se limiter à la base SpecK doit juste lire «K-algèbre » là où ses yeux semblent voir écrit « anneau ».
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Lemme 1.1.7. Soit R un anneau factoriel.
1. La donnée d’un morphisme de schémas
f : P1Z × SpecR −→ P
d
Z
équivaut à la donnée d’un entier positif m et d’une famille (A : B1 : . . . : Bd) de polynômes de
R[X] avec max{degA, . . . ,degBd} = m et engendrant R[X], cette famille n’étant déterminée qu’à
la multiplication par une unité dans R[X]× = R× près.
2. Si l’on demande en plus que f soit pointée, c’est-à-dire que l’on ait f|{∞}×SpecR =∞, alors f admet
une unique représentation de la forme (A,B1, . . . , Bd) avec A unitaire de degré m et degBi 6 m−1
pour tout 1 6 i 6 d.
Démonstration —
1. Le schéma P1
Z
× SpecR est la réunion des deux schémas affines
U0 :=
(
P
1
Z − {0}
)
× SpecR ≃ SpecR[X] et U∞ :=
(
P
1
Z − {∞}
)
× SpecR ≃ SpecR[X]
le long de leur intersection
U0,∞ :=
(
P
1 − {0,∞}
)
× SpecR ≃ SpecR[X,X−1] .
Se donner un morphisme f : P1
Z
× SpecR −→ Pd
Z
équivaut se donner deux morphismes f0 et f∞
tels que le diagramme suivant commute :
U∞
f∞
''PP
PPP
PPP
U0,∞
) 	
66mmmmmmmm
u
((QQ
QQQ
QQQ
P
d
Z
U0
f0
77nnnnnnnn
.
Puisque l’anneau R[X] est factoriel, l’élément f∞ ∈ P
d(R[X]) est représenté par une liste (A : B1 :
. . . : Bd) de polynômes engendrant R[X] à la multiplication par un élément de R[X]
× = R× près.
De même, l’élément f0 ∈ P
d(R[X]) est représenté par une liste (C : D1 : . . . : Dd) de polynômes
engendrant R[X] à la multiplication par un élément de R[X]× = R× près.
Fixons des représentants (A,B1, . . . , Bd) et (C,D1, . . . , Dd). Dire que le diagramme précédent com-
mute signifie qu’il existe une unité dans R[X,X−1]× — c’est-à-dire un élément de la forme λXm,
avec λ ∈ R× et m ∈ Z — telle que
(A,B1, . . . , Bd) = λX
k
(
C
(
1
X
)
, D1
(
1
X
)
, . . . , Dd
(
1
X
))
.
On constate que l’entier m est nécessairement positif, égal à max{degA,degB1, . . . ,degBd}. La
donnée de (A : B1 : . . . : Bd) et de m détermine alors complètement (C : D1 : . . . : Dd).
Ceci montre le résultat annoncé.
2. Le fait que f soit pointée se traduit par le fait que l’on ait
(C(0) : D1(0) : . . . : Dd(0)) = (1 : 0 : . . . : 0) .
Ceci entraˆıne alors degA = m et deg(Bi) 6 m − 1 pour tout 1 6 i 6 d. De plus, le coefficient
dominant de A est nécessairement une unité de R. En effet, puisque (A,B1, . . . , Bd) engendre R[X],
il existe des polynômes U , V1, . . . , Vd de degrés 6 m− 1 tels que l’on ait
AU +B1V1 + · · ·+BdVd = X
2m−1 .
Le coefficient dominant um−1 du polynôme U est un inverse de am.
Le morphisme f admet donc un unique représentant avec A unitaire de degré m. 
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c) Fractions rationnelles
A partir du paragraphe précédent, nous établissons la correspondance précise entre endomorphismes
de P1 au-dessus de SpecK et fractions rationnelles à coefficients dans K.
i) Fractions rationnelles libres
Soient m un entier positif, a0, . . . , am, b0, . . . bm une liste de 2m + 2 indéterminées et A et B les
polynômes « universels » de Z[a0, . . . , am, b0, . . . , bm][X], c’est-à-dire :
A :=
m∑
k=0
akX
k et B :=
m∑
k=0
bkX
k .
Définition 1.1.8. On appelle schéma des fractions rationnelles libres de degré m et l’on note Lm le sous-
schéma ouvert de Proj(Z[a0, . . . , am, b0, . . . , bm]) ≃ P
2m+1
Z
complémentaire de l’hypersurface d’équation
re´sm,m(A,B) = 0 .
Les rappels sur le foncteur des points des schémas projectifs donnent la description du foncteur des
points de Lm suivante.
Lemme 1.1.9. Soit m un entier positif. Pour tout anneau factoriel R (en particulier pour R = K,
R = K[T ], R = Z et R = Z[T ]), la donnée d’un élément de Lm(R) est la donnée d’un couple (A,B) de
polynômes de R[X] à la multiplication par une unité de R près et tel que l’on ait (pour tout choix d’un
représentant)
re´sm,m(A,B) ∈ R
× .
D’après la Proposition 1.1.4(7), cette dernière condition équivaut à l’existence de deux polynômes U et V
de R[X] et de deux scalaires u et v dans R tels que l’on ait des relations de Bézout :
AU +BV = 1 et amu+ bmv = 1 .
La proposition suivante, qui est un cas particulier du Lemme 1.1.7 dans le cas R = K, justifie l’intro-
duction des schémas Lm.
Proposition 1.1.10. La donnée d’un endomorphisme (libre) de P1 équivaut à la donnée d’un entier
positif m et d’un élément de Lm(K).
Définition 1.1.11. Soit f un endomorphisme de P1. On appelle degré de f , et l’on note deg(f), l’entierm
qui apparaˆıt dans la Proposition 1.1.10 précédente. Autrement dit, si l’on représente f comme le quotient
A
B de deux polynômes premiers entre eux de K[X], on a par définition
deg
(
A
B
)
= sup{degA,degB} .
Remarque 1.1.12. Lorsque K = R ou K = C, le degré d’une fraction rationnelle f est égal au degré
topologique de l’application P1(C) −→ P1(C) associée.
ii) Fractions rationnelles pointées
Soient m un entier positif, a0, . . . , am−1, b0, . . . bm−1 une liste de 2m indéterminées et A et B les
polynômes universels de Z[a0, . . . , am−1, b0, . . . , bm−1][X], c’est-à-dire :
A := Xm +
m−1∑
k=0
akX
k et B :=
m−1∑
k=0
bkX
k .
Soit également ρ l’élément de Z[a0, . . . , am−1, b0, . . . bm−1] suivant :
ρ := re´sm,m(A,B) .
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Définition 1.1.13. On appelle schéma des fractions rationnelles pointées de degré m et l’on note Fm
le sous-schéma ouvert de Spec (Z[a0, . . . , am−1, b0, . . . , bm−1]) ≃ A
2m complémentaire de l’hypersurface
d’équation
re´sm,m(A,B) = 0 .
Par définition, Fm s’identifie au schéma affine Spec
(
Z[a0, . . . , am−1, b0, . . . , bm−1, ρ
−1]
)
.
Le lemme suivant est une traduction des définitions.
Lemme 1.1.14. Pour tout anneau R, la donnée d’un élément de Fm(R) est la donnée d’un couple (A,B)
de polynômes de R[X] avec A unitaire de degré m, B de degré < m et tel que l’on ait
re´sm,m(A,B) ∈ R
× .
D’après la Proposition 1.1.4 (8), cette dernière condition équivaut à l’existence de deux polynômes U et
V de R[X] tels que l’on ait la relation de Bézout :
AU +BV = 1 .
Remarque 1.1.15. Soient R un anneau, m un entier positif et (A,B) un R-point du schéma Fm.
L’ensemble des couples de polynômes (U, V ) tels que l’on ait une relation de Bézout n’est pas unique.
Cependant, puisque A est unitaire, il existe un unique couple de tels polynômes (U, V ) tels que l’on ait
degU 6 m− 2 et deg V 6 m− 1 .
L’introduction des schémas Fm est justifiée par la proposition suivante, qui correspond au cas parti-
culier du Lemme 1.1.7 lorsque R = K.
Proposition 1.1.16. La donnée d’un endomorphisme pointé de P1 équivaut à la donnée d’un entier
positif m et d’un élément de (A,B) ∈ Fm(K). Nous notons f = AB un tel morphisme.
Définition 1.1.17. Soit f = AB un endomorphisme pointé de P
1. On appelle résultant de f , et l’on note
re´s(f), le scalaire re´s(A,B) ∈ K×.
d) Homotopies algébriques entre fractions rationnelles
Définition 1.1.18.
– Une homotopie libre (sous-entendu algébrique) entre fractions rationnelles est un morphisme
F : P1 ×A1 −→ P1 .
– On dit que l’homotopie F est pointée si elle satisfait à la condition
F|{∞}×A1 =∞ .
– Soit F une homotopie entre fractions rationnelles. La fraction rationnelle f0 := F|P1×{0} (resp.
f1 := F|P1×{1}) s’appelle la source (resp. le but) de F . On dit aussi que F est une homotopie entre
f0 et f1.
La proposition suivante donne une description concrète de la notion d’homotopie en termes de fractions
rationnelles. C’est un cas particulier du Lemme 1.1.7 dans le cas particulier R = K[T ].
Proposition 1.1.19.
1. La donnée d’une homotopie libre entre fractions rationnelles équivaut à la donnée d’un entier positif
m et d’un élément de Lm(K[T ]).
2. La donnée d’une homotopie pointée entre fractions rationnelles équivaut à la donnée d’un entier
positif m et d’un élément de Fm(K[T ]).
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Dans les deux cas, la source et le but de F sont déterminés grâce aux morphismes K[T ] −→ K d’évaluation
en 0 et en 1.
Corollaire 1.1.20. Si F est une homotopie pointée entre deux fractions rationnelles f0 et f1, alors on a
deg(f0) = deg(f1)
re´s(f0) = re´s(f1)
.
Autrement dit, le degré et le résultant des fractions rationnelles sont des invariants d’homotopie
pointée. Nous allons voir ci-après que ce ne sont pas les seuls invariants.
Remarque 1.1.21. Le degré et le résultant sont même des invariants d’homotopie motivique.
De la suite fibrée
Gm −→ SL2 −→ SL2/Gm ≈ P
1 −→ BGm = P
∞
on déduit une longue suite exacte de groupes
. . . −→
[
P
1,SL2
]mot
−→
[
P
1,P1
]mot
−→
[
P
1,P∞
]mot
−→ 0 .
– On a un isomorphisme [P1,P∞]mot ≃ Pic(P1) ≃ Z (c.f. [Mor99], Corollaire 4.4.1). On vérifie que
l’entier ainsi associé à un endomorphisme pointé de P1 est son degré au sens de la Définition 1.1.11.
– Le choix d’une fraction rationnelle de degré 1, disons X1 , donne un scindement[
P
1,P1
]mot
≃ Z× [P1,SL2]
mot .
L’inclusion naturelle SL2 →֒ GL∞ induit un morphisme de groupes [P
1,SL2]
mot −→ [P1,GL∞]
mot.
Mais on a les isomorphismes
[P1,GL∞]
mot ≃ [S0,GL∞]
mot ≃ K× ,
le premier isomorphisme découlant de la périodicité de Bott (c.f. [Mor99], § 4.3.3) et le second du
fait que GL∞ soit fibrant. On vérifie que l’élément de K
× ainsi associé à un endomorphisme pointé
de P1 est son résultant.
Remarque 1.1.22. Nous devons mentionner une différence notable entre le formalisme algébrique ci-
dessus et le formalisme topologique auquel le lecteur est habitué.
La relation d’homotopie algébrique na¨ıve (pointée ou non) entre fractions rationnelles n’est pas automa-
tiquement transitive : étant donné trois fractions rationnelles f , g, h et des homotopies entre f et g et
entre g et h, il n’est pas évident de construire une homotopie algébrique entre f et h.
Dans la suite, nous allons considérer les relations d’équivalence engendrées par les homotopies na¨ıves.
Définition 1.1.23. Soient f et g deux fractions rationnelles (resp. deux fractions rationnelles pointées).
On dit que f et g sont dans la même classe d’homotopie libre (resp. d’homotopie pointée) et l’on note
f
ℓ
∼ g (resp f
p
∼ g) s’il existe une suite finie, disons (fi) avec 0 6 i 6 N , de fractions rationnelles (resp.
de fractions rationnelles pointées) telles que
– f0 = f et fN = g
– pour tout 0 6 i 6 N on ait fi
ℓ
∼ fi+1 (resp. fi
p
∼ fi+1).
Les relations
ℓ
∼ et
p
∼ sont des relations d’équivalence et nous notons
〈
P
1,P1
〉N
l’ensemble des classes
d’équivalence de fractions rationnelles pour la relation
ℓ
∼ et
[
P
1,P1
]N
l’ensemble des classes d’équivalence
de fractions rationnelles pointées pour la relation
p
∼.
Puisque le degré des fractions rationnelles est un invariant d’homotopie na¨ıve (c.f. Corollaire 1.1.20),
chacun de ces deux ensembles est réunion de ses composantes de différents degrés :〈
P
1,P1
〉N
=
∐
m>0
〈
P
1,P1
〉N
m
et
[
P
1,P1
]N
=
∐
m>0
[
P
1,P1
]N
m
,
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Dans la suite, il est commode d’avoir à disposition le formalisme du π0 na¨ıf d’un foncteur.
Définition 1.1.24. Soient AlgK la catégorie des K-algèbres et F : AlgK −→ Ens un foncteur. On appelle
π0 du foncteur F le nouveau foncteur π0F : AlgK −→ Ens qui a toute K-algèbre R associe le coégalisateur
de la double flèche
F (R[T ])⇉ F(R)
donnée par l’évaluation en T = 0 et en T = 1.
Remarque 1.1.25.
1. Soient F ,G deux foncteurs de AlgK −→ Ens. Une transformation naturelle T : F −→ G induit une
transformation naturelle π0(F) −→ π0(G).
2. Avec la définition précédente, la Proposition 1.1.19 se reformule en la bijection pour tout entier
positif m : 〈
P
1,P1
〉N
m
≃ (π0Lm)(K) et
[
P
1,P1
]N
m
≃ (π0Fm)(K) .
Voici quelques exemples d’homotopies algébriques entre fractions rationnelles.
Exemple 1.1.26. Soit b0 ∈ K
× un scalaire.
1. Soit A ∈ K[T ] un polynôme unitaire de degré m et notons A = Xm + am−1X
m−1 + · · ·+ a0.
L’élément
Xm + Tam−1X
m−1 + · · ·+ Ta0
b0
∈ Fm(K[T ])
fournit une homotopie pointée entre Ab0 et
Xm
b0
.
2. Soit B ∈ K[T ] un polynôme de degré 6 m−1 tel que l’on ait B(0) = b0 et notons B = bm−1X
m−1+
· · ·+ b0. La fraction
Xm
B fournit un K-point de Fm et la fraction
Xm
Tbm−1Xm−1 + · · ·+ Tb1 + b0
fournit une homotopie entre X
m
B et
Xm
b0
.
3. Soit g : P1 −→ P1 un morphisme (resp. un morphisme pointé) et F : P1×A1 −→ P1 une homotopie
(resp. une homotopie pointée) entre des fractions rationnelles f0 et f1. Alors g ◦ F et F ◦ (g × id)
sont des homotopies (resp. des homotopies pointées) entre g ◦ f0 et g ◦ f1 et entre f0 ◦ g et f1 ◦ g.
4. Comme cas particulier du point précédent, pour toute fraction rationnelle f ∈ Lm(K), les éléments
f(X+T ) et f(X)+T de Lm(K[T ]) définissent des homotopies. Lorsque f est pointée, ces homotopies
sont pointées.
Les exemples présentés ci-dessus sont extrêmement simples. D’une manière générale, il est assez difficile
de construire des homotopies de fractions rationnelles. Nous allons voir au § 1.2.a) (c.f. Remarque 1.2.2 (2))
comment créer suffisamment d’homotopies, lorsque la base est un corps, pour permettre la détermination
de l’ensemble
[
P
1,P1
]N
.
1.2 Classes d’homotopie pointée de fractions rationnelles
Dans ce paragraphe, qui constitue le cœur de ce chapitre, nous déterminons le mono¨ıde des classes
d’homotopie d’endomorphismes pointés de P1. Nous en déduirons au § 1.3.a) le calcul des classes d’ho-
motopie libre.
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a) Structure de mono¨ıde sur
∐
m>0
Fm
i) Définition
Nous allons définir ici une loi de mono¨ıde gradué, notée ⊕N, sur le schéma
∐
m>0
Fm. Une telle structure
correspond à la donnée, pour tout couple (m1,m2) d’entiers positifs, de morphismes
⊕N : Fm1 ×Fm2 −→ Fm1+m2
satisfaisant une condition d’associativité. Voici comment décrire ces morphismes au niveau du foncteur
des points.
Proposition-définition 1.2.1. Soient (m1,m2) un couple d’entiers positifs et R un anneau.
Des R-points (Ai, Bi) de Fmi (pour i = 1, 2) définissent des uniques couples (Ui, Vi) de polynômes de
R[X] tels que l’on ait :
– degUi 6 mi − 2 et deg Vi 6 mi − 1
– l’identité de Bézout AiUi +BiVi = 1.
En posant [
A3 −V3
B3 U3
]
:=
[
A1 −V1
B1 U1
] [
A2 −V2
B2 U2
]
,
on définit un R-point (A3, B3) de Fm1+m2 et l’on note
A3
B3
=:
A1
B1
⊕N
A2
B2
.
La loi ⊕N ainsi définie munit le schéma
∐
m>0
Fm d’une structure de mono¨ıde gradué.
Démonstration — Par définition, les matrices
[
A1 −V1
B1 U1
]
et
[
A2 −V2
B2 U2
]
sont dans SL2(K[T ]), de
sorte que
[
A3 −V3
B3 U3
]
y est aussi. On a ainsi une relation de Bézout entre les polynômes A3 et B3.
On constate que A3 = A1A2−V1B2 est unitaire de degré m1+m2 et que B3 = B1A2+U1B2 est de degré
< m1 +m2. Le couple (A3, B3) définit bien un R-point de Fm1+m2 .
Le fait que la loi ⊕N ainsi définie soit associative est conséquence de l’associativité du produit matriciel. 
Remarques 1.2.2.
1. Il est important de remarquer que cette loi de mono¨ıde en induit une, encore notée ⊕N, sur∐
m>0
(π0Fm)(K) et donc sur
[
P
1,P1
]N
.
2. En particulier, ceci donne une nouvelle fac¸on de construire des homotopies pointées entre fractions
rationnelles. Si F et G sont des homotopies pointées entre fractions rationnelles, alors F ⊕N G est
une nouvelle homotopie pointée.
3. En dépit de nos notations, la loi de mono¨ıde sur
∐
m>0
Fm n’est pas commutative
2. Par contre, nous
allons montrer (c.f. Corollaire 1.2.25) que la loi de mono¨ıde induite sur
[
P
1,P1
]N
est commutative.
2Nous ne savons pas si cette loi est commutative à homotopie près.
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ii) Interprétation en termes de fractions continues
Exemple 1.2.3. Voici quelques exemples d’additions de fraction rationnelles.
1. Pour toute fraction rationnelle pointée AB , on a
X ⊕N
A
B
=
AX −B
A
et
A
B
⊕N X =
AX − V
BX + U
.
2. Plus généralement, pour tout polynôme unitaire P , et pour tout scalaire non nul b0 ∈ K
×, on a
P
b0
⊕N
A
B
=
AP − Bb0
b0A
= P −
1
b20
B
A
.
Soit f = AB une fraction rationnelle pointée de Fm(K). Elle admet un unique développement en
fraction continue tordu, c’est-à-dire de la forme suivante :
A
B
=
P0
b0
−
1
b20
(
P1
b1
− 1
b21(... )
) ,
où pour tout i, Pi ∈ K[X] est un polynôme unitaire et bi est un scalaire non nul de K. Un tel dévelop-
pement est toujours fini, la somme des degrés des polynômes Pi égalant le degré de A.
Remarque 1.2.4.
1. D’après l’Exemple 1.2.3 (2) précédent, une fraction rationnelle f ∈ Fm(K) est tautologiquement
une somme finie (pour la loi ⊕N) de polynômes :
f =
P0
b0
⊕N
P1
b1
⊕N · · · ⊕N
Pr
br
.
2. Cette description en termes de fractions continues n’est bien adaptée que lorsque les coefficients sont
dans un corps (où un élément non nul est inversible). En particulier les homotopies entre fractions
rationnelles se décrivent mal dans ce formalisme.
b) Forme de Bézout
Soient m un entier et R un anneau.
Définition 1.2.5. Pour tout couple (A,B) de polynômes de R[X] de degrés inférieurs ou égaux à m, on
pose
δA,B(X,Y ) :=
A(X)B(Y )−A(Y )B(X)
X − Y
=
∑
16p,q6m
cp,qX
p−1Y q−1.
On note Be´zm(A,B) la matrice [cp,q]16p,q6m.
Proposition 1.2.6 (Bézout). La matrice Be´zm(A,B) est symétrique : on a pour tous entiers 1 6 p, q 6 m
cp,q = cq,p .
De plus, on a la formule de Bézout
de´t Be´zm(A,B) = (−1)
m(m−1)
2 re´sm,m(A,B).
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Démonstration — Plac¸ons-nous dans le cas universel, c’est-à-dire lorsque les coefficients a0, . . . , am et
b0, . . . , bm de A et de B sont des indéterminées et R = Z[a0, . . . , am, b0, . . . , bm].
Les quantités re´sm,m(A,B) et de´t Be´zm(A,B) sont des polynômes homogènes de même degré 2m en les
ai et bj . Nous allons montrer que le premier polynôme divise le second. On en conclura qu’il existe une
constante λm telle que l’on ait
de´t Be´zmA,B = λmre´sm,m(A,B) .
La détermination de la constante λm = (−1)
m(m−1)
2 se fait par exemple en examinant le cas particulier
A = Xm et B = 1.
Soit k une clôture algébrique du corps des fractions de R. Dans k, les polynômes A et B sont scindés
à racines simples. Puisque re´sm,m(A,B) et de´t Be´zm(A,B) ont même multiplicativité par rapport aux
coefficients dominants am et bm, on peut supposer que l’on a A =
∏
16i6m
(X − αi) et B =
∏
16i6m
(X − βi),
avec αi et βj des indéterminées. Le lemme suivant montre qu’alors pour tout i et pour tout j le polynôme
(αi − βj) divise de´t Be´zm(A,B) et donc que re´sm,m(A,B) divise de´t Be´zm(A,B).
Lemme 1.2.7. Si A et B ont une racine en commun dans k, alors on a de´t Be´zm(A,B) = 0. 
Définition 1.2.8. Soit f un endomorphisme pointé de P1 de degré m. On écrit f = AB avec A unitaire de
degré m et l’on appelle alors forme de Bézout de f la forme bilinéaire symétrique non dégénérée Be´z(f)
de Km dont la matrice dans la base canonique est Be´zm(A,B).
Remarque 1.2.9. Pour une définition plus conceptuelle de la forme de Bézout en termes de dualité de
Serre, on renvoie le lecteur à l’exemple III.4.8 de [GKZ94].
Notation: Soit Sm le schéma des matrices m×m symétriques inversibles. Nous notons S le schéma des
matrices symétriques inversibles, c’est-à-dire S :=
∐
m>0
Sm.
Les considérations précédentes définissent un morphisme de schémas
Be´zm : Fm −→ Sm .
Ce morphisme induit une application (π0Fm)(K) −→ (π0Sm)(K). Pour montrer que l’on obtient ainsi un
invariant d’homotopie intéressant, nous commenc¸ons par déterminer (π0Sm)(K).
Proposition 1.2.10. Soit K un corps de caractéristique différente de 2. Pour tout entier positif m,
l’ensemble (π0Sm)(K) s’identifie aux orbites sous l’action de SLm(K) de formes bilinéaires symétriques
non dégénérées sur Km. Autrement dit, on a une bijection
(π0Sm)(K) ≃ Sm(K)/SLm(K) .
Remarque 1.2.11. La proposition précédente serait fausse sur un anneau R dans lequel 2 n’est pas
inversible. Par exemple, la matrice [
T 1
1 0
]
∈ S2(K[T ])
définit une homotopie algébrique entre
[
0 1
1 0
]
et
[
1 1
1 0
]
bien que ces matrices ne soient pas SL2(R)-
équivalentes.
Nous donnons deux démonstrations du Théorème 1.2.10 : la première est destinée au lecteur pressé
qui ne s’intéresse qu’au calcul de
[
P
1,P1
]N
sur un corps de caractéristique différente de 2. La seconde, qui
est donnée à l’Annexe A (c.f. Proposition A.0.9), n’utilise que des notions élémentaires d’algèbre linéaire.
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Elle sera utilisée au § 1.3.c) pour déterminer
[
P
1,P1
]N
sur un corps de caractéristique quelconque. Cette
seconde démonstration est basée sur l’inégalité de Hermite pour les formes bilinéaires symétriques sur
l’anneau principal K[T ].
Démonstration de la Proposition 1.2.10 — Soient m un entier positif et S(T ) un K[T ]-point de
Sm. D’après un théorème de Karoubi (c.f. [Oja84], Theorem 2), on a un isomorphisme canonique entre les
groupes de WittW(K) ≃W(K[T ]) puisque car(K) 6= 2. Ceci assure que les formes bilinéaires symétriques
sur Km associées aux matrices symétriques S(0) et S(1) sont égales dans W(K). Puisque K est un corps,
deux formes égales dans W(K) sont même équivalentes. Comme l’on a de´t S(0) = de´t S(1), ces deux
matrices sont SLm(K)-équivalentes.
Réciproquement, soient S0 ∈ Sm(K) et P1 ∈ SLm(K) et posons S1 =
tP1S0P1. Une décomposition
de P1 en produit de matrices élémentaires fournit un élément P (T ) ∈ SLm(K[T ]) reliant idm à P1. Le
Sm(K[T ])-point
tP (T )S0P (T ) relie donc S0 à S1. 
La Proposition 1.2.10 admet un reformulation en termes du mono¨ıde de Witt MW(K).
Définition 1.2.12. Pour tout anneau R, on appelle mono¨ıde de Witt de R, et l’on note MW(R) le
mono¨ıde (pour la somme directe ⊕) gradué (par le degré) des classes d’isomorphisme de formes bilinéaires
symétriques sur R non dégénérées.
Remarque 1.2.13. L’énoncé de la Proposition 1.2.10 se reformule donc comme suit. Pour tout corps K
de caractéristique différente de 2, l’application canonique
(π0S)(K)
[−]× de´t
−−−−−−→
≃
MW(K) ×
K×
/K×2
K×
est un isomorphisme de mono¨ıdes gradués.
Ce qui précède montre que, sur un corps K de caractéristique différente de 2, la classe de SLm(K)-
équivalence de la forme de Bézout d’une fraction rationnelle pointée de degré m est un invariant d’ho-
motopie na¨ıve pointée. Il est clair que l’on retrouve ainsi les invariants déjà mis en évidence : le degré
se retrouve comme la dimension de la forme de Bézout, tandis que le résultant est, à un signe près, le
déterminant de cette forme.
Exemple 1.2.14.
1. Lorsque K = C, on a un isomorphisme
(π0S)(C)
≃
−−−−−−→
de´t × dim
C
× ×N .
L’invariant donné par la classe de SL(C)-équivalence de la forme de Bézout d’une fraction rationnelle
n’est que la conjonction des invariants résultant et degré.
2. Lorsque K = R, on a
(π0S)(R)
≃
−−−−−−→
de´t × sign
R
× ×N×N ,
sign désignant la signature. La classe de SL(R)-équivalence de la forme de Bézout d’une fraction ra-
tionnelle fournit un invariant plus fin que le degré et le résultant. Si l’on veut penser topologiquement,
nous venons de montrer que le degré topologique de l’application sous-jacente P1(R) −→ P1(R)
est invariant par homotopies na¨ıves.
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c) Matrices de Hankel
Soit m un entier positif. Nous avons vu comment au § 1.2.b) comment associer à toute fraction ra-
tionnelle f une matrice symétrique non-dégénérée en lui associant sa matrice de Bézout. Réciproquement,
étant donnée une matrice symétrique S non-dégénérée, existe-t-il une fraction rationnelle f telle que l’on
ait l’identité Be´z(f) = S ? De plus, une telle fraction rationnelle f est-elle unique ?
Pour des raisons de dimension assez grossières — dues à ce que le schéma Fm est de dimension 2m tandis
que le schéma Sm est de dimension
m(m+1)
2 — on constate que le morphisme Be´zm ne peut pas être
surjectif pour m > 4. Voici comment décrire son image.
Définition 1.2.15. On dit qu’une matrice symétrique S est de Hankel si ses coefficients sp,q ne dépendent
que de la valeur de p+ q. Pour tout entier positif m, on note Hm le sous-schéma fermé de Sm formé des
matrices de Hankel m×m non dégénérées.
Théorème 1.2.16. Soit R un anneau et S une matrice symétrique m×m non dégénérée à coefficients
dans R (c’est-à-dire un R-point de Sm). Alors :
1. Il existe une fraction rationnelle f ∈ Fm(R) telle que l’on ait Be´zm(f) = S si et seulement si la
matrice S−1 est de Hankel.
2. Si g est une autre fraction rationnelle telle que l’on ait Be´z(g) = S, alors il existe un scalaire r ∈ R
(nécessairement unique) tel que l’on ait g = f + r.
Démonstration — La démonstration est donnée dans le Lemme 1.2.17, le Lemme 1.2.19 et la Propo-
sition 1.2.20 ci-après. 
Lemme 1.2.17. Soient R un anneau, m un entier positif et f = AB ∈ Fm(R) une fraction rationnelle.
Alors la matrice Be´zm(f)−1 est de Hankel.
Démonstration — Plac¸ons nous dans le cas universel où les coefficients deA etB sont des indéterminées
et travaillons dans une clôture algébrique du corps des fractions de R = Z[ai, bj ], disons k.
Le polynôme A est scindé à racines simples dans k ; notons (αi)16i6m ses racines. Soit E la k-algèbre
étale k[X]/(A). Nous allons montrer que la matrice Be´zm(f)
−1 est la matrice, dans la base canonique
(1, X, . . . ,Xm−1) de E, de la forme trace suivante
E × E −→ k
(P, Q) 7→ trE/k
(
PQ
A′B
)
Le terme générique de cette matrice est trE/k
(
Xp+q
A′B
)
si bien que cette matrice est effectivement de Hankel.
Soit V la matrice de Vandermonde des racines de A, c’est-à-dire
V :=

1 1 . . . 1
α1 α2 . . . αm
α21 α
2
2 . . . α
2
m
. . . . . . . . . . . .
αm−11 α
m−1
2 . . . α
m−1
m
 .
Par définition de Be´zm(A,B), on a l’identité
tV · Be´zm(A,B) · V =
[
δA,B(αp, αq)
]
On constate que l’on a pour tout entier 1 6 p, q 6 m,
δA,B(αp, αq) =
{
A′(αp)B(αp) lorsque p = q
0 sinon
.
Ceci montre que la matrice Be´zm(f)
−1 est bien la matrice de la forme trace décrite ci-dessus. 
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Remarque 1.2.18. Reprenons les notations de la démonstration du Lemme 1.2.17 ci-dessus. Soit égale-
ment ρ la forme linéaire résidu
ρ : E −→ k
Xi 7→
{
1 si l’on a i = m− 1
0 sinon
Par une identité classique due à Euler (c.f. [Ser68] ), on a
∀ P ∈ E, ρ(P ) = trE/k
(
P
A′
)
.
La matrice Be´zm(A,B)
−1 est donc la matrice de la forme bilinéaire symétrique (P,Q) 7→ ρ
(
PQ
B
)
=
ρ(PQV ), où V est un polynôme fournissant la relation de Bézout AU +BV = 1.
On en déduit l’algorithme suivant pour calculer la matrice de Hankel Be´zm(A,B)
−1. On développe for-
mellement dans R[X,X−1]]
V
A
= s1X
−1 + s2X
−2 + · · ·+ s2m−1X
−(2m−1) + s2mX
−2m +O(X−(2m+1)) .
On a alors
Be´zm(A,B)
−1 =

s1 s2 s3 . . . sm
s2 s3 . . . . . . sm+1
s3 . . . . . . . . . . . .
. . . . . . . . . . . . . . .
sm sm+1 . . . . . . s2m−1
 .
Lemme 1.2.19. Soient R un anneau, m un entier positif et f = AB ∈ Fm(R) une fraction rationnelle.
Pour tout scalaire r ∈ R, on a l’identité
Be´zm(f + r) = Be´zm(f) .
Démonstration — Pour tout r ∈ R, on a l’identité
δA+rB,B(X,Y ) = δA,B(X,Y ) .

Notations: Soit R un anneau et m un entier positif.
– Pour tout (A,B) ∈ Fm(R), il existe un unique couple (U1, V1) de polynômes de degré 6 m− 1 tel
que l’on ait
AU1 +BV1 = X
2m−1 .
On définit un morphisme de schémas vm−1 : Fm −→ A1 en associant au couple (A,B) l’opposé du
coefficient de Xm−1 dans V1.
Remarquer que le scalaire vm−1(A,B) défini ci-dessus est également l’opposé du coefficient s2m de
X−2m dans le développement formel de VA à la Remarque 1.2.18 précédente.
– On note Ga le groupe additif, c’est-à-dire Ga = A
1 muni de sa structure de schéma en groupe.
– Le schéma Fm est muni d’une action libre de Ga décrite au niveau de ses points par
r · (A,B) = (A+ rB,B) .
Remarquer qu’alors le morphisme de schémas vm−1 : Fm −→ A
1 est Ga-équivariant.
– On note Hankm le morphisme de schémas
Hankm : Fm −→ Hm
(A,B) 7→ Be´zm(A,B)
−1
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Proposition 1.2.20. Le morphisme
Fm
Hankm× vm−1
−−−−−−−−−→ Hm ×A
1
est un isomorphisme de Ga-schémas.
Démonstration — Nous venons de remarquer que ce morphisme est bien équivariant.
La remarque 1.2.18 dicte comment construire le morphisme inverse.
Soit
ϕm : Hm ×A
1 −→ Fm
(H, v) 7→ (A,B)
où A est le polynôme unitaire de degré m dont les coefficients ai sont donnés par
a0
a1
. . .
am−2
am−1
 = H−1

−sm+1
−sm+2
. . .
−s2m−1
v
 ,
et où B est l’unique polynôme de degré 6 m − 1 donné par la relation de Bézout AU + BV = 1 avec
V = E((
∑m
i=1 siX
−i)A), E désignant la partie entière.
On vérifie que ϕm est inverse de Hankm × vm−1. 
Remarques 1.2.21.
1. Le schéma Fm est un Ga-torseur au-dessus du schéma affine Hm. Il n’est pas étonnant que ce
torseur soit trivial puisqu’il en est toujours ainsi au-dessus d’une base affine.
2. La relation entre fractions rationnelles et matrices de Hankel que nous avons dégagée ici est classique
depuis le XIX-ème siècle.
En observant que dans le cas m = 2, le schéma des matrices de Hankel H2 co¨ıncide avec le schéma
des matrices symétriques S2, on obtient le corollaire suivant. Ce corollaire est important pour la suite.
Corollaire 1.2.22. On a un isomorphisme de foncteurs
π0F2 ≃ π0(S2 ×A
1) ≃ π0S2 .
Remarque 1.2.23. Une fac¸on concrète de construire des homotopies dans Sm(K) est de décomposer les
matrices de SLm(K) en produit de matrices élémentaires. En particulier, on constate que si deux matrices
symétriques sont homotopes, alors on peut passer de l’une à l’autre en une seule homotopie.
On déduit du Corollaire 1.2.22 ci-dessus qu’il en est de même pour les fractions rationnelles de degré 2 :
toutes les homotopies peuvent se faire sans intermédiaire.
Une question amusante, quoiqu’anecdotique, est de déterminer s’il en est ainsi en toute dimension.
d) Théorème principal
i) Enoncé
La forme de Bézout nous a permis au paragraphe précédent de construire un invariant d’homotopie
Be´z : (π0F)(K) −→ (π0S)(K). Le théorème suivant montre qu’il s’agit en fait du seul.
Théorème 1.2.24. L’application Be´z est un isomorphisme de mono¨ıdes gradués[
P
1,P1
]N
≃ (π0F)(K) =
∐
m>0
(π0Fm)(K)
‘
Be´zm
−−−−−→
∐
m>0
(π0Sm)(K) = (π0S)(K) ,
(π0S)(K) étant muni de sa structure de mono¨ıde gradué usuelle donnée par la somme orthogonale ⊕.
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Corollaire 1.2.25. Puisque le mono¨ıde (π0S(K),⊕) est abélien, il en est de même du mono¨ıde
(
[
P
1,P1
]N
,⊕N).
Remarque 1.2.26.
1. Pour l’instant, nous n’avons décrit le mono¨ıde (π0S)(K) que dans le cas où K est de caractéristique
différente de 2. Nous donnons une description de ce mono¨ıde sans hypothèse sur la caractéristique
au §1.3.c). Cependant l’énoncé du Théorème 1.2.24 ci-dessus ainsi que sa démonstration ci-après
sont valables sans restriction.
2. Le Corollaire 1.2.22 a déjà montré que Be´z2 induit une bijection entre (π0F2)(K) et (π0S2)(K).
Démonstration du Théorème 1.2.24 — On procède en deux temps. On montre d’abord la surjectivité
puis l’injectivité de l’application Be´z :
∐
m>0
(π0Fm)(K) −→
∐
m>0
(π0Sm)(K).
ii) Surjectivité de Be´z
Le mono¨ıde
∐
m>0
(π0Sm)(K) est engendré par (π0S1)(K) (par exemple, sur un corps de caractéristique
différente de 2, toute forme bilinéaire symétrique est diagonalisable). Pour montrer la surjectivité de
l’application Be´z, il suffit donc de montrer que l’application Be´z respecte les lois d’addition ⊕N et ⊕,
puisque Be´z1 : (π0F1)(K) −→ (π0S1)(K) est surjective.
Lemme 1.2.27. Soient (A,B) un K-point de Fm et u ∈ K×. Alors, la forme de Bézout de Xu ⊕
N A
B est
SLm+1(K)-équivalente à la forme diagonale par blocs 〈u〉 ⊕ Be´zm(A,B).
Démonstration — On a Xu ⊕
N A
B =
XA−B
u
uA . De plus, en reprenant les notations de la Définition 1.2.5,
on a
δXA−B
u
,uA(X,Y ) = uA(X)A(Y ) + δA,B(X,Y ) .
Il en résulte que dans la base (1, X, . . . ,Xn−1, A(X)), la forme de Bézout est diagonale par blocs comme
annoncé. 
Notations: Soit u1, . . . , um une liste d’éléments de K
×.
– Nous notons [u1, . . . , um] la fraction rationnelle pointée
X
u1
⊕N · · · ⊕N Xum de Fm(K).
– Nous notons 〈u1, . . . , um〉 la forme bilinéaire symétrique diagonale 〈u1〉 ⊕ · · · ⊕ 〈um〉 ∈ Sm(K).
Corollaire 1.2.28. Soit m entier positif et u1, . . . , um ∈ K× une liste d’unités .
1. La forme de Bézout d’une fraction rationnelle de la forme [u1, . . . , um] est SLm(K)-équivalente à la
forme diagonale 〈u1, . . . , um〉.
2. En particulier, puisque sur un corps toute forme bilinéaire symétrique est SL-équivalente à une
forme diagonale, on en déduit que l’application Be´z est surjective.
iii) Injectivité de Be´z
Soit m un entier fixé et montrons l’injectivité de l’application Be´zm : (π0Fm)(K) −→ (π0Sm)(K).
Lemme 1.2.29. Soit f une fraction rationnelle pointée de degré m. Alors, il existe des unités u1, . . . , um
dans K× telles que l’on ait
f
p
∼ [u1, . . . , um] .
Démonstration — On procède par récurrence sur le degré m.
Puisque f est tautologiquement une somme P1 ⊕
N · · · ⊕N Pk de polynômes (Pi)16i6r de K[X] (c.f. Re-
marque 1.2.4 (1)), on peut supposer que f est un polynôme. On a vu à l’Exemple 1.1.26 (1) qu’un
polynôme est toujours homotope à son monôme dominant. Nous sommes donc ramenés à traiter le cas
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d’un monôme X
m
u avec u ∈ K
×.
D’après l’Exemple 1.1.26 (2), l’élément X
m
TXm−1+u
∈ Fm(K[T ]) définit une homotopie entre
Xm
u et
Xm
Xm−1+u
.
Cette dernière fraction rationnelle se décompose sous la forme X ⊕N g où g est une fraction rationnelle
pointée de degré m− 1. On conclut en appliquant l’hypothèse de récurrence à g. 
Corollaire 1.2.30. Il résulte du Lemme 1.2.29 précédent et du Lemme 1.2.27 que l’application
Be´z :
( ∐
m>0
(π0Fm)(K),⊕
N
)
−→
( ∐
m>0
(π0Sm)(K),⊕
)
est bien un morphisme de mono¨ıdes gradués.
D’après le Lemme 1.2.29 précédent, l’injectivité de Be´zm se reformule en l’énoncé de la proposition
suivante.
Proposition 1.2.31. Soient u1, . . . , um, v1, . . . , vm des éléments de K×. Si les formes diagonales 〈u1, . . . , um〉
et 〈v1, . . . , vm〉 sont SLm(K)-équivalentes alors on a la relation [u1, . . . , um]
p
∼ [v1, . . . , vm] dans Fm(K).
Démonstration — Le Lemme 1.2.33 suivant permet de se ramener au cas particulier m = 2, où le
théorème a déjà été démontré (c.f. Corollaire 1.2.22). 
Définition 1.2.32. On dit que deux formes diagonales 〈u1, . . . , um〉 et 〈v1, . . . , vm〉 sont équivalentes par
une SL2-transformation élémentaire s’il existe un indice 1 6 i 6 m− 1 tel que :
– les 2-formes 〈ui, ui+1〉 et 〈v1, . . . , vm〉 soient SL2(K)-équivalentes ;
– pour tout indice j 6= i, i+ 1, on ait uj = vj .
On notera 〈ui, ui+1〉 〈vi, vi+1〉 une telle transformation.
Le lemme suivant est démontré dans [MH73], Chapter III, Lemma 5.6, où il permet de donner une
présentation du groupe GW(K) par générateurs et relations. Ce lemme est vrai en toute caractéristique.
Lemme 1.2.33. Deux formes diagonales 〈u1, . . . , um〉 et 〈v1, . . . , vm〉 sont SLm(K)-équivalentes si et
seulement s’il existe une suite finie de SL2(K)-transformations élémentaires permettant de passer de
l’une à l’autre.
Démonstration — On procède par récurrence sur m.
Le cas m = 2 est trivial.
Si m > 3, supposons tout d’abord les deux formes anisotropes. L’équation
v1 = u1λ
2
1 + · · ·+ umλ
2
m
a une solution (λ1, . . . , λm) ∈ K
m. Soit ℓ > 1 le nombre d’indices i tels que λi 6= 0 et montrons l’assertion
par une nouvelle récurrence sur l.
– Si ℓ = 1, on peut supposer que l’on a v1 = λ
2
1u1. La transformation 〈u1, u2〉 〈v1,
u2
λ21
〉 nous permet
d’appliquer l’hypothèse de récurrence à 〈u2
λ21
, . . . , um〉 et 〈v2, . . . vm〉.
– Si ℓ > 2, soient i et j des indices tels que λi 6= 0 et λj 6= 0. Par une suite de transformations
élémentaires, on peut supposer que i et j sont consécutifs, disons j = i + 1. Puisque la forme est
anisotrope, λ2iui + λ
2
i+1ui+1 6= 0 et la SL2-transformation élémentaire
〈ui, ui+1〉 〈λ
2
iui + λ
2
i+1ui+1,
uiui+1
λ2iui + λ
2
i+1ui+1
〉
fait diminuer strictement l’entier ℓ.
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Supposons maintenant les deux formes isotropes. Soit alors (λ1, . . . , λm) une solution non triviale de
l’équation
λ21u1 + · · ·+ λ
2
mum = 0 .
Notons encore l > 2 le nombre d’indices i tels que λi 6= 0. Nous allons montrer ci-après que par une série
de transformations élémentaires on peut se ramener à avoir u2 = −
1
u1
et v2 = −
1
v1
. On conclut alors en
appliquant l’hypothèse de récurrence à [u3, . . . um] et [v3, . . . , vm].
Reste à montrer l’affirmation précédente. On procède par récurrence sur l’entier ℓ.
– Si ℓ = 2, on peut supposer que l’on a λ21u1 + λ
2
2u2 = 0, i.e.−
1
u1
= µ2u2 pour µ =
λ2
λ1u1
. Alors, la
transformation élémentaire 〈u2, u3〉 〈−
1
u1
, u3
µ2
〉 convient.
– Si ℓ > 3, on peut supposer avoir λ21u1 + λ
2
2u2 6= 0. Alors la transformation élémentaire
〈u1, u2〉 〈λ
2
1u1 + λ
2
2u2,
u1u2
λ21u1 + λ
2
2u2
〉
fait diminuer strictement la valeur de ℓ. 
e) Comparaison entre [P1,P1]N et [P1,P1]mot
On rappelle que l’on note Ho(Esp) la catégorie homotopique des espaces de l’homotopie motivique.
Définition 1.2.34. Soit X ∈ Esp un espace. On note Σs le foncteur suspension par rapport à la sphère
simpliciale. Autrement dit, on a par définition
Σ
sX := hocolim

pt pt
X
``AAAAAAA
>>}}}}}}}

Lemme 1.2.35. On a une équivalence d’homotopie dans Ho(Esp)
P
1 ≈ ΣsGm .
Démonstration — Le schéma P1 est réunion de deux sous-schémas ouverts isomorphes à des droites
affines le long de leur intersection A1 − {0} =: Gm. D’après la propriété de Mayer-Vietoris (c.f. [Mor99],
Théorème 3.1.1), l’application canonique
hocolim

A
1
A
1
Gm
<<zzzzzzzz
bbDDDDDDDD
 ≈−→ P1
est une équivalence d’homotopie. De plus, dans la transformation naturelle de diagrammes suivante
A
1
pr
≈
//___________ pt
A
1
pr
≈
//___________ pt
Gm
=
≈
//__________
==zzzzzzzz
OO
Gm
=={{{{{{{{
OO
toutes les applications horizontales sont des équivalences d’homotopie. Il en résulte formellement que l’ap-
plication induite entre les colimites homotopiques est une équivalence d’homotopie. 
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Corollaire 1.2.36. L’ensemble
[
P
1,P1
]mot est naturellement muni d’une structure de groupe. Nous
notons ⊕mot sa loi.
Il ne peut donc pas y avoir de bijection entre les ensembles
[
P
1,P1
]N
et
[
P
1,P1
]mot
: une fraction
rationnelle est de degré nécessairement positif alors que
[
P
1,P1
]mot
contient des éléments de tous degrés.
Mis à part ce défaut, le calcul de F. Morel montre que l’ensemble des classes d’homotopie na¨ıve est aussi
proche que possible de l’ensemble des classes d’homotopie motivique. Le groupe (
[
P
1,P1
]mot
,⊕mot) est
abstraitement isomorphe au groupe de Grothendieck du mono¨ıde (
[
P
1,P1
]N
,⊕N).
Théorème 1.2.37 (Morel, [Mor08] Theorem 4.36). On a un isomorphisme de groupes( [
P
1,P1
]mot
,⊕mot
)
≃ GW(K) ×
K×/K×2
K× ,
où GW (K) désigne le groupe de Grothendieck-Witt de K et où Le membre de droite est muni de sa
structure naturelle de groupe.
Conjecture 1.A. L’application canonique( [
P
1,P1
]N
,⊕N
)
−→
( [
P
1,P1
]mot
,⊕mot
)
est une complétion en groupe.
Remarque 1.2.38. La raison pour laquelle il ne découle pas directement du Théorème 1.2.37 que l’ap-
plication canonique
[
P
1,P1
]N
−→
[
P
1,P1
]mot
est une complétion en groupe est qu’il n’est pas évident
que la loi d’addition na¨ıve ⊕N sur les fractions rationnelles pointées soit compatible à la loi d’addition
⊕mot donnée par le fait que P1 est une suspension dans Ho(Esp).
1.3 Généralisations
Nous présentons maintenant quelques prolongements naturels au calcul des classes d’homotopie pointée
d’endomorphismes de P1.
a) Classes d’homotopie libre
Soient m un entier positif et f = AB un endomorphisme de P
1 de degré m. Puisque le couple de
polynômes (A,B) est seulement défini à la multiplication par un scalaire non nul près, la forme bilinéaire
Be´zm(A,B) n’est définie qu’à la multiplication par le carré d’un scalaire non nul près.
Considérons l’action de SLm(K)×K
× sur Sm(K) donnée par (P, a) · S = a
2 tPSP . Nous allons montrer
que l’orbite de la forme de Bézout sous cette action est le seul invariant d’homotopie.
Théorème 1.3.1. On a une bijection canonique d’ensembles gradués〈
P
1,P1
〉N
=
∐
m>0
〈
P
1,P1
〉N
m
‘
Be´zm
−−−−−→
≃
∐
m>0
Sm(K)/(SLm(K)×K×) .
Remarque 1.3.2.
1. Là encore on peut exprimer le résultat en terme du mono¨ıde de Grothendieck-Witt MW(K). Pour
tout entier positif m, on a une bijection〈
P
1,P1
〉N
m
≃ MWm(K) ×
K×
/K×2
K×
/K×2m
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2. L’énoncé du Théorème 1.3.1 est moins esthétique que celui du Théorème 1.2.24 car l’on ne sait pas
munir naturellement l’ensemble
〈
P
1,P1
〉N
d’une structure de mono¨ıde.
Démonstration du Théorème 1.3.1 — Le théorème est une conséquence du Théorème 1.2.24 et du
Lemme 1.3.3 suivant. 
Lemme 1.3.3.
1. Toute fraction rationnelle libre est homotope à une fraction rationnelle pointée.
2. Soient f et g deux fractions rationnelles pointées. Alors, on a la relation f ℓ∼ g si et seulement s’il
existe une unité λ ∈ K× telle que l’on ait f
p
∼ λ2g.
Démonstration —
1. Soit f = AB une fraction rationnelle et soit α ∈ SL2(K) une matrice telle que l’on ait α ·∞ = f(∞)
(pour l’action usuelle de SL2(K) sur P
1(K)). Soit α(T ) un chemin algébrique dans SL2(K[T ])
reliant α à id, par exemple obtenu en décomposant α en produit de matrices élémentaires. Le
vecteur α(T )−1 ·
(
A
B
)
fournit une homotopie entre f et la fraction rationnelle pointée α−1 · f .
2. Supposons que l’on ait f
ℓ
∼ g et montrons qu’il existe λ ∈ K× tel que l’on ait f
p
∼ λ2g.
Soit
f = f0 ∼
F0(T )
f1 . . . ∼
FN−1(T )
fN
une suite d’homotopies libres entre f et g. Soit α0(T ) ∈ SL2(K[T ]) telle que l’on ait F0(T,∞) =
α(T ) ·∞ et α(0) = id. Le chemin α0(T )
−1 ·F0(T ) est une homotopie pointée entre les deux fractions
rationnelles pointées f0 et α0(1)
−1 · f1. De plus, si N > 1, on a une suite d’homotopies libres de
longueur N − 1
α0(1)
−1 · f1 ∼
α0(1−T )−1F1(T )
f2 ∼
F2(T )
. . . ∼
FN−1(T )
fN
de sorte qu’on peut conclure par récurrence si l’on traite le cas N = 1.
Lorsque N = 1, α0(1)
−1 est de la forme
[
λ µ
0 λ−1
]
. On constate alors que
[
1 Tλµ
0 1
]
·α0(T )
−1 ·F0(T )
est une homotopie pointée entre f0 et λ
2f1.
Réciproquement, pour tout λ ∈ K×, un chemin dans SL2(K[T ]) entre id et la matrice
[
λ 0
0 λ−1
]
montre qu’une fraction rationnelle f est librement homotope à λ2f . 
b) Composition de fractions rationnelles
Les endomorphismes pointés de P1 se composent. Il résulte de ce constat que l’ensemble
[
P
1,P1
]N
est muni d’une seconde loi de mono¨ıde, que nous noterons ◦.
Attention: Le triplet (
[
P
1,P1
]N
,⊕N, ◦) n’est pas un semi-anneau : on n’a distributivité de ◦ par
rapport à ⊕N qu’à gauche, c’est-à-dire que l’on a pour tout triplet (f, g1, g2) de fractions rationnelles
pointées
f ◦ (g1 ⊕
N g2)
p
∼ (f ◦ g1)⊕
N (f ◦ g2) ,
mais en général, on n’a pas
(g1 ⊕
N g2) ◦ f
p
∼ (g1 ◦ f)⊕
N (g2 ◦ f) .
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Définition 1.3.4. On munit le mono¨ıde MW(K) ×
K×
/K×2
K× de la loi de composition, notée ◦, suivante :
(b1, λ1) ◦ (b2, λ2) :=
(
b1 ⊗ b2, λ
dim b2
1 λ
(dim b1)2
2
)
.
Cette loi est associative et munit MW(K) ×
K×
/K×2
K× d’une nouvelle structure de mono¨ıde.
Théorème 1.3.5. L’application suivante induit un isomorphisme de « bi-mono¨ıdes » gradués :([
P
1,P1
]N
,⊕N, ◦
)
−→
(
MW(K) ×
K×/K×2
K×,⊕, ◦
)
f 7→ [Be´z(f), re´s(f)]
Démonstration — Puisqu’à homotopie près toute fraction rationnelle est une somme (pour ⊕N) de
fractions rationnelles de degré 1, le Théorème 1.3.5 est une conséquence du lemme suivant.
Lemme 1.3.6. Soient a ∈ K× un scalaire, m et n deux entiers positifs, f = AB ∈ Fm(K) et g =
C
D ∈
Fn(K). Alors
1. On a Xa ◦ f =
1
af .
2. On a dans MW(K), l’identité
Be´z(m+1)n
(
(X ⊕N f) ◦ g
)
= Be´zn(g)⊕
N Be´zmn(f ◦ g) .
3. On a l’identité :
de´t Be´z(n+1)m
(
(X ⊕N f) ◦ g
)
= de´t Be´zn(g)
2m+1 · de´t Be´znm(f ◦ g) .
Démonstration —
1. Cela est vrai par définition.
2. Soient
eA
eB la fraction rationnelle représentant f ◦ g. On a donc par définition :
A˜(X) =
m∑
i=0
aiC(X)
iD(X)m−i et B˜(X) =
m∑
i=1
biC(X)
iD(X)m−i .
Puisque l’on a X ⊕N AB = X −
B
A , l’endomorphisme (X ⊕
N f) ◦ g est représenté par la fraction
rationnelle
C
D
−
B˜
A˜
=
CA˜−DB˜
DA˜
.
De plus, on a l’identité
δ
C eA−D eB,D eA(X,Y ) = A˜(X)A˜(Y )δC,D(X,Y ) +D(X)D(Y )δ eA, eB(X,Y ) .
En remarquant que l’on a la congruence A˜ ≡ Cm (mod D), on déduit
re´s(A˜,D) = re´s(Cm, D) = re´s(C,D)m ∈ K× .
Il en résulte que la famille (D(X), X ·D(X), . . . , Xmn−1 ·D(X), A˜(X), X · A˜(X), . . . , Xm−1A˜(X))
forme une base du K espace vectoriel K[X]<(n+1)m−1 et dans cette base, la matrice de la forme
Be´z(n+1)m((X ⊕
N f) ◦ g) est [
Be´zmn(A˜, B˜) 0
0 Be´zm(C,D)
]
.
24 1. Classes d’homotopie de fractions rationnelles
3. Ce point est un conséquence de la démonstration du point précédent : on vient de montrer que l’on
a l’identité matricielle
Be´z(n+1)m(CA˜−DB˜,DA˜) =
tSyl(A˜,D)
[
Be´zmn(A˜, B˜) 0
0 Be´zm(C,D)
]
Syl(A˜,D) ,
et la relation re´s(A˜,D) = re´s(C,D)m. 
Ceci termine la démonstration du Théorème 1.3.5. 
c) Le cas de la caractéristique quelconque
Soit K un corps de caractéristique quelconque.
Notation: : Pour tout entier m, nous notons GWm(K) la composante de dimension m dans GW(K).
Remarque 1.3.7. Si K est de caractéristique différente de 2, on a pour tout entier m, GWm(K) =
MWm(K).
Par contre, lorsque K est de caractéristique 2, pour tout α ∈ K, l’identité matricielle
t
1 0 1 α
0 1 0 0
0 0 1 0
0 1 0 1
 ·

0 1 0 0
1 α 0 0
0 0 0 −1
0 0 −1 −α
 ·

1 0 1 α
0 1 0 0
0 0 1 0
0 1 0 1
 =

0 1 0 0
1 0 0 0
0 0 0 −1
0 0 −1 −α

montre que les formes
[
0 1
1 α
]
et
[
0 1
1 0
]
sont égales dans GW2(K), alors qu’elles ne le sont pas en
général dans MW2(K). Si l’on veut, on peut considérer (
∐
m>0
GWm(K),⊕) comme le mono¨ıde des formes
bilinéaires symétriques diagonalisables.
Proposition 1.3.8. Soit K un corps (de caractéristique quelconque). Alors, l’application canonique
Sm(K)
[−]× de´t
−−−−−−→ GWm(K) ×
K×/K×2
K×
induit une bijection
(π0Sm)(K) ≃ GWm(K) ×
K×/K×2
K× .
L’essentiel est de montrer que l’application canonique
Sm(K)
[−]
−−→ GWm(K)
passe bien au quotient par la relation d’homotopie na¨ıve.
Proposition 1.3.9. Soit S(T ) ∈ Sm(K[T ]) une matrice symétrique non-dégénérée à coefficients polyno-
miaux. Alors, dans GW(K), on a l’identité
[S(0)] = [S(1)] .
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Démonstration — La démonstration de la Proposition A.0.9, montre qu’il existe une matrice P (T ) ∈
SLm(K[T ]) telle que la matrice
tP (T ) · S(T ) · P (T ) soit diagonale par blocs
λ1 0
. . .
λk
B1
. . .
0 Br

avec pour tout 1 6 i 6 k, λi ∈ K
× et pour tout 1 6 j 6 r Bj un bloc de la forme
[
0 1
1 αj
]
avec αj ∈ K[T ].
Comme dans GW(K), les formes Bj sont toutes égales à
[
0 1
1 0
]
(c.f. la Remarque 1.3.7 précédente) on
en déduit le résultat. 
Démonstration de la Proposition 1.3.8 — L’application en question est clairement surjective.
Pour montrer l’injectivité, on remarque qu’à homotopie près toute forme bilinéaire symétrique est dia-
gonalisable (encore grâce à l’homotopie
»
0 1
1 Tα
–
). On conclut alors grâce au Lemme 1.2.33 donnant une
présentation de GWm(K) par générateurs et relations. 
Remarque 1.3.10.
1. L’énoncé du Théorème 1.2.24 ainsi que sa démonstration donnés précédemment sont vrais sans
hypothèse de caractéristique.
2. La comparaison entre
[
P
1,P1
]N
et
[
P
1,P1
]mot
est inchangée : le groupe (
[
P
1,P1
]mot
,⊕mot) est
(abstraitement) isomorphe au complété en groupe du mono¨ıde (
[
P
1,P1
]N
,⊕N).
3. Nous venons de montrer que la classe dans GW (K) de la forme de Bézout d’une fraction rationnelle
définit un invariant d’homotopie na¨ıve. Un analogue motivique de cet invariant serait le composé :[
P
1,P1
]mot
−→ {S0,S0}mot ≃ GW(K) ,
où {S0,S0}mot désigne les classes d’homotopie motivique stable (pour la suspension ΣP
1
). L’isomor-
phisme du membre de droite est démontré par F. Morel dans [Mor04b].
d) Classes d’homotopie de morphismes de P1 dans Pd pour d > 2
Soit d > 2 un entier. Le calcul des classes d’homotopie na¨ıve de morphismes de P1 dans Pd est beau-
coup plus simple. Nous présentons rapidement le calcul en nous limitant par souci de concision à l’étude
des classes d’homotopie pointée de morphismes de P1 dans Pd. (On rappelle que notre convention est de
pointer Pd en ∞ := [1 : 0 : . . . : 0]).
De même qu’au § 1.1, nous commenc¸ons par décoder en termes concrets la notion de morphisme de
schémas P1 −→ Pd.
Soient m un entier positif, a0, . . . , am−1, b0,1, . . . , bm−1,1, . . . , b0,d, . . . , bm−1,d une liste de m(d+1) indé-
terminées et A,B1, . . . , Bd les polynômes universels de R := Z[a0, . . . , am−1, b0,1, . . . , bm−1,d], c’est-à-dire
A = Xm +
m−1∑
k=0
akX
k, B1 =
m−1∑
k=0
bk,1X
k, . . . , Bd =
m−1∑
k=0
bk,dX
k .
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Soit ϕA,B1,...,Bd l’application linéaire
ϕA,B1,...,Bd : R[X]<m ×R[X]
d
<m −→ R[X]<2m
U, (V1, . . . , Vd) 7→ AU +B1V1 + . . . BdVd
Nous appelons matrice de Sylvester généralisée des polynômes A,B1, . . . , Bd, et nous notons SylA,B1,...,Bd ,
la matrice de l’application ϕA,B1,...,Bd dans « les bases canoniques ».
Définition 1.3.11. Pour tout entier positif m, soit Fdm le sous-schéma ouvert de SpecZ[a0, . . . , bm−1,d] ≃
A
m(d+1) complémentaire de l’intersection des hypersurfaces d’équations données par l’annulation des
mineurs d’ordre m de la matrice SylA,B1,...,Bd .
Remarque 1.3.12. Pour tout anneau R, la donnée d’un R-point de Fdm équivaut à la donnée d’un po-
lynômeA unitaire de degrém et à la donnée d’un élémentB = (B1, . . . , Bd) dans
(
A
d − {0}
)(
R[X]/(A)
)
.
La proposition suivante justifie l’introduction des schémas Fdm. Il s’agit encore d’un cas particulier du
Lemme 1.1.7 (pour les anneaux R = K et R = K[T ]).
Proposition 1.3.13.
1. La donnée d’un morphisme pointé de schémas f : P1 −→ Pd équivaut à la donnée d’un entier positif
m et à la donnée d’un K-point de Fdm.
2. La donnée d’une homotopie pointée F : P1 ×A1 −→ Pd équivaut à la donnée d’un entier positif m
et d’un K[T ]-point de Fdm.
Définition 1.3.14.
1. Soit f : P1 −→ Pd un morphisme pointé.
On appelle degré de f et l’on note deg(f) l’entier m qui apparaˆıt dans la proposition précédente.
Autrement dit, on a deg(f) = degA si f est représenté par le K-point (A,B1, . . . , Bd) de F
d
m.
Il résulte de la Proposition 1.3.13 que le degré est un invariant d’homotopie pointée.
2. Comme à la Remarque 1.1.21, on montrerait à partir de la fibration
A
d − {0} −→ Pd −→ P∞
que le degré est un invariant d’homotopie de nature motivique.
3. On note
p
∼ la relation d’équivalence engendrée par la relation d’homotopie na¨ıve et
[
P
1,Pd
]N
l’en-
semble des classes d’homotopie pointée de morphismes pour cette relation.
Puisque le degré d’un morphisme est un invariant d’homotopie, l’ensemble
[
P
1,Pd
]N
se scinde
comme réunion de ses composantes de différents degrés :[
P
1,Pd
]N
=
∐
m>0
[
P
1,Pd
]N
m
.
Théorème 1.3.15. Pour d > 2, l’application de degré[
P
1,Pd
]N deg
−−→
≃
N
est une bijection.
Démonstration — Soit m un entier positif fixé et montrons que l’ensemble (π0F
d
m)(K) est réduit à un
élément. Plus précisément, soit (A,B1, . . . , Bd) un K-point de F
d
m et indiquons comment construire une
suite d’homotopies pointées reliant (A,B1, . . . , Bd) à (X
m, 1, . . . , 1).
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Remarquons tout d’abord qu’il suffit de construire une suite d’homotopies pointées reliant (A,B1, . . . , Bd)
à (A, 1, . . . , 1) puisque ((1− T )A+ TXm, 1, . . . , 1) relie (A, 1, . . . , 1) à (Xm, 1, . . . , 1).
Décomposons le polynôme A en produit de facteurs irréductibles :
A =
k∏
i=1
P rii .
L’ensemble desK-points de Fdm dont la première composante est égale àA s’identifie à (A
d−{0})
(
K[X]/(A)
)
.
D’après l’isomorphisme chinois, cet ensemble est en bijection avec
k∏
i=1
(Ad − {0})
(
K[X]/(P rii )
)
.
Ceci montre qu’il suffit de traiter le cas où A est une puissance d’un polynôme irréductible, disons A = P r.
Dans ce cas, puisque l’anneau K[X]/(P r) est local, la famille (B1, . . . , Bd) engendre l’anneau K[X]/(P r)
si et seulement si l’un des Bi est une unité de cet anneau. On peut supposer qu’il s’agisse de B1.
Le K[T ]-point
(A,B1, (1− T )B2 + T, . . . , (1− T )Bd + T )
fournit alors une homotopie entre (A,B1, . . . , Bd) et (A,B1, 1, . . . , 1).
Le K[T ]-point (A, (1− T )B1 + T, 1, . . . , 1) est l’homotopie nécessaire pour conclure. 
Remarque 1.3.16.
1. Puisque N est un mono¨ıde, la bijection précédente permet de munir
[
P
1,Pd
]N
d’une structure
de mono¨ıde. Noter toutefois que cette structure est ici beaucoup moins naturelle que celle mise en
évidence sur
[
P
1,P1
]N
au §1.2 a). En particulier, elle ne provient pas d’une structure de mono¨ıde sur
le schéma
∐
m>0
Fdm. Nous conjecturons qu’une telle structure existe, au moins à homotopie près. Cette
question sera abordée dans la seconde partie de ce mémoire, dédiée aux schémas d’Atiyah-Hitchin,
c.f. §3.5.
2. Cette remarque ne s’adresse qu’au lecteur ayant déjà lu la définition des schémas d’Atiyah-Hitchin
(c.f. Définition 3.2.1). L’argument précédent montre en fait que pour tout schéma Y na¨ıvement
connexe (il suffirait même que pour tout anneau local R, l’ensemble (π0Y )(R) soit réduit à un seul
élément) alors pour tout entier positif m, le schéma d’Atiyah-Hitchin RmY est encore na¨ıvement
connexe.
Là encore la comparaison entre le calcul na¨ıf et le calcul motivique est heureuse.
Théorème 1.3.17 (Morel, [Mor08], Theorem 4.13). On a un isomorphisme de groupes
(
[
P
1,Pd
]mot
,⊕mot) ≃ (Z,+) .
Corollaire 1.3.18. L’application canonique( [
P
1,Pd
]N
,⊕N
)
−→
( [
P
1,Pd
]mot
,⊕mot
)
est une complétion en groupe.
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1.4 Perspectives
a) Classes d’homotopie de fractions rationnelles entières
Nous considérons ici le problème délicat du calcul du mono¨ıde
[
P
1
Z
,P1
Z
]
des classes d’homotopie na¨ıve
d’endomorphismes pointés de P1
Z
sur l’anneau des entiers.
La reformulation en termes de fractions rationnelles est encore valable. Il s’agit toujours d’un cas
particulier du Lemme 1.1.7 pour K = Z et K = Z[T ].
Proposition 1.4.1.
1. La donnée d’un endomorphisme pointé de P1
Z
équivaut à la donnée d’un entier positif m et d’un
Z-point de Fm.
2. La donnée d’une homotopie pointée F : P1
Z
×A1
Z
−→ P1
Z
équivaut à la donnée d’un entier positif m
et d’un Z[T ]-point de Fm.
La classification des formes bilinéaires symétriques entières est d’une complexité redoutable : il y a
plus de 80 millions de classes d’isomorphisme de formes entières définies positives en dimension 32. (Ren-
voyons le lecteur au Chapitre V de [Ser77] pour un aperc¸u de la théorie des formes bilinéaires symétriques
entières).
La proposition suivante est remarquable : à homotopie près, toute la complexité de la classification
des formes bilinéaires symétriques entières disparaˆıt.
Proposition 1.4.2. La signature induit un isomorphisme
sign : π0
( ∐
m>0
Sm
)
(Z)
≃
−→ N×N .
Démonstration — Nous distinguons le cas des formes indéfinies du cas — plus complexe — des formes
définies (positives ou négatives).
La classe d’isomorphisme d’une forme quadratique entière indéfinie est entièrement déterminée par
son type (pair ou impair) et sa signature. Il suffit donc de montrer que tout forme bilinéaire symétrique
paire est homotope à une forme bilinéaire symétrique impaire. Ce point est une conséquence de l’existence
de l’homotopie [
0 1
1 T
]
.
Passons au cas des formes définies : fixons un entier m et montrons que toutes les formes bilinéaires
symétriques entières définies positives de dimension m sont homotopes. Nous allons déduire ce fait du
théorème suivant, duˆ à Kneser.
N.B.: Dans ce qui suit, il est d’usage de remplacer la terminologie « forme bilinéaire symétrique entière
non-dégénérée » par « réseau unimodulaire ».
Définition 1.4.3. Soient L et M deux réseaux. On dits que L et M sont voisins au sens de Kneser s’il
existe un sous-réseau N ⊂ L d’indice 2 qui soit aussi (isomorphe à) un sous-réseau de M d’indice 2.
Le théorème suivant, duˆ à Kneser, est une conséquence folklorique du théorème d’approximation forte
(c.f. [O’M63], 104.4)
Théorème 1.4.4 (Kneser). Soient m un entier positif et L et M deux réseaux unimodulaires définis
positifs de même dimension m. Alors il existe une suite finies de réseaux
L = L0, L1, . . . , LN =M
telle que pour tout entier 0 6 i 6 N − 1, les réseaux Li et Li+1 sont voisins au sens de Kneser.
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La proposition est donc impliquée par le lemme suivant.
Lemme 1.4.5. Soient L et M deux réseaux unimodulaires voisins au sens de Kneser. Alors L et M sont
homotopes.
Démonstration — Soit N le réseau d’indice 2 commun à L et M . Par définition, il existe une base
BN = (2e1, 2e2, e3, . . . , em) de N telle que BL := (e1, 2e2, e3, . . . , em) soit une base de L et BM :=
(2e1, e2, e3, . . . , em) soit une base de M . La matrice de Gram de la forme bilinéaire symétrique sur N
dans la base BN est donc de la forme
GN =
4p 2q . . .2q 4r . . .
. . . . . . . . .

avec p, q, r ∈ Z. Les matrices de Gram des formes sur L et M dans les bases BL et BM sont alors
respectivement :
GL =
12 0 00 1 0
0 0 idm−2
 ·GN ·
12 0 00 1 0
0 0 idm−2
 et GM =
1 0 00 12 0
0 0 idm−2
 ·GN ·
1 0 00 12 0
0 0 idm−2
 .
Soit J(T ) une homotopie dans Z[T ] entre les matrices J :=
[
0 1
−1 0
]
et
[
1 0
0 1
]
(donnée par exemple par
une décomposition de J en produit de matrices élémentaires). On vérifie que la matricetJ(T ) · [1 00 12
]
· J(T ) 0
0 idm−2
 ·GN ·
tJ(T ) · [1 00 12
]
· J(T ) 0
0 idm−2

est à coefficients dans Z[T ]. Elle fournit donc une homotopie entre GL et GM . 
Ceci achève la démonstration de la Proposition 1.4.2. 
Exemple 1.4.6. En appliquant l’algorithme décrit dans la démonstration du Lemme 1.4.5, on obtient
l’exemple explicite suivant d’homotopie entre les deux réseaux unimodulaires définis positifs en dimension
8 : I8 et E8.
T4−T3+T+1 2T5−2T4−2T3+4T2−1 −T2+1 −T2+1 −T2+1 −T2+1 −T2+1 −T2+1
2T5−2T4−2T3+4T2−1 4T6−4T5−8T4+12T3−8T+8 −2T3+4T −2T3+4T −2T3+4T −2T3+4T −2T3+4T −2T3+4T
−T2+1 −2T3+4T 2 1 1 1 1 1
−T2+1 −2T3+4T 1 2 1 1 1 1
−T2+1 −2T3+4T 1 1 2 1 1 1
−T2+1 −2T3+4T 1 1 1 2 1 1
−T2+1 −2T3+4T 1 1 1 1 2 1
−T2+1 −2T3+4T 1 1 1 1 1 2

Conjecture 1.B. Le morphisme de mono¨ıdes gradués
Be´z :
( ∐
m>0
(π0Fm)(Z),⊕
N
)
−→
( ∐
m>0
(π0Sm)(Z),⊕
)
serait un isomorphisme.
Remarque 1.4.7. Une question indirectement reliée est celle de décrire l’image de Fm(Z) par Be´zm ou,
de manière équivalente, de décrire l’ensemble Hm(Z).
Toute classe d’isomorphisme de réseau unimodulaire défini positif contient-elle un élément de la forme
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Be´z(f) pour une certaine fraction rationnelle f ? De manière équivalente, toute classe d’isomorphisme de
réseau unimodulaire défini positif contient-elle un réseau de Hankel ?
Nous conjecturons que la réponse à ces questions est affirmative. Par exemple, en travaillant sur les
anneaux d’entiers de corps cyclotomiques, on a pu construire des fractions rationnelles3 f8 et f24 telles
que
Be´z(f8) ≃ E8 et Be´z(f24) ≃ L24 ,
L24 désignant le réseau de Leech en dimension 24.
Nous n’avons cependant pas su construire d’homotopie entre f8 et une fraction rationnelle dont la forme
de Bézout est I8.
b) Autour de la loi ⊕N
La loi de mono¨ıde sur
∐
m>0
Fm mise en évidence au § 1.2.a) est tout à fait remarquable. Malgré la
simplicité de sa définition, cette loi est encore mal comprise. Voici quelques problèmes fondamentaux la
concernant :
Questions 1.4.8.
1. La loi ⊕N sur
∐
m>0
Fm est-elle commutative à homotopie près (sur un corps K, sur Z) ?
Le fait que la loi induite sur
∐
m>0
(π0Fm)(K) soit commutative à homotopie près est un indice en
faveur d’une réponse affirmative à cette question. Nous ne savons pas si la loi ⊕N induite sur
l’ensemble
∐
m>0
(π0Fm)(Z) est commutative.
2. Soient f et g deux fractions rationnelles de
∐
m>0
Fm(K). Il y a au moins quatre fac¸ons « d’addition-
ner » f et g dans ΩP
1
P
1 :
f ⊕N g, g ⊕N f, f ⊕mot g et g ⊕mot f .
Quel lien relie ces quatre lois ? En particulier sont-elles homotopes ?
Même la relation précise entre les lois induites sur les espaces de points complexes
∐
m>0
Fm(C) n’est
pas bien comprise.
3. Comment généraliser la loi ⊕N aux schémas
∐
m>0
Fdm pour d > 2 ?
Remarque 1.4.9. Au premier abord, il peut sembler déraisonnable que la loi d’addition ⊕mot sur ΩP
1
P
1
soit commutative à homotopie près puisque P1 n’est pas une double suspension dans Ho(Esp). Le lec-
teur remarquera qu’il en est pourtant ainsi pour l’espace topologique Ω1S1, cet espace se rétractant
par déformation sur l’espace discret Z. En particulier, les lois d’addition sur les espaces topologiques
(ΩP
1
P
1)(C) ≃ Ω2S2 et (ΩP
1
P
1)(R) ≈ Ω2S2 × Ω1S1 sont bien commutatives à homotopie près.
c) Sur la comparaison entre [P1,P1]N et [P1,P1]mot
Il est clair que les Questions 1.4.8 précédentes sont intimement liées à la comparaison entre le mono¨ıde
(
[
P
1,P1
]N
,⊕N) et le groupe (
[
P
1,P1
]mot
,⊕mot), c.f. Conjecture 1.A.
Il est raisonnable de penser que le phénomène de complétion en groupe qui semble apparaˆıtre ici ne soit
qu’un cas particulier d’une situation générale formelle dont il faut déterminer le cadre. Nous espérons
même pouvoir calculer d’autres groupes de classes d’homotopie motivique d’applications à partir des
mono¨ıdes de classes d’homotopie na¨ıve. En particulier, la question se pose de savoir s’il est possible de
3On peut prendre par exemple f8 =
X8−7X6+14X4−X2+1
12X7+13X6−58X5−62X4+44X3+45X2−6X−6
.
1.4. Perspectives 31
donner une nouvelle démonstration du résultat de F. Morel à partir du nôtre.
Un autre aspect de la question est le suivant. Il est apparu très rapidement dans notre calcul que[
P
1,P1
]N
ne pouvait pas co¨ıncider avec
[
P
1,P1
]mot
: les fractions rationnelles sont de degré positif
uniquement. Il serait intéressant d’exhiber un schéma explicite, disons P˜1, ayant le même type d’homotopie
que P1 dans Ho(Esp) et tel que l’application canonique[
P˜1, P˜1
]N
−→
[
P˜1, P˜1
]mot
≃
[
P
1,P1
]mot
soit une bijection.
Soit P1 le schéma des projecteurs de rang 1 en dimension 2, c’est-à-dire
P1 := Spec
(
K[X,Y, Z]/
(
X(1−X)− Y Z
)) .
On vérifie que le morphisme canonique
P1 −→ P1
p 7→ Im(p)
est une A1-équivalence d’homotopie. Ce schéma est un candidat raisonnable pour P˜1 : par exemple,
l’application
P1 −→ P1
p 7→ 1− p
est de degré −1 !
Chapitre 2
Le type d’homotopie des espaces de
fractions rationnelles
Le type d’homotopie des espaces de fractions rationnelles à coefficients complexes et réels est parti-
culièrement riche et a donné lieu à de nombreux travaux qui sont le point de départ d’un nouvel axe de
notre étude. Nous résumons dans ce chapitre les résultats fondamentaux sur lesquels nous nous basons
dans les chapitres suivants.
Pour tout entier positif m, l’espace Fm(C) est l’espace des endomorphismes holomorphes de P
1(C).
Cet espace se plonge naturellement dans l’espacemapm(P
1(C),P1(C)) de toutes les applications continues
pointées de P1(C) dans lui-même de degré topologique m. Dans son article fondateur [Seg79], Graeme
Segal montre que lorsque m tend vers +∞ l’inclusion canonique
Fm(C) →֒ mapm(P
1(C),P1(C) ≈ Ω2S3
tend à devenir une équivalence d’homotopie, au sens où la connexité de cette application tend vers l’infini
lorsque m tend vers l’infini. On peut ainsi considérer Fm(C) comme une approximation finie d’ Ω
2S3,
l’erreur étant d’autant plus petite que m est plus grand.
Dans le même article, Segal généralise ses résultats au deux cadres suivants.
– Les espaces de fractions rationnelles à coefficients réels Fm(R) sont, en un sens analogue à ce qui
précède, mais un peu plus délicat à formuler, une approximation finie de l’espacemapm(P
1(C),P1(C))
Z/2
des applications continues de P1(C) dans lui-même de degré m et commutant à la conjugaison com-
plexe.
– Pour tout entier positif d, les espaces de fonctions rationnelles à coefficients complexes Fdm(C) sont
des approximations finies au sens précédent de l’espace mapm(P
1(C),Pd(C)) ≈ Ω2S2d+1.
La seconde avancée majeure dans la compréhension de la topologie des espaces de fractions ration-
nelles est due au quatuor F. Cohen, R. Cohen, B. Mann et R. Milgram. Dans les articles [CCMM91]
et [CCMM93], ces quatre auteurs déterminent de deux fac¸ons différentes le type d’homotopie stable des
espaces Fdm(C) pour tous entiers positifs m et d. Ils montrent que l’espace F
d
m(C) admet le même scin-
dement stable
Fdm(C)
st
≈
m∨
i=1
DiS
2d−1
que le m-ème cran de la filtration du modèle de May-Milgram C2Y pour l’espace Ω
2S2d+1 ≃ Ω2Σ2S2d−1.
Les trois articles mentionnés précédemment ont eu une descendance féconde. De nombreux auteurs,
parmi lesquels M. Guest, S. Kallel, Y. Kamiyama, K. Koslowski, J. Mostovoy, D. Shimamoto, V. Vassiliev,
K. Yamaguchi ont développé les idées de ces articles pour fournir d’autres approximations finies d’espaces
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d’applications continues analogues à celles évoquées ci-avant.
La suite de notre mémoire vise à donner une version algébrique englobant partiellement ces résultats.
Dans ce chapitre, nous énonc¸ons de manière précise les résultats évoqués ci-dessus en esquissant leurs
démonstrations.
Voici le plan du chapitre.
2.1 Topologie des espaces de fonctions rationnelles. — Nous résumons les résultats de Segal sur
la topologie des espaces de fractions rationnelles Fm(C), Fm(R), F
d
m(C) et F
d
m(R).
2.2 Comparaison entre espaces de fractions rationnelles et modèles de May-Milgram.— Nous
résumons les travaux de F. Cohen et al. déterminant le type d’homotopie stable des espaces Fdm(C).
Avertissement : nos notations diffèrent parfois de celles des articles résumés. En particulier, par cohé-
rence avec la première partie, nous notons Fm(C) et Fdm(C) les espaces qui sont notés respectivement
Ratm et Ratm(CPd) dans la littérature.
2.1 Topologie des espaces de fonctions rationnelles
Nous présentons dans un premier temps l’œuvre pionnière de G. Segal sur le type d’homotopie des
espaces de fractions rationnelles Fdm(C) et F
d
m(R). Ces résultats sont publiés
1 dans [Seg79].
Pour simplifier les notations et parce qu’il s’agit du cas principal, nous nous concentrons sur le cas
d = 1, c’est-à-dire sur l’étude des espaces de fractions rationnelles Fm(C) et Fm(R). Les arguments
s’adaptent pour les espaces Fdm(C) et nous énonc¸ons les modifications à apporter lorsque d > 1 au
§ 2.1.d).
a) Topologie des espaces de fractions rationnelles complexes
Soit m un entier positif fixé. Une fraction rationnelle f ∈ Fm(C) définit une application continue
pointée (holomorphe)
f : (P1(C),∞) −→ (P1(C),∞) .
L’espace Fm(C) apparaˆıt donc comme un sous-espace fermé de l’espace map(P
1(C),P1(C)) de toutes
les applications continues pointées de P1(C) dans lui-même. Compte tenu de l’homéomorphisme usuel
P
1(C) ≃ S2, nous identifierons2 parfois map(P1(C),P1(C)) à l’espace Ω2S2 de toutes les applications
continues pointées de la sphère S2 dans elle-même. Notons i : Fm(C) →֒ Ω
2S2 ce plongement.
L’espace Ω2S2 n’est pas connexe : on a un isomorphisme canonique
π0(Ω
2S2) ≃ π2(S
2)
≃
−−→
deg
Z .
Pour tout entier k, notons Ω2kS
2 la composante connexe formée des applications pointées de degré topo-
logique k. L’inclusion précédente i se factorise comme suit :
Fm(C)
  ιm //
r
i $$J
JJ
JJ
JJ
JJ
Ω2mS
2
 _

Ω2S2
.
1L’article [Seg79] ne se limite pas au résumé que nous en faisons : il contient notamment des résultats que nous ne
mentionnerons pas sur la topologie des espaces d’applications holomorphes d’une surface de Riemann compacte de genre
g > 0 dans Pd(C).
2Cette identification est agréable pour alléger les notations. L’inconvénient est que l’involution liée à la conjugaison
complexe est un peu masquée.
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En effet, le degré d’une fraction rationnelle AB ∈ Fm(C) au sens de la Définition 1.1.11 (c’est-à-dire le
degré du polynôme A) correspond bien au degré topologique de l’application S2 −→ S2 sous-jacente.
De plus, puisque Ω2S2 est un H-espace, toutes ses composantes connexes ont le même type d’homotopie.
Il s’agit par exemple de celui de la composante connexe de l’application constante, Ω20S
2. En appliquant
le foncteur double lacets Ω2 à la fibration de Hopf,
S1 −→ S3
η
−→ S2 ,
on obtient la fibration d’espaces connexes suivante :
Ω2S1 −→ Ω2S3
Ω2η
−→ Ω20S
2 .
Puisque l’espace Ω2S1 est contractile, l’application Ω2η : Ω2S3
≃
−→ Ω20S
2 est une équivalence d’homotopie.
En conclusion, nous venons de montrer que l’on a un homéomorphisme
Ω2S2
≃
−→ Z× Ω2S3 .
Remarque 2.1.1. Dans l’homéomorphisme ci-dessus, chacun des deux espaces ci-dessus est muni d’une
action de l’opérade des petits disques P2. Mais cet homéomorphisme ne respecte pas ces actions, même à
homotopie près !
L’énoncé suivant correspond au Theorem 1.1 de [Seg79].
Théorème 2.1.2. Pour tout entier positif m, l’application
ιm : Fm(C) −→ Ω
2
mS
2
est une m-équivalence d’homotopie 3.
Esquisse de démonstration — Le point de départ de la démonstration est une reformulation du pro-
blème en termes d’espaces de configuration.Puisque l’espace des polynômes unitaires de degrém s’identifie
au produit symétrique SPm(C), la donnée d’une fraction rationnelle complexe de degré m équivaut à la
donnée d’un couple de diviseurs effectifs dans C, chacun de degré m et dont les supports ne se rencontrent
pas. La situation présente alors une certaine analogie avec celle étudiée par D. McDuff dans [McD75].
La démonstration du théorème se divise en trois étapes relativement indépendantes entre elles.
1. Segal montre d’abord une version « stabilisée » du théorème. A homotopie près, l’espace Fm(C)
peut être vu comme un sous-espace4 de Fm+1(C). Les inclusions Fm(C) →֒ Fm+1(C) sont telles
que le diagramme suivant commute à homotopie près
Fm(C)
  //
 _

Fm+1(C) _

Ω2mS
2 
 ·+id // Ω2m+1S
2
.
Segal montre que l’application induite
ι : (ho)colim
m
Fm(C) −→ (ho)colim
m
Ω2mS
2 ≃ Ω2S3
est une équivalence d’homotopie. (Comparer à la Proposition 1.5 de [Seg79]).
La démonstration de ce point utilise les méthodes liées aux espaces de configurations.
3Par définition, cela signifie que l’application induite sur les groupes d’homotopie (ιm)∗ : πk(Fm(C)) −→ πk(Ω
2
mS
2) est
un isomorphisme pour tout entier 0 6 k < m et qu’elle est surjective pour k = m.
4Une fac¸on de plonger Fm(C) dans Fm+1(C) consiste à rajouter à toute fraction rationnelle f de degré m un zéro et un
pôle distincts « au voisinage de l’infini » (c’est-à-dire d’ordres de grandeur beaucoup plus grands que les coefficients de f).
A homotopie près, l’application Fm(C) →֒ Fm+1(C) obtenue ne dépend pas des choix.
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2. Indépendamment de ce qui précède et en s’inspirant de travaux d’Arnol’d, Segal montre une propriété
de stabilité de l’homologie des espaces de fractions rationnelles. Précisément, il montre que pour tout
m > 0, l’inclusion Fm(C) →֒ Fm+1(C) est une m-équivalence d’homologie.
3. A ce stade, il résulte des points (1) et (2) que pour tout entierm > 0, l’application Fm(C) −→ Ω
2
mS
2
est une m-équivalence d’homologie. Pour pouvoir conclure en appliquant le théorème de Whitehead,
Segal montre que l’action du groupe fondamental π1(Fm(C)) ≃ Z sur les groupes d’homotopie supé-
rieurs est nilpotente. 
b) Topologie de l’espace des fractions rationnelles réelles
Soit m un entier positif. Le bon point de vue — et c’est celui de la géométrie algébrique ! — est de
considérer l’espace des fractions rationnelles à coefficients réels Fm(R) comme le sous-espace des points
fixes de l’involution associée à la conjugaison complexe sur l’espace Fm(C). L’espace Fm(R) s’envoie, via
l’inclusion ιm précédente, dans l’espace map(P
1(C),P1(C))
Z/2
m des endomorphismes continus pointés de
P
1(C), dont le degré topologique vaut m et qui commutent à l’action de la conjugaison complexe.
La situation est ici légèrement plus délicate que précédemment car l’espace Fm(R) n’est pas connexe.
Un élément f ∈ Fm(R) induit par restriction une application fR : P
1(R) −→ P1(R). Pour faire le lien
avec le Chapitre 1, le degré, disons r, de fR se calcule comme la signature algébrique
5 de la forme bilinéaire
symétrique réelle Be´zm(f). On constate que l’entier r est soumis aux seules restrictions suivantes :
−m 6 r 6 m et r ≡ m (mod 2) .
Conventions:
– Nous dirons qu’un entier r satisfaisant aux conditions ci-dessus est une valeur de degré admissible.
– Pour toute valeur admissible de degré r, soit Fm,r(R) le sous-espace de Fm(R) formé des fractions
rationnelles f telles que l’on ait deg(fR) = r.
Les espaces Fm,r(R) sont connexes par arcs et forment les composantes connexes de Fm(R).
– De même, pour tout entier r ≡ m (mod 2), soit (Ω2mS
2)
Z/2
r ⊂ (Ω2mS
2)
Z/2 le sous-espace formé des
applications équivariantes f : S2 −→ S2 de degré m et dont la restriction fR à S1 est de degré r.
Théorème 2.1.3. Pour tout entier positif m et pour tout degré r admissible, l’application canonique
Fm,r(R) →֒ (Ω
2
mS
2)
Z/2
r
est une 12(m− |r|)-équivalence d’homotopie.
Esquisse de démonstration — Segal déduit essentiellement ce résultat du Théorème 2.1.2 comparant
le type d’homotopie des espaces Fm(C) et Ω2mS
2. Pour cela, Segal montre les points suivants :
1. L’application canonique
map(P1(C),P1(C))
Z/2 ≈ map(P1(C),P1(C))×map(P1(R),P1(R))
est une équivalence d’homotopie entre espaces bigradués.
En particulier, puisque Ω1S1 ≈ Z est homotopiquement discret, on a une équivalence d’homotopie
(Ω2mS
2)
Z/2
r ≈ Ω
2S2 .
5C’est-à-dire la différence entre le nombre de 1 et le nombre de −1.
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2. Pour tout couple (p, q) d’entiers positifs, soit Fp,q le schéma dont les points sont les couples de
polynômes unitaires (A,B) avec degA = p, degB = q et tels que re´sp,q(A,B) soit inversible. On
constate, grâce à la division euclidienne, que ce schéma est canoniquement isomorphe au schéma
Fmin(p,q) ×A
|p−q|.
Pour tout entier positif m et pour toute valeur admissible de degré r, on a un homéomorphisme
Fm,r(R) ≃ Fp,q(C) ,
où (p, q) est l’unique couple d’entiers tel que p + q = m et p − q = r. En remarquant que l’on a
min(p, q) = 12(m− |r|), on obtient ainsi une équivalence d’homotopie
Fm,r(R) ≈ F 1
2
(m−|r|)(C) .
3. Grâce au théorème 2.1.2, on déduit des points (1) et (2) précédents que les espaces Fm,r(R) et
(Ω2mS
2)
Z/2
r ont mêmes groupes d’homotopie jusqu’en dimension
1
2(m−|r|). Segal vérifie que l’inclu-
sion canonique Fm,r(R) →֒ (Ω2mS
2)
Z/2
r induit un isomorphisme entre ces groupes d’homotopie. 
c) Version équivariante
Il est naturel de chercher à condenser les Théorèmes 2.1.2 et 2.1.3 précédent en un unique énoncé Z/2-
équivariant. Toutefois, puisque l’espace Fm(R) contient toujours deux composantes connexes contractiles
(à savoir Fm,m(R) et Fm,−m(R)), on s’aperc¸oit que c’est la version stabilisée (telle que dans le point (1)
de la démonstration du Théorème 2.1.2) qui peut admettre un énoncé équivariant.
Théorème 2.1.4. L’espace
∐
m>0
Fm(C) est muni d’une action Z/2-équivariante (pour la conjugaison
complexe) de l’opérade des petits disques P2 compatible à l’inclusion canonique∐
m>0
Fm(C) →֒
∐
m>0
mapm(P
1(C),P1(C)) = map(P1(C),P1(C))
De plus, l’application canonique induite entre les complétions en groupes
ΩB
∐
m>0
Fm(C)
 ≈−→ ΩB
∐
m>0
mapm(P
1(C),P1(C))
 ≃ map(P1(C),P1(C))
est une Z/2-équivalence d’homotopie.
Esquisse de démonstration — Posons
M(C) :=
∐
m>0
Fm(C) et M(R) :=
∐
m>0
Fm(R) .
On a des équivalences d’homotopie
ΩB
(
M(C)
)
≈ Z× Ω0B
(
M(C)
)
et (ΩB
(
M(C)
)
)
Z/2 ≃ ΩB
(
M(R)
)
≈ Z× Z× Ω(0,0)B
(
M(R)
)
.
Les Théorèmes 2.1.2 et 2.1.3 précédents montrent que les applications canoniques
Ω0B
(
M(C)
)
−→ map0(P
1(C),P1(C)) et Ω0B
(
M(R)
)
−→ map(0,0)(P
1(C),P1(C))
Z/2
sont des équivalences d’homologie. On conclut en utilisant qu’une application d’espaces de lacets6 qui est
une équivalence d’homologie est une équivalence d’homotopie, c.f. [CCMT84], Lemma 1.1. 
6C’est-à-dire de la forme Ωf , pour une certaine application f .
38 2. Le type d’homotopie des espaces de fractions rationnelles
d) Topologie des espaces Fdm(C)
L’ensemble des résultats précédents s’étend mutatis mutandis au cas d > 1. Dans ce cas, les démons-
trations sont même plutôt plus simples puisque les espaces Fdm(C) sont simplement connexes et puisque
les espaces Fdm(R) sont connexes.
Voici les énoncés précis qui généralisent les précédents :
Théorème 2.1.5. Soit d > 2 un entier.
1. Pour tout entier positif m, l’application canonique
Fdm(C) →֒ Ω
2
m(P
d(C)) ≈ Ω2S2d+1
est m(2d− 1)-connexe .
2. Pour tout entier positif m, l’application canonique
Fdm(R) →֒ mapm(P
1(C), Pd(C))
Z/2
est m(d− 1)-connexe.
3. L’espace
∐
m>0
Fdm(C) est muni d’une action Z/2-équivariante (pour la conjugaison complexe) de
l’opérade des petits disques P2 compatible à l’inclusion canonique∐
m>0
Fdm(C) →֒
∐
m>0
mapm(P
1(C),Pd(C)) = map(P1(C),Pd(C)) .
De plus, l’application canonique induite entre les complétions en groupes
ΩB
∐
m>0
Fdm(C)
 ≈−→ ΩB
∐
m>0
mapm(P
1(C),Pd(C))
 ≃ map(P1(C),Pd(C))
est une Z/2-équivalence d’homotopie.
2.2 Comparaison entre espaces de fractions rationnelles et modèles de
May-Milgram
Soit d un entier positif. Les travaux de Segal rappelés au paragraphe précédent pourraient se résumer
ainsi : « la suite d’espaces Fdm(C) tend lorsque m tend vers +∞ vers le double espace de lacets Ω
2S2d+1 ».
Or l’espace Ω2S2d+1 ≃ Ω2Σ2S2d−1 (plus généralement Ω2Σ2Y pour tout espace topologique pointé Y)
est, dans la bonne catégorie des doubles espaces de lacets, l’objet libre construit sur S2d−1 (resp. sur
Y). Cette observation a conduit P. May et R. Milgram (entre autres) à décrire un modèle permettant
de reconstruire Ω2Σ2Y à partir de Y par des moyens « combinatoires » (c.f. [May72] par exemple). Cet
espace, noté C2Y, est naturellement filtré. La suite des crans successifs de la filtration de C2S2d−1 tend
également vers Ω2S2d+1.
Se pose alors la question de la comparaison entre ces deux approximations d’Ω2S2d+1. La réponse, due
essentiellement au quadruplet d’auteurs (F. Cohen, R. Cohen, B. Mann, R. Milgram), est la suivante :
ces approximations sont en général distinctes, au sens où les espaces ont des types d’homotopie différents,
mais après suspensions, elles co¨ıncident.
2.2. Comparaison entre espaces de fractions rationnelles et modèles de May-Milgram 39
a) Modèles de May-Milgram
Soient (Y, y0) un CW-complexe pointé (non nécessairement connexe). Nous rappelons dans ce para-
graphe la définition et les principales propriétés du modèle de May-Milgram C2Y pour l’espace Ω
2
Σ
2Y.
Nous renvoyons le lecteur non familier de l’opérade des petits disques à l’Annexe B.
Définition 2.2.1. Soit n un entier positif. On appelle espace de configuration de n points distincts dans
C, et l’on note C(n), le sous-espace de Cn formé des n-uplets (z1, . . . , zn) ∈ C
n tels que l’on ait zi 6= zj
pour tout i 6= j. (Par convention, on convient que C(0) := pt).
Noter que cet espace est, par définition, muni d’une action libre du groupe symétrique Sn. La conjugaison
complexe y induit également une involution commutant à l’action de Sn et dont l’espace des points fixes
est l’espace de configuration de n points distincts dans R, noté R(n).
Exemples 2.2.2. Soit n un entier > 1.
1. L’espace C(n) est l’espace classifiant du groupe des tresses pures.
2. L’espace C(n)/Sn est l’espace classifiant du groupe des tresses d’Artin βn.
3. L’existence d’un ordre total sur R permet de construire une équivalence d’homotopie R(n) ≃ Sn.
Lorsque l’espace Y est connexe, on peut reconstruire l’espace Ω2Σ2Y à partir d’espaces de configu-
rations de points dans C auxquels sont attachés des éléments de Y (des étiquettes dans la terminologie
anglo-saxonne).
Définition 2.2.3.
1. Le modèle de May-Milgram pour l’espace de lacets Ω2Σ2Y, noté C2Y est l’espace quotient
C2Y :=
∞∐
n=0
C
(n)×
Sn
Yn/∼ ,
où ∼ est la relation d’équivalence engendrée par
[(z1, . . . , zn), (y1, . . . , yn)] ∼ [(z1, . . . , zn, zn+1), (y1, . . . , yn, y0)]
pour tout point zn+1 de C distinct de z1, . . . , zn. (On rappelle que ci-dessus y0 désigne le point de
base de Y).
2. L’espace C2Y est naturellement filtré. Pour tout entier positif ℓ, soit FℓC2Y l’espace quotient
FℓC2Y =
ℓ∐
n=0
C
(n)×
Sn
Yn/∼ ,
∼ désignant la relation d’équivalence induite par la précédente.
3. Il est commode d’introduire une variante de l’espace précédent où l’on remplace les espaces de
configuration de points dans C par des espaces de configuration de petits disques disjoints P2(n).
Définissons l’espace P2Y comme l’espace quotient
P2Y :=
∞∐
n=0
P2(n)×
Sn
Yn/∼ ,
où ∼ est la relation d’équivalence engendrée par
[(c1, . . . , cn), (y1, . . . , yn)] ∼ [(c1, . . . , cn, cn+1), (y1, . . . , yn, y0)]
pour tout petit carré cn+1 dont l’image ne rencontre pas c1, . . . , cn.
Les applications canoniques P2(n) −→ C
(n) induisent une équivalence d’homotopie
P2Y
≈
−→ C2Y .
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Remarque 2.2.4. Par construction, les espaces C2Y et P2Y sont munis d’une action de l’opérade des
petits disque P2. En particulier, les espaces BC2Y et BP2Y sont définis. (Nous renvoyons le lecteur à
l’Annexe B pour des rappels sur le foncteur B). ).
Voici comment relier les modèles précédents à l’espace Ω2Σ2Y.
Définition 2.2.5. Pour tout petit disque ci : D →֒ D, soit ϕci : Im(ci)/∂Im(ci)
≃ S2 l’homéomorphisme
« standard ». On définit alors l’application
ε : P2Y −→ map
(
Ĉ, S2 ∧ Y
)
≃ Ω2Σ2Y[
c1, . . . , cn, y1, . . . , yn
]
7→ z 7→
{
[ϕci(z), yi] si z ∈ ci
∞ sinon
Théorème 2.2.6. Soit (Y, y0) un espace topologique connexe pointé. Alors, on a des équivalences d’ho-
motopies
C2Y ←−
≈
P2Y
ε
−→
≈
Ω2Σ2Y .
En général, c’est-à-dire lorsque (Y, y0) n’est pas supposé connexe, l’application ε n’induit une équivalence
d’homotopie qu’au niveau des complétés en groupe :
C2Y
ε // Ω2Σ2Y
ΩB(C2Y )
%%
KKKKKKKKK ε
≈
88qqqqqqqqqq
.
Remarque 2.2.7.
1. Dans ce qui précède, nous nous sommes limités aux modèles pour les doubles espaces de lacets de
doubles suspensions. En fait pour tout entier k > 1 et pour k =∞, on définit de manière tout à fait
analogue des espaces de May-Milgram CkY modélisant le type d’homotopie de l’espace Ω
k
Σ
kY en
un sens analogue à celui du Théorème 2.2.6 précédent.
2. Modèles de May-Milgram équivariants. Soient G un groupe fini, (Y, y0) un G-CW-complexe pointé
(y0 est supposé fixe sous l’action de G) et V une représentation réelle de G contenant la représen-
tation triviale 1. Les espaces de configurations de points distincts dans V sont alors naturellement
munis d’une action de G. On construit à partir de ces espaces un modèle de May-Milgram G-
équivariant CV Y muni d’une G-application
εG : CVX −→ Ω
V
Σ
V Y
qui est une équivalence d’homotopie lorsque Y est G-connexe.
Cette approche est développée en détails dans [CWW90] (voir en particulier Corollary 1.4).
3. Comme cas particulier de ce qui précède, lorsque Y = Y (C) est l’espace des points complexes d’une
variété algébrique Y définie sur R, l’espace C2Y est naturellement muni d’une involution induite
par la conjugaison complexe. Lorsque Y (C) et Y (R) sont connexes7, l’application
ε : C2Y −→ map(P
1(C),P1(C) ∧ Y (C))
est une Z/2-équivalence d’homotopie. Ce cas particulier est analysé en détails dans [Xic06].
7C’est-à-dire lorsque Y (C) est Z/2-connexe.
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b) Scindement stable
Soit (Y, y0) un CW-complexe (bien) pointé, non nécessairement connexe. Le modèle de May-Milgram
C2Y décrit au paragraphe précédent est naturellement filtré (c.f. Définition 2.2.3 (2)). V. Snaith a montré
que stablement cette filtration se scindait en le bouquet de ses sous-quotients.
Définition 2.2.8. Pour tout entier i > 1, l’inclusion Fi−1C2Y →֒ FiC2Y est une cofibration et l’on note
DiY la cofibre de cette inclusion. Par définition, on a un homéomorphisme
DiY ≃ C
(i)
+ ∧
Si
Y∧i .
La filtration FℓC2Y se scinde stablement. Précisément, le théorème suivant est duˆ à Snaith.
Théorème 2.2.9 (Snaith). La filtration de C2Y se scinde stablement. Autrement dit, on a un scindement
stable :
C2Y
st
≈
∞∨
i=1
DiY .
Esquisse de démonstration — Une démonstration simple et élégante est donnée par F. Cohen dans
l’annexe de [Coh83]. Tout revient essentiellement à construire une application
C2Y −→ Q
(
∞∨
i=1
DiY
)
,
Q désignant le foncteur Ω∞Σ∞. On construit plutôt, par des moyens combinatoires, une application
C2Y −→ C∞
(
∞∨
i=1
DiY
)
,
dont on montre que c’est une équivalence d’homotopie. 
Remarque 2.2.10. Le théorème de Snaith admet une version équivariante. Soient G un groupe fini,
(Y, y0) un G-CW-complexe (bien) pointé et V une représentation (réelle) de G. Pour tout entier positif
i, les sous-quotients
DVi Y ≃ V
(i)
+ ∧
Si
Y∧i
de la filtration naturelle de l’espace CV Y sont munis d’une action de G et l’on a un G-scindement stable
CV Y
st
≈
∞∨
i=1
DVi Y .
Ce scindement est intimement lié à l’existence d’un scindement (instable) de l’espace (ΩVΣV Y)G des
applications G-équivariantes en un produit d’espaces d’applications non-équivariantes∏
(H)
ΩWHΣWHYH .
pour lesquels le scindement de Snaith vaut. (Ci-dessus, le produit est pris sur les classes de conjugaison de
sous-groupes H de G et WH est une certaine représentation que nous ne décrivons pas. Nous renvoyons
à [CWW90], Theorem 2.1 pour plus de détails).
c) Comparaison entre Fdm(C) et FmC2S
2d−1
Soit d un entier positif fixé. Pour tout entier positif m, nous abordons la question de la comparaison
entre les types d’homotopie des espaces Fdm(C) et FmC2S
2d−1. Le résultat est que ces espaces ont toujours
même type d’homotopie stable, tandis qu’instablement les types d’homotopie ne co¨ıncident que pour d > 1.
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i) Résultats sur le type d’homotopie stable
Les articles [CCMM91, CCMM93] montrent (de 2 fac¸ons différentes) que stablement, pour tout entier
positif m, l’espace Fdm(C) a le type d’homotopie stable du cran FmC2S
2d−1 de la filtration du modèle de
May-Milgram.
Théorème 2.2.11. Pour tout entier positif m, on a une équivalence d’homotopie stable
Fdm(C)
st
≈ FmC2S
2d−1 .
Etant donné le scindement de Snaith FmC2S
2d−1 st≈
m∨
i=1
DiS
2d−1 rappelé au Théorème 2.2.9, l’énoncé
précédent équivaut à l’existence d’un scindement stable
Fdm(C)
st
≈
m∨
i=1
DiS
2d−1 .
Esquisse de démonstration — Les quatre auteurs proposent deux démonstrations distinctes : l’une
dans [CCMM91] et l’autre dans [CCMM93]. La première repose sur une analyse délicate et technique de
suite spectrale tandis que la seconde est plus géométrique et moins technique. La méthode de [CCMM91]
est toutefois plus puissante et les auteurs peuvent l’appliquer à des problèmes plus généraux.
Pour simplifier les notations, nous nous limitons au cas d = 1, le cas d > 1 se traitant de fac¸on analogue.
Les deux méthodes de démonstration sont de nature homologique. Leur point de départ commun est le
suivant : l’espace des fractions rationnelles complexes continent un ouvert dense dont le type d’homotopie
est très bien compris. En effet, soit Om le sous-espace de Fm(C) formé des fractions rationnelles
A
B telles
que le polynôme A soit à racines simples. Om est un ouvert algébrique
8, donc dense, de Fm(C). Un point
(A,B) de cet espace est uniquement déterminé par la donnée de la configuration des racines αi de A dans
C ainsi que par la liste des valeurs B(αi) ∈ C
×. On a ainsi un homéomorphisme
Om ≃ C
(m) ×
Sm
(C×)m .
Remarquer que l’espace de droite dans l’expression ci-dessus a le type d’homotopie de l’espaceC(m) ×
Sm
(S1)m,
ce dernier étant naturellement inclus dans le modèle de May-Milgram C2S
1.
L’inclusion naturelleOm →֒ Fm(C) →֒ Ω
2
mS
2 induit une surjectionH∗(Om)։ H∗
( m∨
i=1
DiS
1
)
⊂ H∗(Ω
2S3).
Cela donne une borne inférieure sur la taille de l’homologie de Fm(C). Le reste de la preuve consiste es-
sentiellement à montrer que cette borne supérieure est également une borne inférieure.
– Dans [CCMM91], les auteurs construisent pour tout entier j une application stable Φj : Fm(C) |−→
DjS
1 et montrent que l’application stable « somme »
m∨
j=1
Φj : Fm(C) |−→
m∨
j=1
DjS
1
est une équivalence d’homologie (et donc une équivalence d’homotopie stable).
– Dans [CCMM93], les auteurs construisent une application stable hm : DmS
1 |−→ Fm(C) telle que la
composée
DmS
1 |−→ Fm(C) −→ Fm(C)/Fm−1(C)
soit une équivalence d’homologie (et donc une équivalence d’homotopie stable). Il s’ensuit un scin-
dement stable Fm(C) ≃ Fm−1(C) ∨DmS
1, dont le résultat se déduit par récurrence.
8Dans le chapitre 4, Om est baptisé « ouvert générique » de Fm(C).
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Concluons par quelques commentaires :
1. Dans [CCMM91] comme dans [CCMM93], la démonstration donnée utilise la version stable théorème
de Segal, c’est-à-dire le fait que l’on a une équivalence d’homotopie colim
m
Fm(C) ≃ colim
m
Ω2mS
2 ≃
Ω2S3.
2. Le fait que les applications
m∨
j=1
Φj (dans [CCMM91]) et hm (dans [CCMM93]) soient des équivalences
d’homologie utilisent la commutativité à homotopie près pour tout entier positif k du diagramme
suivant :
C
(k)×
Sk
(S1)k
q

  i // Fk(C)
e

C2S
1
ε
// Ω2S3
,
où l’application i est la composée C(k)×
Sk
(S1)k ≈ Ok →֒ Fk(C), q est l’application canonique de
passage au quotient et e est donnée par l’équivalence d’homotopie « standard » Ω2mS
2 ≈ Ω20S
2 ≈
Ω2S3.
Le diagramme précédent ne nous semble pas commutatif, même à homotopie près. Ce point a
également été relevé par Guest et al. dans [GKMY95], et dans une certaine mesure par R. Cohen
et D. Shimamoto dans [CS91]. S’il est bien vrai que l’application naturelle∐
m>0
Fm(C) −→
∐
m>0
Ω2mS
2
respecte les P2-structures (c.f. [BM88]), l’application Ω2S2 ≈ Z × Ω2S3 −→ Ω2S3 quant à elle ne
respecte pas cette action (c.f. Remarque 2.1.1). 
Remarques 2.2.12.
1. Soit m un entier positif m. Compte tenu du scindement stable de l’espace classifiant du groupe des
tresses
C
(2m)
/S2m
st
≈
m∨
i=1
DiS
1 ,
le théorème 2.2.11 est équivalent lorsque d = 1 à l’existence d’une équivalence d’homotopie stable
Fm(C)
st
≈ C(2m)/S2m .
V. Vassiliev a proposé une méthode de démonstration directe de ce résultat (c.f. [Vas95]) qui sera
rappelée au Chapitre 5 (c.f. § 5.1).
2. Nous proposons au Chapitre 5 (c.f. Théorème 5.2.1) une généralisation du Théorème 2.2.11 donnant
le scindement stable des espaces de points complexes des schémas d’Atiyah-Hitchin. Notre approche
fait suite aux travaux de Vassiliev et se base sur la dualité de Spanier-Whitehead.
3. Le Théorème 5.2.1 que nous allons montrer renforce légèrement l’énoncé du théorème 2.2.11. Pour
tout entier positif m, Les espaces Fdm(C) et FmC2S
2d−1 ≈ FmC2(C
d − {0}) sont naturellement
munis d’une involution induite par la conjugaison complexe. Et l’équivalence d’homotopie stable
Fdm(C)
st
≈ FmC2S
2d−1 est valable en tant que Z/2-espaces.
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ii) Résultats sur le type d’homotopie instable
Il est naturel de se demander si le théorème 2.2.11 admet une version instable. Le théorème suivant,
duˆ à R. Cohen et D. Shimamoto, est le résultat principal de l’article [CS91].
Théorème 2.2.13. Soit d un entier positif. Alors,
1. Lorsque d = 1, les espaces F2(C) et F2C2S1 n’ont pas le même type d’homotopie instable.
2. Pour d > 1 et pour tout entier positif m les espaces Fdm(C) et FmC2S
2d−1 ont le même type d’ho-
motopie instable.
Esquisse de démonstration —
1. Les auteurs montrent que l’on a π2(F2(C)) ≃ Z tandis que l’on a π2(F2C2S
1) ≃ Z/2[t, t−1].
(En fait, de manière plus grossière, on peut montrer que les structures d’algèbres de H∗(F2(C),F2)
et H∗(F2C2S
1,F2) ne sont pas isomorphes, c.f. Remarque 2.2.14 ci-après).
2. L’idée est la suivante. Le modèle de May-Milgram C2Y d’un espace topologique Y est par définition
la colimite d’un certain diagramme d’espaces de configuration de points de C avec des étiquettes
dans Y. Soit C h2 Y l’espace obtenu en prenant plutôt la colimite homotopique de ce même diagramme.
Les auteurs affirment que pour tout entier m l’application canonique FmC
h
2 Y −→ FmC2Y est une
équivalence d’homotopie9.
Mais alors construire une application FmC2S
2d−1 −→ Fdm(C) revient à construire une application
FmC
h
2 S
2d−1 −→ Fdm(C), c’est-à-dire une famille d’applications C
(k)×
Sk
(S2d−1)k −→ Fdm(C) pour
1 6 k 6 m vérifiant certaines relations de compatibilité à homotopie près.
Les auteurs montrent que les applications C(k)×
Sk
(S2d−1)k ≈ Ok →֒ F
d
k (C) →֒ F
d
m(C) satisfont de
telles conditions. Ils montrent également que l’application FmC2S
2d−1 −→ Fdm(C) ainsi obtenue
induit un isomorphisme en homologie. Il reste à conclure en utilisant le théorème de Whitehead (les
espaces sont ici simplement connexes). 
Remarque 2.2.14. Soitm un entier positif. B. Totato a montré (c.f. [Tot90]) que les structures d’algèbres
H∗(Fm(C),F2) et H∗(FmC2S1,F2) diffèrent lorsque m+ 1 n’est pas une puissance de 2.
Il est très plausible que pour tout entier m > 1, les espaces Fm(C) et FmC2S
1 n’aient pas le même type
d’homotopie.
9Il nous semble que ceci n’est pas vrai dans une telle généralité. Par exemple, pour m = 2 et Y = S1, une application
du théorème de Van-Kampen montre que les groupes fondamentaux de ces espaces ne sont pas isomorphes. Par contre, le
résultat nous semble plausible lorsque l’espace Y est pris simplement connexe et donc a fortiori ici pour Y = S2d−1 avec
d > 1.
Chapitre 3
Schémas d’Atiyah-Hitchin
Dans ce chapitre les objets éponymes du mémoire apparaissent. Un schéma raisonnable Y étant fixé,
les schémas d’Atiyah-Hitchin de Y forment une famille de nouveaux schémas indexée par les entiers
positifs m et notée RmY . Cette famille généralise les schémas de fractions rationnelles F
d
m étudiés au
Chapitre 1 au sens où, pour tous entiers positifs m et d, on a un isomorphisme canonique des schémas
(c.f. Proposition 3.2.4 (3))
Rm(A
d − {0}) ≃ Fdm .
Les schémas d’Atiyah-Hitchin ont vocation à « approximer » l’espace ΩP
1
Σ
P1Y des applications moti-
viques pointées de P1 dans P1 ∧ Y de la même manière que les espaces topologiques de fonctions ration-
nelles Fdm(C) approximent l’espace topologique Ω
2S2d+1 ≈ map
(
P
1(C), P1(C) ∧
(
C
d − {0}
))
d’après
les résultats de Segal et Cohen et al. rappelés au Chapitre 2.
Pour tout Y , nous construisons une application motivique
ι˜motm : RmY −→ Ω
P1
Σ
P1Y+ .
Lorsque Y est pointé, ce morphisme se raffine en une application motivique
ιmotm : RmY −→ Ω
P1
Σ
P1Y .
La construction de ces deux morphismes repose sur la pureté homotopique. Le slogan est que partout où
en topologie on utilise des petits disques se cache une application de Thom. Grâce aux travaux de Morel,
on dispose d’une bonne théorie des espaces de Thom qui permet de rendre les constructions algébriques.
Les deux applications précédentes sont à la source d’une série de conjectures. Nous conjecturons tout
d’abord des versions motiviques au théorème de Segal.
– Pour tout Y , l’analogue de la version stabilisée du théorème de Segal serait que ι˜m induisˆıt une
A
1-équivalence d’homotopie1 :
ΩsB
∐
m>0
RmY
 ≈ ΩP1(P∞ ∧ Y+) .
– Lorsque Y est pointé et connexe, l’analogue de la version forte du théorème de Segal serait que
l’application ιm fuˆt de connexité tendant vers l’infini proportionnellement à m.
Nous conjecturons également un scindement motivique stable des espaces RmY analogue à celui des
travaux de Cohen et al..
1Que cette affirmation ait un sens fait partie de la conjecture.
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– Pour tout Y , il y aurait un scindement stable (pour la suspension ΣP
1
)
RmY
st
≈
m∨
i=1
Dmoti Y .
Nous laissons aux chapitres suivants le soin de convaincre le lecteur du bien fondé de nos spéculations.
Nous y obtenons des résultats, principalement de nature topologique, qui sont des conséquences naturelles
de nos conjectures.
Voici le plan du chapitre :
3.1 Fractions rationnelles et schémas de Hilbert. — Nous présentons brièvement les travaux de
M. Atiyah et N. Hitchin à l’origine de la définition de RmY dans le cadre de la théorie des schémas
de Hilbert.
3.2 Schémas d’Atiyah-Hitchin.— Ce paragraphe donne une définition directe ainsi que les premières
propriétés des schémas d’Atiyah-Hitchin. La construction est élémentaire, indépendante de la théorie
des schémas de Hilbert. Nous présentons ensuite quelques exemples fondamentaux.
3.3 Variétés analytiques d’Atiyah-Hitchin. — Nous définissons l’analogue des schémas d’Atiyah-
Hitchin en géométrie analytique. Pour toute variété holomorphe Y, on construit ainsi une variété
holomorphe Rholm Y qui co¨ıncide avec (RmY )(C) lorsque Y = Y (C).
3.4 Des applications motiviques stables.— On construit dans ce paragraphe les applications algé-
briques ι˜motm : RmY −→ Ω
P1
Σ
P1Y+ et ι
mot
m : RmY −→ Ω
P1
Σ
P1Y .
3.5 Conjectures. — Au moyen des applications précédentes, nous énonc¸ons nos conjectures sur le
type d’homotopie motivique des schémas d’Atiyah-Hitchin.
Convention: Dans tout le chapitre, K est un corps de base fixé et l’on note SchK la catégorie des K-
schémas. Tous les schémas et tous les morphismes de schémas qui apparaissent sont implicitement dans
SchK .
3.1 Fractions rationnelles et schémas de Hilbert
L’origine de la définition des schémas d’Atiyah-Hitchin, telle que donnée dans la suite à la Défi-
nition 3.2.1, est une reformulation d’idées dues à M. Atiyah et N. Hitchin apparaissant dans [AH88],
Chapter 5.
Pour des raisons de physique liées à l’étude des monopoles magnétiques — ces considérations sortent
largement du cadre de cette thèse ! — Atiyah et Hitchin sont amenés à considérer les schémas de frac-
tions rationnelles Fdm dans le cadre algébrique de la théorie des schémas de Hilbert. Nous présentons ici
brièvement leur point de vue.
a) Foncteur des points
Ce paragraphe rappelle quelques faits élémentaires sur le foncteur des points d’un schéma.
Notation: Soient AlgK la catégorie des K-algèbres, Ens la catégorie des ensembles et Fonct(AlgK ,Ens)
la catégorie des foncteurs ce cette première catégorie dans la seconde.
A tout K-schéma Y , on associe son foncteur des points hY : AlgK −→ Ens. Rappelons en sa définition.
Définition 3.1.1. Pour toute K-algèbre R, soit Y (R) l’ensemble des applications de schémas de SpecR
dans Y . L’association
R 7→ Y (R)
fournit un foncteur hY : AlgK −→ Ens appelé foncteur des points de Y .
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D’après le lemme de Yoneda, le schéma Y est entièrement caractérisé par son foncteur des points.
Précisément, on a
Proposition 3.1.2. Le foncteur
h : SchK −→ Fonct(AlgK ,Ens)
Y 7→ hY
induit une équivalence de catégorie entre la catégorie des K-schémas et une sous-catégorie pleine de la
catégorie Fonct(AlgK ,Ens).
Définition 3.1.3. On dit qu’un sous-foncteur G ⊂ F est ouvert si pour touteK-algèbre R et tout élément
ψ ∈ F (R) le foncteur produit fibré Gψ
Gψ //

hSpecR
ψ

G
  // F
est représenté par un sous-schéma ouvert de SpecR.
Concrètement, ceci signifie qu’il existe une famille d’éléments de R, disons (fi)i∈ I telle que l’ensemble
des morphismes de K-algèbres ϕ : R −→ S pour lesquels l’élément ψ ◦ ϕ appartient à G(S) ⊂ F (S) soit
exactement l’ensemble des morphismes ϕ : R −→ S tels que la famille (ϕ(fi))i∈ I engendre S.
Fait 3.1.4. Un sous-schéma U ⊂ Y est ouvert si et seulement si le sous-foncteur hU ⊂ hY est ouvert.
Tout foncteur de Fonct(AlgK ,Ens) ne provient pas d’un schéma Y . L’image du foncteur h est déter-
minée par la proposition suivante.
Proposition 3.1.5. Soit F un foncteur AlgK −→ Ens. Alors, il existe un K-schéma Y dont F est le
foncteur des points si et seulement si
1. F est un faisceau au sens de Zariski.
Ceci signifie que pour toute K-algèbre R et tout recouvrement de X := SpecR par des ouverts
affines (Xi)i∈ I de la forme Xi := SpecR
[
1
fi
]
avec fi ∈ R, l’ensemble F (R) est le coégalisateur de
la double flèche canonique
∏
i∈ I
F
(
R
[
1
fi
])
⇉
∏
(i,j)∈ I2
F
(
R
[
1
fifj
])
.
2. F admet un recouvrement ouvert par des sous-foncteurs ouverts.
Ceci signifie qu’il existe une famille de K-algèbres (Rj)j∈ J et de transformations naturelles
αj : hRj −→ F
telles que :
– pour tout j, hRj soit un sous-foncteur ouvert de F ;
– pour toute extension de corps K ⊂ κ, l’on ait
F (κ) =
⋃
j∈ J
αj
(
hRj (κ)
)
.
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b) Schémas de Hilbert
Dans tout ce paragraphe, soient m > 1 un entier fixé et Y un K-schéma quasi-projectif fixés.
Nous rappelons brièvement la définition du m-ème schéma de Hilbert ponctuel de Y . Heuristiquement, il
s’agit de l’espace de modules algébrique des sous-schémas fermés de dimension 0 et de longueur m de Y .
Le théorème suivant est un cas particulier du Théorème 3.2 de [Gro95].
Théorème 3.1.6. Le foncteur
Hilbm : AlgK −→ Ens
R 7→
{
sous-R-schémas fermés Z ⊂ YR plats et de polynôme de Hilbert PZ = m
}
est représentable par un schéma quasi-projectif, noté Y [m], et appelé schéma de Hilbert ponctuel de Y .
Voici quelques propriétés importantes de ces schémas.
Proposition 3.1.7.
1. Si Y est une courbe lisse, alors on a un isomorphisme canonique Y [m] ≃ SPmY (il s’agit ici du
produit symétrique au sens de la géométrie algébrique).
2. Si Y est une surface lisse, alors Y [m] est une désingularisation du produit symétrique SPmY
3. En général, pour Y un schéma lisse de dimension > 3, Y [m] n’est pas lisse.
c) L’approche d’Atiyah et Hitchin
En général, le schéma de Hilbert Y [m] n’est pas lisse, même si Y est lisse. Cependant, M. Atiyah et N.
Hitchin remarquent que l’on peut construire une désingularisation du produit symétrique SPm(Y ×A1)
à partir de Hilbm(Y ×A1) de la fac¸on suivante.
Soit Rm(Y ) le sous-foncteur de Hilb
m(Y ×A1) suivant :
Rm(Y ) : AlgK −→ Ens
R 7→
{
sous-R-schémas fermés Z ⊂ (Y ×A1)R plats et de polynôme de Hilbert PZ = m
tels que Z →֒ (Y ×A1)R
pr
−→ A1R soit encore une immersion fermée.
}
La donnée d’un sous-schéma fermé de A1R de dimension 0 et de longueur m équivaut à la donnée d’un
polynômeA ∈ R[X] unitaire de degrém et l’on a alors un isomorphisme Z ≃ Spec
(
R[X]/(A)
)
. La donnée
de l’immersion Z →֒ (Y ×A1)R est alors équivalente à la donnée d’un morphisme Spec
(
R[X]/(A)
)
−→ Y ,
c’est-à-dire à la donnée d’un élément de Y
(
R[X]/(A)
)
.
Les auteurs expliquent que l’on obtient ainsi un sous-schéma lisse du schéma de Hilbert (Y ×A1)[m]. Ils
montrent également que l’on retrouve le schéma des fractions rationnelles Fm (et plus généralement F
d
m)
lorsque Y est le schéma Gm (A
d − {0}).
3.2 Schémas d’Atiyah-Hitchin
Inspirés par le paragraphe précédent, nous donnons ici une construction directe élémentaire des sché-
mas d’Atiyah-Hitchin, indépendante de la théorie des schémas de Hilbert.
Définition 3.2.1. Pour toute K-algèbre R, soit (RmY )(R) l’ensemble des couples (A,B) où
– A est un polynôme unitaire de degré m à coefficients dans R ;
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– B est un élément de Y
(
R[X]/(A)
)
, c’est-à-dire un morphisme Spec
(
R[X]/(A)
)
−→ Y .
On définit ainsi un foncteur RmY ∈ Fonct(AlgK ,Ens).
La proposition suivante montre que lorsque Y est un schéma raisonnable le foncteur RmY défini
ci-dessus est représentable par un schéma que l’on notera par abus encore RmY .
Proposition 3.2.2. Soit m > 1 un entier.
1. Pour tout sous-schéma ouvert U de Y , le foncteur RmU est un sous-foncteur ouvert de Rm(Y ).
2. Pour tout schéma affine Z, le foncteur RmZ est représentable par un schéma affine.
3. Pour tout schéma quasi-projectif Y , le foncteur RmY est représentable par un schéma quasi-projectif.
4. Si le schéma quasi-projectif Y précédent est lisse de dimension d, le schéma RmY est lisse de
dimension m(d+ 1).
5. Soit Polm le schéma des polynômes unitaires de degré m. Lorsque Y est quasi-projectif lisse, la
projection canonique
℘ : RmY −→ Polm
(A,B) 7→ A
est lisse.
Remarques 3.2.3. Même dans le cas où Y est projectif, le schéma RmY est en général non projectif.
Par exemple, on a un isomorphisme canonique de schémas R1Y ≃ A
1 × Y (c.f. Exemples 3.2.4 (1)) .
Démonstration de la Proposition 3.2.2 —
1. Soit U un sous-schéma ouvert de Y et montrons que RmU est un sous-foncteur ouvert de RmY .
Soient R une K-algèbre et ψ := (AR, BR) un élément fixé de (RmY )(R). Pour tout morphisme de
K-algèbres ϕ : R −→ S, notons (AS , BS) l’élément de (RmY )(S) induit par ϕ. Dire que (AS , BS)
appartient à (RmU)(S) signifie que l’application BS : Spec
(
S[X]/(AS)
)
−→ Y se factorise par U .
Or le foncteur hU est un sous-foncteur ouvert de hY . Soient fi ∈ R[X]/(AR) les éléments décrits à
la Définition 3.1.3 pour la K-algèbre R[X]/(AR). Pour tout morphisme de K-algèbres ϕ : R −→ S,
l’élément ψ ◦ ϕ ∈ (RmY )
(
S[X]/(ϕ(AR))
)
est dans (RmU)
(
S[X]/(ϕ(AR))
)
si et seulement si les
éléments ϕ(fi) engendrent S[X]/(ϕ(AR)). Cela s’écrit comme une condition ouverte (d’inversibilité
de mineurs de la matrice de Sylvester SylA,fi introduite dans la Définition 1.3.11 des schémas F
d
m)
sur les coefficients fi,k ∈ R des fi.
Ceci montre que RmU est un sous-foncteur ouvert de RmY .
2. Soit Z le schéma Z := Spec
(
K[X1, . . . , Xn+d]/(P1, . . . Pn)
)
et montrons que le foncteur RmZ est
représentable par un schéma affine.
Soient u et v les ensembles d’indéterminées
u := {u0, . . . , um−1} et {v1,0, . . . v1,m−1, . . . , vn+d,0 , . . . , vn+d,m−1}
et U, V1, . . . , Vn+d les polynômes tautologiques de K[u, v][X] :
U := Xm +
m−1∑
k=0
ukX
k et Vi :=
m−1∑
k=0
vi,kX
k pour tout 1 6 i 6 n+ d .
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Pour tout 1 6 j 6 n, notons ρj(u, v) le polynôme de K[u, v][X] reste de la division euclidienne de
Pj(V1, . . . , Vn+d) par U en tant que polynômes en l’indéterminée X (U est unitaire !). On écrit
ρj(u, v) =
m−1∑
k=0
ρj,k(u, v)X
k ,
ρj,k(u, v) désignant donc un élément de K[u, v].
Soit R une K-algèbre et (A,B) un élément de (RmZ)(R). Notons ak ∈ R les coefficients du
polynôme A :
A = Xm +
m−1∑
k=0
akX
k .
L’élément B ∈ Z
(
R[X]/(A)
)
s’identifie à un (n+d)-uplet (B1, . . . , Bn+d) d’éléments de R[X]/(A)
satisfaisant les équations
Pj(B1, . . . , Bn+d) = 0 ∀ 1 6 j 6 n
dans R[X]/(A). Puisque A est unitaire, B se relève en une liste (B1, . . . , Bn+d) de polynômes de
R[X] de degrés strictement inférieurs à m. Soit bi,k le coefficient de X
k dans Bi. La réduction de
(B1, . . . , Bn+d) modulo A représente un élément de Z
(
K[X]/(A)
)
si et seulement si l’on a pour
tout entier 1 6 j 6 n et tout entier 0 6 k 6 m− 1,
ρj,k(a0, . . . , am−1, b1,0, . . . , b1,m−1, . . . , bn+d,0, . . . , bn+d,m−1) = 0 .
Ceci signifie précisément que le foncteur RmZ est représentable par le schéma affine
Spec
(
K[u, v]/(ρj,k) 06k6m−1
16j6n
)
.
3. Nous appliquons le critère de représentabilité de la Proposition 3.1.5 pour montrer que RmY définit
bien un schéma.
– Montrons que le foncteur RmY est un faisceau au sens de Zariski.
Soient R et (fi) comme dans la Proposition 3.1.5 et (Ai, Bi) ∈ (RmY )
(
R
[
f−1i
])
une famille
d’éléments dans l’égalisateur de la double flèche∏
i
(RmY )
(
R
[
f−1i
])
⇉
∏
i,j
(Rm)
(
R
[
(fifj)
−1
])
.
Puisque Polm est un schéma, la famille (Ai) provient d’un unique polynôme A ∈ Polm.
La famille des schémas Spec
(
Rfi [X]/(A)
)
forme un recouvrement ouvert de Spec
(
R[X]/(A)
)
.
Le fait que le foncteur des points de Y soit un faisceau au sens de Zariski fournit le polynôme
B ∈ Y
(
R[X]/(A)
)
recherché.
– Montrons que le foncteur RmY est recouvert par des sous-foncteurs ouverts.
Dans un schéma quasi-projectif, tout ensemble fini de points est contenu dans un ouvert affine
(c.f. [Liu02], Chapitre 3, Proposition 3.36). Par conséquent, pour tout K-schéma quasi-projectif
Y , pour toute extension de corps K ⊂ κ et pour tout polynôme unitaire A ∈ κ[X], un morphisme
de K-schémas Spec
(
κ[X]/(A)
)
−→ Y se factorise par un ouvert affine de U de Y .
Ceci montre que la famille de sous-foncteurs ouverts RmU recouvre RmY lorsque U décrit les
ouverts affines de Y .
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La conjonction des deux points précédents montre que RmY est représentable.
Pour voir que RmY est quasi-projectif, remarquer que le sous-foncteur RmY est un sous-foncteur
ouvert du foncteur de Hilbert Hilbm(Y ×A1) qui est (quasi-)projectif lorsque Y est (quasi-)projectif
d’après [Gro95], Théorème 3.2 et §4) .
4. Montrons la lissité de RmY .
C’est une condition locale et puisque RmY est recouvert par les ouverts affines RmU lorsque U
parcourt les ouverts affines de Y , on peut supposer que Y est affine. On note alors Y plutôt Z et
l’on reprend les notations du point (2).
Pour montrer la lissité de RmZ, il suffit de montrer que la variété (RmZ)K est non-singulière
(c.f. [Har77], Theorem III.10.2). Soit (A,B) un point de (RmZ)K . Lorsque l’on a une factorisation
A = A1A2 avec A1 et A2 unitaires et premiers entre eux, on note B1 et B2 les réductions de B
dans Z
(
K[X]/(A1)
)
et dans Z
(
K[X]/(A2)
)
respectivement. Le schéma RmZ est localement au
voisinage de (A,B) produit d’un voisinage de (A1, B1) dans RdegA1Z et d’un voisinage de (A2, B2)
dans RdegA2Z. Par conséquent, on est ramené à montrer que (RmZ)K est non-singulière en un point
où A = Xm.
On suppose donc A = Xm. Remarquer qu’alors b0 := (b1,0, b2,0, . . . , bn+d,0) est alors un point de
Z
(
K[X]/Xm
)
. De plus, pour tout entier 1 6 j 6 n, en différentiant l’identité
Pj(V1, . . . , Vn+d) =
m−1∑
k=0
ρj,k(u, v)X
k + UQj(u, v)
par rapport à l’indéterminée vl,p (1 6 l 6 n + d, 0 6 p 6 m − 1) on constate que
∂ρj,k
∂vl,p
(Xm, B) est
le coefficient de Xk dans
∂Pj
∂Xl
(B1, . . . , Bn+d) ·X
p. En particulier, on a
∂ρj,k
∂vl,p
(Xm, B) =
{
∂Pj
∂Xl
(b0) si k = p
0 si k > p
.
Ordonnons les couples d’entiers (j, k) et (l, p) suivant l’ordre lexicographique suivant :
(1, 1) < (2, 1) < · · · < (1, 2) < (2, 2) < . . . ,
et notons J(b0) la matrice
[
∂Pj
∂Xl
(b0)
]
16j6n
16 l6n+d
. La matrice
[
∂ρj,k
∂vl,p
(Xm, B)
]
(1, 0)6(j, k)6(n,m−1)
(1, 0)6(l, p)6(n+d,m−1)
est une matrice m×m de blocs n× (n+ d) de la forme
J(b0) 0 . . . 0
∗ J(b0) . . . 0
. . . . . . . . . . . .
∗ ∗ ∗ J(b0)
 .
La matrice jacobienne
[
∂ρj,k
∂vl,p
∣∣∣∂ρj,k∂up ] (Xm, B) est donc de rang maximum. Ceci démontre la lissité de
RmZ en (X
m, B).
5. La lissité de la projection ℘ est une conséquence de la démonstration du point précédent : on y a vu
que la matrice jacobienne
[
∂ρj,k
∂vl,p
∣∣∣∂ρj,k∂up ] (Xm, B) est de rang maximum uniquement grâce à sa partie[
∂ρj,k
∂vl,p
]
. 
Voici quelques exemples fondamentaux de schémas d’Atiyah-Hitchin.
52 3. Schémas d’Atiyah-Hitchin
Proposition 3.2.4. Soit m un entier positif.
1. On a un isomorphisme canonique
R1Y ≃ Y ×A
1 .
2. On a un isomorphisme canonique
RmGm ≃ Fm .
3. Pour tout entier positif d, on a un isomorphisme canonique
Rm
(
A
d − {0}
)
≃ Fdm .
4. On rappelle que le schéma du point est par définition pt := SpecK. On a l’identité
Rmpt = Polm ,
Polm désignant le schéma des polynômes unitaires de degré m.
5. Soit S0 le schéma Spec
(
K[X]/(X(X − 1))
)
. On a un isomorphisme canonique
RmS
0 ≃
∐
m1+m2=m
Fm1,m2 ,
les schémas Fm1,m2 désignant les schémas de fractions rationnelles introduits page 36.
6. De même, pour tout entier positif n tel que l’on dispose de n points distincts dans K, on note
(S0)∨n−1 le schéma réunion disjointe de n points. On a un isomorphisme canonique
Rm(S
0)∨n−1 ≃
∐
m1+···+mn=m
Fm1,...,mn ,
où Fm1,...,mn désigne le schéma des n-uplets (A1, . . . , An) de polynômes unitaires avec degAi = mi,
n∑
i=1
mi = m et tels que re´s(Ai, Aj) soit inversible pour tout couple (i, j) d’entiers distincts.
7. Soit d un entier positif. Voici une description des k-points de RmPd pour tout corps k.
Les éléments de (RmPd)(k) sont les couples (A,B) où A ∈ k[X] est unitaire de degré m et B =
(B0, . . . , Bd) est une famille génératrice d’éléments de k[X]/(A) à la multiplication par une unité
de k[X]/(A) près.
Démonstration — Soit R une K-algèbre.
1. Un R-point de R1Y est un couple (A,B) avec A = X − α, α ∈ R et B ∈ Y
(
R[X]/(X − α)
)
≃
Y (R). Donc l’ensemble (R1Y )(R) est canoniquement en bijection avec R× Y (R).
2. Un R-point de RmY est un couple (A,B) où A est un polynôme de R[X] unitaire de degré m et
où B est un
(
R[X]/(A)
)
-point du schéma Gm, c’est-à-dire une unité de l’anneau R[X]/(A). Un
tel B admet un unique relevé B dans R[X] de degré < m. Le couple (A,B) ainsi obtenu est une
fraction rationnelle de Fm(R).
Ceci décrit une bijection canonique entre (RmGm)(R) et Fm(R).
3. De même que précédemment, un R-point de Rm
(
A
d − {0}
)
est un couple (A,B) où A est un
polynôme de R[X] unitaire de degré m et où B est un
(
R[X]/(A)
)
-point du schéma Ad − {0},
c’est-à-dire une liste B = (B1, . . . , Bd) d’éléments de R[X]/(A) qui engendrent l’anneau R[X]/(A).
Un tel B admet un unique relevé B = (B1, . . . , Bd), liste de polynômes de R[X] de degré < m. Le
couple (A,B) ainsi obtenu est une fonction rationnelle de Fdn(R).
Ceci décrit une bijection canonique entre (Rm(A
d − {0}))(R) et Fdm(R).
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4. Se donner un R-point de Rmpt revient juste à se donner un polynôme A ∈ R[X] unitaire de degré
m. D’où l’isomorphisme annoncé.
5. Soit A ∈ R[X] un polynôme unitaire de degré m. La donnée d’un R[X]/(A)-point de S
0 correspond
à la donnée de deux idempotents orthogonaux de l’anneau R[X]/(A). De manière équivalente, c’est
la donnée d’un couple de polynômes unitaires (A1, A2) ∈ R[X]
2 avec deg(A1) = m1, deg(A2) = m2,
re´sm1,m2(A1, A2) ∈ R
× et tels que A = A1A2. L’élément (A1, A2) est donc un R-point de Fm1,m2 .
6. La démonstration est la stricte généralisation du point précédent.
7. Pour tout corps k et tout polynôme unitaire de k[X]/(A), l’anneau
(
k[X]/(A)
)
est un produit
d’anneaux locaux. Le résultat est donc conséquence de la description des points de l’espace projectif
P
d dans un anneau local. 
3.3 Variétés analytiques d’Atiyah-Hitchin
Nous venons de construire au paragraphe précédent pour toute variété algébrique Y raisonnable et
tout entier positif m une nouvelle variété algébrique RmY raisonnable. Nous indiquons maintenant au
lecteur que la géométrie algébrique effraye comment transposer cette construction dans le cadre analytique
(voire topologique). Pour toute variété holomorphe Y, et pour tout entier positif m, nous définissons une
nouvelle variété holomorphe, notée Rholm Y. Cette variété est telle que dans le cas où Y est l’espace des
points complexes Y (C) d’une variété algébrique lisse définie sur C, on ait un isomorphisme
Rholm Y ≃ (RmY )(C) .
a) Prolongement holomorphe de fonctions de plusieurs variables complexes
Nous commenc¸ons par une petite digression sur la théorie des fonctions holomorphes de plusieurs
variables complexes dont le but est d’énoncer le théorème de prolongement de Riemann (Théorème 3.3.3)
dont nous avons besoin un peu après. Le lecteur peut sauter ce passage jusqu’à sa lecture de la démons-
tration de la Proposition-définition 3.3.4.
Soient n > 1 un entier et Ω un ouvert de Cn.
Définition 3.3.1. Un sous-ensemble A ⊂ Ω est dit analytique si pour tout élément ω ∈ Ω, il existe un
voisinage U de ω et des applications holomorphes f1, . . . , fp : U −→ C telles que l’on ait
U ∩A = {z ∈ U, f1(z) = . . . , fp(z) = 0} .
Remarque 3.3.2. Un sous-ensemble analytique A est nécessairement fermé.
De plus, si Ω est connexe, alors Ω−A est connexe et dense dans Ω.
Le théorème suivant, dit théorème de prolongement de Riemann, généralise un phénomène de prolon-
gement analytique bien connu pour les fonctions d’une unique variable complexe. Une démonstration se
trouve par exemple dans [Nar71], Proposition 2 p. 50.
Théorème 3.3.3. Soient A un sous-ensemble analytique de Ω tel que Ω−A soit dense et f : Ω−A −→ C
une application holomorphe. On suppose que pour tout a ∈ A, il existe un voisinage U de a dans Ω tel
que f|U−A soit bornée. Alors f admet un unique prolongement holomorphe F : Ω −→ C.
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b) Construction de Rholm Y
Soient m et d des entiers positifs fixés.
Conventions:
– Un multi-polynôme B = (B1, . . . , Bd) est une liste de polynômes. Le degré de B est par définition
le suprémum des degrés des Bi. Un multi-polynôme B est généralement considéré comme une
application B : C −→ Cd.
– Pour alléger, on désigne par Pdm(C) l’espace (RmA
d)(C). C’est donc l’ensemble des couples (A,B)
où A est un polynôme complexe unitaire de degré m et B := (B1, . . . , Bd) est un multi-polynôme
complexe de degré < m.
– Pour toute variété holomorphe Y, et pour tout entier positif k, on note JkY le fibré des k-jets de Y.
Par définition, JkY est un fibré vectoriel holomorphe au-dessus de Y dont la fibre au-dessus d’un
point y0 ∈ Y est l’ensemble des classes de chemins holomorphes γ : C −→ Y envoyant 0 sur y0 pour
la relation d’équivalence
γ ∼k γ˜ ⇐⇒ ∀ 0 6 ℓ 6 k, γ
(ℓ)(0) = γ˜(ℓ)(0) .
Par définition, on a des isomorphismes canoniques
J0Y ≃ Y et J1Y ≃ TY ,
TY désignant le fibré tangent de Y.
De plus, une application holomorphe ϕ : Y −→ Z induit une application holomorphe Jkϕ : JkY −→
JkZ.
Les points suivants guident la construction. Lorsque Y est une variété algébrique quasi-projective lisse
définie sur C, on a les propriétés suivantes :
1. Pour tout atlas2 U = (Uα) de Y , la famille des ouverts affines RmUα forme un recouvrement ouvert
du schéma RmY .
2. Si Y est une sous-variété quasi-affine de Ad, alors (RmY )(C) est la sous-variété de (RmAd)(C) =
Pdm(C) suivante(A,B) ∈ Pdm(C)
∣∣∣∣∣∣∣∣
(A(α)=0) =⇒ B(α)∈ Y (C)
(A(α)=0, A′(α)=0) =⇒ (B(α),B′(α))∈ J1(Y (C))
··· ··· ···
(A(α)=0,A′(α)=0,...,A(m)(α)=0) =⇒ (B(α),B′(α),...,B(m)(α))∈ Jm(Y (C))
 .
3. En particulier, lorsque Y est un sous-schéma ouvert de Ad, disons U , les conditions sur les dérivées
de B s’évanouissent :
(RmU)(C) =
{
(A,B) ∈ Pdm(C) | A(α) = 0 =⇒ B(α) ∈ U(C)
}
.
Soit U un ouvert de Cd. Le point (3) précédent dicte la définition de l’ouvert Rholm U ⊂ C
m(d+1). Pour
toute variété holomorphe Y, le point (1) suggère de construire la variété Rholm Y en recollant les ouverts
RmUα ⊂ Cm(d+1) issus d’un atlas maximal U = (Uα) de Y. C’est l’approche que nous allons suivre pour
définir Rholm Y.
2C’est-à-dire une famille d’ouverts affines recouvrant Y tel que tout ensemble fini de points de Y soit contenu dans l’un
de ces ouverts.
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Proposition-définition 3.3.4. Soient U un ouvert de Cd et ε l’application suivante
ε : Pdm(C) −→ SP
m(Cd)(
A =
m∏
i=1
(X − αi), B
)
7→ [B(αi)]16i6m
On pose
Rholm U := ε
−1(SPm(U)) .
Autrement dit, Rholm U est le sous-espace de P
d
m(C)
Rholm U :=
{
(A,B) ∈ Pdm(C) | A(α) = 0 =⇒ B(α) ∈ U
}
.
Les propriétés suivantes sont alors vérifiées :
1. L’espace Rholm U est un ouvert de P
d
m(C) ≃ C
m(d+1).
Soit V un autre ouvert de Cd.
2. Un biholomorphisme ϕ : U ≃−→ V induit un biholomorphisme
Rholϕ : Rholm U −→ R
hol
m V .
3. On a l’identité
Rholm U ∩R
hol
m V = R
hol
m (U ∩ V) .
Démonstration —
1. Rholm U est un ouvert de P
d
m(C) puisque SP
m(U) est un ouvert de SPm(Cd).
2. Soit (A,B) ∈ Rholm U . Lorsque le polynôme A admet des racines complexes αi de multiplicités mi,
i.e. A =
r∏
i=1
(X − αi)
mi , alors l’élément B est déterminé de manière unique par la liste des valeurs
suivantes :
β
1
:= B(α1) ∈ U , β
′
1
:= B′(α1) ∈ C
d, . . . , β(m1)
1
:= B(m1)(α1) ∈ C
d
. . . . . . . . . . . .
β
k
:= B(αk) ∈ U , β
′
k
:= B′(αk) ∈ C
d, . . . , β
(mk)
k := B
(mk)(αk) ∈ C
d
En particulier, Rholm U admet C
(m) ×
Sm
Um comme sous-espace ouvert dense : il s’agit de l’ouvert
correspondant aux couples (A,B) pour lesquels A est à racines simples. Cet « ouvert générique »
est le complémentaire de l’ensemble analytique A donné par l’annulation du discriminant de A.
Un biholomorphisme ϕ : U
≃
−→ V induit un biholomorphisme entre ouverts génériques :
C
(m) ×
Sm
Um
1×ϕd
−−−→
≃
C
(m) ×
Sm
Vm ⊂ Cm(d+1) .
Cette application est bornée au voisinage de l’ensemble analytique A . Elle se prolonge donc d’après
le théorème de prolongement de Riemann (Théorème 3.3.3) en une application holomorphe Rholm ϕ :
Rholm U −→ C
m(d+1).
Par continuité, Rholm ϕ est nécessairement donnée par :
Rholm (ϕ)
(
A =
r∏
i=1
(X − αi)
mi , B
)
=
(
A,Bϕ
)
,
où Bϕ est le multi-polynôme déterminé de manière unique par les conditions :(
β
1,ϕ
, β′
1,ϕ
, . . . , β(m1)
1,ϕ
)
= (Jm1ϕ)
(
β
1
, β′
1
, . . . , β(m1)
1
)
. . .(
β
k,ϕ
, β′
k,ϕ
, . . . , β
(mk)
k,ϕ
)
= (Jmkϕ)
(
β
k
, β′
1
, . . . , β
(mk)
k
)
Ceci assure que l’application Rholm ϕ se factorise bien par R
hol
m V.
Enfin, Rholm ϕ est bien un biholomorphisme : son inverse est R
hol
m ϕ
−1.
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3. L’identité Rholm U ∩R
hol
m V = R
hol
m (U ∩ V) est vraie par construction. 
Venons-en à la construction de Rholm Y pour une variété holomorphe Y de dimension d. Soit U un atlas
maximal de Y ; U est, entre autres, la donnée :
– d’une famille (Uλ)λ∈ Λ d’ouverts de C
d ;
– pour tout couple d’indices (λ, µ) ∈ Λ2, d’un ouvert Uλ,µ ⊂ Uλ ;
– d’une famille de biholomorphismes
ϕλ,µ : Uλ,µ
≃
−→ Uµ,λ
satisfaisant la condition de cocycle.
Définition 3.3.5. Soit (Y,U ) une variété holomorphe de dimension d comme ci-dessus. La variété
d’Atiyah-Hitchin Rholm Y est la variété obtenue en recollant les ouverts R
hol
m Uλ ⊂ C
m(d+1) avec les biholo-
morphismes
Rholm ϕλ,µ : R
hol
m Uλ,µ −→ R
hol
m Uµ,λ .
Le fait que la famille des (ϕλ,µ) vérifie la condition de cocycle est une conséquence formelle des points (2)
et (3) de la Proposition-définition 3.3.4 précédente.
La proposition suivante résume les principales propriétés de la variété Rholm Y conséquences de sa
construction.
Proposition 3.3.6. Soient Y une variété holomorphe de dimension (complexe) d. Alors :
1. La variété holomorphe Rholm Y est de dimension (complexe) m(d+ 1).
2. Si Y est l’espace des points complexes d’une variété algébrique quasi-projective lisse Y , c’est-à-dire
Y = Y (C), alors on a un biholomorphisme Rholm Y ≃ (RmY )(C).
3. Si Z est une sous-variété de Y, alors Rholm Z est une sous-variété de R
hol
m Y.
En particulier, un plongement de Y dans CN induit un plongement de Rholm Y dans R
hol
m C
N ≃
C
N(m+1).
4. L’application de « projection »
℘ : Rholm Y −→ Polm(C)
(A,B) 7→ A
est une submersion.
Exemple 3.3.7. Dans le cas où Y est l’ouvert Cd− ({0}d−1×R), Rholm Y co¨ıncide avec l’espace noté G
d
m
par Y. Kamiyama dans [Kam04].
c) Stabilisation
Les applications de stabilisation Fm−1 →֒ Fm qu’utilise Segal (c.f. §2.1.a)) se généralisent bien dans
le contexte des variétés holomorphes d’Atiyah-Hitchin.
Pour toute variété holomorphe Y pointée, nous allons définir similairement des applications continues de
stabilisation
σm : R
hol
m−1Y −→ R
hol
m Y .
Puisque le cas particulier où Y est l’espace des points complexes d’une variété algébrique Y est le plus
intéressant, nous nous y limitons dans la suite, laissant au lecteur le soin d’adapter les détails dans le cas
général.
Dans ce paragraphe, Y est une variété algébrique lisse de dimension d, définie sur C et pointée. On
note y0 le point de base de Y (C).
Notations:
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– Pour tout A ∈ Polm(C), on pose
|A| := sup
αi racine de A
|αi| .
– Notons (R
|A|<1
m−1 Y )(C) le sous-espace de (RmY )(C) formé des couples (A,B) tels que A ait toutes
ses racines contenues dans le disque unité D = D(0, 1) de C.
Remarquer que l’application
ψ : (RmY )(C) −→ (R
|A|<1
m−1 Y )(C)
(A(X), B(X)) 7→
(
A
(
X
1+|A|
)
, B
(
X
1+|A|
))
est un homéomorphisme. Ci-dessus, la notation B
(
X
1+|A|
)
désigne l’image de B par l’application
Y
(
C[X]/(A)
)
−→ Y
(
C[X]/
(
A
(
X
1+|A|
))) induite par le morphisme d’anneaux
C[X]/(A) −→ C[X]/
(
A
(
X
1+|A|
))
P 7→ P
(
X
1+|A|
)
Définition 3.3.8. On définit l’application de stabilisation σm : (Rm−1Y )(C) −→ (RmY )(C) comme la
composée de l’homéomorphisme ψ−1 : (Rm−1Y )(C) ≃ (R
|A|<1
m−1 Y )(C) défini ci-avant et de l’application
suivante
(R
|A|<1
m−1 Y )(C) −→ (RmY )(C)
(A,B) 7→ ((X − 1)A,χA,X−1(B, y0))
où χA,X−1 désigne l’homéomorphisme
χA,X−1 : Y
(
C[X]/(A)
)
× Y
(
C[X]/(X − 1)
)
≃
−→ Y
(
C[X]/((X − 1)A)
)
induit par l’isomorphisme chinois.
Remarque 3.3.9. L’application de stabilisation que nous venons de décrire provient d’une action de
l’opérade des petits disques sur l’espace
∐
m>0
(RmY )(C).
La construction précédente n’est pas très satisfaisante pour les deux raisons suivantes :
– Tout d’abord, nous ne sommes pas en mesure de décrire une application de stabilisation de nature
algébrique, mais seulement une application topologique (pas holomorphe3) entre les espaces de points
complexes. La seule exception concerne les schémas de fractions rationnelles Fm ; on renvoie à la
Remarque 3.3.10 ci-après.
– De plus, la construction de σm dépend d’un certain nombre de choix. Heureusement, à homotopie
près, l’application n’en dépend pas.
Remarque 3.3.10. L’exemple des fractions rationnelles (c’est-à-dire lorsque Y = Gm) est particulière-
ment intéressant puisque l’on dispose de candidats naturels à être des morphismes de stabilisation. Voici
deux morphismes possibles, fournis par la loi de mono¨ıde ⊕ décrite au Chapitre 1, § 1.2.a)
σgm : Fm−1 −→ Fm et σ
d
m : Fm−1 −→ Fm
A
B 7→
X
(−1)m ⊕
A
B
A
B 7→
A
B ⊕
X
(−1)m
.
Ces applications de stabilisation nous sont encore assez mystérieuses et soulèvent les questions suivantes.
3Elle est tout de même équivariante vis-à-vis de la conjugaison complexe.
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Questions 3.3.11.
1. Les applications de stabilisation σgm et σdm sont-elles homotopes ? D’après le Corollaire 1.2.22, les
applications σg2 et σ
d
2 sont homotopes. .
Cette question est reliée à celle sur la commutativité à homotopie près de la loi ⊕, c.f. Ques-
tions 1.4.8(2).
2. Les applications topologiques induites Fm−1(C) −→ Fm(C) au niveau des espaces de points com-
plexes par σgm et σdm sont-elles homotopes à l’application de stabilisation σm décrite à la Défini-
tion 3.3.8 ?
3. Comment construire une application de stabilisation algébrique pour un schéma Y quelconque ?
3.4 Des applications motiviques stables
Fixons un entier positif m et une variété algébrique quasi-projective lisse Y . Lorsque Y est pointée,
le schéma d’Atiyah-Hitchin RmY a pour vocation d’approximer l’espace ΩP
1
Σ
P1Y . Nous indiquons ici
comment construire un morphisme
ιmotm : RmY −→ Ω
P1
Σ
P1Y
permettant au moins de relier ces deux espaces.
Une légère variante de cette construction fournit également pour tout entier 0 6 k 6 m des morphismes
algébriques de « transfert »
τmotm,k : (RmY )+ ∧ (P
1)∧k // (RkY )+ ∧ (P
1)∧k
λmotm,m−k : (RmY )+ ∧ (P
1)∧k // (Rm−kY )+ ∧ (P
1)∧k
.
a) Le morphisme ιmotm
On ne suppose pas Y pointée a priori. On commence par décrire une application motivique pointée
ι˜motm : (RmY )+ ∧P
1 −→ Y+ ∧P
1 .
Lorsque Y est de plus supposée pointée, la donnée du point de base équivaut à la donnée d’une application
y0 : Y+ −→ Y . L’application ι˜
mot
m se raffine alors en le morphisme (non pointé)
ιmotm : RmY −→ Ω
P1ΣP
1
Y
adjoint à la composée (RmY )+ ∧P1
eιmotm−−→ Y+ ∧P1
y0∧1
−−−→ Y ∧P1.
Rappelons tout d’abord brièvement la définition de l’espace de Thom et de l’application de Thom
associés à une immersion fermée dans le cadre de l’homotopie motivique. On renvoie le lecteur à [Mor99],
§ 3.2.1. pour plus de détails.
Définition 3.4.1. Soit i : N →֒M une immersion fermée de schémas lisses. On appelle espace de Thom
de i (ou, par abus, espace de Thom de N dans M) et l’on note th(i) (ou th(N)) la cofibre homotopique
th(i) := M/hM − i(N) .
L’application de Thom associée est le morphisme canonique
M
Thom
−−−→ th(i) .
Le théorème suivant est duˆ à Morel (c.f. [Mor99] § 3.2).
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Théorème 3.4.2. Soit i : N →֒M une immersion fermée de schémas lisses. On note νN le fibré normal
de l’immersion i et th(ν) l’espace de Thom de la section nulle N →֒ E(νN ). Alors, on a un isomorphisme
canonique dans Ho(Esp)
th(i) ≃ th(νN )
Le lemme suivant est formel.
Lemme 3.4.3. Soit M une variété algébrique et N1 et N2 deux sous-variétés (fermées) qui ne se ren-
contrent pas (c’est-à-dire telles que N2 soit une sous-variété fermée de M − N1). Alors l’application de
Thom associée à N1 se factorise par l’application quotient canonique M −→ M/
h
N2
comme suit :
M
Thom //

th(N1)
M/hN2
::ttttttttt
Proposition-définition 3.4.4.
1. Soit
fm : RmY ×P
1 −→ P1
(A,B, γ) 7→ A(γ)
le morphisme adjoint à la composée
RmY
℘
−→ Polm →֒ Ω
P1
P
1 ,
℘ désignant la projection canonique et Polm →֒ ΩP
1
P
1 désignant le morphisme canonique qui associe
à un polynôme unitaire A l’endomorphisme pointé de P1 donné par la fraction rationnelle A1 .
2. Soit Wm le sous-schéma de RmY ×P1 :
Wm := f
−1
m ({0}) .
Puisqu’en tout point (A,B, γ) de Wm l’on a
∂f
∂a0
(A,B, γ) = 1 ,
Wm est lisse et munie d’une trivialisation de son fibré normal ϕm : νWm ≃ ε.
3. En tant que sous-variété de RmY × P1, Wm ne rencontre pas la sous-variété RmY × {∞}. Le
Lemme 3.4.3 précédent fournit la factorisation de l’application de Thom suivante :
RmY ×P
1 Thom //

th(νWm)
(RmY )+ ∧P
1
77ooooooooooo
.
4. Soit w le morphisme canonique
w : Wm −→ Y
(A,B, γ) 7→ B(γ)
(un couple (A, γ) tel que A(γ) = 0 fournit un morphisme canonique R[X]/(A) −→ R).
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Définition 3.4.5. Pour toute variété algébrique Y quasi-projective, on définit le morphisme ι˜motm comme
la composée
ι˜motm : (RmY )+ ∧P
1 Thom−−−→ Th(νWm)
ϕm
≃ (Wm)+ ∧P
1 w∧1−−→ Y+ ∧P
1 .
Si de plus y0 est un point de base de Y , on définit le morphisme ιm comme la composée
ιmotm : (RmY )+ ∧P
1 eιm−→ Y+ ∧P1
y0∧id
−−−→ Y ∧P1 .
Lorsque K = C et que Y est pointé, les applications topologiques sous-jacentes ιm sont compatibles
aux applications de stabilisation topologiques σm (c.f. Définition 3.3.8) au sens du lemme suivant.
Lemme 3.4.6. Le diagramme d’espaces topologiques et applications continues suivant commute à homo-
topie près :
(Rm−1Y )(C)
ιm−1 //
σm

map
(
P
1(C),P1(C) ∧ Y (C)
)
≃ Ω2Σ2Y
(RmY )(C)
ιm
22eeeeeeeeeeeeeeeeeeeeeeeeeeeeee
.
Démonstration — Ce lemme résulte de la conjonction des points suivants :
– L’inclusion (R
|A|<1
m−1 Y )(C) →֒ (Rm−1Y )(C) est homotope à l’homéomorphisme ψ
−1 : (R
|A|<1
m−1 Y )(C) ≃
(Rm−1Y )(C) décrit dans les Notations p. 57.
– SoitM une variété, N une sous-variété fermée et U un ouvert deM . Alors N∩U est une sous-variété
fermée de U et le diagramme suivant commute strictement :
X −N
  // X
Thom // th(N)
U − (N ∩ U) 
 //
?
OO
U
Thom //?

OO
th(N ∩ U)
?
OO
.
– L’intersectionWm∩
(
(R
|A|<1
m−1 Y )(C)×P
1(C)
)
a deux composantes connexes :W
|A|<1
m−1 et (R
|A|<1
m−1 Y )(C)×
{1}. D’après le point précédent, le diagramme suivant commute strictement :
(R
|A|<1
m−1 Y )(C)+ ∧P
1(C)
Thom //
 _

th
(
W
|A|<1
m−1
)
∨ th
(
(R
|A|<1
m−1 Y )(C)× {1}
)
 _

(RmY )(C)+ ∧P
1(C)
Thom // th(Wm)
.
– La différence entre les trivialisations induites par ϕm et ϕm−1 est telle que le diagramme suivant
commute strictement :
th(W
|A|<1
m−1 )
ϕm−1
≃
//

(
W
|A|<1
m−1
)
+
∧P1(C)
id×(−id)

th(Wm−1)
ϕm
≃
// (Wm)+ ∧P
1(C)
.
– Par construction, la composée
(R
|A|<1
m−1 Y )(C)+ ∧P
1(C)
Thom
−−−→ th
(
(R
|A|<1
m−1 Y )(C)× {1}
)
−→ Y+ ∧P
1(C) −→ Y ∧P1(C)
se factorise par {y0} ∧P
1(C). 
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b) Applications de transfert motiviques
Soit 1 6 k 6 m un entier. Une variante de la construction de ι˜m précédente permet de définir des
morphismes de transfert :
τmotm,k : (RmY )+ ∧ (P
1)∧k // (RkY )+ ∧ (P
1)∧k
λmotm,m−k : (RmY )+ ∧ (P
1)∧k // (Rm−kY )+ ∧ (P
1)∧k
.
Proposition-définition 3.4.7.
1. Soit
fm,k : RmY × Polk −→ A
k
(A,B,D) 7→ (R0, . . . , Rk−1)
où
k−1∑
i=0
RiX
i désigne le reste de la division euclidienne de A par D.
2. Soit Wm,k le sous-schéma de RmY × Polk
Wm,k := f
−1
m,k({0}) .
Autrement dit, un point de Wm,k est un triplet (A,B,D) où (A,B) est un point de RmY et D un
diviseur de A unitaire de degré k.
3. Puisqu’en tout point (A,B,D) de Wm,k on a[
∂Ri
∂aℓ
]
06i,ℓ6k−1
= Idk
Wm,k est lisse et munie d’une trivialisation de son fibré normal ϕm,k : νWm,k ≃ ε
⊕k.
4. On identifie Polk à l’espace affine Ak plongé dans Pk ; Pk−1 désigne le schéma complémentaire à
l’infini. Le schéma Wm,k est une sous-variété fermée de RmY ×Pk ne rencontrant pas RmY ×Pk−1
de sorte que le Lemme 3.4.3 fournit la factorisation suivante :
RmY ×Pk
Thom //

th(νWm,k)
(RmY )+ ∧
(
P
1
)∧k t
66nnnnnnnnnnnn
.
5. Soient wk et wm−k les morphismes
wk : Wm,k // RkY et wm−k : Wm,k // Rm−kY
(A,B,D)  // (D,B (mod D)) (A,B,D)  //
(
A
D , B (mod
A
D )
) .
Ci-dessus la notation B (mod D) désigne l’image de B par l’application canonique Y
(
R[X]/(A)
)
−→
Y
(
R[X]/(D)
)
.
Démonstration — Le point essentiel à vérifier est que Wm,k, qui est par définition un sous-schéma
fermé de RmY ×A
k, est également un sous-schéma fermé de RmY ×Pk.
Pour s’en convaincre, il suffit de montrer que le morphisme de projection Wm,k −→ RmY est propre.
Pour cela, on applique le critère valuatif de propreté (c.f. [Har77], Theorem 4.7). La condition à vérifier
est alors la suivante.
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Soit R un anneau de valuation, κ son corps des fractions et A un polynôme unitaire à coefficients dans
R. On suppose que A admet une factorisation A = CD par des polynômes C et D unitaires de κ[X]. Il
faut montrer que C et D sont en fait dans R[X].
Cela s’obtient en utilisant que C et D sont unitaires. 
Définition 3.4.8. On définit les morphismes τmotm,k et λ
mot
m,m−k comme les composées
τmotm,k : (RmY )+ ∧ (P
1)∧k −→ th(νMm,k)
ϕ
≃ (Wm,k)+ ∧
(
P
1
)∧k wk∧1∧k−−−−−→ (RkY )+ ∧ (P1)∧k
λmotm,m−k : (RmY )+ ∧ (P
1)∧k −→ th(νMm,k)
ϕ
≃ (Wm,k)+ ∧
(
P
1
)∧k wm−k∧1∧k
−−−−−−−→ (RkY )+ ∧ (P
1)∧k
Remarque 3.4.9. Les applications τmotm,k et λ
mot
m,m−k se comportent, d’un point de vue combinatoire
4, de
manière analogue aux applications de transferts
trm,k : (BSm)+ | // B(Sk ×Sm−k)+
pr // B(Sk)+
trm,m−k : (BSm)+ | // B(Sk ×Sm−k)+
pr // B(Sm−k)+
.
Dans cet exemple, l’application stable
m∨
k=0
(−1)kσm−k,m−1trm,m−k : BSm |−→ BSm−1 est une rétraction de
BSm sur BSm−1. Si l’on disposait d’applications de stabilisation σ
mot
m : Rm−1Y −→ RmY , on pourrait
espérer montrer que Rm−1Y est un facteur stable de RmY par cette formule. (Il s’agit essentiellement de
la méthode de Dold pour calculer l’homologie du groupe symétrique).
Le point faible de cette approche est que l’on n’identifierait pas ainsi le type d’homotopie de la cofibre
homotopique RmY /hRm−1Y
. Au Chapitre 5 nous montrons une version topologique de ce scindement
stable par une autre méthode inspirée par les travaux de Vassiliev et permettant d’identifier le type
d’homotopie stable de la cofibre homotopique (RmY )(C)/h(Rm−1Y )(C)
.
c) Vers des modèles de May-Milgram motiviques
Ce paragraphe est une digression non nécessaire pour la suite.
Soit (Y, y0) une variété algébrique quasi-projective lisse pointée. Une variante de ce qui précède permet
de définir formellement, pour toute variété algébrique Y pointée, un modèle de May-Milgram motivique,
noté Cmot
P1
Y , analogue à l’espace C2Y pour un espace topologique Y. De plus, on le munit d’un morphisme
algébrique
εmot : Cmot
P1
Y −→ ΩP
1
Σ
P1Y .
Notations: : Soit i un entier positif.
– On note A(i)/Si le sous-schéma ouvert de Poli des polynômes à racines simples. Ce schéma est
donc par définition le complémentaire de l’hypersurface d’équation discr(A) = 0.
– Soit A(i)×
Si
Y i le sous-schéma ouvert de RiY image inverse de A
(i)
/Si par la projection canonique
℘ : RiY −→ Poli.
– Soit également A(i+1)×
Si
Y i le sous-schéma ouvert de (RiY ) × A
1 dont les points sont les triplets
(A,B, α) avec (A,B) ∈ A(i)×
Si
Y i et α ∈ A1 tel que A(α) soit inversible.
4Il y a ici une petite subtilité : la trivialisation du fibré normal de la variétéWm,k diffère selon que l’on utilise ϕm−1,k ou bien
ϕm,k. Par exemple, la formule, au niveau topologique, donnant la composée stable (Rm−1Y )(C)
σm−1,m
−−−−−→ (RmY )(C)
τm,m−1
|−→
(Rm−1Y )(C) comme IdRm−1Y + σm−2,m−1 ◦ τm−1,m−2 n’est vraie qu’à homotopie près.
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– Le point de base y0 de Y permet de définir une application
ji : A
(i+1)×
Si
Y i −→ A(i+1) ×
Si+1
Y i+1
(A,B, α) 7→
(
(X − α) ·A, χA,(X−α)(B, y0)
)
(χA1,A2 désigne l’isomorphisme chinois R[X]/(A1) ×
R[X]/(A2) ≃
R[X]/(A1A2)).
– On note enfin pri la projection canonique de A
(i+1)×
Si
Y i sur A(i)×
Si
Y i.
Définition 3.4.10. On appelle modèle de May-Milgram motivique, et l’on note Cmot
P1
Y , le coégalisateur
de la double flèche ∐
i>0
A
(i+1)×
Si
Y i
ji
//
pri //
∐
i>0
A
(i)×
Si
Y i .
Nous construisons une application motivique de Cmot
P1
Y dans ΩP
1
Σ
P1Y .
Proposition-définition 3.4.11. Soit i un entier positif.
1. Soit gi le morphisme
gi : (A
(i)×
Si
Y i)×P1 −→ P1
(A,B, γ) 7→ AA′ (γ)
2. Soit Vi le sous-schéma de (A(i)×
Si
Y i)×P1 :
Vi := g
−1
i ({0}) .
Wi est lisse et muni d’une trivialisation de son fibré normal ϕi : ν ≃ ε.
3. En tant que sous-variété de (A(i)×
Si
Y i)×P1, Wm ne rencontre pas la sous-variété (A(i)×
Si
Y i)×{∞}.
Le Lemme 3.4.3 fournit la factorisation de l’application de Thom suivante :
RmY ×P1
Thom //

th(νWm)
(RmY )+ ∧P
1
77ooooooooooo
.
4. Soit vi le morphisme canonique
vi : Vi −→ Y
(A,B, γ) 7→ B(γ)
Proposition-définition 3.4.12. Soit i un entier positif. Nous définissons un morphisme composé εi
comme suit :
εi : (A
(i)×
Si
Y i)+ ∧P
1 Thom−−−→ Th(νVi)
ϕ
≃ (Vi)+ ∧P
1 v∧1−−→ Y+ ∧P
1 y0∧1−−−→ Y+ ∧P
1 .
On vérifie que le diagramme suivant commute strictement
A
(i+1) ×
Si+1
Y i
ji+1
((QQ
QQQ
QQQ
A
(i+1)×
Si
Y i
66llllll
pr ((RR
RRR
RRR
ΩP
1
Σ
P1Y
A
(i)×
Si
Y i
ji
66mmmmmmmmmm
.
Nous baptisons εmot l’application induite
εmot : Cmot
P1
Y −→ ΩP
1
Σ
P1Y .
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La question de la comparaison entre les espaces Cmot
P1
Y et ΩP
1
Σ
P1Y n’est pas traitée dans cette thèse.
Cela fait l’objet d’une future recherche.
3.5 Conjectures
Nous énonc¸ons ici nos principales conjectures concernant les schémas d’Atiyah et Hitchin. Ces conjec-
tures visent essentiellement à donner des analogues motiviques aux théorèmes de Segal et F. Cohen et al.
(Théorème 2.1.2 et Théorème 2.2.11).
Fixons un entier positif m et une variété quasi-projective lisse Y . Le schéma d’Atiyah-Hitchin RmY
est donc aussi une variété quasi-projective lisse.
a) Conjectures instables
Voici l’analogue conjectural du théorème de Segal, c.f. Théorème 2.1.2.
Conjecture 3.C.
1. Le type d’homotopie motivique du schéma RmY ne dépendrait que du type d’homotopie motivique
du schéma Y .
Lorsque l’on suppose de plus Y pointé, alors :
2. Il existerait un morphisme motivique de stabilisation σmotm : Rm−1Y −→ RmY compatible aux
morphismes ιmotm−1 et ι
mot
m , c’est-à-dire tel que le diagramme suivant commutât (à homotopie près) :
Rm−1Y
ιmotm−1
&&MM
MM
MM
MM
MM
σmotm

ΩP
1
Σ
P1Y
RmY
ιmotm
88qqqqqqqqqqq
.
De plus, l’application ainsi obtenue
ιmot : hocolim
m
RmY −→ Ω
P1
Σ
P1Y
serait une équivalence d’homotopie motivique.
Lorsque l’on suppose également Y A1-connexe, alors :
3. La connexité de l’application
ιmotm : RmY −→ Ω
P1
Σ
P1Y
se comporterait, pour m grand, comme le produit de m et de la connexité de Y .
Examinons le cas particulier des schémas de fractions rationnelles Fm, c’est-à-dire lorsque Y = Gm.
On a vu que l’on dispose alors de deux candidats à être des morphismes de stabilisation : les morphismes
σgm et σdm décrits à la Remarque 3.3.10. Cette dualité suggère même l’existence d’une opérade des petits
disques motivique, disons Pmot, agissant sur l’espace
∐
m>0
RmY .
L’action de l’opérade des petits disques sur les espaces de fractions rationnelles complexes nous avait
conduit à énoncer une version stabilisée (équivariante) du théorème de Segal (c.f. Théorème 2.1.4) com-
parant
∐
m>0
Fm(C) à Ω
2S2 plutôt que Fm(C) à Ω
2
mS
2 ≈ Ω2S3. En voici l’analogue motivique conjectural.
Conjecture 3.D.
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1. Il existerait une opérade motivique des petits disques Pmot.
2. L’opérade Pmot agirait sur les espaces
∐
m>0
Fm et ΩP
1
P
1 =
∐
m>0
ΩP
1
m P
1 de telle sorte que l’appli-
cation naturelle ∐
m>0
Fm →֒
∐
m>0
ΩP
1
m P
1
respectât cette action.
De plus, cette application induirait au niveau des complétions en groupes une équivalence d’homo-
topie :
ΩsB
( ∐
m>0
Fm
)
−→ ΩP
1
P
1 .
Remarques 3.5.1.
1. A homotopie près, les espaces qui interviennent dans l’opérade topologique des petits disques P2
proviennent de variétés algébriques : pour tout entier positif n, P2(n) a le type d’homotopie de
l’espace C(n) des points complexes de l’ouvert de An complémentaire des hypersurfaces diagonales.
Par contre, il ne nous paraˆıt pas évident de construire des morphismes de structure algébriques entre
ces espaces.
2. Les résultats du Chapitre 1 sont en accord avec la Conjecture 3.D précédente et pourraient expliquer
le phénomène de complétion en groupe qui apparaˆıt lorsque l’on compare
[
P
1,P1
]N
et
[
P
1,P1
]mot
au § 1.3.e).
En effet, la conjecture précédente se traduirait au niveau des composantes connexes en un isomor-
phisme
πA
1
0
(
ΩsB
∐
m>0
Fm
)
(K) ≃ πA
1
0
(
ΩP
1
P
1
)
(K) ≃
[
P
1
K ,P
1
K
]mot
.
Le terme de gauche se calculerait, d’après une conjecture de Morel (c.f. [Mor04a], p. 26), comme
la complétion en groupe du π0(
∐
m>0
Fm)(K) (au sens na¨ıf !). On retrouverait ainsi l’isomorphisme
de groupes que nous avions constaté entre le complété en groupe du mono¨ıde (
[
P
1,P1
]N
,⊕N) et
le groupe (
[
P
1,P1
]mot
,⊕mot) et ceci montrerait également la compatibilité entre ⊕N et ⊕mot que
nous conjecturons, c.f. Conjecture 1.A.
Autrement dit, les résultats du Chapitre 1 constituent un indice de nature algébrique en faveur de
la Conjecture 3.D.
La conjecture précédente admet la généralisation suivante lorsque l’on suppose Y muni d’une action
libre du groupe multiplicatif Gm.
Le joint de Y et de Gm
Y ⋆Gm := hocolim

Y Gm
Y ×Gm
pr2
::ttttttttt
pr1
ddHHHHHHHHHH

est alors muni d’une action libre de Gm ; on note Y ⋆
Gm
Gm l’espace quotient de cette action.
La contemplation de la longue suite exacte
[P1, Y ⋆Gm] −→ [P
1, Y ⋆
Gm
Gm] −→ [P
1,BGm] ≃ Z
montre que l’espace ΩP
1
(Y ⋆
Gm
Gm) se scinde en composantes — non nécessairement connexes ! —
ΩP
1
m (Y ⋆
Gm
Gm) indexées par les entiers. Chaque composante a le type d’homotopie de Ω
P1(Y ⋆Gm) ≃
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ΩP
1
Σ
P1Y . En remarquant que l’on a P1 ≃ Gm ⋆
Gm
Gm, l’action de Gm sur Y fournit un morphisme
Y+ ∧P
1 α−→ Y ⋆
Gm
Gm .
Soit alors κm le morphisme composé
κm : RmY
eιmotm−−→ ΩP
1
(Y+ ∧P
1)
ΩP
1
α
−−−→ ΩP
1
(Y ⋆
Gm
Gm) .
Conjecture 3.E. On suppose Y muni d’une action libre de Gm. (On ne suppose pas Y pointé).
Il existerait une action de l’opérade des petits disques Pmot sur l’espace
∐
m>0
RmY telle que l’application
naturelle ∐
m>0
κm :
∐
m>0
RmY −→
∐
m>0
ΩP
1
m (Y ⋆
Gm
Gm)
respectât les Pmot-structures.
De plus, cette application induirait au niveau des complétions en groupes une équivalence d’homotopie :
ΩsB
( ∐
m>0
RmY
)
≈
−→ ΩP
1(
Y ⋆
Gm
Gm
)
.
La discussion précédente est en fait plus générale qu’il ne paraˆıt. En effet, tout espace Y a le type
d’homotopie d’un espace muni d’une action libre de Gm : on a toujours une équivalence d’homotopie
Y ≈ Y ′ := Y ×EGm. On a alors des équivalences d’homotopie :
Gm ⋆
Gm
Y ′ ≈ hocolim

pt Y ×BGm
Y
99tttttttttt
``@@@@@@@
 ≈ Y+ ∧P∞ .
Soit alors κ′m le morphisme composé
κ′m : RmY
eιm−→ ΩP
1
(Y+ ∧P
1) ≈ ΩP
1
((EGm × Y )+ ∧P
1)
ΩP
1
(α)
−−−−→ ΩP
1
(Y+ ∧P
∞) .
La conjecture 3.E précédente impliquerait alors la suivante :
Conjecture 3.F. Pour tout Y , il existerait une action de l’opérade des petits disques Pmot sur l’espace∐
m>0
RmY telle que l’application naturelle
∐
m>0
κ′m :
∐
m>0
RmY −→
∐
m>0
ΩP
1
m (Y+ ∧P
∞)
respectât les Pmot-structures.
De plus, cette application induirait au niveau des complétions en groupes une équivalence d’homotopie :
ΩsB
( ∐
m>0
RmY
)
≈
−→ ΩP
1
(Y+ ∧P
∞) .
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b) Conjectures stables
Nous pensons que les résultats de F. Cohen et al. admettent également une version motivique.
Pour énoncer nos conjectures, définissons tout d’abord des analogues motiviques Dmoti aux sous-
quotients topologiques Di des modèles de May-Milgram.
Définition 3.5.2. Pour tout entier positif i et pour toute une variété algébrique pointée (Y, y0), soit
Dmoti Y l’espaceA
(i)
+ ∧
Si
Y ∧i, c’est-à-dire la cofibre homotopique de l’application ji : A
(i)×
Si
Y i−1 −→ A(i)×
Si
Y i
associée à y0 (c.f. Notations p. 63).
Conjecture 3.G.
1. Le morphisme de stabilisation σmotm : Rm−1Y −→ RmY ferait du schéma Rm−1Y un facteur stable
de RmY . Autrement dit, on aurait une équivalence d’homotopie stable (par rapport à la suspension
Σ
P1) :
RmY
st
≈ Rm−1Y ∨
(
RmY /Rm−1Y
)
.
Ce scindement s’obtiendrait après environ au plus m suspensions .
2. On aurait une équivalence d’homotopie (éventuellement stable)(
RmY /Rm−1Y
)
(st)
≈ Dmotm Y .
Il en résulterait alors le scindement stable
RmY
st
≈
m∨
i=1
Dmoti Y .
Lorsque l’on suppose de plus Y A1-connexe, alors :
3. On aurait un scindement stable « de Snaith »
ΩP
1
Σ
P1Y
st
≈
∨
i>0
Dmoti Y
compatible avec ιmotm .
Remarque 3.5.3.
1. Une fac¸on de procéder pour montrer la Conjecture 3.G (1) serait de suivre l’approche « à la Dold »
suggérée dans la Remarque 3.4.9.
2. La méthode développée dans le Chapitre 5 pourrait également admettre une version motivique et
permettre de démontrer la Conjecture 3.G (2).
Ceci est l’objet de futurs travaux.
Chapitre 4
Le type d’homotopie de l’espace
(RmY )(C).
Soient m un entier positif et Y un schéma quasi-projectif lisse. Nous abordons dans ce chapitre un
aspect de la Conjecture 3.C (1) selon laquelle le type d’homotopie motivique du schéma d’Atiyah-Hitchin
RmY ne dépendrait que du type d’homotopie motivique du schéma Y .
Lorsque Y est définie sur C, l’énoncé de notre conjecture implique en particulier que le type d’homotopie
de la variété (RmY )(C) ne dépend que du type d’homotopie de Y (C). Cela est vrai et il s’agit du résultat
principal de ce chapitre.
Plus précisément, nous allons décrire le type d’homotopie de l’espace (RmY )(C) comme un foncteur
explicite, que nous noterons Ψm, en le type d’homotopie de Y (C). Autrement dit, nous construisons un
foncteur Ψm : Top −→ Top tel que l’on ait une équivalence d’homotopie
Ψm(Y (C)) ≈ (RmY )(C) .
De plus, l’équivalence d’homotopie ci-dessus est aussi riche que l’on puisse l’espérer. Lorsque Y est définie
surR, la conjugaison complexe agit sur les deux espaces (RmY )(C) et Ψ
m(Y (C)) et l’équivalence d’homo-
topie précédente est valable en tant que Z/2-espaces. Ceci implique en particulier que le type d’homotopie
de l’espace (RmY )(R) est un foncteur explicite en les espaces Y (C) et Y (R).
Notre point de départ prolonge l’idée de la démonstration du Théorème 2.2.11. L’espace (RmY )(C)
est naturellement une réunion disjointe de sous-variétés bien comprises séparément. En effet, soit ℘ :
(RmY )(C) −→ Polm(C) la projection canonique :
℘ : (RmY )(C) −→ Polm(C)
(A,B) 7→ A
La fibre au-dessus d’un polynôme A ∈ Polm(C) est par définition ℘
−1(A) = Y
(
C[X]/(A)
)
. Le type
d’homotopie de cet espace varie comme la nature de la C-algèbre C[X]/(A). Or d’après l’isomorphisme
chinois, cette nature ne dépend que de la multiplicité des racines du polynôme A. Si A =
r∏
i=1
(X − αi)
ni
est une factorisation de A en produit de facteurs irréductibles, on a un isomorphisme canonique
C[X]/
(
A
) ≃ r∏
i=1
C[X]/
(
(X − αi)
ni
) ≃ r∏
i=1
C[X]/
(
Xni
) ,
et il en résulte l’homéomorphisme suivant :
℘−1(A) ≃
r∏
i=1
Y
(
C[X]/(Xni)
)
.
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Les espaces Y
(
C[X]/(Xni)
)
apparaissant ci-dessus sont des espaces totaux des fibrés de jets Jni(Y (C))
d’ordres supérieurs de Y (C) (par exemple, il est bien connu que l’espace Y
(
C[X]/(X2)
)
est l’espace
total du fibré tangent de Y (C)). En particulier, pour tout entier n > 1, Y
(
C[X]/(Xn)
)
se rétracte par
déformation sur Y (C) (considéré comme la section nulle du fibré Jn(Y (C))).
Il ressort de cette discussion que l’espace (RmY )(C) est naturellement la réunion disjointe de sous-
variétés dont le type d’homotopie est une fonction simple de Y (C). Cette décomposition possède de
bonnes propriétés topologiques : le bon concept sous-jacent est celui de stratification1. La stratification
de l’espace (RmY )(C) que nous venons de mettre en évidence vérifie une condition de régularité, la
condition de Whitney. Cela assure que l’on dispose d’une bonne théorie des voisinages tubulaires. Le
résultat principal de ce chapitre donne une description explicite des strates ainsi que de la fac¸on dont ces
strates sont attachées les unes aux autres.
Malgré un formalisme lourd, le résultat peut se résumer assez simplement. Par exemple, dans le cas
où Y = pt l’espace (RmY )(C) est l’espace Polm(C). Les strates sont des espaces de configuration de
points distincts dans C (les racines du polynômes) et les applications d’attache sont des applications de
structure de l’opérade des petits disques. Le fait de plonger une famille de petits disques dans un autre
est une fac¸on de de décrire comment éclater une racine multiple du polynôme en plusieurs racines de
multiplicités moindres.
Voici le plan du chapitre :
4.1 Description des strates. — Nous commenc¸ons notre étude par la formalisation et le généralisa-
tion de la discussion précédente. Nous obtenons une description explicite du type d’homotopie des
strates de la stratification de (RmY )(C) comme des espaces de configuration de points dans C avec
des étiquettes dans Y (C), en un sens légèrement plus général que celui du § 2.2.a).
4.2 Les foncteurs Ψ2 et Ψ3. — Pour illustrer le formalisme précédent et pour motiver la définition
générale du foncteur Ψm nous détaillons l’étude complète de la stratification des espaces (R2Y )(C)
et (R3Y )(C)). L’étude de l’espace (R3Y )(C)) contient déjà toute la difficulté technique autre que
d’ordre rédactionnel.
Un lecteur pressé pourrait se contenter de la lecture de ce paragraphe pour avoir une idée sur le
foncteur Ψm ainsi que sur les techniques de démonstration utilisées.
4.3 Le foncteur Ψm.— Le premier but de ce paragraphe est d’énoncer le résultat principal du chapitre,
le Théorème 4.3.11, décrivant le type d’homotopie de (RmY )(C) comme un foncteur explicite (le
foncteur Ψm) en le type d’homotopie de Y (C). La principale difficulté consiste à trouver le bon
formalisme encodant la combinatoire.
– On introduit au § 4.3.a) le formalisme nécessaire — diagrammes de Cech et catégories de drapeaux
— à la définition du foncteur Ψm.
– Au § 4.3.b), on peut alors définir, pour tout m, le foncteur Ψm : Top −→ Top et énoncer le
Théorème 4.3.11.
– Le paragraphe § 4.3.c) démontre le Théorème 4.3.11 par une méthode parallèle à celle exposée
précédemment pour m = 3.
4.4 Prolongements. — On considère des prolongements des résultats précédents. En particulier :
– Au § 4.4.a), on montre que l’équivalence d’homotopie précédente Ψm(Y (C)) ≈ (RmY )(C) est
compatible avec l’action de la conjugaison complexe lorsque Y est définie sur R. Ceci donne une
description du type d’homotopie de l’espace (RmY )(R) comme un foncteur explicite en les espaces
Y (R) et Y (C).
1Nous avons écrit à l’Annexe C un résumé succinct des résultats de la théorie des stratifications qui nous seront utiles.
Dans un premier temps, le lecteur peut se contenter de lire le § C.1 qui introduit la notion, donne des exemples fondamentaux
et les premières propriétés.
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– Au § 4.4.b), on montre que l’étude précédente se généraliserait pour décrire la stratification de
multiplicité du produit symétrique d’une variété.
Convention: Dans tout le chapitre, Y est une variété algébrique quasi-projective lisse définie sur C. On
a vu au Chapitre 3 qu’alors (RmY )(C) est une variété holomorphe ( c.f. Proposition 3.2.2 (4)).
4.1 Description des strates
Soit m un entier positif fixé. Dans ce paragraphe, nous décrivons le type d’homotopie des strates de
la stratification S Y de l’espace (RmY )(C). Nous allons montrer que chaque strate est à homotopie près
un espace de configuration de points dans C avec des étiquettes dans Y (C) (en un sens légèrement plus
général que celui du § 2.2 a)).
Nous commenc¸ons la description des strates de la stratification S pt de Polm(C). Ceci peut aussi être
considéré comme le cas particulier Y = pt.
a) Strates de Polm(C)
Définition 4.1.1. Soit S pt la stratification de l’espace Polm(C) associée à l’hypersurface algébrique
d’équation discr(P ) = 0 (On renvoie à l’Annexe pour cette notion, notamment à l’Exemple C.1.4).
La stratification S pt joue pour nous un rôle majeur : pour tout polynôme A ∈ Polm(C), la nature de
la C-algèbre C[X]/(A) ne dépend que de la strate de S
pt où se situe A. Cette stratification est se relève
le long de la projection ℘ : (RmY )(C) −→ Polm(C) et induit la stratification S Y .
Notation: Pour tout entier strictement positif e, on note e l’ensemble {1, 2, . . . , e}.
Définition 4.1.2. Soit e un entier strictement positif.
– Une partition de e est la donnée d’un entier positif n et d’une classe de surjections e
π
։ n pour la
relation d’équivalence ∼ définie par :
(e
π
։ n) ∼ (e
π′
։ n) ⇐⇒ ∃ α : e
≃
−→ e et β : n
≃
−→ n tels que π′ ◦ α = β ◦ π .
On note [π] la classe de la surjection π.
– Pour toute surjection π : m։ n, on note π la classe de π modulo composition au but par un élément
de Sn. Autrement dit, on a l’égalité π = π′ si et seulement s’il existe une permutation β ∈ Sn telle
que l’on ait π′ = β ◦ π.
Bien évidemment, pour des surjections π, π′ : m։ n, on a l’implication :
(π = π′) =⇒ ([π] = [π′]) .
Convention: L’ensemble des partitions d’un entier e forme un ensemble partiellement ordonné pour la
relation d’ordre suivante : on convient que [π]  [π′] s’il existe des représentants respectifs π et π′ de [π]
et [π′] et une surjection ϕ : n ։ n′ telle que l’on ait π = ϕ ◦ π′.
On définit de manière strictement analogue une relation d’ordre sur les classes de surjections π.
Exemple 4.1.3. Pour tout entier m, on a toujours les deux partitions suivantes de m.
– La partition générique2, notée [πg], correspondant à la classe de idm.
C’est l’élément maximal de l’ensemble des partitions de m.
– La partition triviale, notée [πt], correspondant à la classe de l’unique application de m dans 1.
C’est l’élément minimal de l’ensemble des partitions de m.
2On renvoie à l’Exemple 4.1.5 ci-après pour la terminologie.
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On a ici les propriétés ([π] = [πg]) =⇒ (π = πg) et ([π] = [πt]) =⇒ (π = πt), mais ce sont les seules
partitions pour lesquelles ceci est vrai.
Convention: Dans la suite, on identifie souvent l’espace Polm(C) avec le produit symétrique SP
m(C) :=
C
m
/Sm . Un polynôme de Polm(C) est alors plutôt vu comme une orbite d’applications de m dans C
sous l’action du groupe symétrique Sm.
Soit q : Cm −→ SPm(C) = Cm/Sm la projection canonique. Pour des raisons techniques qui ap-
paraˆıtront ultérieurement, il est utile de décrire également les strates de la stratification Sm-équivariante
E pt := q−1(S pt) de Cm. Voici la description des strates de S pt et E pt.
Proposition-définition 4.1.4. Soit m un entier > 1.
1. La stratification S pt de l’espace Polm(C) admet des strates3 S
pt
[π] indexées par les partitions [π] de
l’entier m.
Par définition, pour toute une partition [π] de m, la strate Spt[π] est formée des orbites sous l’action
de Sm des applications x : m −→ C pour lesquelles il existe un représentant π : m ։ n de [π] et
une factorisation x = ϕ ◦ π avec ϕ : n →֒ C injective.
2. Les strates Ept[π] de la stratification E
pt de Cm sont indexées par les partitions [π] de l’entier m. Par
définition, on a Ept[π] = q
−1
(
Spt[π]
)
. La stratification E pt de Cm ainsi obtenue est Sm-équivariante :
chaque strate est stable sous l’action de Sm.
3. Les relations d’ordre partiel ( c.f. Définition C.1.1) sur les ensembles de strates S pt et E pt sont
données par(
Spt[π]  S
pt
[π′]
)
⇐⇒ ([π]  [π′]) et
(
Ept[π]  E
pt
[π′]
)
⇐⇒ ([π] > [π′]) .
4. Soit [π] une partition de m. Les composantes connexes Eptπ de la strate E
pt
[π] sont indexées par les
classes de surjections π ∈ [π] :
Ept[π] =
∐
π∈ [π]
Eptπ .
Pour toute classe de surjections π, l’espace Eptπ est le sous-espace de C
m des applications x : m −→ C
telles que pour tout représentant π : m։ n de π, il existe une factorisation x = ϕ◦π avec ϕ : n →֒ C
injective.
Pour tout choix d’un représentant π de π, l’application Eptπ
≃
−→ C(n) qui à tout x associe l’(unique)
application ϕ précédente réalise un homéomorphisme.
5. Le groupe symétrique Sm opère sur E
pt
[π]. L’action échange les composantes connexes selon la règle
∀ σ ∈ Sm, σ · E
pt
π = E
pt
π◦σ−1
.
6. Soient π une classe de surjections et π : m։ n un représentant de π. Le sous-groupe de Sm formé
des permutations σ telles qu’il existe une (nécessairement unique) permutation τ ∈ Sn satisfaisant
la relation π ◦ σ = τ ◦ π ne dépend pas du choix du représentant4 π. On le note Sπ.
C’est le groupe d’isotropie de la composante connexe Eptπ .
3L’auteur s’excuse pour la lourdeur des notations, mais il la croit nécessaire pour éviter toute confusion entre les strates
de S Y et de S pt lorsque qu’elles apparaˆıtront simultanément dans la suite.
4 Par contre, le morphisme de groupes
Spi −→ Sn
σ 7→ τ
dépend du choix du représentant π.
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7. Pour toute partition [π] de m et pour tout élément π ∈ [π], on a des homéomorphismes canoniques
Ept[π]/Sm
≃
−→ Spt[π]
≃
←− E
pt
π /Sπ
décrivant Spt[π] comme un espace de configuration
5 de points dans C.
Exemple 4.1.5.
1. La strate Spt[πg ] est « l’ouvert générique » de l’espace des polynômes, c’est-à-dire l’espace des po-
lynômes à racines simples. La strate Ept[πg ] est l’ouvert C
(m) de Cm (c’est ici un espace connexe).
2. La strate Spt[πt] est l’espace des polynômes ayant une racine d’ordre m. La strate E
pt
πg
correspond à
la diagonale x1 = · · · = xm de C
m.
3. Si m = 3, soit π1 : 3։ 2 la surjection suivante :
π1 :
1
•
// 1
•
2
•
88pppppp 2
•
3
•
88pppppp
.
La strate Spt[π1] est l’espace des polynômes de degré 3 ayant exactement une racine double. On a un
homéomorphisme Spt[π1] ≃ C
(2) (On rappelle que la notation C(2) désigne l’espace de configuration
de deux points distincts dans C).
L’espace Eπ1 ⊂ C
3 est formé des triplets (x1, x2, x3) tels que x1 = x2 et x1 6= x3 et l’on a
E[π1] = Eπ1
∐
τ1,3Eπ1
∐
τ2,3Eπ1 ,
τi,j désignant la transposition (i, j) ∈ S3. Le groupe Sπ1 est le sous-groupe de S3 engendré par la
transposition τ1,2. Ce sous-groupe agit ici trivialement sur Eπ1 .
Remarque 4.1.6. Voici une reformulation plus intrinsèque (ne dépendant pas d’un choix) de l’égalité
du (7) de la Proposition-définition 4.1.4.
Soient [π] une partition de m et D0([π]) la catégorie — le groupo¨ıde ! — suivante. Les objets de D0([π])
sont les surjections m
π0
։ n0 telles que [π0] = [π]. Un morphisme entre les objets π0 et π
′
0 est la donnée
d’un diagramme commutatif
m α
≃
//
π0

m
π′0

n0
α0
≃
// n0
.
Soit Ept l’unique foncteur de D0([π]) dans Top tel que E
pt(π0) = E
pt
π0
et tel que pour tout morphisme
(α, α0) entre des objets π0 et π
′
0 dans D0([π]), le morphisme E
pt(α, α0) soit induit par l’action de l’élément
α ∈ Sm. L’égalité au (7) de la Proposition-définition 4.1.4 se reformule alors :
Spt[π] ≃ colimπ0∈ D0([π])
E
pt
0 (π0) .
Pour avoir une bonne théorie des voisinages tubulaires, il faut que les stratifications considérées soient
régulières au sens de Whitney. C’est l’objet de la proposition suivante.
Proposition 4.1.7. Les stratifications S pt et E pt sont de Whitney (On renvoie le lecteur au para-
graphe C.2 de l’annexe pour la définition et une discussion des conséquences des conditions de Whitney).
5Ce terme est ici pris en au sens large, au sens où nous ne précisons pas à quel point la configuration est ordonnée.
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Démonstration — Le fait que la stratification S pt soit de Whitney est l’objet de l’article [Dim84].
Nous y renvoyons le lecteur.
Le fait que la stratification E pt soit alors de Whitney est une conséquence6 de la Proposition C.2.4. 
b) Strates de (RmY )(C)
Nous venons de décrire les strates de la stratification S pt de Polm(C). La stratification S
Y de
l’espace (RmY )(C) que nous considérons est par définition son image inverse par la projection canonique
℘ : (RmY )(C) −→ Polm(C) de S
pt. Nous explicitons dans ce paragraphe le type d’homotopie des strates
SY[π] de S
Y en fonction de celui des strates Spt[π] de S
pt et de celui de Y (C).
Soit (R˜mY )(C) le produit fibré canonique de (RmY )(C) et de C
m au dessus de Polm(C). Par définition,
le diagramme suivant est donc cartésien :
(R˜mY )(C)
eq //
e℘

(RmY )(C)
℘

C
m
q
// Polm(C)
.
Pour des raisons techniques, nous considérons et décrivons aussi dans ce paragraphe les strates de la
stratification E Y de l’espace (R˜mY )(C), image inverse de S
pt par l’application ℘ ◦ q˜.
Par définition, les strates de S Y et E Y sont encore indexées par les partitions de l’entier m : pour
toute partition [π] de m, on pose
SY[π] = ℘
−1(Spt[π]) et E
Y
[π] = (℘ ◦ q˜)
−1(Spt[π]) .
Remarquer que la stratification E Y est Sm-équivariante.
La proposition suivante précise la discussion de l’introduction du chapitre. Elle donne une description
du type d’homotopie des strates précédentes.
Proposition 4.1.8.
1. Soit [π] : m −→ n une partition de m. Les composantes connexes EYπ de la strate E
Y
[π] sont indexées
par les classes de surjection π ∈ [π]. Pour représentant π d’une classe de surjections π, on a un
homéomorphisme Sπ-équivariant :
EYπ ≃ E
pt
π ×
n∏
i=1
Y
(
C[X]/(X |π−1(i)|)
)
.
(Ci-dessus, Sπ opère sur le produit du membre de droite par permutation de n, via le morphisme
Sπ −→ Sn associé au choix d’un représentant π, c.f. note 4 p. 72).
De plus, la strate EYπ se rétracte par déformation Sπ-équivariante sur son sous-espace
Erestrπ := E
pt
π × Y (C)
n ⊂ Eptπ ×
n∏
i=1
Y
(
C[X]/(X |π−1(i)|)
)
.
2. Pour toute partition [π] : m −→ n, et pour tout représentant π de [π], on a un homéomorphisme :
SY[π] ≃ E
pt
π ×
Spi
(
n∏
i=1
Y
(
C[X]/(X |π−1(i)|)
))
(4.1.9)
6Pour obtenir ce résultat sans référer à [Dim84], voir [Pfl01] Theorem 4.3.7.
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indépendant du choix de π.
De plus, la strate SY[π] se rétracte par déformation sur son sous-espace
Srestr[π] := E
pt
π ×
Spi
Y (C)n ⊂ Eptπ ×
Spi
n∏
i=1
Y
(
C[X]/(X |π−1(i)|)) .
Remarque 4.1.10. De manière analogue à la Remarque 4.1.6, on pourrait donner une expression plus
intrinsèque de la formule (4.1.9) précédente en termes d’une colimite adéquate.
Les propriétés de régularité des stratifications S pt et E pt se transfèrent. Précisément, on a :
Proposition 4.1.11. Les stratifications S Y et E Y sont de Whitney.
Démonstration — C’est une conséquence des Propositions 4.1.7 et C.2.4. 
Remarque 4.1.12 (Autres sous-variétés remarquables de (R˜mY )(C)).
Pour tout partition [π] = [m։ n] de m, soit ΣY[π] le sous-espace de (RmY )(C) formé des couples (A,B)
tels que
– il existe une factorisation A = A1 · · ·An avec Ai des polynômes unitaires de degrés respectifs |π−1(i)|,
deux à deux premiers entre eux ;
– B appartienne à Y (C)n ⊂ Y
(
C[X]/(A1)
)
× · · · × Y
(
C[X]/(An)
)
.
En général, ΣY[π] n’est pas une sous-variété de (RmY )(C).
Soit également Σ˜Y[π] le sous-espace de (R˜mY )(C)
Σ˜Y[π] := ℘
−1(ΣY[π]) .
Ici, Σ˜Y[π] est une sous-Sm-variété de (R˜mY )(C), réunion (non disjointe) de sous-variétés Σ˜
Y
π stables par
Sπ (π ∈ [π]). On vérifie que Σ˜[π] est transverse à la stratification E
Y (c’est-à-dire transverse à toutes les
strates).
Exemple 4.1.13.
1. Pour la strate générique, on a ΣY[πg ] = S
Y
[πg ]
et Σ˜Y[πg ] = E
Y
[πg ]
.
2. Pour la strate triviale, on a ΣY[πt] = Polm(C)× Y et Σ˜
Y
[πt]
= Cm × Y .
3. Si Y = pt, pour toute partition [π] de m, Σpt[π] est l’ouvert ∪[π′]>[π]
Spt[π′] de Polm(C) .
4. Pour toute surjection π : m։ n, on a un homéomorphisme Sπ-équivariant : Σ˜
Y
π ≃ Σ˜
pt
π × Y (C)
n.
4.2 Les foncteurs Ψ2 et Ψ3
Le paragraphe précédent a donné une description du type d’homotopie des strates de S Y . Pour décrire
complètement le type d’homotopie de l’espace (RmY )(C), il faut encore décrire comment attacher ces
strates ensemble.
Nous illustrons dans le cas m = 2 et m = 3 une méthode pour décrire ces données d’attache. Ceci permet
de familiariser le lecteur avec les notations et la méthode employées ci-après. Le cas m = 3 contient déjà
toute la difficulté technique autre que rédactionnelle.
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a) Description de (R2Y )(C)
L’entier m = 2 n’admet que les deux partitions [πg] ≻ [πt]. La stratification S
Y de l’espace (R2Y )(C)
n’est donc composée que de deux strates :
– La strate SY[πg ] est l’ouvert générique. On a un homéomorphisme
SY[πg ] ≃ C
(2)×
S2
Y (C)2 .
– La strate SY[πt] est une sous-variété de codimension (complexe) 1 dans (R2Y )(C). On a un homéo-
morphisme
SY[πt] ≃ C× Y
(
C[X]/(X2)
)
.
Cet espace se rétracte par déformation sur son sous-espace Srestr[πt] ≃ C× Y (C).
En tant que sous-espaces de (R2Y )(C), les strates S[πg ] et S[πt] sont disjointes. Pour compléter la
description du type d’homotopie de l’espace (R2Y )(C), il faut encore expliciter comment les attacher
ensemble. Une fac¸on de procéder consiste à épaissir la strate SY[πt] (sans changer son type d’homotopie) en
la remplac¸ant par un voisinage tubulaire7 ouvert, disons T Y[πt]. L’intersection S
Y
[πg ]
∩T Y[πt] est alors non vide.
Nous allons décrire cette intersection ainsi que les deux inclusions SY[πg ]∩T
Y
[πt]
→֒ SY[πg ] et S
Y
[πg ]
∩T Y[πt] →֒ T
Y
[πt]
.
Les ouverts SY[πg ] et T
Y
[πt]
recouvrent (R2Y )(C), de sorte que l’application canonique
hocolim

SY[πg ] T
Y
[πt]
SY[πg ] ∩ T
Y
[πt]
+ 
99sssssss3 S
eeKKKKKKK
 ≈−→ (R2Y )(C)
est une équivalence d’homotopie (c.f. [Seg68], ). Le diagramme ci-dessus est appelé le diagramme de Cech
associé au système (ici il n’y en a qu’un !) de voisinages tubulaires (T[πt]). Ci-dessus, l’emploi d’une colimite
homotopique plutôt qu’une colimite simple est motivé par le lemme suivant — lemme que nous allons
appliquer à répétition jusqu’à la fin du chapitre.
Lemme 4.2.1. Soient A une petite catégorie, F et G deux foncteurs A −→ Top et ϕ : F −→ G une
équivalence d’homotopie naturelle8. Alors l’application canonique
ϕ∗ : hocolim
A
F
≈
−→ hocolim
A
G
est une équivalence d’homotopie.
i) Réduction au cas Y = pt
Commenc¸ons par analyser le type d’homotopie de l’espace SY[πg ] ∩ T
Y
[πt]
. Cet espace est un voisinage
tubulaire épointé (c’est-à-dire privé de sa section nulle) de SY[πt] dans (R2Y )(C) et nous le noterons T
Y,ép
[πt]
.
La base SY[πt] de ce tube se rétracte par déformation sur son sous-espace S
restr
[πt]
≃ C×Y (C). Le Lemme de
restriction 4.2.2 suivant montre la rétraction précédente induit une rétraction par déformation de T Y[πt] sur
sa restriction à Srestr[πt] , notée T
restr
[πt]
et que cette rétraction se restreint en une rétraction par déformation
de T Y,ép[πt] sur sa restriction T
restr,ép
[πt]
à Srestr[πt] .
7Il s’agit ici de la notion classique de voisinage tubulaire de la sous-variété SY[pit] ⊂ (R2Y )(C).
8C’est-à-dire une transformation naturelle ϕ induisant pour chaque objet a ∈ A une équivalence d’homotopie ϕa : F (a)
≈
−→
G(a).
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Lemme 4.2.2 (Lemme de restriction9). SoientM une variété, S une sous-variété deM et TS un voisinage
tubulaire de S dans M . On suppose que S se rétracte par déformation sur un sous-espace Srestr. Alors, le
voisinage tubulaire TS se rétracte par déformation sur sa restriction T restrS à S
restr et cette rétraction se
restreint en une rétraction par déformation de T épS sur sa restriction T
restr,ép
S à S
restr.
D’autre part, soit ΣY[πt] la sous-variété de (R2Y )(C) définie par la condition
ΣY[πt] :=
{
(A,B) ∈ (R2Y )(C), B ∈ Y (C) ⊂ Y
(
C[X]/(A)
)}
On a ici un homéomorphisme ΣY[πt] ≃ Pol2(C)×Y (C). On constate que Σ
Y
[πt]
est transverse à SY[πt] le long
de leur intersection Srestr[πt] .
Remarque 4.2.3. Il est utile de remarquer que se donner un voisinage tubulaire TΣ[πt] de S
restr
[πt]
dans ΣY[πt]
revient à se donner un voisinage tubulaire T pt[πt] de S
pt
[πt]
dans Pol2(C). On a alors un homéomorphisme
(compatible au précédent)
TΣ[πt] ≃ T
pt
[πt]
× Y (C) .
Fixons nous un voisinage tubulaire T pt[πt] quelconque de S
pt
[πt]
dans Pol2(C) et soit T
Σ
[πt]
le voisinage
tubulaire de Srestr[πt] dans Σ
Y
[πt]
correspondant. Quitte à comprimer T pt[πt], on peut supposer que T
Σ
[πt]
est
inclus dans T Y[πt].
Le Lemme d’unicité des voisinages tubulaires 4.2.4 suivant montre alors qu’il existe une isotopie dans T Y[πt]
entre TΣ[πt] et T
restr,ép
[πt]
.
Lemme 4.2.4 (Lemme d’unicité des voisinages tubulaires10). Soient M une variété, S et Σ deux sous-
variétés transverses le long de leur intersection Srestr. Soient également T un voisinage tubulaire de S
dans M , T restr la restriction de T à Srestr et TΣ un voisinage tubulaire de Srestr dans Σ tel que TΣ ⊂ T .
Alors, il existe une isotopie dans T entre TΣ et (une compression de) T restr au-dessus de Srestr.
La proposition suivante résume la discussion précédente.
Proposition 4.2.5. Dans le diagramme commutatif suivant, les applications en pointillés (données par
les inclusions canoniques) sont toutes des équivalences d’homotopie.
SY[πg ]
  = ___________ SY[πg ]
TΣ[πt]
  ≈ //___________ T[πt]
TΣ,ép[πt]
  ≈ //___________
. 
==||||||||?
OO
T ép[πt]
. 
>>}}}}}}}}?
OO
.
9On renvoie au Lemme C.3.13 pour un énoncé et une démonstration dans un cadre plus général.
10c.f. Annexe C, Proposition C.3.7.
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Corollaire 4.2.6. Puisque l’on a par construction un homéomorphisme de diagrammes11
SY[πg ]
  ≃ //___________ Spt[πg ]×S2
Y 2
TΣ[πt]
  ≃ //______________ T pt[πt] × Y
TΣ,ép[πt]
  ≃ //___________
. 
>>||||||||?
OO
T pt,ép[πt] × Y
+ 
99ssssssssss?
∆
OO
,
nous sommes ramenés à traiter le cas Y = pt. (Ci-dessus, l’application notée ∆ est induite par l’appli-
cation diagonale Y −→ Y 2.)
En particulier, le type d’homotopie de l’espace (R2Y )(C) ne dépend que du type d’homotopie de l’espace
Y (C).
ii) Le cas Y = pt
Dans l’étape de réduction précédente, nous n’avons fait aucune hypothèse sur le voisinage tubulaire
T pt[πt] que nous avons choisi. Par conséquent, tous les choix sont équivalents. Il suffit donc de décrire le
diagramme de Cech pour un choix explicite de voisinages tubulaires. (Si l’on ne veut pas référer à la
réduction précédente, on peut utiliser directement l’unicité des voisinages tubulaires).
Parce que cela se généralisera bien pour des valeurs de m plus grandes, nous allons plutôt décrire un
système de voisinages tubulaires S2-équivariants dans le C
2 au dessus de Pol2(C) et nous quotienterons
par l’action de S2 à la fin.
Conventions:
– On rappelle que la notation C(2) désigne l’espace de configuration de 2 points distincts de C.
– On note D = D(0, 1) le disque unité de C.
– Soit D˜2 la représentation de permutation réduite de S2, c’est-à-dire le sous-espace formé des éléments
(x1, x2) ∈ D2, tels que x1 + x2 = 0.
– Soit également D˜(2) le sous-espace de D(2) formé des éléments (x1, x2) ∈ D
2 tels que x1 + x2 = 0 et
x1 6= x2.
Ici Sptπg est l’espace de configuration C
(2) ⊂ C2 et Sptπt est le sous-espace diagonal C
∆
−֒→ C2.
Soit alors T˜πt le S2-voisinage tubulaire normal
T˜πt : C× D˜
2
epit−−→ C2
(x, (y1, y2)) 7→ (x+ y1, x+ y2)
On a alors un S2-homéomorphisme naturel de diagrammes de Cech :
C
(2)
≃ //______________ Spt[πg ]
C× D˜2
≃ //____________ T˜ pt[πt]
C× D˜(2)
≃ //____________
, 
::uuuuuuuuuuu
epit
OO
T˜ pt,ép[πt]
. 
==||||||||?
OO
.
11Pour alléger les diagrammes, nous notons Y plutôt que Y (C) lorsque cela ne prête pas à confusion.
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L’analyse est essentiellement finie. Toutefois, pour des raisons esthétiques, nous faisons apparaˆıtre
l’opérade des petits disques. On a des S2-équivalences d’homotopie de diagrammes (de Cech) :
P(2) oo
≈ ? ___________
C
(2)
= //_________
C
(2)
P(1) oo
≈ ? __________ {0} 
 ≈ //_________
C× D˜2
P(2)× P(1) oo
≈ ? ________
pr
;;wwwwwwwww?
µ
OO
{0} × D˜(2)
  ≈ //______
pr
=={{{{{{{{?
µ
OO
C× D˜(2)
- 
;;xxxxxxxxx?
epit
OO
.
Dans le diagramme ci-dessus, l’application notée µ est l’application de structure de l’opérade des petits
disques associée à la surjection πt : 2 ։ 1. Les morphismes horizontaux de gauche sont induits par
« l’inclusion de l’opérade des tresses pures dans l’opérade des petits disques ».
Pour conclure, il reste à quotienter par l’action de S2.
Définition 4.2.7. Pour tout espace topologique Z, on pose
ψ20(Z) := P(2)×
S2
Z2
∐
P(1)× Z
ψ21(Z) := (P(2)/S2 × P(1))× Z
et ψ2i = ∅ pour i > 2
.
Soit alors
Ψ2Z = |ψ2•| := hocolim

P(2)×
S2
Z2 P(1)× Z
(
P(2)/S2 × P(1)
)
× Z
pr×id
66nnnnnnnnnnnnnn5 Uµ×∆
hhQQQQQQQQQQQQQ
 . (4.2.8)
On définit ainsi un foncteur Ψ2 : Top −→ Top.
Nous avons montré le théorème suivant :
Théorème 4.2.9. Pour tout voisinage tubulaire T Y[πt] de S
Y
[πt]
dans (R2Y )(C), soit τ• le diagramme de
Cech
τ• := S[πg ]
∐
T[πt] ⇇ S[πg ] ∩ T[πt] .
Quitte à comprimer T Y[πt], il existe un zigzag d’équivalences d’homotopie naturelles de diagrammes de Cech
entre ψ2• et τ•.En particulier, on a une équivalence d’homotopie
Ψ2(Y (C)) ≈ (R2Y )(C) .
b) Description de (R3Y )(C)
Nous détaillons également l’analyse du cas m = 3 pour laquelle la théorie des stratifications devient plei-
nement utile.
L’entier m = 3 admet les trois partitions :
[πg] ≻ [π1] ≻ [πt] ,
π1 désignant la surjection de 3 ։ 2 décrite à l’Exemple 4.1.5 (3). La stratification S
Y de l’espace
(R3Y )(C) comporte trois strates :
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– L’ouvert générique SY[πg ], tel que l’on a un homéomorphisme
SY[πt] ≃ C
(3)×
S3
Y (C)3 .
– Une sous-variété de codimension (complexe) 1, SY[π1], telle que l’on a un homéomorphisme
SY[π1] ≃ C
(2) × Y
(
C[X]/(X2)
)
× Y .
Cette strate se rétracte par déformation sur son sous-espace Srestr[π1] ≃ C
(2) × Y (C)2.
– Une sous-variété de codimension (complexe) 2, SY[πt], telle que l’on a un homéomorphisme
SY[πt] ≃ C× Y
(
C[X]/(X3)
)
.
Cette strate se rétracte par déformation sur son sous-espace Srestr[πt] ≃ C× Y .
Soit T Y un système de voisinages tubulaires de la stratification de (R3Y )(C), c’est-à-dire la donnée
d’un voisinage tubulaire de chaque strate12. On obtient ainsi un recouvrement ouvert de l’espace (R3Y )(C).
Décrire la stratification S Y revient à décrire le type d’homotopie des intersections multiples de ces espaces
ainsi que des inclusions naturelles entre eux. L’ensemble de ces données est résumé dans le diagramme
(de Cech)
τ• =
( ∐
i∈ {g,1,t}
T Y[πi]
∐
i6=j∈ {g,1,t}
T Y[πi],[πj ]oooo T Y[πg ],[π1],[πt]
oooooo
)
associé à T Y .
Pour analyser le type d’homotopie de ce diagramme de Cech, nous allons choisir un système de voisinages
tubulaires « compatibles » les uns par rapport aux autres13.
Pour toute variété stratifiée M Whitney-régulière, la théorie du contrôle développée par Mather
dans [Mat70] a dégagé la notion de système contrôlé de voisinages tubulaires (c.f. Définition C.3.8).
En autres, un tel système satisfait pour toute strate S les propriétés de régularité suivantes :
– La projection du tube TS sur sa base S est une fibration localement triviale en un sens stratifié.
Ceci signifie que pour tout point s de S, il existe un voisinage U de s dans M , un voisinage V de s
dans S et un espace stratifié F tel que l’on ait un homéomorphisme d’espaces stratifiés
U ≃ V × ΓF ,
la notation Γ désignant « l’endofoncteur cône » de la catégorie des espaces stratifiés. (Voir le premier
lemme d’isotopie de Thom — Théorème C.3.12 — et le Corollaire C.2.5).
– Pour toute strate R ≻ S, l’intersection TS ∩ TR est la restriction du tube TR au sous-espace ouvert
R ∩ TS de R.
Nous renvoyons à la lecture du §C.3 b) de l’Annexe C pour une présentation plus détaillée de la théorie
du contrôle.
Dans la suite, nous supposons que T Y est un système contrôlé de voisinages tubulaires. (L’existence
d’un tel système est assurée par le fait que la stratification S Y est de Whitney, c.f. Théorème C.3.11).
Il est équivalent de se donner un système contrôlé de voisinages tubulaires T Y de (R3Y )(C) ou un
système contrôlé de voisinages tubulaires S3-équivariant T˜
Y de (R˜3Y )(C) := (R3Y )(C) ×
Polm(C)
C
m. Le
12La strate générique SY[pig ] est son propre voisinage tubulaire !
13Précédemment, pour le cas m = 2, nous n’avions pas besoin de ce genre d’hypothèse car il n’y avait qu’un seul tube.
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diagramme de Cech du premier s’obtient en quotientant le diagramme de Cech du second par l’action de
S3. (Pour un énoncé précis, voir la Proposition 4.3.14). Et il est en fait plus agréable de conduire une
étude S3-équivariante d’un système contrôlé de voisinages tubulaires équivariants dans (R˜3Y )(C), puis
de quotienter.
Tout revient donc à décrire le type d’homotopie S3-équivariant de la stratification E
Y de l’espace
(R˜3Y )(C).
La stratification E Y de l’espace (R˜3Y )(C) est composée de 3 strates :
– L’ouvert générique EY[πg ], tel que l’on a un homéomorphisme S3-équivariant (Sg = S3)
EY[πt] ≃ C
(3) × Y (C)3 .
– Une sous-variété de codimension (complexe) 1, EY[π1], telle que l’on ait
EY[π1] = E
Y
π1
∐(
τ1,3 · E
Y
π1
)∐(
τ2,3 · E
Y
π1
)
.
Le sous-groupe d’isotropie Sπ1 de E
Y
π1
est le sous-groupe S2 engendré par la transposition τ1,2. Ce
groupe agit trivialement sur EYπ1 . De plus, on a un homéomorphisme (Sπ1-équivariant pour l’action
triviale)
EYπ1 ≃ C
(2) × Y
(
C[X]/(X2)
)
× Y (C) .
Enfin, l’espace EY[π1] se rétracte par déformation équivariante sur son sous-espace
Erestr[π1] = E
restr
π1
∐(
τ1,3 · E
restr
π1
)∐(
τ2,3 · E
restr
π1
)
et l’on a un homéomorphisme Sπ1-équivariant E
restr
π1
≃ C(2) × Y (C)2.
– Une sous-variété de codimension (complexe) 2, EY[πt], telle que l’on a un homéomorphisme S3-
équivariant (on a St = S3)
EY[πt] ≃ C× Y
(
C[X]/(X3)
)
.
Cette strate se rétracte par déformation équivariante sur son sous-espace Srestr[πt] ≃ C× Y .
Venons en à la description S3-équivariante du diagramme de Cech
τ˜Y• :=
∐
i∈ {g,1,t}
T˜ Y[πi]
∐
i6=j∈ {g,1,t}
T˜ Y[πi],[πj ]
oooo T˜ Y[πg ],[π1],[πt]
oooooo .
Notation: Comme le veut l’usage, nous utilisons des multi-indices pour désigner les intersections mul-
tiples. Par exemple, T˜ Y[πg ],[πt] désigne l’espace T˜
Y
[πg ]
∩ T˜ Y[πt] et T˜
Y
π1,πt
désigne l’espace T˜ Yπ1 ∩ T˜
Y
πt
.
Notre point de départ est le suivant. L’application canonique
|τ˜Y• | := hocolim

T˜ Y[πg ]
T˜ Y[πg ],[π1]
  //
+ 
99sssssssssss
T˜ Y[π1]
T˜ Y[πg ],[πt]
  //
?
OO
T˜ Y[πt]
T˜ Y[πg ],[π1],[πt]
?
OO
+ 
99ssssssssss
  // T˜ Y[π1],[πt]
?
OO
- 
<<yyyyyyyyy

≈
−→ (R˜3Y )(C)
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est une équivalence d’homotopie S3-équivariante. Le reste de ce paragraphe explicite la colimite homo-
topique ci-dessus via l’utilisation répétée de l’analogue équivariant du Lemme 4.2.1.
i) Réduction au cas Y = pt
Comme pour l’analyse de (R2Y )(C), nous allons monter que l’étude se ramène à celle du cas Y = pt.
Les deux outils essentiels étaient le Lemme de restriction 4.2.2 et le Lemme d’unicité des voisinages tu-
bulaires 4.2.4. Voici les généralisations adéquates de ces énoncés dans un contexte équivariant et stratifié.
Soient G un groupe fini et (M,S ) une G-variété stratifiée Whitney-régulière.
Lemme 4.2.10 (Lemme de restriction). Soient S une G-strate de M et TS un G-voisinage tubulaire de
S dans M . On suppose que S admet un sous-G-espace Srestr sur lequel elle se rétracte par déformation G-
équivariante. Alors (quitte à le comprimer) le tube TS se rétracte par déformation G-équivariante stratifiée
sur sa restriction à Srestr, notée T restrS .
En particulier, pour toute G-strate R  S, l’espace TS ∩R se rétracte par déformation G-équivariante sur
son sous-G-espace T restrS ∩R.
M
S
T
S
Restr
T
S
S
Restr
Fig. 4.1 – Lemme de restriction
Ce lemme est démontré à l’Annexe C, c.f. Lemme C.3.13 (2).
Lemme 4.2.11 (Lemme d’isotopie). Soit S une G-strate deM et Σ une sous-G-variété deM transverse14
à S . On note Srestr l’intersection S ∩ Σ. Soient également TS un G-voisinage tubulaire de S dans M ,
T restrS la restriction de TS à S
restr et TΣ ⊂ TS un G-voisinage tubulaire de Srestr dans Σ. Alors, les espaces
T restrS et T
Σ héritent de stratifications de Whitney et, quitte à les comprimer, il existe une G-isotopie
stratifiée dans TS entre T restrS et T
Σ au-dessus de Srestr.
Ce lemme est démontré à l’Annexe C, c.f. Proposition C.3.19 (2).
Remarque 4.2.12. Dans la suite, à chaque utilisation du lemme de restriction 4.2.10 ou du lemme
d’isotopie 4.2.11, les compressions de tubes éventuelles seront sous-entendues.
Il est important de remarquer que
– Il n’y a au final qu’un nombre fini de compressions.
14C’est-à-dire transverse à toutes les strates de S . En particulier, S induit une stratification de Σ encore Whitney-régulière.
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M
S
S TS
Restr
TS
T
Σ
Σ
Restr
Fig. 4.2 – Lemme d’isotopie.
– La compression supplémentaire d’un tube à un instant donné ne remet pas en cause ce qui a été
montré auparavant.
Un autre élément important dans l’analyse de (R2Y )(C) était la variété Σ
Y
[πt]
. On rappelle que pour
toute surjection π : m։ n, on a introduit une sous-variété Σ˜Y[π] de (R˜mY )(C) dans la Remarque 4.1.12.
– Pour la surjection π1 décrite à l’Exemple 4.1.5 (3), on a
15 :
Σ˜Y[π1] = Σ˜
Y
π1 ∪
(
τ1,3 · Σ˜
Y
π1
)
∪
(
τ2,3 · Σ˜
Y
π1
)
,
et un homéomorphisme Sπ1-équivariant
Σ˜Yπ1 ≃ C
(2,1) × Y (C)2 ,
l’espace C(2,1) désignant l’ouvert de C3 formé des triplets (x1, x2, x3) tels que x1 6= x3 et x2 6= x3,
cet espace étant muni de l’action de Sπ1 ≃ S2 échangeant x1 et x2. Ci-dessus, l’action de Sπ1 sur
le membre de droite est triviale sur le facteur Y (C)2.
– Pour la surjection πt, on a un homéomorphisme S3-équivariant
Σ˜Y[πt] = Σ˜
Y
πt ≃ C
3 × Y (C) .
Remarque 4.2.13. Soit π : m։ n une surjection. Se donner un voisinage tubulaire S3-équivariant T˜
eΣ
[π]
de Erestr[π] dans Σ˜
Y
[π] revient à se donner un voisinage tubulaire Sπ-équivariant de E
pt
π dans C
3, disons T˜ ptπ .
On a alors un homéomorphisme :
T˜
eΣ
π ≃ T˜
pt
π × Y (C)
n
compatible aux homéomorphismes précédents.
Soit T˜ pt un système contrôlé de voisinages tubulaires S3-équivariants de la stratification E
pt de C3
fixé. Pour toute partition [π] de m, soit alors T˜
eΣ
[π] le voisinage tubulaire de E
restr
[π] dans Σ˜
Y
[π] associé au
tube T˜ pt[π] comme dans la Remarque 4.2.13 précédente. Quitte à comprimer, nous pouvons supposer avoir
15
Attention : la réunion n’est pas disjointe. Les espaces s’intersectent le long de C(3) × Y (C).
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l’inclusion T˜
eΣ
[π] ⊂ T˜
Y
[π].
Par unicité des voisinages tubulaires, on a alors une isotopie S3-équivariante stratifiée dans T˜
Y
[π] entre
T˜ restr[π] et T˜
eΣ
[π].
La proposition suivante montre que tout se ramène à l’étude du cas Y = pt.
Proposition 4.2.14. Soit τ eΣ• le diagramme de Cech
τ˜
eΣ
• :=
( ∐
i∈ {g,1,t}
T˜
eΣ
[πi]
∐
i6=j∈ {g,1,t}
T˜
eΣ
[πi],[πj ]
oo oo T˜
eΣ
[πg ],[π1],[πt]
oo oooo
)
.
L’inclusion canonique τ˜ eΣ• →֒ τ˜Y• est (quitte à comprimer des tubes) une équivalence d’homotopie naturelle
S3-équivariante de diagrammes (de Cech).
Démonstration — Il faut montrer que toutes les inclusions sont des équivalences d’homotopies. Ce fait
se déduit des lemmes de restriction 4.2.2 et d’isotopie 4.2.11. Voici par exemple comment se convaincre
que l’inclusion canonique
T˜
eΣ
[πg ],[π1],[πt]
→֒ T˜ Y[πg ],[π1],[πt]
est une équivalence d’homotopie. Les autres cas se traitent de manière similaire.
Puisque le système de voisinages tubulaires est contrôlé, T˜ Y[π1],[πt] est la restriction de T˜[π1] à E
Y
[π1]
∩T˜ Y[πt].
Or EY[πt] se rétracte par déformation S3-équivariante sur E
restr
[πt]
, donc d’après le lemme de restriction,
EY[π1] ∩ T˜
Y
[πt]
se rétracte par déformation S3-équivariante sur E
Y
[π1]
∩ T˜ restr[πt] . Par unicité des voisinages tu-
bulaires, on a une isotopie S3-équivariante entre E
Y
[π1]
∩ T˜ restr[πt] et E
Y
[π1]
∩ T˜
eΣ
[πt]
. Puisque l’on a l’inclusion
EY[π1] ∩ T˜
eΣ
[πt]
⊂ Erestr[π1] , l’unicité des voisinages tubulaires fournit une isotopie entre E
Y
[πg ]
∩
(
T˜ Y[π1]
)∣∣EY
[pi1]
∩eT eΣ
[pit]
et EY[πg ] ∩
(
T˜
eΣ
[π1]
)∣∣EY
[pi1]
∩ eT eΣ
[pit]
= T˜
eΣ
[πg ],[π1],[πt]
. 
Corollaire 4.2.15. Puisque l’on a par construction un homéomorphisme naturel S3-équivariant de dia-
grammes (de Cech) :
τ
eΣ
• ≃
T˜ pt[πg ] × Y
3
T˜ pt[πg ],[π1] × Y
2 ι×id //
ι×∆
88qqqqqqqqqq
T˜ pt[π1] × Y
2
T˜ pt[πg ],[πt] × Y
ι×id //
ι×id
OO
T˜ pt[πt] × Y
T˜ pt[πg ],[π1],[πt] × Y
ι×∆
OO
ι×id
88qqqqqqqqqq
ι×id // T˜ pt[π1],[πt] × Y
ι×∆
OO
ι×id
::vvvvvvvvv
,
(où ι désigne une inclusion et ∆ une application diagonale) le type d’homotopie de l’espace (R3Y )(C) ne
dépend que du type d’homotopie de Y (C).
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ii) Le cas Y = pt
Comme pour l’étude de (R2Y )(C) précédemment, l’étape de réduction précédente montre qu’il suffit
de décrire le diagramme de Cech τ˜•(T ) d’un système contrôlé de voisinages tubulaires S3-équivariants
de C3 particulier T .
Ici, on a
– Ept[πt] = C
(3).
– Ept[π1] est réunion de E
pt
π1
≃ C(π1) := {(x1, x2, x3) ∈ C
3, x1 = x2 6= x3} et de ses images sous
l’action de τ1,3 et de τ2,3.
– Ept[πt] est le sous-espace diagonal C
(πt) := C ⊂ C3.
Notations:
– On rappelle que D = D(0, 1) désigne le disque unité de C.
– Soit D˜3 le sous-espace de D3 formé des triplets (x1, x2, x3) tels que x1 + x2 + x3 = 0.
– Soit D˜(3) := D˜3 ∩ D(3). Autrement dit, il s’agit du sous-espace de D˜3 où l’on impose en plus la
condition que x1, x2 et x3 soit deux à deux distincts.
– Soit D˜(π1) le sous-espace de D˜3
D˜(π1) := {(u1, u2, u3) ∈ D
3, u1 = u2 6= u3 et u1 + u2 + u3 = 0}
– On a des applications de composition
D˜(π1) × D˜(2)
µ // D˜(3)
(x1 = x2, x3), (u1, u2)
 // (x1 + εxu1, x2 + εxu2) avec εx =
1
10 |x1 − x3|
C
(πt) × D˜(π1)
µ //
C
(π1)
(x, x, x), (u1, u2, u3)
 // (x+ u1, x+ u2, x+ u3)
Remarquer à quel point ces application de composition sont proches de celle de l’opérade des petits
disques analogues.
Soient T˜π1 et T˜[πt] les voisinages tubulaires suivants :
T˜ ptπ1 : C
(π1) × D˜2
epi1 //
C
3
(x1, x2, x3), (u1, u2)
 //
(
x1 + εxu1, x2 + εxu2, x3
)
avec εx =
1
10
|x1 − x3|
T˜ ptπt : C
(πt) × D˜3
epit //
C
3
(x1, x2, x3), (u1, u2, u3)
 // (x1 + u1, x2 + u2, x3 + u3)
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On constate que l’on a des homéomorphismes équivariants
C
(πt) × D˜(3)
≃ // T˜ ptπg ,πt
(x1, x2, x3), (u1, u2, u3)
 // (x1 + u1, x2 + u2, x3 + u3)
C
(π1) × D˜(2)
≃ // T˜ ptπg ,π1
(x1, x2, x3), (u1, u2)
 // (x1 + u1, x2 + u2, x3)
C
(πt) × D˜(π1) × D˜2
≃ // T˜ ptπ1,πt
(x1, x2, x3), (u1, u2, u3) (v1, v2)
 // (x1 + u1 + εuv1, x2 + u2 + εuv2, x3 + u3)
C
(πt) × D˜(π1) × D˜(2)
≃ // T˜ ptπg ,π1,πt
(x1, x2, x3), (u1, u2, u3) (v1, v2)
 // (x1 + u1 + εuv1, x2 + u2 + εuv2, x3 + u3)
avec un homéomorphisme équivariant naturel :
C
(π1) × D˜(2) C(πt) × D˜(3)
C
(πt) × D˜(π1) × D˜(2)
µ×id
ggOOOOOOOOOOO
id×µ
77ooooooooooo
 _

C
(πt) × D˜(π1) × D˜2
≃
−→
T˜ ptπg ,π1 T˜
pt
πg ,πt
T˜ ptπg ,π1,πt
N.
]]:::::::
0
BB
 _

T˜ ptπ1,πt
.
où la notation µ désigne une application de composition décrite précédemment.
Pour conclure, il reste à quotienter par l’action du groupe symétrique S3. Pour des raisons d’ordre
esthétique, nous nous ramenons à un diagramme faisant intervenir l’opérade des petits disques plutôt que
des espaces de configuration de points et les applications de composition précédentes.
Définition 4.2.16. Pour tout espace topologique Z, on pose
ψ30(Z) =P(3)×
S3
Z3
∐
P(2)× Z2
∐
P(1)× Z ,
ψ31(Z) =(P(2)/S2 × P(2))× Z
2
∐
P(3)/S3 × Z
∐
(P(2)× P(1))× Z ,
ψ32(Z) =(P(2)/S2 × P(2))× Z ,
et ψ3i (Z) =∅ pour tout i > 3 .
On définit à l’aide d’applications de structure de l’opérade des petits disques un diagramme (de Cech)
ψ30(Z) ψ
3
1(Z)
oooo ψ32(Z)
oo oooo .
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Soit alors
Ψ3Z := |ψ3
•
(Z)| := hocolim

P(3)×
S3
Z3
(P(2)/S2 × P(2))× Z
2 pr //
µ×∆
66mmmmmmmmmmmm
P(2)× Z2
(P(3)/S3 × P(1))× Z
pr //
µ×∆
OO
P(1)× Z
(P(2)/S2 × P(2)× P(1))× Z
(id×µ)×∆
OO
(µ×id)×id
66mmmmmmmmmmm
pr
// (P(2)× P(1))× Z
µ×∆
OO
pr
??~~~~~~~~~

(4.2.17)
où les flèches notées µ désignent une application de structure de l’opérade des petits disques. On définit
ainsi un foncteur Ψ3 : Top −→ Top.
La discussion précédente montre le théorème suivant :
Théorème 4.2.18. Pour tout système contrôlé de voisinages tubulaires T Y de (R3Y )(C), soit τ• le
diagramme (de Cech) associé :
τ• =
∐
i∈ {g,1,t}
T Y[πi]
∐
i6=j∈ {g,1,t}
T Y[πi],[πj ]oooo T Y[πg ],[π1],[πt]
oooooo .
Alors, quitte à comprimer les voisinages tubulaires de T Y , il existe un zigzag d’équivalences d’homotopie
naturelles de diagrammes de Cech entre τ• et ψ3•(Y (C)).
En particulier, on a une équivalence d’homotopie
Ψ3(Y (C)) ≈ (R3Y )(C) .
4.3 Le foncteur Ψm
Le paragraphe précédent a défini des foncteurs Ψ2 et Ψ3 de Top dans Top tels que l’on ait des
équivalences d’homotopie
Ψ2(Y (C))
≈
−→ (R2Y )(C) et Ψ
3(Y (C))
≈
−→ (R3Y )(C) .
Nous généralisons ces résultats en définissant pour tout entier positif m, un foncteur Ψm : Top −→ Top
tel que l’on ait une équivalence d’homotopie
Ψm(Y (C))
≈
−→ (RmY )(C) .
Le foncteur Ψm est complètement explicite : il est défini comme la colimite homotopique d’un certain
diagramme dont les objets sont des espaces de configuration de petits disques avec des étiquettes dans
Y (C) et reliés entre eux grâce à des morphismes de structure de l’opérade des petits carrés P.
Parce que la catégorie sur laquelle est définie le diagramme est compliquée (elle encode entre autres toute
la combinatoire de la catégorie des partitions de l’entier m), le foncteur Ψm est peu utile en pratique. Les
deux principaux usages que nous en faisons : ce foncteur permet de montrer que le type d’homotopie de
l’espace (RmY )(C) ne dépend bien que du type d’homotopie de l’espace Y (C). Par ailleurs, le foncteur
Ψ2 nous permet de comprendre le groupe fondamental de (RmY )(C) lorsque Y (C) est connexe.
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a) Formalisme
i) Diagrammes de Cech
De l’étude des stratifications des espaces (R2Y )(C) et (R3Y )(C) précédentes, il ressort l’intérêt de
formaliser la donnée de l’ensemble des intersections multiples d’un recouvrement ouvert ainsi que des
inclusions de ces intersections les unes dans les autres.
Définitions 4.3.1.
1. On appelle catégorie de Cech, et l’on note C, la catégorie simpliciale ∆op privée des morphismes de
dégénérescences. Autrement dit, les objets de C sont les entiers positifs et pour tout couple d’entiers
positifs i < j, HomC(j, i) est l’ensemble des applications croissantes (au sens large) de i dans j.
2. Par analogie avec la terminologie simpliciale, nous appelons diagramme de Cech d’espaces topolo-
giques tout foncteur X• : C −→ Top. Comme le suggère la notation, pour tout élément i de C, on
note plutôt Xi l’espace X•(i).
Concrètement, un diagramme de Cech d’espaces topologiques X• est la donnée d’un diagramme
d’espaces topologiques
X0 X1
d1,1oo
d0,1
oo X2
d2,2oo oo
d0,2
oo . . .
oo oooooo ,
satisfaisant les conditions suivantes :
∀ i < j 6 k, di,k−1 ◦ dj,k = dj−1,k−1 ◦ di,k .
3. Soit X• un diagramme de Cech d’espaces topologiques. On appelle réalisation de X• et l’on note
|X•| l’espace
|X•| := hocolim
i ∈ C
Xi .
4. Soient X• et Y• deux diagrammes de Cech. Un morphisme (de diagrammes de Cech) f : X• −→ Y•
est une transformation naturelle entre ces foncteurs.
On définit aussi de manière analogue les notions d’homéomorphisme et d’équivalence d’homotopie
de diagrammes de Cech.
Exemple 4.3.2.
1. Dans notre étude ne vont apparaˆıtre que des diagrammes de Cech X• qui seront finis, c’est-à-dire
pour lesquels il existe un entier N > 0 tel que Xn = ∅ ∀ n > N .
Un exemple typique de diagrammes de Cech fini (pour N = 2) est un diagramme « de Mayer-
Vietoris »
X• =
A0 B0
C1
f
>>||||||||
g
``BBBBBBBB
.
La réalisation géométrique |X•| de ce diagramme est le double mapping-cylindre M(f, g).
2. Une fac¸on bien connue d’obtenir des diagrammes de Cech est de partir d’un recouvrement partiel-
lement ordonné (c’est-à-dire tel que l’ensemble d’indices I soit partiellement ordonné) U = (Ui)i∈ I
d’un espace X. Pour tout entier k > 0, on pose
Uk =
∐
i0<···<ik
Ui0,...,ik ,
la notation Ui0,...,ik désignant l’intersection Ui0 ∩ · · · ∩ Uik .
Pour tout entier 0 6 j 6 k, soit dj,k : Uk −→ Uk−1 l’application induite par les inclusions canoniques∐
i0<···<ik
Ui0,...,ik →֒
∐
i0<···<bij<···<ik
Ui0,...,bij ,...,ik .
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Le foncteur U• ainsi défini est appelé le diagramme de Cech associé au recouvrement U . Dans ce
contexte, la proposition suivante est importante.
Proposition 4.3.3. Soient U un recouvrement ouvert partiellement ordonné d’un espace topolo-
gique X , et U• le diagramme de Cech associé. Alors l’application canonique
|U•|
≈
−→ X
est une équivalence d’homotopie.
3. Comme cas particulier du point (2) précédent, on compte le diagramme de Cech associé à un système
de voisinages tubulaires d’une variété stratifiée.
Soient (M,S ) une variété stratifiée (c.f. définition C.1.1) et T un système de voisinages tubulaires
de S — c’est-à-dire la donnée pour toute strate S de S d’un voisinage tubulaire TS de S dans
S . La collection des espaces (TS)S∈ S forme un recouvrement ouvert partiellement ordonné de M .
Pour tout couple de strates (R,S) de S , la relation d’ordre est donnée par TR  TS ⇐⇒ R  S.
On note τ•(T ) le diagramme de Cech d’espaces topologiques associé.
ii) Catégories de drapeaux
Soit m > 1 un entier fixé. Pour tout entier 0 6 k 6 m − 1, nous introduisons la notion de k-drapeau
de m. Il s’agit (en première approximation) d’un formalisme qui modélise la donnée combinatoire d’une
liste de strates π0  π1  · · ·  πk de (R˜mY )(C).
Définition 4.3.4. Pour tout entier 0 6 k 6 m − 1, on appelle catégorie des k-drapeaux et l’on note Dk
la catégorie suivante.
– Les objets de Dk sont les suites de surjections
m
p0
։ n0
p1
։ . . .
pk
։ nk
où n0 > n1 > · · · > nk > 0 est une suite strictement décroissante d’entiers strictement positifs.
– Un morphisme α = (α, α0, . . . , αk) entre les drapeaux p = (p0, . . . , pk) et p
′ = (p′0, . . . , p
′
k) est la
donnée d’un diagramme commutatif
m
p0 // //
α≃

n0
p1 // //
α0≃

. . . pk // //
≃

nk
αk≃

m
p′0 // // n0
′ p
′
1 // // . . .
p′k // // nk
′
où toutes les applications verticales sont des bijections.
Remarques 4.3.5.
1. Par hypothèse, la suite d’entiers ni est strictement décroissante, mais nous ne supposons pasm > n0.
2. Soit p un k-drapeau. Pour tout entier 0 6 i 6 k, on pose πi = pi ◦ · · · ◦ p0. La donnée de la liste
(p0, . . . , pk) est équivalente à celle de la liste (π0, . . . , πk). Nous nous réservons le droit de noter un
drapeau de Dk par (p0, . . . , pk) ou (π0, . . . , πk) selon la commodité.
3. Soit p = (p0, . . . , pk) un drapeau de Dk fixé. On note aut(p) le groupe des automorphismes de p dans
Dk. En associant à un automorphisme (α, α0, . . . , αk) l’élément α de Sm, on définit un morphisme de
groupes aut(p) →֒ Sm injectif. Ceci justifie dans la suite de considérer aut(p) comme un sous-groupe
de Sm.
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La famille de catégories (Dk)06k6m−1 est ce qu’il conviendrait d’appeler un « diagramme de Cech de
catégories ». Pour tout entier 1 > k > m − 1 et pour tout entier 0 6 i 6 k, soit di,k : Dk −→ Dk−1 le
foncteur caractérisé par
di,k(π0, . . . , πk) = (π0, . . . , π̂i, . . . , πk) ,
où π̂i désigne l’omission de cet élément. L’identité fonctorielle di,k−1 ◦ dj,k = dj−1,k−1 ◦ di,k est satisfaite
pour i < j.
Définition 4.3.6.
1. Soit A• = (Ak)06k6m−1 une famille de foncteurs Ak : Dk −→ Top.
On dit que la famille de foncteurs A• est de Cech s’il existe pour tout k des transformations
naturelles δi,k : Ak −→ Ak−1 ◦ di,k (0 6 i 6 k) satisfaisant les conditions
δi,k−1 ◦ δj,k = δj−1,k−1 ◦ δi,k .
Dans ce cas, on pose Ak = colim
x∈ Dk
Ak(x). Le foncteur δi,k induit alors une application Ak −→ Ak−1
que nous noterons également δi,k. L’ensemble des applications δi,k fait de la famille d’espaces A• un
diagramme de Cech d’espaces topologiques.
2. Soient A• et B• deux familles de foncteurs de Cech. Une transformation naturelle de foncteurs de
Cech f : A• −→ B• est une famille de transformations naturelles fk : Ak −→ Bk, 0 6 k 6 m − 1
telles que pour tout entier 1 6 i 6 k et pour tout drapeau p de Dk, le diagramme suivant
Ak(p)
fk //
di,k

Bk(p)
di,k

Ak−1(di,k(p))
fk−1 // Bk−1(di,k(p))
commute.
3. On définit de manière analogue les notions d’équivalence d’homotopie naturelle et d’homéomor-
phisme naturel de foncteurs de Cech.
Une équivalence d’homotopie naturelle est dite équivariante lorsque pour tout drapeau p ∈ Dk
l’application Ak(p) −→ Bk(p) est une aut(p)-équivalence d’homotopie.
Dans ce formalisme, voici un analogue du Lemme 4.2.1.
Lemme 4.3.7. Soient A• et B• deux familles de foncteurs de Cech et f : A• −→ B• une transformation
naturelle de Cech.
1. La transformation naturelle f induit un morphisme entre les diagrammes de Cech (d’espaces topo-
logiques) f : A• −→ B•.
2. Lorsque f est une équivalence d’homotopie équivariante naturelle, le morphisme f : A• −→ B•
précédent est une équivalence d’homotopie de diagrammes de Cech.
3. En particulier, lorsque f est une équivalence d’homotopie équivariante naturelle, l’application induite
|A•|
≈
−→ |B•|
est une équivalence d’homotopie d’espaces topologiques.
Démonstration —
1. Ce point a déjà été remarqué dans la Définition 4.3.6 précédente.
2. Les catégories Dk sont par construction des groupo¨ıdes. Or la colimite d’un foncteur F défini sur un
groupo¨ıde G s’identifie à la réunion disjointe prise sur toutes les classes d’isomorphismes d’objets [x]
de F(x)/aut(x). Ici, les applications induites Ak(p)/aut(p) −→ Bk(p)/aut(p) sont des équivalences
d’homotopie car f est supposée équivariante.
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3. Ce point est une conséquence du Lemme 4.2.1. 
Exemples 4.3.8.
1. Pour tout espace topologique Z et pour tout entier 0 6 k 6 m− 1, soit NZk le foncteur de Dk dans
Top tel que pour tout morphisme α : p −→ p′, on ait
NZk (p)
NZk (α) 
Znk
Zαk

NZk (p
′) Znk
′
.
Les transformations naturelles δi,k : N
Z
k −→ N
Z
k−1 données par
δi,k(p0, . . . , pk) =
{
id : Znk −→ Znk si 0 6 i 6 k − 1
p∗k : Z
nk −→ Znk−1 si i = k
.
font de NZ• une famille de foncteurs de Cech.
2. Soit O une opérade topologique fixée.
Pour tout entier 0 6 k 6 m−1, soit ΘOk : Dk −→ Top l’unique foncteur tel que pour tout morphisme
α : p −→ p′ de Dk l’on ait
ΘOk (p)
ΘOk (α)

O(nk) ×
O(αk)

∏
xk∈ nk
O(p−1k (xk)) ×
O(αk−1)

. . . ×
∏
x1∈ n1
O(p−11 (x1))
O(α0)

ΘOk (p
′) O(nk
′) ×
∏
yk∈ nk′
O(p′−1k (yk)) × . . . ×
∏
y1∈ n1′
O(p′−11 (y1))
.
Ci-dessus, les flèches verticales sont définies en remarquant que pour tout 1 6 i 6 k et pour tout
xi ∈ ni, l’application αi−1 induit une bijection entre p
−1
i (xi) et p
′−1
i (αi(xi)).
On définit une transformation naturelle δ0,k : Θ
O
k −→ Θ
O
k−1 ◦ d0,k par la projection naturelle.
Pour tout 1 6 i 6 k − 1, les applications de structure de l’opérade O
O
(
p−1i+1(xi+1)
)
×
∏
xi∈ p
−1
i+1(xi+1)
O
(
p−1i (xi)
)
−→ O
(
p−1i (p
−1
i+1(xi+1))
)
associées aux surjections p−1i (p
−1
i+1(xi+1))։ p
−1
i+1(xi+1) pour tout xi+1 ∈ ni+1, induisent une appli-
cation ∏
xi+1∈ ni+1
O
(
p−1i+1(xi+1)
)
×
∏
xi∈ ni
O
(
p−1i (xi)
)
−→
∏
xi+1∈ ni+1
O
(
(pi+1 ◦ pi)
−1(xi+1)
)
.
Cela fournit une transformation naturelle δi,k : Θ
O
k −→ Θ
O
k−1 ◦ di,k.
Pour i = k, l’application de structure de O
O(nk)×
∏
xk∈ nk
O(p−1k (xk)) −→ O(nk−1)
associée à la surjection nk−1 ։ nk fournit une transformation naturelle δk,k : Θ
O
k −→ Θ
O
k−1 ◦ dk,k.
L’ensemble des transformations naturelles δi,k, 0 6 i 6 k, fait de Θ
O
• une famille de foncteurs de
Cech.
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b) Définition du foncteur Ψm
Soit m un entier positif. A l’aide du formalisme précédent, nous pouvons enfin définir le foncteur
Ψm : Top −→ Top qui généralise les foncteurs Ψ2 et Ψ3 définis précédemment (c.f. Définitions 4.2.7
et 4.2.16).
Définition 4.3.9. Nous reprenons les notations des Exemples 4.3.8(1) et 4.3.8(2) précédents.
1. Pour tout espace topologique Z, pour toute opérade topologique O et pour tout entier k > 0 on
pose
ψmk (O, Z) =
colimDk Θ
O
k ×N
Z
k si 0 6 k 6 m− 1
∅ sinon
.
La famille ψm• (O, Z) munie des applications δi,k précédentes forme un diagramme de Cech d’espaces
topologiques.
2. En associant à tout espace topologique Z le nouvel espace
Ψm(Z) := |ψm• (P, Z)| := hocolim
k∈ C
ψmk (P, Z) ,
on définit un foncteur Ψm : Top −→ Top. (On rappelle que ci-dessus P désigne l’opérade des petits
disques).
Exemple 4.3.10. On vérifie que les foncteurs Ψ2 et Ψ3 introduits précédemment en 4.2.8 et 4.2.17
correspondent bien aux cas particuliers m = 2 et m = 3.
Le résultat principal du chapitre est que pour tout système contrôlé de voisinages tubulaires « assez
petits » de la stratification S Y de (RmY )(C), disons T
Y , le diagramme de Cech d’espaces topologiques
τ(T Y ) associé est homotopiquement équivalent à ψm• (P, Y (C)). Précisément, on énonce le théorème
suivant.
Théorème 4.3.11. Soient T Y un système contrôlé de voisinages tubulaires de (RmY )(C) et τ• le dia-
gramme de Cech associé. Alors, quitte à compresser les voisinages tubulaires de T Y , il existe un zigzag
d’équivalences d’homotopie naturelles de diagrammes de Cech entre τ• et ψm• (P, Y (C)).
Corollaire 4.3.12. On a une équivalence d’homotopie
Ψm(Y (C))
≈
−→ (RmY )(C) .
En particulier, le type d’homotopie de l’espace (RmY )(C) ne dépend que du type d’homotopie de l’espace
Y (C).
Remarque 4.3.13. Lorsque Y est définie sur R, le théorème admet une version raffinée, prenant en
compte l’action de Z/2 associée à la conjugaison complexe, c.f. Théorème 4.4.2.
c) Démonstration du Théorème 4.3.11
Le schéma de démonstration est parallèle à celui des cas particuliers m = 2 et m = 3 détaillés
précédemment. Nous analysons le diagramme de Cech associé au système T Y en étudiant un système
contrôlé de voisinages tubulaires Sm-équivariant de (R˜mY )(C) et en quotientant ensuite.
Le i) justifie cette approche. Puis au ii) une première étape nous ramène à l’étude du cas Y = pt. Ce cas
particulier est enfin analysé au §iii).
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i) Préliminaires
Ce paragraphe a pour but de fixer des notations et de formaliser le fait qu’il est équivalent de mener
une étude Sm-équivariante dans (R˜mY )(C) ou une étude dans (RmY )(C).
On rappelle que q˜ désigne l’application canonique (R˜mY )(C) −→ (RmY )(C) (c.f. p.74).
Proposition 4.3.14. Soit T Y un système de voisinages tubulaires de S Y . Alors, la famille des espaces
q˜−1(T Y[π]) lorsque [π] décrit l’ensemble des partitions de m forme un système T˜
Y de voisinages tubulaires
Sm-équivariants de E Y .
Réciproquement, pour tout un système T˜ Y de voisinages tubulaires Sm-équivariants de E Y , la famille des
sous-espaces T Y[π] de (RmY )(C) définis par T
Y
[π] = T˜
Y
[π]/Sm pour [π] décrivant l’ensemble des partitions de
m forme un système de voisinages tubulaires de S Y .
De plus, on a les propriétés suivantes :
1. Le système de voisinages tubulaires T Y est contrôlé si et seulement si le système T˜ Y l’est.
2. Le diagramme de Cech τ•(T Y ) s’obtient en quotientant le diagramme de Cech τ•(T˜ Y ) par l’action
de Sm. Autrement dit, pour tout (k+1)-uplet de partitions ([π0], . . . , [πk]), on a un homéomorphisme(
T˜ Y[π0],...,[πk]
)
/Sm
≃
−→ T Y[π0],...,[πk] .
La proposition précédente est un cas particulier de la proposition plus générale suivante valable pour
les stratifications dites par type d’orbite (c.f. [Pfl01], § 4.3).
Proposition 4.3.15. Soient G un groupe fini, M une G-variété et q : M −→ M/G la projection
canonique. L’espace quotient M/G admet une stratification naturelle S ; la stratification E de M associée
est dite par type d’orbite.
Soit T un système de tubes de S . La famille des espaces q˜−1(TS) lorsque S décrit l’ensemble des strates
de S forme un système T˜ de voisinages tubulaires G-équivariants de E .
Réciproquement, pour tout système T˜ de voisinages tubulaires G-équivariants de E , la famille des sous-
espaces TS de M/G définis par TS = T˜S/G lorsque S décrit S forme un système de tubes de S . De
plus, on a les propriétés suivantes :
1. Le système de tubes T est contrôlé si et seulement si le système T˜ est contrôlé.
2. Le diagramme de Cech τ•(T ) s’obtient en quotientant le diagramme de Cech τ•(T˜ ) par l’action de
G. Autrement dit, pour tout (k + 1)-uplet de partitions (S0, . . . , Sk), on a un homéomorphisme(
T˜S0,...,Sk
)
/G
≃
−→ TS0,...,Sk .
A partir de maintenant et jusqu’à la fin de la démonstration du théorème, on se fixe16 un système
T Y contrôlé de voisinages tubulaires de (RmY )(C) et l’on note T˜
Y le système contrôlé de voisinages
tubulaires Sm-équivariants induit sur (R˜mY )(C).
Pour toute partition [π] de m, la strate EY[π] ⊂ (R˜mY )(C) admet pour composantes connexes les espaces
EYπ . Le tube T˜
Y
[π] est donc réunion disjointe de ses restrictions T˜
Y
π aux E
Y
π . L’espace T˜
Y
π est en fait un
voisinage tubulaire Sπ-équivariant de E
Y
π et l’on peut reconstruire tout t˜
Y
[π] à partir de T˜
Y
π en faisant
agir Sm. La compréhension des diagrammes de Cech τ•(T˜
Y ) et τ•(T
Y ) revient à la compréhension de la
famille de foncteurs de Cech associant à tout k-drapeau (π0, . . . , πk) l’espace T˜
Y
π0,...,πk
:= T˜ Yπ0 ∩ · · · ∩ T˜
Y
πk
.
De manière plus formelle, on a la proposition-définition suivante.
16A ceci près qu’on s’autorise quand même à comprimer les tubes de ce système, c.f. Remarque 4.2.12 p. 82.
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Proposition-définition 4.3.16.
1. Pour tout entier 0 6 k 6 m− 1, il existe un foncteur T˜Yk : Dk −→ Top prenant sur tout k-drapeau
p = (π0, . . . , πk) la valeur :
T˜
Y
k (p) = T˜
Y
π0,...,πk
:= T˜ Yπ0 ∩ · · · ∩ T˜
Y
πk
.
2. La famille de foncteurs T˜Y• est de Cech ( c.f. Définition 4.3.6).
Les espaces colim
Dk
T˜
Y
k pour 0 6 k 6 m − 1 forment ainsi un diagramme de Cech d’espaces topolo-
giques, noté colim
D•
T˜
Y
• .
3. L’application de passage au quotient q˜ induit un homéomorphisme de diagrammes de Cech d’espaces
topologiques
colim
D•
T˜
Y
• −→ τ•(T
Y ) .
Démonstration —
1. Pour caractériser le foncteur T˜Yk , il faut définir l’image des morphismes de Dk.
Soit α = (α, α0, . . . , αk) : p −→ p
′ un morphisme de k-drapeaux. Par définition, pour tout entier
0 6 i 6 k, nous avons l’identité πi = π′i ◦ α. L’action de la permutation α ∈ Sm envoie donc
le sous-espace T˜ Yπ0,...,πk de (R˜mY )(C) sur T˜
Y
π′0,...,π
′
k
. Aussi est-il légitime de définir T˜Yk (α) comme
l’action de la permutation α ∈ Sm. On constate que cela définit bien un foncteur.
2. Pour tout 0 6 i 6 k, les inclusions canoniques T˜ Yπ0,...,πk →֒ T˜
Y
π0,..., bπi,...,πk (la notation π̂i désignant
l’omission de l’indice πi) fournissent les transformations naturelles δi,k.
3. Pour tout drapeau p ∈ Dk, l’application q˜ : (R˜mY )(C) −→ (RmY )(C) se restreint en une applica-
tion q˜p : T˜
Y
k (p) −→ T
Y
[π0],...,[πk]
. Ces applications sont compatibles à l’action de Sm : si l’action de
α ∈ Sm sur (R˜mY )(C) échange T˜
Y
k (p) et T˜
Y
k (p
′), alors le diagramme suivant commute :
T˜
Y
k (p)
α· //
eqp %%JJ
JJ
JJ
JJ
J
T˜
Y
k (p
′)
eqp′yysss
ss
ss
ss
T Y[π0],...,[πk]
.
En particulier, l’application q˜ induit bien un morphisme de diagrammes de Cech colim
D•
T˜
Y
• −→ τ•.
Que cette application induise un homéomorphisme de diagrammes de Cech est une reformulation
de l’homéomorphisme T Y[π0],...,[πk] ≃
T˜ Y[π0],...,[πk]/Sm en tenant compte des décompositions T˜
Y
[πi]
=∐
πi∈ [πi]
T˜ Yπi et du fait que Dk soit un groupo¨ıde. 
ii) Réduction au cas Y = pt
Comme lors de l’étude de la stratification de (R3Y )(C), nous allons montrer que le Lemme de restric-
tion 4.2.10 et le Lemme d’isotopie 4.2.11 permettent de ramener l’étude au cas particulier Y = pt.
Notations:
– On fixe un système contrôlé de voisinages tubulaires Sm-équivariants de C
m que l’on note T˜ pt.
– On rappelle que l’on a défini pour toute surjection π : m։ n des sous-Sm-variétés Σ˜π de (R˜mY )(C)
à la Remarque 4.1.12. Grâce à T˜ pt, on définit une famille (T˜
eΣ
π ) de voisinages tubulaires Sπ-
équivariants de Erestrπ dans Σ˜π . Par définition, on a un homéomorphisme Sπ-équivariant :
T˜
eΣ
π ≃ T˜
pt
π × Y (C)
n (4.3.17)
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compatible aux homéomorphismes Erestrπ ≃ E
pt
π × Y (C)
n de la Proposition 4.1.8 (1) et Σ˜Yπ ≃
Σ˜ptπ × Y (C)
n de l’Exemple 4.1.13 (4).
– Nous supposons, quitte à comprimer les tubes, avoir pour tout π l’inclusion T˜
eΣ
π ⊂ T˜
Y
π . D’après le
Lemme d’isotopie 4.2.11, on a une isotopie équivariante et stratifiée entre T˜
eΣ
π et T˜
restr
π dans T˜
Y
π .
– Pour tout k-drapeau p = (π0, . . . , πk), on pose T˜
eΣ
π0,...,πk
:= T˜
eΣ
π0
∩· · ·∩ T˜
eΣ
πk
. On a un homéomorphisme
Sπ0,...,πk -équivariant
T˜
eΣ
π0,...,πk
≃ T˜ ptπ0,...,πk × Y (C)
nk , (4.3.18)
compatible avec les homéomorphismes 4.3.17, en considérant Y (C)nk comme le sous-espace diagonal
de Y (C)ni via la surjection ni ։ nk.
Proposition-définition 4.3.19.
Pour tout entier 0 6 k 6 m − 1, il existe un foncteur T˜eΣk : Dk −→ Top prenant sur tout k-drapeau
p = (π0, . . . , πk) la valeur :
T˜
eΣ
k (p) = T˜
eΣ
π0,...,πk
.
La famille de foncteurs T˜eΣ• est de Cech et l’on a un homéomorphisme équivariant de foncteurs de Cech
T˜
eΣ
• ≃ T˜
pt
• ×N
Y
• .
(La notation N Y• a été introduite dans l’Exemple 4.3.8 (1)).
Démonstration — Comme à la démonstration de la Proposition-définition 4.3.16, l’image par T˜
eΣ
k d’un
morphisme α = (α, α0, . . . , αk) est donnée par l’action de la permutation α ∈ Sm et les transformations
naturelles δi,k proviennent des inclusions naturelles.
L’homéomorphisme (4.3.18) précédemment décrit montre que l’on a pour tout entier k un homéomor-
phisme de foncteurs T˜
eΣ
k ≃ T˜
pt
k ×N
Y
k . 
La proposition suivante, qui est l’analogue de la Proposition 4.2.14, ramène l’étude au cas Y = pt.
Proposition 4.3.20. L’inclusion canonique i• : T˜
eΣ
• →֒ T˜• est une équivalence d’homotopie équivariante
naturelle de foncteurs de Cech.
Corollaire 4.3.21. On a une équivalence d’homotopie
(RmY )(C) ≈ |colim
D•
T˜
pt
• ×N
Y
• | .
En particulier, le type d’homotopie de l’espace (RmY )(C) ne dépend que du type d’homotopie de l’espace
Y (C).
Démonstration de la Proposition 4.3.20 — Soient 0 6 k 6 m−1 un entier et p = (π0, . . . , πk) ∈ Dk
un drapeau. Nous allons montrer que l’inclusion T˜
eΣ
π0,...,πk
→֒ T˜ Yπ0,...,πk est une équivalence d’homotopie.
Pour toute surjection π, on rappelle que T˜ restrπ désigne la restriction de T˜
Y
π à l’ouvert E
restr
π ⊂ Eπ .
De là, on définit récursivement l’espace T˜ restrπ0,...,πk comme la restriction de T˜π0 au sous-espace ouvert
Eπ0 ∩ T˜
restr
π1,...,πk
⊂ Eπ0 . Une application répétée du Lemme de restriction 4.2.10 montre que T˜
Y
π0,...,πk
se
rétracte par déformation équivariante sur T˜ restrπ0,...,πk .
D’autre part, le Lemme d’isotopie 4.2.11 fournit une isotopie stratifiée et équivariante entre T˜
eΣ
π0,...,πk
et
T˜ restrπ0,...,πk dans T˜
Y
π0,...,πk
.
On en déduit que l’inclusion canonique T˜
eΣ
π0,...,πk
→֒ T˜ Yπ0,...,πk est une équivalence d’homotopie Sπ0,...,πk -
équivariante. 
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iii) Le cas Y = pt
Comme lors de l’étude du cas m = 3, la réduction précédente montre que pour tous les systèmes
contrôlé de voisinages tubulaires Sm-équivariants T˜
pt de Cm « suffisamment petits » , les familles de
foncteurs de Cech T˜pt• correspondantes sont équivalentes. Nous allons donner une description explicite
d’un d’entre eux ici.
Nous choisissons le système de voisinages tubulaires équivariants normal aux strates Eptπ et avec des
rayons suffisamment petits pour ne rencontrer que les strates supérieures. Les espaces et les applications
qui apparaissent naturellement forment ce qu’il conviendrait d’appeler l’« opérade des configurations de
points ». Il s’agit (à des détails techniques mineurs et pénibles près) d’une sous-opérade de l’opérade de P.
Notations: Soient E et F deux ensembles finis et π : E ։ F une surjection.
– On rappelle que l’on noteCπ le sous-espace deCE formé des applications ϕ : E −→ C qui admettent
une factorisation ϕ = ϕ′ ◦ π.
Et l’on note C(π) le sous-espace de Cπ des applications pour lesquelles ϕ′ : F →֒ C est injective.
L’espace C(π) est homéomorphe à l’espace de configuration de points C(F ).
– Introduisons la variante « normale » de la notation précédente. On note C˜π (resp. C˜(π)) le sous-
espace de Cπ (resp. de C(π)) formé des applications ϕ : E −→ C qui vérifient en plus∑
e∈ E
ϕ(e) = 0 .
– Pour alléger les formules, nous introduisons la version relative de la notation précédente. Pour toute
partie A ⊂ F , soit πA : π
−1(A)։ A la restriction de π. On pose
C˜
(π)
A := C˜
(πA) .
– On rappelle que D = D(0, 1) désigne le disque unité de C. On note D˜π, D˜(π), D˜
(π)
A les espaces
analogues des précédents mais où l’on a remplacé C par D.
– Pour toute application ϕ : E −→ C, soit l’application
εϕ : E −→ R+
e 7→

1
10
inf
f∈ E
ϕ(f) 6=ϕ(e)
|ϕ(e)− ϕ(f)| si Card(Im(ϕ)) 6= 1
1 sinon
– Pour toute composition de surjections
E
π // //
π1  @
@@
@@
@@
F
p

G
et pour toute partie A ⊂ G, on a des applications de composition
D˜
(π1)
A ×
∏
a∈ A
D˜
(π)
p−1(a)
−→ D˜
(π)
p−1(A)
(ϕ,ϕa) 7→
(
g 7→ ϕ(g) + εϕpi1(g)(g) · ϕπ1(g)(g)
)
Remarque 4.3.22. Prévenons le lecteur que nous allons tricher un peu, parce que nous pensons que
le formalisme est déjà assez lourd. Nous allons faire comme si les espaces de configuration de points et
leurs applications de composition définissait une sous-opérade de de l’opérade des petits disques. Notre
hypothèse simplificatrice traduit notre incapacité à trouver une description simple d’une opérade des
configurations de points.
4.3. Le foncteur Ψm 97
Définition 4.3.23. Pour toute surjection π : m −→ n, soit T˜π le voisinage tubulaire Sπ-équivariant de
Eptπ dans C
m suivant :
T˜π : C
(π) ×
∏
x∈ n
D˜
π−1(x)
{x}
epi
−→ Cm
(ϕ, (ϕx)x∈ n) 7→
(
i 7→ ϕ(i) + εϕ(i) · ϕπ(i)(i)
)
On constate que le tube T˜π ne rencontre que les strates Eπ′ avec π
′  π.
Voici la variante technique de l’Exemple 4.3.8 (2) adaptée à notre situation. Il s’agit presque du cas
particulier où O = C est l’opérade des configurations de points.
Définition 4.3.24. Soit Θ˜Ck : Dk −→ Top l’unique foncteur tel que pour tout morphisme α : p −→ p
′
dans Dk l’on ait
Θ˜Ck (p)
eΘCk (α)

C
(πk) ×
(αk)∗

∏
xk∈ nk
D˜
(πk−1)
p−1k (xk)
×
(αk−1)∗

. . . ×
∏
x1∈ n1
D˜
(π0)
p−11 (x1)
(α0)∗

×
∏
x0∈ n0
D˜p
−1
0 (x0)
α∗

Θ˜Ck (p
′) C(π
′
k) ×
∏
yk∈ nk′
D˜
(π′k−1)
p′−1k (yk)
× . . . ×
∏
y1∈ n1′
D˜
(π′0)
p′−11 (y1)
×
∏
y0∈ n0′
D˜p
′−1
0 (y0)
.
Pour tout entier 0 6 i 6 k − 1, on dispose d’une application∏
xi+1∈ ni+1
D˜
(πi)
p−1i+1(xi+1)
×
∏
xi∈ ni
D˜
(πi−1)
p−1i (xi)
−→
∏
xi+1∈ ni+1
D˜
(πi−1)
(pi+1◦pi)−1(xi+1)
induite par les applications de structure
D˜
(πi)
p−1i+1(xi+1)
×
∏
xi∈ p
−1
i+1(xi+1)
D˜
(πi−1)
p−1i (xi)
−→
∏
xi+1∈ ni+1
D˜
(πi−1)
(pi+1◦pi)−1(xi+1)
associées aux surjections p−1i (p
−1
i+1(xi+1))։ p
−1
i+1(xi+1) pour tout xi+1 ∈ ni+1. Ceci fournit une transfor-
mation naturelle δi,k : Θ˜
C
k −→ Θ˜
C
k−1 ◦ di,k.
De même, pour i = k, on a une application
C
(πk) ×
∏
xk∈ nk
D˜
(πk−1)
p−1k (xk)
−→ C(πk−1)
associée à la surjection nk−1 ։ nk fournissant une transformation naturelle δk,k : Θ˜
C
k −→ Θ˜
C
k−1 ◦ dk,k.
Ces transformations naturelles font de Θ˜C• une famille de foncteurs de Cech (à la simplification de la
Remarque 4.3.22 près).
La proposition suivante justifie la définition précédente.
Proposition 4.3.25. On a un homéomorphisme équivariant de foncteurs de Cech
T˜
pt
• ≃ Θ˜
C
•
Esquisse de démonstration — Soit 0 6 k 6 m − 1 un entier. Pour tout k-drapeau p = (π0, . . . , πk)
on a par construction un homéomorphisme Sπ0,...,πk -équivariant
Θ˜Ck (p) −→ T˜
pt
pi0,...,pik
⊂ Cm(
ϕ, (ϕxk), . . . , (ϕx1), (ϕx0)
)
7→
(
i 7→ ϕ(i) + εϕ(i)
[
ϕpik(i)(i) + εϕpik(i)(i)
[
ϕpik−1(i)(i) + · · ·+ εϕpi1(i)(i)ϕpi0(i)(i)
]
. . .
] )
Nous ne détaillons pas la compatibilité des ces homéomorphismes aux applications δi,k, c.f. Remarque 4.3.22.

Pour conclure, il reste à comparer les familles de foncteurs de Cech Θ˜C• et Θ
P
• .
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Proposition 4.3.26. On a un zigzag d’équivalences d’homotopie équivariantes entre Θ˜C• et Θ
P
• .
Esquisse de démonstration — A la simplification de la Remarque 4.3.22 près, la démonstration
consiste essentiellement à supprimer les facteurs contractiles D˜p
−1
0 (x0) dans Θ˜C• (en projetant) et à consta-
ter que le plongement D˜
(πi−1)
p−1i (xi)
→֒ P(p−1i (xi)) est une équivalence d’homotopie équivariante. 
4.4 Prolongements
On présente dans ce paragraphe quelques commentaires et variantes liés à l’étude précédente.
– Comme annoncé précédemment, nous montrons au a) que lorsque Y est définie sur R, l’équivalence
d’homotopie ΨmY (C) ≈ (RmY )(C) est Z/2-équivariante (pour l’action de la conjugaison complexe).
– Le § b) est un prolongement de l’étude de la stratification de Polm(C). Notre analyse se généraliserait
à l’étude de la stratification de multiplicité d’un produit symétrique d’une variété riemannienne
(l’espace polm(C) correspondant au cas particulier SP(C)).
Remarque 4.4.1. Il convient aussi de remarquer que tous les résultats de ce chapitre sur le type d’ho-
motopie de (RmY )(C) restent valable lorsque l’on remplace (RmY )(C) par R
hol
m Y, avec Y une variété
holomorphe.
a) Le type d’homotopie de l’espace (RmY )(R)
Soit Y une variété algébrique lisse définie sur R. L’espace (RmY )(C), muni de l’involution donnée
par la conjugaison complexe, est un Z/2-espace. L’espace des points réels (RmY )(R) est (presque par
définition) le sous-espace de ses points fixes.
Toute la démonstration du Théorème 4.3.11 s’adapte à des voisinages tubulaires Z/2-équivariants et
l’on obtient le théorème suivant.
Théorème 4.4.2. Soient T Y un système contrôlé de voisinages tubulaires Z/2-équivariants de (RmY )(C)
et τ• le diagramme de Cech associé. Alors, quitte à compresser les voisinages tubulaires de T Y , il existe
un zigzag de Z/2-équivalences d’homotopie naturelles de diagrammes de Cech entre τ• et ψm• (P, Y (C)).
En particulier, on a une Z/2-équivalence d’homotopie
Ψm(Y (C))
≈
−→ (RmY )(C) .
Corollaire 4.4.3. En particulier, le type d’homotopie de l’espace (RmY )(R) ne dépend que des types
d’homotopie des espaces Y (C) et Y (R).
Exemple 4.4.4. Soit P1 l’opérade des petits segments et P
H
2 l’espace des petits disques contenus dans
le demi-plan de Poincaré H. On constate qu’après simplification, on a une équivalence d’homotopie
(R2Y )(R) ≈ hocolim

P1(2)×
S2
(Y (R))2 PH2 (1)× Y (C)
P1(2)/S2 × P1(1)× Y (R)
88pppppppppppp
ggNNNNNNNNNNN
 .
Le lecteur intéressé pourrait décrire la flèche oblique de droite.
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b) Stratification de multiplicité d’un produit symétrique
L’analyse conduite pour décrire le diagramme de Cech d’un système de tubes de Polm(C) se généra-
liserait à l’étude de la stratification de multiplicité du produit symétrique d’une variété riemannienne Z
de dimension d.
Tout d’abord pour tout fibré vectoriel ξ muni d’une métrique, on définirait la notion du « fibré en
petites d-boules17 » de ξ. Nous le noterions ξPd . Par définition, cet espace serait muni d’une fibration vers
Z et la fibre d’un point z ∈ Z serait un espace de configuration de petites boules de l’espace vectoriel ξz.
Par analogie avec la Proposition-définition 4.3.24, on construirait un foncteur de Cech ΘPd• tel que l’on
ait pour tout k-drapeau p :
ΘPdk (p) Z
(πk) ×
Z(pik)
∏
xk∈ nk
τ
Pd(p
−1
k (xk))
Z ×
Z(pik)
. . . ×
Z(pik)
∏
x1∈ n1
τ
Pd(p
−1
1 (x1))
Z ,
τZ désignant le fibré tangent de Z. (On utiliserait l’application exponentielle pour définir δk,k et les ap-
plications de structure de l’opérade des petites boules fibre à fibre pour définir les autres δi,k).
On monterait alors la proposition suivante.
Proposition 4.4.5. Pour tout système contrôlé de tubes « assez petits » de la stratification de SPmZ,
disons T , il existe un zigzag d’équivalences d’homotopie naturelles entre τ•(T ) et Θ
Pd
• .
Une application
Au § 4.3, nous aurions pu définir pour toute opérade topologique O un foncteur ΨmO en posant pour
tout espace topologique Z
ΨmO (Z) := |ψ
m
• (O, Z)| .
Le foncteurΨm du § 4.3 correspond au cas particulierO = P2. De la Proposition 4.4.5 précédente à montrer
que pour toute variété algébrique réelle quasi-projective Y , l’espace ΨmP1(Y (R)) a le type d’homotopie de
l’espace {
(A,B), où A ∈ Polm(R) est hyperbolique
18et B ∈ Y
(
R[X]/(A)
)}
il n’y a qu’un pas. Nous laissons le lecteur le faire seul.
Remarque 4.4.6. Ici, on montrerait que la projection canonique ΨmP1(Z) −→ R
(m) ×
Sm
Zm ≈ Zm est une
équivalence d’homotopie.
Questions 4.4.7.
1. Pour d > 2, que dire du type d’homotopie des espaces ΨmPd(Z) ?
2. Plus généralement, que dire de |ψm• (O, Z)| pour O une opérade topologique quelconque ?
3. Ce chapitre semble montrer un certain lien entre opérades et stratifications. Une meilleure compré-
hension de ce lien nous semble intéressant.
17Une boule est ici juste la donnée d’un centre et d’un rayon. Autrement dit, on ne distingue pas les différents plongements
possibles.
18Un polynôme réel est dit hyperbolique s’il a toutes ses racines réelles. L’espace des polynômes hyperboliques unitaires
de degré m s’identifie avec le produit symétrique SPm(R).
Chapitre 5
Scindements stables
Ce chapitre détermine le type d’homotopie stable des espaces de points complexes des schémas
d’Atiyah-Hitchin et montre que le résultat est en accord avec la Conjecture 3.G.
Le Théorème 5.2.1, qui constitue le résultat principal, généralise les travaux de F. Cohen, R. Cohen,
B. Mann et R. Milgram sur le type d’homotopie stable des espaces de fractions rationnelles1. On y montre
que pour tout entier m et pour tout schéma quasi-projectif lisse Y défini sur C, on a une équivalence
d’homotopie stable entre (RmY )(C) et FmΩ2Σ2Y (C). De manière équivalente, on montre le scindement
stable
(RmY )(C)
st
≈
m∨
i=1
DiY (C) ,
DiY (C) désignant le i-ème sous-quotient du modèle de May-Milgram, c.f. Définition 2.2.8. De plus, lorsque
Y est définie sur R, l’équivalence d’homotopie stable précédente est Z/2-équivariante.
Notre approche est fortement influencée par les travaux de Vassiliev2 sur la topologie des complé-
mentaires de discriminants. On remplace l’étude de l’espace (RmY )(C) par celle de son dual de Spanier-
Whitehead Σ̂. On définit, en suivant Vassiliev, une « résolution »
̂˜
Σ
≈
−→ Σ̂ qui est naturellement filtrée.
Et nous montrons, par une méthode géométrique, que la filtration de
̂˜
Σ se scinde stablement (après une
suspension) et que les sous-quotients qui apparaissent sont les duaux de Spanier-Whitehead des sous-
quotients DiY (C) du modèle de May-Milgram.
Voici le plan du chapitre :
5.1 La méthode de Vassiliev.— Nous présentons ici les idées des travaux de Vassiliev sur la topolo-
gie des espaces complémentaires de discriminants. On illustre la résolution canonique d’un résultant
ainsi que sa filtration naturelle sur les exemples de l’espace des fractions rationnelles Fm(C) et des
polynômes sans racines multiples.
5.2 Scindement stable.— C’est le cœur de ce chapitre. On y montre le scindement stable de l’espace
des points complexes d’un schéma d’Atiyah-Hitchin.
5.3 Variantes. — On présente quelques variantes du paragraphe précédent.
Au 5.3.a), on étudie le scindement stable de l’espace des points réels d’un schéma d’Atiyah-Hitchin.
Au 5.3.b), on esquisse ce que serait un analogue du Théorème 5.2.1 en géométrie algébrique réelle.
Avertissement : Ce chapitre fait un usage essentiel de la dualité de Spanier-Whitehead (équivariante).
Le lecteur trouvera à l’Annexe D une brève présentation de cette théorie à laquelle nous le renvoyons.
1Ces résultats sont rappelés au § 2.2.c) (i)
2Il faut aussi reconnaˆıtre une influence du travail de Y. Kamiyama : c’est en cherchant à déchiffrer l’article [Kam04] que
l’auteur a dégagé le théorème.
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5.1 La méthode de Vassiliev
Dans [Vas95], Vassiliev étudie la topologie des complémentaires de discriminants. Il obtient des résul-
tats spectaculaires basés sur les deux observations clefs suivantes :
– Si l’on ne s’intéresse qu’au type d’homotopie stable d’un espace, alors il est équivalent d’étudier son
dual de Spanier-Whitehead. (C’est à Arnol’d qu’il faut attribuer d’avoir remarqué la pertinence de
ce point dans ce contexte).
– Si X est le complémentaire d’une variété discriminant, « son » dual de Spanier-Whitehead, disons
Σ, a plus de structure que X : c’est une variété algébrique (singulière). Vassiliev en construit une
résolution de ses singularités (plus ou moins canonique), disons Σ˜. L’espace Σ˜ est naturellement filtré
et les sous-quotients de cette filtration sont (parfois) assez bien compris. D’où une suite spectrale
(la suite spectrale de Vassiliev) de terme E2 (parfois) assez bien compris et d’aboutissement la
(co)homologie de X.
Parmi les nombreuses applications que Vassiliev donne de sa méthode, on compte une démonstration
directe de l’équivalence d’homotopie stable
Fm(C)
st
≈ C(2m)/S2m
démontrée par F. Cohen et al.. Vassiliev montre plus généralement, que pour tout entier positif d, l’es-
pace Fdm(C) a le même type d’homotopie stable que le sous-espace de Polmd(C) des polynômes dont la
multiplicité des racines n’excède pas d.
Pour simplifier la lecture, nous nous concentrons juste sur le cas d = 1, laissant le lecteur adapter pour
un entier d quelconque.
Notation: On note Pm l’espace des couples de polynômes (A,B) où A est unitaire de degré m et B est
de degré 6 m− 1.
Comme indiqué précédemment, pour comprendre le type d’homotopie stable de l’espace Fm(C), il
suffit de comprendre celui de son dual de Spanier-Whitehead. Ici, l’espace Fm(C) est naturellement un
ouvert de Pm ≃ C
2m. Soit Σm le complémentaire de Fm(C) dans Pm, c’est-à-dire l’espace des couples de
polynômes (A,B) tels que A et B aient une racine en commun. D’après la Proposition D.1.9, on a une
dualité
D4m−1(Fm(C)) ≃ Σ̂m .
De même, l’espace C(2m)/S2m est un ouvert de Pol2m(C) ≃ C
2m. Soit ∆2m son complémentaire dans
Pol2m(C), c’est-à-dire l’espace des polynômes ayant au moins une racine multiple. On a également une
dualité
D4m−1
(
C
(2m)
/S2m
)
≃ ∆̂2m .
Les espaces Σm et ∆2m sont des exemples de discriminants. Ces espaces sont singuliers et nous illustrons
ci-après sur ces exemples comment Vassiliev résout leurs singularités.
a) Espace de barycentres formels
Il est commode d’introduire la notion d’espace de barycentres formels de points de C.
Notation: Pour tout entier positif k, on note ∆k le k-simplexe standard, c’est-à-dire le sous-espace de
[0, 1]k+1 formé des (k + 1)-uplets (t1, . . . , tk+1) satisfaisant la relation
k+1∑
1
ti = 1.
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Définition 5.1.1. Soit n un entier positif et X un espace topologique. L’espace Bn(X) des n-barycentres
formels de points de X est le coégalisateur des deux doubles flèches3 δ et δ′ définies ci-après. Soient
δ = (δ1, δ2) la double flèche suivante :
n∐
k=2
∆
k−2 ×
Sk−1
Xk
δ1
//
δ2 //
n∐
k=1
∆
k−1×
Sk
Xk
δ1 : [(t1, . . . , tk−1), (x1, . . . , xk)]
 // [(t1, . . . , tk−1, 0), (x1, . . . , xk)]
δ2 : [(t1, . . . , tk−1), (x1, . . . , xk)]
 // [(t1, . . . , tk−1), (x1, . . . , xk−1)]
,
et δ′ = (δ′1, δ
′
2) la double flèche suivante :
n∐
k=1
∆
k−1 ×
Sk−1
Xk−1
δ′1
//
δ′2 //
n∐
k=1
∆
k−1×
Sk
Xk
δ′1 : [(t1, . . . , tk), (x1, . . . , xk−1)]
 // [(t1, . . . , tk), (x1, . . . , xk−1, xk−1)]
δ′2 : [(t1, . . . , tk), (x1, . . . , xk−1)]
 // [(t1, . . . , tk−1 + tk), (x1, . . . , xk−1)]
.
Remarques 5.1.2.
1. Une application continue f : X −→ Y induit une application continue
Bn(f) : Bn(X) −→ Bn(Y )∑
tixi 7→
∑
tif(xi)
2. Si A est un sous-espace fermé de X, Bn(A) est un sous-espace fermé de Bn(X).
3. Tout élément de Bn(X) admet une unique écriture réduite, c’est-à-dire comme une somme θ =
k∑
i=1
tixi où tous les ti sont non nuls et où les xi sont deux à deux disjoints. L’entier k qui apparaˆıt
ci-dessus est noté k(θ).
Ceci induit une filtration croissante de l’espace Bn : pour tout entier 1 6 r 6 n, on note FrBn(X)
le sous-espace fermé constitué de l’ensemble des θ tels que k(θ) soit inférieur à r.
Pour tout r, on a un homéomorphisme FrBn(X) ≃ Br(X).
Dans la suite, c’est principalement l’espace Bn(C) qui apparaˆıt même si cet espace est contractile.
Remarque 5.1.3. Signalons que dans [KK] S. Kallel et R. Karoui ont étudié la topologie de l’espace des
barycentres formels de points dans X. Les auteurs décrivent le type d’homotopie (et le type d’homotopie
stable) de Bn(X) comme un foncteur simple du type d’homotopie de X.
b) Résolutions canoniques
Soit m un entier. On rappelle que Σm désigne l’espace des couples de polynômes (A,B) ∈ Pm tels que
A et B aient une racine en commun. Nous allons construire une résolution des singularités π1 : Σ˜m −→ Σm
telle que π1 soit propre et induise une équivalence d’homotopie (stable)
π̂1 :
̂˜
Σm
≈
−→ Σ̂m .
Soit Φ l’application
Φ : Σm × Bm(C) −→ Bm(C×C)
(A,B,
∑
tixi) 7→
∑
ti(A(xi), B(xi))
On pose alors
Σ˜m := Φ
−1({(0, 0)}) .
3Le coégalisateur de deux doubles flèches Y ⇉ X et Z ⇉ X est le coégalisateur de la double flèche évidente Y
‘
Z ⇉ X.
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Σ˜m est donc le sous-espace formé des couples ((A,B), θ) où θ est un barycentre formel de racines communes
à A et B, c’est-à-dire θ =
r∑
i=1
tiαi avec A(αi) = B(αi) = 0.
Soit π1 : Σ˜m −→ Σm la projection sur le premier facteur.
Proposition 5.1.4. L’application π1 est propre. Elle induit donc une application entre les compactifiés
d’Alexandroff
π̂1 :
̂˜
Σm −→ Σ̂m .
L’application π̂1 est une équivalence d’homotopie stable.
Démonstration — On renvoie le lecteur à [Vas95] ou à la démonstration ci-après de la Proposition 5.2.7
qui est plus générale. 
Remarque 5.1.5. Dans [Vas95] (Remark p.90), Vassiliev affirme que π̂ est même une équivalence d’ho-
motopie instable.
On construit de même une résolution des singularités π2 : ∆˜2m −→ ∆2m.
Soit Ψ l’application
Ψ : ∆2m × Bm(C) −→ Bm(C×C)
(A,
∑
tixi) 7→
∑
ti(A(xi), A
′(xi))
On pose alors
∆˜2m := Ψ
−1({(0, 0)}) .
∆˜2m est donc le sous-espace de ∆2m × Bm(C) formé des couples (A, θ) où θ est un barycentre formel en
des racines multiples de A. On note π2 : ∆˜2m −→ ∆2m la projection évidente.
On a de même la proposition suivante.
Proposition 5.1.6. L’application π2 est propre. Elle induit donc une application
π̂2 :
̂˜
∆2m −→ ∆̂2m .
L’application π̂2 induit une équivalence d’homotopie stable.
c) Filtration
Il est important d’observer que la filtration de Bm(C) induit une filtration des espaces
̂˜
Σm et
̂˜
∆2m.
Pour tout entier 1 6 r 6 m, on pose frΣ˜m := pr
−1
2 (FrBm) (resp. fr∆˜m := pr
−1
2 (FrBm)). On obtient
ainsi une filtration croissante de Σ˜m (resp. de ∆˜2m) par des fermés. Cette filtration induit à son tour une
filtration de
̂˜
Σm (resp. de
̂˜
∆2m) en posant Fr
̂˜
Σm :=
̂
frΣ˜m (resp. Fr
̂˜
∆2m :=
̂
fr∆˜2m).
Ces filtrations induisent des suites spectrales convergeant vers les cohomologies de
̂˜
Σm et de
̂˜
∆2m.
Leur page E1 se calcule à partir des cohomologies relatives H
∗(Fk
̂˜
Σm,Fk−1
̂˜
Σm) et H
∗(Fk
̂˜
∆2m,Fk−1
̂˜
∆2m).
On a le lemme de topologie générale.
Lemme 5.1.7. Soit F un fermé d’un espace topologique X. Alors l’application
X̂ −→ X̂ − F
x 7→
{
x si x 6∈ F̂ .
∞ sinon
se factorise en un homéomorphisme X̂/F̂
≃
−→ X̂ − F .
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Démonstration — On vérifie que l’application décrite est continue et se factorise bien par X̂/F̂ . C’est
alors une bijection continue d’un espace compact dans un espace séparé. 
Le lemme suivant est démontré dans un cadre plus général au Lemme 5.2.16.
Lemme 5.1.8. On des homéomorphismes :
fkΣ˜m − fk−1Σ˜m ≃
(
C
(k)×
Sk
◦
∆
k−1
)
×C2(m−k) ≃ fk∆˜2m − fk−1∆˜2m .
En particulier, d’après le lemme précédent, les suites spectrales convergeant vers H∗(̂˜Σm) et vers H∗( ̂˜∆2m)
ont des pages E1 isomorphes.
Vassiliev pousse l’argument jusqu’à montrer que toutes les pages des suites spectrales co¨ıncident.
L’argument est assez technique et nous ne le reproduisons pas. Une des raisons de la complexité de la
démonstration est que la flèche naturelle que l’on pourrait construire
f : Σ̂m −→ ∆̂m
(A,B) 7→ A ·B
n’induit pas une équivalence d’homotopie stable. Heuristiquement, l’application reliant ces deux espaces
va plutôt dans l’autre sens : pour tout polynôme A ∈ Pol2m(C) qui a des racines multiples, les polynômes
A et A′ ont une racine en commun. Le problème est que ceci ne respecte pas les degrés des polynômes.
La prouesse de l’argument de Vassiliev est d’arriver à corriger ce défaut.
5.2 Scindement stable
Le théorème suivant est le résultat principal du chapitre. Il constitue un indice en faveur de la Conjec-
ture 3.G.
Théorème 5.2.1. Soit Y une variété (complexe) pointée. ayant le type d’homotopie d’un CW-complexe
fini. Alors, l’espace topologique Rholm Y admet le scindement stable suivant :
Rholm Y
st
≈
m∨
i=1
DiY .
En particulier, pour toute variété algébrique quasi-projective lisse Y , on a le scindement stable
(RmY )(C)
st
≈
m∨
i=1
Di(Y (C)) .
On rappelle que l’on a défini pour toute variété Y et pour tout m des applications de stabilisation
(c.f. Définition 3.3.8) :
σm : R
hol
m−1Y −→ R
hol
m Y .
Pour montrer le Théorème 5.2.1, nous allons plus précisément montrer les deux points suivants :
– L’application σm admet une rétraction stable.
– La cofibre homotopique de σm a stablement le type d’homotopie de DmY.
Compte tenu de la forte connexité de DmY lorsque m est grand, on en déduit le corollaire suivant :
Corollaire 5.2.2. Soit ℓ un entier positif. Si Y est ℓ-connexe, l’application de stabilisation
σm : R
hol
m−1Y −→ R
hol
m Y
est (ℓm− 1)-connexe.
106 5. Scindements stables
a) Dualisation
Comme nous l’avons déjà signalé, une des idées principales de la démonstration du théorème est de
montrer plutôt le scindement stable du dual de Spanier-Whitehead de Rholm Y.
La remarque suivante conduit à une réduction commode.
Remarque 5.2.3. Le chapitre 4 a été consacré à montrer que le type d’homotopie (instable !) de l’es-
pace Rholm Y ne dépend que du type d’homotopie de Y. En particulier, quitte à plonger Y dans un espace
euclidien de grande dimension et à considérer un voisinage tubulaire ouvert, on peut supposer que Y est
un ouvert d’un espace euclidien. Dans ce cas, comme on l’a vu à la Proposition 3.3.4, Rholm Y est encore
un ouvert d’un espace euclidien. L’avantage de cette réduction est de simplifier les duaux de Spanier-
Whitehead (c.f. Proposition D.1.8).
Convention: Dans toute la suite du § 5.2, d est un entier fixé et l’on suppose que Y est un ouvert non
vide de Cd ayant le type d’homotopie d’un CW-complexe fini et tel que son complémentaire Z := Cd −Y
ait aussi le type d’homotopie d’un CW-complexe fini.
Notations: Soient
– Z le fermé complémentaire de Y dans Cd.
– Pm l’espace formé des couples (A,B) où A est un polynôme unitaire de degré m et B est un d-uplet
(B1, . . . , Bd) de polynômes de degrés 6 m− 1.
– Nm := m(d+ 1). L’espace Pm est donc par définition homéomorphe à C
Nm .
– e l’application
e : Pm −→ SP
m(Cd)(
A =
m∏
i=1
(X − αi), B
)
7→ [B(αi)]
Définition 5.2.4. On note Σm le fermé complémentaire de R
holY = e−1(SPmY) dans Pm.
De manière moins formelle, on a la description :
Σm :=
{
(A,B) ∈ Pm, il existe α ∈ C tel que l’on ait A(α) = 0 et B(α) ∈ Z
}
.
Fait 5.2.5. D’après le Corollaire D.1.9, nous avons les S-dualités suivantes :
D2dY ≃ ΣẐ et D2Nm−1
(
Rholm Y
)
≃ Σ̂m .
i) Résolution
En suivant l’approche de Vassiliev (c.f. § 5.1.b)), on définit une « résolution » π : Σ˜m −→ Σm comme
suit.
Définition 5.2.6. Soit
Φ : Σm × Bm(C) −→ Bm(C×C
d)
(A,B,
∑
tiαi) 7→
∑
ti(A(αi), B(αi))
L’espace Bm({0} × Z) est un fermé de Bm(C×Cd) et l’on pose
Σ˜m := Φ
−1(Bm({0} × Z)) .
Par définition, un point de Σ˜m est un triple (A,B, θ), avec (A,B) ∈ Σm et avec θ un barycentre formel
de racines de A en lesquelles B prend une valeur appartenant à Z.
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Proposition 5.2.7. La projection π : Σ˜m −→ Σm est propre.
De plus, l’application canonique induite
π̂ :
̂˜
Σm −→ Σ̂m
est une équivalence d’homologie.
Corollaire 5.2.8. Puisque les espaces ̂˜Σm et Σ̂m sont connexes par arcs (ce sont des compactifiés
d’Alexandroff d’espaces raisonnables), l’application Σπ̂ : Σ̂˜Σm −→ ΣΣ̂m est une équivalence d’homo-
topie.
Démonstration de la Proposition 5.2.7 — Montrons tout d’abord que l’application π est propre.
Soit K un compact de Σm et montrons que L := π
−1(K) est compact. Pour cela, on va montrer que tout
suite d’éléments de L admet une extraction convergente.
Soit (An, Bn, θn) une suite d’éléments de L. Puisque K est compact, la suite (An, Bn) admet une ex-
traction convergente. Pour alléger les notations, on peut supposer que (An, Bn) converge vers un élément
(A,B) ∈ K. On rappelle que l’on note k(θn) le nombre de racines distinctes de A apparaissant dans θn
avec un coefficient non nul. Pour tout n, on a 1 6 k(θn) 6 m. Il existe donc un entier 1 6 κ 6 m et une
extraction ψ telle que pour tout n, l’on ait k(θψ(n)) = κ. On fixe un tel κ et pour alléger les notations, on
peut supposer que ψ = id. On se fixe également une numérotation des racines de An, disons αi(n), telle
que les κ premières racines soient celles qui interviennent dans θn et telle que pour tout 1 6 i 6 k la suite
αi(n) soit convergente. (C’est possible car la suite An converge).
La donnée de l’élément θn =
k∑
i=1
ti(n)αi(n) est alors équivalente à la donnée de l’élément (t1(n), . . . , tk(n)) ∈
◦
∆
k−1. Par compacité de ∆k−1, la suite d’éléments de
◦
∆
k−1 ⊂∆k−1 admet une extraction ϕ convergente
dans ∆k−1. La suite θϕ(n) converge alors dans Bk(C). La sous-suite (Aϕ(n), Bϕ(n), θϕ(n)) est alors conver-
gente dans Σ˜m. Ceci montre que L est compact.
L’application induite π̂ est telle que la pré-image de tout point de Σm est un simplexe, donc en particu-
lier contractile. Il résulte alors du théorème de Vietoris-Begle que π̂ induit une équivalence d’homologie. 
Remarque 5.2.9. Il est probable que l’application π̂ soit même une équivalence d’homotopie instable (c.f.
Remarque 5.1.5). Ce serait un résultat plus fin et nous nous contentons d’une équivalence d’homotopie
stable.
ii) Filtration
La filtration de Bm induit comme précédemment des filtrations croissantes de Σ˜m et de
̂˜
Σm comme
suit.
Définition 5.2.10. Soit pr la projection de Σ˜m sur Bm. Pour tout entier 0 6 k 6 m, on pose :
fkΣ˜m := pr
−1(Bk(C)) .
Ceci définit une filtration croissante de Σ˜m
∅ = f0Σ˜m ⊂ · · · ⊂ fmΣ˜m = Σ˜m
par des sous-espaces fermés.
Les espaces
Fk
̂˜
Σm :=
̂
fkΣ˜m
forment alors une filtration croissante de
̂˜
Σm
{∞} = F0
̂˜
Σm ⊂ · · · ⊂ Fm
̂˜
Σm =
̂˜
Σm .
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Exemple 5.2.11. Par définition, F1
̂˜
Σm est le compactifié d’Alexandroff de l’ensemble des triplets (A,B, α)
avec (A,B) ∈ Pm et α ∈ C tels que l’on ait A(α) = 0 et B(α) ∈ Z.
Le lemme technique suivant permet de confondre dans la suite les sous-quotients et les sous-quotients
homotopiques de la filtration F•
̂˜
Σm.
Lemme 5.2.12. Les inclusions successives Fk
̂˜
Σm →֒ Fk+1
̂˜
Σm sont des cofibrations.
Esquisse de démonstration — On montre que Fk
̂˜
Σm est rétracte d’un voisinage dans Fk+1
̂˜
Σm (un
« NDR » dans la terminologie anglo-saxonne). Précisément, on montre que
– L’inclusion Bk(C) →֒ Bk+1(C) est une cofibration.
– Une rétraction d’un voisinage de Bk(C) dans Bk+1(C) se relève en une rétraction d’un voisinage de
Fk
̂˜
Σm dans Fk+1
̂˜
Σm. 
iii) Enoncé dual
Le Théorème 5.2.1 est conséquence de l’énoncé dual suivant. C’est cet énoncé que nous allons montrer.
Théorème 5.2.13. La filtration de l’espace ̂˜Σm se scinde stablement : on a une équivalence d’homotopie
stable (après une suspension) ̂˜
Σm
st
≈
m∨
i=1
Fi
̂˜
Σm/Fi−1
̂˜
Σm
.
En outre, pour tout entier 1 6 i 6 m, on a une (2Nm − 1)-dualité
D2Nm−1
(
Fi
̂˜
Σm/Fi−1
̂˜
Σm
)
≃ DiY .
Remarques 5.2.14.
1. Bien que le scindement stable de
̂˜
Σm soit obtenu après une seule suspension, l’utilisation de la
dualité de Spanier-Whitehead fait perdre le contrôle sur le nombre de suspensions nécessaires pour
scinder Rholm Y. Par l’approche « à la Dold »suggérée au § 3.4.b) on montrerait qu’il faut au plus 2m
suspensions.
2. L’énoncé du Théorème 5.2.13 est moins bancal que celui du Théorème 5.2.1 : le compactifié d’Alexan-
droff d’un espace topologique est naturellement muni d’un point de base.
Le reste du § 5.2 est dévolu à démontrer le Théorème 5.2.13.
b) Scindement de ̂˜Σm
Dans tout ce paragraphe, m est un entier positif fixé. Pour alléger les notations, on pose
Fi := Fi
̂˜
Σm et fi := fiΣ˜m .
Le théorème 5.2.13 se reformule en les propositions 5.2.18 et 5.2.15 suivantes.
Proposition 5.2.15. Pour tout entier 1 6 i 6 m, on a un homéomorphisme
Fi/Fi−1 ≃
(
Ĉ(i) ∧
◦̂
∆i−1 ∧ Ẑ∧i
)
/Si ∧ P̂m−i .
De plus, pour tout choix de point de base dans Y, on a une (2Ni − 1)-dualité
D2Ni−1
((
Ĉ(i) ∧
◦̂
∆i−1 ∧ Ẑ∧i
)
/Si
)
≃ C
(i)
+ ∧
Si
Y∧i .
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Démonstration — Soit 1 6 i 6 m un entier. D’après le lemme 5.1.7, on a un homéomorphisme
Fi/Fi−1 ≃
̂fi − fi−1 .
L’homéomorphisme annoncé est équivalent au lemme suivant :
Lemme 5.2.16. On a un homéomorphisme
fi − fi−1 ≃
(
C
(i) ×
◦
∆
i−1 × Zi
)
/Si × Pm−i .
Démonstration du Lemme 5.2.16 — L’espace fi − fi−1 est composé des triplets (A,B, θ) ∈ fi en
lesquels l’on a k(θ) = i. (La fonction k a été introduite à la Remarque 5.1.2 (3)).
Posons θ =
i∑
k=1
tkαk. Le polynôme A se factorise alors par
i∏
k=1
(X −αk). Posons de plus zk := B(αk) ∈ Z.
Le multi-polynôme B admet une unique écriture de la forme B = Λ([αk, zk]) +B1
i∏
k=1
(X − αk), où :
– Λ([αk, zk]) désigne le polynôme interpolateur de Lagrange (de degré 6 i) prenant en chaque αi la
valeur zi.
– B1 est un multi-polynôme de degré < m− i.
L’application(
C
(i) ×
◦
∆
i−1 × Zi
)
/Si × Pm−i −→ fi − fi−1
([αk, tk, zk], (A1, B1)) 7→
(
A1
i∏
k=1
(X − αk),Λ([αk, zk]) +B1
i∏
k=1
(X − αk),
i∑
k=1
tkαk
)
est donc un homéomorphisme. 
Ceci montre l’homéomorphisme annoncé4 :
Fi/Fi−1 ≃
(
Ĉ(i) ∧
◦̂
∆i−1 ∧ Ẑ∧i
)
/Si ∧ P̂m−i .
Passons au calcul de dualité.
On rappelle que Πi désigne la représentation de permutations de Si sur R
i. Via l’homéomorphisme
Si-équivariant classique :
R×
◦
∆
i−1 ≃ Πi ,
le calcul se ramène à celui du 2Ni-dual de Ĉ(i)∧
Si
(
ΣẐ
)∧i
.
L’action de Si sur Ĉ(i) ∧
(
ΣẐ
)∧i
est libre en dehors du point de base. La Proposition D.3.2 s’applique
(pour N = G = Si) et donne
D2Ni
(
C
(i)∧
Si
(ΣẐ)∧i
)
≃ D
Si
Π
⊕2(d+1)
i
(
C
(i) ∧ (ΣZ)∧i
)
/Si .
La dualité annoncée résulte de la conjonction des deux dualités suivantes :
– D’une part
DSi
Π⊕2di
(
(ΣẐ)∧i
)
≃ Y∧i .
Cette dualité est conséquence du Lemme D.3.3.
4Lorsqu’un groupe fini G opère sur des espaces E et F , on a un homéomorphisme canonique Ê×
G
F ≃ bE∧
G
bF .
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– D’autre part
DΠ⊕2i
(Ĉ(i)) ≃ C
(i)
+
Cette dualité se déduit du Corollaire D.2.14 de la dualité d’Atiyah appliqué à la variété M = C(i).
(Cette variété est bien parallélisable puisque c’est un ouvert de Ci.)

Remarque 5.2.17. Il est important d’observer la compatibilité entre les filtrations F•
̂˜
Σm pour différentes
valeurs de m. Pour tout entier 1 6 i 6 m− 1, on a un homéomorphisme
Fi
̂˜
Σm/Fi−1
̂˜
Σm
≃ Ĉd+1 ∧
(
Fi
̂˜
Σm−1/Fi−1
̂˜
Σm−1
)
.
L’apparition ci-dessus de la suspension Ĉd+1 est tout à fait naturelle. Elle compense le décalage entre les
indices des dualités : Rholm Y est un Nm-dual de
̂˜
Σm tandis que R
hol
m−1Y est un Nm−1-dual de
̂˜
Σm−1.
Proposition 5.2.18. Pour tout entier 1 6 i 6 m, on a une équivalence d’homotopie stable
̂˜
Σm
st
≈
(
i∨
k=1
Fk
̂˜
Σm/Fk−1
̂˜
Σm
)
∨
̂˜
Σm/Fi
̂˜
Σm
.
Cette équivalence d’homotopie peut même être obtenue après une seule suspension.
Pour i = m, on a le scindement stable du Théorème 5.2.1.
La démonstration se base sur l’existence des applications (instables) suivantes.
Lemme 5.2.19. Pour tout entier positif m, il existe une application (instable)
ρm :
̂˜
Σm −→ Ĉd+1 ∧
̂˜
Σm−1
respectant les filtrations, c’est-à-dire telle que l’on ait pour tout 0 6 k 6 m,
ρm
(
Fk
̂˜
Σm
)
⊂ Ĉd+1 ∧ Fk
̂˜
Σm−1 .
De plus, pour tout entier 1 6 k 6 m− 1 l’application induite entre les sous-quotients
Fk
̂˜
Σm/Fk−1
̂˜
Σm
−→ Ĉd+1 ∧
(
Fk
̂˜
Σm−1/Fk−1
̂˜
Σm−1
)
≃ Fk
̂˜
Σm/Fk−1
̂˜
Σm
est une équivalence d’homotopie.
Admettons provisoirement ce lemme et démontrons la Proposition 5.2.18.
Démonstration de la Proposition 5.2.18 — Pour tout entier 1 6 i 6 m, la contemplation du
diagramme commutatif suivant :
̂˜
Σm/Fi ̂˜Σm ρm // Ĉd+1 ∧
(̂˜
Σm−1/Fi ̂˜Σm−1
)
1∧ρm−1// . . .
1∧ρi+2//
(
Ĉd+1
)∧(m−i−1)
∧
(̂˜
Σi+1/Fi ̂˜Σi+1
)
≃ // Fi+1
̂˜
Σm/Fi ̂˜Σm
Fi+1
̂˜
Σm/Fi ̂˜Σm
?
OO
≈ // Ĉd+1 ∧
(
Fi+1
̂˜
Σm/Fi ̂˜Σm
)?
OO
≈ // . . . ≈ //
(
Ĉd+1
)∧(m−i−1)
∧
(̂˜
Σi+1/Fi ̂˜Σi+1
)=
OO
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montre que la cofibration Fi+1
̂˜
Σm/Fi
̂˜
Σm
→֒
̂˜
Σm/Fi
̂˜
Σm
admet une rétraction stable (après une suspen-
sion). Ceci fournit le scindement stable (après une suspension) suivant :
̂˜
Σm/Fi
̂˜
Σm
st
≈
(
Fi+1
̂˜
Σm/Fi
̂˜
Σm
)
∨
(̂˜
Σm/Fi+1
̂˜
Σm
)
.
Le scindement stable de l’énoncé s’en déduit par récurrence. 
c) L’application ρm
Nous construisons ici l’application ρm telle que décrite dans le Lemme 5.2.19.
On insiste tout d’abord sur le fait bien connu suivant (contenu implicitement dans le Lemme 5.1.7) :
Fait 5.2.20. Soient E un espace topologique et O un ouvert de E. Alors l’inclusion O →֒ E induit une
application canonique entre les compactifiés d’Alexandroff
Ê −→ Ô .
Si de plus E est supposé filtré par des sous-espaces fermés Ei, les espaces Êi forment une filtration de
Ê. L’espace Ô est de même filtré par les espaces Ô ∩ Ei et l’application précédente Ê −→ Ô respecte ces
filtrations.
Notations:
– Soit P
|A|<1
m (resp. Σ˜
|A|<1
m , resp. R
|A|<1
m Y) le sous-espace ouvert de Pm (resp. de Σ˜m, resp. de R
hol
m Y)
formé des couples (A,B) (resp. des triplets (A,B, t), resp. des couples (A,B)) tels que le polynôme
A ait toutes ses racines de module < 1.
– Soit D = D(0, 1) le disque unité ouvert du plan complexe.
– Soient y0 ∈ Y le point base de Y et By0 = B(y0, ε) une boule ouverte de C
d contenue dans Y . (On
rappelle que Y est supposé ouvert dans Cd.)
– Soient (A1, B1) ∈ Pm1 et (A2, B2) ∈ Pm2 tels que les polynômes A1 et A2 soient premiers entre eux.
On note alors χA1,A2(B1, B2) le multi-polynôme B de degré < m1 +m2 donné par l’isomorphisme
chinois tel que l’on ait B ≡ B1 (mod A1) et B ≡ B2 (mod A2).
En toute racine α de Aj (j = 1 ou 2), on a B(α) = Bj(α). Par conséquent, si l’on a de plus
(Aj , Bj) ∈ Σj pour j = 1 et j = 2, alors
(
A1A2, χA1,A2(B1B2)
)
∈ Σm1+m2 .
Proposition-définition 5.2.21. L’application
im : D× By0 × Σ˜
|A|<1
m−1 −→ Σ˜m(
α, β, (A,B, θ)
)
7→
(
(X − (3 + α))A , χX−(3+α),A(β , B) , θ
)
réalise un homéomorphisme de D× By0 × Σ˜
|A|<1
m−1 sur un ouvert de Σ˜m.
Soit alors ρm l’application canonique induite entre les compactifiés d’Alexandroff :
ρm :
̂˜
Σm −→ D̂ ∧ B̂y0 ∧
̂˜
Σ
|A|<1
m−1 ≃ Ĉ
d+1 ∧
̂˜
Σm−1 .
Par construction, l’application ρm respecte les filtrations. De plus, elle induit une équivalence d’homotopie
entre les sous-quotients Fi
̂˜
Σm/Fi−1
̂˜
Σm
et Ĉd+1 ∧
(
Fi
̂˜
Σm−1/Fi−1
̂˜
Σm−1
)
.
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Démonstration — Par construction, l’image I de l’application im est l’ouvert de Σ˜m formé des triplets
(a1, B1, θ1) tels que a1 ait m− 1 racines de module < 1 et une racine proche de 3 en laquelle B1 prenne
une valeur proche de y0. L’application im est bien un homéomorphisme puisque l’on a fm−1Σ˜m ∩ I = I.
Montrons que pour tout entier i 6 m l’application ρm induit des équivalences d’homotopie entre les sous-
quotients Fi
̂˜
Σm/Fi−1
̂˜
Σm
et Ĉd+1 ∧
(
Fi
̂˜
Σm−1/Fi−1
̂˜
Σm−1
)
.
Via les isomorphismes de la Proposition 5.2.15, l’application entre les sous-quotients s’identifie à l’appli-
cation (
Ĉ(i) ∧
◦̂
∆i−1 ∧ Ẑ∧i
)
/Si ∧ P̂m−i −→
(
D̂(i) ∧
◦̂
∆i−1 ∧ Ẑ∧i
)
/Si ∧
(
D̂ ∧ B̂y0 ∧
̂
P
|A|<1
m−i−1
)
induite par les applications canoniques :
– Ĉ(i)
≈
−→ D̂(i) induite par l’inclusion de l’ouvert D(i) →֒ C(i). C’est une équivalence d’homotopie : un
inverse est par exemple l’application D̂(i) −→ Ĉ(i) induite par l’homéomorphisme D(i) ≃ C(i). Une
homotopie entre les composées et l’identité s’obtient en faisant varier le rayon de D entre 1 et ∞.
– P̂m−i
≈
−→ D̂ ∧ B̂y0 ∧
̂
P
|A|<1
m−i−1 induite par l’application
D× By0 × P
|A|<1
m−1 −→ Pm
(α, β)(A,B) 7→
(
(X − (3 + α))A, χ(X−(3+α),A)(β,B)
)
qui réalise un homéomorphisme sur son image.
L’application entre les compactifiés d’Alexandroff est une équivalence d’homotopie : il s’agit d’une
application de degré 1 entre des sphères. 
On rappelle que l’on a introduit une application de stabilisation σm : R
hol
m−1Y →֒ R
hol
m Y à la Défini-
tion 3.3.8).
Proposition 5.2.22. L’application ρm est S-duale de l’application de stabilisation
σm : R
hol
m−1Y →֒ R
hol
m Y .
Démonstration — L’application de stabilisation s’identifie à homotopie près à l’inclusion5 σm : D ×
By0 × R
|A|<1
m−1 Y →֒ RmY . Il s’agit de l’inclusion d’un ouvert dans un autre ouvert de l’espace euclidien
Pm. Son application S-duale est donnée par l’inclusion inverse des complémentaires, disons i : Σ̂m →֒
P̂m −D× By0 ×R
|A|<1
m−1 .
L’espace P̂m −D×By0 ×R
|A|<1
m−1 est réunion de D×By0 ×Σ
|A|<1
m−1 et du fermé P̂m −D×By0 ×P
|A|<1
m−1 qui
est contractile (comme complémentaire de la boule D × By0 × P
|A|<1
m−1 dans la sphère P̂m). L’application
de passage au quotient
κ : P̂m −D× By0 × P
|A|<1
m−1 −→
(
P̂m −D× By0 ×R
|A|<1
m−1
)
/
(
P̂m −D× By0 × P
|A|<1
m−1
)
≃ D̂ ∧ B̂y0 ∧ Σ̂m−1
est donc une équivalence d’homotopie.
La commutativité du diagramme suivant assure que ρm est bien S-duale de σm :
Σ̂m
=

i // P̂m −D× By0 ×R
|A|<1
m−1
κ≈

Σ̂m
ρm // D̂ ∧ B̂y0 ∧ Σ̂m−1
.

5Pour alléger les notations, on identifie un espace à son image par un plongement.
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Remarque 5.2.23. On dispose également d’une application instable
jm : Ĉd+1 ∧
̂˜
Σm−1 −→
̂˜
Σm
((α, β), (A,B, t)) 7→ ((X − α)A,B + βA, t)
respectant les filtrations. Attention : la composée ρm ◦ jm n’est pas une équivalence d’homotopie.
5.3 Variantes
Nous donnons ici quelques applications de la méthode utilisée au § 5.2.
Soit E un espace pointé. Dans ce paragraphe, il convient de différencier les sous-quotients des modèles
de May-Milgram pour les espaces ΩΣE et Ω2Σ2E. On note
Di,1(E) := R
(i)
+ ∧
Si
X∧i et Di,2(E) := C
(i)
+ ∧
Si
X∧i .
La relation d’ordre sur R fournit une équivalence d’homotopie : Di,1(E) ≈ E
∧i.
a) Espace des points réels
Un bon indice que le scindement du Théorème 5.2.1 est de nature algébrique (c.f. Conjecture 3.G) est
qu’il est Z/2-équivariant lorsque Y est définie sur R.
Théorème 5.3.1. Soit Y une sous-variété complexe de Cd, stable sous l’action de Z/2 par conjugaison
et pointée en un point y0 réel (fixe). Alors, le Z/2-espace topologique Rholm Y admet le scindement stable
suivant :
Rholm Y
st
≈
m∨
i=1
Di,2Y .
En particulier, pour toute variété algébrique quasi-projective Y définie sur R, on a le scindement stable
de Z/2-espaces
(RmY )(R)
st
≈
m∨
i=1
(Di,2(Y (C)))
Z/2 .
Démonstration — On vérifie que les arguments utilisés dans la démonstration du Théorème 5.2.1 sont
Z/2-équivariants. 
Remarque 5.3.2. Soit E un Z/2-espace. Pour tout entier i, on a un homéomorphisme
(Di,2E)
Z/2 ≃
∨
2c+r=i
(Dc,2E) ∨Dr,1
(
E
Z/2
)
.
En particulier, pour toute variété algébrique Y et pour tout entier i, on a un homéomorphisme(
Di,2Y (C)
)Z/2 ≃ ∨
2c+r=i
(Dc,2Y (C)) ∨Dr,1(Y (R)) .
Ce scindement stable est en accord avec l’équivalence d’homotopie (c.f. [Xic06])
map∗(P
1(C),P1(C) ∧ Y (C))
Z/2 ≈ Ω2Σ2(Y (C))× ΩΣ (Y (R))
et appuie la thèse que RmY tend à approximer Ω
P1
Σ
P1Y lorsque m −→∞.
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b) Autres espaces polynomiaux
On esquisse ici une variante du Théorème 5.2.1 pour la géométrie algébrique réelle inspirée par les
articles [GKY99, KY00, Kam05]. Pour tout espace semi-algébrique Y, on définirait un espace semi-
algébrique R′mY. Cet espace a vocation à approximer Ω
(
P
1 ∧ Y
)
.
Remarque 5.3.3. Attention : si Y est une variété algébrique définie sur R, les espaces (RmY )(R) et
R′m(Y (R)) ont en général des topologies bien différentes.
Pour simplifier, nous nous limitons au cas où Y est un ouvert de Cd.
Convention: Dans la suite du § 5.3.b), d est un entier strictement positif, (Y, y0) un ouvert non
vide pointé de Rd ayant le type d’homotopie d’un CW-complexe fini et tel que l’espace complémentaire
Z := Rd − Y ait aussi le type d’homotopie d’un CW-complexe fini.
Définition 5.3.4. Pour tout entier positif m, soit R′mY le sous-espace ouvert de Pm décrit par
R′mY :=
{
(A,B) ∈ Pm, (α ∈ R et A(α) = 0) =⇒ (B(α) ∈ Y)
}
.
Soit également Σ′m le sous-espace complémentaire de R
′
mY dans Pm :
Σ′m :=
{
(A,B) ∈ Pm, ∃ α ∈ R, A(α) = 0 et B(α) ∈ Z
}
.
On a alors le théorème suivant :
Théorème 5.3.5. Pour tout entier positif m, l’espace R′mY admet le scindement stable suivant :
R′mY
st
≈
m∨
i=1
Di,1 (ΣY) ≈
m∨
i=1
(ΣY)∧i .
Il s’agit même d’un scindement stable au sens des Z/2-espaces lorsque l’on munit la suspension de l’action
de la conjugaison complexe sur S1.
Le corollaire suivant est à rapprocher des résultats de [Kam05].
Corollaire 5.3.6. En particulier, l’espace des points fixes admet le scindement stable :(
R′mY
)Z/2 st≈ m∨
i=1
Di,1
(
Y
Z/2
)
≈
m∨
i=1
(
Y
Z/2
)∧i
.
Démonstration du Théorème 5.3.5 — La démonstration est analogue à celle du Théorème 5.2.1.
On montre plutôt le scindement stable du dual de Spanier-Whitehead Σ̂′m.
Pour cela, soit Σ˜′m le sous-espace de Σ
′
m×Bm(C) formé des triplets (A,B, t) où t est un barycentre formel
de racines réelles de A en lesquelles B prend une valeur dans Z.
L’application de projection π′Σ˜′m −→ Σ
′
m est propre et induit une équivalence d’homotopie (après une
suspension).
La filtration de Bm(C) induit une filtration de
̂˜
Σ
′
m qui se scinde après une suspension. Le dual du ième
sous-quotient de cette filtration est exactement dual de l’espace Di,1Y. 
Remarque 5.3.7. Le scindement stable du Théorème 5.3.5 est en accord avec le scindement stable
Z/2-équivariant
Ω(P1(C) ∧ Y)
st
≈
∞∨
i=1
(ΣY)∧i .
On définirait une application ι′m : R
′
mY −→ Ω(P
1(C) ∧ Y) comme au § 3.4.a) et l’on conjecturerait que
cette application est fortement Z/2-connexe lorsque Y l’est.
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c) Remarques
La technique de scindement stable mise en œuvre dans les paragraphes précédents a un cadre d’applica-
tion plus vaste que celui des espaces d’Atiyah-Hitchin. Elle conduit souvent à de nouvelles démonstrations
(assez simples) de scindements stables déjà connu.
Par exemple, on retrouve très naturellement le scindement stable des espaces classifiants des groupes
des tresses. De plus, en reprenant les notations du § 5.1, il est amusant de constater que la proposition
suivante est une conséquence immédiate de l’égalité F2m
̂˜
∆2m+1 =
̂˜
∆2m+1.
Proposition 5.3.8. L’application de stabilisation
C
(2m)
/S2m −→
C
(2m+1)
/S2m+1
est une équivalence d’homotopie stable.
L’auteur croit que cette méthode s’applique à l’étude du type d’homotopie stable des espaces de nœuds.
En particulier, elle pourrait permettre de montrer le scindement stable de l’espace des plongements de
S1 dans Rn pour n > 4 conjecturé par Vassiliev (c.f. [Vas99] § 5.1). Il faudrait pour cela comprendre
comment Vassiliev parvient à utiliser la dualité de Spanier-Whitehead sur des espaces de dimension infinie.
Ceci est l’objet d’un futur travail.
Annexe A
Inégalité d’Hermite
Soit K un corps de caractéristique différente de 2. Le but de cette annexe est de donner une démonstration
élémentaire de la Proposition 1.2.10 n’utilisant que des notions de base d’algèbre linéaire et l’inégalité
de Hermite pour les formes bilinéaires sur l’anneau K[T ]. En fait, nous allons montrer que que tout
« chemin algébrique » de matrices symétriques non dégénérées surK est obtenu en conjuguant une matrice
symétrique constante par un « chemin algébrique » de matrices spéciales linéaires. Précisément on a la
proposition suivante.
Proposition A.0.9. Soit n un entier positif et S(T ) une matrice symétrique n×nà coefficients polyno-
miaux dans K[T ] et non dégénérée, c’est-à-dire telle que de´t (S(T )) ∈ K[T ]× = K× . (Autrement
dit, S(T ) est un K[T ]-point du schéma Sn des matrices symétriques non dégénérées). Alors, il existe une
matrice symétrique constante S0 ∈ Sn(K) et une matrice P (T ) ∈ SLn(K[T ]) telle que l’on ait l’identité
S(T ) = tP (T )S0P (T ) .
L’approche développée dans cette annexe est plus ou moins contenue dans [Oja90].
A.1 Inégalité d’Hermite
Rappelons tout d’abord ce qu’est l’inégalité de Hermite dans sa forme la plus classique, c’est-à-dire
pour les formes bilinéaires symétriques entières.
Théorème A.1.1 (Inégalité de Hermite). Soient n un entier positif, L un Z-module libre de rang n et
b : L× L −→ R une forme bilinéaire symétrique (éventuellement dégénérée).
Posons
µ(b) := min
x∈ L−{0}
|b(x, x)| .
Alors, on a l’inégalité suivante :
µ(b) 6
(
4
3
)n−1
2
|D(b)|
1
n ,
la notation D(b) désignant le discriminant1 de la forme b.
L’existence d’une inégalité de Hermite telle qu’énoncée ci-dessus est intimement liée au fait que tout
nombre réel est à distance au plus 12 d’un entier.
Voici le bon cadre algébrique de généralisation.
1C’est-à-dire le déterminant de la matrice de Gram [b(ei, ej)] pour toute base (ei) de L.
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Définition A.1.2. Soit k un corps. Une valeur absolue sur k est une application
k −→ R
x 7→ |x|
satisfaisant aux conditions suivantes :
– ∀ x ∈ k, |x| > 0 ;
– |x| = 0 ⇐⇒ x = 0 ;
– ∀ x, y ∈ k, |xy| = |x||y| ;
– |x+ y| 6 |x|+ |y|.
On dit que la valeur absolue est non-archimédienne si l’on a de plus
∀ x, y ∈ k, |x+ y| 6 max(|x|, |y|) .
Proposition-définition A.1.3. Soit k un corps muni d’une valeur absolue. Un sous-anneau A ⊂ k est
dit de Hermite lorsqu’il satisfait aux conditions :
∀ a 6= 0, |a| > 1
∃ 0 < ρ < 1, ∀ x ∈ k, ∃ a ∈ A, |x− a| 6 ρ
On a alors les propriétés suivantes :
– Un sous-anneau de Hermite A est nécessairement principal.
– Un élément a de A est une unité si et seulement s’il vérifie |a| = 1.
Remarque A.1.4. Soit k un corps muni d’une valeur absolue, A un sous-anneau de Hermite de k, L un
A-module libre de rang n et b : L× L −→ K une forme A-bilinéaire symétrique.
Alors le réel |de´t [b(ei, ej)]| ne dépend pas du choix de la base (ei) de L choisie.
On l’appelle discriminant de b et on le note |D(b)|.
Théorème A.1.5 (Inégalité de Hermite généralisée). Soient k un corps muni d’une valeur absolue, A un
sous-anneau de Hermite de k, L un A-module libre de rang n et b : L× L −→ K une forme A-bilinéaire
symétrique.
Posons
µ(b) := min
x∈ L−{0}
b(x, x) .
On a alors l’inégalité de Hermite généralisée :
µ(b) 6
(
1
1− ρ2
)n−1
2
|D(b)|
1
n ,
ρ désignant la constante attachée à A.
Lorsque que l’on suppose la valeur absolue de k non archimédienne, l’inégalité précédente se précise en
µ(b) 6 |D(b)|
1
n .
Exemples A.1.6.
1. Pour k = R muni de sa valeur absolue usuelle. Le sous-anneau A = Z est de Hermite pour ρ = 12 .
On retrouve l’inégalité de Hermite du Théorème A.1.1.
2. Soit q > 1 un réel fixé. On muni le corps des fractions rationnelles K(T ) de la valeur absolue
suivante. On pose |0| = 0. Et pour toute fraction rationnelle f 6= 0, on écrit f = AB avec A et B des
polynômes non nuls de K[T ] et l’on pose
|f | := qdegA−degB .
Cette valeur absolue est non-archimédienne.
De plus, le sous-anneau A est de Hermite pour ρ = 1q . (Toute fraction rationnelle f s’écrit comme la
somme de son polynôme partie entière et d’une fraction rationnelle dont le numérateur est de degré
strictement inférieur à celui du dénominateur).
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A.2 Démonstration
La démonstration de la Proposition A.0.9 procède par récurrence sur l’entier n.
Le cas n = 1 est évident (la matrice est constante).
Soit S(T ) ∈ Sn(K[T ]) et soit b : K[T ]×K[T ] −→ K[T ] la forme bilinéaire symétrique associée.
On reprend les notation de l’Exemple A.1.6 (2). Puisque S(T ) est non-dégénérée, on a |D(b)| = 1. Donc
d’après l’inégalité de Hermite généralisée sur les corps non-archimédiens, on a
µ(b) 6 1 .
Puisque S est à coefficients polynomiaux, on a µ(b) ∈ N donc deux cas sont possibles.
– Soit µ(b) = 1. Ceci signifie qu’il existe x ∈ K[T ]n tel que l’on ait b(x, x) = λ ∈ K[T ]× = K×. La
matrice de Gram de b dans L = 〈x〉 ⊕ 〈x〉⊥, est donc de la forme
λ 0 . . . 0
0 ∗ . . . ∗
...
...
...
...
0 ∗ . . . ∗
 .
On applique l’hypothèse de récurrence à la restriction de b à 〈x〉⊥ pour conclure.
– Soit µ(b) = 0. Dans ce cas, il existe x ∈ K[T ]n tel que l’on ait b(x, x) = 0. On peut même supposer
x indivisible.
Puisque b est non-dégénérée, il existe y ∈ K[T ]n tel que l’on ait b(x, y) = 1. La restriction de b à
〈x, y〉 est non dégénérée : sa matrice de Gram est de la forme[
0 1
1 α
]
,
avec α ∈ K[T ].
D’autre part, lorsque l’on remplace y par y′ := y + λx pour λ ∈ K[T ], on change la valeur b(x, y)
en b(x, y′) = α + 2λ. Du fait que 2 est supposé inversible, on peut donc supposer α = 0. Et l’on
conclut alors en appliquant l’hypothèse de récurrence à la restriction de b à 〈x, y〉⊥. 
Annexe B
Opérades
Cette annexe présente succinctement la notion d’opérade. L’accent est mis sur l’exemple de l’opérade
des petits disques qui joue un rôle important dans notre mémoire.
B.1 Définition et exemples
Notations:
– On note Ensf la catégorie dont les objets sont les ensembles finis et dont les morphismes sont les
bijections.
– On note Fonct(Ensf ,Top) la catégorie des foncteurs de Ensf dans Top. Il s’agit d’une catégorie
mono¨ıdale (c.f. [Fre98], § 1.1.3).
Définition B.1.1. Une opérade topologiqueO est un mono¨ıde de la catégorie mono¨ıdale Fonct(Ensf ,Top).
De manière plus concrète, une opérade topologique est un foncteur de Ensf dans Top tel que :
– O(∅) = pt.
– pour toute surjection p : E ։ F , on a une application naturelle1
O(F )×
∏
f∈ F
O(p−1(f))
µp
−→ O(E) .
– Pour toutes surjections composées E
p
։ F
q
։ G d’ensembles finis, on ait la relation d’associativité
suivante :
O(G)×
∏
g∈ G
O
(
(q ◦ p)−1(g)
)
µq◦p // O(E)
O(G)×
∏
g∈ G
[
O(q−1(g))×
∏
h∈ q−1(g)
O(p−1(h))
]
µq //
Q
g∈ G
µ(q◦p)−1(g)։q−1(g)
OO
O(F )×
∏
f∈ F
O(p−1(f))
µp
OO
Un morphisme d’opérades topologiques est un morphisme de mono¨ıdes dans la catégorie Fonct(Ensf ,Top).
Exemples B.1.2. Soit D := D(0, 1) le disque unité ouvert de C.
1. Pour tout espace topologique X , l’opérade des endomorphismes de X, notée EX est le foncteur
Ensf −→ Top
E 7→ map∗(X
E , X)
Les morphismes de structure sont induits par la composition des morphismes.
1C’est-à-dire telle que pour tout diagramme commutatif
E
p // // F
E′
p′ // //
≃
F ′
≃ , on ait la relation de compatibilité évidente.
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2. L’opérade des petits disques est le foncteur P : Ensf −→ Top tel que pour tout ensemble fini (non
vide) E, P(E) soit l’ensemble des plongements E ×D →֒ D de la forme
(e, z) 7→ λez + τe
avec λe ∈ R
×
+ et τe ∈ D pour tout e dans E. Les morphismes de structure sont induits par la
composition des plongements.
Annexe C
Stratifications
Cet annexe présente très succinctement la théorie des stratifications. Un de nos objectifs principaux
est la théorie du contrôle, telle que développée par Mather dans [Mat70].
De bonnes références sur ce sujet sont entre autres :
– [Pfl01] et en particulier les paragraphes numérotés 1.2, 1.4, 3.1, 3.6, 3.7, 3.9 et 4.3.
– [GWdPL76], chapitres I et II.
Convention: Dans toute cette annexe, le terme variété signifie variété C∞ (riemannienne).
C.1 Définitions et exemples
Définition C.1.1. Soit X un espace topologique séparé. Une stratification (finie1) S de X est la donnée
d’un ensemble fini I et pour tout élément i de I d’une sous-variété Si de M (une strate) telle que :
– La famille (Si)i∈ I forme une partition de M .
– Pour tout couple (i, j) ∈ I2 tel que l’intersection Si ∩ Sj soit non vide, on aSi ⊂ Sj .
Remarques C.1.2.
– L’ensemble des strates I est naturellement muni d’un ordre partiel :
pour tout couple d’éléments (i, j) de I, on convient que Si  Sj si et seulement si l’on a l’inclusion
Si ⊂ Sj .
– On ne suppose pas les strates connexes a priori, mais en général on s’arrange pour qu’elles le soient.
Exemples C.1.3. Soit M une variété.
1. La stratification comportant pour seule strate l’espace M tout entier est qualifiée de stratification
triviale.
2. Soit N une sous-variété fermée de M . Les strates M −N et N forment une stratification de M . En
général, si l’on spécialise les énoncés qui suivent sur ce cas particulier, on retrouve un résultat de
topologie différentielle classique.
Les exemples les plus naturels de stratifications sont fournies par les ensembles algébriques.
Exemple C.1.4. Soit n > 1 un entier et V ⊂ Cn un ensemble algébrique, c’est-à-dire le lieu d’annulation
d’une famille finie de polynômes de C[X1, . . . , Xn]. L’ensemble des points singuliers de V est encore un
ensemble algébrique (éventuellement vide) que nous notons Sing(V ). L’espace V \ Sing(V ) est un ouvert
dense de V ; en particulier une sous-variété de Cn. On pose alors V0 = V et S0 = C
n \ V , puis on définit
par récurrence pour tout i > 0, Vi+1 = Sing(Vi) et Si+1 = Vi \ Vi+1 jusqu’à ce que l’on ait Vi = ∅.
Par construction, la famille des variétés (Si) forme une stratification de C
n que nous notons SV et que
1Parce que c’est le seul cas qui nous intéresse, toutes les stratifications sont supposées finies, c’est-à-dire telles que
l’ensemble des strates I soit fini. Les résultats de cette annexe s’adapteraient aux stratifications localement finies, c’est-à-dire
telle que tout point admet un voisinage ne rencontrant qu’un nombre fini des strates.
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nous appelons stratification associée à l’ensemble algébrique V .
On a bien suˆr pour tout entier i, Si ≻ Si+1.
Exemple C.1.5. Soit n > 1 un entier ; on rappelle que le discriminant d’un polynôme complexe P
unitaire de degré n de C[X] est par exemple défini par
discr(P ) = re´sn,n(P, P
′) .
L’espace Poln(C) des polynômes complexes unitaires de degré n est homéomorphe à C
n. Le sous-espace
∆n de Poln(C) constitué des polynômes ayant au moins une racine multiple est algébrique : c’est le
lieu d’annulation du discriminant. La stratification S∆n = S
pt de Poln(C) associée à cette hypersurface
algébrique joue un rôle majeur dans le chapitre 4 de ce mémoire. Ses strates sont décrites en détail au
paragraphe 4.1 a).
Exemple C.1.6 (foncteur cône). Pour tout espace topologique X, on note ΓX le cône de X, c’est-à-dire
la cofibre de l’inclusion {0} × X →֒ I × X. Une stratification S de X induit une stratification sur ΓX
admettant pour strates {0} et les espaces ]0, 1]× S pour toute strate S de S .
Proposition C.1.7. Soit (M,S ) une variété stratifiée.
1. Soit N une variété et f : N −→M une application transverse à S , c’est-à-dire transverse à toutes
les strates de S . Alors, la famille des sous-variétés f−1(S) ⊂ f−1(M) lorsque S parcourt l’ensemble
des strates de S forme une stratification de f−1(M), notée f−1(S ) et appelée stratification pré-
image de S par f .
2. En particulier, une sous-variété N ⊂M transverse à S est munie d’une stratification induite.
Nous avons également besoin de la notion de stratification équivariante.
Définition C.1.8. Soient G un groupe fini et M une G-variété. Une stratification G-équivariante de M
est la donnée d’une stratification S deM dans laquelle toutes les strates S de S sont des sous-G-variétés
de M .
C.2 Conditions de Whitney
Soit (M,S ) un espace stratifié. Lorsque l’espace totalM est une variété stratifiée — ce qui est souvent
le cas pour nous — H. Whitney a introduit dans [Whi65] des conditions de régularité sur la stratification
S assurant de bonnes propriétés locales. Nous rappelons ci-dessous ces conditions ainsi que quelques unes
de leurs conséquences.
Définition C.2.1. Soient (M,S ) une variété stratifiée et R  S deux strates de S .
1. On dit que S est Whitney (A)-régulière par rapport à R lorsque la condition suivante (dite condition
(A) de Whitney) est vérifiée :
(A)
Pour tout point r de R∩S et pour toute suite (si) d’éléments de S convergeant vers r telle
que la suite des espaces tangents TsiS converge
1 vers un espace T , alors on a TrR ⊂ T .
Lorsque cette condition est vérifiée pour tout couple de strates R  S, on dit que la stratification
S de M est (A)-régulière.
2. On dit que S est Whitney (B)-régulière par rapport à R lorsque la condition suivante (dite condition
(B) de Whitney) est vérifiée :
(B)
Pour tout point r de R ∩ S et pour toutes suites (ri) et (si) d’éléments de R et S toutes
deux convergeant vers r et telles que la suite des espaces tangents Tsi converge
1 vers un
espace T et que la suite des droites (xiyi) converge
1 vers une droite L alors on a L ⊂ T .
1La notion de convergence mentionnée est bien définie si l’on choisit une carte au voisinage de r. Il s’agit alors de
convergence dans un espace de grassmanniennes de Rm, m désignant la dimension de M . On constate que cette notion ne
dépend pas du choix de la carte, ce qui permet de lui donner un sens sur une variété quelconque.
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Lorsque cette condition est vérifiée pour tout couple de strates R  S, on dit que la stratification
S de M est (B)-régulière.
Lorsque ces deux conditions sont réalisées, on dit que la stratification est Whitney régulière ou encore que
la stratification est de Whitney.
Remarque C.2.2. La condition (B) implique la condition (A) : une stratification (B)-régulière est au-
tomatiquement de Whitney.
Exemple C.2.3.
1. Pour toute sous-variété N ⊂ M , la stratification M = N
∐
M − N de l’Exemple C.1.3 2 est de
Whitney.
2. H. Whitney a montré dans [Whi65] que toute variété algébrique admet une stratification canonique
qui est régulière.
La proposition suivante correspond à la Proposition 1.4 de [GWdPL76].
Proposition C.2.4.
1. L’image réciproque par une application transverse ( c.f. Proposition C.1.7 (1)) d’une stratification
de Whitney est une stratification de Whitney.
2. La stratification induite sur l’intersection de deux variétés stratifiées Whitney-régulières est de Whit-
ney
La régularité au sens de Whitney assure que la stratification n’est pas topologiquement monstrueuse.
En particulier, la proposition suivante, qui est une conséquence du premier lemme d’isotopie de Thom,
montre qu’une stratification de Whitney est toujours localement triviale.
Proposition C.2.5 ([Pfl01], Corollary 3.9.3). Soient (M,S ) une variété stratifiée de Whitney, S une
strate et x un point de S. Alors, il existe un voisinage ouvert U de x dans M et un voisinage ouvert V
de x dans S et un espace stratifié F tel que l’on ait un homéomorphisme stratifié
U = V × ΓF .
Ci-dessus, la notation Γ désigne le foncteur cône introduit dans l’Exemple C.1.6.
Remarque C.2.6. Noter que dans l’énoncé de la proposition précédente, il ne peut s’agir que de trivialité
topologique. En général, l’homéomorphisme précédent n’est pas un difféomorphisme comme le montre
l’exemple suivant.
Considérons la stratification de R2 associée à l’hypersurface algébrique C d’équation y2 = x3 (un cusp).
Cette stratification est de Whitney ; elle comporte les trois strates :
{0} , C − {0} et R2 − C .
Si l’on considère la stratification de S1 associée à la décomposition S1 = S0
∐
S1 − S0. Alors, pour
tout ε > 0, un homéomorphisme stratifié de B(0, ε) sur {0}×ΓS1. Cet homéomorphisme ne peut pas être
différentiable en 0.
Pour nous, l’intérêt de cette condition de trivialité topologique de la stratification est que l’on dispose
alors d’une bonne théorie de « voisinages tubulaires » d’une strate dans une strate adjacente.
C.3 Voisinages tubulaires
Dans ce paragraphe, nous nous concentrons sur la notion de voisinage tubulaire. Nous rappelons au a)
des résultats de topologie différentielle classique concernant les voisinages tubulaires d’une sous-variété.
Puis, au b), nous présentons les travaux de Mather qui permettent de donner une version équivariante et
stratifiée des résultats précédents.
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0
C
Fig. C.1 – Une stratification de Whitney est topologiquement localement triviale.
a) Cadre classique
Définition C.3.1. Soient M une variété (riemannienne) et S une sous-variété de M . Un voisinage tubu-
laire de S dans M est un triplet (ξ, ε, e) où
– ξ est un fibré vectoriel sur S.
On note E(ξ) l’espace total de ce fibré, pr la projection canonique E(ξ)
pr
−→ S et ρ : E(ξ) −→ R+
la norme riemannienne.
– ε : S −→ R+ − {0} est une fonction continue. (Pour tout point s de S, ε(s) est le rayon du tube en
s).
– e est un plongement du sous-espace
E(ξ)<ε := {x ∈ E(ξ), ρ(x) < ε(pr(x))} ⊂ E(ξ)
dans M tel que le diagramme suivant commute :
E(ξ)<ε 
 e //M
S
/
??
Q1
ccFFFFFFFFF
.
Remarque C.3.2. On identifie souvent abusivement un voisinage tubulaire avec le sous-espace T :=
e (E(ξ)<ε) de M. On note encore pr : T −→ S, ε : T −→ R+ − {0}, ρ : T −→ R+ le « transfert par e »
des applications pr, ε et ρ précédentes.
Définition C.3.3. On dit que le voisinage tubulaire (ξ′, ε′, e′) est une compression de (ξ, ε, e) lorsque
– On a ξ′ = ξ.
– Pour tout s de S, on a ε′(s) 6 ε(s).
– Le plongement e′ est la restriction de e au sous-espace E(ξ′)<ε
′
de E(ξ)<ε.
Proposition C.3.4. Soient M une variété et N une sous-variété de M . On construit grâce à l’application
exponentielle un voisinage tubulaire (ν, ε, e) de N dans M , ν désignant le fibré normal de N dans M .
Théorème C.3.5. Soient M une variété, S une sous-variété et T et T ′ deux voisinages tubulaires de S
dans M . Alors, il existe une isotopie2 de voisinages tubulaires entre T et (un voisinage tubulaire isomorphe
à) T ′ au-dessus de S.
Démonstration — Quitte à comprimer T , on peut supposer que l’on a T ⊂ T ′. On est alors ramené
au lemme suivant.
2C’est-à-dire une application H : T × I −→M telle que pour tout t ∈ I, Ht soit un voisinage tubulaire.
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Lemme C.3.6. Soient S une variété et ξ et ξ′ deux fibrés vectoriels de dimension d sur S. Soit également
f : E(ξ) −→ E(ξ′) un voisinage tubulaire de S (identifié à la section nulle de E(ξ′)) dans E(ξ′). Alors, il
existe une isotopie
F : E(ξ)× I −→ E(ξ′)
telle que F1 = f et F0 soit un isomorphisme de fibrés vectoriels.
Démonstration du lemme C.3.6 (c.f. [Lan02], Proposition 6.1) — On définit une isotopie Ft par
la formule suivante :
F : E(ξ)× I −→ E(ξ′)
(e, t) 7→ 1t f(te)
A priori, la formule précédente ne fait sens que lorsque t > 0 ; nous allons montrer qu’elle se prolonge en
t = 0 et qu’elle fournit une isotopie entre f et isomorphisme de fibrés vectoriels entre ξ et ξ′.
Etudions le comportement de la formule lorsque t −→ 0.
Le problème est local : on peut supposer que les fibrés ξ et ξ′ sont triviaux. Le plongement f : E(ξ) →֒
E(ξ′) se représente donc comme une application (σ, ν) : S × Rd −→ S × Rd où σ : S × Rd −→ S et
ν : S ×Rd −→ Rd. On a :
f(s, v) = (σ(s, v), ν(s, v)) ∀ s ∈ S, v ∈ Rd .
Dans ces coordonnées, on a F ((s, v), t) = (σ(s, tv), ν(s,tv)t ). Lorsque t tend vers 0, cette expression tend
vers (s, ∂ν∂y (s,0)
(v)). On pose donc F ((s, v), 0) := (s, ∂ν∂y (s,0)
(v)). Puisque f est un plongement, ∂ν∂y (s,0)
est
injective et F0 induit donc un isomorphisme de fibrés vectoriels entre ξ et ξ
′. 
Il est utile de noter que la démonstration du théorème C.3.5 conduit mutatis mutandis à la proposition
suivante :
Proposition C.3.7. Soient M une variété, S et Σ deux sous-variétés transverses le long de leur inter-
section Srestr. Soient également T un voisinage tubulaire de S dans M , T restr la restriction de T à Srestr
et TΣ un voisinage tubulaire de Srestr dans Σ. Alors, il existe une isotopie dans M entre T restr et TΣ
au-dessus de Srestr.
b) Théorie (équivariante) du contrôle
On présente ici la théorie du contrôle développée par Mather dans [Mat70] qui garantit qu’une variété
stratifiée de Whitney admet des systèmes de voisinages tubulaires satisfaisant certaines conditions de
régularité. Nous énonc¸ons également les variantes de cette théorie dans un cadre équivariant.
Définition C.3.8. Soit (M,S ) une variété stratifiée.
1. Un système T de voisinages tubulaires de S est la donnée pour chaque strate S de S d’un voisinage
tubulaire3 TS de S dans M .
2. On dit que T est contrôlé si les différents tubes vérifient les conditions de compatibilité suivantes
– pour toutes strates R et S de S , on a l’implication
(TR ∩ TS 6= ∅) =⇒ (R ≺ S ou R = S ou R ≻ S) .
– pour toute paire de strates R ≻ S de S , on a
x ∈ TR ∩ TS =⇒ prR(x) ∈ TS , (prS ◦ prR)(x) = prR(x) et ρS ◦ πR(x) = ρS(x) .
L’espace TR ∩ TS est alors la restriction du tube TR au sous-espace ouvert
4 TS ∩R de R.
3Chaque strate est une sous-variété de M et il s’agit d’un voisinage tubulaire au sens classique, c.f. Définition C.3.1.
4L’espace TS ∩R doit être considéré comme un voisinage tubulaire de S dans la strate R.
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3. Si (M,S ) admet un tel système contrôlé de voisinages tubulaires, on dit que (M,S ) est contrôlable.
Définition C.3.9. Soient (M,S ) et (M ′,S ′) deux variétés stratifiées contrôlées (c’est-à-dire munis
de systèmes contrôlés de voisinages tubulaires), alors une application stratifiée f : M −→ M ′ est dite
contrôlée si pour toute composante connexe S0 d’une strate S de S , il existe une strate RS0 de S
′ telle
que l’on ait :
– f(TS|S0) ⊂ TRS0 .
– pour tout x dans TS0 , (f ◦ prS)(x) = (prRS0
◦ f)(x)
– pour tout x dans TS0 , ρS(x) = (ρRS0 ◦ f)(x).
Exemple C.3.10.
1. SoitM une variété munie de sa stratification triviale (c.f. Exemple C.1.3 (1)). L’application T = idM
fournit un système contrôlé de voisinages tubulaires que nous qualifierons de trivial.
2. Si N ⊂ M est une sous-variété, tout voisinage tubulaire de N fournit un système de voisinages
tubulaires contrôlé.
A part les exemples triviaux ci-dessus, il n’est pas a priori évident que des systèmes de voisinages
tubulaires contrôlés existent. Le théorème suivant, qui est un cas particulier du théorème 3.6.9 de [Pfl01],
montrent leur existence.
Théorème C.3.11. Une variété stratifiée Whitney régulière est contrôlable.
Le théorème suivant est le Lemma 3.9.2 de [Pfl01].
Théorème C.3.12 (Premier lemme d’isotopie de Thom). Soient (M,S ) un espace contrôlé, N une
variété munie de son système de voisinages tubulaires contrôlé trivial. Alors, une submersion propre
contrôlée f :M −→ N est une fibration localement triviale.
Le lemme suivant est un résultat ad hoc utile pour notre analyse de stratifications au Chapitre 4.
Lemme C.3.13 (Lemme de restriction, c.f. Lemme 4.2.10).
1. Soient (M,S ) une variété stratifiée Whitney-régulière, S une strate de S et TS un voisinage tubu-
laire de S dans M . On suppose que S admet une sous-variété Srestr sur laquelle elle se rétracte par
déformation.
Alors, quitte à le comprimer, le tube TS se rétracte par déformation stratifiée sur sa restriction à
Srestr, notée T restrS .
En particulier, pour toute strate R  S, l’espace TR ∩ S se rétracte par déformation sur son sous-
espace T restrS ∩R.
2. Soient G un groupe fini, (M,S ) une G-variété stratifiée Whitney-régulière, S une G-strate et TS un
G-voisinage tubulaire de S dans M . On suppose que S admet une sous-G-variété Srestr sur laquelle
elle se rétracte par déformation G-équivariante. Alors, quitte à le comprimer, le tube TS se rétracte
par déformation G-équivariante stratifiée sur sa restriction à Srestr, notée T restrS .
En particulier, pour toute G-strate R  S, l’espace TR∩S se rétracte par déformation G-équivariante
sur son sous-G-espace T restrS ∩R.
Démonstration — Nous démontrons le point (1), le second étant une adaptation du premier.
Soient ρ : S −→ Srestr la rétraction par déformation de S sur Srestr et i : Srestr →֒ S l’inclusion. Par
définition, il existe une homotopie ρ˜ : S × I −→ S entre ρ˜0 = idS et ρ˜1 = i ◦ ρ. Soit alors T le produit
fibré de S × I et TS au dessus de S :
T //
p

TS
prR

S × I
eρ // S
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L’application T −→ TS est submersive et permet de relever la stratification de TS en une stratification
de Whitney de T . D’après le premier lemme d’isotopie de Thom (c.f. Théorème C.3.12), la projection
canonique p : T −→ S×I est une fibration localement triviale : pour tout x dans S×I, il existe un ouvert
U contenant x et un espace stratifié F tel que l’on ait un homéomorphisme d’espaces stratifiés
p−1(U) ≃ U × F .
Puisqu’une fibration localement triviale au dessus d’une base du type B = X × I est triviale, on a
un homéomorphisme d’espaces stratifiés ϕ : TS × I ≃ T . L’application composée TS
≃
−→ T|S×{1} =
ρ∗(T restrS ) −→ T
restr
S donne une rétraction par déformation de TS sur T
restr
S qui respecte la stratification.

Définition C.3.14. Soit (M,S ) une variété stratifiée.
1. Un champ de vecteurs stratifié V sur M est la donnée, pour chaque strate S de S , d’un champ de
vecteurs lisse VS sur S.
2. Un champ de vecteurs stratifié V sur M est dit contrôlé s’il existe un système contrôlé de voisinages
tubulaires de M tel que pour toute paire de strates R ≻ S l’on ait :
TprS ◦ VTS∩R = V ◦ (prS)|TS∩R et TρS ◦ V|TS∩R = 0 .
Remarque C.3.15. Noter en particulier qu’un champ de vecteurs stratifié (même contrôlé) n’induit pas
globalement de champ de vecteurs sur M : l’application sous-jacente M −→ TM n’est en général pas
continue.
Par contre, le flot associé à un champ de vecteurs stratifié et contrôlé est continu sur M .
Fig. C.2 – Le flot est continu.
La proposition suivante est démontrée dans les théorèmes 3.7.3 et 3.7.6 de [Pfl01].
Proposition C.3.16. Soient X un espace contrôlé, M une variété (munie de sa stratification triviale)
et f : X −→ M une submersion contrôlée. Alors, pour tout champ de vecteurs W : M −→ TM , il existe
un champ de vecteurs contrôlé V : X −→ TX satisfaisant la condition suivante :
Tf ◦ V =W ◦ f .
De plus, si f est propre, et si W est intégrable, alors V est aussi intégrable.
Définition C.3.17. Soient (X,S ) une variété stratifiée, M1 et M2 deux sous-variétés stratifiées de X
et ιi : Mi →֒ X les inclusions canoniques (i=1,2). Une isotopie stratifiée entre M1 et M2 dans X est une
application
F :M1 × I −→ X
vérifiant les conditions suivantes :
– Pour tout t ∈ [0, 1], l’application Ft = f|M1×{t} est un homéomorphisme stratifié de M1 sur son
image dans X.
– On a F0 = ι1.
– Il existe un homéomorphisme stratifié ϕ :M1 ≃M2 tel que l’on ait : F1 = ι2 ◦ ϕ.
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Lorsque X est muni d’une application vers une base B, on définit une notion analogue d’isotopie au dessus
de B.
Voici comment on peut énoncer l’unicité des voisinages tubulaires dans un contexte stratifié Whitney-
régulier.
Théorème C.3.18.
1. Soient (M,S ) une variété stratifiée Whitney-régulière, S une strate et T et T ′ deux voisinages
tubulaires de S dans M . Les images de T et T ′ héritent de structures de variétés stratifiées Whitney-
régulières. Alors, quitte à comprimer T et T ′, il existe une isotopie stratifiée entre T et T ′ au-dessus
de S.
En particulier, pour toute strate R  S, et pour tous voisinages tubulaires T et T ′ assez petits de S,
il existe un homéomorphisme f : T ∩R ≃ T ′ ∩R faisant commuter le diagramme suivant
T ∩R
f //
pr
""F
FF
FF
FF
FF
T ′ ∩R
pr′{{xx
xx
xx
xx
x
S
.
2. Soient G un groupe fini, (M,S ) une G-variété stratifiée Whitney-régulière, S une strate et T et
T ′ deux G-voisinages tubulaires de S dans M . Les images de T et T ′ héritent de structures de
G-variétés stratifiées Whitney régulières. Alors, quitte à comprimer T et T ′, il existe une isotopie
stratifiée G-équivariante entre T et T ′ au-dessus de S.
En particulier, pour toute strate R  S, et pour tous voisinages tubulaires T et T ′ assez petits de
S, il existe un homéomorphisme G-équivariant f : T ∩R ≃ T ′ ∩ R faisant commuter le diagramme
suivant
T ∩R
f //
pr
""F
FF
FF
FF
FF
T ′ ∩R
pr′{{xx
xx
xx
xx
x
S
.
Démonstration — Démontrons l’énoncé (1).
Comme dans la proposition C.3.5 (l’unicité classique des voisinages tubulaires), on peut, quitte à compri-
mer T , supposer que l’on a T ⊂ T ′.
Soit alors ι : T × I →֒ T ′ × I une isotopie entre T et T ′ donnée par la proposition C.3.5. A priori ι ne
respecte pas la stratification. L’application ι est un plongement ; l’image par ι∗ du champ de vecteurs
(0, ∂∂t) définit un champ de vecteurs, disons V , sur T
′ × I (quitte à prolonger hors de l’ouvert image de
ι). Par construction, V est intégrable et le flot associé « redresse » ι1(T ) sur ι0(T ).
Considérons l’espace T ′×
S
T ′ muni de ses deux projections pr1 et pr2 sur T
′. Cet espace T ′×
S
T ′ hérite de
la stratification pré-image donnée par la projection pr1 sur le premier facteur. Cette stratification est de
Whitney. Il y a une bijection entre l’ensemble des strates de T ′×
S
T ′ et celui de T ′ : un point (x1, x2) de
T ′×
S
T ′ est dans une strate R si et seulement si le point x1 ∈ T
′ est dans R .
La Proposition C.3.16 appliquée à la projection p2× id montre qu’il existe un champ de vecteurs stratifié,
contrôlé et intégrable W sur T ′×
S
T ′×I tel que (p2× id)∗(W ) = V ◦ (p2× id). Soit D ≃ T
′×I →֒ T ′×
S
T ′×I
le sous-espace « diagonal ». L’image par (p1× id)∗ de la restriction de W à D donne un champ de vecteurs
V˜ stratifié, contrôlé et intégrable sur T ′ × I. Par construction, pour tout point (x, t) de T ′ × I, on a
pr′∗(V (x, t)) = pr
′
∗(V˜ (x, t))
(pr′ désignant ici la projection canonique de T ′ sur S).
L’intégration de ce flot fournit une isotopie stratifiée entre T et (une compression de) T ′. 
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De même que dans le cas classique (c.f. Proposition C.3.7), la démonstration du théorème C.3.18
conduit mutatis mutandis à la proposition suivante :
Proposition C.3.19 (Lemme d’isotopie, c.f. Lemme 4.2.11).
1. Soient (M,S ) une variété stratifiée de Whitney, S une strate et Σ une sous-variété de M transverse
à S (c’est-à-dire transverse à toute les strates de S ). On note Srestr l’intersection S ∩ Σ. Soient
également T un voisinage tubulaire de S dansM , T restr la restriction de T à Srestr et TΣ un voisinage
tubulaire de Srestr dans Σ. Les espaces T restr et TΣ héritent de stratifications de Whitney et quitte
à comprimer T restr et TΣ, il existe une isotopie stratifiée entre T restr et TΣ au-dessus de Srestr.
2. Soient G un groupe fini, (M,S ) une G-variété stratifiée de Whitney, S une strate et Σ une sous-
G-variété de M transverse à S (c’est-à-dire transverse à toute les strates de S ). En particulier,
S induit une G-stratification de Σ encore Whitney-régulière.
On note Srestr l’intersection S∩Σ. Soient également T un G voisinage tubulaire de S dans M , T restr
la restriction de T à Srestr et TΣ un G-voisinage tubulaire de Srestr dans Σ. Les espaces T restr et
TΣ héritent de stratifications de Whitney et quitte à les comprimer, il existe une isotopie stratifiée
G-équivariante entre T restr et TΣ au-dessus de Srestr.
On en déduit l’unicité du diagramme de Cech associé à un système contrôlé de voisinages tubulaires
au sens suivant.
Corollaire C.3.20. Soient (M,S ) une variété stratifiée (finie) de Whitney et T et T ′ deux systèmes de
voisinages tubulaires contrôlés. Alors, quitte à comprimer les voisinages tubulaires, on a une équivalence
d’homotopie naturelle entre les diagrammes de Cech τ•(T ) et τ•(T ′).
Démonstration — Quitte à comprimer, on peut supposer que tous les tubes de T sont contenus dans
ceux de T ′. Nous allons montrer que l’inclusion canonique T →֒ T ′ induit une équivalence d’homotopie
naturelle entre les diagrammes de Cech.
On montre par récurrence sur k l’assertion suivante :
(A)k On a une isotopie dans la strate S1 entre S1 ∩ TS2 ∩ · · · ∩ TSk et S1 ∩ T
′
S2 ∩ · · · ∩ T
′
Sk
.
Cette assertion implique l’énoncé du Corollaire car TS1,...,Sk est la restriction de TS1 à S1 ∩TS2,...,Sk et que
par unicité des voisinages tubulaires, la restriction de TS1 à S1 ∩ T
′
S2,...,Sk
est isotope à la restriction de
TS′1 à S1 ∩ T
′
S2,...,Sk
.
La récurrence est basée sur une utilisation analogue du lemme d’unicité des voisinages tubulaires. 
Annexe D
Dualité de Spanier-Whitehead
Ce paragraphe présente succinctement les quelques points de dualité (équivariante) de Spanier-Whitehead
dont nous avons besoin pour prouver le scindement stable de l’espace des points complexes des schémas
d’Atiyah-Hitchin au Chapitre 5. Nous renvoyons le lecteur à [Spa59], [Ada74] et à [Ada84] pour des ex-
posés intuitifs mais parfois vagues et au chapitre III de [LMSM86] pour un traitement plus que complet,
mais d’abord plus difficile, de la théorie équivariante.
D.1 Cadre classique
Convention: Dans ce paragraphe, convenons qu’un espace noté X ou Y est pointé et a le type d’homo-
topie d’un CW-complexe fini.
a) Définition
Définition D.1.1. Soit n un entier. Une n-dualité de X est la donnée d’un espace topologique pointé Y
et d’une application stable
ε : X ∧ Y |−→ Sn
telle que, pour tout entier q ∈ Z, l’application canonique
ε∗ : {S
q, Y } −→ {Sq ∧X, Sn}
ϕ 7→ ε ◦ (1X ∧ ϕ)
soit un isomorphisme. On dit alors que Y est un n-dual de X et l’on note1 Y ≃ DnX.
Remarque D.1.2. Si Y est un n-dual de X, alors ΣY est un (n+ 1)-dual de X.
Lemme D.1.3. Soit ε : X ∧ Y |−→ Sn une n-dualité. Alors, pour tous CW-complexes finis Z et T ,
l’application canonique {T,Z ∧ Y } ε∗−→ {T ∧X,Z ∧ Sn} est une bijection.
Démonstration — On fait une récurrence sur le nombre de cellules de Z et T . 
On a la caractérisation suivante des n-dualités.
Lemme D.1.4. Une application stable ε : X ∧ Y |−→ Sn est une n-dualité si et seulement s’il existe une
application stable η : Sn |−→ X ∧ Y telle que les diagrammes suivants commutent :
Sn ∧X
η∧1X //
τ
''OO
OOO
OOO
OOO
X ∧ Y ∧X
1X∧ε◦τ

X ∧ Sn
et
Y ∧ Sn
1Y ∧η //
τ

Y ∧X ∧ Y
ε◦τ∧1Y

Sn ∧ Y
σ∧1Y
// Sn ∧ Y
.
1L’auteur est bien conscient que cette notation est abusive puisque Y n’est pas un foncteur en X. Il faudrait plutôt
considérer le spectre de suspension de Y et écrire Σ∞Y ≃ DnX (c.f. Proposition D.1.7). Pour alléger les notations, on omet
le symbole Σ∞.
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Ci-dessus, τ désigne une application d’échange de deux facteurs et σ : Sn −→ Sn l’application de signe,
induite par l’application Rn ∋ x 7→ −x ∈ Rn.
De plus, si η est comme ci-dessus, alors, pour tous CW-complexes finis Z et T , l’application canonique
η∗ : {T ∧X,Z} −→ {T, Y ∧ Z} est un inverse de l’application ε∗.
Démonstration — Soit ε une n-dualité. On définit η comme l’image inverse de la transposition
τ : Sn ∧ X −→ X ∧ Sn dans la bijection ε∗ : {S
n, X ∧ Y } −→ {Sn ∧ X,X ∧ Sn} du lemme D.1.3
pour Z = X et T = Sn. On vérifie alors la commutativité des deux diagrammes ci-dessus.
Réciproquement, si η fait commuter les deux diagrammes, l’application canonique η∗ : {Sq ∧X, Sn} −→
{Sq, Y } fournit un inverse à ε∗.
Pour plus de détails, on renvoie le lecteur au Théorème 1.6 et au Lemme 3.5 de [LMSM86]. 
Corollaire D.1.5.
– Si Y est un n-dual de X, alors X est un n-dual de Y .
– Si Y1 est un n-dual de X1 et Y2 est un n-dual de X2, alors Y1 ∨ Y2 est un n dual de X1 ∨X2.
– Si Y1 est un n1-dual de X1 et Y2 est un n2-dual de X2, alors Y1∧Y2 est un n1+n2 dual de X1∧X2.
Définition D.1.6. Soit X un CW-complexe fini. On note F (X) le dual fonctionnel de X dans la catégorie
des spectres ; F (X) est par définition le spectre formé des espaces (map∗(X, S
k))k et des applications
S1 ∧map∗(X, S
k) // map∗(X, S
k+1)
(t, f)  // (x 7→ (f(x), t))
.
Proposition D.1.7. Soit Y un n-dual de X. Alors on a une équivalence d’homotopie (faible) de spectres
Σ∞Y
≃
−→ ΣnF (X) .
En particulier, le type d’homotopie stable d’un n-dual de X ne dépend que du type d’homotopie (stable)
de X.
b) Détermination de duaux
La proposition suivante, due à Spanier et Whitehead, est importante et classique. Elle permet le calcul
du dual d’un sous-espace raisonnable d’un espace euclidien. La présentation que l’on donne est tirée de
[LMSM86], c.f. Théorème 4.2.
Proposition D.1.8. Soit X un sous-espace de Rn rétracte d’un voisinage ouvert (ENR, dans la termi-
nologie anglo-saxonne). Soit également A un sous-espace fermé de X tel que l’inclusion A →֒ X soit une
cofibration. Alors on a une n dualité entre les mapping cônes C(X,A) et C(Sn −A,Sn −X).
En particulier, pour X un CW-complexe fini non vide pointé plongé dans Rn+1 et A son point de base,
on a une n-dualité
Y := Sn+1 −X ≃ Dn(X) .
Corollaire D.1.9. Soient X un CW-complexe fini ouvert de l’espace euclidien Rn+1 et Z := Rn+1 −X
l’espace complémentaire. Alors on a une n-dualité
Ẑ ≃ DnX .
(On rappelle que la notation Ẑ désigne le compactifié d’Alexandroff de l’espace topologique Z).
Voici enfin le calcul du dual d’une variété. On y réfère souvent sous le nom de dualité d’Atiyah (c.f.
[Ati61]).
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Soit X une variété de dimension (réelle) d et ϕ un plongement de X dans Rn. On note th(νϕ) l’espace
de Thom du fibré normal de X dans Rn et Th(νϕ) le spectre Σ
d−n
Σ
∞th(νϕ). La normalisation est telle
que la classe de Thom dans la cohomologie de Th(νϕ) soit en degré 0.
Si m > n, on considère Rn comme le sous-espace de Rm via l’inclusion standard. Si ϕ est un plongement
dans Rn, on note ϕ×{0} le plongement dans Rm associé. On a alors un homéomorphisme Σm−nth(νϕ) ≃
th(νϕ×{0}). Soient ϕ et ψ deux plongements quelconques de X dans R
n. Si m est suffisamment grand, ϕ
et ψ sont isotopes dans Rm. Une telle isotopie induit une équivalence d’homotopie th(νϕ) ≈ th(νψ).
Ceci montre le spectre Th(νϕ) ne dépend que de X (et pas du plongement ϕ).
Définition D.1.10. Le spectre de la discussion précédente est appelé spectre de Thom de X et noté
Th(X).
Proposition D.1.11. Soit X une variété de dimension (réelle) d. Alors on a une d-dualité
Dd(X̂) ≃ Th(X) .
Corollaire D.1.12. Soit X une variété de dimension réelle d.
– Si X est compacte, on a une d-dualité
Dd(X+) ≃ Th(X) .
– Si X est stablement parallélisable, on a une d-dualité
Dd(X̂) ≃ X+ .
Démonstration du Corollaire D.1.12 — C’est un conséquence de l’homéomorphisme canonique
X̂ ≃ X+ lorsque X est compacte et de l’équivalence de spectres Th(X) ≃ Σ
∞(X+) lorsque X est stable-
ment parallélisée. 
Démonstration de la Proposition D.1.11 — Soient X une variété de dimension d et ϕ : X →֒
R
n+1 un plongement propre de X dans un espace euclidien. Puisque ϕ est propre, il se prolonge en une
application ϕ̂ : X̂ →֒ R̂n+1 ≃ Sn+1. Dans la suite, on omet de mentionner ϕ et l’on considère X comme
une sous-variété fermée de Rn+1. On considère également X̂ comme un sous-espace de Sn+1. Pour montrer
la proposition, on va montrer que l’on a une (n+ 1)-dualité
Dn+1(X̂) ≃ th(νX) .
D’après la Proposition D.1.8, on a une n-dualité
Dn(X̂) ≃ R
n+1 −X .
Soit C la cofibre homotopique de l’inclusion Y = Rn+1 −X →֒ Rn+1. Puisque Rn+1 est contractile, on a
une équivalence d’homotopie stable C
st
≈ ΣY (une suspension suffit).
D’autre part, soit T un voisinage tubulaire (ouvert) standard (c’est-à-dire donné par l’exponentielle de
la métrique euclidienne) de X dans Rn+1. L’inclusion Rn+1 − T →֒ Rn+1 −X est une équivalence d’ho-
motopie et l’inclusion Rn+1 − T →֒ Rn+1 est une cofibration. L’espace C a donc le type d’homotopie de
l’espace quotient Rn+1/(Rn+1 − T ) = th(νX).
Ceci montre la dualité annoncée. 
D.2 Cadre équivariant
Soit G un groupe fini. On présente dans ce paragraphe la notion de dualité de Spanier-Whitehead
G-équivariante.
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Convention: Convenons que, dans ce paragraphe, les G-espaces topologiques notés X et Y sont pointés2
et ont le type d’homotopie G-équivariant d’un G-CW-complexe fini.
Notations:
– Si X et Y sont deux G-espaces topologiques, on note [X,Y ]G les classes d’homotopie G-équivariante
d’applications G-équivariantes entre X et Y .
– Il est commode de fixer un système de représentants des classes d’isomorphisme de représentations
(réelles) irréductibles de G, disons V = {V1, . . . , Vr}. On note 1 la représentation triviale (c’est-
à-dire R muni de l’action triviale) et n la somme directe 1 ⊕ · · · ⊕ 1 de n exemplaires de cette
représentation.
– Pour toute représentation V ∈ V de G, on note SV le G-espace pointé V̂ et ΣV le foncteur
X 7→ SV ∧X.
– Pour tout V ∈ V et pour tous G espaces X et Y , on dispose d’un morphisme de suspension
[X,Y ]G −→ [Σ
VX,ΣV Y ]G.
– Soit V la catégorie dont les objets sont les sommes directes finies d’éléments de V et dont les
morphismes sont donnés par les inclusions.
– Pour tous G-espaces X et Y , on définit l’ensemble des classes d’homotopie stables d’applications
équivariantes
{X,Y }G := colim
W∈ V
[ΣWX,ΣWY ]G ,
la colimite étant prise sur les applications de suspension.
– Pour tout sous-groupe H ⊂ G, on note SnH la G-cellule S
n ∧
(
G/H
)
+
. Par définition un G-CW
complexe s’obtient en recollant de telles cellules.
– Pour tout G-espace X, ΣVX désigne le G-spectre de suspension de X.
a) Définition
Définition D.2.1. Soit V ∈ V une représentation de G. Une V -dualité de X est la donnée d’un G-CW
complexe fini et pointé Y et d’une application stable G-équivariante
ε : X ∧ Y |−→ SV
telle que pour tout q ∈ Z et tout sous-groupe H, l’application canonique
ε∗ : {S
q
H , Y }G −→ {S
q
H ∧X, S
V }G
ϕ 7→ ε ◦ (1X ∧ ϕ)
soit un isomorphisme. On dit alors que Y est un V -dual de X et l’on note3 Y = DVX.
Remarque D.2.2.
– Dans le cas où G = {1}, on retrouve la notion de dualité du paragraphe précédent.
– Si Y est un V -dual de X, alors pour tout W ∈ V, ΣWY est un (V ⊕W )-dual de X.
De même que dans le cadre non équivariant, on a les lemmes suivants.
Lemme D.2.3. Soit ε : X ∧ Y |−→ SV une V -dualité. Alors, pour tous G-CW-complexes finis Z et T ,
l’application canonique {T,Z ∧ Y }G
ε∗−→ {T ∧X,Z ∧ SV }G est une bijection.
On a la caractérisation suivante des G-dualités.
2Le point base est supposé fixe sous l’action de G.
3Là encore, la notation est abusive : on devrait noter ΣVY ≃ DV (X).
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Lemme D.2.4. Une application stable ε : X ∧ Y |−→ Sn est une V -dualité si et seulement s’il existe une
G-application stable η : SV |−→ X ∧ Y telle que les diagrammes suivants commutent :
SV ∧X
η∧1X //
τ
''NN
NNN
NNN
NNN
X ∧ Y ∧X
1X∧ε◦τ

X ∧ SV
et
Y ∧ SV
1Y ∧η //
τ

Y ∧X ∧ Y
ε◦τ∧1Y

SV ∧ Y σ∧1Y
// SV ∧ Y
.
De plus, si η est comme ci-dessus, alors, pour tous G-CW-complexes finis Z et T , l’application canonique
η∗ : {T ∧X,Z}G −→ {T, Y ∧ Z}G est un inverse de l’application ε∗.
Corollaire D.2.5.
– Si Y est un V -dual de X, alors X est un V -dual de Y .
– Si Y1 est un V -dual de X1 et Y2 est un V -dual de X2, alors Y1 ∨ Y2 est un V -dual de X1 ∨X2.
– Si Y1 est un V1-dual de X1 et Y2 est un V2-dual de X2, alors Y1∧Y2 est un (V1⊕V2)-dual de X1∧X2.
La proposition suivante est remarquable en ce qu’elle donne un critère non équivariant pour reconnaˆıtre
une G-dualité. Il s’agit du Théorème 3.6 de [LMSM86].
Proposition D.2.6. Une G-application stable ε : X ∧Y |−→ SV est une V -dualité si et seulement si pour
tout sous-groupe H ⊂ G, l’application restreinte aux points fixes
εH : XH ∧ Y H |−→
(
SV
)H
est une dim(V H)-dualité (non équivariante).
Corollaire D.2.7. Soient X un CW-complexe (non équivariant) et Y un d-dual (non équivariant) de X.
On considère X et Y comme munis de l’action triviale de G. Alors, Y est un d-dual équivariant de X.
Définition D.2.8. On note FG(X) le G-dual fonctionnel de X (dans la catégorie des G-spectres). Par
définition, FG(X) est le G-spectre formé des espaces (mapG∗ (X, S
W ))W et des G-applications
SVi ∧map∗(X, S
W ) // map∗(X, S
W⊕Vi)
(t, f)  // (x 7→ (f(x), t))
.
Proposition D.2.9. Soient V ∈ V une représentation de G et Y un V -dual de X. Alors on a une
équivalence d’homotopie (faible) de G-spectres
Σ
∞Y
≃
−→ ΣV FG(X) .
En particulier, le type d’homotopie G-équivariant stable d’un V -dual de X ne dépend que du type d’ho-
motopie équivariant (stable) de X.
b) Détermination de G-duaux
Voici l’analogue G-équivariant de la Proposition D.1.8. Il s’agit du Théorème 4.1 de [LMSM86].
Proposition D.2.10. Soient V ∈ V une représentation de G et X un sous-G-espace de RV rétracte
d’un voisinage ouvert G-équivariant (G-ENR). Soit également A un sous-G-espace fermé de X tel que
l’inclusion A →֒ X soit une cofibration. Alors, les mapping cônes C(X,A) et C(SV − A,SV − X) sont
V -duaux.
En particulier, pour X un G-CW-complexe fini non vide pointé plongé dans RV⊕1 et A son point base,
on a une V -dualité
Y := SV⊕1 −X = DV (X) .
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Corollaire D.2.11. Soient X un sous-G-CW complexe ouvert de l’espace euclidien RV⊕1 et Z := RV⊕1−
X le G-espace complémentaire. Alors on a une V -dualité
DVX ≃ Ẑ .
(Ci-dessus Ẑ est le compactifié d’Alexandroff, muni de sa structure naturelle de G-espace).
Voici l’analogue équivariant de la Proposition D.1.11 pour le calcul du dual d’une G-variété.
Soit X une G-variété de dimension (réelle) d, V ∈ V une représentation de G et ϕ un plongement
équivariant de X dans RV . On note th(νϕ) l’espace de Thom du fibré normal de X dans R
V . Cet espace
est naturellement muni d’une action de G. On note Th(νϕ) le G-spectre Σ
d⊖V
Σ
Vth(νϕ).
SiW est une autre représentation de G, on considèreRV comme le sous-G-espace deRV⊕W via l’inclusion
standard. Si ϕ est un plongement dans RV , on note ϕ×{0} le plongement dans RV⊕W associé. On a alors
un homéomorphisme G-équivariant ΣW th(νϕ) ≃ th(νϕ×{0}). Soient ϕ et ψ deux plongements quelconques
de X dans RV . Si W est suffisamment « grand », ϕ et ψ sont G-isotopes dans RV⊕W . Une telle isotopie
induit une G-équivalence d’homotopie th(νϕ) ≈ th(νψ).
Ceci montre le G-spectre Th(νϕ) ne dépend que de X (et pas du plongement ϕ).
Définition D.2.12. Le spectre de la discussion précédente est appelé G-spectre de Thom de X et noté
ThG(X).
Proposition D.2.13. Soit X une G-variété de dimension d. Alors, on a une d-dualité
Dd(X̂) ≃ Th
G(X) .
Démonstration — La démonstration est mutatis mutandis la même que celle de la Proposition D.1.11.
Nous indiquons juste des références pour les adaptations techniques relatives à l’action de G.
– Une G-variété se plonge proprement dans un G-espace euclidien RV (c.f. [Bre72] Chapter II,
Corollary 10.2).
– Une sous-G-variété d’une G-variété admet un voisinage tubulaire G-équivariant (c.f. [Bre72] Chap-
ter VI, Theorem 2.2 ).
– Si A −→ X −→ C −→ ΣA −→ . . . est une suite cofibrée de G-espaces telle que X soit G-contractile,
alors l’application C −→ ΣA induit une G-équivalence d’homotopie stable. 
Corollaire D.2.14. Soit X une G-variété de dimension d.
– Si X est compacte, on a une d-dualité :
DdX+ ≃ Th
G(X) .
– Si X est stablement G-parallélisée, on a une d-dualité :
DdX̂ ≃ X+ .
D.3 Comparaison entre dualités classique et équivariante
On dispose toujours du foncteur d’oubli O de la catégorie des G-CW complexes finis dans la catégorie
des CW-complexes finis.
Fait D.3.1. Soient G un groupe fini, V une représentation de G et X un G-CW-complexe. Si Y est un
V -dual de X, alors O(Y ) est un dim(V )-dual de O(X).
Le résultat suivant est nettement plus subtil. Il s’agit de la Proposition 2.12 de [LMSM86] et des
Théorèmes 8.4 et 8.5 de [Ada84].
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Proposition D.3.2. Soient N un sous-groupe distingué de G et X un G-espace muni d’une action libre
de N . Alors, il existe une représentation W de G/N et un W -dual (pour le groupe G) de X muni d’une
action libre de N , disons Y = DW (X). De plus, on a dans ce cas une W -dualité relative au groupe G/N :
DW
(
X/N
)
≃ Y /N .
Le lemme suivant est un lemme ad hoc utile au Chapitre 5. Lorsque G est le groupe symétrique Sn
agissant par permutations sur X∧n, il permet de déterminer le dual G-équivariant à partir du dual non-
équivariant de X. il s’agit d’un cas particulier de la Proposition 2.11 de [LMSM86] avec H := Sn−1 ⊂
Sn =: G, X, Y munis de l’action triviale de Sn−1.
Lemme D.3.3. Soient X un G-espace pointé, d un entier et Y un d-dual de X (il s’agit ici de dualité
non-équivariante). Pour tout entier positif n, les espaces X∧n et Y ∧n sont munis de l’action de Sn par
permutations. On a alors une Π⊕dn -dualité :
DΠ⊕dn (X
∧n) ≃ Y ∧n ,
Πn désignant la représentation de permutations de Sn sur Rn.
Démonstration — Soient ε : X ∧ Y |−→ Sd une d-dualité et η : Sd |−→ X ∧ Y comme dans la
caractérisation des d-dualités du Lemme D.1.4. On vérifie que les applications ε∧n : X∧n ∧ Y ∧n |−→
(Sd)∧n ≃ Π̂⊕dn et η∧n : Π̂
⊕d
n ≃ (Sd)∧n |−→ X∧n ∧ Y ∧n satisfont à la caractérisation G-équivariante du
Lemme D.2.4 et fournissent une Π⊕dn -dualité. 
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Théorie homotopique des schémas d’Atiyah et Hitchin
Ce travail introduit la notion de schéma d’Atiyah et Hitchin. Une variété algébrique raisonnable Y
étant fixée, il s’agit d’une famille de nouveaux schémas, indexée par un entier positif m et notée RmY .
Nous étudions les propriétés homotopiques de ces « espaces » au sens de Morel et Voevodsky.
Les schémas Fm des fractions rationnelles pointées de degré m constituent un exemple fondateur et
fondamental. Du point de vue topologique, les travaux de G. Segal et F. Cohen et al. montrent que
l’espace Fm(C) approxime l’espace de lacets Ω2S3. Nous formulons une série précise de conjectures visant
à généraliser ces résultats dans un cadre algébrique. Le schéma RmY approximerait l’espace de lacets
motivique ΩP
1
Σ
P1Y . Nous obtenons plusieurs résultats dans cette direction. En particulier :
- Nous déterminons l’ensemble des composantes connexes algébriques na¨ıves du schéma de fractions
rationnelles Fm, au-dessus d’un corps de base. Le calcul est simple et élémentaire. On retrouve, à une
complétion près, le groupe des classes d’homotopie d’endomorphismes pointés de la droite projective
P
1, tel que calculé par Morel.
- Nous construisons un morphisme algébrique reliant RmY à ΩP
1
Σ
P1Y .
- Lorsque Y est une variété algébrique complexe, nous explicitons le type d’homotopie de l’espace topolo-
gique (RmY )(C) comme un foncteur en Y (C). De plus, nous montrons que l’espace (RmY )(C) admet
un scindement stable dont les facteurs sont ceux du scindement de Snaith de l’espace Ω2Σ2Y (C).
Mots clés : Schémas d’Atiyah et Hitchin, homotopie motivique, fractions rationnelles, espaces de lacets,
espaces de configuration.
Homotopy theory of Atiyah and Hitchin schemes
This work introduces Atiyah-Hitchin schemes. They are a family, indexed by a positive integer m,
of algebraic varieties RmY attached to a fixed algebraic variety Y . We study the motivic homotopy
properties of these “spaces” in the sense of Morel and Voevodsky.
The schemes Fm of pointed rational functions of degree m form a fundamental example. From the
topological viewpoint, Segal and F. Cohen et al. proved that the topological space Fm(C) approximates
the loop space Ω2S3. We formulate a precise series of conjectures aiming to generalize these results to
the algebraic framework. The slogan is that the scheme RmY should approximate the motivic loop space
ΩP
1
Σ
P1Y . We establish several results in this direction, among which:
- First, we determine the monoid of naive algebraic connected components of the schemes of rational
functions Fm over a base field. The method is simple and elementary. We recover, up to a completion,
the group of motivic homotopy classes of endomorphisms of the projective line P1, as computed by
Morel.
- We construct an algebraic morphism linking RmY to ΩP
1
Σ
P1Y .
- When the algebraic variety Y is defined over C, we give an explicit description of the homotopy type of
the topological space (RmY )(C) as a functor in Y (C). Moreover, we show that the space (RmY )(C)
stably splits with the same summands as in the Snaith splitting of Ω2Σ2Y (C).
Keywords: Atiyah and Hitchin schemes, motivic homotopy theory, rational functions, loop spaces,
configuration spaces.
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