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With rapid development of the Internet and explosive growth of the information, 
people face a large number of raw data without arranging and there is an urgent need 
to provide more powerful information processing tools such as concentrated and 
screening. As a miniature of the documents contents, the indirectness, accuracy and 
clarity of summarization make it an effective way of mining useful information. Due 
to the low efficiency and long time-consuming of artificial summarization, it is 
difficult to meet the need for rapid information retrieval and people need the help of 
computer to do the summarization extraction. Automatic summarization can greatly 
reduce costs, shorten the article processing and handling time and provide 
convenience for user rapidly, accurately and inexpensively having access to 
information. 
The former research group in the laboratory has achieved better results in the 
natural language query for database and sentence dependency analysis, but did not 
make full use of the rich semantic information of the words, and the dependency 
analysis was also limited to certain sentence. The contents of this paper are to design 
and implement a semantic-based Chinese automatic summarization system, mainly 
the results of the following aspects: 
1. Implement a Chinese automatic summarization system with integration of 
multi-feature. Based on the study of automatic summarization of existing 
methods, the paper analyzes the semantic and structural information of 
sentences in the text and designs a plurality of features including term weight, 
sentence position, clue words, etc. The system uses machine learning method 
to train and combine these features, and finally gets a summary selector. The 
method can overcome the defects of traditional automatic extracted abstract 
which lacks semantic and structural analysis. 
2. Design a calculation method of sentence similarity that is based on semantic 

















processing, because there may be redundant in the information contained by 
the summarization after summarization generation. Based on the analysis of 
the existing calculation method of sentence similarity, the paper has 
considered the impact on the calculation of sentence similarity by semantic 
level and syntactic structure, combined both to calculate and achieved good 
results. 
3. Design a readability processing method based on rules. In order to guarantee 
the accuracy of the summarization and good readability, the paper has done 
the association discrimination, associated words processing, redundant 
processing and sentences compression with the extracted summary sentences 
to generate more readable abstracts. 
Finally, we build the system. In the experimental stage, the paper uses WEKA to 
verify the correctness of the classification model of the system and tests the system 
through different kinds of articles. The experiment shows that the system can extract 
the different areas, different kinds of articles and has good usability and portability. 
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