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COMBINATORIAL BACKGROUND FOR NON-STRUCTURE
SAHARON SHELAH
Abstract. This was supposed to be an appendix to the book Non-structure,
and probably will be if it materializes.
It presents relevant material sometimes new, which used in works which
were supposed to be part of that book.
In §1 we deal with partition theorems on trees with ω levels; it is self
contained. In §2 we deal with linear orders which are countable union of
scattered ones with unary predicated, it is self contained. In §3 we deal mainly
with pcf theory but just quote. In §4, on normal ideals, we repeat [Sh:247].
This is used in [Sh:331].
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In reference like [Sh:331, 1.16=L7.7], the 1.16 is the number of claim (or definition) and L7.7
is its label; so intended just to help the author to correct it if the number will be changed. The
author thanks Alice Leonhardt for the beautiful typing. Number E62.
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2 SAHARON SHELAH
§ 1. Partitions on trees
See [RuSh:117], [Sh:136, 2.4,2.5], [Sh:b], [Sh:f, XI3.5,XI3.5A,XI3.7,XI5.3,XV2.6,XV2.6A,
XV2.6B,XV2.6C] on those theorems.
See Rubin, Shelah [RuSh:117] pp 47-48 on the history of such theorems, more in
[Sh:136].
Definition 1.1. 1) I is an ideal on S when it is a family of subsets of S including
the singleton, closed under union of two and S /∈ S.
2) An ideal I is λ-complete if any union of less than λmembers of I is still a member
of I.
In [Sh:511, 1.1=L1.1], [Sh:511, 1.2=L1.2] we use
Definition 1.2. 1) A tagged tree is a pair (T , I¯) such that:
(a) T is a ω-tree, which in this section means a non-empty set of finite se-
quences of ordinals such that if η ∈ T then any initial segment of η belongs
to T . We understand that T is ordered by initial segments, i.e., η ≤T ν
means η is an initial segment of ν that is η E ν
(b) I¯ is a function but only I¯↾(Dom(I)∩T ) matters, such that for every η ∈ T :
if I¯(η) = Iη is defined then I¯(η) is an ideal of subsets of some set called the
domain of Iη,Dom(Iη) and Dom(Iη) /∈ Iη, and
SuccT (η) := {ν : ν is an immediate successor of η in T } ⊆ Dom(Iη).
The interesting case is when SuccT (η) /∈ Iη and usually Iη is ℵ2-complete
(c) For every η ∈ T we have SuccT (η) 6= ∅.
2) We call (T , I¯) normal when for every η ∈ Dom(Iη) we have: Dom(Iη) =
SuccT (η).
Convention 1.3. 1) For any tagged tree (T , I¯) we can define the function I¯†, by:
Dom(I¯†) = {η : η ∈ Dom(I¯) and SuccT (η) ⊆ Dom(Iη), and SuccT (η) /∈ Iη}
I†η = {{α : ηˆ〈α〉 ∈ A} : A ∈ Iη}.
2) We sometimes, in an abuse of notation, do not distinguish between I¯ and I¯†.
Also if I†η is constantly I
∗, we may write I∗ instead of I¯.
3) We use T only to denote ω–trees.
Definition 1.4. 1) We say that η is a splitting point of (T , I¯) when η ∈ T , Iη is
defined and SuccT (η) /∈ Iη. Let split(T , I¯) be the set of splitting points of (T , I¯).
Usually, we will be interested only in trees where each branch meets split(T , I¯)
infinitely often.
2) For η ∈ T , let T [η] := {ν ∈ T : ν = η or ν ⊳ η or η ⊳ ν}.
Definition 1.5. We now define several orders between tagged trees:
1) (T1, I¯1) ≤ (T2, I¯2) if T2 ⊆ T1, and split(T2, I¯2) ⊆ split(T1, I¯1), and for every
η ∈ split(T2, I¯2) we have I¯2(η)↾SuccT2(η) = I¯1(η)↾SuccT2(η) (where I↾A = {B :
B ⊆ A and B ∈ I}). (So every splitting point of T2 is a splitting point of (T1, I¯1),
and I¯2↾ split(T2, I¯2) is completely determined by I¯1 and split(T2, I¯2) provided that
I¯2 is normal, see 1.2(2).)
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2) (T1, I¯1) ≤∗ (T2, I¯2) when (T1, I¯1) ≤ (T2, I¯2) and split(T2, I¯2) = split(T1, I¯1) ∩
T2.
3) (T1, I¯1) ≤⊗ (T2, I¯2) if (T1, I¯1) ≤∗ (T2, I¯2) and η ∈ T2 \ split(T1, I¯1) ⇒
SuccT2(η) = SuccT1(η).
4) (T1, I¯1) ≤
⊗
µ (T2, I¯2) if (T1, I¯1) ≤
∗ (T2, I¯2) and η ∈ T2 and |SuccT1(η)| < µ ⇒
SuccT2(η) = SuccT1(η).
Definition 1.6. 1) For a set I of ideals, a tagged tree (T , I¯) is an I-tree if for every
splitting point η ∈ T we have Iη ∈ I (up to an isomorphism) or just Iη is isomorphic
to I↾A for some I ∈ I, A ⊆ dom(I), A /∈ I; but we usually use restriction-closed I,
see Definition 1.9(2).
2) For a set S of regular cardinals, an S-tree T is a tree such that for any point
η ∈ T we have: |SuccT (η)| ∈ S or |SuccT (η)| = 1.
3) We may omit I¯ and denote a tagged tree (T , I¯) by T whenever T ⊆ Dom(I¯)
and Iη = {A ⊆ SuccT (η) : |A| < |SuccT (η)|} and |SuccT (η)| ∈ IRCar ∪ {1} for
every η ∈ T , recalling IRCar is the class of infinite regular cardinals.
4) For a tree T , lim(T ) is the set of branches of T , i.e. all ω-sequences of ordinals,
such that every finite initial segment of them is a member of T , that is lim(T ) =
{η ∈ ωOrd : (∀n) η↾n ∈ T }.
5) A subset J of a tree T is a front if: η 6= ν ∈ J implies none of them is an
initial segment of the other, and every η ∈ lim(T ) has an initial segment which is
a member of J .
6) (T , I¯) is standard if for every non-splitting point η ∈ T we have |SuccT (η)| = 1.
7) (T , I¯) is full if every η ∈ T is a splitting point.
8) The natural topology on lim(I) for an ω-tree T is defined by U ⊆ lim(T ) is
open when for every η ∈ U for some n < ω we have lim(T [η↾n]) ⊆ U .
Recall
Observation 1.7. 1) The set lim(T ) is not absolute, i.e., if V1 ⊆ V2 are two uni-
verses of set theory then in general (lim(T ))V1 will be a proper subset of (lim(T ))V2 .
2) However, the notion of being a front is absolute: if V1 |= “A is a front in T ”,
then there is a depth function f : T → Ord satisfying
η ⊳ ν and ∀k ≤ ℓg(η)[η↾k /∈ A]→ f(η) > f(ν).
This function will also witness in V2 that A is a front.
3) A ⊆ T contains a front if and only if A meets every branch of T . So if A ⊆ T
contains a front of T and T ′ ⊆ T is a subtree, then A ∩ T ′ contains a front of
T ′. Also this notion is absolute.
Notation 1.8. In several places in this section we will have an occasion to use the
following notation: Assume that (T , I¯) is a tagged tree, and for each η ∈ T we are
given a family Pη of subsets of T
[η] such that
η ⊳ ν ⇒ (∀A ∈ Pη)(∃B ∈ Pν)[B ⊆ A].
1) We inductively define for all α ∈ Ord ∪ {∞} the property Dpα(η) by: Dpα(η)
if and only if (∀β < α)(∀A ∈ Pη)(∃ν ∈ A ∩ split(T ))[η ⊳ ν and Dpβ(η) and {ρ :
ρ ∈ SuccT (ν) and Dpβ(ρ)} /∈ Iν ].
2) Then it is easy to see that Dp(η) := max{α ∈ Ord ∪ {∞} : Dpα(η)} is well
defined, and Dpα(η) ⇔ Dp(η) ≥ α. We call Dp(η) the “depth” of η (with respect
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to the family P¯ = 〈Pη : η ∈ T 〉 and the tagged tree (T , I¯)). It is easy to check
that η ⊳ ν ⇒ Dp(η) ≥ Dp(ν).
3) Similarly we can define Dp′α(η),Dp
′(η), when in the definition of Dpα(η) we
replace η ⊳ ν by η = ν in this case.
Definition 1.9. 1) A tagged tree (T , I¯) is λ-complete if for each η ∈ T ∩Dom(I¯)
the ideal Iη is λ-complete.
2) A family I of ideals is λ-complete if each I ∈ I is λ-complete. We will only
consider ℵ2-complete families I.
3) A family I is restriction-closed if I ∈ I, A ⊆ Dom(I), A /∈ I implies I↾A = {B ∈
I : B ⊆ A} belongs to I.
4) The restriction closure of I is
res− cl(I) = {I ↾ A : I ∈ I, A ⊆ Dom(I), A /∈ I}.
5) I is λ-indecomposable if for every A ⊆ Dom(I), A /∈ I, and h : A → λ there is
Y ⊆ λ, |Y | < λ such that h−1(Y ) /∈ I. We say I¯ or I, is λ-indecomposable if each
Iη (or I ∈ I) is λ-indecomposable; similarly in part (7).
6) I is strongly λ-indecomposable if for Ai ∈ I (i < λ) and A ⊆ Dom(I), A /∈ I we
can find B ⊆ A of cardinality < λ such that for no i < λ does Ai include B.
Observation 1.10. 1) If an ideal I is λ+-complete then it is λ-indecomposable.
2) If I is an ideal and |Dom(I)| < λ then I is λ-indecomposable.
3) If I is a strongly θ-indecomposable ideal then I is a θ-decomposable ideal.
Lemma 1.11. 1) If (T , I¯) is a λ+-complete tree and H is a function from lim(T )
to λ such that for every α < λ the set H−1({α}) is a Borel subset of lim(T ) (in
the topology that was defined in Definition 1.6(8)) then there is a tagged subtree
(T †, I¯) satisfying (T , I¯) ≤∗ (T †, I¯) (see Definition 1.5(2)) such that H is constant
on lim(T †).
2) In part (1) we can let H be multivalued, i.e. assume lim(T ) is
⋃
α<λ
B˙α, each
B˙α is a Borel subset of lim(T ). If (T , I¯) is λ+-complete then there is (T †, I¯) such
that (T , I¯) ≤∗ (T †, I¯) and for some α < λ we have lim(T †) ⊆ B˙α.
3) We can allow in (1) the functionH to have values outside λ as long as |Rang(H)| ≤
λ. Similarly (2).
Proof. 1) First note that if T1 ⊆ T satisfies (∗) below then (T , I¯) ≤∗ (T1, I¯↾T1)
where:
(∗) 〈〉 ∈ T1; η ⊳ ν ∈ T1 ⇒ η ∈ T1; for every η ∈ T1 if η is a splitting point of
(T , I¯) then SuccT1(η) = SuccT (η); and if η is not a splitting point of T
then |SuccT1(η)| = 1.
So without loss of generality we can assume that in T every point is either a
splitting point or it has only one immediate extension i.e. (T , I¯) is standard.
For each α < λ let us define a game aα: in the first move the first player chooses
the node η0 in the tree such that lg(η0) = 0, the second player responds by choosing
a proper subset A0 of SuccT (η0) such that A0 ∈ Iη0 . For n > 0, in the n-th move,
the first player chooses an immediate extension ηn of ηn−1, such that ηn /∈ An−1 or
ηn−1 is not a splitting point of (T , I¯), and the second player responds by choosing
An ∈ Iηn .
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The first player wins if for the infinite branch η defined by η0, η1, η2, . . . we have
H(η) = α. By the assumption of the lemma this is a Borel game so by Martin’s
Theorem, [Mar75] one of the players has a winning strategy. We claim that for
some α < λ, the first player has a winning strategy in the game aα. Assume
otherwise, i.e., for every α < λ the second player has a winning strategy fα. We
construct an infinite branch inductively: let η0 = 〈〉 recalling η0 ∈ T . At stage
n let An be
⋃
α<λ
fα(η0, η1, . . . , ηn−1); now if ηn−1 is a splitting point (of (T , I¯))
then Iηn−1 is λ
+-complete and each fα(η0, . . . , ηn−1) is a member of it, because
η0, Fα(η0), η1, Fα(η0, η1), . . . , ηn−1 is an initial segment of a play of the game aα in
which the second player uses the winning strategy fα, hence An ∈ Iηn−1 , so clearly
SuccT (ηn−1) * An.
If ηn−1 is not a splitting point, it has only one immediate successor and let it be
ηn, otherwise since Succ(ηn−1) /∈ I¯ηn−1 , An ∈ I¯ηn−1 , we have (Succ(ηn−1) \An) 6= ∅
so we can choose ηn ∈ (SuccT (ηn−1) \An). Let η =
⋃
n<ω
ηn be the infinite branch
that we define by our construction and let α(∗) = H(η). Now, in the game aα(∗),
if the first player chooses ηn at stage n (for all n) and the second player plays by
his strategy fα(∗), the first player will win although the second player has used his
winning strategy fα(∗), a contradiction.
So there must be α(∗) such that the first player has a winning strategy fα(∗)
for aα(∗), and let T
† be the subtree of T defined by {η ∈ T : η = 〈〉, or letting
n = ℓg(η) + 1 we have that 〈η↾0, . . . , η ↾ n〉 are the first n + 1 moves of the first
player in a play in which he plays according to fα(∗)}. Now, for η ∈ T
†∩split(T , I¯),
let A = SuccT †(η). Then A /∈ Iη, otherwise the second player could have played it
as An. So (T , I¯) ≤∗ (T †, I¯), and T † is as required.
2) Same proof replacing H−1({α}) by B˙α, so H(η) = α(∗) by η ∈ B˙α(∗).
3) Trivial. 1.11
Proof. E.g.
3) So let A ⊆ Dom(I), A ∈ I and h : A → λ be given and we should find Y ⊆ λ
of cardinality < λ such that h−1(Y ) /∈ I. For i < λ let Ai := h−1{i}, so as I is
strongly λ-indecomposable there B ⊆ A of cardinality < λ. Let Y = {h(t) : t ∈ B}
so clearly Y is a subset of λ of cardinality ≤ |B| < λ, so it suffices to prove that
h−1(Y ) /∈ I. 
Conclusion 1.12. If (T , I¯) is a λ+-complete tree, and g is a function from T into
λ, and λℵ0 = λ, then there is a tagged subtree (T †, I¯) satisfying (T , I¯) ≤∗ (T †, I¯)
and such that g ↾ T † depends only on the length of its argument, i.e., for some
function g† : ω → λ, for all η ∈ T † we have g(η) = g†(ℓg(η)).
Proof. Follows by 1.11 for the function H,H(η) = 〈g(η↾n) : n < ω〉. 1.12
Lemma 1.13. 1) Assume that λ is a regular uncountable cardinal, and (T , I¯) is
a tagged tree such that for every η ∈ T Iη is λ+-complete or |SuccT (η)| < λ. If
H : lim(T ) → λ satisfies “B˙α := {η ∈ lim(T ) : H(η) < α} is a Borel subset
of lim(T ) for any successor α < λ”, then there are α < λ and (T ′, I¯) satisfying
(T , I¯) ≤∗ (T ′, I¯) and such that for all η ∈ T ′ we have H(η) < α, and for all η in
T ′, if |SuccT (η)| < λ, then SuccT ′(η) = SuccT (η).
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2) Like part (1) but we omit the function H and just assume B˙α is a Borel subset
of lim(T ) for α < λ but demand
⋃
α<λ
B˙α = lim(T ); moreover every X ⊆ lim(T )
of cardinality < λ is included in some B˙α, α < λ.
3) Let λ, µ be uncountable cardinals satisfying λ<µ = λ and let (T , I¯) be a tree in
which for each η ∈ T either |SuccT (η)| < µ or I¯(η) is λ+-complete. For A ⊆ T
and η ∈ T we define ↾T (η,A) as the sequence 〈xℓ : ℓ < ℓg(η)〉 when xℓ is η(ℓ) if
η↾ℓ ∈ A and zero if η↾ℓ ∈ A. Then for every function H : T → λ there exists
T ′, (T , I¯) ≤∗ (T ′, I¯) such that (letting A = {η ∈ T : |SucT (η)| < µ} hence
↾T (η,A) ∈
ω>µ for η ∈ T ):
• for η, η′ ∈ T ′′ : ↾T (η,A) = ↾T (η
′, A) implies: H(η) = H(η′) and η ∈ A iff
η′ ∈ A, and if η ∈ T ′ ∩ A, then SuccT (η) = SucT ′(η).
Proof. 1) We define for each successor α < λ a game aα very much like the way we
did it for proving Lemma 1.11, the only difference being that if |SuccT (ηn)| < λ,
the second player chooses An such that |SuccT (ηn)\An| = 1, otherwise the second
player choosesAn ∈ Iηn just like in 1.11. The first player wins ifH(ηn) < α for every
n < ω. Here again the game aα is determined for every α (here simply because if
the second player wins a play he does so at some finite stage). Again we claim that
there should be at least one successor α < λ for which the first player has a winning
strategy. Assume the contrary, and for each α < λ let fα be a winning strategy
of the second player in the game aα+1. We construct a subtree T ∗ deciding by
induction on the length of the members of T which of them are members of T ∗. For
η that is already in T ∗, if |SuccT (η)| < λ we include all the members of SuccT (η)
in T ∗; otherwise Iη is λ
+-complete so SuccT (η) \
⋃
α<λ
fα(η ↾ 0, η ↾ 1, . . . , η) is not
empty; pedantically you use SuccT (η) \∪{fα(η↾0, η↾1, . . . , η) : fα(η↾0, η↾1, . . . , η) is
well defined}, so we pick one extension of η from this set and the rest of SuccT (η)
will not be in T ∗. Now T ∗ is a tree of height ω such that each member has less
than λ immediate successors. So, as λ is regular uncountable, we get |T ∗| < λ and
hence there is some successor ordinal α∗ < λ such that η ∈ T ∗ implies H(η) < α∗.
Regarding the game aα∗ , there is a play of it in which the first player chooses all
along the way members of T ∗ and the second player plays according to fα∗ ; of
course the first player wins this game contradicting the assumption that fα∗ is a
winning strategy for the second player.
Hence, for some successor α∗, the second player has a winning strategy in the
game aα∗ . We define T ′ just like we did in the proof of Lemma 1.11, collecting
all the initial segments of plays of the first player in the game aα∗ when he plays
according to his winning strategy Hα∗ .
2) Same proof, (pedantically, without loss of generality Bα = ∅ for α limit).
3) Similarly. 1.13
The following (really part (2)) will be used in the proof of 1.16.
Lemma 1.14. 1) Assume
(a) (T , I¯) is an I–tree, I a family of ideals
(b) lim(T ) =
⋃
i<θ
⋃
ǫ<θi
B˙i,ǫ, each B˙i,ǫ is a Borel set, increasing with ǫ
(c) (α) I is ∂-complete, and
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(β) each I ∈ I is strongly θ-indecomposable
(d) Ei is a ∂-complete filter on θi
(e) if i < θ,Aε ∈ Iη for ε < θi then for some A ∈ Iε we have sup{ε < θi : Aε ⊆
A} ∈ Ei
(f) ∂ = cf(∂) and ∂ + ℵ1 ≤ θ = cf(θ)
(g) (∀α < θ)(|α|ℵ0 < θ)
(h) (∀α < ∂)(|α|ℵ0 < ∂) or each B˙ζ,ǫ is closed
(i) B˙i :=
⋃
ǫ<θi
B˙i,ǫ is increasing with i
(j) η ∈ T \ split(T , I¯)⇒ |SuccT (η)| < ∂.
Then for some i < θ and ǫ < θi and T
′ we have (T , I¯) ≤⊗ (T ′, I¯), and lim(T ′) ⊆
B˙i,ǫ; see Definition 1.5(3).
2) Assume (T , I) be an I–tree, I a family of ideals, lim(T ) =
⋃
i<θ
⋃
ε<εi
B˙i,ε, each
B˙i,ε is a Borel set, i < θ ⇒ εi < θ], I is θ-complete, θ is regular uncountable and
each I ∈ I is strongly θ-indecomposable, and B˙i :=
⋃
ε<εi
B˙i,ε is increasing with i and
η ∈ T \ split(T , I¯)⇒ |SuccT (η)| < θ.
Then for some i < θ and ε < εi and T
′ we have (T , I¯) ≤⊗ (T ′, I¯), and lim(T ) ⊆
B˙i,ε.
Proof. 1) We first prove part (2).
Proof of part (2): We define, for i < θ and ǫ < εi a game ai,ǫ as in the proof
of 1.11, 1.12 for the set B˙i,ǫ. If for some i < θ, ǫ < εi the first player wins,
then we get the desired conclusion as in the earlier proofs. Otherwise, as each
such game is determined (as Bi,ǫ is a Borel set) there is a winning strategy fi,ǫ
for the second player in the game ai,ǫ. Let η ∈ split(T , I¯). For each i < θ we
define a set Aiη ⊆ SuccT (η) by A
i
η = ∪{A ⊆ SuccT (η): for some ε < εi in
some play of the game ai,ε in the n-th move the first player chooses η and the
second player chooses A by the strategy fi,ǫ}. Recalling i < θ ⇒ εi < θ, as Iη
is θ-complete clearly Aiη ∈ Iη. As Iη is strongly θ-indecomposable applying the
definitions to 〈Aiη : i < θ〉 we can find Bη ⊆ SucT (η) of cardinality < θ such that
i < θ ⇒ Bη * Aiη. (If we add Dom(Iη) = SuccT (η) we can in Definition 1.9(5) use
A = Dom(I)). Now as in the proof of 1.11 we choose T ′n ⊆ {η ∈ T : ℓg(η) = n} by
induction on n as follows: T ′0 = {〈〉},T
′
n+1 = ∪{ν: for some η ∈ Tn, ν ∈ SuccT (η)
and [η ∈ split(T , I¯)⇒ ν ∈ Bη]}.
Let T ′ = ∪{T ′n : n < ω}, clearly T
′ ⊆ T is non-empty, closed under initial
segments. As θ is regular and η ∈ T ′ \ split(T , I¯) ⇒ |SuccT (η)| < θ and η ∈
split(T , I¯) ⇒ |Bη| < θ clearly n < ω ⇒ |T ′n| < θ and as θ is uncountable also
|T ′| < θ hence lim(T ′) has cardinality < θ. As 〈B˙i : i < θ〉 is ⊆-increasing with
union lim(T ), clearly for some i(∗) < θ we have lim(T ′) ⊆ B˙i(∗).
Clearly there is η ∈ lim(T ′), hence for some ε < εi we have η ∈ B˙i(∗),ε, but there
is a play of the game ai,ε in which the moves of the first player are 〈η↾n : n < ω〉.
Easy contradiction.
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Proof of part (1): We begin as in the proof of part (2) until. “For each i < θ we
define a set Aiη . . .”. Now for each i < θ and ε < θi we define a set A
i,ε
η ⊆ SuccT (η)
by: if there is a play of the game ai,ε in which the second player uses the strategy
fi,ε and the first player chooses η in the n-th move, then the second player chooses
Ai,εη (note there is at most one such play); if there is no such play then let A
i,ε
η = ∅.
As I satisfies clause (e) of the assumption there is a set Aiη ⊆ SuccT (η) satisfying
Aiη ∈ Iη such that {ε < θi : A
i,ε
η ⊆ A
i
η} ∈ Ei.
Now we continue as in the rest of the proof of part (2) after the choice of Aiη.
In particular, we choose Bη (for every η ∈ T ) and T ′n for n < ω and T
′ and i(∗)
such that lim(T ′) ⊆ B˙i(∗).
Now for every η ∈ T ′n ∩ split(T , I¯) we know that Bη = SuccT ′(η) ⊆ SuccT (η)
so there is ρη ∈ Bη \A
i(∗)
η . We now choose T ′′n ⊆ T
′
n by induction on n as follows:
T ′′n = h〈〉}, T
′′
n+1 = {ν: for some η ∈ T
′′
n , ν ∈ SucT ′(η) = T
′
n+1 ∩ SucT (η), and
[η ∈ split(T , I¯) ⇒ ν = ρη]}. So T
′′ = ∪{T ′′n : n < ω} is a non-empty subset of
T ′, closed under initial segments and |T ′′n | < ∂ and lim(T
′) ⊆ B˙i(∗) =
⋃
{B˙i(∗),ǫ :
ǫ < εi(∗)}, B˙i(∗),ǫ increasing with ǫ. As (∀α < ∂)(|α|ℵ0 < ∂) or each B˙i(∗),ǫ is closed
for some ǫ < θi(∗) we have lim(T
′′) ⊆ B˙i(∗),ǫ. As Ei is ∂-complete increasing ε we
have: η ∈ T ′ ⇒ Ai,εη ∈ A
i
η. But easily we can find a play of the game ai(∗),ǫ in
which the second player uses the strategy fi(∗),ǫ and the first player choose ηn from
T ′′. In such a play the first player wins, contradicting the choice of fi(∗),ǫ . 1.14
The following uses pcf in its phrasing (hence in its proof)
Lemma 1.15. Suppose (T , I¯) is an I-tree, θ regular uncountable, 〈Aη : η ∈ T 〉 is
such that: Aη is a set of ordinals, [η ⊳ ν ⇒ Aη ⊆ Aν ] and
(∗) (a) S is a set of uncountable regular cardinals
(b) I′ := I \ {I ∈ I : |Dom(I)| < µ} is µ+-complete or at least strongly
µ-indecomposable for every µ such that µ ∈ S or µ ∈ pcf(S ∩Aη)
for some η ∈ T
(c) I is θ-complete and |pcf(S ∩Aη)| < θ for η ∈ T and θ ≤ min(S),
(d) |Aη| < min(S) for η ∈ T
Then there is T † satisfying (T , I¯) ≤∗ (T †, I¯) and such that:
(∗∗) if λ ∈ Aν ∩ S and ν ∈ T † then for some αν(λ) < λ for every ρ such that
ν ⊳ ρ ∈ lim(T †) we have αν(λ) ≥ sup(λ ∩
⋃
n<ω
Aρ↾n).
Proof. It is enough to prove the existence of a T † as required just for ν = 〈〉, (as
we can repeat the proof going up in the tree). This will be proved by induction on
max(pcf(S ∩ A〈〉)) (exists, see [Sh:g, Ch.I,1.9]). Let αλ(η) = sup(Aη ∩ λ).
We assume knowledge of [Sh:g] and use its notation.
Let a := S∩A〈〉 (if a is empty we have nothing to do), let µ = maxpcf(a), and let
〈fζ : ζ < µ〉 be <J<µ[a]-increasing and cofinal in Πa, recalling that the later means
that (∀f ∈ Πa)(∃ζ < µ)(f <J<µ[a] fζ). Let {bε : ε < ε(∗)} be cofinal in J<µ[a], e.g.,
this set is {
⋃
θ∈c
bθ[a] : c ⊆ pcf(a) \ {µ} is finite}, so by clause (c) of the assumption
(∗) we can have ǫ(∗) < θ and hence by assumption (c) I′ is |ε(∗)|+-complete.
For ε < ε(∗) and ζ < µ we consider the statement:
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(∗)εζ there is a subtree T
′ of T satisfying (T , I¯) ≤∗ (T ′, I¯) such that for every
η ∈ lim(T ′) and λ ∈ a \ bε and n we have αλ(η↾n) ≤ fζ(λ).
It suffices to find such T ′ (for some ε, ζ) because: we can apply the induction
hypothesis on (bǫ,T
′), this is justified as maxpcf(bǫ) < maxpcf(a).
In V define for ζ < µ and ε < ε(∗) the following set:
B˙ζ,ε := {η ∈ lim(T ) : for every λ ∈ a \ bε, n < ω ⇒ (λ ∩ Aη↾n) ⊆ fζ(λ)}.
Clearly B˙ζ,ε is closed and B˙ζ =
⋃
ε<ε(∗)
B˙ζ,ε. Now, ζ < ξ < µ ⇒ B˙ζ ⊆ B˙ξ (as
fζ <J<µ[a] fξ) and lim(T ) =
⋃
ζ<µ
B˙ζ (as 〈fζ : ζ < µ〉 is cofinal in (
∏
, <J<µ[a]),
hence using 1.14(2) above (with µ, ε(∗) here standing for θ, εi there) for some
ζ(∗) < µ and ε < ε(∗) and T ′ we have (T , I¯) ≤∗ (T ′, I) and lim(T ′) ⊆ B˙ζ,ε. So
(∗)εζ holds, but as said above this suffices. 1.15
The following is used in [Sh:511, 1.11,1.13]
Lemma 1.16. Let θ be an uncountable regular cardinal (the main case here is
θ = ℵ1). Let I be a family of θ+-complete ideals, (T0, I¯) a tagged tree, A = {η ∈
T0 : 0 < |SuccT0(η)| ≤ θ}, [η ∈ T0 \ A ⇒ Iη ∈ I and SuccT0(η) /∈ Iη], and
[η ∈ A ⇒ SuccT0(η) ⊆ {ηˆ〈i〉 : i < θ}], and H : T0 → θ and c¯ = 〈c¯η : η ∈ A〉, is
such that for all η ∈ A, cη is a club of θ. Then there is a club C of θ such that: for
each δ ∈ C there is Tδ ⊆ T0 satisfying:
(a) Tδ a tree
(b) if η ∈ Tδ and |SuccT0(η)| < θ, then δ ∈ cη and SuccTδ(η) = SuccT0(η), and
if in addition |Succ(η)| = θ, then SuccTδ (η) = {ηˆ〈i〉 : i < δ} ∩ SuccT0(η)
(c) η ∈ Tδ \A implies SuccTδ (η) /∈ Iη
(d) for every η ∈ Tδ we have H(η) < δ.
Proof. For each ζ < θ we define a game aζ . The game lasts ω moves, in the nth
move ηn ∈ T0 of length n is chosen.
For n = 0: necessarily η0 = 〈〉.
For n = m + 1: If |SuccT0(ηm)| = θ, then the second player chooses ηm+1 ∈
SuccT0(ηm) satisfying ηm+1(m) < ζ.
If |SuccT0(ηm)| < θ, then the second player chooses any ηm+1 ∈ SuccT0(ηm).
If ηm /∈ A, then the second player chooses Am ∈ Iηm , and then the first player
chooses ηm+1 ∈ SuccT0(ηm) \Am.
At the end, the first player wins if for all n,H(ηn) < ζ and |SuccT0(ηn)| = θ ⇒
ζ ∈ cηn .
Now clearly
(∗) if for a club of ζ < θ the first player has a winning strategy for the game
aζ , then there are trees Tδ as required.
Let S = {δ < θ: first player does not have a winning strategy for the game aδ}; we
assume that the set S is stationary, and get a contradiction, this suffice.
For δ ∈ S let fδ be a winning strategy for the second player in aδ (he has a
winning strategy as the game is determined being closed for the first player). So
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fδ gives for the first (n− 1)-moves of the first player, the n-th move of the second
player.
Let χ be a large enough regular cardinal, and let N0 ≺ (H (χ),∈) be such that
θ+1 ⊆ N0, ‖N0‖ = θ, (T0, I¯) ∈ N0, c¯ ∈ N0, and f¯ = 〈fδ : δ ∈ S〉 ∈ N0. We can find
N1 ≺ N0 such that ‖N1‖ < θ,N1∩θ is an ordinal and (T0, I¯) ∈ N1, 〈fδ : δ ∈ S〉 ∈ N1
and c¯ ∈ N1. Let δ := N1∩θ. Since S was assumed to be stationary, we may assume
that δ ∈ S.
Now we shall choose by induction on n, ηn ∈ T0 ∩ N1 of length n, such that
〈ηℓ : ℓ ≤ n〉 is an initial segment of a play of the game aδ in which the second
player uses his winning strategy fδ. (The Aℓ ∈ Iηℓ are not mentioned as they are
not arguments of fδ).
Case 1. n = 0:
We let η0 = 〈〉.
Case 2. n = m+ 1, ηm ∈ A:
Recall that as δ ∈ S, the second player has the winning strategy fδ for the game
aδ but in general fδ /∈ N1. So fδ gives us ηn. Now if |SuccT0(ηm)| < θ then
SuccT0(ηm) ⊆ N1 (because T0, ηm belong to N1 and N1 ∩ θ is an ordinal), and
hence ηn ∈ N1 as required. If |SuccT0(ηm)| = θ then necessarily SuccT0(ηm) ⊆
{ηmˆ〈i〉 : i < θ}, ηn = ηmˆ〈i〉, i < δ (as the play is of the game aδ), but N1 ∩ θ = δ
so necessarily i ∈ N1 hence (as ηm ∈ N1) also ηn ∈ N1.
Lastly,
Case 3. n = m+ 1, ηm /∈ A:
So fδ gives us A
δ
m ∈ Iηm which is not necessarily in N1, however we let A
∗ =⋃
{Aζm : ζ ∈ S, and there is a play of aζ in which 〈ηℓ : ℓ ≤ m〉 were played (by the
first player) and the second player plays according to fζ (this play is unique) and
the strategy fζ dictates to the second player to choose A
ζ
m}.
Now, A∗ belongs to N1 (as f¯ ∈ N1) and being the union of ≤ θ members of Iηm
it belongs to Iηm , and hence A
∗ ∩ SuccT0(ηm) is a proper subset of SuccT0(ηm).
Consequently, there is ηmˆ〈i〉 ∈ SuccT0(ηm) \ A
∗, and thus there is such i ∈ N1.
Let the first player choose ηn = ηmˆ〈i〉.
So we have played a sequence 〈ηn : n < ω〉 of elements of N1, always obeying
fδ so this sequence was produced by a play of aδ in which the second player plays
according to the strategy fδ. But then, for all n, ηn ∈ N1 ⇒ H(ηn) ∈ N1, so
H(ηn) < δ, and
ηn ∈ N1 ⇒ cηn ∈ N1 ⇒ δ = sup(cηn ∩ δ)⇒ δ ∈ cηn ;
hence the first player wins in this play. So fδ cannot be a winning strategy for the
second player in aδ. A contradiction, so S is not stationary and we are done. 1.16
Claim 1.17. Assume κ < λ and cf([λ]<κ
+
,⊆) = λ and λ = λℵ0 .
1) If χ > λ+ and x ∈ H (χ) then we can find N¯ = 〈Nη : η ∈ T 〉 such that:
(a) T is a subtree of ω>(λ+), each η ∈ T is (strictly) increasing,
(b) Nη ≺ (H (χ),∈, <∗χ),
(c) x ∈ Nη and κ+ 1 ⊆ Nη and ‖Nη‖ = κ,
(d) ν ⊳ η ∈ T ⇒ Nν ≺ Nη,
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(e) Nη ∩Nν = Nν∩η for η, ν ∈ T ,
(f) η ∈ Nη,
(g) if ηℓˆ〈αℓ〉 ∈ T for ℓ = 1, 2 and α1 < α2 then sup(Nη1ˆ〈α1〉 ∩ λ
+) <
min(Nη2ˆ〈α2〉 ∩ λ
+\α1).
Recall that cf([κ+n]≤κ,⊆) = κ+n.
2) If in addition λ = λκ (equivalently, 2κ ≤ λ) then we can add:
(h) if η, ν ∈ T have the same length then there is an isomorphism from Nη
onto Nν , call it fη,ν , which maps x to itself, so
η, ν ∈ lim(T )⇒
⋃
n<ω
Nη↾n := Nη ∼= Nν :=
⋃
n<ω
Nν↾n.
3) If S ⊆ [λ]≤κ is stationary of cardinality λ then we can in (1) demand
(i) Nη ∩ λ ∈ S .
4) We can further demand (in parts (1),(2)) that:
(j) Nη is the Skolem hull of {x, η, κ, λ} ∪ κ ∪N〈〉 in (H (χ),∈, <
∗
χ)
(k) if κ = κ<∂ we can add [Nη]
<∂ ⊆ Nη.
Remark 1.18. 1) Used in [Sh:331, 1.11=L7.6(2),(3),(4)] and [Sh:331, 3.23=L7.14,Case
5,clause (k)] and [Sh:331, 3.25=L7.151].
2) See [Sh:f, Ch.IV] use 1.10 + the functions witnessing successor.
Proof. Let S∗ ⊆ [λ]≤κ be stationary of cardinality λ; why exists? if λ = λκ trivially
if just λ = cf([λ]≤κ,⊆) by [Sh:420].
1) We apply 1.19 below.
In detail let
(a) κ = θ+, ∂ = ℵ0 and λ+ here stands for λ in 1.19
(b) T = {η : η an increasing sequence of ordinals < λ+}
(c) if η ∈ T then Iη is the ideal of non-stationary subsets of λ+ plus the set
{δ < λ+ : cf(δ) ≤ κ}
(d) κη = λ
+ for η ∈ T
(e) for some (g0, g1) witnessing λ+, see below.
S = {u ∈ [λ+]≤κ : u is closed under g0, g1, κ+ 1 ⊆ u and
u ∩ θ ∈ θ and u ∩ λ ∈ S∗}.
Now we can check that the assumptions of 1.19 holds hence its conclusion give the
desired conclusion.
2) The game proof, but using clause ⊕2(g) of the conclusion of 1.19.
3) We could choose S∗ as the given S and use the proof of (1). Of course we can
combine part (3) with parts (2),(4) if S is as in (h) of 1.19.
4) Clause (j) is really proved in 1.19. As for clause (a) we can in the proof of part
(j) replace
(a)′ κ = θ+ and ∂ is the one given, without loss of generality regular and use
λ′ = (λ+)<∂ in 1.19.
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As θ = κ+ clearly α < θ ⇒ |α|<∂ ≤ κ<∂ = κ < θ by the present proof
(d)′ in the definition of S demand u is closed under h as there (exists as we are
assuming κ = κ<κ).
1.17
Claim 1.19. Assume that:
⊕1 (a) θ is an uncountable regular cardinal,
(b) (T , I¯) is a tagged tree,
(c) for η ∈ T , Iη is a normal
1 ideal on some regular uncountable
cardinal κη,
(d) Aη is a set of cardinality < θ, for η ∈ T
(e) λ ≥ Σ{κη : η ∈ T } and S ⊆ [λ]<θ is stationary
(f) if η ⊳ ν ∈ T then κη ≤ κν ,
(g) (T , I¯), 〈Aη : η ∈ T 〉 ∈ H (χ) and x ∈ H (χ)
(h) if η ∈ T and α < κη then S ↾α has cardinality < κη where S ↾U :=
{u ∩U : u ∈ S } and so a sufficient condition is
(∀α < κη)(|α|<θ < κη)
(i)(α) Iη is a normal ideal on κη
(β) {δ < κη : cf(δ) < θ} ∈ Iη
(γ) if η1 6= η2 ∈ T and κη1 = κη2 and η1ˆ〈α1〉, η2ˆ〈α2〉 ∈ T then
α1 6= α2 or at least P(κη)/Iη
(j) ∂ < θ and α < θ ⇒ |α|<∂ < θ and h : ∂>λ→ λ is one to one
and u ∈ S ∧ ρ ∈ ∂>u⇒ h(ρ) ∈ u.
Then there is a sequence 〈Nη : η ∈ T ∗〉 such that
⊕2 (a) (T , I¯) ≤ (T
∗, I¯↾T ∗)
(b) Nη ≺ (H (χ),∈) and x ∈ Nη
(c) if η ∈ T ∗ then Nη ∩ κη ∈ S ↾κη
(d) η ∈ T ∗ ⇒ Aη ∪ {x} ⊆ Nη
(e) η ∈ Nη
(f) 〈Nη : η ∈ T ∗〉 is a ∆–system, i.e., Nη ∩Nν = Nη∩ν
(g) if α < θ ⇒ 2|α| < κ〈〉 then η, ν ∈ T & ℓg(η) = ℓg(ν)⇒ Nη ∼= Nν .
Remark 1.20. 1) What if θ is singular? Let θ =
∑
ζ<∂
θζ , θζ regular uncountable
increasing with ζ, ∂ = cf(θ) < θ. Now let f : T → ∂ be f(η) = min{ζ : |
⋃
{Aη↾ℓ :
ℓ ≤ ℓg(η)}| < θζ} and use ?
2) Used in the proofs of [Sh:331, 1.14=L7.6B], [Sh:331, 2.15=L7.9].
Proof. Without loss of generality x codes (T , T¯ ), 〈Aη : η ∈ T 〉, θ, κ¯,S . Let B
expand (H (χ),∈, <∗χ) by x and the functions Fi (for i < ∂) where Fi is an i-
place function from H (χ) to H (χ) and Fi(. . . , aj , . . .)j<i = 〈aj : j < i〉 and the
functions Gi (for i < θ): Gi(a) is: i if a ∈ θ\i, 0 if otherwise.
So
1pedantically we should use I†η
COMBINATORIAL BACKGROUND FOR NON-STRUCTURE 13
(∗)0 if u ⊆ H (χ), |u| < θ then N = Sk(u,B) ≺ B satisfies
• N ∩ θ ∈ θ
• N has cardinality < θ
• N<∂ ⊆ N .
Let N be the set of pairs (η, N¯) such that:
(∗)1
η,N¯
(a) η ∈ T
(b) N¯ = 〈Nℓ : ℓ ≤ ℓg(η)〉
(c) Nℓ ≺ (H (χ),∈, <∗χ)
(d) x ∈ Nη, η↾ℓ ∈ Nℓ and ‖Nℓ‖ < θ
(e) Nℓ is the Skolem hull of Nℓ ∩ κη↾ℓ in B
(f) Nℓ ∩ λ ∈ S
(g) Nℓ ⊆ Nℓ+1 (equivalently Nℓ ≺ Nℓ+1) and moreover, Nℓ <κη↾ℓ Nℓ+1
which means Nℓ ⊆ Nℓ+1 and Nℓ ∩ κη↾ℓ ⊳ Nℓ+1 ∩ κη↾ℓ.
Let Nn = {(η, N¯) ∈ N : ℓg(η) = n+ 1}.
We define a two-place relation ≤N on N:
(∗)2 (η1, N¯1) ≤N (η2, N¯2) iff both are from N and η1 E η2, N¯1 E N¯2.
Obviously
(∗)3 (a) N is non-empty
(b) ≤N is a partial order on N, in fact (N,≤N) is a tree with ω levels,
the n-th level being Nn
(c) if (η, N¯) ∈ Nn2 and n1 ≤ n2 then (η, N¯) ↿ n1 := (η↾n1, N¯↾(n1 + 1))
belongs to N1 and is ≤N (η, N¯).
Now we define a function rk : N → Ord ∪ {∞} by defining when rk(η, N¯) ≥ α by
induction on the ordinal α:
(∗)4 rk(η, N¯) ≥ α iff for some n, (η, N¯) ∈ Nn and for every β < α there is
x = 〈(ηs, N¯s) : s ∈ S〉 such that
(a) (ηs, N¯s) ∈ Nn+1
(b) (η, N¯) ≤N (ηs, N¯s) and rk(ηs, N¯s) ≥ β for every s ∈ S
(c) {ηs : s ∈ S} ∈ I+η
(d) if s1 6= s2 ∈ S then Ns1,n+1 ∩ Ns2,n+1 = Nn where N¯s = 〈Ns,ℓ : ℓ <
|N¯s|〉.
Clearly rk is indeed a function from N into Ord ∪ {∞}.
(∗)5 if rk(η, N¯) =∞ for some (η, N¯) ∈ N0 then the desired conclusion holds.
Why? In short, here we use η ⊳ν ⇒ κη ≤ κν and Iη fails κ+η -c.c. and I
+
η is a normal
ideal on κη,P(κη)/I
+
η fails the κ
+
η -c.c. everywhere (see later on normal ideals on
[κη]
<∂(η)). Fully, first we can ignore ⊕2(g) as we can apply 1.12.
Let N′η = {(η, N¯) ∈ Nη : rk(η, N¯) =∞}.
Now we shall choose T ′n ⊆ Tn := {η ∈ T : ℓg(η) = n} and N¯η for η ∈ Tn such
that (η, N¯η) ∈ N and rk(η, N¯η) =∞.
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(∗)5.1 if n = 0 then T ′0 = {〈〉}, N¯〈〉 is such that (〈〉, N¯〈〉) ∈ N0 and rk(〈〉, N¯〈〉) =∞.
This holds by the assumption of (∗)5
(∗)5.2 if η ∈ T ′n so N¯η is well defined then for every ordinal α there is xα =
〈(ηαs , N¯
α
s ) : s ∈ Sα〉 witnessing rk(η, N¯η) = α, hence for some β = β(η) we
have that {α : xα = xβ} is a proper class and let
(a) T ′n+1 ∩ SuccT (η) = {η
β(η)
s : s ∈ Sβ(η)}
(b) N¯
η
β(η)
s
= Nαs .
So
(c) T ′n+1 = ∪{T
′
n+1 ∩ SuccT (η) : η ∈ T
′
n}.
Clearly
(∗)5.3 (a) (T , I¯) ≤∗ (T ′, I)
(b) if η ∈ T and ν1 6= ν2 ∈ SuccT ′(η) then Nν1 ∩Nν2 = Nn.
Our problem is to find T ′′ such that (T ′, I¯) ≤ (T ′′, I¯) and 〈Nη,ℓg(η) : η ∈ T
′′〉 is
a ∆-system because then by the assumption on the Iη’s, i.e. by ⊕1(f)(γ) we are
done. We still have to prove the assumption of (∗)5
(∗)6 there is (η, N¯) ∈ N0 such that rk(η, N¯) =∞.
Why? For every η ∈ T and α < κη
(∗)6.1 let Nη,α be {N¯ : (η, N¯ ) ∈ Nℓg(η) and Nℓg(η) ∩ κη ⊆ α}.
Now
(∗)6.2 if η ∈ T and α < κη then Nη,α has cardinality < κη.
Why? Because |S ↾α| < κη.
(∗)6.3 If η ∈ T , α < κη, N¯ ∈ Nη,α and rk(η, N¯) < ∞ then Cη,N¯ ∈ Iη where
Cη,N¯ := {β < κη: there is N¯
′ such that (η, N¯ ) ≤N (ηˆ〈β〉, N¯ ′) ∈ Nℓg(η)+1
and rk(ηˆ〈β〉, N¯ ′) ≥ rk(η, N¯)}.
Why? By the definition of rk(−).
(∗)6.4 if η ∈ T ′ then Cη ∈ Iη where Cη is the set of β < κn satisfying at least one
of the following:
(a) cf(β) < θ
(b) ηˆ〈β〉 /∈ T ′
(c) for some α < 1 + β and N¯ ∈ Nη,α we have β ∈ Cη,N¯
(d) in the Skolem hull of β ∪ {x} there is an ordinal from [β, κη).
Why? Because Iη is a normal ideal on κη and (∗)6.3.
Now we choose ηn by induction on n such that:
(∗)6.5 (a) ηn ∈ T ′ has length n
(b) if n = m+ 1 then ηn = ηmˆ〈δm〉 for some δm ∈ κηm\Cηm .
Clearly possible as we are assuming “S ⊆ [λ]<θ is stationary” there are M,u such
that:
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(∗)6.6 (a) u ∈ S
(b) Mu is the Skolem hull of u ∪ {x} in B
(c) δn ∈ u for every n.
Let Nn be the Skolem hull in B of (N ∩ δn) ∪ {x}. Let N¯n = 〈Nℓ : ℓ ≤ n〉.
Now
(∗)6.7 (a) (ηn, N¯n) ∈ Nn
(b) if rk(ηn, N¯n) <∞ then rk(ηn, N¯n) > rk(ηn+1N¯n+1).
Why? By the choice of the Cn’s.
It follows that rk(η0, N¯0) =∞, (η0, N¯0) ∈ N0, so we are done. 1.17
In 1.17(1) we can replace λ+, κ+ by λ1, κ1, that is
Claim 1.21. 1) If
(i) λ1 = cf(λ1) > κ1 = cf(κ1) > ℵ0,
(ii) α < λ1 ⇒ cov(|α|, κ1, κ1, 2) < λ1,
(iii) χ > λ+ and x ∈ H (χ),
then we can find 〈Nη : η ∈ T 〉 such that
(a)1 T is a subtree of
ω>(λ1), each η ∈ T is strictly increasing,
(b)1 Nη ≺ (H (χ),∈, <∗χ),
(c)1 x, λ1, κ1 belong to Nη, Nη ∩ κ1 ∈ κ1 and ‖Nη‖ = |Nη ∩ κ1|,
(d) ν ⊳ η ∈ T ⇒ Nν ≺ Nη,
(e) Nη ∩Nν = Nν∩η for η, ν ∈ T ,
(f) η ∈ Nη,
(g) if ηℓˆ〈αℓ〉 ∈ T for ℓ = 1, 2 and α1 < α2 then
sup(Nη1ˆ〈α1〉 ∩ α
+) < min(Nη2ˆ〈α2〉 ∩ λ
+, Nη2).
2) If in addition α < λ1 ⇒ |α|<κ1 < λ1 then we can add
(h) if η, ν ∈ T have the same length then there is an isomorphism from Nη
onto Nν , call it fη,ν , and it maps x to itself, so
η, ν ∈ lim(T )⇒
⋃
n<ω
Nη↾n := Nη ∼= Nν :=
⋃
n<ω
Nη↾n
3) If S¯ = 〈Sα : α < λ1〉 is ⊆-increasing with α,Sα ⊆ [α]<κ1 , α ∈ a ∈ Sβ ⇒
a ∩ α ∈ Sα then we can demand
(i) Nη ∩ λ1 ∈
⋃
Sα.
4) We can further demand
(j) Nη is the Skolem hull of {x, η, κ1, λ1} ∪ (Nη ∩ κ1) ∪N〈〉.
5) If (T0, I¯) is a tagged tree, Iη a normal ideal on λ1 such that {δ : cf(δ) < κ1} ∈ Iη
then we can demand (T0, I¯) ≤∗ (T , I¯).
Proof. Similarly to 1.17 by 1.19. 1.21
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Remark 1.22. The isomorphism is unique, hence if the isomorphism is called fη,ν
then fη0,η1 = fη0,η1 ◦ fη1,η0 when they are well defined.
Claim 1.23. Suppose that
(a) λ is singular, κ = cf(λ) > ℵ0,
(b) f is a function from ω>λ to finite subsets of ω≥λ or even subsets of ω≥λ of
cardinality < cf(λ),
(c) λ =
∑
i<κ
λi, where λi is (strictly) increasing and continuous with i < κ;
(d) S ⊆ {i < κ : cf(i) = ℵ0} is stationary,
(e) for i ∈ S we have λi =
∑
n<ω
λi,n, where κ < λi,0, and (∀n)(λi,n < λi,n+1 & cf(λi,n) =
λi,n)
(f) Inµ is a κ
+–complete ideal on µ containing the co-bounded subsets of µ for
µ regular < λ
(g) if i1, i2 ∈ S and {j : λj < λi1,n} = {j : λj < λi2,n} when i1, i2 ∈ S and
n < ω then λi1,n = λi2,n and I
n
λi1,n
= Inλi2,n
.
Then there is a closed unbounded C ⊆ κ such that for each i ∈ C ∩ S there is a T
such that:
(∗)1 T ⊆
⋃
n<ω
∏
m<n
λi,m, 〈〉 ∈ T , and T is closed under initial segments;
(∗)2 if η ∈ T and lg(η) = n then {α < λi,n : ηˆ〈α〉 ∈ T } 6= ∅ mod I
n
λi,n
;
(∗)3 if η ∈ T then f(η) ⊆ ω≥λi.
Remark 1.24. Claim 1.23 is used in [Sh:331, 1.11].
Proof. This is a variant of 1.16. For each η ∈ ω>λ choose g(η) < κ so that f(η) ⊆⋃
{ω≥ζ : ζ < λg(η)}. Then instead of (∗)3, it suffice to demand
(∗)′3 ∀η ∈ T (g(η) < i).
Now we define a game ai for each i ∈ S: the game is of length ω, and in the n-th
move, the second player chooses An ∈ Inλi,n with |An| < λi,n, and the first player
chooses αn ∈ λi,n. The first player wins if [ℓ < n ⇒ αℓ < αn], αn /∈ An, and
g(〈α0, . . . , αn〉) ≤ i; otherwise the second player wins.
Now
(∗)4 if i ∈ S, g(〈〉) ≤ i, and the first player has a winning strategy, then a tree
T = Ti as desired exists.
Why? Let i ∈ S be as in (∗)4 and let fi be a winning strategy for the first player
in the game ai. Thus for n < ω and A¯ ∈ n+1P(λ) such that ∀m ≤ n(Am ∈
Inλi,m) we have fi(A¯) ∈ λi,n, fi(A¯↾(m + 1)) < fi(A¯) for all m < n, fi(A¯) /∈ An, and
g(〈fi(A¯↾1), . . . , fi(A¯ ↾ n)〉) ≤ i. Then T = {〈fi(A¯ ↾ 1), . . . , fi(A¯ ↾ (n + 1))〉: such
A¯} ∪ {〈〉} is as desired. Thus we may assume toward contradiction
(∗)5 S′ = {i ∈ S : the first player does not have a winning strategy for ai } is a
stationary subset of cf(λ).
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Now, the game ai is open, so by the Gale-Stewart theorem it is determined. Hence
for each i ∈ S′ we may choose a winning strategy fi for the second player.
Thus
(∗)6 if n < ω and η ∈
∏
m<n
λi,m then fi(η) ∈ I
n
λi,n
;
(∗)7 for any η ∈
∏
m<ω
λi,m one of the following occurs:
(a) ∃ℓ < n < ω (η(ℓ) ≥ η(n)),
(b) there is n < ω such that η(n) ∈ fi(η ↾ n),
(c) there is n < ω such that g(η ↾ n) > i.
Now choose a regular χ > ℵ0 so that g, 〈fδ : δ ∈ S′〉, 〈λi : i < cf(λ)〉, 〈Inµ : µ < λ
regular, n < ω 〉 and 〈〈λi,n : n < ω〉 : i ∈ S′〉 belong to H (χ). Remember H (χ) is
the family of sets with the transitive closure of cardinality < χ, and that (H (χ),∈)
is a model of ZFC−. Let <∗χ be a well-ordering of H (χ).
For all δ < κ let Aδ be the closure of δ ∪ {x} under Skolem functions within the
structure (H (χ),∈, <∗χ). Then C = {δ < κ : Aδ ∩ κ = δ} is a closed unbounded
subset of κ. Thus there is δ ∈ S′ ∩ C and an elementary substructure (N,∈, <) of
(H (χ),∈, <∗χ) such that |N | < κ and N ∩ κ = δ, with x ∈ N . Clearly λδ,m, I
m
λδ,m
belong to N for each m (by assumption (e)). However δ /∈ N , hence {λδ,m : m <
ω} /∈ N though it is a subset of N .
Now we define η = 〈αn : n < ω〉 ∈
∏
m<ω
λδ,m so as to contradict (∗)7. Suppose
αm ∈ N has been constructed for all m < n. Using elementarity and absoluteness
of suitable formulas we see that the set
A∗ =
⋃
{fj(〈α0, . . . , αn−1〉) : j ∈ S′ and
λj,0 = λδ,0, . . . , λj,n−1 = λδ,n−1, λj,n = λδ,n}.
belongs to In
λ
+
δ,n
(being the union of ≤ κ sets each from In
λ
+
δ,n
) and belongs to
N . Since ∃α(αn−1 < α < λδ,n and α /∈ A∗) holds in (H (χ),∈, <∗χ), it holds in
(N,∈, <∗χ) and this gives αn. This completes the construction, and it is easily seen
that (∗)7 is contradicted. 1.23
Remark 1.25. 1) We can interchange the quantifier in 1.23; one club (C) of cf(λ)
is O.K. for every appropriate 〈〈λδ,n : n < u〉 : δ < cf(λ)〉.
2) If λδ,n = ηδ(n) and 〈Rang(ηδ) : δ ∈ S〉 guess clubs of cf(λ) then we can add
η ∈
∏
δ,ℓ
⇒ g(η) > λδ,n.
3) We can get in this direction more results. If 2cf(λ) < λ, λi+1 regular, then we can
find a closed unbounded set {α(i) : i < cf(λ)}, α(i+1) successor and T ⊆ ω>λ, such
that: 〈〉 ∈ T , η ∈ T ,max[Rang(η)] < λi+1 < λj implies {α < λj : ηˆ〈α〉 ∈ T } has
power λj , and implies also g(η) < j.(For each club C of cf(λ) we define a game,
etc.).
4) In (3) we can replace “2cf(λ) < λ” by “there is a family P of closed unbounded
subsets of cf(λ) such that |P| < λ, and every closed unbounded subset of κ contains
one of them”.
5) On the other hand, if µ = µ<µ in V let us add λ > µ generic closed unbounded
subsets of µ (by P = {f : Dom(f) a subset of λ of power < µ, f(i) the characteristic
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function of a closed bounded subset of µ}, and let C
˜
i the following P-name of a
club of µ: the characteristic function of C
˜
i is
⋃
{f(i) : f in the generic set}). Let
G be a subset of P generic over V and in V[G] let {Cη : η ∈ ω>λ} be another
enumeration of {C
˜
i[G] : i < λ}, and define g:
g(ηˆ〈α〉) = min{i < cf(λ) : i ∈ Cη, λi > α}.
Clearly for this g the conclusion of remark (4) fails.
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§ 2. On unique linear orders
Hausdorff has introduced and investigated the class of scattered linear orders (see
2.10). Galvin and Laver [Lav71] investigate the class M of linear orders which are
a countable union of scattered linear orders. They were interested in linear orders
up to embeddability inside the class M = ∪{Mλ,µ1,µ2 : µ1, µ2 regular uncountable
λ ∈ µ1+µ2} where Mλ,µ1,µ2 is the class of linear orders M of cardinality λ with no
increasing sequences of length µ1 and no decreasing sequences of length µ2. Galvin
defined Mλ,µ1,µ2 and proved the existence of a universal member.
Laver, solving a long standing conjecture of Fra¨ısse´, and using the theory of
better quasi orders of NashWilliams proved that theM is well and even better quasi
ordered. In [Sh:220, pp.308,309], we continue this investigation being interested in
the uniqueness of such orders. We do more here. Invariants related to the gi here
are investigated in [Sh:a, Ch.VIII,§3] and better in [Sh:E59], and also in Droste-
Shelah [DrSh:195], [DrSh:743]. This is continued being interested in uniqueness.
§ 2(A). Classes of Coloured Linear Orders.
Discussion 2.1. 1) We may waive “union of countably many scattered subsets”,
and essentially allow a family of ≤ λ isomorphism types of linear orders as basic
orders. So ignoring trivialites they are neither well ordered nor anti-well ordered;
we lose stability but can retain everything else.
2) Below in 2.18 we may start with closed enough set S ⊆ P(X), |S | ≤ λ.
3) Another way to get many of the properties is to build suchN of larger cardinality,
so e.g. saturated dense linear orders exists and then use the Lo¨wenheim–Skolem
argument.
Context 2.2. If not said otherwise, in this subsection we use a fix context c =
(λ, µ1, µ2, α
∗, g1, g2) = (λ
c, µc1, µ
c
2, α
c
∗, g
c
1 , g
c
2) which means it is as in 2.3.
Definition 2.3. 1) We say c is a context if it consists of λ, µ1, µ1, g1, g2 (and
F1,F2,F
+
1 ,F
+
2 defined from them), when
(a) λ, µ1, µ2 are (infinite) cardinals with µ1, µ2 being uncountable regular such
that λ+ = max{µ1, µ2} and α∗ = α(∗) < λ+, α∗ ≥ 1
(b) for ℓ = 1, 2 we have gℓ, a function from α
∗ into Fℓ := {h : h a function from
some uncountable θ ∈ Reg∩µℓ into α∗} such that {Dom(h) : h ∈ Rang(gℓ)}
is unbounded in Reg ∩ µℓ. (Hence λ = sup{Dom(gℓ(α)) : ℓ ∈ {1, 2} and
α < α∗})
2) In addition if ℓ ∈ {1, 2}, α < α∗, h = gℓ(α) then : h ∈ F
+
ℓ where F
+
ℓ is the set
of h ∈ Fℓ satisfying
⊡ℓh h ∈ Fℓ and if δ < Dom(h) is a limit ordinal of uncountable cofinality and
β = h(δ) and 〈ǫi : i < cf(δ)〉 is an increasing continuous sequence with limit
δ then the set {i < cf(δ) : (h(δ))(ǫi) = (g(β))(i)} contains a club of cf(δ).
3) For notational simplicity assume α∗ ≤ λ.
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Notation 2.4. 1) For a linear order M = (A,<) let M∗ be (A,>), i.e., its inverse.
2) Below K = Kc = K(c) and similarly for other versions of K.
3) Properties and Notations defined for linear orders, can be applied to expansions
of linear orders (here mainly N ∈ K or N ∈ Kall).
Definition 2.5. K = Khom = K(λ, µ1, µ2, α
∗, g1, g2) is the family of models N =
(M,Pα)α<α(∗) such that:
(i) M is a linear order,
(ii) M is the union of ℵ0 scattered suborders, i.e., |M |, the universe (=set of
elements of M) is
⋃
n∈ω
An, where each M ↾ An is scattered (see Definition
2.6 below),
(iii) each Pα is a dense subset of M ,
(iv) 〈Pα : α < α(∗)〉 is a partition of M ,
(v) every increasing sequence in M has length < µ1, but for each α < α
∗ in ev-
ery open interval ofM there is an increasing sequence of length Dom(g1(α)),
(hence any α < µ1 is O.K.)
(vi) every decreasing sequence inM has length < µ2, but for each α < α
∗ in ev-
ery open interval there is an decreasing sequence of any length Dom(g2(α)),
(hence any α < µ2 is O.K.)
(vii) if 〈ai : i < κ〉 is an increasing bounded sequence in M , ℵ0 < κ ∈ Reg ∩ µ1
then for some club C of κ, for every δ ∈ C ∪ {κ}, {ai : i < δ} has a least
upper bound in M ,
(viii) if 〈ai : i < κ〉 is a decreasing sequence in M bounded from below and
ℵ0 < κ ∈ Reg ∩ µ2 then for some club C of κ for every δ ∈ C ∪ {κ} we
have: {ai : i < δ} has a greatest lower bound in M ,
(ix) if x ∈ Pα, g1(α) = h then N<x = N ↾ {y : y <M x} and M<x = N<x↾{<}
has cofinality Dom(h) and if Dom(h) > ℵ0 then it has up-type h which
means that
(∗)1N<x,h there is an increasing continuous sequence y¯ = 〈yǫ : ǫ <
Dom(h)〉 in M<x such that yǫ ∈ Ph(ǫ) for a club of
ǫ ∈ Dom(x) and {yǫ : ǫ < Dom(h)} is
unbounded from above in M<x,
(x) if x ∈ Pα, g2(α) = h, then N>x = N ↾ {y : x <M y} satisfies: (M>x)∗, the
inverse of M>x, has cofinality Dom(h) and if Dom(h) > ℵ0 then Nx has
down-type g2(α) which means that
(∗)2N>x,h there is a decreasing continuous sequence y¯ = 〈yǫ : ǫ <
Dom(h)〉 in M>x such that yǫ ∈ Ph(ǫ) for a club of
ǫ ∈ Dom(h) and {yǫ : ǫ < Dom(h)} is
unbounded from below in M>x.
Definition 2.6. 1) For a linear order M we define when Dp(M) ≥ α by induction
on α. If α = 0,Dp(M) ≥ α for any linear order M , even the empty one. If
α = 1,Dp(M) ≥ α if and only if M is non-empty. If α is limit then Dp(M) ≥ α if
and only if Dp(M) ≥ β for every β < α. If α = β + 1 then Dp(M) ≥ α if and only
if M can be represented as M1 +M2 where Dp(M1) ≥ β and Dp(M2) ≥ β.
2) We let Dp(M) = α if and only if Dp(M) ≥ α and Dp(M)  α+ 1.
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We say that Dp(M) =∞ if Dp(M) ≥ α for all ordinals α.
3) A linear order M is scattered if Dp(M) < ∞ equivalently (by Hausdorff), the
rational order cannot be embedded into M .
4) If N is an expansion of a linear order then Dp(N) means Dp(|N |, <M ).
Definition 2.7. 1) Let K∗ = Kall be the class of N = (M,Pα)α<α(∗) satisfying
clauses (i), (ii), (iv) of Definition 2.5, and the first half of (v), the first half of (vi),
and (vii), (viii) and clause (ix) for x such that x is neither the first element of M
nor the immediate successor of any y ∈ M and clause (x) for x which are neither
last nor the immediate predecessor of some y ∈M .
2) For N = (M,Pα)α<α(∗) ∈ K and x ∈M let
(a) PNα = Pα, <
N=<M ,
(b) N>x,M>x and N<x,M<x be as in clauses (ix), (x) of Definition 2.5
(c) so N>x = (M>x, P
N
α ∩M>x)α<α(∗) and N<x = (M<x, P
N
α ∩M<x)α<α(∗).
3) For h1 ∈ F
+
1 , h2 ∈ F
+
2 (that is, h1 ∈ F1, h2 ∈ F2 satisfying ⊡
1
h1
,⊡2h2 from Defi-
nition 2.3) letKh1,h2 = K
hom
h1,h2
= K(λ, µ1, µ2, α
∗, g1, g2, h1, h2) = Kh1,h2(λ, µ1, µ2, α
∗, g1, g2)
be the family of N = (M,Pα)α<α(∗) ∈ K such that N satisfies (∗)
1
N,h1
of clause
(ix) of Definition 2.5, and (∗)2N,h2 of clause (x) of Definition 2.5.
4) For h1 ∈ F
+
1 , h2 ∈ F
+
2 letK
∗
h1,h2
= Kallh1,h2 be the family ofN = (M,Pα)α<α(∗) ∈
K∗ such that N satisfies (∗)1N,h1 of clause (ix) of 2.5 and (∗)
2
N,h2
of clause (x) of
2.5.
5) Let K⊗ = Kvhm = {M ∈ Kall: if N has no last element then (∗)1M,h for some
h ∈ F+1 and if N has no first element then (∗)
2
M,k for some h ∈ F
+
2 }.
6) K⊕ = ∪{K∗h1,h2 : h2 ∈ F
+
1 , h2 ∈ F
+
2 }.
Definition 2.8. 1) For Ni ∈ K∗(i < α) then N0 + N1 and
∑
i<α
Ni are defined
naturally, as well as N0 × α.
2) Similarly for anti-well ordered sums.
Claim 2.9. 1) If N ∈ Kh1,h2 (so h1 ∈ F
+
1 , h2 ∈ F
+
2 ) and x ∈ P
N
α then :
(i) N<x = N↾{y ∈ N : y <M x} ∈ Kg1(α),h2 and
(ii) N>x = N↾{y ∈ N : x <M y} ∈ Kh1,g2(α).
2) If N ∈ K and I is a convex non-empty subset of M with neither last nor first
element and M ↾ I satisfies (∗)1M,h∗1 of clause (ix) of Definition 2.5 for h
∗
1 ∈ H1,
and (∗)2M,h∗2 of clause (x) of Definition 2.5 for h
∗
2 ∈ H2 then M ↾ I ∈ Kh∗1,h∗2 .
3) If N = (M,Pα)α<α∗ ∈ Kh1,h2 then N
∗ = (M∗, Pα)α<α∗ ∈ Kh2,h1 .
4) If N ∈ Kall and I is a convex subset of N then N↾I ∈ Kall. Moreover, N ∈
K⊗ ⇒ N↾I ∈ K⊗.
Proof. Straightforward. 2.9
Recall
Claim 2.10. 1) The family of scattered order types is the closure of the singletons
under well ordered sums and inverse of well ordered sums.
2) If M1 ⊆M2 then Dp(M1) ≤ Dp(M2).
3) If M is a scattered linear order then one of the following holds:
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(a) M is a singleton,
(b) for some x ∈M we have Dp(M<x) < Dp(M) and Dp(M>x) < Dp(M),
(c) there is an increasing unbounded sequence 〈xi : i < κ〉 in M , with κ a
regular cardinal, such that
i < κ⇒ Dp(M<xi) < Dp(M),
(d) there is a decreasing sequence 〈xi : i < κ〉 in M unbounded from below and
such that
i < κ⇒ Dp(M>xi) < Dp(M).
Claim 2.11. For any h1 ∈ F1, h2 ∈ F2 we have Kh1,h2 6= ∅.
Proof. First
⊛1 there is a scattered N ∈ K
∗ such that: N has a first element, a last element
and PNα 6= ∅ for every α < α
∗.
[Why? Recall that λ+ = Max{µ1, µ2} so let ℓ ∈ {1, 2} be such that λ+ = µℓ. For
θ ∈ {Dom(gℓ(α)) : α < α∗}, let αθ < α∗ be minimal such that θ = Dom(gℓ(αθ)).
Now we define Nθ = (Mθ, Pθ,α)α<α(∗), i.e. P
Nθ
α = Pθ,α, as follows:
(a) Mθ is (θ + 1, <) if ℓ = 1 and is its inverse if ℓ = 2
(b) for ǫ ∈ θ + 1, ǫ ∈ Pθ,α if and only if ǫ = θ and α = αθ or (ǫ < θ) is a limit
ordinal and (g(αθ))(ǫ) = α) or (ǫ = α+ 1 so ǫ is a successor ordinal).
If λ is regular then by 2.3 we can choose θ = λ and we are done as α∗ ≤ λ. If
λ is singular we can find an increasing sequence 〈θi : i < cf(λ)〉, with limit λ,
θi = Dom(gℓ(αθi)), θ0 > cf(λ), and we combine them by inserting Nθi in the i-th
open interval of Nθ0 , i.e. in (i, i+ 1)Nθ0 .]
⊛2 there is a scattered N ∈ K∗ such that: N has a first element, N has a last
element and for every ℓ ∈ {1, 2} and θ = cf(θ) < µℓ the model N has an
increasing sequence of length θ if ℓ = 1 and a decreasing sequence of length
θ if ℓ = 2.
[Why? Similar to the proof of ⊛1 using it].
⊛3 for any h1 ∈ F
+
1 , h2 ∈ F
+
2 (i.e. h1 ∈ F1, h2 ∈ F2 satisfying ⊡
1
h1
+ ⊡2h2
from Definition 2.3), there is a scattered N ∈ K∗ satisfying
(a) (∗) of clause (ix) of Definition 2.5 for h1, that is, (∗)1N,h1
(b) (∗) of clause (x) of Definition 2.5 for h2, that is, (∗)
2
N,h2
(c) PNα 6= ∅ for α < α
∗
(d) if θ = cf(θ) < µ1 then N has an increasing sequence of length θ
(e) if θ = cf(θ) < µ2, then N has a decreasing sequence of length θ.
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[Why? Let N be as in ⊛2. We define M as follows: M has set of elements
{(ℓ, x) : ℓ ∈ {−1, 0, 1}, and ℓ = −1 ⇒ x ∈ Dom(h2) and ℓ = 0 ⇒ x ∈ |N |
and ℓ = 1 ⇒ x ∈ Dom(h1)} and (ℓ1, x1) <M (ℓ2, x2) if and only if ℓ1 < ℓ2 or
ℓ1 = ℓ2 = −1 and x2 < x1 (as ordinals) or ℓ1 = ℓ2 = 0 and x1 <N x2 or ℓ1 = ℓ2 = 1
and x1 < x2 (as ordinals).
Lastly, N = (M,PNα )α<α(∗) where for α < α
∗ we let PMα = {(ℓ, x) ∈ M : ℓ =
−1 ∧ h2(x) = α or ℓ = 0 ∧ x ∈ PNα or ℓ = 1 ∧ h1(x) = α}].
At last we define by induction on n < ω, (Mn, Pnα )α<α(∗) such that:
(i) (Mn, Pnα )α<α(∗) ∈ K
∗ is a submodel of (Mn+1, Pn+1α )α<α(∗),
(ii) Mn is scattered, and so every interval contains a jump, i.e., an empty open
interval
(iii) (Mn, Pnα )α<α(∗) ∈ K
∗
h1,h2
,
(iv) If x ∈ Pnα has no immediate predecessor in M
n (recalling Mn has no first
element), then clause (ix) of Definition 2.5 holds for it, really follows by
2.7(1)
(v) If x ∈ Pnα is neither last nor has an immediate successor (recalling Mn has
no last element), then clause (x) holds for it, really follows by 2.7(1)
(vi) If x ∈Mn+1 \Mn, then for some y, z ∈Mn:
y < x < z, and ¬(∃t ∈Mn)y < t < z.
(vii) For every y < z in Mn: in Mn+2 the element y has no immediate successor
and the element z has no immediate predecessor,
∧
α
Pn+2α ∩ (y, z)
Mn+2 6= ∅,
in (y, z)M
n+2
there are increasing sequences of any length θ = cf(θ) < µ1
in (y, z)M
n+2
there are decreasing sequences of any length θ = cf(θ) < µ2.
There is no problem in this and (
⋃
n
Mn,
⋃
n
Pnα )α<α(∗) is as required.
That is, for n = 0 use⊛3 for (h1, h2). Given (M
n, Pnα )α<α(∗), to get (M
n+1, Pn+1α )α<α(∗),
for each empty open interval (x, y) of Mn, we insert in this interval a copy of N as
constructed in ⊛3 but with (g2(α1), g1(α2)) here standing for (h1, h2) there when
x ∈ Pnα1 , y ∈ P
n
α2
. 2.11
Claim 2.12. If h1 ∈ F
+
1 and h2 ∈ F
+
2 , then every two members of Kh1,h2 are
isomorphic.
We shall prove this below.
Claim 2.13. 1) If N ∈ K∗ and (I0, I1) is a cut of N , i.e. of M = (|N |, <N) (as
a linear order, i.e. M = I0 ∪ I1, I0 ∩ I1 = ∅ and t0 ∈ I0 ∧ t1 ∈ I ⇒ t0 <N t1), then
exactly one of the following occurs:
(i) I0 has a last element,
(ii) I0 is empty,
(iii) I1 has a first element,
(iv) I1 is empty,
(v) cf(I0) = cf(I
∗
1 ) = ℵ0.
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2) If N ∈ K then the set of cuts of case (v) above is dense.
3) If N ∈ K and I is an infinite subset of N then we can find J such that:
(i) I ⊆ J ⊆ N ,
(ii) |J | = |I|,
(iii) J has neither a first nor a last member,
(iv) if x ∈ N \ J and NJ,x = N↾AJ,x,MI,x = (AJ,x, <N ↾AJ,x) where AJ,x =
{y ∈M : x, y realize the same cut of J} then
(α) NJ,x has no last element,
(β) if NJ,x is bounded in M and cf(NJ,x) > ℵ0 then it has a least upper
bound in J ,
(γ) NJ,x has no first element,
(δ) if NJ,x is bounded from below in NJ,x and cf(N
∗
J,x) > ℵ0 then it has a
maximal lower bound in J .
(v) the number of members in {NJ,x : x ∈ N \ J} is ≤ |J |+ 1.
Proof. Straightforward. 2.13
Definition 2.14. 1) For a linear order M , if J ⊆M satisfies clauses (iii) + (iv) of
claim 2.13(3) then we say that J is quite closed in M .
2) Similarly for J ⊆ N,N an expansion of a linear order.
Proof. Proof of Claim 2.12:
Let h1 ∈ F1, h2 ∈ F2 and assume N1, N2 ∈ Kh1,h2 , and we shall prove that
N1, N2 are isomorphic. Let Nℓ =
⋃
n<ω
Aℓ,n with Mℓ ↾ Aℓ,n being scattered, of
course, Mℓ = Nℓ↾{<}. Let G be the family of f such that:
(a) f is a one-to-one function,
(b) Dom(f) is a quite closed subset of M1, see Definition 2.14
(c) Rang(f) is a quite closed subset of N2, see Definition 2.14
(d) f is an isomorphism from N1↾Dom(f) onto N2 ↾ Rang(f)
(e) M1↾Dom(f) is a scattered linear order.
Now
⊠1 there is f1 ∈ G such that Dom(f1) is an unbounded subset of N1, and
Rang(f1) is an unbounded subset of N2.
[Why? As N1, N2 ∈ Kh1,h2 , using h1 ∈ F
+
1 , see 2.3(3) and Definition 2.7(3).]
⊠2 There is f2 ∈ G such that Dom(f2) is a subset of N1 unbounded from below
and Rang(f2) is an unbounded from below subset of N2.
[Why? As N1, N2 ∈ Kh1,h2 , using h2 ∈ F
+
1 , see 2.3(3) and Definition 2.7(3).]
⊠3 There is f0 ∈ F satisfying the demands in ⊠1 and ⊠2.
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[Why? Let f1, f2 be from ⊠1,⊠2, respectively. We choose x ∈ Dom(f1) and
y ∈ Dom(f2) such that M1 |= “y < x” and M2 |= “f2(y) < f1(x)”, note that this is
possible by the choices of f1 and f2.
Let
f0 = (f1 ↾ {z ∈ Dom(f1) : x <
N1 z}) ∪ (f2↾{z ∈ Dom(f2) : z <
N2 y}).
Clearly f0 is as required.]
For any f ∈ G which extends f0 and t ∈ N1 \Dom(f) we let
N1,f,t = N1 ↾ {s ∈ N1 : (∀x ∈ Dom(f))[x <M1 t ≡ x <M1 s] and s /∈ Dom(f)}.
Now
⊠4 if f ∈ G extends f0 and t ∈ N1 \Dom(f) and n < ω and A1,n ∩N1,f,t 6= ∅
then there is f ′ such that
(i) f ⊆ f ′ ∈ G ,
(ii) Dom(f ′) \Dom(f) ⊆ N1,f,t,
(iii) if s ∈M1,f,t \Dom(f ′) and A1,n ∩N1,f,t 6= ∅ then
Dp(N1,f ′,s↾A1,n) < Dp(N1,f,t↾A1,n) = Dp(N1,f,s ↾ A1,n).
[Why? First note that there are t0 < t1 in Dom(f1) such that N |= “t0 < t < t1”,
this holds by the choice of f0 (recalling we are assuming f ≥ f0. Second, we can
demand that N1,f,t = N1↾(t0, t1)N1 , just by the definition of “Dom(f) is quite
closed” recalling the assumption on f .
By Claim 2.10 it is enough to consider the following three cases.
Case 1: There is s1 ∈ N1,t ∩ A1,n such that Dp((N1,f,t)>s1) < Dp(N1,f,t) (so
possibly (N1,f,t)>s1 is empty) and Dp((N1,f,t)<s1) < Dp(N1,f,t).
Let s1 ∈ P
N1
α (clearly such α exists). Now, (f(t1), f(t2)) is an open interval of
N2 hence there is in it an s2 ∈ PN2α . Let f
′ = f ∪ {〈s1, s2〉}.
Case 2: For every x ∈ N1,f,t we have Dp((N1,f,t)<x) < Dp(N1,f,t).
Let α1 be such that t1 ∈ PN1α1 , so also f(t1) ∈ P
N2
α1
, and imitate the proof of ⊠1.
Case 3: For every x ∈M1,f,t we have Dp((N1,f,t)>x) < Dp(N1,f,t).
Let α0 be such that t0 ∈ PN1α0 , so also f(t0) ∈ P
N2
α0
and immitate the proof of
⊠2.
So ⊠4 holds indeed.]
⊠5 If f ∈ G extends f0 and n < ω then there is f
′ such that
(i) f ⊆ f ′ ∈ G ,
(ii) if t ∈ N1 \Dom(f ′) then Dp(N1,f ′,t↾A1,n) < Dp(N1,f,t↾A1,n).
[Why? Let {tǫ : ǫ < ǫ(∗)} be such that tǫ ∈ N1 \ Dom(f) and 〈N1,f,tǫ : ǫ < ǫ(∗)〉
lists {N1,f,t : t ∈ N1 \Dom(f) and A1,n ∩N1,f,t 6= ∅} with no repetitions. For each
ǫ let f ′ǫ be as in ⊠4 for tǫ, and let f
′ =
⋃
ǫ<ǫ(∗)
f ′ǫ. Now check, so ⊠5 holds indeed.]
For any f ∈ G which extends f0 and t ∈M2 \Rang(f), let
N2,f,t = N2 ↾ {s ∈M2 : (∀x ∈ Rang(f))(x <
N2 s⇔ x <N2 t)}.
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Just as in ⊠4, ⊠5 we can show:
⊠6 if f ∈ G extends f0 and n < ω then there is f ′ such that
(i) f ⊆ f ′ ∈ G ,
(ii) if t ∈ N2 \ Rang(f) and A2,n ∩M2,f,t 6= ∅ then Dp(N2,f ′,t↾A1,n) <
Dp(M2,f,t↾A1,n).
Lastly, we choose fn ∈ F by induction on n < ω such that k < m⇒ fk ⊆ fm. For
n = 0 we have already chosen f0. If n = k
2 + 2m < (k + 1)2, let fn+1 relate to fn
as f ′ relates to f in ⊠5 (for A1,m). If n = k
2 + 2m+ 1 < (k + 1)2, let fn+1 relate
to fn as f
′ relates f in ⊠6 (for A2,m).
Let f =
⋃
n∈ω
fn, clearly f is a partial isomorphism from N1 to N2. Now,
Dom(f) = N1, because if t ∈ N1 \ Dom(f) then for some n we have t ∈ A1,n
and clearly 〈Dp(N1,fm,t↾A1,n) : n < ω〉 is a non-increasing sequence of ordinals (by
2.10(2)), and for every k > m we have Dp(N1,fk2+2m,t↾A1,n) < Dp(N1,fk2+2m+1,t↾A1,n)
because of the use of ⊠5. A contradiction, so really Dom(f) = M1. Similarly
Rang(f) = M2 and we are done. 2.12
Definition 2.15. We say N ∈ K∗ is almost κ-homogeneous when :
• if I ⊆ N , |I| < κ then we can find J , I ⊆ J ⊆ N , |J | < κ such that
(∗) if s, t ∈ (N \ J) realize the same cut of J and s ∈ PNα ⇔ t ∈ P
N
α for
every α < α(∗), then there is an automorphism of N over J mapping
s to t.
Similarly to the proof of 2.12.
Conclusion 2.16. Assume h1 ∈ Rang(g1), h2 ∈ Rang(g2).
1) If N ∈ Khomh1,h2 , n < ω and x1 < x2 < . . . < xn in N , and y1 < . . . < yn in
N , and xm ∈ PNα ⇔ ym ∈ P
N
α for α < α(∗), m ∈ {1, . . . , n}, then there is an
automorphism of N mapping xm to ym for m = 1, . . . , n.
2) If N ∈ Kh1,h2 and J ⊆ N is quite closed in M then
(∗) if s, t ∈ N \J realize the same cut of J and s ∈ PNα ⇔ t ∈ P
N
α for α < α(∗),
then there is an automorphism of N over J mapping s to t.
3) Every N ∈ Khom is almost κ-homogeneous (where κ ≥ ℵ0).
4) Assume N ∈ Khomh1,h2 and J1, J2 ⊆ N are quite closed and [J1 is unbounded in
N iff J2 is unbounded in N ] and [J1 is unbounded in N
∗ iff J2 is unbounded in
N∗]. If f is an isomorphism from N ↾ J1 onto N ↾ J2 then we can extend f to an
automorphism of M .
Proof. Should be clear. 2.16
COMBINATORIAL BACKGROUND FOR NON-STRUCTURE 27
§ 2(B). Examples.
In this subsection we consider some examples.
Content 2.17. We do not assume 2.3 fully, still λ, µ1, µ2 are as in 2.3(a) and θ will
denote a regular cardinal < µ1 ∩ µ2, usually uncountable.
Definition 2.18. Assume θ = cf(θ) < Min{µ1, µ2} and let σ¯ = 〈(σ1α, σ
2
α) : α <
β(∗)〉 list (with no repetitions) the pairs (σ1, σ2) of (infinite) regular cardinals such
that σℓ < µℓ, θ ∈ {σ1, σ2} and α = 0⇒ (σ1α, σ
2
α) = (θ, θ).
1) We let gθℓ = g
θ,σ¯
ℓ ∈ Fℓ be defined by: for β < β(∗), g
θ
ℓ (β) is a function with
domain σℓβ and for γ < σ
ℓ
β
(∗) gθℓ (β)(γ) = α iff α < α(∗) satisfies
(a) if γ < σ is a limit ordinal then σℓα = cf(γ), σ
3−ℓ
α = θ
(b) if γ < σ is non-limit then α = 0.
1A) For ℓ ∈ {1, 2} and regular θ < µℓ let h
ℓ
θ be the unique h : θ → β(∗) such that
σℓα = θ ⇒ g
θ
ℓ (α) = h.
2) Let c = ccanλ,µ1,µ2,θ,σ¯ be the unique c such that (λ
c, µc1, µ
c
2, g
c
1 , g
c
2) = (λ, µ1, µ2, g
θ
1 , g
θ
2),
see 2.19(2).
3) In (2) we may omit σ¯ when α < β(∗) ⇒ α = otp(uα, <lex) where uα =
{(σ1, σ2) : σ1 = cf(σ1) < µ1, σ2 = cf(σ2) < µ2 and (σ1, σ2) <lex (σ1α, σ
2
α)}; jus-
tify by 2.19(1),(2).
4) For regular θ1 < µ1, θ2 < µ2 we let K
can
θ1,θ2
= Khom
h1
θ1
,h2
θ2
(c) where c is from part
(2),(3) and hℓθ1 is from part (1A). For u ⊆ β(∗) non-empty let K
can
θ1,θ2,u
= {(|N |, <N
)↾
⋃
α∈u
PNα : N ∈ K
can
θ1,θ2
}. Can define for the general case.
Claim 2.19. Let λ, µ1, µ2 be as in 2.3(a) and θ be regular < min{µ1, µ2}.
1) There is σ¯ = 〈(σ1α, σ
2
α) : α < β(∗)〉 as in Definition 2.18 so |β(∗)| = |Reg∩µ1| ×
|Reg ∩ µ2|. Moreover, there is one and only one σ¯ as in 2.18(3).
2) For σ¯ as in part (1), ccanλ,µ1,µ2,θ,σ¯ is well defined, that is, there is a unique context
d, recalling Definition 2.3, such that:
(a) (λd, µd1 , µ
d
2 ) = (λ, µ1, µ2)
(b) αd∗ = β(∗)
(c) (gd1 , g
d
2 ) is as in 2.18(1).
3) If for ι = 1, 2 we have σ¯ι = 〈(σ1ι,α, σ
2
ι,α) : α < β(ι)〉 as in part (1), i.e. as
in 2.18 and dι is as in part (2) for σ¯ι and hι,1 ∈ F
+,dι
1 , hι,2 ∈ F
+,di
2 and Nι =
(Mι, P
ι
α)α<β(ι) ∈ K
dι
hι,1,hι,2
then
(a) there is a unique f : β(1) → β(2) such that (σ11,α, σ
2
1,α) = (σ
1
2,f(α), σ
2
2,f(α))
for α < β(1); moreover f is one to one onto
(b) M1,M2 are isomorphic linear orders
(c) moreover, there is an isomorphism f from N1 onto N2 which maps P
1
α onto
P 2f(α) for every α < β(1).
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4) For c as in 2.18(2) so σ¯ = σ¯c, θ = cf(θ) > ℵ0 as in 2.18 letting (β(∗) = ℓg(σ¯))
if N = (M,Pα)α<β(∗) ∈ K
c, so M a linear order, then N is uniquely determined
by M , i.e. PNα = {d ∈M :M<d} has cofinality σ
1
α and M>d has co-initiality σ
2
α.
Proof. Should be clear. 2.19
The following is used in [Sh:1019].
Claim 2.20. Assume c = ccanλ,µ1,µ2,θ, see 2.18(2), 2.19(2).
1) If N1, N2 ∈ Khom then : N1, N2 are isomorphic iff N1, N2 has the same cofinality
and same co-initiality.
2) So Khom = ∪{Khomθ1,θ2 : θ1 < µ1, θ2 < µ2 are regular}.
3) Assume α ∈ (0, λ+) is a successor and N =
∑
β≤α
Nβ.
A sufficient condition for N ∈ K⊕θ,θ is:
(a) each Nβ is from Kθ,θ or is a singleton
(b) if θ > ℵ0 and β < α then Nβ is a singleton or Nβ+1 is a singleton but not
both
(c) N0 ∈ K
⊕
θ,θ and Nα is a singleton
(e) if δ < α is a limit ordinal then Nδ is a singleton and P
Nδ
α = |Nδ| when
(σ1α, σ
2
α) = (cf(δ), θ).
4) Like (3) for an inverse, well-ordered sum except that in (e) we deduce (σ1α, σ
2
α) =
(θ, cf(δ)).
Proof. Easy. 2.20
Definition 2.21. For λ, µ1, µ2 as in 2.3(a) and θ = cf(θ) < Min{µ1, µ2}, c =
ccanλ,µ1,µ2,θ be as above. Let K
1−can
λ,µ1,µ2,θ
be Kcanθ1,θ2,u for c recalling 2.18(4) where
u = {α} with α such that (θ1, θ2) = (ℵ0,ℵ0).
Let K2−canλ,µ1,µ2,θ be K
can
λ,µ1,µ2,θ
for i where n = α∗(c).
Claim 2.22. For λ, µ1, µ2, θ and c as above.
1) There is an M ∈ K1−canλ,µ1,µ2,θ unique up to isomorphism, it is a dense linear order
of cardinality λ with cofinality and co-initiality θ.
2) K1−canλ,µ1,µ2,θ is closed under well ordered sums of length α+ 1 < λ
+.
3) K1−canλ,µ1,µ2,θ is closed under anti-well ordered sums of length α+ 1 < λ
+.
4) If µ ≥ θ and µ ≤ µ1, µ ≤ µ2 and M ∈ K
1−can
λ,µ1,µ2,θ
, then for some algebra B on
|N | with µ functions if B′ ⊆ B has cardinality µ then N ′↾B′ ∈ K1−can
µ,µ+,µ+,θ
.
5) M also satisfies the conclusion of 2.28 and 2.16. E.g. Let Ni ∈ Kcanλ,µ1,µ2,θ
for i ≤ α and N =
∑
i≤α
Ni. So for each i there is N
+
i ∈ K
hom
ℵ0,ℵ0
. We can find
〈N++i : i ≤ β〉 and increasing g : α+ 1→ β + 1 such that:
(a) if N+i = N
++
g(i)
(b) g is increasing continuous and g(i + 1) = g(i) + 2, g(0) = 0, g(δ) = δ and
h(α) = β
(c) if j ∈ β(∗)\Rang(g) then N++j is a singleton
(d) 〈N++i : i ≤ β〉 is as in 2.20(3).
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Proof. Should be clear (check almost homogeneous), e.g.
4) LetNi ∈ Kcanλ,µ1,µ2,θ for i ≤ α andN =
∑
i≤α
Ni. So for each i there isN
+
i ∈ K
hom
ℵ0,α0
.
We can find 〈N++i : i ≤ β〉 and increasing g : α = 1→ β + 2 such that
(a) if N+i = N
τ+
g(i)
(b) g is increasing continuous and g(i+ 2) = g(i) + 2, g(0) = 0, g(δ) = δ
(c) if j ∈ j(∗)\rang(g) then N++j is a singleton
(d) 〈N++i : i ≤ β〉 is as in 2.20(3).
Lastly, we apply 2.20(3). 2.22
Claim 2.23. Assume λ > µ = cf(µ) > θ, c = ccan
λ,λ+,µ,θ
so (µ1, µ2) = (λ
+, µ)
and N ∈ Khom
λ,λ+,µ,θ
and M = (N,<N ) ∈ K2−can
λ,λ+,µ,θ
and let σ = cf(σ) ∈ [µ, λ) and
T = ThLσ,σ(M). For a model M
′ of T let N ′ = (M ′, . . . , PM
′
α , . . .) be defined as in
2.19(4).
1) N ′ ∈ K2−can
λ1,λ
+
1 ,µ,θ
when:
(a) M ′ is a model of T of cardinality λ1 ≥ σ
(b) N ′ is 2-homogeneous (i.e. if M ′ |= “s1 < t2∧s2 < t2” and s1 ∈ PN
′
α ⇔ s2 ∈
PN
′
α , t1 ∈ P
N ′
α ⇔ t2 ∈ P
N ′
α ) for α < α∗(c) then there is an automorphism
of N ′ (equivalently M ′) mapping (s1, t1) to (s2, t2)
(c) M ′ is the countable union of scattered sets
(d) (α) if κ = cf(κ) > ℵ0 if 〈bi : i < κ〉 is an increasing bounded sequence in
M then for some club E or κ, for every δ ∈ E ∪ {κ},
b¯↾κ has a <N -lub
(β) similarly for M∗, the inverse of M .
2) There is a first order sentence ψ ∈ L({<,F}), F a three-place function symbol
such that {{<} : N a model of T cup{ψ}} is equal to ∪{K2−can
λ
+
1 ,λ1,µ
: λ1 ≥ σ}.
3) In part (1), if σ is a compact cardinal we can omit clauses (c),(d).
4) If σ is a compact cardinal, then the class from part (2) is categorical in every
λ1 ≥ σ.
Proof. Should be clear. 2.23
∗ ∗ ∗
We now make the connection to [Sh:E59, §3].
We may weaken a little the definition of weakly κ–skeleton like (Definition [Sh:E59,
3.1(1)=L3.1(1)]).
Claim 2.24. Assume λ > κ = cf(κ), and dℓ = inv
α
κ(Iℓ) for ℓ = 1, 2 (see Definition
[Sh:E59, 3.4=L3.2]), Iℓ a linear order of cardinality ≤ λ, α < λ+ (for ℓ = 1, 2).
Then there are α∗, µ1, µ2 (hence F1,F2,F
+
1 ,F
+
2 ), g1, g2 as in Context 2.3 such
that:
(∗)1 if M ∈ Kg1(0),g2(0) and u ⊆ α
∗ is non-empty then
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(a) invακ(
⋃
ǫ∈u
PMǫ , <
M ) = d1
(b) invακ(
⋃
ǫ∈u
PMǫ , <
M∗) = d2, recalling M
∗ is the M inverted
(∗)2 if d1 = d2 and K ′ = {(PM0 , <
M ) : M ∈ Kg1,g2} then
(a) K ′ is closed under sums of order type α and α∗ for α < λ+
(b) each member of K ′ is cardinality λ,
(c) K ′ is almost θ-homogeneous for every θ.
Proof. Straightforward. 2.24
Also in the cases we use skeletons from Kωtr we may like to realize distinct invariants
rather than just non-isomorphic models.
Definition 2.25. 1) Let N be a model of cardinality λ with |τN | < λ we say N¯ is
a λ-representation (of N), or λ-filtration (of M) when:
(a) N¯ = 〈Nα : α < λ〉
(b) Nα ⊆ N has cardinality < λ
(c) N¯ is ⊆-increasing continuous
(d) N = ∪{Nα : α < λ}.
2) For a λ-representation N¯ let (on splitting see below)
Sp(N¯) = {δ < λ : δ is limit, and for some a¯ ∈
⋃
α<λ
Nα
for every β < δ, tp(a¯, Nδ, N) splits over Mβ}.
3) Sp∆1,∆2(N¯) = {δ < λ : δ limit, and for some a¯ ∈
⋃
α<λ
Nα for every β < δ the
type tp∆1(a¯, Nδ, N) does (∆1,∆2)-splits over Mβ}.
4) Let Sp(N) be Sp(N)/Dλ for every representation of M . Similarly Sp∆1,∆2(N);
both are justified because
⊞ Sp is Dˇλ-invariant of N , i.e. if N¯
′, N¯ ′′ are λ-representations of N ; ‖N‖ = λ
then Sp(N¯ ′)/Dˇλ = Sp(N¯
′′)/Dˇλ and Sp∆1,∆2(N¯
′)/Dˇλ = Sp∆1,∆2(N¯
′′)/Dˇλ
(when λ = cf(λ) > ℵ0).
5) We say that tp∆1(a,B,N) does (∆1,∆2)-split over A ⊆ N (where a¯ ∈ M,B ⊆
N) if for some b¯1, b¯2 ∈ B, tp∆2(b¯1, A,N) = tp∆2(b¯2, A,N) but tp∆1(a¯ˆb¯1, A,N) 6=
tp∆1(a¯ˆb¯2, A,N).
6) If ∆1 = ∆2 is Lω,ω(τ(M)), we may omit (∆1,∆2).
7) We can replace Dˇλ by appropriate E giving us an ω–sequence of sets (or an
appropriate filters on the set).
Definition 2.26. 1) N is (λ,∆1,∆2)-nice if Sp∆1,∆2(N) = ∅/Dλ.
2) N is (< λ,∆)-stable if for every A ⊆ |N | of power < λ
λ > |{tp∆(a¯, A,N) : a¯ ∈ |M |}|.
3) I ∈ Kωtr is locally (λ, bs, bs)-nice [locally (< λ, bs)-stable] if for every η ∈ I \ P
I
ω
the linear order (SucI(η), <) is (λ, bs, bs)-nice [(< λ, bs)-stable].
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Claim 2.27. Every M ∈ K is (λ, bs, bs)-nice and (< λ, bs)-stable.
Proof. Easy (and as in [Sh:110, §6], mainly “crucial fact” of pg.217 there). 2.27
Claim 2.28. If (A,<, Pα)α<α(∗) ∈ K,S ⊆ λ, and
M = (
⋃
α∈S
Pα, < ↾(
⋃
α∈S
Pα), Pα)α∈S ,
then M is (< λ, bs)-stable and (λ, bs, bs)-nice.
Proof. Check. 2.28
§ 2(C). Very Homogenous Linear Orders Revisited.
We here start to indicate how we can generalize §(2A). The case κ = ℵ0 is the
one in §(2A).
Definition 2.29. 1) We say c is a context or (λ, κ)-context when it consists of (so
λ = λc, etc.)
(a) λ = λ<κ ≥ κ = cf(κ)
(b) α∗ < λ
+, u1 ⊆ α∗, u2 ⊆ α∗, u1 ∪ u2 6= α∗ (or just u1 ∩ u2 6= α∗), note here
1,2 stands for right, left
(c) vocabulary τ = {<} ∪ {Pα : α < α∗}, where < is a binary predicate, Pα is
a unary predicate
(d) Kall is the class of N such that (all stands for all)
(α) N is a τ -model
(β) <N a linear order
(γ) 〈PNα : α < α∗〉 a partition of N
(δ) if ∂ = cf(∂) < κ and a¯ = 〈ai : i < ∂〉 is increasing/decreasing then it
has a <N -lub/<N -mdb; moreover if ∂ > ℵ0 then for a club of δ < ∂
this holds for a¯↾δ, too
(e) gℓ is a ℓ-nice function from uℓ into F
∗
ℓ , see below
(f) Knice ⊆ Kall is defined in part (5) below (nice stands for nice)
(g) Kbas ⊆ Knice has cardinality ≤ λ and each N ∈ Kbas has cardinality ≤ λ
and some N ∈ Kbas has cardinality λ (bas stands for basic, the generators).
2) Fℓ = F
ℓ
c
is the set of function f with domain a regular ∂ ≤ λ into α∗ such that
any limit δ < ∂, f(δ) ∈ uℓ.
3) gℓ : α∗ → Fℓ is ℓ-nice when
(a) for every α < α∗, h := g(α) is (gℓ, ℓ)-nice, see below
(b) if ∂ = Dom(gℓ(α1)) < κ, gℓ(α) = g2(β) then α = β
(c) if h : ∂ → α∗ is (gℓ, ℓ)-nice and ∂ < κ then h ∈ Rang(g).
4) h ∈ Fℓ is (g, ℓ)-nice when: if ∂ = Dom(h) is regular then
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⊡ℓh h ∈ Fℓ and if δ < Dom(h) is a limit ordinal of uncountable cofinality and
β = h(δ) and 〈ǫi : i < cf(δ)〉 is an increasing continuous sequence with
limit δ then {i < cf(δ) : (h(δ))(ǫi) = (g(β))(i)} contains a club of cf(δ).
For notational simplicity assume α∗ ≤ λ.
5) Knice is the class of N such that
(a) N ∈ Kall has cardinality ≤ λ
(b) if a ∈ PNα and α ∈ u1 and a has no immediate predecessor in N , then there
is an increasing sequence 〈bα : α ∈ Dom(g1(α))〉 in N such that
(α) if α is a limit ordinal then bα is the <
∗
N -lub of 〈bβ : β < α〉
(β) if Dom(g1(α)) is uncountable then {α < Dom(g1(α)) : bα ∈ PNg1(α)}
contains a club of Domg1(α)
(γ) if α is non-limit then g1(α) /∈ u1 ∪ u2
(c) like (b), replacing u1, g1 increasing, predecessor, lub by u2, g2 decreasing,
successor, glb.
Convention 2.30. In this sub-section, c will be a fixed context, if not said other-
wise.
Definition 2.31. We define a two-place relation ≤nice on Knice, N1 ≤nice N2 iff
(a) N1, N2 ∈ Knice
(b) N1 ⊆ N2
(c) if a ∈ PN1α and α ∈ uc,1 and a has no immediate predecessor in N1, then
(N1)<a is unbounded in (N2)<a from above
(d) if a ∈ PN1α , α ∈ uc,2 and a has no immediate successor in N1, then (N1)<a
is unbounded in (N2)>a from below
(e) if a ∈ N2\N1, then (N2)<a ∩N1 has a last element or (N2)>a ∩N1 has a
first element.
Claim 2.32. (Knice,≤nice) is a partial order preserved under isomorphisms.
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§ 3. On pcf and other uncountable combinatorics
In this section we define and quote but do not prove.
Definition 3.1. 1) For λ regular uncountable we define the weak diamond ideal,
Iˇwdλ = Iˇ
wd[λ] as the family of small subset of λ, where:
2) We say S ⊆ λ is small if it is F-small for some colouring function F from λ>λ
to θ where
3) We say S ⊆ λ is F small if (F is as above and)
(∗)S for every c¯ ∈ S2 for some η ∈ λλ the set {δ ∈ S : F(η↾δ) = cδ} is not
stationary.
Claim 3.2. If λ = µ+, 2λ > 2µ or at least 2µ = 2<λ < 2λ (λ is regular uncountable)
then λ /∈ {Iˇwd}λ.
Proof. By [DvSh:65], see more in [Sh:f, AP,§1,pgs.942-961]. 3.2
Remark 3.3. 1) Used in [Sh:482, 6.4=constr6.4=f12,stage C].
2) On Iˇgd[λ] see [Sh:309, 3.8,3.9].
Definition 3.4. For λ regular uncountable let Iˇ[λ] = Iˇgd[λ] be the family of sets
S ⊆ λ which have a witness (E, P¯) for S ∈ Iˇgd[λ], which means
(∗) E is a club of λ,P = 〈Pα : α < λ〉,Pα ⊆ P(α), |Pα| < λ, and for every
δ ∈ E ∩ S there is an unbounded subset C of δ of order < δ such that
α ∈ C ⇒ C ∩ α ∈ Pα.
Claim 3.5. Let λ be regular uncountable.
1) For S ⊆ λ, S ∈ Iˇgd[λ] iff equivalently there is a pair (E, a¯), E is a club of λ, a¯ =
〈aα : α < λ〉, aα ⊆ α, β ∈ aα ⇒ aβ = aα∩β and δ ∈ E∩S ⇒ δ = sup(aδ) > otp(aδ)
(or even δ = sup(aδ), otp(aδ) = cf(δ) < δ.
2) If κ < λ are regular, then there is a stationary S ⊆ Sλκ in Iˇ
gd[λ].
Remark 3.6. Used in [Sh:482, §4].
Definition 3.7. 1) For an ideal I on I and f ∈ θ(Ord \ {0}) let TI(f) = sup{|F | :
F ⊆
∏
t∈I
f(t) and h 6= g ∈ F implies {t ∈ I : h(t) 6= g(t)} ∈ I}, generally
TI(f) = sup{|F | : F ∈ Ξ} where Ξ is the set of F such that:
(a) F ⊆ IOrd
(b) g ∈ F implies g <I h
(c) h 6= g ∈ F implies {t ∈ I : h(t) 6= g(t)} ∈ I,
(if (∀t)f(t) ≥ 2κ the supremum is obtained and only f/I matters).
1A) We may replace I by the dual ideal.
2) For a partial order P let tcf(P), the true cofinality of P be equal to λ when λ is
a regular cardinal and some sequence 〈pα : α < λ〉 witness this which means:
• α < β < λ⇒ pα <P p3
• if q ∈ P then for some α < λ we have q <P pα.
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Claim 3.8. Assume that 〈2λi : i < δ〉 is strictly increasing and µ =
∑
〈λi : i <
δ〉 < 2λ0 . Then for arbitrarily large regular cardinals λ < µ there is tree with < µ
nodes and ≥ 2λ0 , κ-branches (hence a linear order of cardinality < µ with ≥ 2λ0 > µ
Dedekind cuts with both cofinality exactly λ).
Remark 3.9. This is used in [Sh:E58, 3.28=L3c.16] and will be used in proving the
properties from [Sh:511].
Proof. By [Sh:430, 3.4]. 3.8
Claim 3.10. Assume:
(A) λ = cf(λ) ≥ µ > 2κ,
(B) D˙ is a µ-complete2 filter on λ,
(C) fα : κ→ Ord for α < λ,
(D) D˙ contains the co-bounded subsets of λ.
Then
0) We can find w ⊆ κ and β¯∗ = 〈β∗i : i < κ〉 such that: i ∈ κ \ w ⇒ cf(β
∗
i ) > 2
κ
and for every β¯ ∈
∏
i∈κ\w
β∗i for λ ordinals α < λ (even a set in Dˇ
+) we have
β¯ < fα↾(κ \ w) < β¯∗↾(κ \ w), fα↾w = β¯∗↾w, and sup{β∗j : β
∗
j < β
∗
i } < fα(i) < β
∗
i .
1) We can find a partition 〈w∗ℓ : ℓ < 2〉 of κ,X ∈ Dˇ
+ and 〈Ai : i < κ〉, 〈λ¯i : i <
κ〉, 〈hi : i < κ〉, 〈ni : i < κ〉 such that:
(a) Ai ⊆ Ord,
(b) λ¯i = 〈λi,ℓ : ℓ < ni〉 and 2κ < λi,ℓ ≤ λi,ℓ+1 ≤ λ,
(c) hi is an order preserving function from
∏
ℓ<ni
λi,ℓ onto Ai so ni = 0⇔ |Ai| =
1. (The order on
∏
ℓ<ni
λℓ,i being lexicographic, <ℓx),
(d) i < κ and α ∈ X ⇒ fα(i) ∈ Ai, and we let f
∗
α(i, ℓ) = [h
−1
i (fα(i))](ℓ), so
f∗α ∈
∏
i<κ
ℓ<ni
λi,ℓ,
(e) i ∈ w∗0 ⇔ ni = 0 (so |Ai| = 1),
(f) if i ∈ w∗1 then |Ai| ≤ λ, hence |
⋃
i∈w∗1
Ai| ≤ λ,
(g) if g ∈
∏
i<κ
ℓ<ni
λi,ℓ then {α ∈ X : g < f∗α} ∈ Dˇ
+ and letting β∗j = supRang(hi),
clearly the condition of part (γ)(0) holds
(h) if D˙ is (|α|κ)+-complete for any α < µ1 then µ1 ≤ sup{λi,ℓ : i ∈ w
∗
1 ; and
ℓ < ni} ≤ λ when w∗1 6= ∅ (so, e.g., if µ = λ and assuming GCH
sup{cf(λi,ℓ) : i ∈ w
∗
1 and ℓ < ni} = λ).
2) In part (1) we can add (∗)1 to the conclusion if (E) below holds,
(∗)1 if λi,ℓ ∈ [µ, λ) then λi,ℓ is regular.
(E) For any set a of ≤ κ singular cardinals from the interval (µ, λ), we have
maxpcf{cf(χ) : χ ∈ a} < λ.
2in parts (0),(1),µ = (2κ) is O.K.
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3) Assume in part (1) that (F) below holds. Then we can demand (∗)2.
(∗)2 λ
i
ℓ ≥ µ1 for i ∈ w2, ℓ < ni.
(F ) cf(µ1) > κ and α < µ1 ⇒ D˙ is [|α|≤κ]+-complete.
4) If in part (1) in addition (G) below holds, then we can add:
(∗)3 λ ∈ pcf∂−complete{λ
i
ℓ : i ∈ w
∗
1 ; and ℓ < ni} if w
∗
1 6= ∅, moreover
(∗)4 if ℓi < ni for i ∈ w∗1 then λ ∈ pcf∂−complete{cf(λ
i
ℓi
) : i ∈ w∗1}.
(G)
(i) (∀α < λ)(|α|<∂ < λ) and ∂ = cf(∂) > ℵ0,
(ii) D˙ is λ-complete
(iii) fα 6= fβ for α 6= β (or just α 6= β ∈ X for some X ∈ D˙+)
5) If in part (1) in addition (H) below holds then we can add :
(∗)5 if m < m∗, A ∈ Jm and ℓi < ni for i ∈ κ \ A (so w∗0 ⊆ A) then λ ∈
pcf{λiℓi : i ∈ κ \A}.
(H)
(i) m∗ < ω and Jm is an ℵ1-complete ideal on κ for m < m∗,
(ii) D˙ is λ-complete.
Proof. By [Sh:620, 7.1=L7.0]. 3.10
Claim 3.11. Assume that λ¯ = 〈λi : i < κ〉 is a sequence of regular cardinals > µ
and J is an ideal of κ and λ is a regular cardinal.
1) If
∏
i<κ
λi/J is λ
+-directed then we can find λ′i = cf(λ
′
i) ∈ (µ, λi) such that:
(a)
∏
i<κ
λ′i/J has true cofinality λ
(b) if λ > limJ〈λi : i < κ〉 = µ∗ > cf(µ∗) then limJ〈λ′i : i < κ〉 = µ
∗
(c) there is an <J-increasing sequence 〈fα : α < λ〉 of members of (
∏
i<κ
λi, <J)
and is µ+∗ -free, i.e. if A ⊆ λ, |A| ≤ µ∗ then there is a sequence 〈uα : α ∈ A〉
such that uα ∈ J and α ∈ A and β ∈ A and α < β and ǫ ∈ κ \ uα \ uβ ⇒
fα(ǫ) < fβ(ǫ).
Remark 3.12. Used in [Sh:331, 1.16=L7.7].
Proof. By [Sh:430, §6]. 3.11
Theorem 3.13. 1) Assume that µ = µ<κ < λ ≤ 2µ then there is a sequence
〈fi : i < µ〉 of functions from λ to µ such that for every u ⊆ µ of cardinality < κ
of function g from u to µ, for some i < µ we have g ⊆ fi.
Remark 3.14. Used in [Sh:331, 1.11=L7.6].
Proof. This is Engelking-Karlowicz [EK65]. 3.13
Theorem 3.15. (Hajnal free subset theorem). If f : λ → [λ]<κ and λ > κ ≥ ℵ0
then some A ∈ [λ]λ is f -free which means that α 6= β ∈ A⇒ α /∈ f(β).
Proof. This is [Haj62]. 3.15
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Definition 3.16. 1) For µ singular let pp(µ) = sup{λ: for some filter J on cf(µ)
and sequence 〈λi : i < cf(µ)〉 of regular cardinals < µ such that µ′ < µ⇒ {i : λi >
µ′} ∈ J, the product
∏
i<cfµ
λi/J has true cofinality λ}.
For µ singular pp+(µ) = Min{λ : λ regular and there are no J and λi as above}.
2) For a set a of regular cardinals ≥ |a| let pcf(a) = {cf(
∏
θ∈a
(θ,<)/D˙) : D˙ an
ultrafilter on a}.
3) If a is as above, J is an ideal on a then we let pcfJ(a) = {cf(Πa/D˙) : D˙ is an
ultrafilter on a disjoint to I}.
Remark 3.17. Used in [Sh:331, 1.16=L7.7].
Remark 3.18. Used in [Sh:331, 2.15=L7.9].
Claim 3.19. If µ ≥ κ = cf(κ) > ℵ0. Then there is a stationary S ⊆ [µ]<κ of
cardinality cf([µ]<κ,⊆).
Remark 3.20. Used in [Sh:482, 5.3], stage E statement of ⊗3.
Proof. By [Sh:420, §1]. 3.19
Claim 3.21. Assume that λ is singular of uncountable cofinality κ, 〈λi : i < κ〉 is
increasing continuous with limit λ and S = {δ < κ : pp(λδ) = λ
+
δ } is a stationary
subset of κ then pp(λ) = λ+.
Proof. By [Sh:g, Ch.II,§2]. 3.21
We repeat [Sh:e, Ch.IX,3.7,pg.384,5]
Claim 3.22. Suppose λ = ℵα(∗)+δ, δ a limit ordinal < ℵα(∗).
1) pp(λ) =+ cov(λ, λ, cf(λ)+, 2).
2) If cf(δ) ≤ κ ≤ δ then ppκ(λ) =
+ cov(λ, λ, κ+, 2).
3) If cf(δ) = κ, (ℵα(∗)+i)
κ < ℵα+δ for i < δ then
lambdaκ = pp(λ).
4) If cf(δ) = κ, (ℵα(∗))
κ < λ then
λκ =
∑
{pp(ℵα(∗)+i) : i ≤ δ limit, cf(i) ≤ κ}.
5) S<ℵα(∗)+1(λ) has a stationary subset of cardinality
∑
{pp(ℵα(∗)+i) : i ≤ δ limit}.
Claim 3.23. Assume µ > κ = cf(µ). There is an increasing sequence 〈λi : i < κ〉
of regular cardinals < µ and λ = tcf(
∏
i<κ
λi, <Jbdκ ) when
⊛ (a) λ = cf(λ) ∈ (µ, pp+κ (µ))
(b)1 µ < µ
+κ or
(b)2 κ > ℵ0 and for some µ0 < µ for every µ′ ∈ (µ0, µ) of cofinality < κ
we have pp(µ′) < µ.
Remark 3.24. 1) Used in [Sh:331, 1.16=L7.7], [Sh:331, 2.20=7.11], [Sh:331, 3.23=L7.14],
[Sh:331, 3.24=L7.7].
2) It is helpful in applying [Sh:331, 2.13=L7.8I].
Proof. By [Sh:g, Ch.VIII,§1]. 3.23
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§ 4. On normal ideals
The results here are from [Sh:247].
Theorem 4.1. If Dˇ is a fine normal filter on U = {u ⊆ λ : cf(sup(u)) 6= cf(|u|)},
and λ is regular then there are functions f∗i for i < λ
+ such that: Dom(f∗i ) =
U , f∗i (u) ∈ u and for i 6= j, {u ∈ I : f
∗
i (u) = f
∗
j (u)} = ∅ mod Dˇ .
Remark 4.2. 1) Used in [Sh:331, 2.15=L7.9].
2) So U = [λ]ℵ1 is an interesting case.
3) This is a strong form of “not λ+-saturated”.
Proof. We can find Ai(i < λ
+) such that:
(∗)1 Ai is a subset of λ, unbounded in λ and for j < i, Ai ∩ Aj is bounded in λ
[e.g. let Ai(i < λ) be pairwise disjoint subsets of λ of power λ, and then choose
Ai(λ ≤ i < λ+) by induction on i on such that the relevant demands hold.
Assuming to i ∈ [λ, λ+) let {j : j < i} be listed as {jiα : α < λ}, and let
Ai = {γiβ : β < λ} where γ
i
β = Min(Ajβ \
⋃
α<β
Ajα), listed without repetitions
it exists as |Ajβ ∩ Ajα | < λ = cf(λ) for α < β].
For i < λ+ let gi : i → λ be such that {Aj \ gi(j) : j < i} are pairwise
disjoint. Let fi be the strictly increasing function from λ onto Ai (for i < λ
+) hence
α < λ⇒ fi(α) ≥ α. So Ci = {u ∈ U : u is closed under fi and α ∈ u⇒ α+1 ∈ u}
belongs to Dˇ . For each u ∈ U let u = {xuα : α < |u|}.
Now for each u ∈ Ci the set u ∩ Ai is unbounded in u, (by the choice of Ci and
fi) so for some αi(u) < |u|, the set Ai∩{xuα : α < αi(u)} is unbounded in u. (Why?
Recall that cf(sup u) 6= cf(|u|) because u ∈ U ).
Next for i < λ+ let hi be a one-to-one function from λ onto λ ∪ {j : j < i} and
define by induction on i:
(4.1)
C1i = {u ⊆ i ∪ λ : u is closed under hi, h
−1
i and u ∩ λ ∈ U
u ∩ λ is closed under fi, f
−1
i ,
u is closed under gj , (when j ∈ u or j = i)
and for every j ∈ u we have u ∩ (j ∪ λ) ∈ C1j }.
Clearly C1i ↾λ = {u ∩ λ : a ∈ C
1
i } belongs to Dˇ , and by the choice of hi for each
u ∈ U there is at most one u′ ∈ C1i satisfying u
′ ∩ λ = a, namely hi“(u).
Now we define for i < λ+ a functions ξi and di with domain U .
ξi(u) = otp({j ∈ hi(u) : αj(u) = αi(u)},
di(u) = (αi(u), ξi(u)) if hi(u)∩λ = u and hi(u) ∈ C
1
i and di(u) = Min(u) otherwise.
Now we shall finish by showing:
(A) for i1 6= i2 < λ+ we have {u ∈ U : di1(u) = di2(u)} = ∅ mod Dˇ
(B) for a ∈ U , {di(u) : i < λ+} has cardinality ≤ |u|.
Why does this suffice? As for each u ∈ U by clause (B) we can find a one-to-one
function fu from {di(u) : i < λ+} into u and now use the λ+ functions 〈fu(di(u)) :
i < λ+〉, that is for i < λ+ we define the function f∗i with domain U such that
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f∗i (u) ∈ u by f
∗
i (u) =: fu(di(u)), now by clause (A) we have i < j < λ
+ ⇒ f∗i 6= f
∗
j
mod Dˇ .
Proof of Clause (A):
Without loss of generality i1 < i2 and we assume that λ ≤ i1 for notational
simplicity. Clearly U ′ := {u ∈ U : hi2(u) ∈ C
1
i2
and i1 ∈ hi2(u) (hence hi1(u) =
hi2(u)∩i1 ∈ C
1
i1
)} belongs to Dˇ . Let u be in it, and assume that di1(u) = di2(u). For
ℓ = 1, 2 in the definition of diℓ(u) the first case applies so diℓ(u) = (αiℓ(u), ξiℓ(u))
hence by the first coordinate αi1 (u) = αi2(u). Now {ξ ∈ hi1(u) : αξ(u) = αi1(u)}
is an initial segment of {ξ ∈ hi2(u) : αξ(u) = αi2} (as a ∈ U
′) and a proper one (as
i1 belongs to the latter but not the former). As the ordinals are well ordered, the
order types ξi1(u), ξi2 (u) are not equal. That means that the second coordinates in
the di1 (u), di2(u) are distinct. So di1 (u) 6= di2(u) is true when i1 6= i2, a ∈ U
′ as
required.
Proof of Clause (B):
The number of possible αi(u) is ≤ |u|, and the number of order types of well
orderings of power < |u| is |u| hence by (∗) below, the number of pairs (αi(u), ξi(u))
is ≤ |a| × |u| = |u|+ ℵ1 and recalling the additional value Min(u) we are done. So
it suffices to prove:
(∗) for i < λ+, u ∈ C1i , the set w = {j ∈ u : αj(u ∩ λ) = αi(u ∩ λ)} has power
< |u|.
Why (∗) holds? Clearly for j ∈ w the set
Aj ∩ {x
u
α : α < αi(u ∩ λ)}
is unbounded in u ∩ λ but Aj ∩ gi(j) is bounded in u ∩ λ (as u is closed under gi)
hence
Bj := (Aj \ gi(j)) ∩ {x
u
α : α < αi(u ∩ λ)}
is an unbounded subset of u ∩ λ, hence non-empty.
But 〈Bj : j ∈ w〉 = 〈Bj : j ∈ u, αj(u ∩ λ) = αi(u ∩ λ)〉 is a sequence of pairwise
disjoint subsets of {xuα : α < αi(u ∩ λ)} (by the choice of gi). As they are non-
empty their number is ≤ |{xuα : α < αi(u ∩ λ)}| < |u|. So have proved (∗), which
suffice. 4.1
Claim 4.3. Let Dˇ be a fine normal filter on U = [λ]<κ, λ singular of cofinality ∂ >
ℵ0 and (∀u ∈ U )(|u| ≥ ∂ and cf(|u|) 6= ∂ and ∂ = sup(∂ ∩ u)) and Rk(|u|, Dˇcb∂ ) ≤
|u|+.
Then there are functions fi for i < λ
+,Dom(fi) = U , (∀u ∈ U )[fi(u) ∈ u] and
for i 6= j we have {u ∈ I : fi(u) = fj(u)} = ∅ mod Dˇ .
Proof. Let ∂ = cf(λ), λ =
∑
ζ<∂
λζ , each λζ regular,
∑
ξ<ζ
λξ < λζ < λ for ζ < ∂. We
can find for i < λ+ functions fi from ∂ to λ,
∑
ξ<ζ
λξ < fi(ζ) < λζ such that for
i < j < λ+ there is ξ < ∂ such that
ξ ≤ ζ < ∂ ⇒ fi(ζ) < fj(ζ).
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Let again u = {xuα : α < |u|}, so for each i < λ
+ and u ∈ U , if Range(fi↾u) is
unbounded in u then let αi(u) < |u| be minimal such that (Range(fi↾u)) ∩ {xuα :
α < αi(u)} is unbounded in u (and αi(u) = Min(u) otherwise).
Now for i < λ+ we define functions ξi, di with domain U (hi is a one-to-one
function from λ onto i ∪ λ):
ξi := otp{j ∈ hi(u) : αj(u) = αi(u)}
di(u) is (αi(u), ξi(u)) when u = hi(u) ∩ λ and (∀ζ ∈ (u ∩ cfλ))fi(ζ) ∈ u and
(∀j ∈ u)(u = hj(u) ∩ λ) and di(x) = Min(u) otherwise.
We finish as in 4.1. 4.3
Remark 4.4. 1) Dˇcb∂ is the filter of co-bounded subsets of ∂.
2) Really we use Rk(|u|, Dˇcb∂ ) ≤ |u|
+ just to get, that for every ζ < |u| for some
ξζ < |u|+ we have
(∗) there are no fi : ∂ → ζ for i < ξζ , [i < j ⇒ fi <Dˇcb
∂
fj ].
We should observe that for u ∈ U , u ∩ ∂ has order type ∂.
Note that if for each ζ < |u| there is such ξζ then ξ(∗) =
⋃
ζ<|u|
ξζ is < |u|
+ and
work for all ζ’s.
Claim 4.5. Suppose κ ≤ ∂ = cf(λ) < λ,U ⊆ {u ∈ [λ]<κ : cf(|u|) 6= cf(sup(u ∩
∂)) and Rk(|u|, Dˇcbcf(sup(u∩∂))) ≤ |u|
+ when cf(supu) > ℵ0 and |u|
ℵ0 = |u| or just
when (∀µ < |u|)(µℵ0 ≤ |u|) and cf(sup(u)) = ℵ0}, and Dˇ a normal fine filter on
U .
Then there are for i < λ+ functions fi : U → λ, fi(u) ∈ u such that for i 6= j
we have {u ∈ I : fi(u) = fj(u)} = ∅ mod Dˇ .
Proof. Let fi, λζ be as in the proof of 4.3, u = {xuα : α < |u|}. Let hi be a one-to-
one function from λ onto λ ∪ {j : j < i}. For each i the set C1i := {u ∈ U : u is
closed under fi, and (Range(fi)) ∩ u is unbounded in u, hi(u) ∩ λ = u and u ∈ C1j
for j ∈ hi(u) and cf(supu) = cf(sup(u ∩ ∂))} belongs to Dˇ , and for u ∈ C1i let
αi(u) < |u| be minimal such that (Range(fi)) ∩ {xuα : α < αi(u)} is unbounded in
u.
We then let
ξi(u) = otp{j : j ∈ hi(u), αj(u) = αi(u)}
di(a) = αi(u), if u ∈ C
1
i ,
Min(u) otherwise.
and we proceed as in the proof of 4.1, 4.3 (and see 4.4). 4.5
Definition 4.6. 1) For a filter D on [κ]<θ let ♦D mean: fixing any countable
vocabulary τ there are S ∈ D and N = 〈Na : a ∈ S〉, each Na a τ -model with
universe a, such that for every τ–model M with universe λ we have
{a ∈ S : Na ⊆M} 6= ∅ mod D.
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2) Similarly, let ♦∗D (or ♦
∗(D)) mean: there is a P¯ = 〈Pu : u ∈ [λ]<u〉 such that:
(a) Pu ⊆ P (u) has cardinality ≤ |u|
(b) {u ∈ [X ]<u : X ∩ u ∈ Pu} ∈ D for every X ⊆ λ.
Recall that for two filters D and U on [λ]<u the set D + U is defined to be the
smallest filter on [λ]<u which extends both D and U .
Fact 4.7. 1) For U1 ⊆ U2 ⊆ [λ]<κ and Dˇ1 ⊆ Dˇ2 normal fine filter we have on
[λ]<κ,
(i) ♦∗(Dˇ1 + U2)⇒ ♦
∗(Dˇ2 + U1)
(ii) ♦∗(Dˇ1 + U2)⇒ ♦(Dˇ1 + U2)
(iii) ♦(Dˇ2 + U1)⇒ ♦(Dˇ1 + U2)
(iv) ♦∗(Dˇ1 + U2)⇒ ♦(Dˇ2 + U2)
(remember Dˇ<κ(λ) + U1 ⊆ Dˇ for any fine normal filter Dˇ on U1).
2) Suppose κ < λ = λ<κ, and we let
U = {a : for some θ, a ∈ Tκ,λ(N
0
θ ), |u|
θ = |u|
or u ∈ Tκ,λ(N1θ ), and cf(|u|) 6= θ ∧ (∀∂ < |u|)∂
θ ≤ |u|
or (∃χ, ∂, α)(2χ ≤ λ ∩ λ = χ+α ∧ |u|<∂ = |u| ∧ (∀γ < α)
Suppose further U 6= ∅ mod Dˇ<κ(λ). Then ♦∗(Dˇκ(λ) + U ).
Remark 4.8. Used in the proof of [Sh:331, 2.13=L7.8I].
Proof. By straightforward generalization of the proof for the case λ = κ, due to
Kunen for (1), (i.e., 1(ii), the rest being trivial) Gregory and Shelah for (2) (see
e.g. [Sh:108]). I.e. for 1)(ii), suppose 〈Pu : u ∈ P<κ(λ)〉 exemplifies ♦∗(Dˇ1 + J).
Let Pu = {Aui : i ∈ u}. Let pr, i.e. pr(−,−) be a pairing function on λ, and for
each i < λ, u ∈ P<κ(λ) let
Biu = {α : α ∈ u,< α, i >∈ A
u
i }.
So Biu ⊆ ui is 〈B
i
u : u ∈ [λ]
<κ〉 a ♦(Dˇ1)-sequence for some i? If yes we finish, if not
let Bi ⊆ λ exemplify this i.e.,
Ci = {u ∈ [λ]<κ : Bi ∩ u 6= Biu} ∈ Dˇ1.
Hence
C = {u ∈ [λ]<κ : (∀i ∈ u)u ∈ Ci, and u is closed under pr(−,−)} ∈ Dˇ
and let
A = {pr(α, i) : α ∈ Bi and i}.
So for some u ∈ C, A∩u ∈ Pu hence for some i ∈ A,A∩u = Aui hence B
i∩u = Biu
contradiction. 4.7
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