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Transport and diffusion of particles on modulated surfaces is a nonequilibrium problem which is
receiving a great attention due to its technological applications, but analytical calculations are very
scarce. In earlier work we developed a perturbative approach to begin to provide an analytic platform
for predictions about particle trajectories over such a surface. In some temperature and forcing
regimes we successfully reproduced results for average particle velocities obtained from numerical
simulations. In this paper we extend the perturbation theory to the calculation of higher moments,
in particular the diffusion tensor and the skewness. Numerical simulations are used to check the
domain of the perturbative approach.
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I. INTRODUCTION
The response of particles in a thermal environment
driven by external forces across modulated potential sur-
faces continues to pose interesting questions in theory,
experiment, and simulations even though in many ways it
may be considered a well-seasoned problem [1–18]. The
motion of classical and of quantum particles over such
surfaces exhibits a rich variety of behaviors that serves as
a probe of surface structure and of the interplay of surface
potentials, thermal motions, and directed forces that can
be electrical, magnetic, or even of hydrodynamic origin.
The most recent experimental interest arises because of
the technological capabilities to use this response in the
sorting or mixing of colloidal particles. Sorting of parti-
cles driven across modulated surfaces is a non-destructive
technology that has successfully been implemented for
separation of colloidal mixtures by size or by other par-
ticle charactericstics. Not surprisingly, analytic results
on this problem are limited, our own previous work pro-
viding some of these results specifically in the context
of particle sorting. In [18] we introduced a systematic
perturbation procedure for characterizing the motion of
particles over modulated surfaces when the external force
driving the particle motion is large and/or the tempera-
ture of the medium is high. In these limits we were able
to calculate the average velocity of the particles in both
periodic and random potentials. In the context of parti-
cle sorting, we were particularly interested in extracting
the direction of the average velocity relative to the direc-
tion of the external force and its dependence on particle
parameters such as size. The agreement with numerical
simulation results showed that our procedure has pre-
dictive value in the appropriate force and temperature
regimes.
As we pointed out in our earlier work, the average ve-
locity is but one feature of the distribution of particle po-
sitions and velocities, and our perturbation theory can be
applied to the calculation of other interesting moments.
One particular such moment is the diffusion tensor
Dij =
1
2
lim
t→∞
d
dt
〈(xi − 〈xi〉)(xj − 〈xj〉)〉. (1)
Here xi is the i-component of the displacement of parti-
cles from their initial positions, and the brackets denote
an ensemble average over thermal fluctuations. The dif-
fusion tensor is thus a second moment of the particle dis-
placements. In this paper we pursue the calculation of
this tensor as well as that of the third moment (skewness)
of the particle displacements based on our perturbative
high-force high-temperature approach.
As in [18], we consider the motion of identical non-
interacting particles moving on a surface described by a
two-dimensional potential V (x, y) which may be periodic
or random. We implement the ubiquitous overdamped
limit, so that the equations of motion for the components
of the particle displacement are given by
x˙ = − ∂
∂x
V (x, y) + F cos θ +
√
2T ξx(t)
y˙ = − ∂
∂y
V (x, y) + F sin θ +
√
2T ξy(t). (2)
In these Langevin equations the dots denote time deriva-
tives, T is the dimensionless temperature, and the ther-
2mal fluctuation terms ξi(t) are Gaussian and δ-correlated,
〈ξi(t)ξj (t′)〉 = δijδ (t− t′) . (3)
The constant external force vector is
F = F cos θ i+ F sin θ j. (4)
We will also consider the corresponding one-dimensional
case where particles move on a line described by a poten-
tial V (x) and the particle displacement is described by
the single coordinate x.
It is useful to provide a brief summary of our previ-
ous work based on this model as well as a generalization
of it that includes inertial forces (underdamped regime).
In [13], which was purely numerical, we analyzed the
magnitude as well as direction of the average velocity
vector as a function of particle size (as captured in the pa-
rameters of the potential), temperature, and magnitude
and direction of the external force in the overdamped
case. Our simple model reproduced the rich behavior
noted in colloidal experiments that had been interpreted
via considerably more complicated models. In [14–17] we
study numerically the transport and diffusion properties
in different lattice geometries both asymmetric and sym-
metric periodic surface potentials. We also studied the
effects of friction. In this latter analysis we included sit-
uations where the friction is sufficiently low to highlight
the role of inertial effects. Finally, in [18] we presented
our first attempts at developing an analytic approach to
the overdamped problem. In particular, we developed
an approximation method to obtain analytic formulas
for the average velocity of particles, and demonstrated
the validity of the approximation at high temperatures
T and/or strong forcing F . We found good agreement
with numerical simulations in the appropriate regimes,
and extended the regime of agreement through an ad-
justment to the simple perturbation expansion. In that
work we considered random as well as periodic potentials,
and found particularly interesting general conditions that
dictate whether or not a modulated surface lends itself
to particle sorting.
In the work presented here we build on those previous
results, with the goal of finding analytic results for the
second and third moments of the distribution of parti-
cle displacements using the perturbative approximation
scheme first introduced in [18]. The second moments are
introduced via the diffusion tensor Dij defined in (1).
The so-called parallel and perpendicular diffusion coef-
ficients (as in [15] for example) are calculated from the
tensor by introducing a unit vector u and forming the
scalar
u ·D · u =
2∑
i,j=1
uiDijuj . (5)
When u is parallel to the external force F this scalar
is the parallel diffusion coefficient D‖; when u is per-
pendicular to F we obtain the perpendicular diffusion
coefficient D⊥. We note that many interesting proper-
ties of the diffusion coefficients were obtained numerically
in [14, 15]. The numerical simulations of [14, 15] include
a finite friction coefficient, unlike the overdamped case
considered here; however we expect some applicability of
overdamped results when the friction coefficient is large.
One of our motivations for this work is the large disparity
between the values ofD‖ andD⊥ at temperature T = 0.2
as shown in Fig. 3 of [15]. We show here that the dif-
ference between the parallel and perpendicular diffusion
coefficients depends on a number of factors, including
the angle θ of the external force and the symmetry of the
periodic potential, as well as T and F .
In Sec. II we give the (first-order) approximation for
the diffusion tensor. Using an exact result for the one-
dimensional periodic diffusion coefficient, we examine the
validity of our approximation at various temperatures
and forcing strengths. In the explored cases we com-
pare our analytical results with numerical simulations.
Concentrating on the role of force and temperature, we
proceed to find D‖ and D⊥ for periodic two-dimensional
potentials as used in [15]. We also study the diffusion
coefficient for one-dimensional random potentials. In
Sec. III we demonstrate the capability of the approxi-
mation scheme to examine higher order moments of the
distribution of particles [19]. In particular, we give a for-
mula for the third moment and derive the skewness for
particles moving in a one-dimensional periodic potential.
Comments and conclusions are indicated in Sec. IV and
technical details are in the appendix.
II. DIFFUSION COEFFICIENTS
The diffusion tensor Dij is calculated using the first-
order approximation developed in [18] as
Dij = T δij+ T
(2pi)2d
∫
dk k2Qˆ(k)kikj
3(k · F)2 − T 2k4
[(k · F)2 + T 2k4]2 ,
(6)
where d stands for dimension. As in Sec. III of [18],
this first-order approximation can be applied to motion
in either periodic potentials or random potentials by an
appropriate choice of the kernel Qˆ(k). For periodic po-
tentials, Qˆ(k) is defined in terms of the Fourier transform
Vˆ of the potential V (x) as
Qˆ(k) = Vˆ (k)Vˆ (−k). (7)
For random potentials (and after disorder-averaging), the
appropriate kernel in formula (6) is
Qˆ(k) = (2pi)dEˆ(k). (8)
Here Eˆ(k) is the energy spectrum of the potential, de-
fined as the Fourier transform of the (disorder-averaged)
correlation function of the potential, see Sec. IIB of [18].
The derivation of formula (6) is non-trivial. It is detailed
in the Appendix for the random case, and is easily carried
out in similar fashion for the periodic case.
3A. One-dimensional periodic potential
In one dimension, the tensor Dij given in (6) reduces
to the scalar diffusion coefficient
D = T
{
1 +
1
(2pi)2
∫
dk k2Qˆ(k)
3F 2 − T 2k2
[F 2 + T 2k2]2
}
. (9)
Here we concentrate on the periodic case with potential
V (x) = cos(2pix), so the equation of motion is
dx
dt
= F + 2pi sin(2pix) +
√
2T ξ(t) (10)
(note the change of notation with respect Ref. [18] where
U instead of F was used). In the absence of the poten-
tial, the diffusion coefficient would simply be D = T , so
that it is convenient to highlight the deviations from this
behavior by writing the diffusion coefficient from (9) for
this potential in terms of the ratio D/T ,
D(F )
T = 1 + 2pi
2 3F
2 − 4pi2T 2
[F 2 + 4pi2T 2]2 . (11)
In this particular instance it is not necessary to use
this approximate result for the diffusion coefficient be-
cause an exact result is available [20]. Nevertheless, we
exhibit the comparison of this first-order approximation
with the exact result given by Eq. (22) of [20] and with
numerical simulation results to set a baseline for further
comparisons. In Fig. 1 we compare the exact values of
D/T (dotted line) vs the forcing F with the first-order
approximation given by Eq. (11) at the three tempera-
tures T = 0.2, 0.5, and 1.0. Consistent with our results
for the mean velocity in [18], where we showed that the
first order approximation was useful for high tempera-
tures and strong forcing, we find the same regimes of
agreement here. Accordingly, we note in (a) and (b) of
Fig. 1 the unphysically negative values of the approxi-
mate diffusion at low F values when the temperature is
low. At temperature T = 1.0 the agreement between the
approximation and the exact result is good for all values
of the forcing: this motivates our concentration on the
case T = 1.0 in the examples to follow. Note also that in
all cases the approximate formula gives good predictions
when the forcing F is sufficiently large.
B. One-dimensional random potential
In the case of a random potential with Gaussian spatial
correlations, the energy spectrum reads
Eˆ(k) = ε e−k
2γ2/2 (12)
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FIG. 1: Approximate (solid), exact (dotted) and numerical
(symbols) 1D diffusion results for D/T as function of external
force F , at temperatures (a) T = 0.2, (b) T = 0.5, (c) T =
1.0.
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FIG. 2: Diffusion coefficient D/T as a function of force F
for a random one-dimensional potential with Gaussian energy
spectrum. Parameters: ε = 0.188, γ = 0.15 and temperature
T = 1.0. Analytic prediction (line) and numerical simulations
(points). Inset: Potential correlation for a periodic case (solid
line) and a Gaussian random one (dashed line).
as in Sec. V of [18]. Here γ is the correlation length. The
resulting diffusion constant is
D
T = 1 +
ε
2piT 5γ
[
−
√
2piT (T 2 + 2F 2γ2)
+ eF
2γ2/2T 2piFγ(3T 2 + 2F 2γ2)erfc
( Fγ√
2T
)]
,
(13)
which is plotted in Fig. 2 for T = 1 and compared with
the numerical results obtained by simulating the equation
of motion for a random potential with spectrum (12).
The results are qualitatively very similar to those for the
periodic case in Fig. 1, since the correlation functions
are comparable in the two cases (as shown in the inset
of Fig. 2) and are in good agreement with the numerical
ones.
C. Two-dimensional periodic potential
We consider motion on a two-dimensional surface with
periodic potential given by the Fourier series
V (x) =
M∑
n=0
M∑
m=0
anm cos(2pinx) cos
(
2pim
y
λ
)
. (14)
Note that this is a slight generalization of the potential
used in [18] because the parameter λ allows the periods in
the x and y directions to be different. We use λ =
√
2 be-
low to compare with the diffusion on the body-centered-
cubic surface studied numerically in [15]. The effect of
such a periodic potential on the diffusion in the direction
of the unit vector u is given from the approximation (6)
as
u ·D · u
T = 1 +
pi2
2
M∑
n=0
M∑
m=0
a2nmdndm(n
2 + m˜2)
× [(nux + m˜uy)2A+ + (nux − m˜uy)2A−] . (15)
We have used the abbreviations
A± =
3F 2(n cos θ ± m˜ sin θ)2 − 4pi2T 2(n2 + m˜2)2
[4pi2T 2(n2 + m˜2)2 + F 2(n cos θ ± m˜ sin θ)2]2
(16)
and, for convenience, we have written m˜ in the sum term
to stand for m/λ. For the parallel diffusion coefficient
D‖, the unit vector u has components ux = cos θ, uy =
sin θ; for the perpendicular diffusion coefficient D⊥, the
components are ux = − sin θ and uy = cos θ. The factors
dn are defined as in [18],
dn = 1 + δ0n =
{
2 if n = 0
1 if n > 0.
(17)
As an example for implementation, we take the poten-
tial with a11 = 1 and all other anm set to zero,
V (x, y) = cos(2pix) cos
(
2pi
y
λ
)
, (18)
with λ =
√
2 [15]. We concentrate first on the relatively
high temperature case with T = 1.0, motivated by the
good performance of the one-dimensional approximation
at this temperature. Figure 3 shows D‖/T (solid line)
and D⊥/T (dashed line) as a function of the forcing mag-
nitude F . Recall that the direction of the forcing vector
is determined by the angle θ, cf. Eq. (4), and so we exam-
ine the effect of the angle θ by taking θ = 0 in Fig. 3(a),
θ = tan−1
√
2 (along the diagonal of the potential) in
Fig. 3(b), and θ = pi/2 in Fig. 3(c). We note that in
[15] the forcing vector is directed along the diagonal of
the potential, and that is the case of Fig. 3(b), where we
remark two significant observations: the parallel diffu-
sion exceeds the perpendicular, and it shows a maximum
around F = 10.
The first observation depends on both the angle θ
and the magnitude F of the forcing vector: note from
Fig. 3(c) that when the forcing is directed in the y di-
rection D⊥ exceeds D‖ when F is greater than approxi-
mately 8. In order to illustrate this effect in more detail,
Fig. 4 shows the dependence of the parallel and perpen-
dicular diffusion coefficients on the angle θ of the forcing
vector, at temperature T = 1.0 and fixed forcing magni-
tude F = 10. The figure demonstrates that D⊥ is max-
imum along the x and y axes and minimum along the
diagonal, while D‖ does not exhibit significant variations
as a function of forcing angle. Figure 4 also illustrates
that this dependence is symmetric around θ = pi/2. This
result is evident in the analytic as well as numerical data.
The second observation in Fig. 3(b), namely, the max-
imum in D‖, can be understood if one realizes that dif-
fusion is in some sense a measure of the variation of the
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FIG. 3: Diffusion coefficients D‖/T (solid and open) and
D⊥/T (dashed and filled) as functions of F , at temperature
T = 1.0, and with the forcing vector at angles: (a) θ = 0,
(b) θ = tan−1
√
2, (c) θ = pi/2. Lines are results using our
analytical approximation and points are numerical simulation
results.
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FIG. 4: Diffusion coefficients D‖/T (solid and open) and
D⊥/T (dashed and filled) as functions of angle θ, at tem-
perature T = 1.0 and forcing magnitude F = 10. Lines are
approximate analytic results and points are numerical simu-
lation results.
average velocity with force magnitude F . In fact, for free
Brownian motion there is an exact relation between the
two, which in one dimension reads [21]
D = kBT
d〈v〉
dF
(19)
The value of F for which D|| is a maximum in the pres-
ence of a periodic potential corresponds to the threshold
between the locked regime, where forces are so low that
particles hardly move, and the transport regime, where
the magnitude of the force is sufficiently high for parti-
cles to essentially ignore the potential and simply follow
the drift, thus acquiring the asymptotic average velocity
〈v〉 = F .
We noted above that Fig. 3(b) bears a qualitative re-
semblance to Fig. 3 of [15] in that the parallel diffusion is
larger than the perpendicular diffusion when the forcing
vector is directed along the diagonal. The chief differ-
ence between Fig. 3(b) and the simulations in [15] (aside
from the finite friction coefficient in the latter) is that the
temperature in those simulations was T = 0.2, whereas
here we use the higher temperature T = 1.0 to give im-
proved validity to our approximation. Figure 5 shows the
approximation results at the lower temperature T = 0.2.
The forcing angle lies along the diagonal, θ = tan−1
√
2.
Note that D‖ exhibits a range of unphysical negative val-
ues for low F values, while D⊥ is negative even at high
values of F . This latter result is rather surprising, as we
would naively have expected the quality of the approx-
imation to improve as F increases. To explain this, we
carefully examine the formula (15) for the potential (18)
in the case where the forcing vector points along the di-
agonal of the potential, i.e. θ = tan−1 λ. It can be shown
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FIG. 5: Diffusion coefficients D‖/T (solid and open) and
D⊥/T (dashed and filled) as functions of forcing magnitude
F , at temperature T = 0.2 and angle θ = tan−1 √2. Lines
are analytic results and points are numerical results.
that in this case D‖ may be written as
D‖
T = 1 +
λ2
(1 + λ2)2
G
(
2λ2F
(1 + λ2)
3
2
)
, (20)
where the function G(U) is defined in terms of the one-
dimensional diffusion constant of Eq. (11) as
G(U) ≡ D(U)T − 1. (21)
Similarly, the perpendicular diffusion coefficient may be
related to the one-dimensional periodic case by
D⊥
T = 1 +
1
4
(1− λ2)2
(1 + λ2)2
G
(
2λ2F
(1 + λ2)
3
2
)
+
1
4
G(0). (22)
The final term on the right hand side of this equation
involves evaluating the approximate one-dimensional dif-
fusion constant when the forcing magnitude F is zero.
As Fig. 1(a) demonstrates, as F approaches zero the
one-dimensional diffusion approximation has large neg-
ative values when the temperature is low. For instance,
G(0) = −12.5 when T = 0.2. The effect of this G(0)
term on D⊥ is therefore to cause the low-temperature
values of the approximation to be in error even when
the forcing magnitude F is large. We therefore cannot
make accurate analytic predictions for the perpendicu-
lar diffusion coefficient when the temperature is low, at
least when the forcing direction is along the diagonal of
the potential. Figure 6 shows the diffusion coefficients
at temperature T = 0.2 and F = 10 as functions of the
angle θ of the forcing vector. The case studied above cor-
responds to θ = tan−1
√
2 = 0.955, a direction in which
D⊥ is negative. As may be seen from the numerical re-
sults in Fig. 6, this unphysical prediction is an artifact
of the theory (which may be ameliorated or removed at
higher order).
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FIG. 6: Diffusion coefficients D‖/T (solid and open) and
D⊥/T (dashed and filled) as functions of angle θ, at tem-
perature T = 0.2 and forcing magnitude F = 10. Lines are
approximate analytic results and points are numerical results.
III. THIRD MOMENT AND SKEWNESS
The diffusion tensor is a measure of the second mo-
ment of the distribution of particle displacements. The
techniques developed for the approximation of the second
moment are generalizable to the study of the third and
higher moments of the distribution, thus promising some
insight into the non-Gaussian nature of the probability
distribution. As a first step in this direction, we focus on
the one-dimensional periodic potential of Sec. IIA and
calculate the first-order approximation to the third mo-
ment of the displacement distribution 〈(x− 〈x〉)3〉. We
find that after a sufficiently long time this quantity grows
linearly with time,〈
(x− 〈x〉)3
〉
∼ S t as t→∞, (23)
and the growth rate S is given by
S = −96pi2FT 2 F
2 − 4pi2T 2
[F 2 + 4pi2T 2]3 . (24)
Figure 7 shows the coefficient S as a function of forcing
magnitude F at temperature T = 1.0; note its negative
values when F is large. While exact results are known
for the first two moments of the displacement distribution
in the one-dimensional case [20], we are not aware of any
exact (or even numerical) results for the third moment.
The fact that the third moment is non-zero means that
the particle distribution is not Gaussian. A dimensionless
measure of the deviation from Gaussianity is given by the
skewness:〈
(x− 〈x〉)3
〉
〈
(x− 〈x〉)2
〉 3
2
∼ S
(2D)
3
2
t−
1
2 as t→∞. (25)
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FIG. 7: The third moment coefficient S as a function of F
for the one-dimensional periodic case at temperature T = 1.0.
Inset: time evolution of the third moment of the displacement,
〈(x− 〈x〉)3〉, for different forces, F = 2 (a-black), F = 5 (a-
grey), F = 8 (b) and F = 10 (c).
Our approximations thus predict that the skewness of the
particle distribution reverts to the Gaussian value of zero
at sufficiently long times, but does so as t−1/2. As follows
from Eq. (24) and is illustrated in the inset of Fig. 7, the
constant of proportionality S is negative for large F but
becomes positive for smaller F . These predictions are
tested via numerical simulations in Fig. 7.
IV. COMMENTS AND CONCLUSIONS
In this paper we have continued our efforts to char-
acterize the motion of particles over modulated surfaces
driven by an external force or flow field. Our work is
based on a systematic perturbation procedure introduced
in [18], where we focused on calculating the direction of
the average velocity relative to the direction of the exter-
nal force and its dependence on particle parameters such
as size. Here we have explored the diffusion tensor that
measures the width of the distribution, and the skewness
that is a measure of the deviation of the distribution from
a Gaussian. In particular, we have calculated the diffu-
sion constant for one-dimensional random potentials as
well as the two-dimensional diffusion coefficients D‖ and
D⊥ for a periodic potential, and have compared our re-
sults to those obtained from numerical simulations. We
have also calculated the skewness for a one-dimensional
periodic potential and show that it eventually vanishes
for large F values, thus indicating that the asymptotic
distribution is Gaussian. However, the approach to zero
is extremely stochastic, thus making numerical verifica-
tion difficult.
In our earlier contribution we found that the theory
worked well for the calculation of the average particle ve-
locity when the external force driving the particle motion
is large and/or the temperature of the medium is high.
This is reasonable in view of the fact that the perturba-
tion is carried out around the particle flow across a sur-
face without a potential (flat surface). The opposite limit
of low temperature and weak forcing corresponds to the
Kramers ”barrier-crossing” regime for which our theory
is not appropriate. It is not surprising that here we again
find that the first-order approximation to the higher mo-
ments works well at high temperatures and large forcing
F , but worse results are found when both F and T are
low. The problems of the theory are more pronounced for
the higher moments. In fact we find unphysical results
for D⊥ at low temperatures even when F is high, and
have traced this to an underlying relation between D⊥
and the diffusion coefficient in a one-dimensional system
at low forcing.
A number of continuing directions for this work are en-
visioned. The application of the result in Eq. (6) to ran-
dom two-dimensional potentials is straightforward and
may provide interesting insights into the symmetry re-
quirements for particle sorting. Not so straightforward
algebraically but clearly desirable would be to develop
higher-order approximations as was done in [18].
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APPENDIX
In this Appendix we develop the approximate expres-
sion Eq. (6) for the diffusion tensor following the sys-
tematic approximation scheme introduced in [18]. The
diffusion tensor as defined by Eq. (1) involves the cal-
culation of some averages. We will do it by finding the
coefficients in the long-time asymptotic forms
〈xixj〉 ∼ aij2 t2 + aij1 t+ o(t) as t→∞ (26)
〈xi〉 ∼ bi1t+ bi0 + o(1) as t→∞. (27)
We will show later that the combination aij2 − bi1bj1 that
would lead to a quadratic time contribution of the mo-
ments (and hence to a ballistic contribution to the mo-
tion) is in fact zero, so that
Dij =
1
2
[
aij1 − bi0bj1 − bj0bi1
]
. (28)
To calculate the coefficients in Eqs. (26) and (27), we
will need the concentration of particles c(x, t) that obeys
the Fokker-Planck equation, Eq. (5) in reference [18]. In
8that work, an approximate solution to this equation was
developed by considering Laplace and Fourier transforms
of c(x, t) in time and space, respectively. The first order
solution, expression (A10) in [18], can be written in d
dimensions as
c¯(k, s) = Ps(k)− i
(2pi)d
Ps(k)
∫
dpk · uˆ(p)Ps(k− p)
+
[ −i
(2pi)d
]2
Ps(k)
∫
dp dqk · uˆ(p)Ps(k− p)
×((k− p) · uˆ(q))Ps(k− p− q), (29)
where Ps(k) and uˆ(p) were defined in [18]. Averaging
over disorder and noting that
〈uˆ〉 = 0
〈uˆi(p)uˆj(q)〉 = pipjδ(p+ q)(2pi)dEˆ(p), (30)
we obtain
〈c¯(k, s)〉 = Ps(k)
− 1
(2pi)d
∫
dpP 2s (k)(k · p)(p · (k− p))Eˆ(p)Ps(k− p).
(31)
The thermal average of the particle position can be de-
termined from this concentration via the relation
〈x〉 = L{〈x〉 (t)} = i ∂c¯
∂k
∣∣∣∣
k=0
, (32)
where the moment theorem of the Fourier transform has
been used. Upon differentiating (29) we get
〈xj〉 = 1
s2
[
Fj +
i
(2pi)d
∫
dp
Eˆ)p)pjp
2
s+ p2T − ip · F
]
. (33)
In order to find the long time behavior we expand the
integrand for small s and then inverse Laplace transform,
which leads to one of the required asymptotic forms,
〈xj〉 ∼ t
[
Fj +
i
(2pi)d
∫
dpEˆ(p)
p2pj
p2T − ip · F
]
− i
(2pi)d
∫
dpEˆ(p)
p2pj
(p2T − ip · F)2 + o(1)
= bj1t+ b
j
0 + o(1) as t→∞. (34)
To find the coefficients a1 and a2, we calculate the
second moment from the relation
〈xixj〉 = − ∂
2c¯
∂ki∂kj
∣∣∣∣
k=0
(35)
which after some calculation yields
〈xixj〉 = 2δijT
s2
+
2FiFj
s3
+
2
(2pi)d
∫
dpEˆ(p)pi
× ∂
∂kj
[
P 2s (k)(k− p) · pPs(k− p)
] ∣∣∣∣
k=0
. (36)
The derivative in the integrand can be split into three
terms,
∂
∂kj
[
P 2s (k)(k− p) · pPs(k− p)
] ∣∣
k=0
= T1 + T2 + T3,
(37)
with
T1 = −2Ps(0)∂Ps
∂kj
(0)p2Ps(−p),
T2 = P
2
s (0)pjPs(−p),
T3 = −P 2s (0)p2
∂Ps
∂kj
(−p), (38)
which we consider separately.
The first term can be written as
T1 = 2
1
s
(
−iFj
s2
)(−p2) 1
s+ p2T − ip · F , (39)
and gives a contribution to (26) as t→∞ of
t2
[
2i
(2pi)d
∫
dpEˆ(p)pi
p2Fj
p2T − ip · F
]
+ t
[
− 2i
(2pi)d
∫
dpEˆ(p)pi
2p2Fj
(p2T − ip · F)2
]
+ o(t).
The second term is
T2 =
pj
s2
1
s+ p2T − ip · F (40)
and gives a contribution to (26) as t→∞ of
t
[
2
(2pi)d
∫
dpEˆ(p)
pipj
p2T − ipF
]
+ o(t).
The final term is
T3 =
p2
s2
(−2pjT + iFj)
(s+ p2T − ip · F)2 (41)
whose contribution to (26) as t→∞ is
t
[
2
(2pi)d
∫
dpEˆ(p)p2pi
−2pjT + iFj
(p2T − ipF)2
]
+ o(t).
Combining all the terms and antitransforming Laplace,
we obtain the required asymptotic form
〈xixj〉 = t2
[
FiFj +
2i
(2pi)d
∫
dp
Eˆ(p)pip
2Fj
p2T − ip · F
]
+ t
[
2δijT − 2i
(2pi)d
∫
dp
2Eˆ(p)pip
2Fj
(p2T − ip · F)2
+
2
(2pi)d
∫
dp
Eˆ(p)pipj
p2T − ip · F
+
2
(2pi)d
∫
dpEˆ(p)p2pi
(−2pjT + iFj)
(p2T − ip · F)2
]
+ o(t)
= t2aij2 + ta
ij
1 + o(t). (42)
9Neglecting terms of order (Eˆ)2 (since they correspond
to the next order in the perturbation expansion) we get
from Eqs. (42) and (34)
aij2 − bi1bj1 = 0 (43)
as we wanted to prove. On the other hand, the linear
term in (42) is aij1 , and combining with Eq. (34) yields
aij1 − bi0bj1 − bj0bi1 = 2δijT
2
(2pi)d
∫
dpEˆ(p)
pipj(p
2T − ip · F)− 2pipjT p2
(p2T − ip · F)2 .
(44)
Setting Dij to be half of this as per Eq. (28), we arrive
at the final expression
Dij = T
[
δij +
T
(2pi)d
∫
dpEˆ(p)p2
pipj [3(p · F)2 − T 2p4]
[p4T 2 + (p · F)2]2
]
.
(45)
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