Abstract. Suppose that {Sn, n ≥ 0} is an asymptotically stable random walk. Let g be a positive function and Tg be the first time when Sn leaves [−g(n), ∞). In this paper we study asymptotic behaviour of Tg. We provide integral tests for function g that guarantee P(Tg > n) ∼ V (g)P(T 0 > n) where T 0 is the first strict descending ladder epoch of {Sn}.
Introduction and main results
Consider a one-dimensional random walk S 0 = 0, S n = X 1 + · · · + X n , n ≥ 1, where X, X 1 , X 2 , . . . are i.i.d. random variables. Let g(t) be an increasing function and consider the exit time from the domain bounded by −g(t), that is, T g := min{n ≥ 1 : S n < −g(n)}.
The aim of this paper is to study the asymptotics P(T g > n) as n goes to infinity.
This question has been thoroughly good studied in the case of constant boundary, that is, g(n) ≡ x ≥ 0. In particular, it is well-known that if P(S n ≥ 0) → ρ ∈ (0, 1), n → ∞
then
where L(n) is a slowly varying function. (Slightly abusing notation, we write T x for T g in the case when g(t) ≡ x. We also write a(x) ∼ b(x) if a(x)/b(x) → 1 as x to infinity.) Function h(x) is the renewal function of the strict decreasing ladder height process. We now introduce a class of random walks, which will be considered in the present paper. Let A := {0 < α < 1; |β| < 1} ∪ {1 < α < 2; |β| ≤ 1} ∪ {α = 1, β = 0} ∪ {α = 2, β = 0} be a subset in R 2 . For (α, β) ∈ A and a random variable X write X ∈ D (α, β) if the distribution of X belongs to the domain of attraction of a stable law with characteristic function 
and, in addition, EX = 0 if this moment exists. Let c(x) be a positive function specified by the relation c(x) := inf u ≥ 0 :
where
It is known (see, for instance, [7, Ch. XVII, §5]) that for every X ∈ D(α, β) the function µ(u) is regularly varying with index (−α). This implies that c(x) is regularly varying with index α −1 , i.e., there exists a function l 1 (x), slowly varying at infinity, such that c(x) = x 1/α l 1 (x).
In addition, the scaled sequence {S n /c(n), n ≥ 1} converges in distribution to the stable law given by (3) . In this case we say that S n is an asymptotically stable random walk. For every X ∈ D (α, β) there is an explicit formula for ρ, ρ = , otherwise.
Since h(0) = 1, one can rewrite (2) in a slightly different way:
This representation shows that the asymptotics is the same up to a constant for every fixed x. This statement remains valid for curved boundaries which grow not very fast. For the Brownian motion and monotone increasing function g it was shown in [12] and [14] that
and, moreover,
P(T (bm) g > t) ∼ E[B(T (bm) g
)]P(T (bm) 1 > t) as t → ∞.
Finiteness of the integral in (7) is also necessary: if
The case of general random walks and Levy processes was analysed by Greenwood and Novikov in [9] , see also Novikov [12, 13] . In Theorem 1 they state that if Eg(T 0 ) < ∞ then there exists R g ∈ (0, ∞) such that
However, recent results by Aurzada and Kramm [2] give strong grounds to suspect that conditions in [9] are not optimal. More precisely, it is shown in [2] that if g(t) = o(t γ ) with some γ < 1/α then P(T g > n) and P(T 0 > n) have the same rough asymptotics, that is,
as n → ∞.
But, in view of (2), Eg(τ 0 ) is finite only for γ ≤ 1 − ρ < 1/α.
In this paper we present alternative (and milder than Eg(T 0 ) < ∞) conditions for the validity of (9). Theorem 1. Let g be an increasing function such that h(g(x)) is subadditive. If (1) holds and Eh(g(T 0 )) < ∞
then there exists a constant V (g) ∈ (0, ∞) such that
This result generalises Theorem 1 in Greenwood and Novikov [9] where it was assumed that that g is concave and that Eg(T 0 ) is finite. Noting that h is subadditive, we conclude that (10) is weaker than the finiteness of Eg(T 0 ). Moreover, subadditivity of h implies also that h(g(x)) is subadditive for every concave function g. And the subadditivity assumption can be further weakened:
Remark 2. The statement of Theorem 1 remains valid if we replace subadditivity of h(g(x)) by the existence of a subadditive majorant which satisfy (10) . ⋄
We next specialise Theorem 1 to the case of asymptotically stable random walks.
clearly, h(x) ∼ cx and, consequently, our condition (12) coincides with Novikov's integral test, see Theorem 1 in [13] . Note also that Novikov [13] imposes a stronger assumption on g: this function is assumed to be concave.
Recalling that h is regularly varying of index −α(1 − ρ), we conclude that (11) holds for every function g bounded from above by x γ with some γ < min{1, 1/α}. But if g(x) is asymptotically equivalent to c(x) then, applying the functional limit theorem, we conclude that the statement of Corollary 3 is not valid. Therefore, condition (12) is quite close to the optimal one for asymptotically stable random walks.
Remark 4. Mogulskii and Pecherskii [11] have derived the following factorisation identity for T g : If g is superadditive, i.e., g(x + y) ≥ g(x) + g(y), then there exists a sequence of events E n such that
Moreover,
Unfortunately, the structure of E n is highly non-trivial and it is not clear how do determine the limit of P(E n ). But using (14) one can obtain an asymptotically precise upper bound for P(T g > n). Indeed, it is immediate from (14) that
where q n is determined by
Assume that function g satisfies
Then applying the estimate
we conclude that coefficients of
are summable, i.e., R(1) < ∞. Noting now that
we arrive at the relation q n ∼ R(1)P(T 0 > n) and, consequently,
Note also that in order to obtain the relation P(T g > n) ∼ CP(T 0 > n) from (13) it suffices to show that
Recalling that h is regularly varying of index α(1 − ρ), we conclude that (12) is more restrictive than (15) for all random walks with α(1 − ρ) < 1. Thus, bounds (16) imply that P(T g > n) can be of the same order as P(T 0 > n) for functions g which do not satisfy (12) . ⋄
The starting point of the proof of Theorem 1 is the following simple observation: T g coincides with one of strict descending ladder epochs of S n . Let (τ k , χ k ) be independent copies of (T 0 , −S T0 ). Then
Since the tail distribution function of τ 's is regularly varying with index ρ − 1 ∈ (−1, 0), we prove that, for any increasing function g,
Thus, to prove Theorem 1 it suffices to show that Eν is finite under the conditions of Theorem 1.
The subadditivity assumption in Theorem 1 seems to be purely technical. Unfortunately, we do not know how to remove this restriction. But for asymptotically stable random walks one can replace (12) by a stronger integral test which allows to derive (11) without subadditivity assumption.
Theorem 5. Assume that X ∈ D(α, β). If g is increasing and
then (11) remains valid.
Integral test (20) is fulfilled for any increasing regularly varying with index γ < 1/α function g and, consequently, the subadditivity assumption is superflous for such functions. On the other hand, it is not difficult to construct a regularly varying with index 1/α function g which satisfies (12) but the integral in (20) becomes infinite.
Our proof of Theorem 5 is based on an appropriate adaption of the method from [4] , where we studied the asymptotic behaviour of exit times from cones of multidimensional random walks. The main idea in [4] was to use the classical universality for random walks: If certain moments of a random walk are finite (this means that random walk is sufficiently close to the Brownian motion) then the asymptotics for the exit time of this random walk is the same, up to a constant factor, as for the Brownian motion. In the proof of Theorem 7 we use a completely different type of universality: We fix the distribution of a random walk and look for boundaries g such that T g and T 0 have the same rate. Now we turn to exit times from a shrinking domain. Define
For T g one does not have any representation similar to (17). For that reason there is no analogue of Theorem 1 for T g . But one can look at the ratio P( T g > n)/P(T 0 > n) in the following way: If g is positive then
and one can try to represent the limit of this conditional probability as a functional of {S n } conditioned to stay nonnegative. To formulate the corresponding result we have to introduce some notation. It is well-known that h(x) is a positive harmonic function for {S n } killed at leaving [0, ∞), that is,
We denote by P h the Doob transform of P by the function h. More precisely, P h is the distribution of the Markov chain on [0, ∞) with transition function
The following statement is immediate from Lemma 2.5 in Afanasyev, Geiger, Kersting and Vatutin [1] .
Greenwood and Novikov [9, Theorem 2] have shown the existence of the limit lim n→∞ P( Tg >n) P(T0>n) for random walks with EX = 0 and Ee −λX < ∞ for some λ > 0. They have also shown that this limit is positive if and only if Eg(T 0 ) < ∞. The information about the positivity of this limit is very important, since if it is zero then the asymptotic behaviour of P( T g > n) remains unknown. Thus, in order to apply Proposition 6 we need to find reasonable conditions for the positivity of
, we infer that 
Consequently, for any oscillating random walk with finite variance,
Unfortunately, we did not find results similar to (22) for random walks with infinite variance. Thus, we do not have any criterion for the positivity of P h ( T g = ∞) for oscillating random walks with infinite variance.
It turns out that the approach used in Theorem 5 can be applied to T g as well.
Theorem 7. Assume that X ∈ D(α, β) and that (20) holds. Then there exists V (g) ∈ (0, ∞) such that, as n → ∞,
Proof of Theorem 1
We first derive (19). If Eν is finite then the desired relation follows immediately from Theorem 2 in Greenwood and Monroe [8] . Assume that Eν = ∞. Since τ is positive,
for any m ≥ 1. Applying Theorem 2 from [8] to the stopping time ν ∧ m, we obtain lim inf
Letting m go to infinity, we complete the derivation of (19).
As it was already mentioned in the introduction, Theorem 1 follows from (19) and the following statement.
Proposition 8. Under the assumptions of Theorem 1,
2.1. Proof of Proposition 8 for random walks with Eχ = ∞. It follows from the subadditivity of h(g(x)) that
Thus, it suffices to show that the expectation of µ is finite. But the latter is a consequence of the positiv recurrence of zero for the sequence
According to Lemma 1 and Proposition in Erickson [6] , our assumption Eχ = ∞ is equivalent to Eh(χ) = ∞. Consequently,
for every y ≥ 0. Combining this with (10), we finally get
for every y ≥ 0. Fix some positive x and y such that x > h(y). Then
Taking into account (25), we conclude that there exists A > 0 such that
for all x, y satisfying x − h(y) > A. This implies that the hitting time of [0, A] by the sequence Z n has finite mean. Since 0 can be approached from any point of [0, A] in a finite time, we infer that Eµ < ∞.
2.2.
Proof of Proposition 8 for random walks with Eχ < ∞. If random walk S n is such that Eχ < ∞ then h(x) ∼ Cx as x → ∞ and, in particular, Eh(χ) < ∞. Therefore, we can not use the sequence Z n from the previous subsection. Fix some k ≥ 1 and consider
be independent copies of Z. Using the subadditivity of g once again, one can easily show that
n > 0}. From this we conclude that Proposition 8 will follow from the existence of k such that EZ (k) > 0. Therefore, it suffices to show that
Set U k = τ 1 + τ 2 + ... + τ k and note that τ i ∈ D(1 − ρ, 1). Let a(k) be the corresponding norming sequence, that is, U k /a(k) converges weakly towards a stable distribution of index 1 − ρ.
Since g is increasing and sublinear,
Since the tail of τ is regularly varying with index ρ − 1 > −1,
Consequently,
It follows from the assumption Eg(τ ) < ∞ that
Furthermore,
Applying these relations to (27), we get (26). This completes the proof of Proposition 8.
Proof of Corollary 3.
It suffices to show that (10) and (12) are equivalent. First we note that if X ∈ D(α, β) then
and, consequently, (12) is equivalent to
Consequently, (12) is equivalent to Eh(g(τ 1 )) < ∞.
Proof of Theorem 5
3.1. Finiteness of V (g). Let h be the renewal function of the decreasing ladder height process. It is known that it is harmonic for S n killed at leaving R + , that is,
Extending h(x) to the negative half line with 0 we can write this equality as Eh(x+
Lemma 9. The sequence Y n = h(S n + g(n))1{T g > n} is a submartingale.
Proof. Clearly,
Now note that h(S n+1 + g(n + 1))1{T g = n + 1} = 0 since h(x) = 0 for x ≤ 0. Next, by harmonicity of h
since h and g are monotone increasing.
Fix any positive sequence ε n → 0 and denote
Lemma 10. There exists a constant C such that
for all δ > 0.
Proposition 11. Assume that g is such that g(0) > 0 and condition (12) holds. Then there exists a finite strictly positive limit
Proof. Since h(S(n) + g(n))1{T g > n} is a submartingale it is sufficient to show that
By the well-known submartingale convergence theorem this will imply the statement of the proposition. Fix some n 0 > 1 and define
where [r] denotes the integer part of r. Since h(S n + g(n))1{T g > n} is a positive submartingale, it suffices to show that the subsequence E[h(S nm +g(n m )); T g > n m ] is bounded. We first split the expectation into 2 parts,
For fixed n let τ (g(n)) := min{k ≥ 1 :
For the second expectation note
Then, using the harmonicity of h,
where we used the subadditivity of the renewal function in the last step. Therefore,
Applying Lemma 9 with ε n := (3δC log n) −1 , we obtain
The first expectation can be estimated similarly. First note
Then, again, using the harmonicity of h,
Now since S νn ≥ c(ε n n) we have,
Hence, using the latter inequality and using the submartingale property we have,
As a result we have
Iterating this procedure m times we obtain
Now note (20) implies that
Therefore, the product
is finite. Furthermore, recalling that the index of h is α(1 − ρ), we conclude that
Then the statement of the proposition immediately follows.
Derivation of the asymptotics.
In the proof of (11) we will require the following result.
Lemma 12. Let S n be asymptotically stable random walk. Then,
uniformly in x such that x/c(n) → 0. In addition the following estimate is valid for all x ≥ 0,
Proof. The first statement (28) is Corollary 3 of [5] . Denote
Then,
where we applied the Wald's identity in the last step. Since the tail of T 0 is regularly varying of order ρ−1 ∈ (0, 1), by the Tauberian theorem, E[T 0 ∧n] ∼ ρ −1 nP(τ > n). Also note that h(x) = Eσ(x). Hence, as n → ∞, uniformly in x,
According to (20), 2x x h(g(y)) yh(c(y/ log y)) dy → 0 as x → ∞.
Since functions c(x) h(x), g(x) are increasing and h, c are in addition regularly varying, we conclude that h(g(x)) h(c(x/ log x) → 0.
In other words, g(x) = o(c(x/ log x)). Consequently, there exists a sequence δ n → 0 such that
Moreover, we may asume that δ n is such that slowly varying functions in
Applying Lemma 10 with δ = δ n and ε n = δ n /(2C log n), we get
This immediately gives us the bound from above. Indeed,
where we applied (29) in the last step. Now note that, uniformly in y > c(δ n n/ log n),
Therefore, for large n we have,
By the submartingale property and Proposition 11,
Combining this with (30), we get
Next we are going to improve the latter bound to obtain the sharp asymptotics. Let A n ↑ ∞ be such that A n c(δ n n/ log n) = o(c(n)). Set, for brevity, r n := c(δ n n/ log n). We split the probability P(T g > n, ν n ≤ δ n n) into two parts:
For the first term we are gong to apply (28). We have,
where we used (31) in the last step. The bound from below can be obtained by similar arguments:
Now we turn to the second term in (33). Using the Markov property and (28), we obtain
So we are left to prove that
Now note that S νn−1 ≤ r n . Then on the event {S νn > A n r n } we have
Using the subadditivity and monotone increase of h we obtain
This implies that
Applying (32), we obtain
Recall that if X ∈ D(α, β) then the distribution function of θ(du) := u 2 P(|X| ∈ du) is regularly varying with index 2 − α, that is,
Therefore,
We can choose A n in such a way that
for some constant C 0 . Hence, for an appropriate choice of A n ,
as n → ∞. This completes the proof of (36). Noting that (36) yields
and taking into account (34), we get lim sup
Combining (35) and (36), we have lim inf
It follows from Lemma 10 with δ = δ n and ε n = δ n /(2C log n) that
where θ n := ν n ∧δ n n. Applying the optional stopping theorem to the submartingale h(S n + g(n))1{T g > n}, we get, for every fixed N ,
Note also that
As a result,
and, consequently,
Letting N → ∞ we get
Combining this with (37), we complete the proof of Theorem 5.
Proof of Theorem 7
The proof follows closely the proof of Theorem 5.
Positivity of V (g).
Lemma 13. The sequence Y n = h(S n − g(n))1{ T g > n} is a supermartingale.
Now note that h(S n+1 − g(n + 1))1{ T g = n + 1} = 0 since h(x) = 0 for x ≤ 0. Next, by harmonicity of h
By this supermartingale property, the limit lim n→∞ E[h(S n −g(n); T g > n] exists and is finite. Thus, we need to show that this limit is positive. Proposition 14. Assume that g is such that g(0) > 0 and condition (12) holds. Then there exists a strictly positive and finite limit
Proof. Since h(S(n) − g(n))1{ T g > n} is a supermartingale it is sufficient to show that inf
Fix some n 0 > 1 and define
where [r] denotes the integer part of r.
where we used the subadditivity of h in the latter inequality. Now since S νn ≥ c(ε n n) we have,
Now note
m . As a result we have
Iterating this procedure m times we obtain
E[h(S nm − g(n m )); T g > n m ] ≥ m j=1 1 − h(g(n j )) h(c(ε nj n j )) ×   E[h(S n0 + g(n 0 )); T g > n 0 ] − m j=1 h(c(ε nj n j )) /n 3 j   .
Now note (20) implies that
4.2.
Derivation of the asymptotics. In this case the upper bound is obvious
According to (20),
In other words, g(x) = o(c(x/ log x)).
Consequently, there exists a sequence δ n → 0 such that g(n) = o(c(δ n n/ log n)).
Moreover, we may asume that δ n is such that slowly varying functions in P(τ > n) ∼ n ρ−1 L(n) and h(x) = x α(1−ρ) l(x) are such that l(δ n n) ∼ l(n) and L(δ n n) ∼ L(n).
Applying Lemma 10 with δ = δ n and ε n = δ n /(2C log n), we get P( T g > n) = P( T g > n, ν n < nδ n ) + o(n −2 ).
Let A n ↑ ∞ be such that A n c(δ n n/ log n) = o(c(n)). Set, for brevity, r n := c(δ n n/ log n). We split the probability P( T g > n, ν n ≤ δ n n) into two parts: P( T g > n, ν n ≤ δ n n) =P T g > n, ν n < δ n n, S νn ∈ (r n , A n r n ) + P( T g > n, ν n < δ n n, S νn > A n r n ).
For the first term we are gong to apply (28). We have, P T g > n, ν n < δ n n, S νn ∈ (r n , A n r n ) ≤ Anrn rn P( T g > ν n , S νn ∈ dy, ν n ≤ nδ n )P( τ y > n − nδ n ) ∼ Anrn rn P( T g > ν n , S νn ∈ dy, ν n ≤ nδ n )h(y)P{T 0 > n}
The bound from below can be obtained by similar arguments:
P T g > n, ν n < δ n n, S νn ∈ (r n , A n r n ) ≥ Anrn rn P( T g > ν n , S νn ∈ dy, ν n ≤ nδ n )P( τ y−g(n) > n − nδ n ) ∼ Anrn rn P( T g > ν n , S νn ∈ dy, ν n ≤ nδ n )h(y)P(T 0 > n) = E[h(S νn ); T g > ν n , S νn < A n r n , ν n ≤ nδ n ]P(T 0 > n).
Now we turn to the second term in (41). Using the Markov property and (28), we obtain P( T g > n, ν n < δ n n, S νn > A n r n , T g > ν n ) ≤ CE[h(S νn ); S νn > A n r n , ν n < δ n n, T g > ν n ]P(T 0 > n).
So we are left to prove that E[h(S νn ); S νn > A n r n , ν n < δ n n, T g > ν n ] → 0.
But this immediately follows from (36) since T g ≤ T g . Noting that (44) yields P( T g > n, ν n < δ n n, S νn > A n r n , T g > ν n ) = o(P(T 0 > n)) and taking into account (42), we get lim sup
Combining (43) and (44), we have lim inf n→∞ P( T g > n) P(T 0 > n) ≥ lim inf n→∞ E[h(S νn ); T g > ν n , ν n ≤ nδ n ].
It follows from Lemma 10 with δ = δ n and ε n = δ n /(2C log n) that E[h(S δnn − g(δ n n)); T g > δ n n, ν n > nδ n ] ≤ g(c(n))P(ν n > nδ n ) → 0.
where θ n := ν n ∧ δ n n. Applying the optional stopping theorem to the supermartingale h(S n − g(n))1{ T g > n}, we get,
Combining this with (45), we complete the proof of Theorem 7.
