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Abstract 
This paper describes how to compute the largest power of the prime p dividing all the word 
weights of codes in a class including the powers of the radicals of group algebras of p-groups 
over finite fields of characteristic p. In the group algebra case, the computation requires finding 
the optimal solution of a bin-packing problem. Standard algorithms provide it when the group 
is Abelian. 
1. Introduction 
The driving theorem for divisibility of codes is due to Ax [l]. It determines the 
largest power of the characteristic that is a common divisor of the sizes of the zero sets 
of polynomials with a given degree in a given number of variables over a finite field. In 
coding terms, it specifies the exponent of a generalized Reed-Muller code - the 
exponent of the highest power of the characteristic dividing all word weights. 
One way to prove it is to analyze the relation between the exponent of a cyclic code 
and its roots, and then to apply that analysis to the Reed-Muller codes considered as 
extended cyclic codes. This is the semisimple view; such a procedure was carried out 
by Delsarte and McEliece [7] using theorems about Abelian groups. Its general- 
izations describe the exponents of codes that are ideals in semisimple group algebras 
in terms of the characters of the representations they afford [20]. 
In contrast, generalized Reed-Muller codes in characteristic p are also ideals in 
group algebras of elementary Abelian p-groups. This might be called the radical 
aspect of Reed-Muller codes, because for the field GF( p) they are powers of the group 
algebra radical. The identification of Reed-Muller codes with ideals began with 
Berman [2] and was complemented by Charpin. Her paper [3] describes this identi- 
fication clearly and discusses the connection to extended cyclic codes followng 
Kasami et al. [15]. We shall use some of the ideas from the comprehensive presenta- 
tion of the identification by Landrock and Manz [16]. A proof of the divisibility in 
this framework is closer in its details to the original one by Ax. 
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The goal of the present paper is to show how to compute the exponents of codes in 
a class that includes radical powers in group algebras of arbitrary p-groups. The paper 
is a sequel to [23], which describes a method for finding the exponent of a code from 
a spanning set, short of writing out the whole code. We say ‘show how,’ because the 
actual computation involves solving a combinatorial packing problem known to be 
NP-complete [9]. However, for some groups, Abelian ones among them, certain 
standard algorithms produce optimal packings and yield the exact exponent. 
Sections 2 and 3 describe the ambient spaces and the codes. Section 4 contains the 
development of the results in [23] for the computation of the code exponents, and 
Section 5 refines the formulas obtained, aiming at the packing problem. Then in 
Section 6, the specialization to group algebras is carried out, in terms of the Jennings 
basis invoked in [16], and the packing problem is made explicit. Finally, Section 7 
contains a variety of examples. After all this, we shall not reprove Ax’s theorem in full; 
for to do so, in the spirit of this paper, would in effect reproduce the proof in [23]. 
2. The component space 
The ambient spaces for the codes in the paper are tensor powers of the space 
R described below. The codes themselves will be defined in terms of Reed-Muller 
codes in R. 
The alphabet field F for all codes is the finite field GF(q), where q is a power of the 
prime p. Let F’ be a subfield of F; F’ is then the field GF(q’) for some q’ of which q is 
a power. The space R is the group algebra over the field F of the additive group of F’. 
If XEF’, the basis element of R corresponding to x is denoted [xl, so that 
[Ix] [y] = [x + y]. A typical member of R is a linear combination C f (x)[x], summed 
over F’, where the function f : F’ -+F gives the coefficients. The coding basis of 
R consists of the elements [xl. 
R also has a basis corresponding to the power functions: 
for O<e<q’- 1. We take O”= 1, so that y(0) is the all-one word. Let R(d) be the code 
consisting of the words Cf(x)[x] in which f is a polynomial of degree at most d, with 
coefficients in F. Thus R(d) has the y(e) with e d d as a basis, and its dimension is d + 1. 
In terms of the polynomial definition of generalized Reed-Muller codes in [6], R(d) is 
obtained from such a code in one variable over F’ by extension of scalars to F. It is 
also an extended Reed-Solomon code [17]. 
For the analysis of divisibility we shall draw on some of the results and terminology 
of [23]: Q, is the field of p-adic numbers and Q, is the unramified extension of 
Q, whose residue class field is F. The Teichmiiller representative T(x) of a member x of 
F is defined as follows: it is 0 if x = 0, and it is the (q - 1)st root of unity in Q, whose 
residue class is x if x # 0. The Teichmiiller lift of a word in R is the word whose 
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components are the representatives of the components: 
T(,X f(x)Cxl)=CT(f(x))Cxl. 
This lift is in the group algebra over Q, of the additive group of F’. 
Let A” be the set of n-tuples from a commutative ring A. Corresponding to 
a sequence rl, . . . . rI of positive integers there is a form M defined on A” by the 
following rule: If ai, . . . ,al~A”, with ai=(Uil, . . . ,ai,), then 
We style M a multifold dot product and write simply 
M&, . . ..~~)=a’. l l l a’;‘. 
To apply the theorems of [23) we need these multifold dot products on the T(y(e)). 
The form of the components implies that 
where u runs over the (q’ - l)st roots of unity in Q4 and 0. Thus this product is 
0 if CrieifO(modq’- l), 
q’-1 if Eriei> but CrieiEO(modq’-1), 
4’ if all ei are 0. 
Later on we shall invoke the following result. 
(2.1) 
Lemma 2.1. Consider the set of positive integers 1 for which there is a list, rl, . . . , rl, of 
1 powers of p with Cri E 0 (mod p” - 1). Then it consists of the multiples of p - 1 from 
n(p- 1) up. 
Proof. Nothing is lost if we take each ri less than p”. If Cj of them are pj, their sum is 
Cy1,j cjpj, and l= Ccj E 0 (mod p - 1). If cj 3 p, change the list by dropping p of the p”s 
and adding one p j+’ taking the exponents modulo n. This maintains the congruence , 
but lowers 1 by p- 1. We can repeat this until the corresponding cj are all <p - 1. The 
congruence then forces cj= p - 1 for all j, and the final 1 is n( p - 1). Thus the original 
1 is at least that. To create multiples of p- 1, start here and run everything 
backwards! q 
3. The product space and its codes 
In this section we define the codes that will be studied. To begin with, let R” be the 
m-fold tensor power of R over F. It has for an F-basis the qlrn tensor products 
[xl] @ ... @ [x,], the xi arbitrary members of F’. This basis will be taken as the 
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coding basis. (There is a nutshell exposition of tensor products in [13]. They provide 
the ambient spaces for direct product codes [17].) 
By an m-row we shall mean a row (ei , . . . , e,) of length m of exponents ci in the range 
06ei6q’- 1. For such a row EZ, let y(e)=Y(er) 0 ... 0 y(e,). These tensor products 
also form a basis of R”, and our codes will be spanned by sets of them. Following 
Charpin [4], partially order the m-rows by taking e’ ,< e to mean that ef <et for each i. 
One says that e dominates e’, or that e_’ is a descendant of e. (This ordering is the one 
that arises in the study of affine-invariant extended cyclic codes.) 
Definition 3.1. Let E be a set of m-rows. R”‘(E) is the code in R” spanned by the words 
y(e) for which e is a descendant of some member of E. 
For consistency we put R”(O))= {O}. Th e e in the definition make up the set d(E) of 
[4], and dim R”(E)= Id(E The set E can be pared down to its maximal members 
without changing d(E). Such a pared set is an antichain - no two members are 
comparable. R”‘(E) might be called a code of Reed-Muller type: the dth order 
generalized Reed-Muller code over F arises from taking F = F’ and E the set of 
m-rows e for which Cei<d. 
The minimum weight of R’“(E) may be found by the methods in [22]; it is the 
smallest of the products n(q’ - ei) for (ei , . . . , e,)EE. In the group-algebra situation of 
Section 6, this minimum weight is also obtained in [8]. (Both of these papers deal with 
more general codes.) Our purpose here is to find the exponent of R”‘(E). 
4. The exponent computation 
The exponent of a linear code over F is the exponent in the highest power of 
p dividing all the word weights (Section 5 of [21] contains a brief exposition with 
references). By the order, ordz, of an integer z of Q4 we mean the exponent of the 
power of p dividing z, with ordO= co. In most of the computations, z will be an 
ordinary integer. 
Choose a particular code R”‘(E) (avoiding E=& we trust) and let E be its exponent. 
Theorem 5.3 of [23] and the discussion following it may be applied to the basis of 
R”(E) formed by the y(e) with EEA(E). They show that 
s=min &-ordq+ord(T(y(e,))“*** (4.1) 
where the minimum is taken over all lists ri, . . . , rl of powers of p, of varying lengths 1, 
for which Cri G 0 (mod q - 1); and all corresponding choices of el, . . . , gl in d (E). Again 
note that the congruence implies I=O(mod p- 1). Our task is to cut down this 
formidable range! The rest of this section is aimed at doing that. 
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If ei=(eil, ...) ei,), the multifold dot product appearing is 
fi T(Y(cij)P l l l T(y(E?lj))“. 
j=l 
By display (2.1) this will be 0 if Ci rieij+ 0 (mod q’ - 1) for some j. Such a collection of 
m-rows can be ignored for the list r 1, . . , rr in the minimum. If Ci rieij s 0 (mod q’ - 1) 
for all j, and c of the sums are not identically 0, then the multifold dot product is 
(q’- l)‘(q’)“-‘, and its order is (m-c) ord q’. 
Thus 
s=min 
1 
----ordq+(m-c)ordq’ 
P--l 
(4.2) 
now taken over all combinations of parameters 1, rl, . . ., rl, (eij), for which 1 >O, 
l-O(modp- l), and 
(L) rl , . . . , rI is a list of powers of p with Cri = 0 (mod q - 1); one may assume that 
each ri<q; 
(M) (eij) is an 1 x m matrix of m-rows from d(E), and Cirieij--(mod q’- 1) 
for each j. 
In the expression being minimized, c=c((eij)), the number of columns in (eij) not 
identically zero. 
If we say that a matrix or row covers a column at position j when some entry in that 
column is not zero, then c is the number of columns covered by (cij). For a list 
_y=rl , . . . . rl, let c(c) be the largest number of columns covered by matrices satisfying 
(M). Since c is being subtracted, we can rewrite (4.2) as 
~=m ord q’-ord q-max 
the 1 satisfying (L). 
These considerations suggest the following definition. 
Definition 4.1. C(E) is defined to be the set of columns covered by at least one member 
of E. 
For C G C(E), let 1(C) be the length of the shortest list r satisfying(L) for which there 
is a matrix satisfying (M) and covering C. (There certainly is such a list since we can 
find a collection of m-rows from E that covers C, repeat each one q- 1 times in 
a matrix, and take all the ri to be 1.) For that list, 1 Cl <c(;) and 1= I(C); hence 
1 
c(c) ord q’----- 
l(C) 
P-l 
3/Clordq’-P 
p-1. 
On the other hand, if c(c) is produced by a matrix for which the set of columns covered 
is C, then 1(C) < 1, the length of r, and we have the reverse inequality. Once more we 
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can rewrite: 
i 
l(C) s=mordq’-ordq-max ICIordq’-- 
i p-l ’ 
(4.4) 
where C G C(E). 
We claim that the maximum in (4.4) is taken on when C = C(E). In order to see that, 
suppose C is a proper subset of C(E), and C’= Cu{ jo}, j,$C, with C’E C(E). Let 1(C) 
be produced from c and (eij), so that 1(C) is the length 1 of y. In the change to C’, 
1 C 1 ord q’ increases by ord q’, and we seek to augment [ by a matching (p - 1) ord q’ 
terms. Since q is a power of q’, the congruence in (M) is not harmed if we change a term 
pk in !: to (q/q’) pk (mod q - 1). To restore the congruence in (L), we augment ; by p - 1 
terms each of 
a total of (p - 1) ord q’ terms with sum qpk - (q/q’)pk = pk -(q/q’)pk (mod q - 1). 
Next we add a corresponding (p - 1) ord q’ rows to (eij), each with a 1 in column 
j, and zeros elsewhere. Such a row is in d(E) because E coversjo. The sum in (M) for 
the augmented c for column j, increases by the sum above and is still congruent to 
0 modulo q’-1. Thus 1(C’)dl(C)+(p-l)ordq’, and 
4C’) 
lC’lordq’-P 
l(C) 
P--l 
>lClordq’-- 
p-l’ 
It follows that the right-hand side of (4.4) does not decrease as we expand C, and the 
maximum will be taken on at C(E). We obtain our final rewriting: 
s=(m-lC(E)l)ordy’-ordq+F. (4.5) 
It may be of some comfort to point out that since l(C(E)) is the number of terms in 
a sum of powers of p that is congruent to 0 modulo q- 1, Lemma 2.1 implies 
l(C(E)) 3 (p - 1) ord q and E is safely nonnegative! 
5. The exponent itself 
Here again is the final formula (4.5) for the exponent E of the code R"(E): 
Theorem 5.1. Let C(E) be the set of columns covered by at least one member of E. Let 
I(C(E)) be the length 1 of the shortest list rl, . . . , rl of powers of p for which there exists an 
1 x m matrix (eij) of m-rows, each dominated by a member of E, that covers C(E), and for 
which 
C ri-O(modq- 1) 
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and 
c rieij-O(modq’- 1) fir allj. 
Then 
/(C(E)) 
s=(m-[C(E)I)ordq’-ordq+---- 
P-l 
1 C(E)1 cm, the code will be a replicated The first term reflects the fact that when 
code because of a tensor factor R(0) for each column position not in C(E). Each word 
weight will automatically be divisible by (q’)m- IccE)I. This factor is independent of q, 
and that reflects the further fact that if a linear code over an infinite field (a global code 
over the complex numbers, for example) is divisible by D and no coordinate is 
identically 0, the code is equivalent to a D-fold replicated code, regardless of whether 
or not D is divisible by the characteristic. This variant of Theorem 1 in [19] can be 
proved along lines similar to the proof there. 
Since Cirieij#O for j in C(E), Lemma 2.1 implies that Cieij>(p- 1) ord q’. That is, 
the 1 rows of (eij) cover C(E) at least (p- 1) ord q’ times, so to speak. 
Definition 5.2. The covering number c(E) of the set E is the smallest number of m-rows 
ei from E such that for each j in C(E), 
Ceij>(p-1)ordq’. 
The comments imply the following proposition. 
Proposition 5.3. l(C(E)) 3 c(E). As we saw at the end ofSection 4,1(C(E)) >( p- 1) ord q 
also. 
There is one general situation in which the implied bound is exact: 
Proposition 5.4. If q’ = p, then 
s=(m-lC(E)l)+max 1 -ordq,O . I 
Proof. Suppose (eij) shows that c(E) is the covering number of E. Increase the number 
of rows, if need be, to the first multiple 1 of p - 1 not less than (p - 1) ord q, using rows 
of zeros. Then lower entries as necessary to make each nonzero column sum exactly 
p - 1. By Lemma 2.1 we can find a list rr , . . . ,rloflpowersofpwithCri=O(modq-1). 
As the congruence demanded for the eij is C rieij = 0 (mod p - l), and ri = 1 (mod p - 1) 
for each i, it will hold for any choice of the ri. Thus 
&C(E))<max {(p-l) [z],(p-l)ordq), 
as needed. 0 
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6. Group algebra codes 
Let G be a p-group of order pm and take the group algebra FG as the ambient space 
for codes over F, G itself being the coding basis. The codes of interest are the ideals 
(one or two sided) of FG, because G is automatically in the group of such a code by 
multiplication on the appropriate side. The radical ideal J of FG is the kernel of the 
augmentation homomorphism C cIsg+C c(~ (sums over G), and it has codimension 1. 
We shall consider the codes given by the powers of J. 
To recognize these codes as ones of Reed-Muller type, we use a Jennings basis of G. 
This was first described by Jennings in his thesis [14] under Richard Brauer, and it is 
presented very lucidly by Huppert and Blackburn [12, Ch. VIII]. It is applied to codes 
in [8,16,22] cited earlier. We shall only need its salient features and not its construction. 
A Jennings basis is a sequence gl, . . . ,gm of members of G such that, to begin with, 
each member of G can be written uniquely as 
with 0 <xi <p - 1 for each i. This is the basis property. Associated to each gi is an 
integer hi called its height, with 1 =hi dhz d ... bh,. The heights are determined by 
a certain central series of G and do not depend on the particular Jennings basis. The 
main point for us is that the power Jh has for a basis the products 
(s1-1Y’ ..*(g,-1)fm 
for which O<fi<p-1 and Cfihi>h. 
Ifs=(p-l)Chi, thenJ”isthespanoftheall-one wordandJ”+‘=0;s+l is the 
index of nilpotency of J. For conformity with earlier notation, we make an index 
change. 
Definition 6.1. Set Jd=JSed; d is called the degree. Jd has for a basis the set of 
products 
with OQei<p- 1 and C eihi<d. 
Map FG onto R”, constructed with q’=p, by the linear map taking gT1...gkm to 
[x1] @ ... @ [x,]. Since the coding bases correspond, a code in FG is equivalent to its 
image in R”. We need a special case of the identification of radical powers with 
Reed-Muller codes. 
Proposition 6.2. R(d) has the set ofpowers ([l]-[O])p-l-e, Odebd, as a basis. 
Proof. ([l]-[O])~-l-e=(-l)P-l-e~~~~-e(~-~-e)(-l)X[~]. By a Vandermonde 
variation [18, p. 9, (6)], 
(-I)“= i (-l)f)(“-‘;““), 
k=O 
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the entries being ordinary integers. When this is read modulo p, the last factor 
becomes 0 for k 2 e + 1. Thus in F, 
(_I)“= i (-l)k 
k=O 
(;) (p-,,e+k). 
Since now the last factor is not 0 when k=e, ( -X * ’ -‘)(- 1)” is a polynomial of degree 
e in x, as needed for the statement. 0 
This proposition implies the following result. 
Proposition 6.3. J, is equivalent to R”(E), where E is the set of m-rows (el, . . . . e,) for 
which 1 eihi d d. 
We can now use Proposition 5.4 to determine the exponent of Jd. From here on we 
shall tacitly assume d >O, to avoid continual exceptions; Jo always has exponent m. 
Lettbedeterminedbyh,dd<h,+,,witht=mwhenh,dd.ThenC(E)={l,...,t}and 
[C(E)1 =t. Let c(d) stand for the covering number c(E), and set c*(d)=r c(d)/(p- 1) 1. 
In a matrix (e,) validating c(d), we may assume that Ci eij=p - 1 for j < t, since q’ =p 
and E = A(E). Determining c(d) then amounts to solving a bin-packing problem [l 11: 
imagine each hi, i < t, written p - 1 times, and think of the resulting list as specifying 
item sizes. We need to pack these items into as few bins as possible with the sum of the 
sizes in each bin at most d, the capacity of the bins. From this viewpoint, 
C*(d)> 6 ,i hi . r 1 i-  
Theorem 5.1 and Proposition 5.4 imply the following result. 
Proposition 6.4. Let e(d) be the exponent of Jd, where 1 < h,<d < h,+, (or t =m if 
h, Q d). Then 
e(d) = (m - t) + max {c*(d) - ord q, 0) 
and 
c(d)>(m-tt)+max { [$ iI h.l-ordq,Oj. 
For the common situation q=p, these statements become 
E(d)=m--t-l+c*(d) 
and 
.z(d)>m--t-l+ tiilhi . r 1 
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7. Examples 
We shall illustrate Proposition 6.4 for selected p-groups G, taking the alphabet field 
F to be GF( p). The index t satisfies h, <d < h,, 1, with t = m if h, <d. The largest degree 
possible is s =( p- 1)x hi; but at d =I hi, the exponent becomes 0 because then 
c(d) =p - 1. Thus one may take d <C hi if one wishes. 
Example 7.1. If G is elementary Abelian, Jd is one of the generalized Reed-Muller 
codes motivating our study. Here the hi are all 1, t = m, and E(d) 3 r m/d l- 1. But there 
is a packing of m(p- 1) l’s into (p - 1) r m/d 1 bins of size d, so that in fact 
E(d)=r m/d l- 1, Ax’s result for GF(p) [l]. 
Usually, there will not be such a clean formula for the exponent, although we can 
come fairly close for Abelian groups for large enough primes. To deal with a particular 
group, we may proceed as follows: for degrees d with h, <d < h, + 1, consider numbers 
b with c*(h,+ 1 - 1) Q b < c*(h,), the lower bound changed to 1 if t = m. Then let d(b) be 
the smallest degree d such that items of sizes hI, . . . , h,, each taken p - 1 times, can be 
packed in b(p- 1) bins of capacity d. Certainly h, <d(b), and d(c*(h,))= h, itself. 
Moreover, if t cm, then d(b)<h,+ 1, since c(h,+ 1 - l)d(p- 1)b. It may happen that 
d(b)=d(b-1); but if not, and d(b)gd<d(b-l), then c*(d)=b. If b=c*(h,+I-l), the 
same thing holds when d(b) <d < h,, 1. Ift=mandb=l,d(l)<disenough-buthere 
d(l)=C hi again. 
Thus, if we present these d(b) for the various t’s, we shall have a display suitable for 
framing the exponents. We begin by ordering the pairs (t, b) lexicographically, ascend- 
ing in t and descending in b. Each pair labels a table entry giving the degree d(b) and 
the exponent m - t - 1 + b. The degrees ascend but may repeat; we trim, saving the one 
with lowest b. If dI <d <d, for two now adjacent tabulated degrees dI and dZ, then 
.$d)=.sl, the exponent for dI. Finally, if two exponents are the same, reflecting 
a change in t, we remove the entry with the higher degree. 
Example 7.2. With the elementary Abelian group, c(h,) = c(1) = m(p - l), 1 d b d m, 
and d(b) =r m/b 1. Then d(b) <d < d(b - 1) becomes b - 1 <m/d G b (even if b = l), and 
b = r m/d 1. Consequently e(d) = r m/d l- 1 again. 
There are various algorithms for trying to solve the two packing problems that have 
arisen [S, 9, 111. One for c(d) is called first fit decreasing (FFD): put the item sizes in 
descending order and pack each item in turn into the lowest indexed bin into which it 
will fit. An algorithm for d(b) is lowest fit decreasing (LFD): again take the item sizes in 
descending order and put the first one (an h,) in the first bin. Then at each step put the 
item in hand into the bin filled least so far, taking the lowest indexed bin at ties. The 
d produced is the largest item sum among the bins. Bounds are known for how close 
the numbers obtained from FFD come to the optimal values [9]. 
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Often the hi form a divisible sequence: hi Jhi+ I for each i. This happens when G is 
Abelian; all the hi are powers of p. The number of them equal to pk- ’ is the number of 
factors of order at least pk in a decomposition of G into a direct product of cyclic 
groups [12, p. 2581. With a divisible sequence, FFD and LFD yield optimal solutions 
[5]. Among other things, that means d(b) can be found without repeating the hi: pack 
h f, . . . . hI into b bins using LFD. 
Example 7.3. Let G be Abelian, with ak of the hi equal to pk- I, 1 < k < n; necessarily 
a13 ... >a,. If pk- ’ <d < pk, then t=c!= 1 Uj. Make the generic restriction p >a, 
(2 &). Then in FFD for c( pk-l), &( p - 1) bins contain the pk- l’s, and when k > 1, an 
additional p - 1 will hold everything else. Thus c*( pk- ‘) = ak + 1 if k > 1, and a, if k = 1. 
Attheotherend,c(pk-l)~p-landc*(pk-1)=1.Therangeforbis1,<b~ak+1,or 
1 <b <aI at k = 1. Label d(b) as d,(b) to signal k. The exponents for d,(l) and 
dk+l(Uk+l+l) are both m-_$=laj, SO dk+l(uk+l+l)iS omitted. 
When LFD is used for d,(b), there will be an even fit of the pk- ’ if b jak. Such a fit 
will last until bYa]. At that point all the rest of the items will go in bins of the size 
determined by the one into which the last pj- ’ was packed. In other words, if 
bI%,...,blaj+l, but b J’ Uj (with j = k allowed), then written base p, d,(b) has k digits 
and 
dk(b)=(Uk/b)...(Uj+l/b)r aj/b lO...O. (7.1) 
To find e(d), write d=&...dl base p, with & #O. We may assume k<n; for 
if not, d>C hi and e(d)=O. This k is appropriate to the discussion above. If 
d,(b)dd<d,(b-l), thena,/bd&. If(b-1)l &, then & < U,/(b - 1); and if (b - 1) $ ak, 
then dk(b-i)=r ak/(b- 1) ]O...O, and &<r ak/(b-1) 1. In either event, 
6k d ak/(b - 1). Thus b - 1 d ak/& < b, and this is true even if b = 1. 
It fOllOWS that if &$a,‘, then b=r ak/& 1. When &la,_ COmpUte d&k/8k). If 
d&,&k)<d, then b=ak/& ; and if d&,/bk)>d, then b=a&+ 1. In SUIllmary, We 
have the following result. 
Proposition 7.4. Let G be an Abelian p-group. In a decomposition of G as a direct 
product of cyclic groups, let the number offactors of order pk or more be ak, 1 <k < n. If 
m=zak, IGI=p”. Let p>a,, and write a given degree d as 8k...81 base p, ak#O. 
(1) Zf k>n, then E(d)=O; 
(2) If k<n and c&Yak, then 
n 
e(d)= 2 aj-l+rak/dkl; 
j=k+l 
(3) Lf k<n and 6klak, let d’=dk(ak/&); then 
E(d)= i aj+&/i$ ifd’>d, 
j=k+l 
and if d’ < d, e(d) is this expression less 1. (If k = n, the sums are empty.) 
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Example 7.5. If G is cyclic, then each &= 1, n =m, and all p are generic. We find that 
s(d)= n - k unless d begins with a string of l’s followed by a 0; then e(d) = n - k - 1. 
Example 7.6. Let al = 6, a2 = 4, a3 = 3, so that m = 13. The generic primes p have p > 7, 
and the d,(b), written base p, come from (7.1): 
blk 1 2 3 
1 
2 10 
2 12 100 
2 20 120 
3 23 200 
6 46 346 
The trimmed exponent table is 
d 1 2 3 6 12 20 23 46 120 200 346 
E 12987 6 5 4 3 2 1 0 
This is almost correct for p = 5, too, if something like 46 is interpreted as 4 x 5 + 6; but 
at E = 1 the degree should be 51, which is 201 base 5. When p = 3 the table, written base 
10, is: 
d 1 2 3 4 5 6 9 12 15 23 45 
E 12987654 3 2 10 
and at p = 2 it is: 
d 123456791326 
E 129765432 10 
At both p = 2 and p = 3, the lower bound in Proposition 6.3 gives the exponent for any 
d. But for p z 5, the bound is 5 at 2p - 1, for instance, although the exponent is 6. 
Example 7.7. Suppose G is extra-special, with m = 2n + 1, and of exponent p if p 2 3 
[lO,p. 183].Then l=hl=...=hz,,andhzn+l= 2. This sequence is also divisible, but 
independent of the prime; s=( p- 1) (2n+2). We have ~(1) = 2n (s(1) is always m- l), 
and c*(2)= n + 1. Thus for d 32, the bin sizes b satisfy 1 <b d n + 1. LFD gives 
d(b)=r (2n+2)/b 1. Then d(b)<d<d(b-1) leads to b=r (2n+2)/d 1, as before; and 
E(d)=r (2n+2)/d l- 1 =r (m+ 1)/d I-- 1. Any radical power Jd is a subcode of the 
Reed-Muller code of degree d, whose exponent is r m/d l- 1. This example shows an 
occasional excess over the implied lower bound. 
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