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ABSTRACT 
 The characteristics of the wintertime 500hPa height surface, the level of non-
divergence and used for identifying/observing synoptic-scale features (ridges and 
troughs), and their impact on precipitation are of significance to forecasters, natural 
resource managers and planners across the southwestern United States. For this study, I 
evaluated the location of the 500hPa mean Pacific ridge axis over the winter for the 
period of 1948/49 to 2011/12 and derived the mean ridge axis in terms of location 
(longitude) and intensity (geopotential meters) from the NCEP/NCAR Reanalysis dataset. 
After deriving a mean ridge axis climatology and analyzing its behavior over time, I 
correlated mean location and intensity values to observed wintertime precipitation in 
select U.S. Climate Divisions in Arizona, Colorado, Nevada, Utah and New Mexico.  
 This resulted in two findings. First specific to the 500hPa ridge behavior, the 
ridge has been moving eastward and also has been intensifying through time. Second, 
results involving correlation tests between mean ridge location and intensity indicate 
precipitation across the selected Southwest Climate Divisions are strongly related to 
mean ridge intensity slightly more than ridge location. The relationships between mean 
ridge axis and observed precipitation also are negative, indicating an increase of one of 
the ridge parameters (i.e. continued eastward movement or intensification) lead to drier 
winter seasons across the Southwest. Increased understanding of relationships between 
upper-level ridging and observed wintertime precipitation aids in natural resource 
planning for an already arid region that relies heavily on winter precipitation. 
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1. INTRODUCTION 
1.1 OVERVIEW 
 Winter weather forecasting in the western United States provides forecasters and 
resource managers with many challenges.  The impacts of the area’s unique topography 
and the proximity and orientation to the Pacific Ocean affect storms which makes an 
exact forecast of where and who will be affected difficult. Forecasting for high impact 
weather events—where property damage, loss of life can occur and deployment of 
emergency services can become necessary—is becoming a greater priority as western 
cities like Los Angeles, Las Vegas and Phoenix see increases in their populations (U.S. 
Census Bureau 2005; National Weather Service 2011).  Hill (1993) identified multiple 
forecasting challenges facing the Western Region of the National Weather Service 
(NWS). These include identification of circulation patterns, evaluating the distribution of 
heat and moisture and the effects of topography.  He stated that these factors interact with 
other atmospheric variables to make an accurate forecast more difficult to produce. His 
findings highlight the need for continued in depth investigations into issues for the 
improvement of forecasts and warnings in the Southwest United States. Also, as our 
society faces an uncertain future with the ongoing development of our changing climate 
(Gober et al. 2010), understanding the influence of atmospheric variables and their effect 
on winter storms becomes even more critical (Regonda et al. 2005).  
 A working knowledge of the 500hPa height surface is important to understanding 
the impacts for downstream southwestern United States and points further east (Carrera et 
al. 2004). Commonly referred to as the “level of nondivergence,” the 500hPa surface 
separates the important upper and lower atmosphere level (Glickman 2000).  Because the 
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500hPa surface is not significantly influenced by vertical movement of humidity and 
heat, it is critical for the identification of specific synoptic-scale features such as troughs 
(representing lower heights of the 500hPa surface) and ridges (representing higher 
heights of the 500hPa surface).  These features impact the movement and formation of 
synoptic frontal storms. 
 Continued advancement of weather forecasting not only saves lives and property, 
but aids climatologists, water resource managers, land managers, and urban planners in 
understanding the changing landscape of communities in the Desert Southwest and 
formulating policy (e.g., National Weather Service 2011; Hill 1993; Regonda et al. 2005;  
Westerling et al. 2002;  Cayan 1996). There are several studies that evaluate the 500hPa 
ridge performance over the winter looking at a variety of parameters including persistent 
features on the 500hPa surface (Dole 1989), blocking characteristics and downstream 
impacts (e.g. White and Clark 1975; Carrera et al. 2004; Barriopedro et al. 2006) and 
identifying locations where ridging tends to persist/develop (Casola and Wallace 2007). 
Casola and Wallace (2007) derived persistent locations where ridging is often observed 
via cluster analysis. While the combination of these works and others describe the 
dynamic nature of the 500hPa both year-round and seasonally, they lack in delivering a 
climatological review of the northeast Pacific ridge through time. Observing both the 
trend in the ridge axis movement and intensity over time will create an initial baseline for 
several other ventures into the 500hPa ridge and its impact on winter weather across the 
intermountain West. However, first a working climatology of the mean wintertime 
northeast Pacific ridge axis is needed. 
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  1.2 PROBLEM STATEMENT AND OBJECTIVES 
 I am hypothesizing that knowledge of the seasonal location of the semi-permanent 
ridge axis off the west coast of North America in winter can exert a significant influence 
on winter precipitation. Consequently, to investigate the overall variability of the 
wintertime Pacific ridge, I will define and track the Pacific ridge axis location through the 
early winter, late winter and whole winter season. Specifically, I will address the 
following questions: 
How does the location and magnitude of the wintertime North Pacific mean ridge 
axis defined at 500hPa vary across different time seasonal scales, specifically for the 
winter as “whole season,” “early season,” and “late season”?  For this study, I define the 
seasonal scales of importance as “whole season” (November through February = WS), 
the “early season” (November and December = ES), and “late season” (January and 
February = LS). 
Secondly, does the location and magnitude of that wintertime North Pacific 
500hPa mean ridge axis influence the precipitation recorded across the Southwest for the 
different time seasonal scales given above? 
Given these research questions and based on literature discussed in Chapter 2, my 
specific hypotheses are: 
(a) Movement of the Pacific mean ridge axis over the defined winter season has 
been shifting to the east (closer to the United States West Coast) over time while also 
intensifying in nature, and,  
(b) A more easterly mean ridge axis and progression over time will lead to drier 
(wetter) winter conditions, particularly when the ridge is further east (west) as ridge  
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amplitude will often deflect (channel) storms from (down) the coast and into the 
Southwest. 
 To test those hypotheses I will evaluate mean 500hPa heights for the period 
1948/49 to 2011/12 for the region to determine the location of the wintertime North 
Pacific ridge over latitudes 20°N and 70°N using data from the NCEP Reanalysis Project 
(Kalnay et al. 1996).  The NCEP Reanalysis Project is a representation of past 
atmospheric conditions generated by using observations fed into a simulated model 
system, which generates a reanalyzed view of the atmosphere on a 2.5° by 2.5° grid. I 
will then derive a climatology of both the mean height location and mean intensity of the 
ridge such that I can determine the location and intensity of the ridge for specific time 
periods.  Once that climatology has been developed, I can correlate the mean ridge 
position to the occurrence of precipitation in the Southwest to identify how the 
positioning of that ridge affects observed precipitation.  
1.3 STUDY AREAS 
 1.3.1 SPATIAL 
 This study area investigates the relationship between two different 
geographic/spatial areas. The first area associated with the Pacific ridge is the region of 
the eastern Pacific Ocean in the Northern Hemisphere. The second area associated with 
precipitation is located in the southwestern United States, encompassing all of the state of 
Arizona and portions of Nevada, Utah, Colorado and New Mexico. 
 The first spatial study area extends from 20°N to 70°N and 180°W to 90°W over 
the eastern Pacific Ocean and the western Continental United States and is the broad 
region where the upper air features observed with the Pacific ridge occur. The initial data 
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pulled from the National Center for Environmental Prediction (NCEP)/National Center 
for Atmospheric Research (NCAR) (NCEP/NCAR) Reanalysis package (Kalnay et al. 
1996) encompasses the entire globe.  I will develop an algorithm to capture the grid 
points to evaluate the 500hPa ridge box defined above. The ridge axis is defined as the 
point of highest amplitude and anticyclonic curvature in the 500hPa air flow (Glickman 
2000). The ridge axis will be determined by evaluating the highest 500hPa height per 
latitude line and stored with its specific coordinates in a matrix.  
 The second spatial study area is derived from my precipitation data and includes 
the states of Arizona and portions of Nevada, New Mexico, Utah and Colorado. Within 
each of the states in this grouping, the surface will be broken out into the National 
Oceanic and Atmospheric Administration’s (NOAA) National Climatic Data Center 
(NCDC) Climate Divisions. These Climate Divisions are different areas of a state that are 
climatically homogenous, but potentially are also homogenous in hydrologic, agricultural 
or energy features as well. The maximum number of Divisions in a state is ten but not 
every state has ten Climate Divisions. These Divisions will provide gridded precipitation 
data for the specific Divisions selected from each state. Not every Division available in 
each state will be used, i.e. Divisions in northern Nevada and Utah and eastern Colorado 
will be excluded from the precipitation area.  
 1.3.2 TEMPORAL 
 The temporal component of this study starts in the whole winter season of 
1948/49 (November 1948 through February 1949) and continues through to whole winter 
of 2011/12. A total of 64 years of data are available for analysis through the provided 
reanalysis software and datasets. To measure the significance and influence of climate 
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variables on surface events, a large set of data is needed to work with. Within that 64 
years, I define, following Carrera et al. (2004), the “whole (winter) season” (WS) as the 
calendar months of November, December, January, and February (NDFJ), encompassing 
120 (121 for leap year) days. I am choosing to include the month of November to capture 
the frequent winter-like storms that occur towards the middle and end of the month. The 
“early (winter) season” (ES) will be the combined months of November and December 
and the “late (winter) season” (LS) will be the combined months of January and 
February. 
1.4 ANALYSIS 
 The first step in my analysis will be to organize and extract the gridded 
NCEP/NCAR Reanalysis data within my first spatial study area and determine the ridge 
axis through the gridded data. I will evaluate the 500hPa height values across each line of 
latitude through the study area. The maximum 500hPa height value will be stored in a 
separate data matrix, with both the longitudinal location and height (strength) data 
preserved. This will be accomplished by writing an algorithm to rank the height values 
and their coordinate positions.   
After the seasonal location and strength climatology of the ridge is derived, I 
compare those values to average precipitation data across the same seasonal time scales 
across the selected U.S. Climate Divisions by way of best fit trend line and Pearson 
correlations. The data will be checked for normality indicators (skewness and kurtosis). 
These tests indicate the amount of explanation in the observed precipitation by the 
location and intensity of the mean ridge axis. 
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1.5 THESIS ORGANIZATION 
 My thesis is organized such that the next chapter, Chapter 2, reviews literature 
specific to my research questions and data including upper air circulation patterns, 
features specific to the 500hPa surface, teleconnections and wintertime precipitation. 
Following the review of previous literature, Chapter 3 discusses the details of the datasets 
in my study including the generation, quality control and additional descriptive statistics. 
Also, Chapter 3 details the creation of the 500hPa mean ridge axis dataset which will be 
derived from the NCEP/NCAR Reanalysis data. 
 Chapter 4 outlines the results that answer my research questions and includes a 
review of the 500hPa mean ridge axis behavior over the 64 years of NCEP/NCAR 
Reanalysis data as well as its impact to the selected Climate Division precipitation. 
Chapter 5 concludes my thesis by summarizing the key results discovered and also 
provides another outline of each chapter within my thesis.  
 In order to better understand my research questions and hypotheses, a full review 
of existing research on the movement of the Pacific ridge and wintertime precipitation in 
the southwest U.S. is necessary.  Consequently, the next chapter comprises a literature 
review which will include basic definitions, features specific to upper air circulation 
pattern in the winter as well as the 500hPa surface, teleconnections and winter 
precipitation across the Southwest. 
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2. LITERATURE REVIEW  
2.1 INTRODUCTION 
In the previous chapter, I introduced the framework for my study into the 
behavior of the 500hPa wintertime mean ridge axis while also investigating its influence 
over wintertime precipitation in the Southwest. To perform this study, I first need to 
review previous literature not only to understand and incorporate earlier research into my 
study, but to also identify where within the body of previous research my thesis results 
will complement existing literature. 
The frequency and intensity of winter precipitation in the United States is the 
result of many different variables such as atmospheric-oceanic teleconnections, upper air 
circulations, moisture fluxes and their interactions with each other (Croci-Maspoli et al. 
2007; Quiroz 1984; Guttman et al. 1993; Dominquez and Kumar 2005). In this chapter, I 
review the factors to consider in relation to my research of the potential influence of the 
location of the North Pacific wintertime ridge on precipitation in the Southwest.  I first 
define basic meteorological information regarding the Pacific ridge.  Second, I review 
previous research regarding the general upper air pattern and focus specifically on the 
Pacific ridge (i.e., the 500hPa winter surface, blocking patterns). The third section 
focuses on strengths and features of teleconnections in the Northern Hemisphere winter, 
including teleconnection patterns and sea surface temperatures/teleconnection 
relationships. Fourth, I review research related to specifics of wintertime precipitation. A 
conclusion of the key research and where my study fits into the wintertime precipitation 
forecasting literature concludes this chapter.  
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2.2 BASIC DEFINITIONS 
 To begin this chapter, I review some fundamental definitions involved with the 
observed effects of upper air circulations. First, there are two key components to the 
upper-level circulation pattern known as the Rossby Wave pattern: a ridge and a trough. 
A ridge is defined as an area of relatively high pressure with a maximum of anticyclonic 
curvature in the wind flow (Glickman 2000) or a region of higher heights on a constant 
pressure surface. The American Meteorological Society (AMS) defines a trough to be an 
area of concentrated low pressure relative to the pressure values observed around it 
(Glickman 2000). Surface fronts and cut-off circulations are associated with troughs 
through the varying layers of the atmosphere. 
 
Figure 2.1.  Map image of North America with 500hPa surface as background image with 
ridge axis at approximated location. Units are in geopotential meters in increments of 
50gpm per color. NCEP Reanalysis Derived data (including the above generated graphic) 
provided by the NOAA/OAR/ESRL PSD, Boulder, Colorado, USA, from their website at 
http://www.esrl.noaa.gov/psd/. 
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The ridge axis (sometimes referred to as the ridge line) are the areas of maximum 
observed pressure and curvature of the height surface (Fig. 2.1).  The Rossby Wave 
pattern is a dispersion of wave energy across the globe for the fluid atmosphere 
(Glickman 2000).  
 For this study, I focus on the surface located at 500hPa (approximately 5500m or 
18000ft above ground level [AGL]) and the ridging component of the Rossby Wave. The 
500hPa surface has been referred to as the level of non-divergence, where it lies between 
the more convergent (lower) and more divergent (higher) areas of the atmosphere 
(Glickman 2000). Atmospheric features that influence the flow of the Rossby Wave 
surface across the globe as well as within/over specific ocean basins include sensible heat 
flux, the upper-level jet stream and teleconnection patterns (Bjerknes 1969; Rogers 1976; 
Nakamura et al. 1987; Van Den Dool et al. 2000). 
These phenomena affect wintertime upper air circulation and at times govern 
what circulation patterns may be evident for the winter season (Trenberth 1997; Chang 
and Song 2006). One well-known example is the El Niño-South Oscillation (ENSO) 
where the relationship between sea surface temperatures in the Equatorial Pacific and 
cycles of changing sea level pressure in the Southern Oscillation are evaluated over 
various monthly and seasonal time scales (Glickman 2000). The strength of that 
relationship can be calculated and then compared to previously observed values 
establishing the strength of the event (Trenberth 1997). The resulting value is then used 
as an analog for seasonal forecasting (Noel and Changon 1998; Cayan et al. 1999; 
Goodrich 2004) based on the particular phase of the Oscillation (El Niño/La Niña) as 
well as relating the signal value with other pattern based indexes and oscillations within 
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the particular ocean basin (Mo and Livezey 1986; Fye et al. 2004). The El Niño-Southern 
Oscillation and other teleconnection patterns will be discussed later in this review in 
Section 2.4.   
 One teleconnection that relates closely to my research topic is the Pacific/North 
American (PNA) pattern. The PNA serves as a mechanism of wave energy and upper-
level geopotential height anomalies that stretch from mid Pacific to the eastern edge of 
the North American continent (Wallace and Gutzler 1981). I also discuss the PNA pattern 
in further detail in Section 2.4.2. 
2.3 UPPER AIR CIRCULATION 
 Sensible weather at the surface is the result of several layers of the fluidic 
atmosphere at distinct heights above ground exchanging energy and moisture (Holton 
2004).  Studying and investigating small and large scale features (i.e. cut-off systems, 
wave trains, and blocking ridges) of the 500hPa surface is of great interest to the 
atmospheric science community and will be expanded upon in this section. Gaining better 
knowledge of the state of the 500hPa surface and its features that affect observed surface 
weather supports advancements in weather forecasting and evaluating longer term 
indicators of changing climate like drought and seasonal snowpack (Casola and Wallace 
2007; Li et al. 2011; Larsen and Nicholls 2009; Westerling et al. 2002; Hill 1993). The 
main focus of this section encompasses the literature specific to the 500hPa surface, but 
will start with a brief section covering other atmospheric levels that have been analyzed 
before focusing on the 500hPa literature. The focus then shifts to features on the 500hPa 
surface in the forms of cyclones/storm systems and anticyclones/ridges followed by 
ridge/blocking patterns. 
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2.3.1 GENERAL ATMOSPHERIC CIRCULATION 
It is standard practice in the field of meteorology and climatology to compute 
height in the atmosphere as a function of pressure (Petterssen 1956) and certain pressure 
levels of the atmosphere depict different circulation features. In forecasting, features like 
the upper-level jet are most often found/analyzed at the 300/250hPa surfaces, large 
regions of significant moisture needed for storm development are often found at 700hPa, 
and the overall motion of the atmosphere, like the previously defined Rossby Wave 
pattern, is identified from the 500hPa surface. This section covers some previous research 
on the other atmospheric levels that influence the weather patterns over the Northern 
Hemisphere and the southwest United States as brief introduction before focusing on the 
much larger extent of 500hPa research. 
Certain features on specific pressure levels such as the 700hPa or 200hPa surface 
can individually impact surface weather as well as storm systems that exist from the 
surface up through the tropopause, as in the case of tropical cyclones. Tropical cyclones 
and their remnants can bring additional increases to precipitation across the Southwest, 
typically in the late fall (Ritchie et al. 2011). Rossby Waves and cut-off low pressure 
systems, while often associated with the 500hpa surface, has been observed in the 200hPa 
wind fields in reoccurring areas of favored initialization (Ambrizzi et al. 1995) and have 
been observed across all seasons (Nieto et al. 2005). 
The 300/250hPa surfaces are favorable for evaluating the upper-level jet stream as 
friction is greatly reduced due to its height at or above the 9100m or 30000ft level and the 
tropospheric temperature profile (Angell 1992). One feature well-observed on the 
300/250hPa surface is the polar vortex, defined as a cyclonic circulation centered over the 
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poles extended from the troposphere and into the stratosphere (Glickman 2000). The 
polar vortex (also identified as the circumpolar vortex) expands and contracts with the 
seasons (Angell and Korshover 1977) and can impact flow pattern around additional 
significant atmospheric levels such as the 700hPa (LaSeur 1954) and the 500hPa 
(Frauenfeld and Davis 2000) surfaces. Frauenfeld and Davis (2000) also found expansion 
of the circumpolar vortex into the central Pacific ocean (contraction over North America) 
occurs during warm ENSO episodes. The upper-level jet stream also accelerates and 
lowers into the “mid-latitudes” during warm ENSO phases (Strong and Davis 2006).  
Areal changes to the extent and placement of the polar vortex have been found to impact 
surface temperatures both in the summer and winter seasons across the United States 
(Angell and Korshover 1977) while also affecting the upper-level wave pattern through 
its amplification (deamplification) and subsequent weather downstream (Screen and 
Simmonds 2013) . Francis and Vavrus (2012) also identified increased wave amplitude 
impacts due to changes with the polar vortex, finding changes in the centroid of the 
vortex affected thermal gradients and thicknesses while also helping sustain more 
persistent mid atmospheric patterns across latitudinal bands well south (in this case for 
the Northern Hemisphere) of the North Pole and polar vortex region.  
Studies that focus on the impacts of the 700hPa circulation can focus on the 
pattern offshore in the Pacific Ocean or on actual 700hPa feature movement through the 
region of interest (i.e. the Pacific Northwest or the Southwest). Weather regimes 
upstream across the North Pacific impact winter precipitation and cold air outbreaks 
across the U.S. (Douglas et al. 1982; Robertson and Ghil 1999). Climatologists state the 
700hPa serves to be the most useful surface in identifying height anomalies and 
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subsequent precipitation effects (e.g. Klein 1958; O’Connor 1966; Jorgensen et al. 1967). 
Klein (1958) calculated the occurrence of cyclones and anticyclones in the 700hPa flow, 
discovering there was a maximum (minimum) occurrence of cyclonic and anticyclonic 
genesis in August (February), and that anticyclonic features persisted one day longer than 
cyclonic ones (Fig 2.2).   
 
Figure 2.2. 700hPa flow example of observed cyclonic and anticyclonic flow features. 
Units are in geopotential meters in increments of 25gpm per color. NCEP Reanalysis 
Derived data (including the above generated graphic) provided by the 
NOAA/OAR/ESRL PSD, Boulder, Colorado, USA, from their website at 
http://www.esrl.noaa.gov/psd/. 
 
Precipitation regions around 700hPa cut-off features generally favor the eastern 
and southern quadrants of the storm in the Intermountain West (Jorgensen et al. 1967) 
and anomalous low 700hPa heights off the California coast in the winter have been 
responsible for winter floods in the Southwest (Ely et al. 1994). McGinnis (2000) 
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performed a neural network analysis between mountain snow observations and the 
700hPa circulation and found five group patterns of flow that lead to specific regions of 
enhanced snowfall observations and snowpack across the Upper Colorado River Basin. 
Features like the subtropical Pacific ridge have been found at 700hPa, as in Lanzante’s 
(1984) study (located approximately at 155°W), where heights were influenced by and 
correlated to sea surface temperatures in the Pacific ocean. While the impacts of the 
700hPa circulation on downstream weather regimes and precipitation have been 
previously investigated the 700hPa surface (which in the winter averages around 3000m 
or 10000ft AGL) can still be impacted by the boundary layer and low level moisture 
flows (Gershunov 1998; Svoma 2011). The 500hPa surface, as previously mentioned, is 
known as the level of non-divergence and lies at a location in the atmosphere where the 
motion and pattern of the atmosphere are not as easily influenced as the 700hPa surface 
and also provides hydrostatic balance that the levels above (i.e. the 300/250hPa) cannot 
(Holton 2004). The Pacific ridge, one of the main components of my research, is also 
more thoroughly investigated at the 500hPa level. 
2.3.2 THE 500hPa SURFACE 
 The 500hPa surface has been called the level of non-divergence, recognizing its 
role in horizontally separating the more turbulent layers in the atmospheric profile. Even 
though the 500hPa surface is in constant motion and always transforming, there are 
features and areas that remain generally constant, due to the land-sea-sun relationship that 
drives Earth’s climate. These persistent pressure areas have been defined as action 
centers. Action centers are areas in the atmospheric flow where quasi-permanent 
perturbations have large influence on the downstream flow by changing vertical and 
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horizontal motion (Rossby 1939; Rossby 1940). Rossby identified five locations across 
the globe on winter pressure maps, with the majority located over ocean basins. They 
include the Icelandic and Aleutian lows, as well as the Azores, Asian and Pacific highs 
(Fig. 2.3). Changes in the upper-level surface that deviate the trough/ridge locations from 
these generally fixed action centers tie into the teleconnection research which will be 
covered in Section 2.4. 
 
Figure 2.3. Location of Northern Hemisphere semi-permanent winter pressure action 
centers as described by Rossby 1940. 
 
One of these features is the subtropical high pressure area, which falls in the mid-
latitude regions and remains mostly stationary over ocean basins. This area of high 
pressure is not permanently fixed and does shift locations in the short term (time scale of 
days to weeks) (Dole 1989; Blackmon et al. 1984) as well as in the long term (time scale 
of years to several decades) (Zhou et al. 2009; Yan and Qian 2010). Subtropical high 
pressure regions develop off the heating fields of the ocean surface (Chen et al. 2001) and 
their areal coverage can expand if heating over nearby continental surfaces (i.e. the 
eastern Asian coast and the equatorial Africa region) lead to increased convective activity 
and heating along the fringes of the ridge (Zhou et al. 2009). Enhancement in 
precipitation trends have been noted in southern Australian and the southeastern United 
States due to the proximity and movement of their respective ocean subtropical highs 
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(Larsen and Nicholls 2009; Li et al. 2011). Location of persistent or stationary features in 
the 500hPa flow and subtropical high can seasonally shift between northern and southern 
zones (Zhou et al. 2009) with the western fringes of the subtropical high hosting the most 
anomalous height values (Yan and Qian 2010). Subtropical highs can also displace the 
upper-level jet location and affect the wave breaking tendencies of storm tracks 
(Woollings et al. 2011). In the next section, I cover some of the research focusing on the 
opposite feature of the subtropical high and the Pacific ridge, cyclonic systems before 
returning back to persistent features and the 500hPa ridge specifically. 
2.3.3 500hPa WINTER CIRCULATION IN THE NORTHERN HEMISPHERE: 
INTRODUCTION AND CYCLONES 
Evaluating the upper-level circulation during wintertime in the Northern 
Hemisphere is beneficial to identify regimes or patterns that impact weather across the 
United States. Identifying these regimes will help forecasters recognize patterns that 
generally favor significant winter weather and then allow for better advertisement and 
advanced notice of the anticipated weather impacts. Several studies have investigated 
these regimes on the 500hPa surface through time and spatial scales (Barriopedro et al. 
2006; Nieto et al. 2005; Robertson and Ghil 1999; Noel and Changnon 1998; Horel 1985; 
Dole and Gordon 1983).  One statistical method of deriving and investigating these 
regimes or tendencies is to run calculations that cluster the data into respective categories 
of commonality (Wilks 1995). Comparing the clustered results to other variables, such as 
surface data and seasonal teleconnection values, have been used to create analogs for 
long range/seasonal forecasting (Casola and Wallace 2007; Rodionov et al. 2005).  
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Generally in the Northern Hemisphere, wintertime extratropical cyclones follow 
an eastward progression toward the United States West Coast (Ioannidou and Yau 2008; 
Blackmon et al. 1977; Blackmon 1976). The North Pacific Ocean tends to be a basin 
where periods of height anomalies, both positive and negative, dominate the circulation 
preventing straight and zonal flow (Namias 1950; White and Clark 1975; Dole 1989). A 
positive (negative) anomaly is defined by upper-level heights above (below) averaged 
values over seasonally or other time subjectively defined periods. Height anomalies are 
not specific to the North Pacific Ocean basin and occur in other locations with respect to 
the subtropical ridge such as the North Atlantic (Shabbar et al. 2001) and in the western 
Pacific Ocean basin off the eastern edge of the Eurasian continent (Zhou et al. 2009).  
The 500hPa surface has a large amount of low frequency variability (Blackmon 
1976); meaning most features that develop and pass through the surface are not observed 
very often. Blackmon employed a technique of analyzing the height fields through a 
frequency spectral study. Frequency spectrums break time into short, medium and long 
term periods defined by the occurrence of the event being investigated (von Storch and 
Zwiers 2001). This method helps provide information about the occurrence of observed 
patterns evaluated over a user-defined temporal period as well as investigating the 
atmospheric components utilized in creating that pattern. Blackmon et al. (1977) 
examined soundings from sea level pressure up to the tropopause (300hPa) to understand 
the relationship between the mean jet stream and baroclinic wave development, 
associated with migratory upper-level cyclones as identified by temperature gradients, 
vertical wind shear profiles and tilt of the height surface.  After filtering their data for 
seasonal cycles, Blackmon et al. (1977) defined three frequency pass periods. Low pass 
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was defined as an event lasting greater than or equal to 10 days, band pass was a 2.5-6 
day event and high pass was a less than 2 day event.  One of their results was that low 
and band pass features appeared in nearly the same positions every winter.   
One feature that falls into Blackmon et al.’s (1977) filtered bands would be winter 
cyclones and their cyclogenesis across North America. Cyclogenesis in the regions 
between 40°N and 50°N in the North Pacific favors winter cyclonic landfall across the 
Pacific Northwest while seasonally shifting to a more southerly and continental location 
in the central Rockies in response to the changing thermal profile of the seasons (Reitan 
1974). Identifying patterns in wintertime cyclonic storm development can diagnose areas 
of more zonal or blocked flow (Anderson and Gyakum 1989) as well as favored regions 
for wave training and tropical/subtropical cyclone re-curvature and strengthening 
(Archambault et al. 2009). Across the North Pacific, areas around 45°N/170°W and north 
of 40°N/180°-150°W have also been found to support large winter cyclone development 
(Keller et al. 2006). Keller and colleagues also discovered that accurately forecasting 
large cyclonic patterns is difficult in the early storm stages. Fu et al. (2009) studied the 
North Pacific storm track and the seasonal shifts observed between north and south. They 
also found periods where double storm tracks were observed, naming the more southerly 
track a “subtropical storm track” moving around well developed anticyclonic features. 
Figure 2.4 is an example of a double storm track as observed through the 200hPa wind 
fields.  
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Figure 2.4. Graphical example of a split or double storm track observed at jet stream level 
(or approximately 200hPa) as referenced in Fu et al. 2009. Background image units are 
meters per second (m/s) in increments of 5 m/s. NCEP Reanalysis Derived data 
(including the above generated graphic) provided by the NOAA/OAR/ESRL PSD, 
Boulder, Colorado, USA, from their website at http://www.esrl.noaa.gov/psd/. 
 
Evidence of this double storm track and the cause of this flow spot returns focus back to 
one large component of my research and data, the Pacific ridge and its effect on the storm 
track and precipitation observed downstream across the southwest United States. 
2.3.4 500hPa WINTER CIRCULATION IN THE NORTHERN HEMISPHERE: 
PERSISTENCE AND RIDGING 
Persistence in the upper-levels is defined by subjectively set periods of time 
where pressure level heights exceed specified thresholds (Horel 1985). Persistent features 
on the winter 500hPa surface have been observed on the order of two to seven days 
(Horel 1985) often serving as triggers to start blocking episodes (Dole and Gordon 1983) 
and changing the placement of the storm track (Dole 1989).  Studies on climatological 
placement of winter anticyclones find that favored ridge patterns develop on the eastern 
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edge of ocean basins and in the specific case of the North Pacific, progression eastward 
onto the North American continent over a five to six day period (Ioannidou and Yau 
2008). In their NH climatological study, Ioannidou and Yau (2008) also derived three 
categories of anticyclonic flow, 1) continental, 2) subtropical and 3) blocking. Casola and 
Wallace (2007) derived a similar categorical grouping of 500hPa winter ridge regimes: 1) 
Off-shore trough, 2) Alaska ridge, 3) Coastal ridge, and 4) Rockies ridge (Fig. 2.5). 
 
Figure 2.5. Clustered positive 500hPa height anomalies indicating wintertime ridge 
pattern regimes, taken from Casola and Wallace (2007). OT stands for off-shore trough, 
AR stands for Alaska ridge, CR stands for coastal ridge and RR stands for Rockies ridge. 
The number in the bottom left of each individual figure is the number of cases that 
comprise that clustered pattern. 
 
2.3.5 BLOCKING 
For the North Pacific basin, blocking in relation to atmospheric processes 
describes the instance when the singular flow of the jet stream is broken into a split flow 
around a high amplitude 500hPa or 700hPa ridge set over the Eastern Pacific (Huang et 
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al. 2004; Renwick and Wallace 1996).  Figure 2.6 depicts a documented case of Pacific 
ridging, with anomalously strong 500hPa heights over the North Pacific as well as a 
splitting of the upper-level jet stream, pushing the main body of the jet across the most 
northern tier of the North American continent.  
 
Figure 2.6. Example of Pacific blocking event in early February 1989. Figure (a) is the 
reanalyzed 500hPa heights with the background shading in geopotential meters. The 
Pacific block is located across much of Alaska and the northeast Pacific. Figure (b) is the 
500hPa height anomalies with the background image indicating how many geopotential 
meters above or below normal the reanalyzed heights were observed. A large area of 
positive height anomalies is associated with the 500hPa blocking ridge. Figure (c) is the 
reanalyzed 300hPa (or jet stream) winds with the background image the wind speed in 
meters per second (m/s). The jet stream is redirected around the periphery of the block, 
with an enhancing jet streak observed just downstream of the block stretching back 
across the central and eastern United States. NCEP Reanalysis Derived data (including 
the above generated graphic) provided by the NOAA/OAR/ESRL PSD, Boulder, 
Colorado, USA, from their website at http://www.esrl.noaa.gov/psd/. 
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Development of North Pacific blocking has been linked to changes in the sensible heat 
transfer and moisture injection over the central Pacific (White and Clark 1975), and 
barotropic instability in large amplitudes (Buizza and Molteni 1996).  Occurrence of 
upper-level blocking can visually be noted on 500hPa charts as well as evaluating 
potential vorticity and influence on the storm track (e.g. Pelly and Hoskins 2003; Tyrlis 
and Hoskins 2008). Atmospheric circulation through the traditional circulation cells (i.e. 
Hadley, Ferrell) from the equator to the North pole is affected by Pacific blocking 
(Huang et al. 2004), and traveling waves in the Rossby Wave pattern have been found to 
occur most frequently in winter, sometimes stalling out or retrograding westward when 
encountering Pacific blocked flow (Quiroz 1987). Quiroz’s (1987) approach to analyzing 
the location of blocked flow was to evaluate flow regimes off one central longitude. This 
method is similar to the approach I am taking with my research and evaluating the ridge 
by its axis across different seasonal time periods.  
The downstream impacts of the blocking ridge need to be examined for their 
synoptic patterns. The aspects of blocking and the influenced surface weather create 
noteworthy relationships for extended range forecasters. Carrera et al. (2004) reviewed 
the surface weather impacts in relation to blocking in the North Pacific and found that 
blocking over the Alaska region was found in correlation with more cold air outbreaks in 
the northwest and central United States as well as a shift of the more active portion of the 
Pacific storm track into the West Coast. The traditional anticyclonic rotation of a high-
latitudinal blocking ridge draws warm, moist air from the Tropics along the Bering Strait 
and drives colder Arctic air from Canada into the Pacific Northwest and intermountain 
western United States. A split flow can lead to a stronger sub-tropical jet stream and 
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greater moisture flow for potential precipitation in the West. The identification of such 
patterns allow for forecasts to be tailored for the intensity and specific locations of their 
effects (Casola and Wallace 2007).  
North Pacific winter blocking also has connections to teleconnection patterns, e.g. 
the Pacific Decadal Oscillation (PDO) and the Pacific-North American pattern (PNA). 
Blocking tendency in the North Pacific has increased since the 1950s and has been 
interlinked with PDO phase shifts. Croci-Maspoli et al. (2007) focused on the 500hPa 
blocking frequency and its relationship to the Pacific North American (PNA) pattern and 
found that blocking in the North Pacific has a strong negative correlation to PNA phase. 
Blocking, particularly over the Bering Strait region is sensitive to the ENSO phase cycles 
(Renwick and Wallace 1996). Also, blocking frequency across certain regions of the 
ocean basin is affected by sea surface temperature anomalies (Mullen 1989).  Many 
elements of the atmospheric wintertime circulation are impacted by relationships to 
teleconnection patterns and specifics of the major influential winter teleconnection 
patterns are further discussed in Section 2.4. 
 2.3.6 UPPER AIR CIRCULATION SUMMARY 
This section has reviewed the research relating to upper air circulation and the 
subtropic Pacific ridge in the winter. Characteristics of the 500hPa surface were 
discussed related to blocking as well as wintertime circulation of additional atmospheric 
levels that influence observed weather at the surface. Given that the 500hPa surface is the 
level on non-divergence and serves as the best level for recognizing the Rossby Wave 
pattern, I will utilize data from this surface for my study investigating the Pacific ridge 
and its impact on winter precipitation.  
  
25 
 
 2.4 TELECONNECTIONS 
In studying the relationship between the 500hPa ridge and wintertime 
precipitation, it is important to study the changes and characteristics of specific 
atmospheric and oceanic relationships, such as the relationship between sea surface 
temperature anomalies (SST anomalies) and the 700hPa surface (Bjerknes 1969; Wallace 
and Gutzler 1981) and their effect on seasonal climate. Identifying and cataloging such 
relationships and their effect on seasonal weather and longer range climate has proved 
beneficial in several industries, including those outside of weather forecasting (Mantua et 
al. 1997). 
 Teleconnections are defined as recurring atmospheric responses to anomalous 
meteorological and oceanic variables that are evaluated over a geographic region 
(Bjerknes 1969) or also as temporal variations of meteorological parameters at “widely 
separated points on earth” by Wallace and Gutzler (1981, 784 ). These connections exist 
across seasons and space and serve as influencing factors in defining a seasonal weather 
pattern or potential moisture flux during a given season. To evaluate the strength of the 
variable relationships, they are grouped into common occurring patterns or modes and 
then assigned values that indicate the strength of the teleconnection (Chen and Van den 
Dool 2003). For example, Reiter (1983) found that anomalous 500hPa values (identified 
as mid-latitude planetary waves) over the equatorial Pacific correlated to sea surface 
temperatures (SST) provided statistically significant relationships to wet or dry episodes 
over selected equatorial Pacific island observing stations. Both Dettinger and Cayan 
(1995) and Abatzoglou (2011) found that changes in the magnitude of amplification of 
the Rossby Wave surface in response to changing SST anomalies in the north Pacific 
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Ocean were factors in warmer wintertime temperatures and subsequent small or quicker 
to melt mountain snowpack across the western United States.  
 There are several common teleconnections that have been investigated to better 
understand their influence on seasonal climate and wintertime precipitation potential. 
Such teleconnections include the Southern Oscillation (SO), the El Niño-Southern 
Oscillation (ENSO), the Madden Julian Oscillation (MJO), the Arctic Oscillation (AO) 
and the Pacific North American Pattern (PNA). Variability (or trends away from their 
normal states) within the atmospheric/oceanic elements that comprise the teleconnections 
combine to create modes, often positive or negative, which refer to a specific patterning 
of the different elements. These modes, often identified as phases or episodes, can vary 
on time scales of a few months. In the following sections, the ENSO and PNA and 
additional teleconnections will be discussed as well as those most prominent to my 
research questions. 
 2.4.1 EL NIÑO-SOUTHERN OSCILLATION (ENSO) 
The El Niño-Southern Oscillation (ENSO) plays a very important role in 
influencing temperature and precipitation patterns and extremes on a global scale (e.g., 
Ropelewski and Halpert 1987; Kiladis and Diaz 1989; Kiladis and van Loon 1988) and 
also on continental and regional scales (e.g., Mo 2010; McCabe and Dettinger 1999; 
Schonher and Nicholson 1989). While referred to one single teleconnection phenomenon, 
it has two components that generate the different phase strengths by which it is defined. 
The first component of ENSO involves sea surface temperature anomalies (SST 
anomalies) in the Pacific Ocean located off the South American coast along the Equator 
(the El Niño/La Niña portion). There are several “Niño” regions off the South American 
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coast where the SST anomalies significantly affect climate variability and also correlate 
well with the second component of the teleconnection, the atmospheric Southern 
Oscillation. Trenberth (1997) mentioned this SST anomalies location disparity as one 
reason why researchers in the climate community have struggled to identify one single 
definition for El Niño. However, the Climate Prediction Center (CPC) evaluates the SST 
anomalies in the Nino 3.4 region when calculating the ENSO index, after finding 
temperatures that straddled two already established regions best fit climate patterns in the 
United States (Fig 2.7).  
 
Figure 2.7. The Niño regions, taken from NOAA’s Climate Prediction Center (Climate 
Prediction Center 2005). The yellow shaded box represents the area of the Niño 4 region. 
The red shaded box represents the area of the Niño 3 region. The much smaller box 
closer to the South American coast is the Niño 1 & 2 regions. The thick box that falls 
across the Niño 3 and 4 regions is the Niño 3.4 region.  
 
The second component of ENSO is the atmospheric component termed the 
Southern Oscillation (SO), which refers to variations in surface pressure at different 
points in the Southern Hemisphere subtropical Pacific Ocean (Chen 1982; Rasmusson 
and Wallace 1983). Departures from normal in surface pressure readings between two 
distinct nodes of importance, Tahiti and Darwin, are calculated to generate the Southern 
Oscillation Index or SOI (Chen 1982, Ropelewski and Jones 1987). Generally, a high 
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index or “warm phase” of the SOI relates to the warm El Niño signal in the East Pacific 
(Ropelewski and Halpart 1987) while a low index relates to the cool La Niña signal. 
Correlations between the Niño 3.4 region SST anomalies and anomalous pressure 
readings between the island of Tahiti in the South Pacific Ocean and Darwin, Australia 
on the northern coast of the Australian continent create the ENSO.  
Both the El Niño/La Niña episodes can be categorized from weak to strong, 
dependent on the intensity of the atmospheric and oceanic activity and the time of year 
the conditions are observed (Quinn et al. 1978). Along with this subjective categorizing, 
ENSO events can be called warm/cold or positive, negative and neutral (e.g., Namias 
1976; Trenberth 1997; Trenberth and Smith 2009). At times these different naming 
conventions can create confusion in research methods and especially when relating 
information to the general public (Aceituno 1992).  For the context of this study, the 
warm (cool) phase, commonly termed El Niño (La Niña), represents warmer (cooler) 
than normal sea surface temperatures (SST) in the Niño 3.4 region and surface low (high) 
pressure in the subtropics of the Southern Hemisphere.  
Even though the location of the components and way of measuring ENSO are 
located in the Pacific Ocean basin, its effects are far reaching across the globe. The 
ENSO variations in circulation and current can influence hemispheric storm tracks (Zhu 
and Sun 1999), impacts in particular regions around the globe from precipitation in 
equatorial Africa and Tasmania (Ropelewski and Halpert 1996) and southern Europe and 
the Middle East (Ropelewski and Halpert 1987) to temperature anomalies in North 
America (Kiladis and Diaz 1989) and many midlatitude continental landmasses 
(Ropelewski and Halpert 1986). Tropical sea surface temperatures, surface wind fields 
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and tropical convergent zones are affected by warm and cool ENSO episodes 
(Rasmusson and Carpenter 1982; Kiladis and van Loon 1988). 
 ENSO is often the first teleconnection referenced when investigating wintertime 
precipitation. Its influence on the atmospheric circulation patterns eventually affects the 
mean storm track and the resulting downstream impacts in response to ENSO episodes 
(Chang et al. 2002; Eichler and Higgins 2006). Changes in the SST anomalies related to 
the El Niño regions can affect the favored locations of convective initiation across the 
Pacific Ocean (Straus and Shukla 1997, DeWeaver and Nigam 2002) while also changing 
the intensity of storms over the Pacific Ocean as result of circulation changes (Zhu and 
Sun 1999). Zhu and Sun (1999) identified that during El Niño events, the Pacific storm 
track is extended further eastward of its mean location, while during La Niña the Pacific 
storm track is split with the northern branch pushed extremely to the north and the 
southern branch shifted back to the west. Near the last stages of and the time after a 
Warm Event (El Niño), Pacific atmospheric circulation has been documented as being 
more enhanced zonally, with a higher observance of short lived storm systems, with the 
Cold  Events (La Niña) showing more favored circulation for longer duration storms and 
persistent features (Fraedrich et al. 1992). 
 ENSO events have a significant impact on temperatures and precipitation across 
the specific regions of the United States. As referenced in the previous paragraph, winter 
storm tracks are influenced by the different phases of ENSO, such that their most 
commonly observed landfall locations can be a reflection of ENSO, as well as the 
frequency they occur during a winter season (Noel and Changnon 1998). Cyclone 
frequency and landfall location shows a dipole profile with the mean storm track 
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swinging between northern California (Pacific Northwest) during El Niño (La Niña) 
episodes (Myoung and Deng 2009). Precipitation patterns and seasonal outlooks have 
been related to particular ENSO phases (McCabe and Dettinger 1999), with warm phases 
favoring above normal precipitation across the Desert Southwest (Schonher and 
Nicholson 1989, Woolhiser et al. 1993). While La Niña episodes generally amount to 
drier and warmer conditions across the Southwest, the storms that do develop and move 
into region have a more enhanced vorticity profile (Feldl and Roe 2010). That vorticity 
enhancement coupled with a warmer lower troposphere and larger capacity for moisture 
transport, Feldl and Roe (2010) concluded that leads to more intense rainfall (but still 
often falling below seasonal normal) in the Southwest even during La Niña. 
Winter storm track intensity over the North Pacific and precipitation across the 
western United States are closely related (e.g., Fraedrich et al. 1992; Myoung and Deng 
2009; Yarnal and Diaz 1986) and another method of measuring ENSO’s impact on 
precipitation would be to evaluate hydrologic streamflow. Streamflow in mountainous 
regions is available with generally unimpaired measurements and takes into account high 
elevation snowpack and runoff as well (Kahya and Dracup 1993). For El Niño (Warm 
Events), streams across the Southwest U.S. have recorded increased streamflow, while 
the opposite occurs for La Niña (Cold Events), and the focus shifts from the Southwest to 
the Northwest (Dracup and Kayha 1994, Piechota et al. 1997). Enhancement of 
streamflow throughout the Upper Colorado River Basin (Hidalgo and Dracup 2003) and 
throughout the Pacific Southwest (Kahya and Dracup 1994) is a common result during El 
Niño. Changes in streamflow are closely related to temperature, measured precipitation 
and the form in which the precipitation falls (either as snowfall and direct runoff from 
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rainfall) (Lettenmaier et al. 1994) and winter temperatures and precipitation are reactive 
to ENSO. For this study, I use observed winter precipitation and not streamflow to 
account with the seasonality lag of snowpack outside of the winter/cold season. 
Just as many elements of Earth’s climate system have been and are being 
investigated for any significant shifts or changes (Parry et al. 2007; Solomon et al. 2007) 
the strength of and response to ENSO over time has also been tracked and investigated 
(e.g., Trenberth and Hoar, 1997). Trenberth and Hoar (1997) found that there have been 
more El Niño events since the late 1970s and this increased frequency of El Niño (less La 
Niña) events is not due to natural variability. Long-lead seasonal forecasting skills and 
services may have to adjust as climate parameters change (Barnston et al. 1994) to 
respond to new elements or trends in the climate system. Any changes in the strength or 
frequency of ENSO episodes will have impacts on fire activity and conditions (Swetnam 
and Betancourt 1990), stream flow responses (Dracup and Kahya 1994) as well as 
forecasting. As the climate system changes, the phenomena (like ENSO) that influence 
the seasonal patterns change as well (Trenberth and Hoar 1996). Consequently, 
knowledge of how ENSO influences 500hPa subtropical ridging over the western United 
States, such as conducted in this study, is important to future climate research. 
 ENSO’s influence on regional climate can be investigated as a standalone 
teleconnection and/or investigated in aggregate with other teleconnections and measures 
of atmospheric variability such as the Madden-Julian Oscillation (MJO) and the Pacific 
Decadal Oscillation (PDO). The Madden-Julian Oscillation is an observed band of 
convection that moves eastward across the Indian and Pacific ocean basins that lasts on 
the order of  40-50 days (7 weeks) in response to changes in pressure and winds over 
  
32 
 
Canton Island in the central Pacific ocean (Madden and Julian 1971; Zhang 2005). The 
speed of the MJO convective band can be influenced by ENSO. Before an El Niño 
(warm) episode, the MJO is often very active with enhanced cloudiness and convection, 
while during post El Niño and La Niña (cold) episodes, MJO activity is anomalously 
weak (Zhang 2005).  Pohl and Matthews (2007) found that the lifetime and amplitude of 
the MJO react differently during different ENSO events. The components of ENSO are 
associated with the surface (SLP and SST anomalies) but the effects of ENSO can also be 
observed in the tropical atmosphere (identified as the region of atmospheric response that 
is a few degrees on either side of the equator, where normal ENSO response is not 
typically expected) by shifting the normal location of the Walker Circulation (Yarnal and 
Kiladis 1985). They also noted that location shifts of the SST anomalies and SLPs 
resulted in a shift of the Walker Circulation, thus shifting MJO wave propagation 
throughout the Indian and Pacific ocean storm tracks. The movement, speed and observed 
surface impacts of MJO waves during the warm or cold ENSO episodes have been found 
to affect a few select regions; with the higher latitudes across the North Pacific rim 
having a closely correlated relationship (Roundy et al. 2010).  
When examining the relationship between ENSO and the Pacific Decadal 
Oscillation (PDO), the PDO has been referred to as an ENSO like pattern that measures 
variability on longer decadal time scales. The PDO is a fluctuation of SST and SLP 
variability across the North Pacific ocean that is observed on an interdecadal (generally a 
30 yr period) time scale (Mantua et al. 1997) shown in Figure 2.8. 
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Figure 2.8. The Pacific Decadal Oscillation (PDO) graphic depiction of specific phase 
features. Background image represents anomalous sea surface temperature in tenth of 
degrees, contours over the oceans represent anomalous sea level pressure and the 
different length dashes represent anomalous wind stress patterns associated with the 
PDO. Graphic from University of Washington, Joint Institute for the Study of the 
Atmosphere and Ocean (UW JISAO) (Mantua 2000). 
 
Mantua et al. (1997) also determined that the warm (cold) ENSO events are 
enhanced (weakened) by a positive (negative) PDO phase. With a teleconnection such as 
PDO, cold temperature anomalies and changes in the 300hPa wind fields/jet stream have 
been found to be more frequent across portions of the northwest North America, 
including Alaska, during certain PDO and ENSO phases (Papineau 2001).  PDO has been 
referred to as an ENSO like pattern to measure variability on longer decadal time scales 
(Tanimoto et al. 1993).  
Namias (1976, 134) called the response between sea surface temperature 
anomalies and the atmosphere a “complexly [sic] coupled system” and while researchers, 
forecasters and the public would like to make simple analogs between ENSO events and 
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the expected weather outcome(s) (i.e., El Niño event leads to increased winter 
precipitation or warmer fall temperatures), that linear cause-effect relationship may not 
provide the best seasonal forecast. Linearity and symmetry of ENSO and other 
teleconnections have been investigated to provide better analysis of their impacts. The 
SST and SLP anomalies that comprise ENSO are not a one to one function of each other 
(Burgers and Jan van Oldenborgh 2003; Wu et al. 2005). Also, the Warm (El Niño) and 
Cold (La Niña) Events are not perfectly inverse of each other (Hoerling et al. 1997)  
These complexities within the ENSO structure as well as the interactions with other 
teleconnections make for interesting seasonal forecasting challenges.  Of potential equal 
importance to long-term variations in the Pacific subtropical high are the variations 
associated with another teleconnection, the Pacific-North American teleconnection. 
2.4.2 PACIFIC NORTH AMERICAN (PNA) PATTERN 
The Pacific North American (PNA) pattern is a teleconnection that evaluates the 
amplification of mid to upper-level flow over the North American continent (Leathers et 
al. 1991).  It is linked to climate variability and temperature/precipitation anomalies year 
around but it is more strongly correlated with wintertime climate anomalies (Sheridan 
2003).  While defined as one general teleconnection pattern associated with the 
occurrence of a trough or ridge over the western United States, there are different ways of 
calculating the index values using various atmospheric height anomalies across 
geographically fixed points (known as action centers) or by statistical analysis (Barnston 
and Livezey 1987; Rodionov and Assel 2001). 
As discussed previously in the upper air circulation section, action centers are 
defined as in the atmospheric flow where quasi-permanent perturbations have large 
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influence on the downstream flow by changing vertical and horizontal motion (Rossby 
1940) (Fig. 2.3). These locations serve as the preferred initialization points for the 
climatological troughs and ridges observed in the upper air pattern (Barnston and Livezey 
1987). Van den Dool et al. (2000) also defined action centers as the point in the spatial 
domain where all the variance of the other points is generally explained. Action centers 
are several thousands of meters apart from each other where anomalous readings of 
different height levels of the atmosphere are correlated.  
When calculating the PNA index geographically, two equations at 500hPa and a 
statistical analysis at 700hPa have been most commonly used. The only difference 
between the two equations is the number of action centers. Wallace and Gutzler (1981) 
(hereafter referred to as WG1981) use an equation featuring four action centers across the 
North Pacific Ocean and the North American continent. Their equation is given as: 
PNA  
 
 
       N     W         N     W         N     W     
    N    W               (2.1),  
where z is the normalized height anomaly values of the 500hPa surface. Table 2.1 lists 
the specific locations in latitude/longitude coordinates as well as the descriptive location.  
Table 2.1. Locations of the four action centers for WG1981 PNA Index Equation. The 
first column are the latitude/longitude coordinates and the second column is a description 
of generally where the action centers are located. 
Latitude/Longitude Coordinates Descriptive Location 
20°N, 160°W Central Pacific, southwest of Hawaiian 
Islands 
45°N, 165°W North Pacific, south of Aleutian Islands 
55°N, 115°W Central Alberta, west central Canada 
30°N, 85°W Florida Panhandle, southeast United States 
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A second equation developed by Leathers et al. (1991) uses only three action 
centers and their locations are shifted slightly from WG1981.  
PNA = 
 
 
 [     (47.9°N, 170°W) + z   (49.0°N, 110°W) – z   (29.7°N, 86.3°W)] (2.2), 
 
where z is the normalized 700hPa height anomalies. Table 2.2 lists the specific 
latitude/longitude locations and descriptive locations of the three action centers. 
Table 2.2. Specific locations of the three action centers from Leathers et al. 1991. The 
first column is the latitude and longitude coordinates and the second column is the 
descriptive location of where the action centers are generally located. 
Latitude/Longitude Location Descriptive Location 
47.9°N, 170°W North Pacific 
49°N, 110°W Montana Highline, International Border 
between Canada and the United States 
29.7°N, 86.3°W Florida Panhandle, southeast United States 
 
The equation by Leathers et al. (1991) removed the subtropical action center near 
the Hawaiian islands as a way to focus their PNA index calculations on the midlatitude 
upper-level wave structure. However, the overall difference between using four or three 
action centers is negligible according to Rodionov and Assel (2001). 
The third method of calculating the PNA index is through statistical analysis and 
the use of rotated principle component analysis (RPCA) following Barnston and Livezey 
(1987) (hereafter referred to as BL1987). BL1987 state that RPCA provides a method of 
generating simpler teleconnection indexes which are not affected by the geographic 
domain or resolution of the data. Their index is generated by evaluating the 700hPa 
heights over a grid across the entire Northern Hemisphere. After running the data through 
various averaging periods RPCA is performed to generate eigenvectors, values reflecting 
shared variance between the height data. This analysis is also performed as a method of 
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identifying additional teleconnection patterns such as the Tropical-Northern Hemisphere 
(TNH) and the North Atlantic Oscillation (NAO) (BL1987). NOAA’s Climate Prediction 
Center uses this RPCA method when calculating their monthly PNA index values 
(Available online at 
http://www.cpc.ncep.noaa.gov/products/precip/CWlink/pna/pna.shtml). 
The PNA pattern describes the amplitude of atmospheric flow across the Pacific 
Ocean and the North American continent. While the PNA index can be calculated year 
round, it particularly has been found to affect wintertime weather (Sheridan 2003). The 
PNA pattern influences upper-level circulation by either amplifying or flattening the 
mean tropospheric flow. Generally, a positive PNA index favors drier and warmer 
conditions across the western United States (ridging), while wetter and colder conditions 
(troughing) occur in eastern United States (Fig 2.9).  A negative index allows for a more 
zonal orientation to the storm track with a more northerly polar jet. This jet placement 
allows for more precipitation activity across the U.S. West Coast, enhancing totals for the 
winter season (especially in January and February) (Leathers et al. 1991). The PNA 
pattern has a shorter time scale when compared to ENSO functioning on the order of two 
weeks (Feldstein 2002) but it can evaluated over the period of a few days (Vega et al. 
1995) or across seasons/months (Leathers and Palecki 1992). Vega et al. (1995) were 
looking for more persistence of PNA index versus switching between the positive and 
negative phases. From their five-day means they determined that the negative phase of 
the PNA was often stronger and more frequent than the positive phase over their dataset 
(using the 700hPa surface).  
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Figure 2.9. Phases and resulting upper-level circulation of the Pacific-North American 
(PNA) Pattern. The red line represents the mean 500hPa upper-level flow contours 
associated with a positive PNA phase, with higher amplitude or more tending more 
towards a meridional trace. The blue line represents the mean 500hPa upper-level flow 
that has been observed as more zonal, with a lower amplitude ridge-trough pattern. 
 
  Given that the PNA pattern affects the amplification of the upper-level pattern 
there are several downstream impacts noted across the North American continent, 
especially in the winter. A positive PNA pattern favors more ridging across western 
portions of the continent, allowing for drier and warmer conditions underneath the ridge 
as well as displacing the storm track to a more northerly position (Leathers et al. 1991). 
Inversely, a negative pattern favors the storm track to move into the United States west 
coast. Temperature variances are more strongly correlated to a particular PNA phase 
compared to precipitation anomalies (Diaz and Fulbright 1981). However, temperature 
anomalies do control what phase winter precipitation will fall, with a more positive PNA 
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pattern increasing freezing level heights (Abatzoglou 2011). Another positive PNA 
winter impact is found in below normal snowfall across the midlatitudes and a more 
shallow average snow depth across any regions that climatologically see snow (Ghatak et 
al. 2010). PNA negative winters favor above normal precipitation across many regions of 
the North American continent and less arctic temperature outbreaks due to the more zonal 
tropospheric flow (Coleman and Rogers 2003). 
 While the PNA pattern and its effect on climate can be investigated as one 
separate teleconnection, sea surface temperature anomalies (SST anomalies) and the 
ENSO can also enhance the pattern. The PNA pattern has been found to respond to SST 
anomalies during the pre-, mid- and late winter seasons across the Pacific basin (Leathers 
and Palecki 1992; Livezey et al. 1997). However, winter climate across the PNA sector 
can also react to ENSO. For example, in Southern Baja Mexico, during El Niño (La 
Niña) episodes a composite map of the upper-level pattern acquires a positive (negative) 
PNA look, with the blocking ridge extending into British Columbia (with weak onshore 
flow and mild westerly winds) (Minnich et al. 2000). Over the 1998-2000 La Niña, the 
PNA sector showed a more northerly location for the storm track, which favored 
increased precipitation across the Pacific Northwest. Although the PNA pattern can be 
reactive and influenced by ENSO, it is not always a linear response to El Niño/La Niña 
(Shabbar and Yu 2009). 
 2.4.3 SEA SURFACE TEMPERATURES AND ADDITIONAL 
TELECONNECTIONS 
 Because my thesis involves the movement of the subtropical 500hPa ridge, I have 
focused on ENSO and PNA patterns that are relevant to positioning of that as well as 
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winter precipitation across the Southwest. I now briefly discuss the influence of sea 
surface temperatures (SSTs) on circulation alone followed by additional teleconnection 
patterns and their influence on hemispheric climate down through the regional scale.  
Sea surface temperatures can be incorporated in calculations specific to 
teleconnection patterns such as ENSO or PDO, but variability in seasonal climate can 
also be influenced by sea surface temperatures alone (e.g. Bjerknes 1969; Losada et al. 
2007). Anomalous values of SSTs can enhance sensible and latent heat fluxes in the 
winter thereby enhancing moisture transport and precipitation downstream (Bjerknes 
1969) as well as significantly affecting 1000-500hPa thicknesses and the potential for 
Arctic airmass intrusions across the North American continent (Rogers 1976). SST 
variability in the Pacific basin can excite the PNA pattern, while a tendency for SSTs to 
rise can induce rising upper-level heights over and along the northern fringes of the area 
where the rising is observed (Wallace et al. 1990).  While often associated and most 
strongly correlated with winter atmospheric circulations, SSTs can impact the location of 
tropospheric features like the western Pacific subtropical high in the summer (Wu and 
Zhou 2008). SST influence are also not limited to just the Pacific basin, with SST 
anomalies known to enhance winter precipitation across the Iberian peninsula and 
accelerate the subtropical jet across the North Atlantic-European region (Losada et al. 
2007). 
Fye et al. (2004) determined that SSTs across the Pacific were correlated with 
decadal moisture shifts across the United States, including the Dust Bowl of the 1930s 
and the Southwest drought during the 1950s. In particular with the Southwest drought, 
the occurrence of cool SSTs were found along the west coast of the U.S. and across the 
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Gulf of Alaska, while warm SSTs were found throughout the west and central Pacific 
were found to significantly correlate to the lack of precipitation and extremely dry 
conditions across the region (Fye et al. 2004). A study of lagged SST anomalies over the 
Southwest showed that negative SST anomalies can persist across seasons, for example 
remaining negative into the summer months, and influence summer precipitation values 
(Mo and Paegle 2000). So, while SSTs (including their variability and anomalies) are 
often grouped together with other atmospheric-oceanic parameters to explain climatic 
variance, they can explain variance in the upper-level pattern as standalone variables. 
Many of the teleconnection patterns owe their existence today to empirical 
derivation, as highlighted by Franzke and Feldstein (2005) which evaluated empirical 
teleconnections that they identified from base atmospheric data and statistically (via 
empirical orthogonal functions). However, the premise of researching teleconnection 
patterns occurred several decades before advanced computing and statistical software 
were made available (i.e., Walker and Bliss 1932; Rossby 1940). Namias (1950) 
identified observed transformations in the upper atmosphere during winter by tracking 
the upper-level response. Evaluating the case dynamically, he discovered the tendency 
for high or low index values was due to the heat exchange between the tropic and arctic 
latitudes across the northern Hemisphere. These exchanges, Namias noted, affected the 
quasi-permanent positions of the trough/ridge wave patterns in the mid troposphere. 
Teleconnection patterns exist on a variety of timescales (Feldstein 2000; 
Johnstone 2011). Their observance can range from decades (in the case of the PDO), 
three to six months (ENSO), or shorter scales from eight to ten days to two weeks (some 
cases of PNA) (Feldstein 2002). It is common to identify them as “low-frequency” 
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variability, where their occurrence or phase shifts are seen as not as frequently. 
(Blackmon 1976; Blackmon et al. 1984). For the teleconnections with longer return 
periods, like the PDO, this low frequency is seen as an obstacle when forecasting 
seasonal climate and any potential influence of climate change (Kerr 1992). When 
observed and impacting the climate, teleconnections are most strongly correlated in the 
winter months (Reiter 1983; Mo and Livezey 1986) and have been found to follow a 
Markov process with regards to their signal power (Feldstein 2000).  
 Studies of teleconnections and their impact on weather/climate can encompass the 
better known patterns such as ENSO and PNA, but can also evaluate the less visible 
patterns such as in the Niño 3.4 region, the North Pacific Oscillation/West Pacific 
(NPO/WP) pattern and the Tropical/Northern Hemisphere (TNH) pattern. Coleman and 
Rogers (2007) evaluated ENSO, PNA and Niño 3.4 SST anomalies to an upper-level 
circulation climatology of the central United States they generated and found that the 
Niño 3.4 SST anomalies (SST anomalies as their own independent variable, not coupled 
within the ENSO index) strongly correlated with three of Coleman and Rogers 
climatologically derived circulation patterns.  The NPO/WP is the Pacific basins analog 
of the North Atlantic Oscillation (NAO), with both a sea level pressure oscillation (NPO) 
between Alaska and Hawaii and an upper air signature of a more southerly track of low 
pressure systems in the winter (WP) (Walker and Bliss 1932; Linkin and Nigam 2008). 
Linkin and Nigam (2008) observed changes in winter storm track and precipitation 
enhancement across various regions of the North American continent due to NPO/WP 
variability. 
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 The TNH pattern is another teleconnection pattern that impacts seasonal climate 
on its own accord, but can also be enhanced during the warm phase of ENSO (Mo and 
Livezey 1986). It has been documented to affect the location of the Pacific jet which in 
turn affects downstream precipitation from a shift in the Pacific storm track (Barnston et 
al. 1991). The pattern is derived from the observance and changes in heights over the 
Gulf of Alaska through eastern Canada and it  has been found to actually enhanced 
summertime climate, while makes it a little different than its winter dominant 
counterparts (Mo and Livezey 1986). 
 2.4.4 TELECONNECTIONS SUMMARY 
  As discussed in Section 2.4, there are several teleconnection patterns that impact 
winter upper-level circulation and observed precipitation across the Southwest. Given the 
extensive body of literature associated with ENSO and PNA, I recognize these as the two 
most important teleconnections relative to my research of the Pacific ridge and Southwest 
precipitation. This, however, does not discredit the impacts of the other teleconnection 
patterns that have been identified to influence wintertime climate.  
2.5 WINTER PRECIPITATION 
The second major component for my research question is winter precipitation 
across the southwest United States. Winter precipitation is just as dependent on 
teleconnection patterns as is the upper-level circulation and is best correlated in the 
winter than any other season (Mo and Paegle 2000; Stewart 1992). While winter 
precipitation is important for water resource management and providing moisture to the 
forested higher terrain, reliability in winter precipitation observations have been a noted 
challenge due to station coverage (Bradley 1976), complex terrain of the West (Guirguis 
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and Avissar 2008) and overall thermal profile of winter and late fall/early spring storms 
(Chang and Song 2006; Stewart 1992).  Despite these challenges, the wettest 
precipitation days (defined as days where precipitation is observed with the greatest 
intensity and amounts recorded) have been found to be increasing, allowing for greater 
precipitation to fall at one time than over a longer period (Michaels et al. 2004).  
Precipitation trends have also been noted to follow a north-south dipole across the United 
States, pivoting around 40°N in response to Pacific storm systems moving around a 
blocked North Pacific flow (Dettinger et al. 1998).  For this reason, evaluating the 
wintertime ridge location, including periods of blocked and unblocked flow, and its 
relationship to precipitation can prove fruitful given the observed changes in the 
precipitation intensity and other challenges associated with winter forecasting.  
The amount of precipitation that makes it to the surface is dependent on the 
amount of available moisture through the atmospheric column. Moisture transport by way 
of tropical forcing has been closely linked to intense California rainfall events (Mo and 
Higgins 1998) and coupled with a previously warm ENSO signal, can enhance 
precipitation across the northwest United States (Higgins et al. 2000). Across the Desert 
Southwest, cut-off low features with down coastal tracks along California prior to 
landfall generate winter thunderstorms in the Los Angeles basin while enhancing quasi-
geostrophic (or flow where advective forces are smaller than the combination of the 
pressure gradient force and Coriolis force) forcing for Arizona on the eastern side of the 
land-falling low (Knippertz and Martin 2007).  
Not only does the wintertime precipitation depend on the amount of moisture 
available, but it has been found that there are strong correlations between wintertime 
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precipitation and several of the teleconnection patterns (Goodrich 2007; Wang et al. 
2009; Cayan et al. 1999). While the teleconnection signals are constantly being tracked 
and logged, the tightest correlations are found between the signals and wintertime 
precipitation. Mo (1999) found that alternating wet and dry episodes across California 
most often occurred in the winter and that length of these episodes were affected and 
partially controlled by the Madden Julian Oscillation and ENSO. Miller and Goodrich 
(2007) found that precipitation trends across the Pacific Northwest were sensitive to 
ENSO as well as the Pacific Decadal Oscillation. As shown in the sample data from Los 
Angeles and San Diego, California (Table 2.3) the winter months are the wettest time of 
year and the period when the bulk of their annual precipitation occurs. In an earlier study 
focusing on the winter months of December, January, and February, Mitchell and Blier 
(1997) found that several synoptic and teleconnection features affect observed 
precipitation and that no single phenomena is responsible for observed amounts and 
variability between different years/winter seasons.  
This study will focus specifically on observed wintertime precipitation during the 
months of November, December, January and February (NDJF). For the study area of the 
Desert Southwest (as well as much of the western United States), wintertime precipitation 
holds much significance for a variety of groups, including those interested in water 
resource management (e.g., Mote et al, 2003; Cayan et al. 1999; Kunkel et al. 2009; 
Castello and Shelton 2004;  Redmond and Koch 1991; Morehouse et al. 2002; Pagano et 
al. 2002), forecasters of both the short term (individual storm events) (e.g., Hill 1993; 
Kodama and Businger 1998; Wetzel and Martin 2001; Neiman et al. 2004)  as well as 
longer term (seasonal) climate forecasters (e.g., Regonda et al. 2005; Rajagopalan and 
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Lall 1998; McGinnis 2000; Feldl and Roe 2011) as well as researchers investigating the 
spatial and temporal changes of the complex relationships within the atmosphere-ocean 
interaction (e.g., Mo 1999; Dettinger et al. 1998; Stewart 1992; Maxwell and Holbrook 
2002; Schubert et al. 2008). 
For most western stations, the precipitation observed during the defined winter 
months of this study accounts for generally 30% up to over 60% of the station’s annual 
precipitation. Table 2.3 gives for some sample stations across the Southwest of the 
percentage of the NDJF precipitation to the normal annual precipitation using the latest 
1981-2010 Climate Normals from the National Climatic Data Center (NCDC). Other 
variables in the table include station elevation (meters), type of station (simplified station 
location of inland, desert, mountain or coastal) terrain as well as the totals for annual 
precipitation and precipitation within the months used for this study, NDJF.  
Table 2.3. Selected surface climate stations in and around the Southwest and their 
wintertime precipitation data. The first column is the station location by city and state, 
second, second column is the specific location of the station in latitude and longitude, 
third column is the elevation of the station in meters. The fourth column is the type of 
station in descriptive landscape terms, fifth column is the precipitation (Precip) total for 
that station from the winter months of November, December, January and February 
(NDJF) (matching the months used in this study) in millimeters (mm), sixth column is the 
normal annual precipitation (precip) for that station from the latest climate normal period 
of 1981 to 2010 in millimeters (mm). The final column is the percentage of annual 
precipitation that is provided by the NDJF precipitation. Data provided by the National 
Climatic Data Center. 
Station 
Name 
Location 
(Latitude/ 
Longitude) 
Elevation 
(Meters) 
Type 
(General) 
NDJF Precip 
Total (mm) 
Annual Precip 
(mm) (1981-
2010 Normals) 
Percentage 
of Annual 
Phoenix, AZ 33.43°N, 
112.00°W 
345.03 Desert 85.09 203.45 41.82% 
Yuma, AZ 32.66°N, 
114.60°W 
63.09 Desert 34.04 85.34 39.89% 
Flagstaff, 
AZ 
35.14°N, 
111.67°W 
2136.95 Mountain 198.63 552.96 35.92% 
Tucson, AZ 32.13°N, 
110.96°W 
776.02 Foothills 83.31 293.62 28.37% 
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Table 2.3. continued. 
Station 
Name 
Location 
(Latitude/ 
Longitude) 
Elevation 
(Meters) 
Type 
(General) 
NDJF Precip 
Total (mm) 
Annual Precip 
(mm) (1981-
2010 Normals) 
Percentage of 
Annual 
Las Vegas, 
NV 
36.07°N, 
115.16°W 
664.46 Desert 54.86 106.43 51.55% 
Los 
Angeles, CA 
33.94°N, 
118.39°W 
38.10 Coastal 231.39 325.37 71.12% 
San Diego, 
CA 
32.74°N, 
117.18°W 
3.96 Coastal 172.21 262.38 65.63% 
Reno, NV 39.51°N, 
119.77°W 
1342.03 Foothills 98.30 185.42 53.01% 
Cedar City, 
UT 
37.71°N, 
113.10°W 
1715.11 Mountain 91.95 286.26 32.12% 
 
The desert and inland stations show a two peak precipitation season, with the 
summer Monsoon providing the bulk of the late summer to early fall precipitation. The 
second peak for stations like Phoenix, AZ and Las Vegas, NV show 40% to 50% of the 
annual precipitation falls in the winter months. For coastal stations, winter precipitation 
accounts for well over 60% of the annual precipitation.  
For the purposes of this study, I analyze only measured liquid precipitation and at 
this time does not take into account precipitation type and specifics related to snow ratio 
and snow water equivalent. There is growing research associated with the change in 
precipitation type and impacts of higher freezing levels generating 1) less snowfall and 2) 
more rainfall precipitation events which work to melt off snowpack faster (Knowles et al. 
2006). Higher elevation snowpack is relevant to spring and summer runoff and an 
important resource for water managers and forecasters to monitor and plan for, especially 
if it changing through time. However, for the purpose of this study, the focus will remain 
on actual liquid observed even if certain higher terrain locations such as Flagstaff, AZ 
and Reno, NV receive the majority of their wintertime precipitation as snowfall. More 
detail about the precipitation dataset and its characteristics will be included in Chapter 3. 
  
48 
 
 Given the high correlations of winter precipitation to upper-level and 
teleconnection patterns, and regional dependence on reservoir replenishing rainfall and 
snowpack, my research will focus on wintertime precipitation across the southwest region 
of the United States. 
2.6 SUMMARY 
 The frequency and intensity of winter precipitation in the United States is the 
result of many different variables such as atmospheric-oceanic teleconnections, upper air 
circulations, moisture fluxes and their interactions with each other (e.g., Croci-Maspoli et 
al. 2007; Woolhiser et al. 1993; Guttman et al. 1993; Dominquez and Kumar 2005). 
Beginning with the basic definitions of features specific to wintertime features, the 
Rossby Wave pattern and teleconnections, then becoming more specific about the 
atmospheric circulation and circulation specific to the 500hPa surface, I have investigated 
the previous research into those specific features. A complexity of teleconnection 
patterns, their influence on winter precipitation and winter precipitation as a standalone 
phenomenon were also examined. While the literature is extensive relative to the 
wintertime 500hPa ridge and teleconnection patterns, my research will take a different 
approach by calculating a climatology of the ridge axis and then correlating its mean 
position and intensity to precipitation downstream across the desert Southwest.  
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3. DATA 
3.1 INTRODUCTION 
 As reviewed in the previous chapter, observed winter precipitation in the United 
States results from the interaction of many different meteorological variables, including 
the upper-level trough/ridging pattern, tropical moisture transport into the region and 
seasonal/annual teleconnection patterns across the Pacific Ocean basin. To address my 
research questions regarding the seasonality of the Pacific Ridge and its effect on 
wintertime precipitation in the Southwest U.S. region, I evaluate the 500hPa surface and 
precipitation data across a specified set of Climate Divisions. In this chapter I describe in 
further detail the data used in this study, specifically the upper air component (500hPa 
surface) and the surface component (precipitation data as organized by Climate 
Divisions). Within each component, I cover the generation, usage and quality control 
measures of the sets. Then I focus on the more specific study areas I chose within those 
datasets, the transformations performed to generate the final dataset for my analysis as 
well as the basic descriptive statistics for the upper air and Climate Division sets 
individually. A summary of the key points related to my data closes this chapter. 
3.2 UPPER AIR DATA 
 This study uses the National Center for Environmental Prediction 
(NCEP)/National Center for Atmospheric Research (NCAR) (NCEP/NCAR) Reanalysis 
Project data (Kalnay et al. 1996). The NCEP/NCAR Reanalysis Project was initially 
started to generate a 40-year record of analyzed atmospheric variables on a global scale in 
the 1990s.  The original premise of the Reanalysis Project was to utilize a “frozen” or 
steady state analysis/forecast system that would assimilate past data and generate a 
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“research quality” dataset to fit several uses, including the use of weather and climate 
research (Kalnay et al. 1996). The first reanalyzed period was from 1957 to 1996. Data 
sources used in this reanalysis/forecast system included surface, ship, radiosonde, pibal, 
aircraft and satellite data. Initially the forecast system was kept in a steady state to avoid 
observation/climate jumps as additional datasets were incorporated into the analysis. As 
computing technology and space increased over time, adjustments were made to the 
Reanalysis system so that the Reanalysis Project currently utilizes a state-of-the art 
assimilation and analysis system when generating recent Reanalysis data. (NOAA Earth 
System Research Laboratory Physical Sciences Division 2013).    
 The bulk of the output variables from the Reanalysis system are in a gridded 
format that are placed into four different classes: variables Type A through Type D 
(Kalnay et al. 1996). Type A variables are those that are most influenced by the inputted 
observational data while variable types B through D are more removed from the 
observational data and closer to a value/output derived from the analysis system. For 
example, the 300hPa jet stream data are Type A variables, in that they are closely linked 
to any physical observation that went into the reanalysis. Meanwhile, reanalysis data 
pertaining to phenomena that may be the result of several variables interacting in the 
atmosphere, such as clouds and precipitation, are closely related to the output system than 
true observations and as such are Type B through D variables.  
 The Reanalyzed data are currently available on a 2.5 degree latitude by 2.5 degree 
longitude resolution grid available across the entire globe (Kistler et al. 2001). Although 
the initial reanalysis period was from 1957 to 1996, in the late 1990s, the data were 
extended back to 1948 incorporating the Northern Hemisphere upper-air network, with 
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the oddity of that dataset relating to the time taken of the upper air observations, three 
hours later than traditional synoptic times (i.e. 03 UTC vs. 00 UTC) (Kistler et al. 2001).  
 During the late 1990s and early 2000s, several researchers were making using the 
NCEP/NCAR Reanalysis Project data (e.g., Dean and Bosart 1996; Trenberth et al. 2001; 
Higgins et al. 2000; Swail and Cox 2000)). Over time, errors have been identified with 
the Reanalysis data.  Kistler and colleagues noted in 2001 specific errors relate to 
snowfall data and observations specific to sea level pressure data from the Southern 
Hemisphere. However, no major errors were associated with the Type A variables, which 
includes one of my primary data sources. Researchers are cautioned to the potential for 
“climate jumps” in the data due to the changes in observing systems as observed by other 
researchers including Trenberth et al. (2001).  
 For this study, I use the 500hPa gridded surface data from the NCEP/NCAR 
Reanalysis Project (Kalnay et al. 1996). The data were evaluated using the 
Monthly/Seasonal Mean composites, which similar to the original Reanalysis Data were 
generated one month at a time. The data are available through the NOAA’s Earth System 
Research Laboratory (ESRL) Physical Sciences Division (PSD) and can be accessed at: 
http://www.esrl.noaa.gov/psd/cgi-bin/data/getpage.pl through the Monthly/Seasonal 
Mean Composite link. Plots of the upper air data as well as the raw text files are available 
for download via the ESRL website. Figure 3.1 is a plot with a Pacific North American 
(PNA) Region focus and the 500hPa reanalyzed surface plotted overtop. An unedited 
sample of the text file of the raw data is given in Figure 3.2.  
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Figure 3.1. Sample output image from the NCEP/NCAR Reanalysis Project via the ESRL 
PSD website. Values on the image are the reanalyzed 500hPa surface from Nov-Dec 
1978 in increments of 50 geopotential meters per color shade. NCEP Reanalysis Derived 
data (including the above generated graphic) provided by the NOAA/OAR/ESRL PSD, 
Boulder, Colorado, USA, from their website at http://www.esrl.noaa.gov/psd/. 
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3.2.1 UPPER AIR DATA DOMAINS – TEMPORAL 
 
 The temporal study period for the upper air data used in my study is the available 
period of record for the NCEP Reanalysis Dataset, starting in 1/1/1948 through 
12/31/2012. In the previous chapter, I defined for this study the winter season as 
comprising the months of November through February. The inclusion of November was 
deliberate to include any strong winter-like storm systems that have been known to 
impact the precipitation study area (defined in Section 3.3) and in following other studies 
fashioned by researchers such as Mo (1999), who have identified November as a key 
month in which certain regions, such as Southern California and the Southwest, receive 
significant wintertime precipitation. Also, in allowing for an even number of months, the 
winter season can be divided into temporally-equivalent early and late period. This 
creates the opportunity to track intra-seasonal movement and variation of features on the 
500hPa surface. For this study, the data were generated/collected in three time groups, the 
whole season (WS) including November through February, early season (ES) with the 
months of November and December and the late season (LS) with the months of January 
and February from 1948 to 2012. 
  3.2.2 UPPER AIR DATA DOMAINS - SPATIAL 
 Of particular interest in the present research is the 500hPa ridging feature located 
over the northeastern Pacific Ocean, adjacent to the west coast of the United States. The 
spatial study area for this 500hPa falls within the bounds of 70°N to 20°N and 180°W to 
90°W. A graphic of the study area is provided in Figure 3.3. This study area was selected 
based on (a) its proximity to the precipitation spatial study area (defined in Section 3.3) 
and (b) earlier research focusing on ridging in the Pacific basin (e.g., Leathers et al. 1991) 
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and the Pacific North American (PNA) pattern (e.g., Ioannidou and Yau 2008; Casola 
and Wallace 2007) where climatological studies defined different types/categories of 
anticyclonic flow that favored the eastern basins of oceans.  
 
Figure 3.3. Spatial extent of upper air study area for the upper air 500hPa data displayed 
on a Mercator projection. Boundaries of the upper air study area are 180°W to 90°W and 
20°N to 70°N outlined by the red box. 
 
 3.2.3 DERIVATION OF THE 500hPa RIDGE 
 Once the raw 500hPa data were compiled into the different seasonal periods, I 
conducted a series of data transformations to extract the 500hPa ridge axis as it varied 
over the temporal range of the dataset as well as over the spatial study area. The raw 
500hPa data file for the NCEP Reanalysis Dataset included FORTRAN code addressing 
the extraction process for the data, as seen in Figure 3.4. 
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Figure 3.4. FORTRAN code for NCEP/NCAR Reanalysis data ingest from NOAA ESRL 
PSD. NCEP Reanalysis Derived data provided by the NOAA/OAR/ESRL PSD, Boulder, 
Colorado, USA, from their website at http://www.esrl.noaa.gov/psd/. 
 
The first value below the notation was the 500hPa height (gpm) reanalyzed for 
0°E and 90°N.  The raw 500hPa data files consisted of 144 columns spanning 0°E to 
357.5°E, 73 rows spanning 90°N to 90°S with 10512 total data points.  For this study, I 
selected data only within the defined spatial study area (70°N to 20°N and 180°W to 
90°W) (Figure 3.3). The newly generated files have 37 columns (representing the 37 lines 
of longitude running from west to east across the spatial study area), 21 rows 
(representing the 21 lines of latitude running from north to south across the spatial study 
area) and therefore a total of 777 data points. Once the 500hPa data specific to the spatial 
study area were generated, extraction of the 500hPa ridge axis values could begin.  
As defined in the previous chapter, the ridge axis is the areas of observed maxima 
in both pressure and curvature on the 500hPa surface (Glickman 2000).  Using the 
500hPa height data within the spatial study area, I constructed a computer program in 
FORTRAN95 to extract the ridge height and its location and write the output to a new 
file. The program is titled Ridge_Points and an example is included in Appendix A.  
  
57 
 
 The program was written to read the values along each row (representing a given 
latitude), establish the maximum 500hPa height value and record that value and its 
spatial/temporal location in a separate output file. The raw output file, shown in Table 
3.1, consisted of three columns (representing characteristics of the ridge as identified 
below), 21 rows (representing latitudes from 70°N to 20°N, in 2.5° increments) for a total 
63 total points.   
Table 3.1. Selected output of Ridge_Points.f95 Program for the Early Season (ES) 1948 
mean ridge axis. The first column is maximum value observed along that line of latitude, 
which would be representative of the pressure maximum/geopotential height maximum 
of the ridge surface in geopotential meters (gpm). The second and third columns 
represent where in the matrix these values were located by latitude and longitude 
respectively. 
Height Value (gpm) Vertical Matrix Point Horizontal Matrix Point 
5110.722 1 37 
5139.722 2 37 
5164.794 3 37 
5189.868 4 37 
5230.505 5 25 
5277.22 6 25 
5325.522 7 25 
5373.139 8 24 
5423.244 9 23 
5507.03 10 15 
5590.269 11 15 
5666.625 12 14 
5731.539 13 14 
5781.329 14 13 
5814.51 15 13 
5833.655 16 11 
5841.675 17 9 
5843.864 18 6 
5850.337 19 37 
5859.791 20 37 
5861.015 21 37 
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Next, I constructed a second FORTRAN program to “decode” the location 
columns, assigning latitude and longitude values for the numbers in the columns. 
Hardcopy of the code used in this program can be found Appendix B. An example of the 
resulting data “decoding” is in Figure 3.5 which shows the raw output file from the ridge 
extraction program.   
 
Figure 3.5. Decoded ridge axis data example for the Early Season 1948. The first 
columns represent the height data (the maximum value along each line of latitude) with 
the two columns following the location of that data value within the study area matrix. 
The second group of values toward the right of the figure represent the “decoded” data, 
where the locations of the height maxima where converted to their representative latitude 
and longitude values.   
 
One final adjustment to these data was the decision to remove 90°W & 180°W 
from analyses as these points were the very edge of the spatial data domain and therefore 
do not necessarily represent actual positions of the ridge due to the specific algorithms 
used to determine the ridge location. The corresponding height data associated with those 
points were also removed from analysis. Specifics about grid point calculations that went 
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into each ridge axis determination as well as the number of points removed from before 
the generation of descriptive statistics are included the following section.  
 3.2.4 DESCRIPTIVE STATISTICS 
 Once I extracted the ridge axis data from the larger spatial study area, it became 
evident there were two different methods to evaluate the wintertime Pacific ridge: (a) by 
observing the trends in the longitudinal/vertical component or (b) by determining the 
variations in the geopotential height (gpm) data. I combined all the time periods, from 
1948-2012, into six matrices to perform standard descriptive statistical tests. Each season, 
whole, early and late, has both a longitude matrix and a geopotential height matrix. 
 All six matrices contain the data associated with the 500hPa ridge axis, consisting 
of 64 columns (representing the 64 years of data across the temporal time period) and 21 
rows (representing the 21 lines of latitude running north of south across the spatial study 
area). As noted above, longitude values that were on the boundary of the spatial domain 
were removed, leaving less than the 1344 possible data points in the six matrices. The 
total amount of data points in each season window are located in Table 3.2.  
Table 3.2. Number of values removed from initial ridge axis matrices and total points 
remaining. Season as defined by whole, early and late. N Removed showing the total 
amount of data points removed due to falling on the east or west boundary of the study 
area. Total Points in Matrix showing the remaining data points used in the analysis.  
Season N Removed 
(Longitude & Height) 
Total Points in Matrix 
Whole 246 1098 
Early 268 1076 
Late 244 1100 
 
The differences in the N group between the different seasons (WHOLE, EARLY and 
LATE) were deliberate. There were several instances where the height maxima along a 
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line of latitude was located at 90°W or 180°W. These data values were removed from the 
ridge axis calculations as they were on the boundary of the spatial dataset.  
Descriptive statistical tests were performed using Microsoft Excel. Standard 
descriptive statistics to assess the normality of my data include the four moments of 
distribution: mean, standard deviation, skewness and kurtosis.  These statistics 
characterize the shape and symmetry of the data distribution (Burt and Barber 1996).  
Kurtosis measures the peakedness (shape) of the data as well as the tendency for the data 
to cluster or be more common around a central point while skewness analyzes the 
symmetry of the data distribution around a central point (DeCarlo 1997).  Kurtosis and 
skewness values centered at or near zero represent a normal distribution.  A large kurtosis 
value indicates clustering or peaking near a singular value, while a low kurtosis value 
indicates a flatter distribution of the data (Minitab 16 Statistical Software 2010).   
Likewise, skewness values evaluate the symmetry of the data in terms of where the bulk 
of the data lie away from the center. Right-skewed or positively skewed data tend to have 
a higher concentration of lower values with a long right tail, where left or negatively 
skewed data typically indicate larger values with less smaller values (Wilks 1995).  
 Once the longitude matrices were compiled, I calculated the average of all the 
longitudes identified as part of the ridge for each of the three time periods (whole season, 
early season and late season). Using those averages axis values from 1948 through 2012, 
I then computed a long term seasonal ridge. The long term ridge axis for the study period 
across the three seasons is listed below in Tables 3.3 through 3.5, along with the max 
observed average ridge location (furthest east), min observed (furthest west), the standard 
deviation, kurtosis and skewness of the seasons ridge axis data. 
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Table 3.3. Whole Season (WS) long term ridge axis location descriptive statistics, 1948-
49 through 2011-12. Includes WS mean ridge axis location, maximum (furthest east), 
minimum (furthest west), standard deviation, kurtosis and skewness of the WS ridge in 
units of degrees longitude. 
Long Term Ridge Axis, Whole Season  
MEAN LONGITUDE 132.26ºW 
MAXIMUM LONGITUDE (FURTHEST 
EAST) 
112.74ºW (WS 1994-95) 
MINIMUM LONGITUDE (FURTHEST 
WEST) 
156.25°W (WS 1971-72) 
STANDARD DEVIATION 7.36 
KURTOSIS 2.37 
SKEWNESS -0.93 
 
 
Table 3.4. Early Season (ES) long term ridge axis location descriptive statistics, 1948 
through 2011. Includes ES mean ridge axis location, maximum (furthest east), minimum 
(furthest west), standard deviation, kurtosis and skewness of the ES ridge in units of 
degrees longitude.  
Long Term Ridge Axis, Early Season  
MEAN LONGITUDE 133.33°W 
MAXIMUM LONGITUDE (FURTHEST 
EAST) 
118.59°W (ES 1954) 
MINIMUM LONGITUDE (FURTHEST 
WEST) 
160.66°W (ES 1970) 
STANDARD DEVIATION 9.50 
KURTOSIS 1.13 
SKEWNESS -1.05 
 
 
Table 3.5. Late Season (LS) long term ridge axis location descriptive statistics, 1949 
through 2012. Includes LS mean ridge axis location, maximum (furthest east), minimum 
(furthest west), standard deviation, kurtosis and skewness of the LS ridge in units of 
degrees longitude. 
Long Term Ridge Axis, Late Season  
MEAN LONGITUDE 133.22°W 
MAXIMUM LONGITUDE (FURTHEST 
EAST) 
119.84°W (LS 1983) 
MINIMUM LONGITUDE (FURTHEST 
WEST) 
163.85°W (LS 1956) 
STANDARD DEVIATION 9.70 
KURTOSIS 1.60 
SKEWNESS -1.16 
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 As seen in these tables, Tables 3.3 through 3.5, the ridge axis across all three long 
term seasonal averages generally falls around 132.5°W. When examining the early to late 
season maximum and minimum values, the late season long term ridge axis covers a 
slightly larger area of the north Pacific basin (119°W to 163°W) spanning 44° of 
longitude compared to the 43.5° of the whole season and the 42° of the early season 
calculated ridge axis’s. The values of standard deviation, skewness and kurtosis between 
the early and late season are very similar, with standard deviation values of 9.50 (ES) and 
9.70 (LS), kurtosis values of 1.13 (ES) and 1.60 (LS) and skewness of -1.05 (ES) to -1.16 
(LS). The whole season (WS) standard deviation, skewness and kurtosis values vary 
slightly compared to the smaller seasonal components, reading 7.36, 2.37 and -0.93 
respectively. Overall, all of the ridge data calculations represent a continuous dataset that 
follows a normal distribution.  
 To evaluate the magnitude of the ridge over time, I evaluated the geopotential 
height values first by individual years across the three different seasons, as well as across 
the 21 different lines of latitude across the spatial study area. Tables 3.6 through 3.8 show 
the descriptive statistics associated with each season’s ridge evaluated by strength. These 
tables include the maximum-observed average height, minimum-observed average 
height, the standard deviation, kurtosis and skewness of the 500hPa ridge axis height 
values across the three seasonal periods.  
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Table 3.6. Whole Season (WS) long term ridge axis height descriptive statistics, 1948-49 
through 2011-12. Includes WS mean ridge axis magnitude, maximum (strongest) ridge, 
minimum (weakest) ridge, standard deviation, kurtosis and skewness of the WS ridge in 
geopotential meters (gpm). 
Long Term Ridge Axis Height Data, Whole 
Season 
 
MEAN RIDGE HEIGHT 5496.49 geopotential meters (gpm) 
MAXIMUM SEASONAL RIDGE 5557.79gpm (WS 76-77) 
MINIMUM SEASONAL RIDGE 5424.51gpm (WS 68-69) 
STANDARD DEVIATION 28.87 
KURTOSIS -0.12 
SKEWNESS -0.20 
 
Table 3.7. Early Season (ES) long term ridge axis height descriptive statistics, 1948 
through 2011. Includes ES mean ridge axis magnitude, maximum (strongest) ridge, 
minimum (weakest) ridge, standard deviation, kurtosis and skewness of the ES ridge in 
geopotential meters (gpm). 
Long Term Ridge Axis Height Data, Early 
Season 
 
MEAN RIDGE HEIGHT 5526.37 geopotential meters (gpm) 
MAXIMUM SEASONAL RIDGE 5665.86gpm (ES 2010) 
MINIMUM SEASONAL RIDGE 5426.78gpm (ES 1982) 
STANDARD DEVIATION 45.69 
KURTOSIS 1.12 
SKEWNESS 0.64 
 
 
Table 3.8. Late Season (LS) long term ridge axis height descriptive statistics, 1949 
through 2012. Includes LS mean ridge axis magnitude, maximum (strongest) ridge, 
minimum (weakest) ridge, standard deviation, kurtosis and skewness of the LS ridge in 
geopotential meters (gpm). 
Long Term Ridge Axis Height Data, Late 
Season 
 
MEAN RIDGE HEIGHT 5501.44 geopotential meters (gpm) 
MAXIMUM SEASONAL RIDGE 5595.12gpm (LS 1984) 
MINIMUM LONGITUDE (FURTHEST 
WEST) 
5421.00gpm (LS 1993) 
STANDARD DEVIATION 38.76 
KURTOSIS -0.40 
SKEWNESS 0.05 
 
 As seen in these tables, the early season ridge with regards to the averaged 
strength of the ridge is calculated to be the strongest of the temporal study period at 
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5526gpm, with the whole season average coming in 30gpm under that value at 
5496.49gpm. The early season also has the greatest variance of data given its largest 
standard deviation value of 45.69gpm as compared to the whole season and late season 
standard deviations of 28.87gpm and 38.76gpm respectively. Skewness and kurtosis 
values for all three seasonal windows fall within normal ranges, with only the early 
season ridge strength greater than +1.00, being calculated to 1.12.  
 Moving on to evaluating the ridge by the 21 different lines of latitude, the long 
term averages across the different lines of latitude for the study period across the three 
seasons are listed below in Tables 3.9 through 3.11. These tables include the maximum-
observed height, minimum-observed height, the standard deviation, kurtosis and 
skewness of the 500hPa ridge axis height values by latitude across the three seasonal 
periods.  
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Table 3.9. Whole Season (WS) ridge height descriptive statistics by latitude from 1948-
49 through 2011-12.  Includes WS mean height in geopotential meters (gpm), median 
height, standard deviation (STD DEV), maximum height (MAX), minimum height 
(MIN), N size (N), skewness (SKEW) and kurtosis (KURT) by latitude of the WS ridges 
in geopotential meters (gpm). 
LAT 
(°) 
Mean 
Height 
(gpm) 
Median 
Height 
(gpm) 
STD 
DEV 
MAX 
Height 
(gpm) 
MIN 
Height 
(gpm) 
N SKEW KURT 
70.0 5212.83 5210.51 29.91 5274.12 5142.51 59.00 -0.07 0.02 
67.5 5235.15 5236.44 30.20 5302.60 5163.89 62.00 -0.18 0.16 
65.0 5261.96 5268.50 31.57 5333.95 5185.63 63.00 -0.26 0.19 
62.5 5292.10 5297.49 32.95 5367.93 5212.82 64.00 -0.21 -0.05 
60.0 5324.27 5329.71 35.25 5404.17 5247.30 64.00 -0.20 -0.30 
57.5 5360.29 5363.95 36.55 5442.18 5287.85 64.00 -0.17 -0.24 
55.0 5398.85 5401.71 37.11 5490.08 5315.33 64.00 -0.12 -0.05 
52.5 5439.41 5442.48 36.81 5535.26 5347.04 64.00 -0.09 0.20 
50.0 5481.87 5480.93 35.93 5576.88 5383.08 64.00 -0.16 0.53 
47.5 5526.14 5530.17 34.42 5614.74 5423.33 64.00 -0.33 0.81 
45.0 5570.82 5574.09 32.13 5647.44 5466.90 64.00 -0.55 1.06 
42.5 5613.76 5617.73 29.63 5673.99 5512.41 64.00 -0.75 1.20 
40.0 5653.90 5655.34 27.42 5697.77 5567.64 64.00 -0.75 0.69 
37.5 5691.48 5692.30 25.12 5740.11 5621.56 64.00 -0.67 0.53 
35.0 5725.47 5729.75 22.94 5771.85 5664.59 64.00 -0.58 0.48 
32.5 5755.84 5757.86 19.83 5793.69 5705.54 61.00 -0.41 -0.03 
30.0 5783.11 5783.66 15.59 5808.46 5744.35 52.00 -0.48 0.06 
27.5 5805.28 5807.60 14.06 5830.63 5773.08 26.00 -0.23 -0.44 
25.0 5829.17 5828.91 12.80 5843.39 5813.97 5.00 -0.04 -2.45 
22.5 5859.42 5859.42   5859.42 5859.42 1.00   
20.0 5870.67 5870.67   5870.67 5870.67 1.00   
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Table 3.10. Early Season (ES) Ridge Height Descriptive Statistics by latitude from 1948 
through 2011. Includes ES mean height in geopotential meters (gpm), median height, 
standard deviation (STD DEV), maximum height (MAX), minimum height (MIN), N 
size (N), skewness (SKEW) and kurtosis (KURT) by latitude of the ES ridges in 
geopotential meters (gpm). 
LAT 
(°) 
Mean 
Height 
(gpm) 
Median  
Height 
(gpm) 
STD 
DEV 
MAX 
Height 
(gpm) 
MIN 
Height 
(gpm) 
N SKEW KURT 
70.0 5219.00 5216.18 42.05 5325.31 5127.87 49.00 0.45 0.57 
67.5 5244.43 5245.54 38.34 5351.07 5161.21 55.00 0.44 0.93 
65.0 5272.10 5272.58 36.63 5374.47 5179.52 59.00 0.24 0.98 
62.5 5302.63 5303.76 35.16 5397.82 5206.83 61.00 0.09 0.81 
60.0 5334.78 5335.54 37.21 5423.16 5230.51 62.00 -0.23 0.57 
57.5 5372.29 5372.14 37.81 5451.05 5277.22 64.00 -0.12 -0.12 
55.0 5412.45 5405.51 39.94 5497.28 5325.52 64.00 -0.01 -0.60 
52.5 5455.50 5453.10 42.67 5547.56 5370.73 64.00 -0.05 -0.66 
50.0 5500.98 5503.71 44.86 5596.13 5405.36 64.00 -0.13 -0.50 
47.5 5548.52 5552.89 45.14 5640.99 5443.79 64.00 -0.18 -0.24 
45.0 5597.27 5602.28 43.05 5688.82 5492.63 64.00 -0.24 0.00 
42.5 5644.22 5650.84 39.67 5732.30 5549.19 64.00 -0.21 -0.13 
40.0 5687.72 5689.27 35.57 5769.57 5611.29 64.00 -0.14 -0.46 
37.5 5727.85 5727.09 29.68 5796.81 5671.42 63.00 0.04 -0.56 
35.0 5762.49 5758.98 23.44 5814.70 5719.44 62.00 0.36 -0.38 
32.5 5790.77 5788.45 18.66 5833.66 5760.44 59.00 0.42 -0.33 
30.0 5814.32 5813.30 14.90 5843.31 5788.44 47.00 0.19 -0.62 
27.5 5833.85 5829.92 12.10 5854.95 5808.63 25.00 0.11 -0.64 
25.0 5847.53 5847.57 11.86 5865.65 5831.50 12.00 0.24 -1.14 
22.5 5857.40 5861.51 17.20 5874.46 5832.26 5.00 -0.77 -0.60 
20.0 5860.85 5867.17 17.65 5879.65 5833.25 5.00 -1.05 1.16 
 
Table 3.11. Late Season (LS) ridge height descriptive statistics by latitude from 1949 
through 2012. Includes LS mean height in geopotential meters (gpm), median height, 
standard deviation (STD DEV), maximum height (MAX), minimum height (MIN), N 
size (N), skewness (SKEW) and kurtosis (KURT) by latitude of the LS ridges in 
geopotential meters (gpm). 
LAT 
(°) 
Mean 
Height 
(gpm) 
Median 
Height  
(gpm) 
STD 
DEV 
MAX 
Height 
(gpm) 
MIN 
Height 
(gpm) 
N SKEW KURT 
70.0 5217.17 5217.50 50.26 5321.9688 5109.19 53.00 0.18 -0.57 
67.5 5244.68 5237.31 48.30 5361.8477 5151.236 56.00 0.23 -0.58 
65.0 5269.90 5269.17 50.36 5401.4712 5144.252 61.00 0.09 -0.08 
62.5 5299.46 5301.49 51.74 5429.7969 5187.168 61.00 0.07 -0.19 
60.0 5330.31 5332.04 52.17 5447.8403 5233.614 63.00 0.04 -0.49 
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Table 3.11. continued. 
LAT 
(°) 
Mean 
Height 
(gpm) 
Median 
Height  
(gpm) 
STD 
DEV 
MAX 
Height 
(gpm) 
MIN 
Height 
(gpm) 
N SKEW KURT 
57.5 5363.64 5364.30 52.20 5469.3838 5271.643 64.00 0.02 -0.78 
55.0 5400.16 5398.69 51.01 5504.3784 5308.14 64.00 -0.02 -0.77 
52.5 5438.79 5436.20 47.70 5538.374 5344.231 64.00 0.05 -0.67 
50.0 5479.26 5478.57 43.53 5569.0693 5401.599 64.00 0.17 -0.71 
47.5 5520.84 5523.79 40.00 5598.3926 5444.916 64.00 0.14 -0.73 
45.0 5561.86 5561.83 37.60 5638.3604 5492.733 64.00 -0.03 -0.86 
42.5 5600.98 5603.84 36.08 5675.1323 5527.382 64.00 -0.16 -0.98 
40.0 5638.18 5639.33 34.87 5704.959 5560.182 64.00 -0.17 -0.88 
37.5 5673.57 5674.84 33.69 5733.9966 5592.146 63.00 -0.20 -0.60 
35.0 5706.64 5708.21 30.90 5761.5562 5629.889 62.00 -0.30 -0.27 
32.5 5736.07 5737.60 27.15 5782.6592 5677.51 59.00 -0.29 -0.74 
30.0 5762.80 5767.06 21.42 5799.8892 5719.684 53.00 -0.27 -0.81 
27.5 5788.90 5789.76 17.58 5817.7383 5743.507 36.00 -0.48 -0.25 
25.0 5817.04 5819.19 14.85 5840.833 5791.402 12.00 -0.07 -0.39 
22.5 5845.80 5843.38 10.68 5857.6841 5832.238 5.00 -0.03 -1.89 
20.0 5857.31 5858.18 10.67 5868.4971 5844.391 4.00 -0.35 -1.96 
 
As evident in these tables, the whole season (WS) ridge data are concentrated 
generally between 67.5°N and 32.5° latitudes where 60 (or more) years of height 
observations were used in the descriptive statistic calculations (the N column). Early 
season average heights down all the latitudes are higher than their whole and late season 
counterparts, except for the 22.5°N and 20°N averaged heights between the early and 
whole season averages. Early season strength varies as little as six geopotential meters in 
the northern region of the spatial study area; to near 50 geopotential meters across and 
just above the midlatitudes around 35°N to 40°N.  The bulk of the skewness and kurtosis 
values are less than +1.00 and/or -1.00, with only a few latitudes towards the southern 
end of the spatial study area boasting any values greater than +/- 1.00. All of the kurtosis 
values for the late season data are negative, while the early and whole season values 
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sample both positive and negative readings. As with the longitude ridge axis data, all thee 
500hPa height data values associated with the derived seasonal ridges are continuous and 
follow a normal distribution.  
3.3 SURFACE DATA – U.S. CLIMATE DIVISIONS 
 The wintertime precipitation data in the study are derived from the National 
Climatic Data Center’s (NCDC)’s Climate Divisions available through the NCDC 
website (National Climatic Data Center 2013). The Climate Division data are available in 
monthly increments for each of the 344 Divisions as well as statewide values calculated 
using weighted Divisional values from their area (Karl and Koss 1984). Guttman and 
Quayle (1996) have provided an extensive overview of the history of the U.S. Climate 
Divisions from the late 1800s through recent times, including the calculation processes 
and transformation of Division boundaries over time. Their key points are summarized 
below.  
 Monthly Division averages from 1931 to the present are derived from the 
National Weather Service (NWS) Cooperative Observer Network observations for both 
temperature and precipitation (Guttman and Quayle 1996). Stations that only reported 
precipitation were not incorporated in the Division analysis. Division values prior to 1931 
were originally calculated by using a weighted statewide average (Guttman and Quayle 
1996). The NCDC generated correlation coefficients from the 1931 to 1982 data to 
estimate Division values prior to 1931 (Guttman and Quayle 1996). It has been noted that 
data prior to 1931 should be used with caution (Guttman and Quayle 1996), similar to the 
NCEP/NCAR Reanalysis data Type B through D variables, as the values are loosely 
based on observations and more synthetically derived from an algorithm. For this study, 
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as defined above, the start period falls after 1931, so interpolated Division data is not an 
issue of concern with these data.  
 There have been several changes to the Division boundaries since their inception 
in 1890 by the U.S. Weather Bureau due to demand for climate data across different 
economic sectors (agricultural, water resource management, energy) and the need for 
more homogenous (whether that be climatically or topographically driven) groupings 
(Guttman and Quayle 1996). This is a weakness of the dataset such that the Climate 
Divisions sometimes capture anything but a uniform climate (Guttman and Quayle 1996). 
Disparities within the Divisional data are due to elevation difference (Abatzoglou et al. 
2009) and concentrations of stations within the Divisions (Keim et al. 2005) also serve as 
points of weakness for the dataset. 
 However, since the data have been aggregated into an areal average, the Climate 
Division precipitation database contains no missing and/or erroneous values. Previous 
studies employing this dataset have included the use of specific hydrologic basins such as 
the Salt and Verde River Watersheds in Arizona (Ellis et al. 2008), the White River flow 
systems (Mayer and Congdon 2008) and the Colorado River Basin (Miller and Piechota 
2008). Some examples of Climate Divisions within fixed geopolitical boundaries include 
the states of Arizona and New Mexico (Quiring and Goodrich 2008), selected “New 
England” states (Keim et al. 2005) and California (Abatzoglou et al. 2009).  
The data are accessible via the NCDC FTP website: 
ftp://ftp.ncdc.noaa.gov/pub/data/cirs/. A README file titled USClimateDvns_Read 
Me.txt provides an outline on how to read the coded data, as well as additional narratives 
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adjustments made to the temperature data due to observational time bias and calculation 
details of the various drought indices available for the Climate Divisions.  
There are 15 different data elements available for the Divisions and they are as 
follows: 
 Precipitation 
 Temperature 
 Heating Degree Days 
 Cooling Degree Days 
 Palmer Drought Severity Index (PDSI) 
 Palmer Hydrological Drought Index (PDHI) 
 Palmer “Z” Index (ZNDX) 
 Modified Palmer Drought Severity Index  
 Standardized Precipitation Index in monthly intervals of 1, 2, 3, 6, 9, 12, 
and 24-months 
 
Each element has a specific code associated with it. For this study, I am utilizing the 
precipitation data which is classified by an element code of 01. An annotated example of 
one Division’s data and how it is coded is provided in Figure 3.6 which identifies the 
current Climate Division layout over the continental United States.  
 
Figure 3.6. Example of Climate Division code decoded. The first character is the state ID 
number. The second character is the Division number. The third character represents the 
climate variable (such as temperature or precipitation) and the final character is the date 
information, usually by month and year. 
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Figure 3.7. United States Climate Divisions for the Lower 48 States. Each outline parcel 
within the traditional State units is a Climate Division. Climate Divisions do not cross 
state lines and a state can be divided into 10 individual Climate Divisions.  Taken from 
NOAA’s ESRL website available at 
http://www.esrl.noaa.gov/psd/data/usclimdivs/data/map.html. 
 
 3.3.1 CLIMATE DIVISION DATA DOMAINS 
 The Climate Division data are available as early as 1895 through latest completed 
month of the current year. When accessed and downloaded via the ftp link provided 
above, the entire available period are included (1895 to the latest month). To match with 
the upper air temporal window discussed above, the Climate Division data were extracted 
for January 1948 through December 2012.  
 Thirteen Climatic Divisions over five different states are used for this study. 
Figure 3.8 outlines their location as well as major cities and hydrologic features located 
within their bounds. 
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Figure 3.8. Selected Climate Divisions for this Study including cities and hydrologic 
features in and around the study area. The US Climate Divisions used in the study are in 
pale yellow. The boundaries for the Colorado River Basin (blue hatching with pale blue 
outline) and main stem rivers/creeks that comprise flow into the Colorado River (dark 
blue lines) are overlaid. 
 
Table 3.12 provides the label for each Division as well as a geographic descriptive 
breakdown of how the Divisions within their respective states (Figure 3.9). 
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Table 3.12. Selected Climate Divisions associated with this study and their qualitative 
names. The first column the state or Division number and the second column is the 
descriptive title for the Division. 
State-Code or Division-Number Name 
02 ARIZONA 
01  Northwest 
02 Northeast 
03 North Central  
04 East Central 
05 Southwest 
06 South Central 
07 Southeast 
05 COLORADO 
02 CO Drainage Basin 
26 NEVADA 
04 Extreme Southern 
29 NEW MEXICO 
01 Northwestern Plateau 
42  UTAH 
02 Dixie 
04  South Central 
07 Southeast 
 
 
Figure 3.9. Climate Divisions (shaded in teal) used in this study labeled with their state 
code (number before the dash) and Division number (number after the dash). 
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 3.3.2 TRANSFORMATIONS & DESCRIPTIVE STATISTICS 
 The data were available in monthly time scales, so to match the different temporal 
scales of the upper air data (discussed in Section 3.2.2), I computed the different averages 
across the whole, early and late seasons and then combined the individual monthly values 
in the appropriate seasonal time scale.  Finally, I then averaged these values by the 
number of months that went into that seasonal time frame. The final matrices for each of 
the three winter seasonal windows consist of 4 columns and 832 rows. Each matrix has a 
total of 3328 data points. The columns are listed as year, state code, Division code and 
the seasonally averaged precipitation value. The rows represent the 64 years of 
observations across the 13 Climate Divisions in the surface spatial study area.  
 In addition to the standard descriptive statistics, I computed standardized z-scores. 
Z-scores, also called standard scores, normal scores or tests of the mean, indicate how 
much above or below an observation is from the mean in terms of standard deviation 
(Minitab Statistical Software 16 2010). This allows for comparison of precipitation 
events based on z-score across different Climate Divisions, removing the influence of 
terrain on high seasonal precipitation amounts. Tables 3.13 through 3.15 list the 
descriptive statistics for each of the three temporal study windows across all 13 Climate 
Divisions.  
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Table 3.13. Whole Season (WS) Climate Division descriptive statistics from 1948-49 
through 2011-12. Includes Climate Division state code (ST), Climate Division number 
code (No.), Climate Division qualitative label, the average (AVG) precipitation value 
over the WS, the maximum (MAX) observed and year of occurrence, minimum (MIN) 
observed and year of occurrence, standard deviation (STD), skewness (SKEW) and 
kurtosis (KURT) of the WS Climate Division Data. Units in millimeters. Selected cities 
have been included in the qualitative labels and are abbreviated as follows: FLG = 
Flagstaff, AZ, YUM = Yuma, AZ, PHX = Phoenix, AZ, TUS = Tucson, LAS = Las 
Vegas. 
ST No. Label WS 
Avg 
WS 
Max 
WS 
Max 
Yr 
WS 
Min 
WS 
Min 
Yr 
WS 
STD 
WS 
Skew 
WS 
Kurt 
02 01 AZ - 
NORTHWEST 
21.98 67.12 04-05 3.30 05-06 12.83 1.29 2.23 
02 02 AZ – 
NORTHEAST 
(FLG) 
29.99 81.79 92-93 2.54 05-06 16.00 1.25 1.95 
02 03 AZ - NORTH 
CENTRAL 
35.31 115.82 92-93 2.03 05-06 22.25 1.29 2.09 
02 04 AZ - EAST 
CENTRAL 
46.23 137.92 92-93 1.02 05-06 26.62 0.98 1.21 
02 05 AZ - SOUTHWEST 
(YUM) 
12.19 46.48 92-93 0.51 05-06 9.55 1.60 3.35 
02 06 AZ - SOUTH 
CENTRAL (PHX) 
25.40 82.04 92-93 0.25 05-06 15.98 1.11 1.34 
02 07 AZ - SOUTHEAST 
(TUS) 
24.89 69.09 78-79 1.52 05-06 15.62 1.13 0.81 
05 02 CO - COLORADO 
DRAINAGE 
BASIN 
31.24 53.59 78-79 10.16 76-77 9.27 0.40 0.16 
26 04 NV - EXTREME 
SOUTHERN (LAS) 
15.75 57.91 04-05 2.03 55-56 11.20 1.24 2.14 
29 01 NM - 
NORTHWESTERN 
PLATEAU 
20.07 42.16 78-79 4.57 05-06 8.71 0.68 0.12 
42 02 UT - DIXIE 31.24 77.22 04-05 6.60 76-77 16.28 0.94 0.67 
42 04 UT - SOUTH 
CENTRAL 
27.18 56.90 92-93 6.86 76-77 10.36 0.72 0.56 
42 07 UT - SOUTHEAST 18.03 43.94 78-79 3.81 63-64 8.56 1.07 1.39 
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Table 3.14. Early Season (ES) Climate Division descriptive statistics from 1948 through 
2011. Includes Climate Division state code (ST), Climate Division number code (No.), 
Climate Division qualitative label, the average (AVG) precipitation value over the ES, 
the maximum (MAX) observed and year of occurrence, minimum (MIN) observed and 
year of occurrence, standard deviation (STD), skewness (SKEW) and kurtosis (KURT) of 
the ES Climate Division Data. Units in millimeters. Selected cities have been included in 
the qualitative labels and are abbreviated as follows: FLG = Flagstaff, AZ, YUM = 
Yuma, AZ, PHX = Phoenix, AZ, TUS = Tucson, LAS = Las Vegas. 
ST No. Label ES 
Avg 
ES 
Max 
ES 
Max 
Yr 
ES 
Min 
ES 
Min 
Yr 
ES 
STD 
ES 
Skew 
ES 
Kurt 
02 01 AZ – NORTHWEST 18.54 77.98 1965 0.25 1956 14.22 1.64 3.77 
02 02 AZ – NORTHEAST 
(FLG) 
28.45 96.77 1978 1.02 1999 17.53 1.07 2.30 
02 03 AZ - NORTH 
CENTRAL 
31.24 114.30 1965 0.00 1999 25.40 1.37 1.84 
02 04 AZ - EAST 
CENTRAL 
42.93 163.83 1965 0.25 1999 32.7 1.41 2.73 
02 05 AZ - SOUTHWEST 
(YUM) 
10.41 46.23 1965 0.00 1999 10.69 1.39 1.54 
02 06 AZ - SOUTH 
CENTRAL (PHX) 
23.88 82.30 1965 0.00 1999 19.81 1.17 1.01 
02 07 AZ - SOUTHEAST 
(TUS) 
24.64 88.14 1965 0.25 1999 20.57 1.39 1.76 
05 02 CO - COLORADO 
DRAINAGE BASIN 
31.75 78.74 1983 5.08 1976 20.57 1.10 2.76 
26 04 NV - EXTREME 
SOUTHERN (LAS) 
12.70 51.56 1965 0.00 1999 12.19 1.41 1.80 
29 01 NM - 
NORTHWESTERN 
PLATEAU 
20.07 46.45 1978 0.76 1989 10.92 0.50 -0.11 
42 02 UT – DIXIE 26.16 88.90 2010 0.25 1989 18.29 1.13 1.44 
42 04 UT - SOUTH 
CENTRAL 
25.91 61.98 1978 4.06 1976 12.5 0.72 0.29 
42 07 UT – SOUTHEAST 18.03 54.36 1978 0.25 1989 10.16 0.84 1.37 
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Table 3.15. Late Season (LS) Climate Division descriptive statistics from 1949 through 
2012. Includes Climate Division state code (ST), Climate Division number code (No.), 
Climate Division qualitative label, the average (AVG) precipitation value over the LS, 
the maximum (MAX) observed and year of occurrence, minimum (MIN) observed and 
year of occurrence, standard deviation (STD), skewness (SKEW) and kurtosis (KURT) of 
the LS Climate Division Data. Units in millimeters. Selected cities have been included in 
the qualitative labels and are abbreviated as follows: FLG = Flagstaff, AZ, YUM = 
Yuma, AZ, PHX = Phoenix, AZ, TUS = Tucson, LAS = Las Vegas. 
ST No. Label LS 
Avg 
LS 
Max 
LS 
Max 
Yr 
LS 
Min 
LS 
Min 
Yr 
LS 
STD 
LS 
Skew 
LS 
Kurt 
02 01 AZ - NORTHWEST 25.40 98.81 1993 0.00 1972 19.56 1.65 3.25 
02 02 AZ – NORTHEAST 
(FLG) 
31.50 116.08 1993 0.76 1972 22.10 1.64 3.47 
02 03 AZ - NORTH 
CENTRAL 
39.37 175.77 1993 0.25 1972 33.02 2.01 5.67 
02 04 AZ - EAST 
CENTRAL 
49.53 195.33 1993 0.00 1972 37.08 1.58 3.54 
02 05 AZ - SOUTHWEST 
(YUM) 
13.97 66.80 1993 0.00 1972 13.21 1.87 4.10 
02 06 AZ - SOUTH 
CENTRAL (PHX) 
27.18 112.27 1993 0.00 1972 21.08 1.66 3.80 
02 07 AZ - SOUTHEAST 
(TUS) 
50.55 175.01 1993 0.51 1972 33.53 1.21 2.20 
05 02 CO - COLORADO 
DRAINAGE BASIN 
30.73 68.83 1980 9.90 2002 12.45 0.86 0.71 
26 04 NV - EXTREME 
SOUTHERN (LAS) 
19.05 76.96 1993 0.00 1972 17.78 1.52 1.89 
29 01 NM - 
NORTHWESTERN 
PLATEAU 
19.81 55.88 2005 1.52 1972 11.81 1.04 0.99 
42 02 UT - DIXIE 72.90 210.00 1980 0.25 1972 54.13 1.72 3.69 
42 04 UT - SOUTH 
CENTRAL 
28.70 86.61 1993 3.05 1972 15.98 1.48 3.01 
42 07 UT - SOUTHEAST 17.78 62.48 1993 0.25 1972 11.94 1.45 2.64 
 
 As seen in these tables, there are clear patterns or tendencies across the three 
different seasons where several groups of the Climate Divisions all experienced their 
wettest (maximum value) or driest (minimum value) seasons during the same years. 
When looking across the whole season window, the winters of 1992-93 and 1978-79 
stand out as the wettest, while the 2005-06 and 1976-77 winters are the driest.  The early 
season Climate Division precipitation maximums cover a wider range of years, with 
1965, 1978, 1983 and 2010 coming out on top and the winter of 1999 coming in 
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generally as the driest. For the late winter season, 1993 stands out for all the Arizona 
Climate Divisions as the wettest, where the driest late winter season across 13 Climate 
Divisions in the study area was the January-February period of 1972.  
 While the Climate Division data are generated using multiple cooperative 
observer stations, there are still instances where no precipitation was observed over the 
whole Division across some of the seasonal windows (i.e. the averaged values for 
Division 04, 05, and 06 in Arizona during the late season). The highest precipitation 
amount across the three seasonal windows fell in the late season of 1980 where an 
average 210.00mm of precipitation fell in the Dixie Division (02) of Utah.  
 Even with a handful of seasons (whole, early, late) with very little to no 
precipitation observed, the data are not as skewed as daily precipitation observations 
would be where, particularly in the Desert Southwest, no precipitation or 0.00 values 
would heavily skew the data. Skewness values for all three seasonal periods are positive 
and generally remain under +2.00, with only one observation (Late season Arizona 
Division 03) coming in above +2.00. Kurtosis values are somewhat high, with several 
Climate Divisions reporting above the desired +1.96 significance threshold across all 
three seasonal periods, with all the values staying less than +5.00. The amount of higher 
kurtosis values indicate a higher peakedness to the precipitation data, with more values 
clustering toward one particular value or range as compared to a more evenly spread data 
distribution. 
3.4 SUMMARY 
 In this chapter I have provided descriptions of the spatial study and temporal 
study areas and also gave descriptive statistics of the upper air and surface datasets used 
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in my study. To address my research question regarding the seasonality of the Pacific 
Ridge and its effect on wintertime precipitation in the Southwest U.S. region (Figure 
3.10), I am using data from both the upper air (500hPa surface) and surface (U.S. Climate 
Divisions) perspectives. To start, the upper air data were discussed with respect to the 
temporal study area from 1948 through 2012 and then the spatial study area of the 
northeastern Pacific Ocean. Second, the surface Climate Division data were discussed, 
also in the same fashion of temporal and spatial study areas of selected Divisions in the 
southwest U.S. states of Arizona, Utah, Nevada, New Mexico and Colorado (Figure 3.8). 
Once the generation and history of the data were discussed, I outlined the derivation and 
transformation methods applied to both the upper air and surface data and their resulting 
matrices. Descriptive statistics including mean, standard deviation and normality 
evaluators of skewness and kurtosis were provided and discussed. A summary of the key 
points related to my data include: 
 The data elements in this study utilize the same temporal study area window 
(winter seasons from 1948-2012), but are placed in two different spatial study 
areas. The upper air data of the 500hPa surface are located over the northeast 
Pacific Ocean basin from 70°N to 20°N latitude and 180°W to 90°W longitude.  
The surface Climate Division data cover the all of the state of Arizona as well as 
selected Divisions in Utah, Nevada, Colorado and New Mexico. 
 Total of nine matrices in the final analysis, six associated with the upper air 
(500hPa Derived Ridge) for each season: three specific to the ridge axis by 
longitude and three for ridge strength by longitude. The last three matrices 
associated with the Climate Division data, for each season.  
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 The derived ridge axis for all three seasonal windows falls generally near 
132.5°W.  
 All the normality statistics related to the ridge axis both by longitude and 
magnitude fall generally within acceptable ranges and significant levels (between 
the +/- 1.96 window) 
 Years associated with ridge maxima or minima (furthest east or west) have some 
ties with the maxima or minima (wettest or driest) Climate Division values for the 
corresponding season. 
 The Climate Division data, while not as severely skewed as daily precipitation 
observations for a station like Phoenix, AZ (which primarily is populated with no 
observed value or 0), still have averaged values over the seasonal windows that 
amount to no precipitation observed across that Division. 
 The kurtosis values for many of the Climate Divisions are greater than +2.00, 
indicating their tendency to peak towards a small range values closer to the mean 
of that particular seasonal dataset. 
Now that the specifics about the data have been discussed, I will move on to analyzing, 
evaluating and discussing the trends in the variability of the ridge in its various 
components over time as well as the relationship to the placement and intensity of the 
ridge and its effect on observed precipitation in the winter.  
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Figure 3.10. Both spatial study areas, the first in the northeast Pacific for the upper air 
500hPa data (outlined in the maroon box) and the second selected U.S. Climate Divisions 
from the Desert Southwest (teal colored polygons). 
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4. RESULTS AND DISCUSSION 
4.1 INTRODUCTION 
 In the previous chapter, the two groups of data for this study were identified and 
introduced in both a temporal and spatial extent. The first dataset includes the 500hPa 
ridge axis expressed in terms of both location (longitude) and magnitude (geopotential 
meters), defined as the “upper air data component.” The second dataset includes the U.S. 
Climate Division precipitation data for select Climate Divisions in the Southwest United 
States. Basic descriptive statistics of mean, median, mode and standard deviation along 
with normality evaluators (skewness and kurtosis) were discussed with respect to each 
data component (upper air and surface). In this chapter I use those datasets to address the 
problem statements/questions introduced in Chapter 1. The specific questions are as 
follows:  
How does the location and magnitude of the wintertime North Pacific mean ridge 
axis defined at 500hPa vary across different time seasonal scales, specifically for “whole 
winter,” “early winter,” and “late winter”?  For this study, I define the seasonal scales of 
importance as “whole winter” (November through February = WS), the “early winter” 
(November and December = ES), and “late winter” (January and February = LS). 
Secondly, does the location and magnitude of that wintertime North Pacific 
500hPa ridge axis influence the precipitation recorded across the Southwest for the 
different time seasonal scales given above? 
Given these research questions and based on previous literature, my hypotheses 
are: 
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(a) Movement of the mean Pacific ridge axis over the defined winter season has 
been shifting to the east (closer to the United States West Coast) over time while also 
intensifying in along the mean ridge line, and,  
(b) A more easterly mean ridge axis line and progression over time will lead to 
drier (wetter) winter conditions, particularly when the ridge is further east (west) as ridge  
amplitude will often deflect (channel) storms from (down) the coast and into the 
Southwest. 
 To test for these hypotheses I first derived and evaluated the mean 500hPa ridge 
axis/heights for the period 1948/49 to 2010/11 over latitudes 20°N and 70°N using data 
from the NCEP Reanalysis Project.  The derived ridge axis climatology indicates the 
intensity and location of the ridge for specific seasonal time periods. From the derived 
ridge axis data, I correlated the ridge position and intensity to the Climate Division 
precipitation data for the Southwest. These correlations aid in identification and 
quantification if the positioning and intensity of the ridge affect observed precipitation 
the wintertime.  
PART I 
4.2 VARIABILITY OF THE 500hPa MEAN RIDGE AXIS  
 The 500hPa surface, or level of non-divergence, represents the best level to 
evaluate the trough-ridging wave pattern of the atmosphere.  The resulting wave pattern 
occurs as energy is conserved through the balance of various atmospheric components 
such as potential vorticity and vertical motion up to 500hPa (Holton 2004). The ridge 
axis is the area of observed maxima in both pressure and curvature on the 500hPa surface 
(Glickman 2000). In this study, I have derived both the real and mean ridge axis across 
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the three defined winter seasonal windows and logged its location and intensity to 
evaluate if and how it may be changing over time. The following results are specific to 
the variability of the 500hPa mean ridge over the temporal period of 1948 through 2012 
for the north Pacific basin.  
4.2.1 500hPa MEAN RIDGE LOCATION 
 Once all of the ridge axes were derived for each seasonal window (whole, early 
and late) with an averaged longitudinal line, any movement or shifting of the wintertime 
North Pacific ridge over time could be identified and discussed. Along with deriving the 
ridge axis for each year within its respective seasonal window, I calculated long term 
ridge axis values for the whole (November through February), early (November through 
December) and late (January through February) seasons. Table 4.1 shows the average 
position of the whole, early and late season ridge in degrees of longitude. 
Table 4.1. Longitudinal position of the mean 500hPa seasonal ridge axes. First column is 
the seasonal time period and the second column is the long term position of the ridge axis 
in degrees longitude for each season and the value of one standard deviation.  
Season Longitudinal position of Long Term 
Ridge Axis  
Whole (November through February) 132.26° W +/- 7.36° 
Early (November through December) 133.33° W +/- 9.50° 
Late (January through February) 133.22° W +/- 9.70° 
 
When examining the long term mean ridge locations, the whole season ridge at 
132.26°W is the furthest east of the three long term ridge values, but with only 1.07° 
longitude difference between the whole season (the maximum or furthest east position) 
and the early season (the minimum or furthest west position), the behavior of the ridge 
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over time appears to be relatively stable over the course of the winter (Figure 4.1). This 
implies that, while there may be wobbles in the ridge axis location on short time scales, 
there are not dramatic seasonal shifts in the axis positioning which would lead to storm 
track impacts downstream across the United States. The use of this derived ridge axis 
climatology coupled with case reviews of above normal winters in terms of either 
temperature or precipitation (e.g., Diaz 1984, Bell and Basist 1994) could serve as analog 
for forecasting.  
 
Figure 4.1. Plots of the three seasonal 500hPa mean ridge locations. The yellow line 
represents the Whole Season mean ridge location at 132.26°W. The blue line represents 
the Early Season mean ridge location at 133.33°W. The pink line represents the Late 
Season mean ridge location at 133.22°W. 
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 When I evaluate the behavior and trend of the ridge over each seasonal window, a 
distinct trend in movement over time becomes clear. I plotted the ridge axes for every 
year across each of the three seasonal windows (whole, early and late) against time (the 
64-yr temporal study period) and a linear trend line and goodness of fit (R
2
) were applied 
to the data.   
Examining the whole winter season first, there is a shift eastward of the ridge axis 
over the 64-year study period (slope = 0.15º longitude to the east per year). Over the 64-
year period, the whole season ridge made a slight shift to the east, first being observed at 
approximately 137°W but shifting eastward over time to generally staying east of 130°W 
over the last decade (Figure 4.2). Figure 4.3 serves as a visual representation of the WS 
ridge movement, with the first observed ridge, the average, maximum and minimum WS 
ridge positions and the latest observed positioning with a clear eastward drift in the 
positioning. Over 14 percent (0.1461) of the variance of the data is explained by a fitted 
regression trend line. The ridge axis values for the whole seasonal window have a spread 
across a 45.5° longitude between the maximum (furthest east) and minimum (furthest 
west) ridges, which places the whole season in the middle of longitudinal ridge positions 
of the three different seasonal windows. The late season ridge has the largest observed 
spread at 44°, only half a degree over the whole season but almost two whole degrees 
over the early season ridge axis data (42.06°). These findings are not surprising given the 
lack of variance noted in the early season ridge comparative to the late season ridge, 
which is discussed in the following paragraphs. 
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Figure 4.2. Whole Season (WS) mean ridge axis location (MEAN LON) plotted by 
longitude versus time (solid blue line) with fitted linear trend line (solid black line) and 
the long term whole season average (red dashed line).  
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Figure 4.3. Whole Season (WS) mean ridge axis location by longitude in the yellow line 
at 132.26°W, first observed ridge (WS 1948-49) in the purple line at 139.85°W, last 
observed ridge (WS 2011-12) in the brown line at 132.06°W, furthest East ridge also 
known as the maximum (WS 1994-1995) in the red line at 112.74°W and furthest West 
ridge also known as the minimum (WS1972-1972) in the blue line at 156.25°W.  
  
 The early season (ES) trend data for the North Pacific ridge position have the least 
amount of variance of the three seasonal windows, with very little movement noted in the 
derived ridge axis value. In terms of seasonal forecasting, this implies that the ridge 
positioning during the early months defined as November and December generally does 
not move and holds the same position today as it did 20, 40, and even 60 years ago. 
While there is a similar spread (in terms of the difference between the furthest west and 
east ridge axis locations for the ES time period) among the data of 42.06° longitude 
(comparative to the other seasonal counterparts), no significant variance in the ES 
position is explained by trend (Figure 4.4). One reason why so little variance is explained 
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could be the seasonal window of November and December combined. Since November is 
often a transition month (Davis et al. 1999; Hondula and Davis 2011; Boettcher and 
Wernli 2013) the effects of very late Autumn transitional pattern may be obscuring any 
early season trend that may be exclusively within the month of December. Yan and Qian 
(2010) found that through the expansion of the west Pacific subtropical high, intensity 
also obscure the traditional seasonal breaks, where persistence of strong ridging could 
linger from summer to late autumn.  
 While there may be some indication of seasonal persistence stretching across the 
traditional seasonal windows of summer, autumn and winter, there also may simply be no 
trend in the early season positioning of the northeast Pacific ridge (Figure 4.5).  
 
 
Figure 4.4. Early Season (ES) ridge axis location (MEAN LON) plotted by longitude 
versus time (solid blue line) with fitted linear trend line (solid black line) and the long 
term early season average (red dashed line). 
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Figure 4.5. Early Season (ES) mean ridge in the yellow line at 133.33°W, first observed 
ridge (ES 1948) in the purple line at 141.07°W, last observed ridge (ES 2011) in the 
brown line at 139.06°W, furthest East ridge also known as the maximum (ES 1954) in the 
red line at 118.59°W, and furthest West ridge also known as the minimum (ES 1970) in 
the blue line at 160.66°W. 
 
 Where the ES ridge data indicated very little movement in the ridge through the 
months of November and December, the late season show the greatest movement in the 
ridge over its seasonal window of January and February (LS, Late Season). The eastward 
shift over the 64-year period is the most prominent with a slope of 0.283° longitude 
West/year from the fitted trend line (Figure 4.6). From the late 1940s through late 
1970s/early 1980s in LS ridge data, the ridge axis generally stayed west of 130°W. But 
beyond the late 1970s/early 1980s, the ridge axis rarely migrated west of 140°W, with the 
period from the mid 1990s through early 2010s the ridge axis struggled to locate itself 
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east of 135°W (Figure 4.7). Over the 64-yr period, the LS ridge has made a noticeable 
shift eastward. Just over 20 percent (0.2088) of the variance in the data is explained by 
the fitted trend line, which makes the late season ridge data have the highest r-squared 
value of the three seasonal windows in terms of the ridge axis by location (longitude). In 
terms of forecasting significance, if this eastward shift were to continue significant 
adjustments to the winter storm track would result in changes downstream over the 
Southwest as well as other regions of the country. Fu et al. (2009) identified a 
strengthening split in the North Pacific storm track and accounted the evolution and 
change over time to the North Pacific ridge strengthening the southern branch of the 
storm track. Well-established upper-level winter regimes, like the types identified by 
Casola and Wallace (2007) which include off-shore troughing, Alaskan ridging, coastal 
ridging and Rockies ridging, may also shift along with the larger scale feature such as the 
subtropical Pacific High. 
As the ridge continues to move eastward, warmer thicknesses and heights will 
also move eastward into the southwest United States (Holton 2004) leading to warmer 
winters while also requiring stronger low pressure features to cut through the ridge to 
generate any precipitation across the Southwest (Graham and Diaz 2001; Trenberth et al. 
2003; Michaels et al. 2004; Zhou et al. 2012; Boettcher and Wernli 2013). For 
forecasters, this could mean the occurrence of more extremes in forecasting, both in 
terms of temperatures and precipitation amounts (Hill 1993; Hartmann et al. 2002; 
Climate Prediction Center 2011).  
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Figure 4.6. Late Season (LS) ridge axis location (MEAN LON) plotted by longitude 
versus time (solid blue line) with fitted linear trend line (solid black line) and the long 
term early season average (red dashed line). 
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Figure 4.7. Late Season (LS) mean ridge in the yellow line at 133.22°W, first observed 
ridge (LS 1949) in the purple line at 141.56°W, last observed ridge (LS 2012) in the 
brown line at 127.92°W, furthest East ridge also known as the maximum (LS 1983) in 
red line at 119.84°W, and furthest West ridge also known as the minimum (LS 1956) in 
the blue line at 163.85°W. 
   
 As discussed above, two of the three seasonal windows indicate an eastward shift 
of the Pacific wintertime ridge axis. The winter ridge and its axis comprise part of a 
larger planetary wave system in which the polar vortex can become an interactive factor 
(Coy et al. 1997; Rasmussen and Turner 2003). Francis and Vavrus (2012) suggested that 
warming across the far northern latitudes increases the 1000-500hPa thickness over that 
region and, to compensate, the mid-latitude wave amplitude responds by increasing as 
well, while contributing to a slow eastward progression through time. My results, 
particularly over the late winter season, are in line with their findings. 
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 While there may be several factors influencing the eastward shift of the ridge, 
including climate change affecting the circumpolar thicknesses and storm tracks over the 
Pacific Ocean as discussed above, the results indicate that for the WS and LS data, the 
ridge axis is shifting eastward and closer to the West Coast of the United States. As such, 
I can accept my first hypothesis proposing an eastward movement of the ridge, over the 
time period of 64 years.  
 4.2.2 500hPa MEAN RIDGE STRENGTH 
 Along with a gradual eastward shift of the wintertime North Pacific ridge (at 
approximately 0.11° longitude/year and 0.24° longitude/year for the WS and LS 
respectively) the average strength of the ridge evaluated along the derived ridge axis has 
also been changing over time. In the following sections, I discuss the observed trend in 
the ridge axis in terms of strength as measured by geopotential meters (gpm) over the 
three seasonal winter windows.  
 As discussed in chapter 3, the original format the 500hPa data were accessed and 
prepared for analysis were in the geopotential meters. The longitude and latitude data 
associated with the ridge axis were coordinates within the data matrix associated with 
that particular height value. Along with the data coordinates of the ridge, the 500hPa 
heights were also set aside for further analysis of the ridge behavior over time. The 
strongest ridge within the three seasonal windows is the ES ridge averaging 5526.37gpm, 
over 25gpms higher than the LS and over 50gpms higher than the WS ridge (Table 4.2). 
Similar to the findings of Yan and Qian (2010), the tendency for persistence of the ridge 
across seasonal windows may be increasing heights later into the autumn timeframe, 
supporting increased thicknesses.   
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Table 4.2. Average strength of the 500hPa ridge by height (in geopotential meters) over 
the three seasonal windows of WS, ES and LS. The first column is the season window 
including the months that define that time period and the second column is the averaged 
ridge strength and the standard deviation value.  
Season Average Ridge Strength in Geopotential 
Meters (gpm) 
Whole (November through February) 5469.49gpm +/- 28.87gpm 
Early (November through December) 5526.37gpm +/- 45.69gpm 
Late (January through February) 5501.44gpm +/- 38.76gpm 
 
 The 500hPa seasonal ridge strength data were examined and analyzed in similar 
fashion to the seasonal ridge axis longitude data, looking for any noted change in the data 
over the study time period. Where the ridge axis itself has been found to be moving 
eastward, particularly in the late season, over the 64-year study period the average 
strength of the ridge has been increasing as well.  
 The WS average ridge strength data over time shows the greatest amount of 
change in the three time periods studied, with a fitted trend line slope of 0.4225gpm 
generally gained each year. The R
2
 value does not carry significance indicating just over 
seven percent of the data variance explained by the overall trend (Figure 4.8). While the 
trend overall is indicating a strengthening ridge, there are major fluctuations in average 
ridge intensity over time. All three seasonal windows have these intensity fluctuations 
(for example, average ridge strength rapidly changing 75 to 100 +/- gpm over a single 
season or short series of three to five winter seasons), but the WS time period has the 
most fluctuations with the greatest change in magnitude over time as compared to the 
other seasons.  
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Figure 4.8. Whole season ridge intensity plotted by height in geopotential meters (Mean 
GPM) versus time (solid blue line) with fitted linear trend line (solid black line) and the 
long term whole season average ridge strength (red dashed line).  
 
The WS average ridge from 1968-69 (5424 gpm) to 1969-70 (5517 gpm) was the 
only instance where the intensity fluxed near 100gpms within one year, while the ridges 
from 1962-63 through 1965-66, 1976-77 through 1982-83 and 1992-93 through 1994-95 
occurred over a smaller group set of years and generally had intensity changes on the 
order of 75 gpms per fluctuation. The extreme ridge strength fluctuations during the late 
1970s through the early 1980s occurred nearly every year, with only two years serving as 
mid-points (Table 4.3). 
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Table 4.3. Detailed example of WS average ridge intensity fluctuations over the winters 
of 1976-77 through 1982-83. First column is the time in years, second column is the 
average ridge height in geopotential meters (gpm) and the last column is the change in 
the ridge intensity in gpm. 
Years Average Ridge Height (gpm) Change compared to 
previous year (gpm) 
1976-77 5557gpm - 
1977-78 5499gpm -58gpm 
1978-79 5474gpm -25gpm (-83gpm from 1976-
77) 
1979-80 5496gpm +22gpm 
1980-81 5555gpm +59gpm 
1981-82 5471gpm -84gpm 
1982-83 5470gpm -1gpm (-85gpm from 1980-
81) 
 
Several factors may be influencing this fluctuating ridge strength which in turn 
impacts the Pacific winter storm track. These include (a) the phase of ENSO (where 
warm ENSO episodes lead to meridional flow often shifted southward)  (Fraedrich et al. 
1992, Weijun and Zhaobo 1999), (b) changes to the location and coverage of the polar 
vortex (Francis and Vavrus 2012), (c) changes in solar activity and its effects on the 
Earth’s atmospheric system (Wilcox 1975; Carslaw et al. 2002; Weng 2012) (d) the 
tendency for seasonal blocking (Barriopedro et al. 2006) and, (e) intensity of the storm 
track and ascent to overcome the winter mean ridge (Lareau and Horel 2012).  Of these 
four possibilities, I speculate that a combination of these factors, with the most weighting 
towards the ENSO phase and changing of location and coverage of the polar vortex, are 
the most important for these reasons for the changes in intensity. As with other 
atmospheric phenomenon (i.e. the ENSO and the Indian and North American Monsoons) 
there may be several input factors at varying weights that could impact ridge intensity. 
While it was not the initial goal of this study to investigate those mechanisms in further 
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details, tracking some identified factors such as the polar vortex and solar activity are 
elements to be considered in future research efforts. 
Both the ES and LS time periods’ average ridge data also indicate within their 
prospective windows that the wintertime ridge is intensifying, but not to the same degree 
as the WS average ridge. The ES ridge strength is increasing at a rate of 0.3371gpm/year; 
with the LS ridge strength is increasing at a rate of 0.3478gpm/year (Figures 4.8 and 4.9). 
The R
2
 values are smaller when compared to the WS value of 0.074, with values of 
0.0189 for the early season and 0.0284 for the late season.  
Figure 4.9. Early season ridge intensity plotted by height in geopotential meters (Mean 
GPM) versus time (solid blue line) with fitted linear trend line (solid black line) and the 
long term early season average ridge strength (red dashed line).  
 
While the R
2
 values are small, the overall result of the an intensifying ridge, 
coupled with the discovery of its eastward progression, is significant, especially for 
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forecasters and will be discussed with regard to the relationship between observed 
wintertime Climate Division precipitation and the seasonal ridges later in this chapter.  
 
Figure 4.10. Late season ridge intensity plotted by height in geopotential meters (Mean 
GPM) versus time (solid blue line) with fitted linear trend line (solid black line) and the 
long term late season average ridge strength (red dashed line).  
 
 4.3 RIDGE LATITUDE CLASSIFICATIONS – LONGITUDES AND HEIGHTS 
 Upon completing the wintertime ridge axis climatology across the three seasonal 
windows both in terms of average position by longitude and average strength, additional 
methods of evaluating and investigating the Pacific wintertime ridge presented 
themselves. They include evaluating the changes of the ridge axis associated with each 
individual line of latitude within the spatial study area, encompassing 70°N through 
20°N.  
When looking at each individual line of latitude for the ridge axis across the 
spatial study area in the WS seasonal window, a few groupings of latitudes stand out with 
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regards to the behavior of the observed longitude values or height values over time. The 
northern latitudes of 62.5° through 57.5° showed an interesting trend for the latter half of 
the temporal study window, in that the observed longitude placement of the ridge across 
these latitudes did not vary beyond 140°W. Earlier observed longitude locations prior to 
1982 had a much larger range varying from 170°W to 127.5°W (example of 62.5° data 
included in Figure 4.10) . A similar pattern was found in the LS individual latitude data 
but to a lesser degree with only 62.5°N mirroring the WS trend of all observed ridge 
location values being held to more eastern positions of 145°W. This finding could 
indicate the importance of low frequency teleconnection patterns, such as the Pacific 
Decadal Oscillation (PDO), and their effect on the structure of semi-permanent features 
such as the wintertime ridge. Mantua et al. (1997) and NCDC PDO indexes (National 
Climatic Data Center 2012) indicate a warm episode (warmer sea surface temperatures 
along the west coast of the North American continent and cooler than normal in the north 
Pacific Ocean) initiated in the very late 1970s to early 1980s and just recently an 
intensifying cool episode (cooler sea surface temperatures along the west coast of the 
North American continent and warmer in the north Pacific ocean). 
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Figure 4.11. Whole season ridge location by latitude specific to 62.5°N of the spatial 
study area versus time (solid blue line) with fitted linear trend line (solid black line) and 
the long term early season average ridge strength (solid red line).  
 
 The elements of longitude (in º) and height (in gpm) across the WS latitudes in the 
low 40ºs through upper 30ºs both converge upon the same solutions of very little trend 
observed in the data over the whole spatial time period. Trend line slopes for these 
latitudes fall close to zero, with the height data slope values for 37.5°N, 35°N and 32.5°N 
reporting 0.0226gpm/year (R
2
 = 0.0003), 0.0038gpm/year (R
2
 = 0.000009) and 
0.0711gpm/year (R
2
 = 0.0043) respectively. The slope of the trend lines fairs better for 
the longitude position data at -0.0906°W/year (37.5°N), -0.1006°W/year (35°N) and  
-0.0861°W/year (32.5°N).  These particular latitudes also tended to have small 
measureable trend over time in both the ES and LS seasonal windows as well, indicating 
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a stationarity to the ridge through time over the particular locations in the spatial study 
area. 
 The ES latitude data generally had the least amount of variations with the 
tendency of broad fluctuations in longitude and height data than the other two time 
periods. The Early Season variation for 2010 did set itself apart as compared to other 
years in the ES seasonal window in terms of positioning more so than strength. The ridge 
axis associated with ES 2010 was observed from 60°N through 20°N, with the values 
above 60°N being removed through the quality control process outlined in chapter 3. 
There were a few other years that required this treatment to their ridge axis data, 
including ES 1956, 1961 and 1995, but the ridge axis from ES2010 had a very strong 
western placement (averaging 155.49°W, not the “minimum” of the ES window, but very 
close). Not only was it observed as the furthest west, there is a clear break in the 
associated longitude data (Table 4.4). All the values from 60°N through 30°N were in the 
150°W range, leading us to believe those groups of coordinates were the true Pacific 
ridge, while the remaining coordinates were really representative of the North Atlantic 
sub tropical high. This significant change in mean ridge axis placement may be the result 
of atmospheric response to a noticeable phase change in the prominent teleconnection 
patterns than influence wintertime circulation in the Pacific including the El Niño-
Southern Oscillation (ENSO) and the Pacific Decadal Oscillation (PDO) as discussed in 
Chapter 2.  
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Table 4.4. Early Season Ridge Axis for November-December 2010. The first column 
representing the individual lines of latitude in the spatial study area in degrees north 
latitude and the second column the observed ridge axis position in degrees longitude. 
Latitude (°N) Longitude of Ridge Axis (°W) 
70 - 
67.5 - 
65 - 
62.5 - 
60 - 
57.5 -177.5 
55 -177.5 
52.5 -177.5 
50 -177.5 
47.5 -175 
45 -172.5 
42.5 -170 
40 -165 
37.5 -160 
35 -157.5 
32.5 -157.5 
30 -157.5 
27.5 -155 
25 -107.5 
22.5 -105 
20 -102.5 
 
Overall, the ES winter time ridge axis data as evaluated by latitude indicates a slight 
tendency for a more westward position of the ridge across all the latitudes, again aligning 
with the idea of a rather stationary ridge during the early winter season across the north 
Pacific that may be coupled with areal expansion of the subtropical high (Yan and Qian 
2009) as well as November serving as a transitional month between the seasonal 
extremes of summer and winter (Lettenmaier et al. 1994; Wallace et al. 1996; 
Ropelewski and Yarosh 1998). 
 The LS individual strength (height) and position (longitude) data present slightly 
similar behavior to the WS data. The upper latitudes generally 60°N and northward have 
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noticeably trended eastward through the study period with regards to the ridge position 
while also having narrowed longitudinal ranges from the early 1980s through the end of 
the temporal study period. Figure 4.12 is an example of sampled LS latitude of 60°N with 
a fitted trend line (slope of 0.2438°W/year) (R
2
 = 0.1062) indicating both the eastward 
shift and slightly narrow range of observed longitude place post early 1980s (save for the 
recent LS2011). The upper latitudes of 62.5°N, 65°N, and 67.5°N also mirror this trend 
of wide variance pre-early 1980s and a narrowing of the longitude range of the seasonal 
ridge from the early 1980s through early 2010s.  
Figure 4.12. Late season ridge location by latitude 60°N of the spatial study area versus 
time (solid blue line) with fitted linear trend line (solid black line) and the long term late 
season average ridge position (solid red line).  
 
This late season almost stationary behavior of the ridge indicates a semi-permanence 
(varying only by 10°W at times) during the last thirty years of the northern reaches of the 
northeast Pacific ridge. As previously identified, late season interaction with the polar 
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vortex and its changes over time align with my findings of the eastward movement of the 
ridge, particularly along the most northern latitudes of the spatial study area (Thompson 
et al. 2002; Francis and Vavrus 2012). 
 In terms of the strength trends over the individual latitudes, there were two 
groupings of latitudes where the strength of the average LS ridge was found to have little 
no change over time. The upper latitudes of 70°N through 60°N all had trend lines with 
slopes of +0.5gpm/year or less (one with a slope of +0.01gpm/year). While the 
positioning of the ridge was found to be shifting eastward across these latitudes, the 
overall intensity of the ridge was found to not be changing rapidly or at all, indicating a 
persistence to the average strength values (Table 4.5). 
Table 4.5 Top Latitudes of the Late Season (LS) seasonal window and the average 
strength of the ridge axis across these latitudes. Column 1 is the first set of latitudes in 
degrees N, the second column is the average ridge strength across the 64-yr study period 
in geopotential meters (gpm) and the third column is the slope of the trend line of the 
strength versus time data for the specific latitudes in units of geopotential meters per 
year. 
LS Latitude (°N) LS Average Ridge Strength 
(gpm) 
Slope of Strength vs. 
time trend line in 
gpm/year 
70°N 5217.17gpm -0.2278gpm/year 
67.5°N 5244.68gpm -0.0173gpm/year 
65° 5269.90gpm 0.1215gpm/year 
62.5° 5299.46gpm 0.3406gpm/year 
60° 5330.30gpm 0.5255gpm/year 
 
The same very slight or lack of trend in the strength data also applies to the traditionally 
identified mid-latitudes of 40°N through 32.5°N. The average position of the ridge across 
these latitudes is still shifting eastward, however strength of the ridge is remaining 
stationary across these latitudes (which also intersect the Climate Division precipitation 
study area).  
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This finding is significant in that while the ridge may be shifting eastward, if the 
intensity is not changing (which has been found in this study) the opens up the possibility 
for analog & ensemble forecasting (Van den Dool 1989; Anderson 1996; Hamill and 
Whitaker 2006)  and increasing the potential for the weather, climate, water and planning 
communities to anticipate the weather observed under this upper air regime and account 
for its effects into their daily/weekly/monthly/seasonal duties (Diaz et al. 1985, Pagano et 
al 2002; Dawadi and Ahmad 2012; Larson and Perrings 2013).  
The key findings of this portion of my analysis highlighting significant features 
along the horizontal structuring of the ridge by latitude include: 
 The WS northern latitudes of 62.5° through 57.5° showed an interesting trend for 
the latter half of the temporal study window, in that the observed longitude 
placement of the ridge across these latitudes did not vary beyond 140°W (Figure 
4.9) 
 The traditionally identified “mid-latitudes” between 40°N through 30°N for both 
the WS and LS strength data have very little to no trend, indicating the strength of 
the wintertime ridge along those latitudes has not changed significantly over the 
64 year study period. 
 The three seasonal windows, the ES had very little trend or significant change 
noted in the associated average strength and position data by latitude. The ES 
winter time ridge axis data as evaluated by latitude indicates a slight tendency for 
a more westward position of the ridge across all the latitudes, again aligning with 
the idea of a rather stationary ridge during the early winter season across the north 
Pacific that may be coupled with areal expansion of the subtropical high and 
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November serving as a transitional month between the seasonal extremes of 
summer and winter.  
One particular item to note about these data is that the one major assumption being 
made about the wintertime ridge based on how I defined it in earlier chapters. In 
performing the calculations to identify and track the changes in the ridge axis, all the 
individual position values across each of the lines of latitude within the study area were 
averaged together. The plotted ridge axis data included in several figures from this 
chapter and chapter three assume the ridge run straight north to south, having no tilt or 
slight bowed appearance where the strongest heights are located. In reality, there may be 
areas within the ridge where the core may shift or bend further east or west than its 
northern (southern) counterparts (Figure 4.13).  
For the purposes of the first study into the mean wintertime ridge, I accept that 
limitation in the data but researchers should be aware of the potential dangers in 
extending these conclusions. Additional points to consider for future research endeavors 
regarding wintertime Pacific ridge behavior will be to evaluate tilt and potential for the 
ridge core/strongest heights via spatial analysis techniques to favor certain regions off of 
the “indentified” mean ridge axis from this study. 
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Figure 4.13 Example of mean ridge axis compared to points where the 500hPa ridge were 
defined via Chapter 2 definition (Glickman 2000), illustrating the detail lost with the 
averaging done within this study. The observed WS ridge axis locations from WS1985 
are plotted in the red circles with the mean ridge axis for that winter season in the solid 
black line. 
 
PART II  
 4.4 500hPA RIDGE AND SOUTHWEST CLIMATE DIVISION WINTERTIME 
PRECIPITATION  
 Now that the behavior of the wintertime Pacific ridge has been investigated and a 
climatological framework of the average position and strength and their trends overtime 
have been discussed, the relationship between the Pacific wintertime ridge axis and 
observed wintertime precipitation across the Southwest United States can be investigated. 
As a brief review, the precipitation data used in this study are from the U.S. Climate 
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Divisions from the National Climatic Data Center (NCDC). In total, I used 13 Divisions 
including all the Divisions within the state of Arizona and select Divisions from 
Colorado, Nevada, New Mexico and Utah (Figure 4.14).  Figure 4.15 places the two 
spatial study areas together, the first area including the Northeast Pacific Ocean and the 
second the U.S. Climate Divisions. The following results are specific to the relationship 
of the 500hPa northeast Pacific ridge to observed winter precipitation across the above 
mentioned Climate Divisions over the temporal period of 1948 through 2012 (and the 
three seasonal windows as well).  
 
Figure 4.14. Selected U.S. Climate Divisions for this study shaded in teal labeled with the 
state number and Division number. 
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Figure 4.15. Both study areas, first the northeast Pacific and the second the Desert 
Southwest. The “upper air” study area is outlined by the red box, from 180°W to 90°W 
and 20°N to 70°N. The Climate Division precipitation study area are the teal shaded 
polygons across the states of Arizona, Colorado, Nevada, New Mexico and Colorado. 
 
4.4.1 RIDGE AXIS POSITION AND WINTER PRECIPITATION 
 To perform an analysis of the seasonal ridge position and its relationship to 
precipitation, Pearson Correlation tests were executed with a significance level (p values) 
(α) of 0.05. The matrices consisted of 15 columns with the season/year ridge axis position 
in longitude, seasonally averaged precipitation data for the 13 Climate Divisions and the 
average seasonal precipitation of all the Climate Divisions combined as one large area 
and 64 rows one for each year within the seasonal window. The correlation test results 
were reported with Pearson Correlation Coefficient values and p-values, with one 
Correlation coefficient and p-value being generated for each Climate Division. The tests 
were run across the same season (e.g. Early Season Ridge to Early Season Climate 
Division precipitation data) as well as the Early Season Ridge to Late Season Climate 
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Division precipitation to investigate any potential for a lag relationship across the four 
month winter season.  
 The relationship between ridge position and precipitation varied greatly across the 
three seasonal windows as well as the lagged window of the Early Season (ES) ridge to 
Late Season (LS) precipitation data. The ES ridge position to ES Climate Division 
precipitation had the most instances where p-values were calculated at or below the 
significance level of 0.05, with three Divisions in particular having p values near 0 (Table 
4.6). The significance of having p-values close to zero and at or below the significance 
levels indicates the increased confidence that the linear correlation between the two tested 
variables is different from zero.  
Table 4.6. Pearson Correlation Coefficient and p-value data for the relationship between 
the seasonal ridge position (LOC) and observed precipitation. The first column lists the 
13 Climate Divisions as well as all the Divisions combined into one large Division. The 
second and third columns are correlation data specific to the Whole Season (WS) ridge 
location to WS Climate Division precipitation. The fourth and fifth columns are the 
correlation data for the Early Season (ES) ridge location to ES Climate Division 
precipitation. The six and seventh columns are the correlation data for the Late Season 
(LS) ridge location to LS Climate Division precipitation. The eighth and ninth columns 
are the correlation data for the ES ridge location to LS precipitation data. Significance 
level (α) was set at 0.05. P-values that fall at or below that level are bolded. 
LOC 
WS Ridge to WS 
Climate Division 
Precipitation 
ES Ridge to ES 
Climate Division 
Precipitation 
LS Ridge to LS Climate 
Division Precipitation 
ES Ridge to LS 
Climate Division 
Precipitation 
Climate 
Division 
Pearson 
Correlation 
P-value Pearson 
Correlation 
P-value Pearson 
Correlation 
P-value Pearson 
Correlation 
P-value 
02-01 0.005 0.969 -0.310 0.013 0.163 0.198 0.028 0.824 
02-02 -0.059 0.644 -0.302 0.015 0.062 0.628 0.002 0.986 
02-03 0.023 0.857 -0.232 0.065 0.133 0.295 0.047 0.712 
02-04 -0.08 0.531 -0.297 0.017 0.073 0.568 0.043 0.733 
02-05 0.097 0.446 -0.112 0.377 0.208 0.1 0.044 0.73 
02-06 0.048 0.705 -0.201 0.122 0.192 0.128 0.057 0.653 
02-07 0.047 0.712 -0.157 0.216 0.198 0.117 -0.005 0.971 
05-02 -0.296 0.018 -0.396 0.001 -0.23 0.067 -0.035 0.785 
26-04 0.192 0.129 -0.245 0.051 0.231 0.066 0.117 0.358 
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Table 4.6. continued. 
LOC WS Ridge to WS 
Climate Division 
Precipitation 
ES Ridge to ES 
Climate Division 
Precipitation 
LS Ridge to LS Climate 
Division Precipitation 
ES Ridge to LS 
Climate Division 
Precipitation 
Climate 
Division 
Pearson 
Correlation 
P-value Pearson 
Correlation 
P-value Pearson 
Correlation 
P-value Pearson 
Correlation 
P-value 
29-01 0.003 0.982 -0.311 0.012 -0.028 0.827 0.027 0.835 
42-02 0.103 0.418 -0.388 0.002 0.179 0.158 0.095 0.456 
42-04 0.012 0.927 -0.407 0.001 0.102 0.423 0.09 0.479 
42-07 -0.045 0.727 -0.256 0.041 0.058 0.651 0.05 0.696 
All 
Divisions 
Season 
Average 
0.005 0.968 -0.317 0.011 0.135 0.289 0.052 0.686 
 
Meanwhile, only one other Division in the other seasonal windows had a p-value occur 
under the significance level (Colorado [05] Division 02 [Colorado River Basin]). Also, 
the correlation coefficients are rather small, with the lowest reported coefficient of 0.005 
for Climate Division 02-01 and the largest with an absolute value of 0.296 with Division 
05-02. The closer the correlation coefficient runs to zero, the stronger the case that a 
linear relationship does not exist between the tested data (Burt and Barber 1996, 385). 
 All of the Pearson Correlation Coefficients for the ES ridge location to ES 
precipitation data are negative, indicating an inverse relationship between the ridge 
location and observed precipitation. An inverse relationship is a situation where the 
actions of one variable induce an opposite response from the second variable. In regards 
to these data, as the ridge increases or moves eastward precipitation tends to decrease or 
run drier. While select Divisions respond this way to the ridge position across the 
different seasonal windows, all of the Divisions as a whole respond negatively to 
eastward movement of the ridge in the early season (ES) (Figure 4.16). With these 
results, I can partially accept my second hypothesis, that eastward movement of the ridge 
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does generate drier conditions across the Divisions with the stipulation that not all the 
Divisions respond the same way.  
 The LS ridge location to LS precipitation is similar to the Whole Season to Whole 
Season correlation where only two Divisions were indicated to have a negative 
relationship, however even those Divisions had p-values above the α=0.05 level, also 
indicating the lack of a linear relationship between these data, but not ruling out a non-
linear possibility. Finally, when evaluating the ES ridge location to LS precipitation, 
correlation coefficients are near zero for many of the Divisions while p-values are very 
close to one. Outside of some very weak indications of an inverse relationship in the 
Colorado and New Mexico Climate Divisions, there is no linear relationship to be derived 
between the early season ridge location and its affect on late season precipitation. As 
such, only the season-to-season tests were included in the summary Figures 4.16 and 
4.17. 
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Figure 4.16. Composite of the three within-season correlation tests: Whole Season ridge 
location to Whole Season precipitation, Early Season ridge location to Early Season 
precipitation and Late Season ridge location to Late Season precipitation. Outline color of 
the Divisions indicates the sign of the correlation relationship (blue for positive, red for 
negative). 
 
 Across all three seasonal windows and the lagged seasonal correlations, the 
Colorado River Basin (05-02) is the only Division to have a negative correlation value. 
There could be several reasons that factor into this result including the north-south dipole 
around 40°N identified by Dettinger et al. (1998), of which this basin is nearly centered 
on as well as the interaction of several oscillation and teleconnection patterns that have 
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clear signals to higher elevation precipitation particularly across the Colorado River 
Basin (Kalra and Ahmad 2012).   
 In summary of the correlation tests between average seasonal ridge location and 
wintertime Climate Division precipitation data: 
 In general, ridge position does not largely affect precipitation across the three 
season-to-season tests and the lagged season test, with only a handful of p-values 
falling below the significance level (α=0.05) across the four seasonal correlation 
tests.  
 For the Divisions that did report p-values below the significance level, all the 
associated correlation coefficients were negative. This means that when the ridge 
location moves eastward/increases (westward/decreases) precipitation in these 
Divisions decrease (increase) at a significant level.  
 I can partially accept my second hypothesis which states that eastward movement 
of the ridge leads to drier winter conditions.  
4.4.2 RIDGE AXIS STRENGTH AND WINTER PRECIPITATION  
 While the results for the correlations between the ridge location and Climate 
Division precipitation were only significant for select Divisions and mixed across the 
others, the results when running correlations between the strength of the ridge (measured 
in geopotential meters [gpms]) and Climate Division precipitation were much stronger 
and more robust using the same statistical tests. The setup for these tests were the same as 
ridge location data, with the matrices comprising of the averaged strength of the ridge for 
each year matched to the averaged Climate Division data for the 13 Divisions and the 
combination of all the Divisions as one large study area. The significance level for the 
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strength correlation tests was held to the same level as the position correlation tests, with 
α at 0.05. 
 The results of the correlation tests show that the strength of the ridge has a more 
pronounced linear relationship to observed wintertime precipitation with the p-values in 
every Division in the Whole Season to Whole Season (WS) comparison falling under the 
significance level and all but three Divisions of the Late Season to Late Season (LS) 
strength comparison at or below the significance level (Table 4.7). Also, for all the 
season to season tests (not including the lagged season of Early Season (ES) ridge 
strength to LS precipitation), all the correlation coefficients were negative (Figure 4.17). 
For the WS, ES and LS windows this means that as the ridge intensifies (weakens), 
observed precipitation decreases (increases). Intensity of the ridge, often referred to as 
amplification, in the wintertime is often tied to a positive PNA pattern (Leathers et al. 
1991). Under positive PNA regimes, jet-stream displacement (which has been 
intensifying over time) lifts the storm pattern well north of the precipitation study area 
(Strong and Davis 2007) while also impacting freezing levels across the West which turn 
impact high elevation mountain snowpack and when runoff moves through the major 
river basins including the Colorado River Basin (Abatzoglou 2011). The seasonal ridge 
strength correlations to wintertime precipitation results in my study are similar to these 
findings where storm track displacement linked to ridge intensification and amplification 
leads to drier wintertime precipitation totals.  
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Table 4.7. Pearson Correlation Coefficient and p-value data for the relationship between 
the seasonal average ridge strength and observed precipitation. The first column lists the 
13 Climate Divisions as well as all the Divisions combined into one large Division. The 
second and third columns are correlation data specific to the Whole Season (WS) ridge 
strength to WS Climate Division precipitation. The fourth and fifth columns are the 
correlation data for the Early Season (ES) ridge strength to ES Climate Division 
precipitation. The six and seventh columns are the correlation data for the Late Season 
(LS) ridge strength to LS Climate Division precipitation. The eighth and ninth columns 
are the correlation data for the ES ridge strength to LS precipitation data. Significance 
level (α) was set at 0.05. P-values that fall at or below that level are bolded. 
STRENGTH WS Ridge to WS 
Climate Division 
Precipitation 
ES Ridge to ES 
Climate Division 
Precipitation 
LS Ridge to LS 
Climate Division 
Precipitation 
ES Ridge to LS Climate 
Division Precipitation 
Climate 
Division 
Pearson 
Correlation 
P-value Pearson 
Correlation 
P-value Pearson 
Correlation 
P-value Pearson 
Correlation 
P-value 
0201 -0.375 0.002 -0.136 0.286 -0.28 0.025 -0.064 0.613 
0202 -0.323 0.009 -0.221 0.08 -0.294 0.019 -0.085 0.502 
0203 -0.358 0.004 -0.212 0.092 -0.309 0.013 -0.082 0.521 
0204 -0.374 0.002 -0.207 0.101 -0.28 0.025 -0.11 0.389 
0205 -0.265 0.034 -0.179 0.158 -0.291 0.019 -0.115 0.366 
0206 -0.325 0.009 -0.19 0.132 -0.303 0.015 -0.109 0.392 
0207 -0.261 0.038 -0.214 0.09 -0.215 0.088 -0.189 0.134 
0502 -0.333 0.007 -0.170 0.179 -0.296 0.017 0.143 0.259 
2604 -0.333 0.007 -0.096 0.453 -0.293 0.019 -0.081 0.524 
2901 -0.254 0.043 -0.128 0.312 -0.234 0.063 -0.085 0.503 
4202 -0.360 0.004 -0.099 0.436 -0.236 0.061 -0.033 0.795 
4204 -0.376 0.002 -0.120 0.344 -0.271 0.031 0.033 0.793 
4207 -0.376 0.002 -0.241 0.055 -0.324 0.009 -0.065 0.611 
All Divisions 
Season 
Average 
-0.373 0.002 -0.205 0.105 -0.296 0.018 -0.081 0.525 
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Figure 4.17. Composite of the three within-season correlation tests: Whole Season (WS) 
ridge intensity to WS precipitation, Early Season (ES) ridge intensity to ES precipitation 
and Late Season (LS) ridge intensity to LS precipitation. Outline color of the Divisions 
indicates the sign of the correlation relationship (blue for positive, red for negative). 
 
An additional item to note is that my findings indicate both an intensification and 
eastward progression of the ridge overtime. While the Climate Division precipitation data 
correlations to ridge location specifically did not yield largely significant results, one 
significant finding earlier in this section was the eastward progression of the ridge. As a 
stronger ridge (which does impact observed wintertime precipitation) continues to 
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transition eastward through time, this information is another critical piece to be added 
into the consideration of forecasters, hydrologists, climatologists, water resource 
managers and others.  
In summary of the correlation tests between average seasonal ridge strength and 
wintertime Climate Division precipitation data: 
 There is a much more pronounced relationship between average ridge strength 
and observed wintertime precipitation for the LS to LS correlations and certainly 
the WS to WS correlations.  
 Pearson Correlation Coefficients across all of the four seasonal window tests 
(including the lag test) are negative. 
 The WS ridge strength to WS Climate Division precipitation has a strong linear 
relationship, with every p-value reporting under the significance level of 0.05.  
4.5 SUMMARY 
 In this chapter, I discussed the analysis and evaluation of both the 500hPa mean 
ridge axis behavior and its influence over previously observed winter precipitation values 
across the Southwest. The results are presented in two parts, the first part focusing on the 
changing behavior of the 500hPa mean ridge axis in terms of location (in degrees 
longitude) and intensity (in geopotential meters).  The second part was specific to the 
mean ridge components of location and intensity and their relationship to observed winter 
precipitation. This analysis and discussion was performed to address the following 
questions: 
How does the location and magnitude of the wintertime North Pacific mean ridge 
axis defined at 500hPa vary across different time seasonal scales, specifically for “whole 
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winter,” “early winter,” and “late winter”?  For this study, I define the seasonal scales of 
importance as “whole winter” (November through February = Whole Season = WS), the 
“early winter” (November and December = Early Season = ES), and “late winter” 
(January and February = Late Season = LS). 
Secondly, does the location and magnitude of that wintertime North Pacific 
500hPa mean ridge axis influence the precipitation recorded across the Southwest for the 
different time seasonal scales given above? 
The following are the results from Part I, specific to the variability and behavior of the 
500hPa mean ridge axis: 
 The long-term (64 year) 500hPa mean ridge axis between the three seasonal 
windows has been consistently in the vicinity of 132°W longitude. While this is 
the average position of the ridge over the study period, seasonally there is no clear 
movement of the ridge (i.e. ES to LS shifting). This signifies persistence to the 
ridge axis which can increase forecaster confidence that conditions observed early 
in the winter have greater chances of persisting through the whole winter season. 
 For all three seasonal windows of WS, ES and LS, I determined that the 500hPa 
mean ridge axis has been shifting eastward. The most noticeable shifting has been 
occurring during the late winter season (LS). The WS mean ridge axis has been 
moving eastward at a rate of 0.15° longitude to the east per year. The ES mean 
ridge axis was found to have the smallest rate of change at 0.042° longitude to the 
east per year. The LS mean ridge axis has been moving 0.208° longitude to the 
east per year. While seasonally, the ridge axis does not move (i.e. ES mean ridge 
to LS mean ridge placement across one winter), the Pacific ridge structure as 
  
121 
 
whole is moving closer to the west coast of the United States. Continued 
movement east will affect storm track placement as well as temperature and 
precipitation profiles in the atmosphere during a winter season.  
 The mean ridge axis has also been intensifying during this same time period. The 
WS mean ridge axis strength has increased at a rate of 0.4225 geopotential meters 
(gpm) per year. The ES mean ridge axis strength increased 0.3371gpm per year 
and the LS mean ridge axis strength is increasing at 0.3478gpm per year. This 
intensification coupled with the already identified eastward shift of the mean 
ridge axis could lead to drier and warmer winters with the potential for higher 
freezing levels downstream across the southwest United States.  
 When evaluating the ridge horizontally by latitude, the WS mean ridge axis 
placement across a grouping of the northern latitudes in the study area has not 
varied west of 140°W since the early 1980s. This finding could signify another 
method of evaluating low frequency teleconnection patterns, such as the Pacific 
Decadal Oscillation (PDO), and their impact on the structure of semi-permanent 
features such as the wintertime ridge.  
 The traditionally identified “mid-latitudes” between 40°N and 30°N for the WS 
and LS ridges showed very little trend, indicating upper-level ridging strength 
over those latitudes has not changed significantly over the study period. This 
particular region is important in that all of the U.S. Climate Divisions used in my 
second spatial study area lie within this latitudinal band. The presence of the ridge 
may equate to more seasonally dry and warmer winters, those conditions may not 
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be as exaggerated along the “mid-latitudes” due to the near steady mean ridge 
strength.  
The second parts of this chapter discussed the specifics from the 500hPa mean ridge 
component correlation tests to U.S. Climate Division precipitation and include: 
 The positioning of the ridge does not largely affect precipitation across the three 
season-to-season tests and the lagged season test. Only a few Divisions had p-
values falling below the significance level (α=0.05) across the four seasonal 
correlation tests.  
 All the correlation coefficients were negative for the Divisions that did have 
significant p-values. This means that when the ridge location moves 
eastward/increases (westward/decreases) precipitation in these Divisions decrease 
(increase) at a significant level.  
 Average ridge strength and observed wintertime precipitation has a much stronger 
relationship across the LS to LS correlations and certainly the WS to WS 
correlations. There were several instances where p-values were at or well below 
the significance level. 
 Pearson Correlation Coefficients across all of the four seasonal window tests 
(including the lag test) are negative, furthering the idea of an inverse relationship 
where intensifying ridge heights lead to less precipitation or drier conditions. 
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 The WS ridge strength to WS Climate Division precipitation has a strong linear 
relationship, with every p-value reporting under the significance level of 0.05. 
This finding shows that precipitation may have a closer relationship to seasonal 
mean ridge intensity and to a lesser degree location. 
At the start of this study, I put forward these hypotheses in relation to my research 
questions stating that: 
 (a) Movement of the Pacific mean ridge axis over the defined winter season has 
been shifting to the east (closer to the United States West Coast) over time while also 
intensifying in nature, and,  
(b) A more easterly mean ridge axis line and progression over time will lead to 
drier (wetter) winter conditions, particularly when the ridge is further east (west) as ridge  
amplitude will often deflect (channel) storms from (down) the coast and into the 
Southwest. 
Given the results discussed in depth through earlier portions of this chapter and 
outlined in the section I can accept my first hypothesis, stating that the ridge is moving 
eastward and intensifying through time. I can also accept my second hypothesis based 
upon the correlation results between mean ridge location and mean ridge intensity to 
Climate Division winter precipitation. In the following and final chapter of this thesis I 
will provide a narrative for the process by which this study was completed, another 
summary of the key results, a summary of several points/areas for future research 
including their significance and a final summary statement as to the importance of my 
results.  
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5. CONCLUSIONS AND SUMMARY 
 
5.1 OVERVIEW 
 This thesis has investigated the 500hPa Pacific wintertime ridge behavior and 
correlated its movement to observed wintertime precipitation in the southwest United 
States. There are several challenges to winter weather forecasting, particularly in the 
western United States given the area’s unique topography and proximity and orientation 
to the Pacific Ocean and the associated storm track from the Pacific. Efforts continue in 
the weather forecast community to not only better forecast high impact weather and 
climate events, but translate those impacts to actionable information for emergency 
managers and resource planners. These efforts not only relate to winter weather storm 
systems that have a residence time of a few days across a certain forecast area, but also 
relate to changes in the longer term trends of additional atmospheric pattern that could 
lead to longer lasting high impact scenarios such as drought and water shortages. 
 The results from this study add additional insight to an already extensive body of 
research regarding atmospheric circulation and precipitation in the winter or “cool 
season”. As western cities such as Las Vegas and Phoenix (whose populations are 
projected to increase at rate of 10 to 11% every five years) see an increased demand on 
water supply systems and further expansion of the community into desert and mountain 
areas, knowledge of past climate with the potential for weather and climate forecasting 
becomes crucial (U.S. Census Bureau 2005; National Weather Service 2011). 
 While there have been many past studies regarding the 500hPa surface in the 
winter and well known features associated on this surface (Rossby 1939; Rossby 1940; 
Holton 2004), there is a need to define and derive a mean ridge axis climatology as it had 
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yet to be investigated from such an angle. Also, while there are several studies that 
investigate winter precipitation patterns and tendencies, most focus on teleconnection 
and/or sea surface temperature patterns and observed precipitation downstream (e.g. 
Ropelewski and Halpart 1987; Yarnal and Diaz 1986; Leathers et al. 1991; Mantua et al. 
1997; Trenberth 1997; Losada et al. 2007; Mo 2010).  Beyond teleconnections, a simple 
working knowledge of the 500hPa height surface is important to understanding the 
impacts for downstream southwestern United States and points further east (Carrera et al. 
2004). Consequently, I have analyzed both the trend in the mean ridge axis movement 
and intensity over time and from that created an initial baseline for several other ventures 
into the 500hPa ridge and its impact on winter weather across the Intermountain West. 
I initiated this research by examining the previous research on not just the 500hPa 
winter ridge, I provided definitions important to this study, reviewed additional upper air 
circulation features, teleconnection patterns and specifics regarding winter precipitation 
with a focus on the Desert Southwest. I then described the spatial and temporal domains 
of the study, the datasets used in this study and their descriptive and normality statistics. 
The first dataset employed for this research was the National Center for Environmental 
Prediction (NCEP)/ National Center for Atmospheric Research (NCAR) (NCEP/NCAR) 
Reanalysis 500hPa dataset, which is a model-generated simulation of previous 
atmospheric conditions using available data from 1948 through present day. The second 
dataset was the U.S. Climate Divisions precipitation data available from the National 
Climatic Data Center (NCDC) in monthly timescales. I then developed a process by 
which the real and mean ridge axes could be derived from the upper air dataset. 
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 Next I discussed the results of the trend and behavior data relative to the 500hPa 
mean ridge axis in two parts. The first part was a detailed review of the mean ridge axis 
behavior and change across the three seasonal windows of “whole” (defined as 
November through February = WS), “early” (November and December = ES), “late” 
(January and February = LS). The second part was the mean ridge axis location 
(identified as single line of longitude) and mean ridge axis intensity (the average of the 
geopotential meter readings for each of the points of the mean ridge axis) correlated to 
observed precipitation in selected U.S. Climate Divisions in the southwest United States.  
After the creation of the 500hPa mean ridge axis dataset in both terms of longitude in 
degrees and strength in geopotential meters (gpm), I investigated the behavior of the 
ridge over time through the use of best fit trends, coefficient of determination (R
2
) and 
Pearson Product correlations.   The key findings of this portion of my analysis include: 
 I found the long-term (64 year) 500hPa mean ridge axis between the three 
seasonal windows to be consistently in the vicinity of 132°W longitude, with little 
distinguishable difference between the winter season (WS, ES and LS) 
timeframes. This equates to the stationarity of the long term ridge placement 
across the winter season as a whole, with no clear ES-to-LS seasonal ridge axis 
movement. This is important in that there is persistence to the ridge axis which 
allows for already identified impacts and specifics of that ridge pattern to be 
confidently applied to future forecasts.  
 Across the three seasonal windows of WS, ES and LS, I determined that the 
500hPa mean ridge axis has been shifting eastward over time, with the most 
noticeable shift occurring during the late winter season (LS). The WS mean ridge 
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axis has been moving eastward at a rate of 0.15° longitude to the east per year. 
The ES mean ridge axis was found to have the smallest rate of change at 0.042° 
longitude to the east per year. The LS mean ridge axis had the greatest amount of 
change over time moving 0.208° longitude to the east per year. While seasonally, 
the ridge axis does not move (i.e. ES mean ridge to LS mean ridge placement 
across one winter), the overall structure of the ridge is moving closer to the west 
coast of the United States. Continued movement east will affect storm track 
placement as well as temperature and precipitation profiles in the atmosphere 
during a winter season.  
 Not only did I determine that the mean ridge axis has shifted eastward, I found 
over the 64 year period of this study the mean ridge axis has also been 
intensifying. The WS mean ridge axis strength has increased at a rate of 0.4225 
geopotential meters (gpm) per year. The ES mean ridge axis strength increased 
0.3371gpm per year and the LS mean ridge axis strength is increasing at 
0.3478gpm per year. Along with an eastward shift, the ridge is intensifying which 
could lead to drier and warmer winters across the U.S. southwest. Increasing 
heights also represent increasing thickness and warmer temperature capacity, 
either supporting continued dry conditions or conversely the need for much strong 
and more violent winter storms to survive the modified winter atmosphere over 
the West to bring cool season precipitation to the region.  
 Looking more specifically at the ridge through the individual latitudes of the 
upper air spatial study area defined as 20°N to 70°N and 180°W to 90°W (the 
northeast Pacific Ocean basin and the western United States), I discovered that the 
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WS mean ridge axis placement across a grouping of the northern latitudes in the 
study area is significant to daily/monthly/seasonal forecasting. The WS mean 
ridge intensity across the northern latitudes from approximately 62.5° through 
57.5° has not varied west of 140°W since the early 1980s. This finding is 
significant as it may provide another vantage point to see how low frequency 
teleconnection patterns, such as the Pacific Decadal Oscillation (PDO), can affect 
the structure of semi-permanent features such as the wintertime ridge. Both the 
Mantua et al. (1997) and NCDC PDO indexes (National Climatic Data Center 
2012) indicate a warm episode (warmer sea surface temperatures along the west 
coast of the North American continent and cooler than normal in the north Pacific 
Ocean) initiated in the very late 1970s to early 1980s and just recently an 
intensifying cool episode (cooler sea surface temperatures along the west coast of 
the North American continent and warmer in the north Pacific ocean). Different 
PDO episodes may lead to a more fixed or preferred positioning of portions of the 
500hPa wintertime Pacific ridge. Additional research into this is needed, but this 
has potential to advance seasonal forecasts if the ridge positioning consistently 
behaves in the result described above during the different PDO periods.  
 Also, the WS and LS mean ridge axis intensities have behaviors that are 
significant for forecasting. I observed the WS and LS mean ridge axis intensities 
between the traditionally identified “mid-latitudes” between 40°N and 30°N 
showed very little trend, indicating upper-level ridging over those latitudes has 
not changed significantly over the study period. All of the U.S. Climate Divisions 
used in my second spatial study area lie within this latitudinal band. Even with the 
  
129 
 
eastward movement of the ridge, the strength of this part of the ridge was found to 
remain rather constant with no indication of intensification. As the 500hPa ridge 
structure continues to move east the more “persistent” heights will also approach 
the Climate Divisions. While the presence of the ridge may equate to more 
seasonally dry and warmer winters, those conditions may not be as exaggerated 
along the “mid-latitudes” due to the near steady mean ridge strength.  
After evaluating the 500hPa mean ridge axis location and strength over time and space 
with respect to trends across the different lines of latitude, I tested the ridge data for any 
relationship to observed wintertime precipitation in selected U.S. Climate Divisions. The 
specific findings of this analysis include: 
 Observed wintertime precipitation is not largely affected by changes in the ridge 
position with only a small number of the Divisions, limited to the ES ridge 
location to ES precipitation test, reporting p-values less than the significance level 
(α=0.05). The four seasonal tests included WS ridge location to WS precipitation, 
ES ridge location to ES precipitation, LS ridge location to LS precipitation and ES 
ridge location to LS precipitation. With these results it would appear that 
wintertime precipitation does not rely as much on positioning of the 500hPa mean 
ridge axis. From a forecasting perspective this could mean forecasters could 
consider a more “normal” approach or incorporate climatology probability of 
precipitation (PoP) methods to precipitation forecasts. 
 I determined that all of correlations to the Climate Divisions had p-values at or 
below the 95% confidence level had negative correlation coefficients, meaning 
when the ridge location moves eastward/increase (westward/decreases) observed 
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precipitation in these Divisions decreased (increased) significantly. The Climate 
Divisions with the highest terrain features in terms of elevation (such as the 
Colorado River Drainage Basin in Colorado [05-02] and the Northeast Division of 
Arizona which is comprised of a high elevation plateau and the Mogollon Rim) 
displayed this relationship. Such a negative response to eastward ridge movement 
could further exacerbate already dry conditions across these Divisions as they 
serve as a primary snowpack and melt off water resource for the larger lower 
elevation desert populations such as Phoenix and Las Vegas.  
 Observed wintertime precipitation is strongly affected by the intensity of the 
ridge, particularly across the WS ridge intensity to WS precipitation and the LS 
ridge intensity to LS precipitation correlations. The focus of the WS and LS 
seasonal windows indicate that while ES winter precipitation occurs, the focus of 
the most significant changes to needed precipitation occurs in the LS (and the 
weighted the WS solutions that was as well).  
 All Pearson Correlation coefficients across all of the four seasonal window tests 
(same as the ridge position tests) were negative. Negative coefficients indicate an 
inverse relationship, in this instance between 500hPa mean ridge axis strength and 
observed winter precipitation. When the ridge axis is found to increase in 
strength, observed precipitation decreases at or very close to the α level. The 
earlier review of the behavior of the 500hPa ridge axis over time indicated that 
over the study period (64 years) the mean strength of the ridge axis has been 
increasing. As the ridge grows stronger, drier conditions are expected at the 
surface which will impact cities like Phoenix and Las Vegas that heavily rely on 
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winter precipitation to recharge water storage facilities scattered throughout the 
region. 
 While the location of the ridge does not impact precipitation as much as intensity, 
the winter mean ridge axis was found to be moving eastward. Eastward 
movement of a gradually intensifying mean ridge could lead to seasonal changes 
across snow levels, storm track and impact communities across the desert 
Southwest.  
5.2 FUTURE RESEARCH 
 My many tests and analyses into the wintertime mean ridge and wintertime 
precipitation opened the door to areas and new directions for research topics. These 
include: 
 The application of the method within this thesis to other regions in the western 
United States such as the West Coast, Pacific Northwest, Intermountain West, 
Northern Rockies (utilizing different U.S. Climate Divisions). Further application 
of this method and application to different regions will uncover more details of 
the complex relationship between the 500hPa ridge and wintertime precipitation. 
Additional information to aide in forecaster and resource manager’s decisions is 
always needed. 
 Evaluating the significant years (maxima and minima) within the U.S. Climate 
Divisions and where the 500hPa mean ridge axis during that winter season. When 
generating the descriptive statistic for the selected U.S. Climate Divisions in this 
study, there were several instances where the maximum or minimum values 
converged on particular years. These often coincided with years/winter identified 
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to be influenced by a strong warm phase of the El Niño-Southern Oscillation or 
other significant teleconnection phases. Observing mean ridge axis behavior 
during those time frames could provide further insight into the impacts and upper 
circulation pattern that supported those observed precipitation amounts at the 
surface. 
 A deeper investigation of the ridge (averaged line “washes” out detail of ridge 
orientation) including tilt, ridge core, pivot points, etc. This study makes a big 
assumption in that the ridge axis runs perfectly north to south along one line of 
longitude. For this initial effort in building a Pacific wintertime ridge climatology, 
focus was kept on the ridge axis and averaging its location more than preserving 
features of tilt or the core of the ridge. The 500hPa ridge axis rarely behaves like 
the average ridge axes I generated with this study and further details into tilt, 
other structures within the ridge and their influence over observed weather could 
be very informative and interesting to uncover via spatial analysis techniques. 
 The evaluation of mean ridge axis behavior, trend and variability (mean ridge and 
“real” ridge such that tilt/orientation is preserved) in conjunction with the phases 
of the El Niño-Southern Oscillation (ENSO). It is well known that the different 
phases of ENSO can play a significant role in observed wintertime precipitation in 
the Southwest (e.g., Namias 1976; Trenberth 1997; Feldl and Roe 2010). As I 
identified some relational factors between the mean ridge axis location and 
strength to precipitation, how does the mean ridge axis location and strength 
relate to the different elements of ENSO? Are they closely related? Is the 
movement of the ridge more prominent during certain ENSO phases? Answers to 
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these questions would be very interesting to work towards and add another piece 
to the ENSO-weather/climate puzzle. 
 Further research into the mean ridge axis behavior (mean axis and real ridge) in 
conjunction with other teleconnection patterns such as the North American Mode 
(NAM), North Atlantic Oscillation (NAO), Pacific Decadal Oscillation (PDO), 
etc. would also be valuable. Often these other teleconnection patterns (different in 
either location or frequency as compared to ENSO) can impact the atmospheric 
pattern down or upstream of the Pacific wintertime ridge. They also may directly 
have some additional influence to the movement or intensity of the North Pacific 
wintertime mean ridge axis analyzed in the study. Looking further into additional 
teleconnections could uncover those relationships. 
 Does the mean ridge axis variability have as a pronounced impact on winter 
temperatures? Previous literature such as Knowles et al. (2006) and Svoma (2011) 
identify that changes to the atmospheric temperature profile impact the type of 
precipitation that is observed at the surface. Understanding if the ridge also 
impacts surface temperatures will provide additional insight to power utility needs 
and response to the drier and warmer conditions already occurring.  
 The incorporation of higher resolution datasets (such as the North American 
Reanalysis for the upper air and PRISM gridded precipitation data) would be an 
interesting effort to further build upon the wintertime 500hPa ridge axis 
climatology in this thesis. As data and computing capacity advancement 
continues, so does our capacity to reanalyze and model atmospheric processes. 
Using higher resolution datasets could lead to more focused results that could be 
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applied and communicated to the specific areas (such as regions within the U.S.) 
they pertain to. Also, comparisons between the different resolution datasets could 
be made to further understanding of the datasets used in weather and climate 
research. 
5.3 SIGNIFICANCE  
 For this research study, I posed two research questions, the first focusing on a 
prominent component of the upper air circulation pattern and its movement through time. 
Understanding how the 500hPa ridge axis (defined as the areas of maximum observed 
pressure and curvature of the height surface) may be changing both in location and 
intensity over time provides key information that can be applied in the field of 
meteorology, climatology, natural resource management and urban planning to identify a 
few. 
In understanding mean ridge axis behavior, meteorologists and climatologists can 
apply that information to their forecasting duties, which often include (a) both short and 
long duration high impact events (e.g., Hill 1993; Kodama and Businger 1998; Kunkel et 
al. 1999), (b) changes to the atmospheric profile and pattern (for example as the ridge 
shifts eastward and intensifies it may impact winter cycle genesis and/or deflect the storm 
track [Keller et al. 2006; Fu et al. 2009]) (c) impacts to freezing levels and snow growth 
zones (e.g., Lettenmaier et al. 1994; Knowles et al. 2006, Svoma 2011), and (d) longer 
range forecasting for drought and hydrologic purposes (e.g. Trenberth et al. 2003; Harper 
et al. 2007; Gutzler and Robbins 2011). Understanding and translating the changes 
happening in the ridge to the non-meteorological community (Morss et al. 2008) will 
allow for more informed decisions about efficient urban community designs and 
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development in efforts to design more sustainable communities (Gober et al. 2010) as 
well as water resource managers for communities and large utilities who have growing 
populations that rely on their ability to store water in normally arid regions (e.g., Pagano 
et al. 2002; Morehouse et al. 2002; U.S. Census Bureau 2005).  
 The second question went further beyond investigating the mean ridge behavior 
over time by linking changes in its movements and strength overtime to already observed 
conditions in the form of wintertime precipitation in the Southwest. While the 
correlations between ridge characteristics and precipitation were not overwhelmingly 
large, there is evidence of an inverse relationship between the ridge and observed 
precipitation such that continued over the last 64 years a closer ridge axis to the west 
coast meant drier precipitation conditions across the Southwest 
 In particular, I found that late winter months of January and February (referred to 
as LS) ridge strength had the strongest correlation and inverse relationship. As the ridge 
continues to move eastward bringing with it stronger ridge heights over the Desert 
southwest (increasing), observed precipitation was found to decrease in response. LS 
precipitation and the storms that do make it to the region are important for high impact 
winter weather forecasts and for natural resource managers as many of the cities within 
the study rely on the “cool season” precipitation delivery to refill large scale water 
storage facilities. A decrease of precipitation or snowpack to an already climatologically 
dry region would further stress area water resources and impact already established and 
future communities. 
 The key points meteorologists and climatologists should gain from this thesis are 
(1) the 500hPa mean winter Pacific ridge is moving eastward and intensifying over the 
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last 60-plus years and (2) both the eastward movement (closer to the U.S. west coast) and 
intensification spell out drier conditions across the desert Southwest. This leads to the 
potential for drier and warmer winter conditions, modification of the atmospheric profile 
affecting precipitation type and adjustment to the storm track and possible intensity of 
winter storms to effectively move through the region and precipitate out. The 
combination of eastward movement and intensification with the identified relationship of 
drier conditions under strong 500hPa ridging in the winter should not signal to the 
forecaster that winter storm frequency is going down across the west, just that their 
effectiveness may be diminished or placement of the storm track is not favorable to affect 
the much needed winter precipitation observed in the West.  
 For water managers, other natural resource managers and planners, these results 
will add further confidence to the importance of effective planning to mitigate the 
impacts of potentially drier and warmer winters to come. Several million people rely on 
cool season precipitation and those who manage it to sustain their communities in the 
desert Southwest during the very warm summer months where water demand is high. 
While this thesis did not set out to produce a forecast of upcoming climate conditions, 
there was no indication in the trends that the changes occurring to the 500hPa mean 
Pacific ridge axis are going to stop. As such, we can expect to drier and warmer winters 
in the long term that, if not properly accounted for in forecasting and planning, could 
amplify already on-going concerns and impacts to those who call the desert Southwest 
home.  
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! 
! 
! This program reads the upper air dataset over the study area, reads each value 
! and when the max value in a line is read it will be written to a file and 
! the coordinates in the matrix which will be converted to lat and lon values. 
! Max height means ridge apex for that latitudinal line. 
! 
! i = 180 to 270E/90W 37 Columns 
! j = 70N/20N 21 Rows 
! 
! 
! 
! 
! JMN 
! Initial authoring: 10/2012 
!!!!!!!!!!!!!!!!!!!!!Line 16!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! 
 
program Ridge_Points 
implicit none 
 
 
integer :: i, j, year, lat, lon 
real :: hgt5(21,37), h=0, max 
character(len=10) :: season 
 
open (unit=1, file='s2011-2012.txt' , status= "old", action= 'read') 
 
open (unit=2, file='RPS_S2011-2012.txt' , status= "new", action= 'write') 
 
read (1, 101) 
read (1, 103) season 
read (1, 105) year 
read (1, 107) 
 
101 format (1x/) 
103 format (1x,a10) 
105 format (1x,i4) 
107 format (1x,///) 
109 format (36(f9.4, 1x),f9.4) 
 
 
 
 
write (2,*) season  
write (2,*) year 
write (2,*) 
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do i=1,21 
 
write (6,*) 'In do loop 1' 
 
max=0 
 
 read (1,109) (hgt5(i,j),j=1,37) 
        write (6,*) i,(hgt5(i,j),j=1,37) 
   
do j=1,37 
   if (hgt5(i,j).GT.max) then  
   max=hgt5(i,j) 
          write (6,*) max 
 
   lat=i 
   lon=j 
   
          end if 
 end do 
 
write (2,106) max,lat,lon 
 
end do 
 
 
! ODD equals read files 
! EVEN equals write files 
 
 
 
102 format (a10) 
104 format (i4) 
106 format (1x, f9.4,2x,i2,2x,i2,2x) 
 
 
stop 
end program Ridge_Points 
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! This program "decodes" the lat and lon values from  
! 
! Ridge_Points.f95 from their i & j values. 
! 
! i values = 1 thru 37 
! j values = 1 thru 21 
! 
! 
!!!!!line 8!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! 
 
program UpperAirDecoder 
implicit none 
 
 
integer:: n,i,j,year 
real:: hgt5,lat,lon 
character(len=10):: season 
 
open (unit=1, file='RPS_mL2012.txt', status= 'old', action= 'read') 
 
open (unit=2, file='RPS-C_mL2012.txt', status= 'new', action= 'write') 
 
read (1,101) season 
read (1,103) year 
!read (1,105) 
 
101 format (1x,a10) 
103 format (8x,i4)  
!105 format (/) 
107 format (1x,f9.4,2x,i2,2x,i2,2x) 
 
write (2,*) season 
write (2,*) year 
write (2,*)  
 
102 format (1x,f9.4,2x,f5.1,2x,f5.1,2x) 
 
n=0 
 
do n=1,22,1 
 
!write (6,*) n 
!pause 
 
  read (1,107) hgt5,i,j 
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!write (6,*) hgt5,i,j 
!pause 
 
    lat=72.5-(i*2.5) 
 
!write (6,*) lat 
!pause 
    lon=182.5-(j*2.5) 
 
!write (6,*) lon 
!pause 
 
write (2,102) hgt5,lat,lon  
 
end do 
 
write (2,*)  
 
!Latitude 
! 
!Line # ii  Actual Latitude 
!9  1  70.0 
!10  2  67.5 
!11  3  65.0 
!12  4  62.5 
!13  5  60.0 
!14  6  57.5 
!15  7  55.0 
!16  8  52.5 
!17  9  50.0 
!18  10  47.5 
!19  11  45.0 
!20  12  42.5 
!21  13  40.0 
!22  14  37.5 
!23  15  35.0 
!24  16  32.5 
!25  17  30.0 
!26  18  27.5 
!27  19  25.0 
!28  20  22.5 
!29  21  20.0 
! 
! 
! 
!Longitude 
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! 
!jj  Actual Lon 
!1  180.0 
!2  177.5 
!3  175.0 
!4  172.5 
!5  170.0 
!6  167.5 
!7  165.0 
!8  162.5 
!9  160.0 
!10  157.5 
!11  155.0 
!12  152.5 
!13  150.0 
!14  147.5 
!15  145.0 
!16  142.5 
!17  140.0 
!18  137.5 
!19  135.0 
!20  132.5 
!21  130.0 
!22  127.5 
!23  125.0 
!24  122.5 
!25  120.0 
!26  117.5 
!27  115.0 
!28  112.5 
!29  110.0 
!30  107.5 
!31  105.0 
!32  102.5 
!33  100.0 
!34  97.5 
!35  95.0 
!36  92.5 
!37  90.0 
 
 
stop 
end program UpperAirDecoder 
 
 
