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Abstract
The purpose of this paper is to compute the Drinfel’d polynomials for two types of
evaluation representations of quantum affine algebras at roots of unity and construct
those representations as the submodules of evaluation Schnizer modules. Moreover,
we obtain the necessary and sufficient condition for that the two types of evaluation
representations are isomorphic to each other.
1 Introduction
For a generic q, let Uq(g) be the quantum algebra associated with a simple Lie algebra
g and Uq(g˜) be the non-twisted quantum loop algebra of g. It is known that every finite
dimensional irreducible Uq(g) (resp. Uq(g˜)) modules are highest weight module and classified
by highest weights. Moreover, there exists one to one correspondence from the set of their
highest weights to Zn+ (resp. polynomials C0[t]
n), where Z+ := {0, 1, 2, · · · } (resp. C0[t] :=
{P ∈ C[t] |P is monic and P (0) 6= 0}). The theory of finite dimensional Uq(g˜)-modules is
introduced in [9]. We denote the Uq(g) (resp. Uq(g˜)) module corresponding to λ ∈ Z
n
+ (resp.
P ∈ C0[t]
n) by Vq(λ) (resp. V˜q(P)), where the polynomial P of V˜q(P) is called “Drinfel’d
polynomial”.
In the case g = sln+1, there exist C-algebra homomorphisms ev
+
a , ev
−
a : Uq(s˜ln+1) −→
Uq(sln+1) for a ∈ C
× (see [16], [7]). By using these homomorphisms, we can regard Vq(λ) as
a Uq(s˜ln+1)-module, which are called “evaluation representations” and denoted by Vq(λ)
±
a
.
By the classification theorem of finite dimensional Uq(s˜ln+1)-modules([9]), there exists a
unique polynomial P±a ∈ C0[t]
n such that Vq(λ)
±
a is isomorphic to V˜q(P
±
a ) as a Uq(s˜ln+1)-
module respectively. The Drinfel’d polynomials P±
a
are computed by Chari and Pressley in
[7]. In this paper, we shall consider evaluation representations at roots of unity.
Let ε be a primitive l-th root of unity. The representation theory of quantum algebras
at roots of unity is divided into two types. One is for Uε(g), Uε(g˜) defined by De Concini-
Kac (=non-restricted type) in [12] and the other is for U resε (g), U
res
ε (g˜) defined by Lusztig
(=restricted type) in [17].
U resε (g) (resp. U
res
ε (g˜)) has the C-subalgebra U
fin
ε (g) (resp. U
fin
ε (g˜)) which is called “small
quantum algebra”. By the tensor product theorem (see [17], [10]), in order to understand the
representation theory of U resε (g) (resp. U
res
ε (g˜)), we may consider the one of U
fin
ε (g) (resp.
Ufinε (g˜)). Indeed, every finite dimensional irreducible U
fin
ε (g) (resp. U
fin
ε (g˜)) module is a
highest weight module and classified by highest weight. Moreover, there exists one to one
correspondence from the set of their highest weights to Znl (resp. polynomials Cl[t]
n), where
Zl := {0, 1, · · · l − 1} (resp. Cl[t] := {P ∈ C0[t] |P is not divisible by (1 − ct
l) for all c ∈
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C
×}). We denote the Ufinε (g) (resp. U
fin
ε (g˜)) module corresponding to λ ∈ Z
n
l (resp. P ∈
Cl[t]
n) by V finε (λ) (resp. V˜
fin
ε (P)).
We also obtain the evaluation representations of V finε (λ) in the case of U
fin
ε (s˜ln+1). We
denote them by V finε (λ)
±
a . We can compute the Drinfel’d polynomials of V
fin
ε (λ)
±
a by the
similar method to [7] (see Theorem 4.13 in this paper). Moreover, for a± ∈ C
×, we shall
show that V finε (λ)
+
a+
is isomorphic to V finε (λ)
−
a−
if and only if
a+ = a−ε
2(
∑ i−1
k=1 λk−
∑
n
k=i+1 λk+i) for all i ∈ supp(λ), (1)
where supp(λ) := {1 ≤ i ≤ n |λi 6= 0}. If q is generic, the condition (1) never occurs for
#(supp(λ)) > 1. But, in this case, there exists λ ∈ Znl which satisfies (1) for #(supp(λ)) > 1
(see Proposition 4.14, 4.15).
On the other hand, many finite-dimensional irreducible Uε(g) (resp. Uε(g˜)) modules are
no longer highest or lowest weight modules and they are characterized by several continuous
parameters (see [12], [5]). For g = sln+1, such Uε(sln+1)-modules are constructed explicitly
in [11], which are called “maximal cyclic representation”. For an arbitrary simple Lie algebra
g, Schnizer introduced an alternative construction of such Uε(g)-modules in [22], [23], which
we call “Schnizer modules”.
By using the theory of the quantum algebra of restricted type, we obtain that every
finite dimensional irreducible “nilpotent” Uε(sln+1)-modules are highest weight module and
classified by highest weight (see §3.4 and §5.2). Moreover, there exists the one to one
correspondence from the set of their highest weights to Znl (resp. Cl[t]
n). We denote the
Uε(sln+1) (resp. Uε(s˜ln+1)) module corresponding to λ ∈ Z
n
l (resp. P ∈ Cl[t]
n) by V nilε (λ)
(resp. V˜ nilε (P)). We also obtain the evaluation representations of V
nil
ε (λ), which are denoted
by V nilε (λ)
±
a
. The module V nilε (λ)
±
a
is regraded as a Ufinε (s˜ln+1)-module and V
nil
ε (λ)
±
a
is
isomorphic to V finε (λ)
±
a as a U
fin
ε (s˜ln+1)-module (see §5.2). Therefore, for a± ∈ C
×, we
obtain
V nilε (λ)
+
a+
is isomorphic to V nilε (λ)
−
a−
if and only if (1) holds. (2)
We can also prove (2) without using the theory of the quantum algebra of restricted type.
In [21], T.N. showed that one can construct V nilε (λ) as the subrepresentation of a maximal
cyclic representation by specializing their parameters properly for type A. Similarly, in [1],
we found that we can construct V nilε (λ) as a submodule of a Schnizer module if g=A, B,
C or D, and then we can construct V nilε (λ)
±
a
as the submodule of evaluation of a Schnizer
module. By using this fact, we can prove (2) (see §5 alternative proof of Proposition 5.11
(b)).
The organization of this paper is as follows. In §2, we introduce basic properties of
quantum algebras for generic q. In §3, we introduce quantum algebras at roots of unity
of non-restricted type and restricted type. Moreover, we prove the isomorphisn theorem of
these algebras. In §4 (resp. §5), we discuss about the evaluation representations of restricted
(resp. non-restricted) type.
2 Quantum algebras (generic case)
2.1 Notations
We fix the following notations (see [2], [5]). Let sln+1 be the finite dimensional simple
Lie algebra over C of type An and s˜ln+1 = sln+1 ⊗ C[t, t
−1] the loop algebra of sln+1. We
set I := {1, 2, · · · , n} and I˜ := I ⊔ {0}. Let (ai,j)i,j∈I˜ be the generalized Cartan matrix
of s˜ln+1, that is, ai,i = 2, ai,j = −1 if |i − j| = 1 or n, and ai,j = 0 otherwise. Then
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(ai,j)i,j∈I is the Cartan matrix of sln+1. Let Π := {αi}i∈I (resp. Π˜ := {αi}i∈I˜) the set of
the simple roots of sln+1 (resp. s˜ln+1) and Π
∨ := {α∨i }i∈I (resp. Π˜
∨ := {α∨i }i∈I˜) be the
set of the simple coroots of sln+1 (resp. s˜ln+1). Let h be the Cartan subalgebra of sln+1
and h∗ the C-dual space of h. Then Π∨ (resp. Π ) is a C-basis of h (resp. h∗). We have a
C-bilinear map 〈, 〉 : h∗ × h −→ C such that 〈αj , α
∨
i 〉 = ai,j for any i, j ∈ I. Define the root
lattice Q :=
⊕
i∈I Zαi (resp. the coroot lattice Q
∨ :=
⊕
i∈I Zα
∨
i ) and the affine root lattice
Q˜ := Zα0 ⊕ Q (resp. the affine coroot lattice Q˜
∨ := Zα∨0 ⊕ Q
∨). For i ∈ I, we define the
fundamental weights {Λi}i∈I ⊂ h
∗ by
Λi :=
1
n+ 1
{(n− i+ 1)
i∑
k=1
kαk + i
n∑
k=i+1
(n− k + 1)αk}. (2.1)
Similarly, we define the fundamental coweights {Λ∨i }i∈I ⊂ h by replacing α in Λi with α
∨.
Then we have 〈Λi, α
∨
j 〉 = δi,j (resp. 〈αj ,Λ
∨
i 〉 = δi,j) for any i, j ∈ I. Define the weight
lattice P :=
⊕
i∈I ZΛi (resp. the coweight lattice P
∨ :=
⊕
i∈I ZΛ
∨
i ) and define a symmetric
bilinear form (, ) : h∗ × h∗ −→ C determined by (αi, αj) = ai,j for any i, j ∈ I.
Let ∆ (resp. ∆+) be the set of roots (resp. positive roots) of sln+1 and θ :=
∑
i∈I αi be the
highest root in ∆. We set δ := α0 + θ. Let ∆˜ be the affine root system of s˜ln+1. Then we
have ∆˜ = ∆˜re ⊔ ∆˜im, where
∆˜re := {α+ nδ |α ∈ ∆, n ∈ Z}, ∆˜im := {nδ |n ∈ Z× := (Z \ {0})},
and ∆˜ = ∆˜+ ⊔ (−∆˜+), where
∆˜+ := ∆˜
re
+ ⊔ ∆˜
im
+ , ∆˜
re
+ := {α+ nδ |α ∈ ∆, n ∈ N := {1, 2, · · · }} ⊔∆+, ∆˜
im
+ := {nδ |n ∈ N}.
Moreover, we set
∆˜im+ (I) := I × ∆˜
im
+ = {(i, nδ) | i ∈ I, n ∈ N}, ∆˜+(I) := ∆˜
re
+ ⊔ ∆˜
im
+ (I),
∆˜im(I) := {(i, nδ) | i ∈ I, n ∈ Z×}, ∆˜(I) := ∆˜re ⊔ ∆˜im(I).
For i ∈ I˜, let si be the simple reflection on h
∗, that is, si(λ) = λ − 〈λ, α
∨
i 〉αi for any
λ ∈ h∗. The affine Weyl group W˜ of s˜ln+1 (resp. Weyl group W of sln+1) is generated
by {si}i∈I˜ (resp. {si}i∈I). For x ∈ h, we define tx : h
∗ −→ h∗ by tx(λ) = λ − 〈λ, x〉δ
and set TP∨ := {tx |x ∈ P
∨}, TQ∨ := {tx |x ∈ Q
∨}. Consider the extended affine
Weyl group Ŵ := W×˜TP∨ , where the structure of the semi-direct product is given by
(s, tx)(s
′
, ty) = (ss
′
, ts′−1xty) for any s, s
′
∈ W , and x, y ∈ P∨. We set T := {τ : I˜ −→
I˜; permutation | aτ(i),τ(j) = ai,j for any i, j ∈ I˜} and define the semi-direct product T ×˜W˜
by τsiτ
−1 = sτ(i) for τ ∈ T , i ∈ I˜. It is known that Ŵ ∼= T ×˜W˜ and W˜ ∼= W×˜TQ∨ . In
particular, the latter isomorphism is given by si 7→ (si, idh∗) for i ∈ I and s0 7→ (sθ, tθ∨),
where θ∨ :=
∑
i∈I α
∨
i . The length of an element τw ∈ Ŵ(τ ∈ T , w ∈ W˜) is given by
l
Ŵ
(τw) := l
W˜
(w), where l
W˜
is the length function of W˜ .
Let q be an indeterminate. For r ∈ Z, m ∈ N, we define q-integers and Gaussian binomial
coefficients in the rational function field C(q) by
[r] :=
qr − q−r
q − q−1
, [m]! := [m][m− 1] · · · [1],
[
r
m
]
:=
[r][r − 1] · · · [r −m+ 1]
[1][2] · · · [m]
.
Similarly, for c ∈ C (c 6= 0,±1), we define
[r]c :=
cr − c−r
c− c−1
, [m]c! := [m]c[m− 1]c · · · [1]c,
[
r
m
]
c
:=
[r]c[r − 1]c · · · [r −m+ 1]c
[1]c[2]c · · · [m]c
.
We set [0]! := [0]c! := 1.
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2.2 Definitions
Definition 2.1. The quantum loop algebra U˜q := Uq(s˜ln+1) (resp. the quantum algebra
Uq := Uq(sln+1), the extended quantum algebra U
′
q := U
′
q(sln+1)) is an associative C(q)-
algebra generated by {Ei, Fi,Kµ | i ∈ I˜ (resp. i ∈ I, i ∈ I), µ ∈ Q˜ (resp. µ ∈ Q, µ ∈ P )}
with the relations
KµKν = Kµ+ν , K0 = 1, Kα0 = K
−1
θ ,
KµEjK
−1
µ = q
(µ,αj)Ej , KµFjK
−1
µ = q
−(µ,αj)Fj ,
EiFj − FjEi = δi,j
Kαi −K
−1
αi
q − q−1
,
1−aij∑
r=0
(−1)rE
(r)
i EjE
(1−ai,j−k)
i =
1−aij∑
r=0
(−1)rF
(r)
i FjF
(1−ai,j−k)
i = 0 i 6= j,
where
E
(r)
i :=
1
[r]!
Eri , F
(r)
i :=
1
[r]!
F ri (r ∈ Z+ := {0, 1, 2, · · · }).
Let U˜+q (resp. U˜
−
q , U˜
0
q ) be the C(q)-subalgebra of U˜q generated by {Ei}i∈I˜ (resp.{Fi}i∈I˜ ,
{Kµ}µ∈Q). Similarly, let U
+
q (resp. U
−
q , U
0
q ) be the C(q)-subalgebra of Uq generated by
{Ei}i∈I (resp.{Fi}i∈I , {Kµ}µ∈Q).
It is well known that U˜q (resp. Uq) have a Hopf algebra structure and its comultiplication
is given by
∆(Ei) = Ei ⊗ 1 +Kαi ⊗ Ei, ∆(Fi) = Fi ⊗K
−1
αi
+ 1⊗ Fi, ∆(Kµ) = Kµ ⊗Kµ,
where i ∈ I˜ (resp. I), µ ∈ Q.
We have a C-algebra anti-automorphism Ω : U˜q −→ U˜q and a C(q)-algebra anti-automorphism
Φ : U˜q −→ U˜q such that
Ω(q) = q−1, Ω(Ei) = Fi, Ω(Fi) = Ei, Ω(Kµ) = K
−1
µ , (2.2)
Φ(Ei) = Ei, Φ(Fi) = Fi, Φ(Kµ) = K
−1
µ , (2.3)
for i ∈ I˜ , µ ∈ Q. Let Ti be the C(q)-algebra automorphism of U˜q introduced by Lusztig ([20,
§37]:
Ti(E
(m)
i ) = (−1)
mq−m(m−1)F
(m)
i K
m
αi
, Ti(F
(m)
i ) = (−1)
mqm(m−1)K−1αi E
(m)
i ,
Ti(E
(m)
j ) =
−mai,j∑
r=0
(−1)r−mai,jq−rE
(−mai,j−r)
i E
(m)
j E
(r)
i (i 6= j),
Ti(F
(m)
j ) =
−mai,j∑
r=0
(−1)r−mai,jqrF
(r)
i F
(m)
j F
(−mai,j−r)
i (i 6= j),
Ti(Kµ) = Ksi(µ), (2.4)
where i ∈ I˜ ,m ∈ N, µ ∈ Q. For τ ∈ T , we define U˜q-automorphism Tτ by
Tτ (Ei) := Eτ(i), Tτ (Fi) := Fτ(i), Tτ (K
±1
αi
) := K±1ατ(i) (i ∈ I˜). (2.5)
We obtain that
T−1i = ΦTiΦ
−1, TiΩ = ΩTi, TτΩ = ΩTτ . (2.6)
Let w ∈ Ŵ and w = τsi1 · · · sim(τ ∈ T , i1, · · · , im ∈ I˜ ,m ∈ N) be a reduced expression of w.
Then Tw := TτTi1 · · ·Tim is a well-defined U˜q-automorphism, that is, Tw does not depend
on the choice of reduced expression of w.
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2.3 Drinfel’d realization
It is known that U˜q has another realization which is called Drinfel’d realization.
Definition 2.2 ([13]). Let Dq be an associative C(q)-algebra generated by {X
±
i,r, Hi,s,Kµ | i ∈
I, r, s ∈ Z, s 6= 0, µ ∈ Q} with the relations
KµKν = Kµ+ν , K0 = 1, [Kµ, Hj,s] = [Hi,r, Hj,s] = 0,
KµX
±
i,rK
−1
µ = q
±(µ,αi)X±i,r, [Hj,s, X
±
i,r] = ±
[rai,j ]
r
Xi,r+s,
X±i,r+1X
±
j,s − q
±ai,jX±j,sX
±
i,r+1 = q
±ai,jX±i,rX
±
j,s+1 −X
±
j,s+1X
±
i,r,
[X+i,r, X
−
j,s] = δi,j
Ψ+i,r+s −Ψ
−
i,r+s
q − q−1
,
∑
π∈Sm
m∑
k=0
(−1)k
[
m
k
]
X±i,rpi(1) · · ·X
±
i,rpi(k)
X±j,sX
±
i,rpi(k+1)
· · ·X±i,rpi(m) = 0, (i 6= j),
for r1, · · · , rm ∈ Z, where m := 1 − ai,j, Sm is the symmetric group on m letters, and Ψ
±
i,r
are determined by
∞∑
r=0
Ψ±i,±ru
±r := K±1αi exp(±(q − q
−1)
∞∑
s=1
Hi,±su
±s),
and Ψ±i,±r := 0 if r < 0.
For i ∈ I, let tΛ∨
i
= τsj1 · · · sjr (τ ∈ T , j1, · · · jr ∈ I˜) be a reduced expression of tΛ∨i (see
§2.1). Then we set TΛ∨
i
:= TτTj1 · · ·Tjr .
Theorem 2.3 ([2]). There exists a C(q)-algebra isomorphism T : Dq −→ U˜q such that
T (X+i,r) = (−1)
irT−rΛ∨
i
(Ei), T (X
−
i,r) = (−1)
irT rΛ∨
i
(Fi) (i ∈ I, r ∈ Z). (2.7)
In particular, by [2] §4 Remark and [7] §2.5, we obtain the inverse map of T :
T−1(Ei) = X
+
i,0, T
−1(Fi) = X
−
i,0, T
−1(Kµ) = Kµ,
T−1(E0) = (−1)
m+1qn+1[X−n,0, · · · [X
−
m+1,0, [X
−
1,0, · · · [X
−
m−1,0, X
−
m,1]q−1 · · · ]q−1K
−1
θ ,
T−1(F0) = (−1)
m+n[X+n,0, · · · [X
+
m+1,0, [X
+
1,0, · · · [X
+
m−1,0, X
+
m,−1]q−1 · · · ]q−1Kθ, (2.8)
for m, i ∈ I, where [u, v]q±1 := uv − q
±1vu for u, v ∈ U˜q (T is independent of the choice of
m). We idntify Dq with U˜q by this isomorphism T .
2.4 PBW basis
Let w0 be a longest element in W and w0 = si1 · · · siN be a reduced expression of w0. We
set γ1 := αi1 , γ2 := si1(αi2 ), · · · , γN := si1 · · · siN−1(αiN ). By the theory of the classical Lie
algebra, we have ∆+ = {γ1, · · · , γN}. Define the root vectors in Uq by
E¯γk := Ti1 · · ·Tik−1(Eαik ), F¯γk := Ω(Eγk), (2.9)
for 1 ≤ k ≤ N , where Eαi := Ei, Fαi := Fi (i ∈ I). We set
Z
∆+
+ := {c : ∆+ −→ Z+; map}, B
0
q := {Kµ |µ ∈ Q},
B+q := {
<∏
γ∈∆+
E¯c(γ)γ | c ∈ Z
∆+
+ }, B
−
q := Ω(B
+
q ), Bq := B
−
q B
0
qB
+
q , (2.10)
where < means that the product is ordered by γ1 < · · · < γN .
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Theorem 2.4 ([18] §1). B⋆q (resp. Bq) is a C(q)-basis of U
⋆
q (resp. Uq) for ⋆ ∈ {−, 0,+}.
The following notations and facts are given in [4]. Let ρ∨ := 12
∑
α∈∆+
α∨(∈ P∨) and
t2ρ∨ = sj1 · · · sjN˜ be a reduced expression of t2ρ∨(2ρ
∨ ∈ Q∨). Define the doubly infinite
sequence (· · · , i−1, i0, i1, · · · ) by ik := jk′ if k ≡ k
′
(mod N˜) for all k ∈ Z, 1 ≤ k
′
≤ N˜ . We
set
βk := si0si−1 · · · sik+1(αik) (k ≤ 0), βk := si1si2 · · · sik−1(αik ) (k > 0).
Then we have ∆˜re+ = {βk}k∈Z. Define a total order on ∆˜+(I) by
β0 < β−1 < β−2 < · · · < (1, δ) < · · · < (n, δ) < (1, 2δ) < · · · < (n, 2δ) < · · · < β2 < β1. (2.11)
We set Eαi := Ei, Fαi := Fi (i ∈ I˜). Define the positive real root vectors in U˜q by
Eβk := T
−1
i0
T−1i−1 · · ·T
−1
ik+1
(Eαik ) (k ≤ 0), Eβk := Ti1Ti2 · · ·Tik−1(Eαik ) (k > 0), (2.12)
and the positive imaginary root vectors E(i,rδ) by
exp((q − q−1)
∞∑
s=1
E(i,sδ)u
k) := 1 +
∞∑
s=1
(q − q−1)Ê(i,sδ)u
k, (2.13)
where Ê(i,sδ) := E−αi+sδEi − q
−2EiE−αi+sδ for i ∈ I, s ∈ N. Define the negative root
vectors by Fβ := Ω(Eβ) for β ∈ ∆˜+(I). We set
Z
∆˜+(I)
+ := {c : ∆˜+(I) −→ Z+; map |#{c(β) 6= 0} <∞}, B˜
0
q := {Kµ |µ ∈ Q},
B˜+q := {
<∏
β∈∆˜+(I)
E
c(β)
β | c ∈ Z
∆˜+(I)
+ }, B˜
−
q := Ω(B˜
+
q ), B˜q := B˜
−
q B˜
0
q B˜
+
q , (2.14)
where < is the total order as in (2.11).
Theorem 2.5 ([3]). B˜⋆q (resp. B˜q) is a C(q)-basis of U˜
⋆
q (resp. U˜q) for ⋆ ∈ {−, 0,+}.
By [4] Lemma 1.5, we obtain
X+i,r = (−1)
irEαi+rδ (r ≥ 0), X
+
i,r = (−1)
ir−1F−αi−rδK
−1
i (r < 0),
X−i,r = (−1)
ir−1KiE−αi+rδ (r > 0), X
−
i,r = (−1)
irFαi−rδ (r ≤ 0),
Hi,s = (−1)
isE(i,sδ), Ψ
+
i,s = (−1)
is(q − q−1)KiÊ(i,sδ), (2.15)
for i ∈ I, r ∈ Z, s ∈ N.
2.5 Evaluation homomorphisms
There exists a C(q)-algebra homomorphism Uq(sln+1) −→ Uq(s˜ln+1) such that
Ei 7→ X
+
i,0, Fi 7→ X
−
i,0, Kµ 7→ Kµ, (2.16)
for i ∈ I, µ ∈ Q. Moreover, for m ∈ I, 0 ≤ k ≤ n − m, there exists a C(q)-algebra
homomorphism Uq(s˜lm+1) −→ Uq(s˜ln+1) such that
X±i,r 7→ X
±
i+k,r , Hi+k,s 7→ Hi,s, Kαi 7→ Kαi+k , (2.17)
for 1 ≤ i ≤ m, r, s ∈ Z(s 6= 0). Hence we can regard any Uq(s˜ln+1)-module as a Uq(sln+1)-
module and Uq(s˜lm+1)-module. Let U
′
q(sln+1) be the extended quantum algebra in Definition
2.1. By the following proposition, we can regard any U
′
q(sln+1)-module as a Uq(s˜ln+1)-
module.
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Proposition 2.6 ([16] §2, [7] Proposition 3.4). For any a ∈ C×, there exist C(q)-algebra
homomorphisms ev±
a
: Uq(s˜ln+1) −→ U
′
q(sln+1) such that
ev±a (Ei) = Ei, ev
±
a (Fi) = Fi, ev
±
a (Kµ) = Kµ,
ev+
a
(E0) = q
−1
aKΛ1K
−1
Λn
[Fn, [Fn−1, · · · , [F2, F1]q−1 · · · ]q−1 ,
ev−
a
(E0) = q
−1
aK−1Λ1 KΛn [F1, [F2, · · · , [Fn−1, Fn]q−1 · · · ]q−1 ,
ev+a (F0) = (−1)
n−1qna−1K−1Λ1 KΛn [En, [En−1, · · · , [E2, E1]q−1 · · · ]q−1 ,
ev−a (F0) = (−1)
n−1qna−1KΛ1K
−1
Λn
[E1, [E2, · · · , [En−1, En]q−1 · · · ]q−1 ,
for i ∈ I and µ ∈ P By (2.4), (2.6), we obtain
ev+
a
(E0) = q
−naKΛ1K
−1
Λn
T−11 · · ·T
−1
n−1(Fn), ev
−
a
(E0) = q
−naK−1Λ1 KΛnT
−1
n · · ·T
−1
2 (F1),
ev+
a
(F0) = q
na−1K−1Λ1 KΛnT
−1
1 · · ·T
−1
n−1(En), ev
−
a
(F0) = q
na−1KΛ1K
−1
Λn
T−1n · · ·T
−1
2 (E1).
(2.18)
3 Quantum algebras at roots of unity
In the rest of this paper, we fix the following notations. Let l be an odd integer greater than
2 and ε a primitive l-th root of unity. Moreover, we assume g.c.d(l, n+1) = 1. By [5] Lemma
2.1 and Corollary 2.1, we obtain that g.c.d(l, n+ 1) = 1 if and only if det([kai,j ])i,j∈I 6= 0
for any k ∈ Z such that k 6≡ 0 mod l.
3.1 Quantum algebras of non-restricted type
Let A := C[q, q−1] be the Laurent polynomial ring and U˜A (resp. UA) the A-subalgebra
of U˜q (resp. Uq) generated by {Ei, Fi,Kαj , [Kαj ; 0] | i ∈ I˜(resp. i ∈ I), j ∈ I}, where
[Kαj ; 0] := (Kαj −K
−1
αj
)/(q − q−1) for j ∈ I. Let U˜+A (resp. U˜
−
A , U˜
0
A) be the A-subalgebra
of U˜A generated by {Ei}i∈I˜ (resp. {Fi}i∈I˜ , {Kαi , [Kαi ; 0]}i∈I) and U
+
A (resp. U
−
A , U
0
A)
the A-subalgebra of UA generated by {Ei}i∈I (resp. {Fi}i∈I , {Kαi , [Kαi ; 0]}i∈I). We have
triangular decompositions U˜A = U˜
−
A U˜
0
AU˜
+
A and UA = U
−
AU
0
AU
+
A . We set
B˜+A := B˜
+
q , B˜
−
A := B˜
−
q , B˜
0
A := {
∏
i∈I
Kδiαi [Kαi ; 0]
mi |mi ∈ Z+, δi = 0 or 1}, B˜A := B˜
−
AB˜
0
AB˜
+
A,
B+A := B
+
q , B
−
A = B
−
q , B
0
A := {
∏
i∈I
Kδiαi [Kαi ; 0]
mi |mi ∈ Z+, δi = 0 or 1}, BA := B
−
AB
0
AB
+
A.
We have Ti(U˜A) ⊂ U˜A by (2.4) and T
−1
i (U˜A) ⊂ U˜A by (2.6) for i ∈ I. Hence, by (2.12)
and (2.15), we have Eβ , Fβ , X
±
i,r, Hi,s ∈ U˜A for all β ∈ ∆˜+(I), i ∈ I, r, s ∈ Z(s 6= 0).
Similarly, we obtain T±1i (UA) ⊂ UA and E¯γ , F¯γ ∈ UA for all γ ∈ ∆+ by (2.9). Thus we
obtain B˜⋆A, B˜A ⊂ U˜A and B
⋆
A, BA ⊂ UA (⋆ ∈ {−, 0,+}).
Proposition 3.1. B⋆A (resp. BA) is a A-basis of U
⋆
A (resp. UA) for ⋆ ∈ {−, 0,+}.
Proof. By Theorem 2.4, B⋆q (resp. Bq) is C-linearly independent in U
⋆
q (resp. Uq) for
⋆ ∈ {−, 0,+}. Thus B⋆A (resp. BA) is A-linearly independent in U
⋆
A (resp. UA). Let V
⋆
A
(resp. VA) be the A-subalgebra of U
⋆
A (resp. UA) generated by B
⋆
A (resp. BA). It is enough
to prove that U⋆AV
⋆
A ⊂ V
⋆
A for all ⋆ ∈ {−, 0,+}. Indeed, if we can prove this claim, then we
obtain U⋆A = V
⋆
A and UA = U
−
AU
0
AU
+
A = V
−
A V
0
AV
+
A = VA. So U
⋆
A (resp. UA) is generated by
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B⋆A (resp. BA) as A-module.
By the following formula, we have K±1αi (
∏
i∈I K
δi
αi
[Kαi ; 0]
mi) ∈ V 0A for all i ∈ I, mi ∈ Z+:
K2αi = Kαi(Kαi −K
−1
αi
) + 1 = (q − q−1)Kαi [Kαi ; 0] + 1 ∈ V
0
A,
K−1αi = Kαi − (Kαi −K
−1
αi
) = Kαi − (q − q
−1)[Kαi ; 0] ∈ V
0
A.
Thus we obtain U0AV
0
A ⊂ V
0
A. By [12] Lemma 1.7, we get the following formula: for α, β ∈ ∆+
such that β > α,
EβEα =
∑
c∈Z
∆+
+
ac
<∏
γ∈∆+
Ec(γ)γ ,
where ac ∈ A. So we obtain the case of ⋆ = +. Similarly, by using the automorphism Ω
(see (2.2)), we obtain the case of ⋆ = −.
By [5] Proposition 1.7(c), we obtain the following formula: for α, β ∈ ∆˜+(I) such that
β > α,
EβEα = q
(α,β)EαEβ +
∑
α<γ1<···<γm<β
cγE
a1
γ1
· · ·Eamγm ,
where cγ ∈ C[q, q
−1] for γ = (γ1, · · · , γm) ∈ ∆˜+(I)
m. So, by the similar way to the proof of
Proposition 3.1, we obtain the following proposition.
Proposition 3.2. B˜⋆A (resp. B˜A) is a A-basis of U˜
⋆
A (resp. U˜A) for ⋆ ∈ {−, 0,+}.
Now we define the quantum algebras of non-restricted type. We regard C as A-module
by g(q).c := g(ε)c for g(q) ∈ A, c ∈ C and denote it by Cε. We define
U˜ε := U˜A ⊗A Cε (resp. Uε := UA ⊗A Cε).
Then we call U˜ε (resp. Uε) “quantum loop algebra (resp. quantum algebra) of non-restricted
type (or De Concini-Kac type)” (see [5], [12]). For ⋆ ∈ {−, 0,+}, we set U˜⋆ε := U˜
⋆
A ⊗A 1
(resp. U⋆ε := U
⋆
A ⊗A 1). We simply denote u⊗ 1 by u for u ∈ U˜A (resp. UA).
Remark 3.3. (a) In [5] (resp. [12]), U˜ε (resp. Uε) is defined by U˜ε := U˜Aε/(q − ε)U˜Aε
(resp. Uε := UA/(q − ε)UA), where A
ε := {g(q) ∈ C(q) | g(q) has no poles at q = ε}(⊃ A)
and (q−ε)U˜Aε (resp. (q−ε)UA) is the two-sided ideal of C-algebra U˜Aε (resp. UA) generated
by (q − ε). But, by the universality of tensor product, we obtain
U˜A ⊗A Cε ∼= U˜A/(q − ε)U˜A ∼= U˜Aε/(q − ε)U˜Aε (as C-algebra),
UA ⊗A Cε ∼= UA/(q − ε)UA ∼= UAε/(q − ε)UAε (as C-algebra).
(b) U˜ε (resp. Uε) is the associative algebra over C on generators {Ei, Fi,Kµ | i ∈
I˜ (resp. I), µ ∈ Q˜ (resp. Q)} and defining relations in Definition 2.1 replaced q by ε (see [5]
§1.9 and [12] §1.5).
We set B˜⋆ε := B˜A ⊗A 1 (⋆ ∈ {−, 0,+}). Similarly, we define B˜ε, B
⋆
ε and Bε.
Lemma 3.4. Let {vj}j be a A-basis in U˜A (resp. UA). Then {vj + (q − ε)U˜A}j (resp.
{vj + (q − ε)UA}j ) is a C-basis of U˜A/(q − ε)U˜A (resp. UA/(q − ε)UA).
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Proof. U˜A/(q−ε)U˜A is spanned by {vj+(q−ε)U˜A}j as C-vector space. So we shall prove
that {vj + (q − ε)U˜A}j is linearly independent over C in U˜A/(q − ε)U˜A. We assume that∑
j cj(vj+(q−ε)U˜A) = 0 (cj ∈ C, #{j | cj 6= 0} <∞). Then
∑
j cjvj ∈ (q−ε)U˜A. Since U˜A
is generated by {vj}j as A-algebra, there exist cj,m ∈ C (m ∈ Z, #{(j,m) | cj,m 6= 0} <∞)
such that
∑
j cjvj = (q − ε)
∑
j,m cj,mq
mvj in U˜A. Since {vj}j is linearly independent over
A in U˜A, we obtain cj = (q − ε)
∑
m∈Z cj,mq
m for all j. Therefore we obtain cj = cj,m = 0
for any j and m. Similarly, we obtain the case of UA.
By this lemma, Proposition 3.2 and Remark 3.3(a), we obtain the following proposition.
Proposition 3.5. B˜⋆ε (resp. B˜ε) is a C-basis of U˜
⋆
ε (resp. U˜ε) for ⋆ ∈ {−, 0,+}.
The classical case of this proposition is given in [12] §1.7.
Proposition 3.6. B⋆ε (resp. Bε) is a C-basis of U
⋆
ε (resp. Uε) for ⋆ ∈ {−, 0,+}.
Let Z(U˜ε) (resp. Z(Uε)) be the center of U˜ε (resp. Uε) and Z˜0 (resp. Z0) be the C-
subalgebra of U˜ε (resp. Uε) generated by {E
l
β, F
l
β , E(i,slδ), F(i,slδ),K
l
µ |β ∈ ∆˜
re
+ , i ∈ I, s ∈
N, µ ∈ Q} (resp. {E¯lγ , F¯
l
γ ,K
l
µ | γ ∈ ∆+, µ ∈ Q}).
Proposition 3.7 ([5] Lemma 2.2, Proposition 2.3). We have Z˜0 = Z(U˜).
Proposition 3.8 (([12] Corollary 3.1). We have Z0 ⊂ Z(Uε).
For m ∈ N, we set Zm := {0, 1, · · · ,m− 1} ⊂ Z+ and Qm :=
⊕
i∈I Zmαi. Let Iε be the
two sided ideal of Uε generated by {E¯
l
γ , F¯
l
γ ,K
2l
µ − 1 | γ ∈ ∆+, µ ∈ Q} and set (Uε/Iε)
⋆ :=
{u+ Iε |u ∈ U
⋆
ε } ⊂ Uε/Iε for ⋆ ∈ {−, 0,+}. We set
Z
∆+
l := {c : ∆+ −→ Zl; map}, B
+
l := {(
<∏
γ∈∆+
E¯γ) + Iε | γ ∈ Z
∆+
l },
B−l := Ω(B
+
l ), B
0
l := {Kµ + Iε |µ ∈ Q2l}, Bl := B
−
l B
0
l B
+
l . (3.1)
Proposition 3.9. B⋆l (resp. Bl) is a C-basis of (Uε/Iε)
⋆ (resp. Uε/Iε) for ⋆ ∈ {−, 0,+}.
Proof. We shall prove that B+l is a C-basis of (Uε/Iε)
+. We can also prove the other cases
similarly. Let V +l be the C-subspace of (Uε/Iε)
+ spanned by B+l and u+ Iε ∈ (Uε/Iε)
+. By
Theorem 2.4, there exist ac ∈ C(c ∈ Z
∆+
+ ) such that u+ Iε =
∑
c∈Z
∆+
+
ac
∏<
γ∈∆+
E¯
c(γ)
γ + Iε.
If c is an element in Z
∆+
+ \Z
∆+
l , then there exists γ0 ∈ ∆+ such that c(γ0) ≥ l. Then we
have
∏<
γ∈∆+
E¯
c(γ)
γ ∈ Iε. Hence u+ Iε =
∑
c∈Z
∆+
l
ac
∏<
γ∈∆+
E¯
c(γ)
γ + Iε ∈ V
+
l . So (Uε/Iε)
+ is
spanned by B+l .
Let u =
∑
c∈Z
∆+
l
ac
∏<
γ∈∆+
E¯
c(γ)
γ ∈ U+ε (ac ∈ C, c ∈ Z
∆+
l ). We assume u + Iε = 0 in
(Uε/Iε)
+. Then we have u ∈ Iε ∩ U
+
ε . By Theorem 2.4, we obtain
Iε ∩ U
+
ε = (
∑
γ∈∆+
UεE¯
l
γ +
∑
µ∈Q
Uε(K
2l
µ − 1) +
∑
γ∈∆+
UεF¯
l
γ) ∩ U
+
ε =
∑
γ∈∆+
U+ε E¯
l
γ .
Hence there exists u
′
=
∑
c
′∈Z
∆+
+
bc′
∏<
γ∈∆+
E¯
c
′
(β)
β ∈ U
+
ε (bc′ ∈ C, c
′
∈ Z
∆+
l ) such that
u =
∑
γ∈∆+
u
′
E¯lγ . Since E¯
l
γ is a central element in Uε (see Proposition 3.8), we have
∑
γ∈∆+
u
′
E¯lγ ∈
∑
c∈Z
∆+
+ \Z
∆+
l
C(
<∏
γ∈∆+
E¯c(γ)γ ).
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Thus, by Proposition 3.6, we get ac = 0 for any c ∈ Z
∆+
l . Therefore B
+
l is linearly indepen-
dent in (Uε/Iε)
+.
Let I˜ε be the two sided ideal of U˜ε generated by {E
l
β , F
l
β , E(i,slδ), F(i,slδ),K
2l
µ − 1 |β ∈
∆˜re+ , i ∈ I, s ∈ N, µ ∈ Q} and set (U˜ε/I˜ε)
⋆ := {u+ I˜ε |u ∈ U˜
⋆
ε } for ⋆ ∈ {−, 0,+}. We define
Z
∆˜+(I)
l := {c ∈ Z
∆˜+(I)
+ | c(β) ∈ Zl, c((i, slδ)) = 0 (β ∈ ∆˜
re
+ , i ∈ I, s ∈ N)},
B˜+l := {
<∏
β∈∆˜+(I)
E
c(β)
β + I˜ε | c ∈ Z
∆˜+(I)
l }, B˜
−
l := Ω(B˜
+
l ),
B˜0l := {Kµ + I˜ε |µ ∈ Q2l}, B˜l := B˜
−
l B˜
0
l B˜
+
l . (3.2)
Then, by Theorem 2.5 and Proposition 3.7, we obtain the following proposition.
Proposition 3.10. B˜⋆l (resp. B˜l) is a C-basis of (U˜ε/I˜ε)
⋆ (resp. (U˜ε/I˜ε)) for ⋆ ∈ {−, 0,+}.
The proof of this proposition is similar to the one of Proposition 3.9.
3.2 Quantum algebras of restricted type
Let U˜ resA (resp. U
res
A ) be theA-subalgebra of U˜q (resp. Uq) generated by {E
(m)
i , F
(m)
i ,Kµ | i ∈
I˜(resp. I),m ∈ N, µ ∈ Q}. We set[
Kαi ; r
m
]
:=
m∏
s=1
Kαiq
r−s+1 −K−1αi q
−r+s−1
qs − q−s
,
for m ∈ N, r ∈ Z, i ∈ I. It is known that
[
Kαi ; r
m
]
∈ U resA (see [8] §9.3A). By (2.4) and
(2.6), we have T±1i (U˜
res
A ) ⊂ U˜
res
A (resp. T
±1
i (U
res
A ) ⊂ U
res
A ) for any i ∈ I˜ (resp. I). Hence we
obtain Eβ , Fβ , X
±
i,r, Hi,s ∈ U˜
res
A for β ∈ ∆˜+(I), i ∈ I, r, s ∈ Z(s 6= 0) by (2.12) and (2.15).
Similarly, we obtain E¯γ , F¯γ ∈ U
res
A for any γ ∈ ∆+ by (2.9). We define
U˜ resε := U˜
res
A ⊗A Cε (resp. U
res
ε := U
res
A ⊗A Cε).
Then we call U˜ resε (resp. U
res
ε ) “quantum loop algebra (resp. quantum algebra) of restricted
type (or Lusztig type)” (see ([17], [10])). We denote Eβ ⊗ 1 by eβ for β ∈ ∆˜+(I). Similarly,
we set fβ := Fβ ⊗ 1, kµ := Kµ ⊗ 1, xi,r := Xi,r ⊗ 1, · · · · · · . Moreover, we set
e˙β := eβ, f˙β := Ω(e˙β), e˙(i,mδ) := (
1
[m]
E(i,mδ))⊗ 1, f˙(i,mδ) := Ω(e˙(i,mδ)),
h˙i,s := (
1
[s]
Hi,s)⊗ 1,
[
kαi ; r
m
]
:=
[
Kαi ; r
m
]
⊗ 1,
for β ∈ ∆˜re+ , i ∈ I, m ∈ N, r, s ∈ Z(s 6= 0). Let (U˜
res
ε )
± (resp. (U˜ resε )
0) be the C-subalgebra
of U˜ resε generated by {(x
±
i,r)
(m) | i ∈ I, r ∈ Z,m ∈ N} (resp. {kµ,
[
kαi ; r
m
]
, h˙i,s |µ ∈ Q, i ∈
I, r ∈ Z,m ∈ N, s ∈ Z×}) and (U resε )
+ (resp. (U resε )
−, (U resε )
0) be the C-subalgebra of
U resε generated by {e
(m)
i | i ∈ I,m ∈ N} (resp. {f
(m)
i | i ∈ I,m ∈ N}, {kµ,
[
kαi ; r
m
]
|µ ∈
Q, i ∈ I, r ∈ Z,m ∈ N}). We obtain that
[
kαi ; r
m
]
is generated by {kαi ,
[
kαi ; 0
l
]
} for
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i ∈ I, r ∈ Z,m ∈ N. It is known that U resε has the triangular decomposition, that is, the
multiplication map defines an isomorphism of C-vector spaces:
(U resε )
− ⊗ (U resε )
0 ⊗ (U resε )
+−˜→U resε (u
− ⊗ u0 ⊗ u+ 7→ u−u0u+). (3.3)
Moreover, by [10] Proposition 6.1, we have
(U˜ resε )
− ⊗ (U˜ resε )
0 ⊗ (U˜ resε )
+−˜→U˜ resε (u˜
− ⊗ u˜0 ⊗ u˜+ 7→ u˜−u˜0u˜+). (3.4)
We set
(B˜resε )
+ := {
<∏
β∈∆˜+(I)
e˙
(c(β))
β | c ∈ Z
∆˜+(I)
+ }, (B˜
res
ε )
− := Ω((B˜resε )
+),
(B˜resε )
0 := {
∏
i∈I
kδiαi
[
kαi ; 0
mi
]
|mi ∈ N, δi = 0 or 1}, B˜
res
ε := (B˜
res
ε )
−(B˜resε )
0(B˜resε )
+,
(see (2.14)). By [15], we obtain the following theorem.
Theorem 3.11. B˜resε is a C-basis of U˜
res
ε .
Proof. By [15], we obtain a PBW basis of U˜ resA . Since any A-basis of U˜
res
A become C-basis
of U˜ resA ⊗A Cε canonically (see Lemma 3.4), we obtain this theorem.
3.3 Small quantum algebras
Let U˜finε (resp. U
fin
ε ) be the C-subalgebra of U˜
res
ε (resp. U
res
ε ) generated by {ei, fi, kµ | i ∈
I˜( resp. I), µ ∈ Q}). Then we call U˜finε (resp. U
fin
ε ) “small quantum loop algebra (resp. small
quantum algebra)”. Let Dfinε be the C-subalgebra of U˜
res
ε generated by {x
±
i,r, hi,s, kµ | i ∈
I, r, s ∈ Z(s 6= 0), µ ∈ Q}. By (2.8), we obtain e0, f0 ∈ D
fin
ε . So we have D
fin
ε = U˜
fin
ε . Let
(U˜finε )
± (resp. (U˜finε )
0) be the C-subalgebra of U˜finε generated by {x
±
i,r | i ∈ I, r ∈ Z} (resp.
{hi,s, kµ | i ∈ I, s ∈ Z
×, µ ∈ Q}) and (Ufinε )
+ (resp. (Ufinε )
−, (Ufinε )
0) be the C-subalgebra of
Ufinε generated by {ei}i∈I (resp. {fi}i∈I , {kµ}µ∈Q). Let Z
∆+
l be as in (3.1). We set
(Bfinε )
+ := {
<∏
γ∈∆+
e¯c(γ)γ | c ∈ Z
∆+
l }, (B
fin
ε )
− := Ω((Bfinε )
+),
(Bfinε )
0 := {kµ |µ ∈ Q2l}, B
fin
ε := (B
fin
ε )
−(Bfinε )
0(Bfinε )
+. (3.5)
Theorem 3.12 ([18] §5, [19] §8). (Bfinε )
⋆ (resp. Bfinε ) is a C-basis of (U
fin
ε )
⋆ (resp. Ufinε )
for ⋆ ∈ {−, 0,+}.
Since eβ , fβ are generated by {ei}i∈I˜ , {fi}i∈I˜ respectively, we get eβ, fβ ∈ U˜
fin
ε for any
β ∈ ∆˜+(I). For β ∈ ∆˜
re
+ , i ∈ I, m ∈ N, we have
elβ = [l]ε!e˙
(l)
β , f
l
β = [l]ε!f˙
(l)
β , e(i,mlδ) = [l]εe˙(i,mlδ), f(i,mlδ) = [l]εf˙(i,mlδ),
l∏
r=1
(kαiε
1−r − kαiε
r−1) =
l∏
r=1
(εr − ε−r)
[
kαi ; 0
l
]
,
(see [17] Lemma 4.4). So we obtain
elβ = f
l
β = e(i,slδ) = f(i,slδ) = k
2l
αi
− 1 = 0, (3.6)
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for any β ∈ ∆˜re+ , s ∈ N, i ∈ I. Let Z
∆˜+(I)
l be as in (3.2). Define
(B˜finε )
+ := {
<∏
β∈∆˜+(I)
e
c(β)
β | c ∈ Z
∆˜+(I)
l }, (B˜
fin
ε )
− := Ω((B˜finε )
+),
(B˜finε )
0 := {kµ |µ ∈ Q2l}, B˜
fin
ε := (B˜
fin
ε )
−(B˜finε )
0(B˜finε )
+.
Since eβ , fβ ∈ U˜
fin
ε for any β ∈ ∆˜+(I), we have B˜
fin
ε ⊂ U˜
fin
ε . Therefore, by Theorem 3.11,
we obtain the following lemma.
Lemma 3.13. B˜finε is linearly independent in U˜
fin
ε .
3.4 Isomorphism theorem
Proposition 3.14 ([1] Lemma 4.8). There exists a C-algebra isomorphism φ¯ : Uε/Iε −→
Ufinε such that φ¯(Ei + Iε) = ei, φ¯(Fi + Iε) = fi and φ¯(Kµ + Iε) = kµ for i ∈ I, µ ∈ Q.
We obtain an affine version of the above result:
Theorem 3.15. There exists a C-algebra isomorphism φ˜ : U˜ε/I˜ε −→ U˜
fin
ε such that φ˜(Ei+
I˜ε) = ei, φ˜(Fi + I˜ε) = fi and φ˜(Kµ + I˜ε) = kµ for i ∈ I˜ , µ ∈ Q. In particular, B˜
fin
ε is a
C-basis of U˜finε .
Proof. Elements in {ei, fi, kµ | i ∈ I˜ , µ ∈ Q}(⊂ U˜
fin
ε ) satisfy the relations of Definition
2.1. So, by the universality of U˜ε (see Remark 3.3 (b)), there exists a surjective C-algebra
homomorphism φ : U˜ε −→ U˜
fin
ε such that Ei 7→ ei, Fi 7→ fi,Kµ 7→ kµ for i ∈ I˜ , µ ∈ Q.
Since eβ = Eβ ⊗ 1 and fβ = Fβ ⊗ 1 (β ∈ ∆˜+(I)), we obtain φ(Eβ) = eβ and φ(Fβ) = fβ .
Then, by (3.6), we have φ(I˜ε) = 0. Hence there exists a surjective C-algebra homomorphism
φ˜ : U˜ε/I˜ε −→ U˜
fin
ε such that φ˜(Eβ + I˜ε) = eβ , φ˜(Fβ + I˜ε) = fβ and φ˜(Kµ + I˜ε) = kµ for
β ∈ ∆˜+(I), µ ∈ Q.
Let u ∈ Ker(φ˜). By Proposition 3.10, we have
u =
∑
µ∈Q2l
∑
c,c
′∈Z
∆˜+(I)
l
a(c, µ, c
′
)(
<∏
β∈∆˜+(I)
E
c(β)
β + I˜ε)(Kµ + I˜ε)(
<∏
β∈∆˜+(I)
F
c
′
(β)
β + I˜ε),
where a(c, µ, c
′
) ∈ C. Then we get
0 = φ˜(u) =
∑
µ∈Q2l
∑
c,c
′∈Z
∆˜+(I)
l
a(c, µ, c
′
)(
<∏
β∈∆˜+(I)
e
c(β)
β )kµ(
<∏
β∈∆˜+(I)
f
c
′
(β)
β ).
Hence, by Lemma 3.13, we obtain a(c, µ, c
′
) = 0 for any c, c
′
∈ Z
∆˜+(I)
l , µ ∈ Q2l. Thus φ˜ is
injective. Therefore φ˜ is an isomorphism and B˜finε is a C-basis of U˜
fin
ε .
4 Evaluation representations of restricted type
4.1 Representation theory of restricted type
We call a U˜ resε -module V˜ (resp. U
res
ε -module V ) “type 1” if k
l
µ = 1 on V˜ (resp. V ) for
any µ ∈ Q. In general, finite dimensional irreducible U˜ resε -modules (resp. U
res
ε -modules)
are classified into 2n types according to {σ : Q −→ {±1}; homomorphism of group }. It is
12
known that for any σ : Q −→ {±1}, the category of finite dimensional U˜ resε -module (resp.
U resε -module) of type σ is essentially equivalent to the category of the finite dimensional
U˜ resε -module (resp. U
res
ε -module) of type 1.
Let U = U resε , U
fin
ε , U˜
res
ε or U˜
fin
ε .
Definition 4.1. Let V be a U -module and v be a nonzero vector in V . Suppose that v
satisfies
e
(m)
i v = 0 for any i ∈ I, m ∈ N if U = U
res
ε , eiv = 0 for any i ∈ I if U = U
fin
ε ,
(x+i,r)
(m)v = 0 for any i ∈ I, m ∈ N, r ∈ Z if U = U˜ resε , x
+
i,rv = 0 for any i ∈ I, r ∈ Z if U = U˜
fin
ε ,
We call v a “primitive vector” in V .
Definition 4.2. Let V be a U -module and Λ : U0 −→ C be a C-algebra homomorphism.
We assume that V is generated as a U -module by a primitive vector vΛ ∈ V such that
u0vΛ = Λ(u0)vΛ,
for any u0 ∈ U
0. Then we call V a “highest weight U -module” generated by a “highest
weight vector” vΛ with “highest weight Λ”.
Proposition 4.3. For any C-algebra homomorphism Λ : U0 −→ C, there exists a unique
(up to isomorphism) irreducible highest weight U -module V with highest weight Λ.
Proof. For any U resε (resp. U˜
res
ε -module) V , we can define the weight spaces on V by
Vµ := {v ∈ V | kαiv = ε
〈µ,α∨i 〉v,
[
kαi ; 0
l
]
v =
[
〈µ, α∨i 〉
l
]
ε
v for any i ∈ I}, (4.1)
where µ ∈ P (see [17], [10]). Then, by the theory of highest weight modules, we obtain this
proposition in the case of U = U resε or U˜
res
ε (see [10] Proposition 7.3). So we shall prove the
case of U˜finε . We can prove the U
fin
ε case similarly.
Let Ûfinε be the C-subalgebra of U˜
res
ε generated by U˜
fin
ε ∪ {
[
kαi ; 0
l
]
| i ∈ I}. For any
C-algebra homomorphism Λ : (U˜finε )
0 −→ C, let Îfinε (Λ) (resp. I˜
fin
ε (Λ)) be the left ideal
of Ûfinε (resp. U˜
fin
ε ) generated by {x
+
i,r, u0 − Λ(u0),
[
kαi ; 0
l
]
| i ∈ I, r ∈ Z, u0 ∈ (U˜
fin
ε )
0}
(resp. {x+i,r, u0 − Λ(u0) | i ∈ I, r ∈ Z, u0 ∈ (U˜
fin
ε )
0}). We define a Ûfinε -module M̂
fin
ε (Λ) and
a U˜finε -module M˜
fin
ε (Λ) respectively by
M̂finε (Λ) := Û
fin
ε /Î
fin
ε (Λ), M˜
fin
ε (Λ) := U˜
fin
ε /I˜
fin
ε (Λ).
We set v̂Λ := 1 + Î
fin
ε (Λ) ∈ M̂
fin
ε (Λ) and v˜Λ := 1 + I˜
fin
ε (Λ) ∈ M˜
fin
ε (Λ). Let N̂
fin
ε (Λ) be the
U˜finε -submodule of M̂
fin
ε (Λ) generated by v̂Λ. Then, by the universality of the U˜
fin
ε -module
M˜finε (Λ), there exists a surjective U˜
fin
ε -module homomorphism φ : M˜
fin
ε (Λ) −→ N̂
fin
ε (Λ) such
that φ(v˜Λ) = v̂Λ. Let B be a C-basis of (U˜
fin
ε )
−. Then, by (3.4), we obtain that {uv̂Λ |u ∈ B}
(resp. {uv˜Λ |u ∈ B}) is a C-basis of M̂
fin
ε (Λ) (resp. M˜
fin
ε (Λ)). Hence φ is an isomorphism of
U˜finε -module. So we can regard M˜
fin
ε (Λ) as Û
fin
ε -module. By the similar way to (4.1), we can
define the weight spaces on this module. Then, by the theory of the highest weight module,
M˜finε (Λ) has a unique simple quotient of U˜
fin
ε -module and it is the unique irreducible highest
weight U˜finε -module with highest weight Λ.
For any C-algebra homomorphism Λ : U0 −→ C, we denote the unique irreducible highest
weight U -module with highest weight Λ by V resε (Λ) if U = U
res
ε , V
fin
ε (Λ) if U = U
fin
ε , V˜
res
ε (Λ)
if U = U˜ resε , and V˜
fin
ε (Λ) if U = U˜
fin
ε . Then, by Proposition 4.3 and the uniqueness of the
primitive vectors, we obtain the following proposition.
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Proposition 4.4. Let Λ and Λ
′
: U0 −→ C be C-algebra homomorphisms. Then V resε (Λ)
(resp. V finε (Λ), V˜
res
ε (Λ), V˜
fin
ε (Λ)) is isomorphic to V
res
ε (Λ
′
) (resp. V finε (Λ
′
), V˜ resε (Λ
′
),
V˜ finε (Λ
′
)) if and only if Λ = Λ
′
.
Now, we define Pi,m ∈ U˜q inductively by
Pi,0 := 1, Pi,m := −
K−1αi
1− q−2m
m∑
s=1
Ψ+i,sPi,m−s, Pi,−m := Ω(Pi,m),
where Ω as in (2.2). We have Ω(Ψ+i,s) = Ψ
−
i,−s.
Proposition 4.5 ([10] §3). For any i ∈ I, r ∈ Z, we have Pi,r ∈ U˜
res
A . Moreover, (U˜
res
ε )
0
is generated by {kαi ,
[
kαi ; 0
l
]
,Pi,r ⊗ 1 | i ∈ I, r ∈ Z} as C-algebra.
We simply denote Pi,r ⊗ 1 ∈ U˜
res
ε by Pi,r. We set
C0[t] := {P ∈ C[t] |P is monic , P (0) 6= 0}.
We call a polynomial P ∈ C[t] “l-acyclic” if it is not divisible by (1 − ctl) for any c ∈ C×
(see [14]) and set
Cl[t] := {P ∈ C0[t] | P is l-acyclic }.
Definition 4.6. (a) For λ = (λi)i∈I ∈ Z
n
+, let λ
(0)
i ∈ Zl and λ
(1)
i ∈ Z+ such that λi =
λ
(0)
i + lλ
(1)
i (i ∈ I). We define a C-algebra homomorphism Λ
res
λ : (U
res
ε )
0 −→ C by
Λresλ (kαi ) := ε
λ
(0)
i , Λresλ (
[
kαi ; 0
l
]
) := λ
(1)
i (i ∈ I).
(b) For λ = (λi)i∈I ∈ Z
n
l , we define a C-algebra homomorphism Λ
fin
λ : (U
fin
ε )
0 −→ C by
Λfinλ (kαi) := ε
λi (i ∈ I).
(c) For P = (Pi)i∈I ∈ C0[t]
n, let p
(0)
i ∈ Zl and p
(1)
i ∈ Z+ such that deg(Pi) = p
(0)
i + lp
(1)
i
(i ∈ I). We define a C-algebra homomorphism Λ˜res
P
: (U˜ resε )
0 −→ C by
Λ˜res
P
(kαi) := ε
p
(0)
i , Λ˜res
P
(
[
kαi ; 0
l
]
) := p
(1)
i (i ∈ I),
∞∑
m=0
Λ˜res
P
(Pi,m)t
m :=
Pi(t)
Pi(0)
,
∞∑
m=0
Λ˜res
P
(Pi,−m)t
m :=
Qi(t)
Qi(0)
,
where Qi(t) := t
deg(Pi)Pi(t
−1) (see [10] §8).
(d) For P = (Pi)i∈I ∈ Cl[t]
n, we define a C-algebra homomorphism Λ˜fin
P
: (U˜finε )
0 −→ C by
∞∑
m=0
Λ˜fin
P
(ψ+i,m)t
m := εdeg(Pi)
Pi(ε
−2t)
Pi(t)
:=
∞∑
m=0
Λ˜fin
P
(ψ−i,−m)t
−m,
in the sense that the left and right hand sides are the Laurent expansions of the middle term
about t = 0 and t =∞, respectively (see [10] §8).
By [10] §8, we obtain Λ˜fin
P
= Λ˜res
P
|(U˜ finε )0
(P ∈ Cl[t]
n). For λ ∈ Zn+ (resp. Z
n
l ), we set
V resε (λ) := V
res
ε (Λ
res
λ ) (resp. V
fin
ε (λ) := V
fin
ε (Λ
fin
λ )). Similarly, for P ∈ C0[t]
n (resp. Cl[t]
n),
we set V˜ resε (P) := V˜
res
ε (Λ˜
res
P
) (resp. V˜ finε (P) := V˜
fin
ε (Λ˜
fin
P
)) and call P “Drinfel’d polynomial”
of V˜ resε (P) (resp. V˜
fin
ε (P)).
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Theorem 4.7 ([17], [8]Proposition 11.2.10). For any λ ∈ Zn+ (resp. Z
+
l ), V
res
ε (λ)
(resp. V finε (λ)) is a finite dimensional irreducible U
res
ε -module (resp. U
fin
ε -module) of type
1. Conversely, for any finite dimensional irreducible U resε -module (resp. U
fin
ε -module) V of
type 1, there exists a unique λ ∈ Zn+ (resp. Z
n
l ) such that V is isomorphic to V
res
ε (λ) (resp.
V finε (λ)) as a U
res
ε -module (resp. U
fin
ε -module). In particular, for any λ ∈ Z
n
l , V
fin
ε (λ) is
isomorphic to V resε (λ) as a U
fin
ε -module.
Theorem 4.8 ([10] Theorem 8.2, 9.2, [14] Theorem 2.6). For any P ∈ C0[t]
n (resp.
Cl[t]
n), V˜ resε (P) (resp. V˜
fin
ε (P)) is a finite dimensional irreducible U˜
res
ε -module (resp. U˜
fin
ε -
module) of type 1. Conversely, for any finite dimensional irreducible U˜ resε -module (resp.
U˜finε -module) V of type 1, there exists a unique P ∈ C0[t]
n (resp. Cl[t]
n) such that V is
isomorphic to V˜ resε (P) (resp. V˜
fin
ε (P)) as U˜
res
ε -module (resp. U˜
fin
ε -module). In particular,
for any P ∈ Cl[t]
n, V˜ finε (P) is isomorphic to V˜
res
ε (P) as U˜
fin
ε -module.
By the tensor product theorem, in order to understand the representation theory of U˜ resε
(resp. U resε ), it is sufficient to consider U˜
fin
ε (resp. U
fin
ε ) (see [10] and [17]).
4.2 Drinfel’d polynomials of evaluation representations
For m ∈ Z+, let V
fin
ε (m) be the (m + 1)-dimensional irreducible U
fin
ε (sl2)-module. By
(2.16), we can regard V˜ finε (P) as U
fin
ε (sln+1)-module (P ∈ Cl[t]
n). Then, by [10] §7-9 (in
particular, p.321), we obtain the following theorem.
Theorem 4.9 ([10]). For any P ∈ Cl[t](P 6= 1), there exist r,ms ∈ N and cs ∈ C
×(1 ≤
s ≤ r) such that
V˜ finε (P )
∼= V˜ finε (P1)⊗ · · · ⊗ V˜
fin
ε (Pr) (as a U
fin
ε (s˜l2)-module) ,
where P =
∏r
s=1 Ps, Ps(t) =
∏ms
p=1(t − csε
ms+1−2p) ∈ Cl[t] (1 ≤ s ≤ r). In particular,
V˜ finε (Ps) is isomorphic to V
fin
ε (ms) as a U
fin
ε (sl2)-module.
By this theorem, we obtain the following lemma.
Lemma 4.10. Let P ∈ Cl[t], m ∈ N. If V˜
fin
ε (P ) is isomorphic to V
fin
ε (m) as a U
fin
ε (sl2)-
module, then there exists c ∈ C× such that P (t) =
∏m
p=1(t− cε
m+1−2p).
By using this lemma, we can prove the following lemma.
Lemma 4.11. Let P = (Pi)i∈I ∈ Cl[t]
n, λ = (λi)i∈I ∈ Z
n
l . We assume V˜
fin
ε (P) is isomor-
phic to V finε (λ) as a U
fin
ε -module. Then, for any i ∈ I(Pi 6= 1), there exists ci ∈ C
× such
that Pi(t) =
∏λi
p=1(t− ciε
λi+1−2p).
Proof. Let vP be a highest weight vector in V˜
fin
ε (P). Then vP is also a highest weight
vector in V finε (λ). For i ∈ I, let (U˜
fin
ε )i (resp. (U
fin
ε )i) be the C-subalgebra of U˜
fin
ε (resp.
Ufinε ) generated by {x
±
i,r, hi,s, kαi |r, s ∈ Z, s 6= 0} (resp. {ei, fi, kαi}) and W˜i (resp. Wi)
be the (U˜finε )i-submodule (resp. (U
fin
ε )i-submodule) of V˜
fin
ε (P) generated by vP. By (2.17)
(resp. (2.16)), we can regard W˜i (resp. Wi) as a U
fin
ε (s˜l2)-module (resp. U
fin
ε (sl2)-module).
Then, by Lemma 7.6 in [10], we obtain W˜i ∼= V˜
fin
ε (Pi) as a U
fin
ε (s˜l2)-module. Similarly (more
easily), we obtain Wi ∼= V
fin
ε (λi) as a U
fin
ε (sl2)-module. So, by Lemma 4.10, it is enough to
prove W˜i =Wi for i ∈ I such that Pi 6= 1.
By (3.4), W˜i is spanned by {x
−
i,r1
· · ·x−i,rmvP | r1, · · · rm ∈ Z,m ∈ Z+} as a C-vector
space. By Theorem 4.8, we can regard V˜ finε (P) as a U˜
res
ε -module and define the weight
spaces on V˜ finε (P) by the similar way to (4.1). Then, by the relations of Drinfel’d real-
ization, we have x−i,r1 · · ·x
−
i,rm
vP ∈ (V˜
fin
ε (P))λ−mαi for any m ∈ N, r1, · · · rm ∈ Z. So we
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obtain W˜i ⊂
⊕
m≥0(V˜
fin
ε (P))λ−mαi . On the other hand, by the assumption of this lemma,
V˜ finε (P) is isomorphic to V
fin
ε (λ) as a U
fin
ε -module. Hence, by (3.3), V˜
fin
ε (P) is spanned by
{
∏<
γ∈∆+
f¯γvP | c ∈ Z
∆+
l }. Since
∏<
γ∈∆+
f¯
c(γ)
γ vP ∈ (V˜
fin
ε (P))
∑
γ∈∆+
c(γ)γ , we have⊕
m≥0
(V˜ finε (P))λ−mαi =
⊕
m∈Zl
Cfmi vP ⊂Wi.
Then we have W˜i =Wi.
Let (U resA )
′
(resp. (Ufinε )
′
) be the extended algebra of U resA (resp. U
fin
ε ) defined by replacing
{Kµ |µ ∈ Q} with {Kµ |µ ∈ P} (see Definition 2.1). By (2.18), we obtain ev
±
a (U˜
res
A ) ⊂
(U resA )
′
(a ∈ C×). Hence, by Proposition 2.6, we obtain the evaluation U˜finε -homomorphisms
(evfina )
± : U˜finε −→ (U
fin
ε )
′
defined by
(evfin
a
)±(ei) := ei, (ev
fin
a
)±(fi) := fi (ev
fin
a
)±(kµ) := kµ,
(evfina )
+(e0) := aε
−1kΛ1k
−1
Λn
[fn, [fn−1, · · · , [f2, f1]ε−1 · · · ]ε−1 ,
(evfin
a
)−(f0) := a
−1(−1)n−1εnk−1Λ1 kΛn [en, [en−1, · · · , [e2, e1]ε−1 · · · ]ε−1 ,
(evfina )
+(e0) := aε
−1k−1Λ1 kΛn [f1, [f2, · · · , [fn−1, fn]ε−1 · · · ]ε−1 ,
(evfin
a
)−(f0) := a
−1(−1)n−1εnkΛ1k
−1
Λn
[e1, [e2, · · · , [en−1, en]ε−1 · · · ]ε−1 , (4.2)
for i ∈ I, µ ∈ Q. For any λ ∈ Znl , we regard V
fin
ε (λ) as a (U
fin
ε )
′
-module through these
homomorphisms. Then the evaluation U˜finε -representations are defined by the following
method.
Definition 4.12. Let a ∈ C×, λ = (λi)i∈I ∈ Z
n
l . We set
λΛi :=
∑
j∈I
λj(Λi,Λj) (i ∈ I), (4.3)
a
λ
+ := aε
−λΛ1+λΛn+n, aλ− := a(−1)
n+1ελΛ1−λΛn+2n+1. (4.4)
We regard V finε (λ) as a U˜
fin
ε -module by using (ev
fin
aλ
±
)± and denote it by V finε (λ)
±
a .
Since V finε (λ) is irreducible as a U
fin
ε -module, V
fin
ε (λ)
±
a
is a finite dimensional irreducible
U˜finε -module of type 1. Thus, by Theorem 4.8, there exists a unique P
±
a
= (P±i,a)i∈I ∈ Cl[t]
n
such that V finε (λ)
±
a
∼= V˜ finε (P
±
a
) as a U˜finε -module. Let i ∈ I such that P
±
i,a 6= 0. Then, by
Lemma 4.11, there exist a(±,i) ∈ C
× such that P
(±)
i,a (t) =
∏λi
p=1(t−a(±,i)ε
λi+1−2p). Around
t = 0, we have
ελi + (ελi − ε−λi)
∞∑
m=1
(a−1(±,i)ε
λi−1t)m =
ελi − a−1(±,i)ε
−1t
1− a−1(±,i)ε
λi−1t
= ελi
ε−2λi(t− a(±,i)ε
λi+1)
t− a(±,i)ε−λi+1
= εdeg(P
±
i,a
)
P±i,a(ε
−2t)
P±i,a(t)
,
(see [6] Corollary 4.2). Thus, by Definition 4.6 (d), we obtain
∞∑
m=0
Λ˜fin
P
±
a
(ψ+i,m)t
m = εdeg(P
±
i,a
)
P±i,a(ε
−2t)
P±i,a(t)
= ελi + (ελi − ε−λi)
∞∑
m=1
(a−1(±,i)ε
λi−1t)m. (4.5)
Hence we can calculate a(±,i) explicitly by the computation of Λ˜
fin
P
±
a
(ψ+i,1). Therefore, by the
similar way to the proof of [7] Theorem 3.5, we obtain the following theorem.
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Theorem 4.13. For λ = (λi)i∈I ∈ Z
n
l ,a ∈ C
×, let P±a = (P
±
i,a)i∈I ∈ Cl[t]
n such that
V˜ finε (P
±
a
) ∼= V finε (λ)
±
a
. Then, for any i ∈ I such that P±i,a 6= 1, we obtain
P±i,a =
λi∏
p=1
(t− ελi−2p+1a(±,i)), (4.6)
where
a(±,i) := a
−1ε±(λ
(i)+i), (4.7)
λ(i) :=
i−1∑
k=1
λk −
n∑
k=i+1
λk. (4.8)
Proof. We shall prove the case of P+i,a. We can also prove the case of P
−
i,a similarly. Let
v+ be the highest weight vector in V˜
fin
ε (P
+
a
). By (2.8), for any i ∈ I, we have
e0v+ = (−1)
i+1εn+1[fn, · · · [fi+1, [f1, · · · [fi−1, x
−
i,1]ε−1 · · · ]ε−1k
−1
θ v+.
Then we get
ene0v+ = (−1)
i+1ε−
∑
k∈I λk+n+1{enfn[fn−1, [· · · [fi−1, x
−
i,1]ε−1 · · · ]ε−1
−ε−1[fn−1, [· · · [fi−1, x
−
i,1]ε−1 · · · ]ε−1enfn}v+
= (−1)i+1ε−
∑
k∈I λk+n+1{(
kαn − k
−1
αn
ε− ε−1
)[fn−1, [· · · [fi−1, x
−
i,1]ε−1 · · · ]ε−1
−ε−1[fn−1, [· · · [fi−1, x
−
i,1]ε−1 · · · ]ε−1(
kαn − k
−1
αn
ε− ε−1
)}v+
= (−1)i+1ε−
∑
k∈I
λk+n+1([λn + 1]ε − ε
−1[λn]ε)[fn−1, [· · · [fi−1, x
−
i,1]ε−1 · · · ]ε−1v+
= (−1)i+1ελn−
∑
k∈I
λk+n+1[fn−1, [· · · [fi−1, x
−
i,1]ε−1 · · · ]ε−1v+.
By repeating this, we obtain
ei · · · e1ei+1 · · · ene0v+ = ei{(−1)
i+1ε−λi+n+1x−i,1v+}
= (−1)i+1ε−λi+n+1x+i,0x
−
i,1v+. (4.9)
On the other hand, by (4.2), we have
e0v+ = (ev
fin
aλ+
)+(e0)v+ = a
λ
+ε
−1kΛ1k
−1
Λn
[fn, [· · · [f2, f1]ε−1 · · · ]ε−1v+.
Since (Λ1 − Λn, θ) = 0, we have
kΛ1k
−1
Λn
[fn, [· · · [f2, f1]ε−1 · · · ]ε−1 = [fn, [· · · [f2, f1]ε−1 · · · ]ε−1kΛ1k
−1
Λn
.
Moreover, we have kΛ1v+ = ε
λΛ1v+, kΛnv+ = ε
λΛn v+. So, by (4.4), we obtain
e0v+ = aε
n−1[fn, [· · · [f2, f1]ε−1 · · · ]ε−1v+.
By the similar way to the above proof, we have
ei+1 · · · ene0v+ = aε
∑
k=i+1 λk+n−1[fi, [· · · [f2, f1]ε−1 · · · ]ε−1v+.
Here, we obtain
e1[fi, [· · · [f2, f1]ε−1 · · · ]ε−1v+ = [fi, [· · · [f2, e1f1]ε−1 · · · ]ε−1v+
= {[fi, [· · · [f2, f1e1]ε−1 · · · ]ε−1 + [fi, [· · · [f2,
kα1 − k
−1
α1
ε− ε−1
]ε−1 · · · ]ε−1}v+
= {[fi, [· · · [f2, f1]ε−1 · · · ]ε−1e1 + [fi, [· · · [f3, f2]ε−1 · · · ]ε−1(−ε
−1k−1α1 )}v+
= ε−λ1−1[fi, [· · · [f3, f2]ε−1 · · · ]ε−1v+.
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By repeating this, we get
ei · · · e1ei+1 · · · ene0v+ = (−1)
i−1aε−
∑ i−1
k=1 λk−(i−1)+
∑
n
k=i+1 λk+n−1eifiv+
= (−1)i−1aε−λ
(i)−i+n[λi]εv+. (4.10)
Thus, by (4.9) and (4.10), we obtain
ψi,1v+ = (ε− ε
−1)x+i,0x
−
i,1v+ = aε
λi−λ
(i)−i−1(ελi − ε−λi)v+.
On the other hand, by (4.5), we have ψ+i,1v+ = Λ˜
fin
P
+
a
(ψ+i,1)v+ = a
−1
(+,i)ε
λi−1(ελi − ε−λi). It
amount to a(+,i) = a
−1ελ
(i)+i.
For λ = (λi)i∈I ∈ Z
n
l , we set supp(λ) := {i ∈ I |λi 6= 0}.
Proposition 4.14. Let λ = (λi)i∈I ∈ Z
n
l , a± ∈ C
×.
(a) If λ = 0, then V finε (λ)
+
a+
is isomorphic to V finε (λ)
−
a−
as a U˜finε -module.
(b) In the case of λ 6= 0, V finε (λ)
+
a+
is isomorphic to V finε (λ)
−
a−
as a U˜finε -module if and only
if a+ = a−ε
2(λ(i)+i) for any i ∈ supp(λ).
Proof. (a) is obvious. So we shall prove (b). By Theorem 4.8, V finε (λ)
+
a+
is isomorphic
to V finε (λ)
−
a−
if and only if P+
a+
= P−
a−
. By (4.5) and Theorem 4.13, we obtain P+
a+
= P−
a−
if and only if a+ = a−ε
2(λ(i)+i) for any i ∈ supp(λ).
Proposition 4.15. Let λ = (λi)i∈I ∈ Z
n
l (λ 6= 0), a± ∈ C
×. Let i1, · · · , im ∈ I such that
supp(λ) = {i1, · · · , im} and i1 < · · · < im. Then a+ = a−ε
2(λ(i)+i) for any i ∈ supp(λ) if
and only if the following conditions (a) and (b) hold.
(a) For any 2 ≤ r ≤ m,
λir ≡ (−1)
r−1λi1 + (−1)
ri1 − ir + 2
r−1∑
k=2
(−1)r−1+kik 6≡ 0 (mod l).
(b)
a+ =
{
a−ε
2
∑
m
k=1(−1)
k−1ik if m is odd,
a−ε
2(λi1+
∑
m
k=2(−1)
kik) if m is even.
Proof. We assume a+ = a−ε
2(λ(i)+i) for any i ∈ supp(λ). Then ε2(λ
(i)+i) = ε2(λ
(j)+j) for
any i, j ∈ supp(λ). Hence, for 2 ≤ r ≤ m, we have λ(ir) − λ(ir−1) + ir − ir−1 ≡ 0 (mod l).
By (4.8), for 1 ≤ r ≤ m, we obtain
λ(ir) =
ir−1∑
k=1
λk −
n∑
k=ir+1
λk =
r−1∑
k=1
λik −
m∑
k=r+1
λik .
Thus, for 2 ≤ r ≤ m, we get
λ(ir) − λ(ir−1) + ir − ir−1 = λir + λir−1 + ir − ir−1 ≡ 0 (mod l).
Hence (−1)rλir − (−1)
r−1λir−1 ≡ (−1)
r−2ir−1 + (−1)
r−1ir. Therefore, we obtain
(−1)rλir ≡ −λi1 +
r∑
k=2
{(−1)kλik − (−1)
k−1λik−1} ≡ −λi1 +
r∑
k=2
{(−1)k−1ik + (−1)
k−2ik−1}
≡ −λi1 + i1 + (−1)
r−1ir + 2
r−1∑
k=2
(−1)k−1ik (2 ≤ r ≤ m).
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Thus we have (a). In particular, if λir is as in (a), then λir−1 + λir ≡ ir−1 − ir for any
2 ≤ r ≤ m and λ(i) + i ≡ λ(j) + j for any i, j ∈ supp(λ). Hence, for 1 ≤ r ≤ m, we have
λ(ir) + ir ≡ λ
(1) + i1 ≡ −
∑m
k=2 λik + i1. If m is odd, then we get
−
m∑
k=2
λik + i1 ≡ −(λi2 + λi3 )− · · · − (λim−1 + λim) + i1
≡ (−i2 + i3) + · · ·+ (−im−1 + im) + i1 ≡
m∑
k=1
(−1)k−1ik.
Similarly, we have the case that m is even. Therefore we obtain (b). So we can prove “only
if part” of this proposition. The proof of “if part” follows the proof of “only if part”.
Remark 4.16. For λ = (λi)i∈I ∈ Z
n
+, let Vq(λ) be the finite dimensional irreducible Uq-
module with highest weight λ of type 1. For a ∈ C×, let Vq(λ)
±
a be the evaluation represen-
tation of Vq(λ) arising from ev
±
a
(see [7]). In the case that q is not a root of unity, for any
a± ∈ C
×, Vq(λ)
+
a+
is not isomorphic to Vq(λ)
−
a−
if #(supp(λ)) > 1. But, in the case that
q is a root of unity, there exist λ ∈ Znl and a± ∈ C
× such that V finε (λ)
+
a+
is isomorphic to
V finε (λ)
−
a−
even if #(supp(λ)) > 1 by Proposition 4.14, 4.15.
5 Evaluation representations of non-restricted type
5.1 Schnizer modules and evaluation representations
We fix the following notations. Let N := 12n(n+1) be the number of the positive roots of
sln+1. Let VN be a l
N -dimensional C-vector space and {v(m) ∈ VN |m = (mi,j)1≤i≤j≤n ∈
ZNl } be a C-basis of VN . For m ∈ Z
N
l , m
′
∈ ZN , we set v(m + lm
′
) := v(m). For i, j ∈ I,
we define ǫi,j , αi,j ∈ Z
N
l by
ǫi,j := (δi,rδj,s)1≤r≤s≤n (i ≤ j), αi,j :=
i∑
k=j+1
ǫk−1,n−i+k −
i∑
k=j
ǫk,n−i+k (j ≤ i), (5.1)
where δi,j is the Kronecker’s symbol. For i, j ∈ I, a = (ai,j)1≤i≤j≤n ∈ (C
×)N , c =
(ci,j)1≤i≤j≤n ∈ C
N , we define
Mi,j(c) :=
j−1∑
k=i−1
(ci,k − ci−1,k) +
j∑
k=i
(ci,k − ci+1,k) (i ≤ j), (5.2)
Ni,j(c) := cj−1,n−i+j − cj,n−i+j (j ≤ i), (5.3)
µi(c) :=
n∑
k=i−1
ci−1,k − 2
n∑
k=i
ci,k +
n∑
k=i+1
ci+1,k, (5.4)
a(c) :=
∏
1≤i≤j≤n
a
ci,j
i,j , (5.5)
where ci,j = 0 if the index (i, j) is out of range.
Theorem 5.1 ([23] Theorem 3.2, [22]). Let a = (ai,j)1≤i≤j≤n ∈ (C
×)N , b = (bi,j)1≤i≤j≤n ∈
C
N , and λ = (λi)i∈I ∈ C
n. Then there exists a C-algebra homomorphism ρ := ρ(a, b, λ) :
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Uε −→ End(VN ) such that for i ∈ I and m ∈ Z
N
l
ρ(Ei)(v(m)) =
i∑
j=1
a(αi,j)[Ni,j(m+ b)]εv(m+ αi,j), (5.6)
ρ(Fi)(v(m)) =
n∑
j=i
ai,j [Mi,j(m+ b)− λi]εv(m+ ǫi,j), (5.7)
ρ(Kαi)(v(m)) = ε
µi(m+b)+λiv(m). (5.8)
We denote the lN -dimensional Uε-module associated with (ρ(a, b, λ), VN ) by Vε(a, b, λ).
We call Vε(a, b, λ) a “Schnizer module”.
Now, for i ∈ I and r = (r1, · · · , ri) ∈ I
i, we set
Fθi := [Fi, [· · · [F2, F1]ε−1 · · · ]ε−1 , Eθi := [Ei, [· · · [E2, E1]ε−1 · · · ]ε−1 , (5.9)
ǫr :=
i∑
k=1
ǫk,rk , αr :=
i∑
k=1
αk,rk . (5.10)
For 1 ≤ s ≤ i, we set
Rs,i := {r
s
i = (r
s
1,i, · · · , r
s
i,i) ∈ I
i | rs1,i ≥ · · · ≥ r
s
s−1,i ≥ r
s
s,i < r
s
s+1,i < · · · < r
s
i,i},
RFs,i := {r
s
i = (r
s
1,i, · · · , r
s
i,i) ∈ Rs,i | k ≤ r
s
k,i ≤ n for 1 ≤ k ≤ i},
REs,i := {r
s
i = (r
s
1,i, · · · , r
s
i,i) ∈ Rs,i | 1 ≤ r
s
k,i ≤ k for 1 ≤ k ≤ i},
RFi :=
i⊔
s=1
RFs,i, R
E
i :=
i⊔
s=1
REs,i. (5.11)
Moreover, for c ∈ CN , set
Ci(c, r
s
i ) :=
s−1∑
k=1
Mk,rs
k,i
(c)−
i∑
k=s+1
Mk,rs
k,i
(c) (rsi ∈ R
F
i,s),
Di(c, r
s
i ) :=
s−1∑
k=1
Nk,rs
k,i
(c)−
i∑
k=s+1
Nk,rs
k,i
(c) (rsi ∈ R
E
i,s). (5.12)
Lemma 5.2. Let a = (ai,j)1≤i≤j≤n ∈ (C
×)N , b = (bi,j)1≤i≤j≤n ∈ C
N , λ = (λi)i∈I ∈ C
n,
i ∈ I, and m = (mi,j)1≤i≤j≤n ∈ Z
N
l . We have
Fθiv(m) =
∑
rsi∈R
F
i
(−1)i+sa(ǫrs
i
)εCi(m+b,r
s
i )−λ
(s,i)+1−s[Ms,rs
s,i
(m+ b)− λs]εv(m+ ǫrs
i
),
Eθiv(m) =
∑
rs
i
∈RE
i
(−1)i+sa(αrs
i
)εDi(m+b,r
s
i )+1−s[Ns,1(m+ b)− λs]εv(m+ αrs
i
),
in Vε(a, b, λ), where λ
(s,i) :=
∑s−1
k=1 λk −
∑i
k=s+1 λk.
Proof. We shall prove the Fθi-case by the induction on i. We can prove the Eθi-case
similarly. If i = 1, then we have
Fθ1v(m) =
∑
r11∈R
F
1
a(ǫ1,r11,1)[M1,r11,1(m+ b)− λ1]εv(m+ ǫ1,r11,1).
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We replace r11,1 with j. Then we obtain
Fθ1v(m) =
n∑
j=1
a(ǫ1,j)[M1,j(m+ b)− λ1]εv(m+ ǫ1,j) = F1v(m).
Now we assume that i > 1 and we get the case of (i− 1). For i ≤ j ≤ n, rsi−1 ∈ R
F
i−1, we
set
M(rsi−1, j) := [Ms,rss,i−1(m+ b)− λs]ε[Mi,j(m+ b)− λi +Mi,j(ǫrsi−1)]ε
−εCi−1(ǫi,j ,r
s
i−1)−1[Ms,rs
s,i−1
(m+ b)− λs +Ms,rs
s,i−1
(ǫi,j)]ε[Mi,j(m+ b)− λi]ε.
Then, by the assumption of the induction, we have
Fθiv(m) = [Fi, Fθi−1 ]ε−1v(m)
=
n∑
j=i
∑
rs
i−1∈R
F
i−1
(−1)i+s−1ai,ja(ǫrs
i−1
)εCi−1(m+b,r
s
i−1)−λ
(s,i−1)+1−sM(rsi−1, j)v(m+ ǫrsi−1 + ǫi,j).
Now we set
ξ(j > j
′
) :=
{
1 if j > j
′
0 if j ≤ j
′
,
ξ(j ≤ j
′
) :=
{
1 if j ≤ j
′
0 if j < j
′
.
Then, for any 1 ≤ i ≤ j ≤ n, 1 ≤ i
′
≤ j
′
≤ n, we get
Mi,j(ǫi′ ,j′ ) = −δi−1,i′ ξ(j > j
′
) + δi,i′ ξ(j > j
′
) + δi,i′ ξ(j ≥ j
′
)− δi+1,i′ ξ(j ≥ j
′
),
Hence, for any i ≤ j ≤ n, 1 ≤ s ≤ i− 1, rsi−1 ∈ R
F
i−1, we have
Mi,j(ǫrs
i−1
) = −ξ(j > rsi−1,i−1), Ms,rss,i−1(ǫi,j) = −δs,i−1ξ(r
i−1
i−1,i−1 ≥ j),
Ci−1(ǫi,j , r
s
i−1) = ξ(i − 1 > s)ξ(r
s
i−1,i−1 ≥ j).
Thus, we have
M(rsi−1, j) = [Ms,rss,i−1(m+ b)− λs]ε[Mi,j(m+ b)− λi − ξ(j > r
s
i−1,i−1)]ε
−εξ(i−1>s)ξ(r
s
i−1,i−1≥j)−1[Ms,rs
s,i−1
(m+ b)− λs − δs,i−1ξ(r
i−1
i−1,i−1 ≥ j)]ε[Mi,j(m+ b)− λi]ε.
Since [c]ε − ε
−1[c− 1]ε = ε
c−1 and [c− 1]ε − ε
−1[c]ε = −ε
−c for any c ∈ C, we have
M(rsi−1, j) = −ε
Mi,j(m+b)+λi [Ms,rs
s,i−1
(m+ b)− λs]ε (s ≤ i− 1, r
s
i−1,i−1 < j),
M(rsi−1, j) = 0 (s < i− 1, j ≤ r
s
i−1,i−1),
M(ri−1i−1 , j) = ε
M˜(ri−1
i−1,j)[Mi,j(m+ b)− λi]ε, (j ≤ r
i−1
i−1,i−1),
where M˜(ri−1i−1 , j) :=Mi−1,ri−1
i−1,i−1
(m+ b)− λi−1 − 1. Therefore we obtain
Fθiv(m) =
∑
j>rsi−1,i−1
∑
rs
i−1∈R
F
i−1
(−1)i+sa(ǫrs
i−1
+ ǫi,j)ε
Ci−1(m+b,r
s
i−1)−Mi,j(m+b)−λ
(s,i)+1−s
[Ms,rs
s,i−1
(m+ b)− λs]εv(m+ ǫrs
i−1
+ ǫi,j)
+
∑
j≤rs
i−1,i−1
∑
r
i−1
i−1∈R
F
i−1,i−1
(−1)i+ia(ǫri−1
i−1
+ ǫi,j)ε
Ci−1(m+b,r
i−1
i−1)−Mi,j(m+b)−λ
(i,i)+1−i
[Mi,j(m+ b)− λi]εv(m+ ǫri−1
i−1
+ ǫi,j).
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Here, if we set
rsi = (r
s
1,i, · · · , r
s
i,i) :=
{
(rs1,i−1, · · · , r
s
i−1,i−1, j) if s ≤ i− 1 and j > r
s
i−1,i−1
(ri−11,i−1, · · · , r
i−1
i−1,i−1, j) if s = i and j ≤ r
i−1
i−1,i−1,
then we have Fθi-case.
For s ∈ I, we set
Rs := {r
s = (rsk)k∈I ∈ I
n | rs1 ≥ · · · ≥ r
s
s−1 ≥ r
s
s < r
s
s+1 < · · · < r
s
n},
RFs := {r
s = (rsi )i∈I ∈ Rs | k ≤ r
s
k ≤ n for any k ∈ I},
REs := {r
s = (rsi )i∈I ∈ Rs | 1 ≤ r
s
k ≤ k for any k ∈ I},
RF :=
n⊔
s=1
RFs , R
E :=
n⊔
s=1
REs . (5.13)
Note if rs = (rsk)k∈I ∈ R
F
s (resp. R
E
s ), then r
s
k = k for any s ≤ k ≤ n (resp. r
s
k = 1 for any
1 ≤ k ≤ s). Moreover, for c ∈ CN , we set
C(c, rs) := cs−1,s−1 − cn,n +
n∑
k=1
c1,k +
s−1∑
k=1
rsk−1∑
p=rs
k+1
ck,p −
s∑
k=1
rsk−1∑
p=rs
k
+1
ck,p (r
s ∈ RFs ),
D(c, rs) := −
n∑
k=n−s+2
c1,k −
n∑
k=s+1
(crs
k
−1,n−k+rs
k
− crs
k
,n−k+rs
k
) (rs ∈ REs ), (5.14)
where rs0 := n. Then, by Lemma 5.2, we obtain the following lemma.
Lemma 5.3. Let a = (ai,j)1≤i≤j≤n ∈ (C
×)N , b = (bi,j)1≤i≤j≤n ∈ C
N , λ = (λi)i∈I ∈ C
n,
and m = (mi,j)1≤i≤j≤n ∈ Z
N
l . We have
Fθnv(m) =
∑
rs∈RF
(−1)s+na(ǫrs)ε
C(m+b,rs)−λ(s)+1−s
[−ms−1,s−1 +ms,s − bs−1,s−1 + bs,s − λs]εv(m+ ǫrs),
Eθnv(m) =
∑
rs∈RE
(−1)s+na(αrs)ε
D(m+b,rs)+1−s[−m1,n−s+1 − b1,n−s+1]εv(m+ αrs),
in Vε(a, b, λ), where λ
(s) as in (4.8).
Let U
′
A (resp. U
′
ε) be the extended algebra of UA (resp. Uε) defined by replacing
{Kµ |µ ∈ Q} with {Kµ |µ ∈ P} (see Definition 2.1). By (2.18), we have ev
±
a (U˜A) ⊂ U
′
A
(a ∈ C×). So we obtain the evaluation homomorphisms ev±a : U˜ε −→ U
′
ε as in Proposition
2.6.
On the other hand, by (2.1), we can regard an arbitrary Schnizer module Vε(a, b, λ) as a
U
′
ε-module if we define
KΛiv(m) := ε
−
∑
n
k=i(mi,k+bi,k)+λΛi v(m), (5.15)
for any i ∈ I, m ∈ ZNl , where λΛi as in (4.3).
Definition 5.4. Let a = (ai,j)1≤i≤j≤n ∈ (C
×)N , b = (bi,j)1≤i≤j≤n ∈ C
N , λ = (λi)i∈I ∈ C
n,
and a ∈ C×. Then we define e˜v±
a
:= e˜v±
a
(a, b, λ) := ρ(a, b, λ)◦ev±
aλ
±
: U˜ε −→ End(VN ), where
ρ = ρ(a, b, λ) is as in Theorem 5.1 and aλ± are as in (4.4). We denote the l
N -dimensional
U˜ε-module associated with (e˜v
±
a
, VN ) by Vε(a, b, λ)
±
a
.
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For c ∈ CN , we set
CE(c, r
s) := cs−1,s−1 +
s−1∑
k=1
rsk−1∑
p=rs
k+1
ck,p −
s∑
k=1
rsk−1∑
p=rs
k
+1
ck,p (r
s ∈ RFs ),
DF (c, r
s) := −cn,n +
n−s+1∑
k=1
c1,k −
n∑
k=s+1
(crs
k
−1,n−k+rs
k
− crs
k
,n−k+rs
k
) (rs ∈ REs ).
(5.16)
Theorem 5.5. Let a = (ai,j)1≤i≤j≤n ∈ (C
×)N , b = (bi,j)1≤i≤j≤n ∈ C
N , λ = (λi)i∈I ∈ C
n,
and a ∈ C×. Then, for any i ∈ I and m ∈ ZNl , we obtain
e˜v±a (Ei)(v(m)) = ρ(Ei)(v(m)), e˜v
±
a (Fi)(v(m)) = ρ(Fi)(v(m)),
e˜v±
a
(Kαi)(v(m)) = ρ(Kαi)(v(m)),
e˜v±a (E0)(v(m)) = a
∑
rs∈RF
(−1)s+na(ǫrs)ε
±(CE(m+b,r
s)−λ(s)−s)+n
[−ms−1,s−1 +ms,s − bs−1,s−1 + bs,s − λs]εv(m+ ǫrs),
e˜v±
a
(F0)(v(m)) = a
−1
∑
rs∈RE
(−1)s−1a(αrs)ε
±(DF (m+b,r
s)−s+n+1)−n
[−m1,n−s+1 − b1,n−s]εv(m+ αrs),
where ǫrs , αrs as in (5.10), R
F , RE as in (5.13), and CE(m + b, r
s), DF (m + b, r
s) as in
(5.16)
Proof. By Proposition 2.6, Theorem 5.1, Lemma 5.3, and (5.15), we obtain the e˜v+
a
-case.
Similarly, we obtain the e˜v−
a
-case.
5.2 Nilpotent modules
Definition 5.6. Let V be a U˜ε-module (resp. Uε-module). We assume E
l
β = F
l
β = E(i,slδ) =
F(i,slδ) = 0 on V for any β ∈ ∆˜
re
+ , i ∈ I, s ∈ N (resp. E¯
l
γ = F¯
l
γ = 0 on V for any γ ∈ ∆+).
Then we call V “nilpotent” U˜ε-module (resp. Uε-module). In particular, if K
l
µ = 1 on V
for any µ ∈ Q, then we call V nilpotent U˜ε-module (resp. Uε-module) of “type 1”.
For λ ∈ Znl , let V
fin
ε (λ) be the U
fin
ε -module in §4.1. By Proposition 3.14, we can regard
V finε (λ) as a nilpotent Uε-module. We denote Uε-module V
fin
ε (λ) by V
nil
ε (λ). By Proposition
3.14 and Proposition 4.7, we obtain the following proposition.
Proposirion 5.7. For any λ ∈ Znl , V
nil
ε (λ) is a finite dimensional irreducible nilpotent
Uε-module of type 1. Conversely, for any finite dimensional irreducible nilpotent Uε-module
V of type 1, there exists a unique λ ∈ Znl such that V is isomorphic to V
nil
ε (λ).
We can construct V nilε (λ) as a Uε-submodule of Schnizer module Vε(a, b, λ) as follows
([1],[21]). For i, j ∈ I (i ≤ j), λ ∈ Znl , we set
a
(0)
i,j := 1, b
(0)
i,j := 0, a
(0) := (a
(0)
i,j )1≤i≤j≤n, b
(0) := (b
(0)
i,j )1≤i≤j≤n, (5.17)
ρ0λ := ρ(a
(0), b(0), λ), V 0ε (λ) := Vε(a
(0), b(0), λ). (5.18)
We denote v(0) in V 0ε (λ) by vλ(0). For λ = (λi)i∈I ∈ Z
n
l , we definem
λ = (mλi,j)1≤i≤j≤n ∈ Z
n
l
by
mλi,j ≡
i∑
k=1
λj−k+1 (mod l) 1 ≤ i ≤ j ≤ n. (5.19)
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Proposition 5.8. Let λ ∈ Znl and v ∈ V
0
ε (λ).
(a) We have Eiv = 0 for any i ∈ I if and only if v ∈ Cvλ(0).
(b) We have Fiv = 0 for any i ∈ I if and only if v ∈ Cv(m
λ).
Proof. By [1], we obtain (a). So we shall prove (b).
“If part”. By (5.19), we have
mλi,i −m
λ
i−1,i−1 = λi, m
λ
i,j −m
λ
i−1,j = λj−i+1, m
λ
i,j −m
λ
i+1,j = −λj−i, (5.20)
for any 1 ≤ i ≤ j ≤ n. Hence, by (5.2), we get
Mi,j(m
λ) = mλi,i −m
λ
i−1,i−1 +
j−1∑
k=i
(mλi,k −m
λ
i−1,k) +
j∑
k=i+1
(mλi,k −m
λ
i+1,k)
= λi + (
j−1∑
k=i
λk−i+1 −
j∑
k=i+1
λk−i) = λi,
for any 1 ≤ i ≤ j ≤ n. Therefore, by (5.7), we obtain
Fiv(m
λ) =
n∑
j=i
[Mi,j(m
λ)− λi]εv(m
λ + ǫi,j) =
n∑
j=i
[λi − λi]εv(m
λ + ǫi,j) = 0 (i ∈ I).
“Only if part”. Let v =
∑
m∈Zn
l
cmv(m) ∈ V (λ)(cm ∈ C). We assume that Fiv = 0 for
any i ∈ I. Set
Z
n
l (r) := {m = (mi,j)1≤i≤j≤n ∈ Z
n
l |mi,j = m
λ
i,j if j − i < r} (r = 1, · · · , n), Z
n
l (0) := Z
n
l .
Then we have
Z
n
l = Z
n
l (0) ⊃ Z
n
l (1) ⊃ · · · ⊃ Z
n
l (n) = {m
λ}.
We shall prove that there exist cm (m ∈ Z
n
l (r)) such that v =
∑
m∈Zn
l
(r) cmv(m) by the
induction on r. Indeed, if we can prove this claim, then we obtain v = cmλv(m
λ) ∈ Cv(mλ).
If r = 0, then there is nothing to prove. So we assume that r > 0 and we obtain the case of
(r − 1).
By the similar way to the proof of “if part”, for any m ∈ Znl (r − 1), we have Mi,j(m) = λi
if j − i < r − 1. Moreover, for any m ∈ Znl (r − 1) and i ∈ I such that i+ r − 1 ≤ n, we get
Mi,i+r−1(m) =
i+r−2∑
k=i
mi,k −
i+r−2∑
k=i−1
mi−1,k +
i+r−1∑
k=i
mi,k −
i+r−1∑
k=i+1
mi+1,k
= Mi,i+r−1(m
λ)−mi−1,i+r−2 +mi,i+r−1 +m
λ
i−1,i+r−2 −m
λ
i,i+r−1
= λi −mi−1,i+r−2 +mi,i+r−1 − λi+r−1.
Therefore, by (5.7), we get
Fiv =
∑
m∈Zn
l
(r−1)
cm[mi,i+r−1 −mi−1,i+r−2 − λi+r−1]εv(m+ ǫi,i+r−1)
+
n∑
j=i+r
∑
m∈Zn
l
(r−1)
cm[Mi,j(m)− λi]εv(m+ ǫi,j) = 0 (i ≤ n− r + 1). (5.21)
Now, for 1 ≤ s ≤ n− r + 1, we set
Z
n
l (r − 1, s) := {m = (mi,j)1≤i≤j≤n ∈ Z
n
l (r − 1)|
mi,i+r−1 −mi−1,i+r−2 ≡ λi+r−1 (mod l) if s ≤ i ≤ n− r + 1}.
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We have mi,i+r−1−mi−1,i+r−2 ≡ λi+r−1 for any 1 ≤ i ≤ n− r+1 if and only if mi,i+r−1 =
mλi,i+r−1 for any 1 ≤ i ≤ n− r + 1. Hence we get
Z
n
l (r − 1) ⊃ Z
n
l (r − 1, n− r + 1) ⊃ · · · ⊃ Z
n
l (r − 1, 1) = Z
n
l (r).
So it is enough to prove that there exist cm (m ∈ Z
n
l (r−1, s)) such that v =
∑
m∈Zn
l
(r−1,s) cmv(m)
for any 1 ≤ s ≤ n− r + 1. We shall prove this claim by the induction on s. By (5.21), we
obtain
Fn−r+1v =
∑
m∈Zn
l
(r−1)
cm[mn−r+1,n −mn−r,n−1 − λn]εv(m+ ǫn−r+1,n) = 0.
Thus, cm[mn−r+1,n − mn−r,n−1 − λn]ε = 0 for any m ∈ Z
n
l (r − 1). So if cm 6= 0 for any
m ∈ Znl (r − 1), then mn−r+1,n −mn−r,n−1 ≡ λn. Hence v =
∑
m∈Zn
l
(r−1,n−r+1) cmv(m).
Now we assume that s < n− r + 1 and we obtain the case of (s+ 1). By (5.21), we get
Fsv =
∑
m∈Zn
l
(r−1,s+1)
cm[ms,s+r−1 −ms−1,s+r−2 − λs+r−1]εv(m+ ǫs,s+r−1)
+
n∑
j=s+r
∑
m∈Zn
l
(r−1,s+1)
cm[Ms,j(m)− λs]εv(m+ ǫs,j) = 0.
Here, for m = (mi,j)1≤i≤j≤n ∈ Z
n
l (r − 1, s+ 1), we obtain
(m+ ǫs,s+r−1)s+1,s+r − (m+ ǫs,s+r−1)s,s+r−1 ≡ (ms+1,s+r −ms,s+r−1)− 1
≡ λs+r − 1,
(m+ ǫs,j)s+1,s+r − (m+ ǫs,j)s,s+r−1 ≡ ms+1,s+r −ms,s+r−1
≡ λs+r (s+ r ≤ j ≤ n).
Hence, by the linearly independence, we obtain cm[ms,s+r−1 −ms−1,s+r−2 − λs+r−1]ε = 0
for any m ∈ Znl (r − 1, s + 1). So if cm 6= 0, then ms,s+r−1 −ms−1,s+r−2 ≡ λs+r−1 for any
m ∈ Znl (r − 1, s+ 1). Then we have v =
∑
m∈Zn
l
(r−1,s) cmv(m).
For λ ∈ Znl , let V
0
ε (λ) be as in (5.18) and L
nil
ε (λ) the Uε-submodule of V
0
ε (λ) generated
by vλ(0).
Theorem 5.9 ([1],[21]). For any λ ∈ Znl , L
nil
ε (λ) is isomorphic to V
nil
ε (λ) as a Uε-module.
For a ∈ C×, λ ∈ Znl , let V
0
ε (λ)
±
a
(resp. Lnilε (λ)
±
a
) be the evaluation representation of
V 0ε (λ) (resp. L
nil
ε (λ)a) (see Definition 5.4). Then L
nil
ε (λ)
±
a is the U˜ε-submodule of V
0
ε (λ)
±
a
generated by vλ(0) respectively.
Now, let φ˜ : U˜ε/I˜ε −→ U˜
fin
ε (resp. φ : Uε/Iε −→ U
fin
ε ) be the isomorphism in Theorem
3.15 (resp. Proposition 3.14). Let I
′
ε be the two sided ideal of U
′
ε generated by {E¯
l
γ , F¯
l
γ ,K
2l
µ −
1 | γ ∈ ∆+, µ ∈ P}. Then we can regard φ as an isomorphism from U
′
ε/I
′
ε to (U
fin
ε )
′
. Let
π˜ : U˜ε −→ U˜ε/I˜ε (resp. π : U
′
ε −→ U
′
ε/I
′
ε) be the projection and ev
±
a : U˜ε −→ U
′
ε (resp.
(evfina )
± : U˜finε −→ (U
fin
ε )
′
) the evaluation homomorphism in Proposition 2.6 (resp. (4.2))).
Then, by the definition of these maps, the following diagram commutes:
U˜ε
ev±
a−−−−→ U
′
ε
π˜
y yπ
U˜ε/I˜ε U
′
ε/I
′
ε
φ˜
y xφ¯−1
U˜finε
(evfin
a
)±
−−−−−→ (Ufinε )
′
(5.22)
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Proposirion 5.10. For any a ∈ C× and λ ∈ Znl , L
nil
ε (λ)
±
a is a finite dimensional irreducible
nilpotent U˜ε-module of type 1.
Proof. We shall prove the case of Lnilε (λ)
+
a
. Since we can prove the case of Lnilε (λ)
−
a
similarly. By Theorem 5.9, Lnilε (λ)
+
a
is a finite dimensional irreducible U˜ε-module of type 1.
So we shall prove that Lnilε (λ)
+
a
is a nilpotent U˜ε-module.
For λ ∈ Znl , let ρ
0
λ as in (5.18). We define ρ¯
0
λ : U
′
ε/I
′
ε −→ End(L
nil
ε (λ)) by ρ¯
0
λ(u+Iε) := ρ
0
λ(u)
for any u ∈ U
′
ε. Since L
nil
ε (λ) is a nilpotent Uε-module, ρ¯
0
λ is well defined. Then, for any
u ∈ U
′
ε, v ∈ L
nil
ε (λ), we have u.v = ρ¯
0
λ ◦ π(u)(v) on L
nil
ε (λ). Hence, for any u ∈ U˜ε and
v ∈ Lnilε (λ)
+
a , we get
u.v = ρ¯0λ ◦ π ◦ ev
+
a (u)(v) = ρ¯
0
λ ◦ (φ¯
′
)−1 ◦ (evfina )
+ ◦ φ˜ ◦ π˜(u)(v) on Lnilε (λ)
+
a ,
by (5.22). Since π˜(I˜ε) = 0, we obtain I˜ε = 0 on L
nil
ε (λ)a. Therefore L
nil
ε (λ)
+
a is a nilpotent
U˜ε-module.
By Theorem 3.15 and Proposition 5.10, we can regard Lnilε (λ)
±
a
as a U˜finε -module. We
denote U˜finε -module L
nil
ε (λ)
±
a
by Lfinε (λ)
±
a
. Let P±
a
be as in (4.6) and V˜ finε (P
±
a
) the evalu-
ation representation of U˜finε in §4. Then, by Theorem 4.13, 5.9, L
fin
ε (λ)
±
a
is isomorphic to
V˜ finε (P
±
a
) as a U˜finε -module. Hence, by Proposition 4.14, we obtain the following proposition.
Proposition 5.11. Let λ = (λi)i∈I ∈ Z
n
l , a± ∈ C
×.
(a) If λ = 0, then Lnilε (λ)
+
a+
is isomorphic to Lnilε (λ)
−
a−
as a U˜ε-module.
(b) In the case of λ 6= 0, Lnilε (λ)
+
a+
is isomorphic to Lnilε (λ)
−
a−
as a U˜ε-module if and only if
a+ = a−ε
2(λ(i)+i) for any i ∈ supp(λ).
5.3 Alternative proof of Proposition 5.11(b)
We can also prove Proposition 5.11 (b) without using the theory of restricted type. We give
here the alternative proof.
“Proof of only if part”. We assume that Lnilε (λ)
+
a+
∼= Lnilε (λ)
−
a−
. Then there exists a
U˜ε-module isomorphism φ : L
nil
ε (λ)
+
a+
−→ Lnilε (λ)
−
a−
. By Proposition 5.8 (a), there exists
d ∈ C× such that φ(vλ(0)) = dvλ(0). Since L
nil
ε (λ)
+
a+
is generated by vλ(0) as a U˜ε-module,
we obtain φ(v) = dv for any v ∈ Lnilε (λ)a+ . Hence we have
e˜v+a+(E0)vλ(0) = d
−1φ(e˜v+a+(E0)vλ(0)) = d
−1e˜v−a−(E0)φ(vλ(0)) = e˜v
−
a−
(E0)vλ(0). (5.23)
For c = (ci,j)1≤i≤j≤n ∈ C
N , rs ∈ RF , let CE(c, r
s) be as in (5.16). Then CE(0, r
s) = 0
for rs ∈ RF . By Theorem 5.5, we obtain
e˜v±a±(E0)vλ(0) = a±
∑
rs∈RF
(−1)s+nε∓(λ
(s)+s)+n[−λs]εv(ǫrs). (5.24)
Since {v(ǫrs) | r
s ∈ RF} is linearly independent, by (5.23) and (5.24), we have a+ε
−λ(s)−s[λs]ε =
a−ε
λ(s)+s[λs]ε for any s ∈ I. Hence a− = a+ε
2(λ(i)+i) for any i ∈ supp(λ).
“Proof of if part”. We assume that a− = a+ε
2(λ(i)+i) for any i ∈ supp(λ). By the
definition of e˜v±a± , we have e˜v
+
a+
(Ei) = e˜v
−
a−
(Ei), e˜v
+
a+
(Fi) = e˜v
−
a−
(Fi), and e˜v
+
a+
(Kαi) =
e˜v−
a−
(Kαi) on V
nil
ε (λ) for any i ∈ I. So it is enough to prove that e˜v
+
a+
(E0) = e˜v
−
a−
(E0) and
e˜v+a+(F0) = e˜v
−
a−
(F0) on V
nil
ε (λ). By (5.24), we obtain e˜v
+
a+
(E0)vλ(0) = e˜v
−
a−
(E0)vλ(0). On
the other hand, for any j1, · · · jr ∈ I(r ∈ N), we get
e˜v+a+(E0)(Fj1 · · ·Fjrvλ(0)) = e˜v
+
a+
(Fj1 · · ·Fjr )(e˜v
+
a+
(E0)vλ(0))
= e˜v−
a−
(Fj1 · · ·Fjr )(e˜v
−
a−
(E0)vλ(0)) = e˜v
−
a−
(E0)(Fj1 · · ·Fjrvλ(0)).
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Since Lnilε (λ) is spanned by U
−
ε vλ(0) as a C-vector space, we obtain e˜v
+
a+
(E0) = e˜v
−
a−
(E0).
Now, for c = (ci,j)1≤i≤j≤n ∈ C
N , rs ∈ RE , let DF (c, r
s) be as in Proposition 5.5 and
mλ be as in (5.19). Then, for any rs ∈ RE , we have
DF (m
λ, rs) = −mλn,n +
n−s+1∑
k=1
mλ1,k −
n∑
k=s+1
(mλrs
k
−1,n−k+rs
k
−mλrs
k
,n−k+rs
k
)
= −
n∑
k=1
λn−k+1 +
n−s+1∑
k=1
λk +
n∑
k=s+1
λn−k+1 = λ
(n−s+1),
(see (5.20)). Hence, by Theorem 5.5, we get
e˜v±
a±
(F0)v(m
λ) = a−1±
∑
rs∈RE
(−1)s−1ε±(λ
(n−s+1)−s+n+1)−n[−λn−s+1]εv(m
λ + αrs).
By the assumption, if λn−s+1 6= 0, then we have a+ = a−ε
2(λ(n−s+1)+(n−s+1)). So we obtain
a−1+ ε
λ(n−s+1)−s+n+1 = a−1− ε
−2λ(n−s+1)−2(n−s+1)+λ(n−s+1)−s+n+1 = a−1− ε
−(λ(n−s+1)−s+n+1).
We have that e˜v+
a+
(F0)v(m
λ) = e˜v−
a−
(F0)v(m
λ).
On the other hand, by the similar way to the proof of Proposition 5.6 in [21], we obtain
that there exists a nonzero vector vL ∈ L
nil
ε (λ) such that FivL = 0 for any i ∈ I. Hence,
by Proposition 5.8 (b), we obtain v(mλ) ∈ Lnilε (λ). Then L
nil
ε (λ) is spanned by U
+
ε v(m
λ)
as a C-vector space. Therefore, by the similar way to the proof of E0-case, we obtain
e˜v+
a+
(F0) = e˜v
−
a−
(F0) on L
nil
ε (λ).
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