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This paper applies the Banach ﬁxed point theorem to the study of the dynamical
behavior of a three dimensional Boussinesq system with the temperature-dependent
viscosity and thermal diﬀusivity under smooth external forces. We show that this
system possesses time-periodic solutions bifurcating from a steady solution.
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1 Introduction
The Banach ﬁxed-point theorem is one of themost celebrated results in ﬁxed-point theory
and it states that a contraction on a complete metric space has a unique ﬁxed point; its
proof hinges on ‘Picard iterations’. Thismethod is applicable to a variety of subjects such as
partial diﬀerential equations and engineering of image processing. In this paper, we apply
the Banach ﬁxed-point theorem to the study of the Hopf bifurcation of the Boussinesq
system with the temperature-dependent viscosity and thermal diﬀusivity under external
time-independent forces,
Ut + (U · ∇)U –∇ ·
(
ν(T)∇U) +∇P = Te + fα , (.)
Tt + (U · ∇)T –∇ ·
(
κ(T)∇T) = hα , (.)
∇ ·U = , (.)
where (t,x) ∈ R+ ×R,U is the velocity ﬁeld, T is the temperature function, the viscosity ν
and the thermal diﬀusivity κ depend on the temperature, P denotes the pressure, the vec-
tor e = (, , ), fα , and hα are external time-independent forces, which depend smoothly
on some parameter α. One may refer to the literature [] for the derivation of this model
and the related parameters.
The Boussinesq system is a very important model in ﬂuid mechanics. It exhibits ex-
tremely rich phenomena. For example, Rayleigh-Bénard convection, geophysical ﬂuid dy-
namics (see [–]). One of the key problems in the study of the dynamic behavior for the
Boussinesq system is how to understand the bifurcation of solutions. To our knowledge,
there are no results concerning the dynamical behavior of a Boussinesq system with ν and
κ depending on the temperature.
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We assume that ν(T) and κ(T) satisfy
ν(k)(·),κ (k)(·) <  for k = , ,
ν(k)(·) = κ (k)(·) =  for k = , , . . . ,
(.)
where ν(·) and κ(·) are smooth functions and are analytic at .
Due to the technical restriction, two cases are still open. One is the case of ν(k)(·),κ (k)(·) =
 for k = , , . . . ; the other case is that ν(T) and κ(T) are not smooth functions. We also
assume that external forces fα and hα can be chosen suitably such that (Uα(x)+Uc ,Tα(x)+
Tc ,Pα(x)) are a smooth solution of the steady Boussinesq system
–∇ · (ν(T)∇U) + (U · ∇)U +∇P = Te + fα ,
–∇ · (κ(T)∇T) + (U · ∇)T = hα ,
∇ ·U = ,
where Uc = (c, , )T , Tc = (c, , )T , and
lim|x|→∞Uα(x) = , lim|x|→∞Tα(x) = .
Linearizing system (.)-(.) around the steady state (Uα(x) +Uc ,Tα(x) +Tc ,Pα(x)), we
obtain
ut + c∂xu + uα · ∇u + u · ∇uα + u · ∇u –∇ ·
(
ν(v + Tα + Tc )∇u
)
–∇p
–∇ · ((ν(v + Tα + Tc ) – ν(Tα + Tc )
)∇uα
)
– ve = , (.)
vt + c∂xv + Tα · ∇v + u · ∇Tα + u · ∇v –∇ ·
(
κ(v + Tα + Tc )∇v
)




with the incompressibility condition ∇ ·u = . This condition leads to ∇ · (uuT ) = u · ∇u+
u∇ · u = u · ∇u.
Thus it follows from (.)-(.) that






+∇ · (uvT) –∇p




– ν ′∇ · (v∇uα) – ve = , (.)
vt + c∂xv + κv + κ ′c∂xxv + Tα · ∇v + u · ∇Tα + u · ∇v




– κ ′∇ · (v∇Tα) = . (.)
The vorticity associated with the velocity ﬁeld u of the ﬂuid is deﬁned by ω =∇ × u. Note
that ∇ × ∇ · (uuT ) =∇ · (ωuT – uωT ). We can obtain the vorticity equation from (.) as




+∇ · (ωuTα – uωTα
)
+∇ · (ωuT – uωT) – ν ′∇ ·
(∇ × (v + Tα)∇uT + (v + Tα)∇ωT
)
– ν ′∇ ·
(
(∇ × v)∇uTα + v∇ωTα
)
– ∂xv = . (.)
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Note that the space of divergence free vector ﬁelds is invariant under the evolution (.).
We can assume that ∇ · ω = . Moreover, we can reconstruct the velocity u from the vor-
ticity ω by solving the equation
∇ × u = ω, ∇ · ω = .
On the other hand, the Biot-Savart law shows that the velocity ﬁeld u is deﬁned in terms
of the vorticity
u(x) = – π
∫
R
(x – y)⊥ × ω(y)
|x – y| dy, x ∈ R
. (.)
Let ϕ = (ω, v)T . Then we can rewrite system (.)-(.) as the evolution equation
dϕ




ν + c∂x + ν ′c∂xx –∂x
















ωαuT – uαωT –ωuTα + uωTα – ν ′(∇ × Tα)∇uT + ν ′Tα∇ωT
– ν ′(∇ × v)∇uTα + ν ′v∇ωTα
)
,
g = Tα · ∇v + u · ∇Tα – κ ′∇ · (v∇Tα – Tα∇v),
g = –∇ ·
(
ωuT – uωT – ν ′(∇ × v)∇uT + v∇ωT
)
,
g = –u · ∇v – κ ′∇ · (v∇v).
To reach the essential spectrum of the operator –(N̂ + Ĝ) up to the imaginary axis, we
need to make a similar assumption to []:
(H) For any α ∈ [αc – α,αc + α],  is not an eigenvalue of N̂ + Ĝ.
(H) For α = αc, the operator –(N̂ + Ĝ) has two pairs of eigenvalues (λ+,μ+) and
(λ–,μ–) satisfying











(H) The remaining eigenvalue of –(N̂ + Ĝ) is strictly bounded away from the
imaginary axis in the left half plane for all α ∈ [αc – α,αc + α].
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Under the generic assumption that the cubic coeﬃcient terms a,a =  in (.)-(.),
our main result is stated thus.
Theorem . Assume that (H)-(H) hold. Then system (.)-(.) has a one-dimensional
family of small time-periodic solutions, i.e.
U(x, t) =U(x, t + π/ξ), T(x, t) = T(x, t + π/ξ)




=O(), ∥∥T(x, t)∥∥Cb (R×[,π/ξ]) =O().
2 Proof of Theorem 1.1
We consider the following standard Sobolev space and spatially weighted Lebesgue space:
Wqp := {u : ‖u‖qp := ∑|β|≤p ‖Dβu‖qLq < ∞}, Lnm := {u : ‖u‖nm :=
∫
R ρ
m(x)un(x)dx < ∞} with
the weighted function ρ(x) =
√
 + |x|. We denote Wp by Hp with the norm ‖u‖Hp =∑
|β|≤p ‖Dβu‖L . When q = , the Fourier transform is an isomorphism between Hp and
Lp with ‖u‖Lp = ‖ρpu‖L . We also introduce the space X := {u = (un)n∈Z : ‖u‖X < ∞} and
the weighted spaces Lps = Lps × Lps , Hm = Hm × Hm, X = X × X, which are equipped
with the norms ‖u‖X = ∑n∈Z ‖un‖Hm , ‖ϕ‖X := ‖u‖X + ‖v‖X, ‖ϕ‖Lpm := ‖u‖Lpm + ‖v‖Lpm ,
‖ϕ‖Hm := ‖u‖Hm + ‖v‖Hm for ∀ϕ = (u, v)T ∈Lps or X .
Next, we look for π time-periodic solutions of

dϕ









ν + c∂x + ν ′c∂xx –∂x















g =∇ · (ωαuT – uαωT –ωuTα + uωTα – ν ′(∇ × Tα)∇uT + ν ′Tα∇ωT
– ν ′(∇ × v)∇uTα + ν ′v∇ωTα
)
,
g = Tα · ∇v + u · ∇Tα – κ ′∇ · (v∇Tα – Tα∇v),
g = –∇ · (ωuT – uωT – ν ′(∇ × v)∇uT + v∇ωT
)
, (.)
g = –u · ∇v – κ ′∇ · (v∇v). (.)
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According to the classical result in [], we know that the essential spectrumof the operator




λ ∈ C : λ = (–ν|y| – ν ′c|y| + icy, –κ|y| – κ ′c|y| + icy
)
, y ∈ R}.
Moreover, the spectra of N +G and N only diﬀer by isolated eigenvalues of ﬁnite multi-
plicity. The above spectrum properties are critical to prove our main result.
For convenience, we rewrite (.) as
ξωt =Mω + g(ω,u, v), (.)
ξvt =Mv + g(ω,u, v), (.)
where g and g deﬁned in (.)-(.),
Mω =Mω + g = νω + ν ′c∂xxω + c∂xω – ∂xv + g, (.)
Mv =Mv + g = κv + κ ′c∂xxv + c∂xv + g. (.)
We make the ansatz ω(x, t) =
∑
n∈Z ωn(x)eint and v(x, t) =
∑
n∈Z vn(x)eint to (.)-(.).
Then we obtain
(inξ –M)ωn = gn(ω,u, v), (.)
(inξ –M)vn = gn (ω,u, v), (.)
where g(ω,u, v)(x, t) =
∑
n∈Z gn(ω,u, v)eint , g(ω,u, v)(x, t) =
∑
n∈Z gn (ω,u, v)eint .
Note that we are interested in a real valued solution only. So we will always suppose that
(ωn, vn) = (ω–n, v–n) for n ∈ Z. These series are uniformly convergent on R × [, π ] in the
spaces which we have chosen. More precisely, we have the following three results, which
are taken from [, ].
Lemma . A linear operator J :X −→Cb(R × [,π ],C) is deﬁned by
(Ju)(x, t) = u˜(x, t) :=
∑
n∈Z
un(x)eint , u = (un)n∈Z ∈X .
Then J is bounded. Here C denotes the twice continuous diﬀerentiable function space.
Lemma . For u = (un)n∈Z, v = (vn)n∈Z ∈X, the convolution u ∗ v ∈X is deﬁned by
(u ∗ v)n =
∑
k∈Z
un–kvk , n ∈ Z.
Then there exists C >  such that ‖u ∗ v‖X ≤ C‖u‖X ‖v‖X .
Lemma . Let a linear operator M : X −→ X be deﬁned component-wise as (Mu)n =
Mnun for u = (un)n∈Z. Then ‖Mu‖X = (‖M‖Hm−→Hm + supn∈Z\{} ‖M‖Hm−→Hm )‖u‖X.
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By (H) and (H), we know that the operators M and M have two eigenvalues λ± (α)
and μ± (α), respectively, and all other eigenvalues ofM andM are strictly bounded away
























whereψ± denotes the associated normalized eigenfunctions,ψ±,∗ denotes the associated
normalized eigenfunctions of the adjoint operator M∗j . The bounded ‘stable’ part of the
projection is P±,s = I –P±,c, and we also know that P±,cMj =MjP±,c and P±,sMj =MjP±,s.
Thus we can split ω± and v± as ω = ω,c + ω,s, ω– = ω–,c + ω–,s, v = v,c + v,s, and
v– = v–,c + v–,s, where ω±,c = P±,cω, ω±,s = P±,sω, v±,c = P±,cv, and v±,s = P±,sv.
Applying the above decompositions to (.)-(.), we have
(inξ –M)ωn = gn(ω,u, v), n =±,±, . . . , (.)
(inξ –M)vn = gn (ω,u, v), n =±,±, . . . , (.)
Mω = g(ω,u, v), n = , (.)
Mv = g (ω,u, v), n = , (.)
(±iξ –M)ω±,s = P±,sg±(ω,u, v), (.)
(±iξ –M)v±,s = P±,sg±(ω,u, v), (.)
(±iξ –M)ω±,c = P±,cg±(ω,u, v), (.)
(±iξ –M)v±,c = P±,cg±(ω,u, v). (.)
The organization of the proof of Theorem . is as follows: we ﬁrst solve (.)-(.), then
we use the ﬁxed point theorem to solve (.)-(.) and (.)-(.). This is a nontrivial
process due to the nonlinear terms gn(ω,u, v) and gn (ω,u, v). Finally, we employ the implicit
function theorem to solve (.)-(.). The process of solving (.)-(.) is inspired by
the classical Hopf-Bifurcation result [].
Equations (.)-(.) can be rewritten as
(in +N +G)ϕn = Fn(ϕ,u), n =±,±, . . . , (.)
(N +G)ϕ = F(ϕ,u), n = , (.)
(±i +N +G)ϕ±,s = P±,sF±(ϕ,u), (.)
(±i +N +G)ϕ±,c = P±,cF±(ϕ,u). (.)
Next we solve (.). The linear operatorN has an essential spectrum up to the imaginary
axis, and it is an invertible operator in the following sense. One may refer to [] for the
details of the proof.
Lemma . For j = ,  and f = (f , f )T ∈Hm– ∩L, the equationNϕ = ∂jf has a unique
solution ϕ =N –∂jf ∈Hm.Moreover, ‖ϕ‖Hm ≤ C‖f ‖Hm–∩L .
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This lemma tells us that N̂ (iyi, iyi)T is a bounded compact operator from Lm to itself.
Furthermore, the spectra of N̂ + Ĝ and N̂ only diﬀer by isolated eigenvalues of ﬁnite mul-
tiplicity (see the book of Henry [, p.]). The following three lemmas give the solvability
of (.); they are similar to Lemma - in []. Here we omit their proofs.
Lemma . Assume that (H)-(H) hold. Then (.) has a unique solution ϕ = (N +
G)–F(ϕ,u).Moreover, ‖ϕ‖Hm ≤ C‖y–j I×F̂(ϕˆ, uˆ)‖Lm ,where I× and F̂ denote the ×
 unit matrix and the application of Fourier transform to F, respectively.
Lemma . There exists a constant C >  such that
‖u‖Hm ≤ C‖ω‖Hm , ‖∂xiu‖Hm ≤ C‖ω‖Hm .
Lemma . For m >  , there exists a positive constant C such that
‖ωˆ ∗ uˆ‖Lm ≤ C‖ωˆ‖Lm‖uˆ‖Lm .
Applying the Fourier transform to g and g in (.)-(.), we get
ĝ = –iy
(
ωˆ ∗ uˆT – uˆ ∗ ωˆT + ν ′|y|vˆ ∗ uˆT + iyvˆ ∗ ωˆ
)
, (.)
ĝ = –iyuˆ ∗ vˆ – κ ′|y|vˆ ∗ vˆ. (.)
From the form of the nonlinear terms g and g, it is critical to estimate the term as uv and
u. For convenience, we derive some estimates as regards the nonlinear terms N (ϕ) = ϕ
and N(ϕ,ψ) = ϕψ . Since the proof of the next lemma is similar to Lemma  in [], we
omit it.
Lemma . Deﬁne N  :X −→X by N (ϕ)n =N n(Jϕ) and N :X ×X −→X by N(ϕ)n =










X ≤ C‖ψ‖X ‖ϕ‖X




















































for ϕ,ϕ,ψ ,ψ ∈X with ‖ϕ‖X ,‖ϕ‖X ,‖ψ ‖X ,‖ψ‖X ≤ .
By a small modiﬁcation of the proof of Lemma  in [], we have the following result.


















∥∥(inξi –Mi)–∇ j · P±,s
∥∥
Hm−→Hm ≤ C,
for n =  and j = , . Here Mi and Mi are deﬁned in (.)-(.), respectively.
Thus by Lemma ., we can rewrite (.) and (.) as
ϕn = (in +N +G)–Fn(ϕ,u), n =±,±, . . . ,
ϕ±,s = (±i +N +G)–P±,sF±(ϕ,u),
i.e.
ωn = (inξ –M)–gn(ω,u, v), n =±,±, . . . , (.)
vn = (inξ –M)–gn (ω,u, v), n =±,±, . . . , (.)
ω±,s = (±iξ –M)–P±,sg±(ω,u, v), (.)
v±,s = (±iξ –M)–P±,sg±(ω,u, v). (.)
Using Lemmas . and ., we obtain the solvability of (.)-(.). Since the proof is
similar to [], we omit it.
Lemma . Assume that there exist σ,σ >  such that for all ξ, ξ >  with |ξ –
ξ|, |ξ – ξ| ≤ σ and all ω±,c, v±,c ∈ Hm with ‖ω±,c‖Hm ,‖v±,c‖Hm ≤ σ. Then (.)-
(.) has a unique solution (ω˜, v˜) = (ωc, vc) ∈ X , where ωc = (ω–,c,ω,c), vc = (v–,c, v,c),
ω˜ = (. . . ,ω–,ω–,c + ω–,s,ω,ω,c + ω,s,ω, . . .), v˜ = (. . . , v–, v–,c + v–,s, v, v,c + v,s, v, . . .).
Moreover, there exists a positive C such that








with ω˜ –ωc := (. . . , ,ω–,c, ,ω,c, , . . .) and v˜ – vc := (. . . , , v–,c, , v,c, , . . .).
Proof For ﬁxed ξ, ξ >  so close to ξ and given ω±,c, v±,c ∈ Hm with ‖ω±,c‖Hm ,




) −→ (ω˜, v˜)
=
(
ω˜∗ + (. . . , ,ω–,c, ,ω,c, , . . .), v˜∗ + (. . . , , v–,c, , v,c, , . . .)
)
−→ (ω, v) −→ (ω˜∗∗, v˜∗∗) = the right hand side of (.)-(.),















ω˜∗ + (. . . , ,ω–,c, ,ω,c, , . . .), v˜∗ + (. . . , , v–,c, , v,c, , . . .)
)
.
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Nowwe prove the operator is a self-map of a suﬃciently small ball inX . By Lemmas .-
































≤ C(‖ω˜‖X‖u‖X + ‖ω˜‖X‖v˜‖X + ‖u‖X‖v˜‖X
)
≤ C(‖ω˜‖X + ‖ω˜‖X‖v˜‖X
)
≤ C(∥∥ω˜∗∥∥X + ‖ω–,c‖Hm + ‖ω,c‖Hm +
∥∥v˜∗
∥∥









































≤ C(‖v˜‖X + ‖ω˜‖X‖v˜‖X
)
≤ C(∥∥ω˜∗∥∥X + ‖ω–,c‖Hm + ‖ω,c‖Hm +
∥∥v˜∗
∥∥











g˜ = ω · uT + ν ′v · uT + v · ωT ,
g˜ = u · vT + κ ′v · vT .























) + σ 
) ≤ ,
which implies that for suﬃcient small σ > . Hence, by the Banach ﬁxed point theorem,
we obtain a unique ﬁxed point (θ˜∗, v˜∗) ∈ X of , which means that (.)-(.) have a
solution of (ω˜, v˜) = (ω˜∗ +ωc, v˜∗ + vc). Moreover, if (ω±,c, v±,c) = (, ), then (, ) = (, ).
Next we prove the second inequality in (.) and (.). Note that (ω˜∗, v˜∗) = (ω˜∗, v˜∗) =












≤ C(∥∥ω˜∗∥∥X + ‖ω–,c‖Hm + ‖ω,c‖Hm
)
,
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≤ C(∥∥v˜∗∥∥X + ‖v–,c‖Hm + ‖v–,c‖Hm
)
.
Thus we deduce that for a suﬃcient small ball Br()⊂ B(),









ω˜ –ωc := (. . . , ,ω–,c, ,ω,c, , . . .),
v˜ – vc := (. . . , , v–,c, , v,c, , . . .).
This completes the proof. 
It remains to analyze (.)-(.). We restate the equations:
(±iξ –M)ω±,c = P±,cg±(ω,u, v),
(±iξ –M)v±,c = P±,cg±(ω,u, v).
It follows from (ω–, v–) = (ω, v) and (g–, g–) = (g , g ) that the ‘–’ equation is the com-
plex conjugate of the ‘+’ equation. By Lemma ., we can denote (ω, v) = (Jω˜, Jv˜) by means
of (ω˜, v˜) = (ωc, vc) = ((ω,c,ω,c), (v,c, v,c)). Our target is to ﬁnd (ξ,α) and (ξ,α) close
to (ξ,αc) and a nontrivial solution (ω,c, v,c) = (ω,c, v,c)(x) of








Since ω,c, v,c ∈ Cψ+ and (Mψ+,Mψ+) = (λ+(α)ψ+,μ+(α)ψ+), we can write ω,c = ηψ+
and v,c = δψ+. Then by (.)-(.), for some η, δ ∈ C \ {}, we obtain
–iξηψ+ + λ+(α)ηψ+ + P,cg
(J(ηψ+,ηψ+, δψ+, δψ+)) = , (.)
–iξδψ+ +μ+(α)δψ+ + P,cg
(J(ηψ+,ηψ+, δψ+, δψ+)) = . (.)
Nowwe introduce (p,c, θ,c) by (P,cω,P,cv) = (p,c(ω)ψ+, θ,c(v)ψ+). Then (.)-(.) can
be simpliﬁed to
–iξη + λ+(α)η + g(α,η, δ) = , for some η ∈ C, (.)
–iξδ +μ+(α)δ + g(α,η, δ) = , for some δ ∈ C, (.)
where the cubic coeﬃcient a =  and a =  in
g(α,η, δ) := p,c
(
g
(J(ηψ+,ηψ+, δψ+, δψ+))), (.)
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g(α,η, δ) := θ,c
(
g
(J(ηψ+,ηψ+, δψ+, δψ+))). (.)
Note that |p,c(ω)| ≤ C‖P,cω‖Hm ≤ C‖ω‖Hm and |θ,c(v)| ≤ C‖P,cv‖Hm ≤ C‖v‖Hm . Thus












∣∣ ≤ C(|η| + |δ|),
where we use the following relation: (ω˜, v˜) =(ωc, vc) =(ηψ+,ηψ+, δψ+, δψ+).
Analogously to the case of the classical Hopf-bifurcation result [], the Banach ﬁxed
point theorem can be applied to (.)-(.), as soon as the zero solution is divided out.
It is suﬃcient to ﬁnd the real value solutions (i.e. (γ,γ) = (η, δ) ∈ R) of (.)-(.).
Hence we deﬁne the complex-valued smooth function
ϒ (γ,γ;, ) :=
{
–i(ξ + ) + λ+(αc + ) + γ – g(αc + ,γ,γ), γ = ,
–i(ξ + ) + λ+(αc + ), γ = ,
ϒ(γ,γ;, ) :=
{
–i(ξ + ) +μ+(αc + ) + γ – g(αc + ,γ,γ), γ = ,
–i(ξ + ) +μ+(αc + ), γ = .
It follows from (λ+(αc),μ+(αc)) = (iξ, iξ) that (ϒ (, , , ),ϒ(, , , )) = (, ). More-
over, by assumption (H) for the Jacobi matrix











with respect to ρ ,  one has detDρ,ϒ (γ,γ;, )|γ=γ=== = ddβ Reλ+(α)|α=αc >  and
detDρ,ϒ(γ ,γ;, )|γ=γ=== = ddβ Reμ+(β)|α=αc > . Thus for suﬃcient small γ,γ > ,










– γ – g
(











– γ – g
(
αc + (γ),γ,αc + (γ),γ
)
= .
Note the degree of nonlinearity. Then it follows from diﬀerentiating this equation that
(i) =  for some ﬁrst i. Hence the function γ → (γ) and γ → (γ) can locally be in-
























for suﬃcient small  > .
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Therefore we obtain the desired solutions of (.)-(.) by setting (ξ, ξ) = (ξ +
(γ()), ξ + (γ())), α = αc + , and (ω,c, v,c) = (γ()ψ+αc+ ,γ()ψ+αc+)(x). This result
combined with Lemmas ., ., and (.) gives the proof of Theorem ..
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