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Abstract
In this report, we study the Unique Games conjecture of Khot [32] and its implications on the hardness of
approximating some important optimization problems. The conjecture states that it is NP-hard to determine
whether the value of a unique 1-round game between two provers and a verifier is close to 1 or negligible.
It gives rise to PCP systems where the verifier needs to query only 2 bits from the provers (in contrast,
Ha˚stad’s verifier queries 3 bits [44]). We start by investigating the conjecture through the lens of Ha˚stad’s
3-bit PCP. We then discuss in detail two results that are consequences of the conjecture. The first states that
Min-2SAT-Deletion is NP-hard to approximate within any constant factor [32]. The second result shows that
minimum vertex cover is NP-hard to approximate within a factor of 2− ² for every ² > 0 [34]. We display
the use of Fourier techniques for analyzing the soundness of the PCP used to prove the first result, and we
display the use of techniques from extremal combinatorics for analyzing the soundness of the PCP used to
prove the second result. Finally, we present Khot’s algorithm which shows that for the conjecture to be true,
the domain of answers of the two provers must be large, and we survey some recent results examining the
plausibility of the conjecture.
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1 Introduction
Many important optimization problems are NP-hard to solve exactly in the worst case. When faced with
such a problem, we have to settle for an approximate solution. An approximation algorithm for an NP-
hard problem is a Turing Machine that produces a feasible solution to the given problem that is within
a guaranteed factor of the optimum solution. Usually, this factor is taken to be greater than 1, so for a
maximization problem, an approximation algorithm that achieves a factor C produces a solution whose
value is at least OPT/C, where OPT refers to the problem’s global optimum solution. For a minimization
problem, a factor C approximation algorithm produces a solution whose value is at most COPT. Finding an
approximation algorithm is one aspect of studying the approximability of an NP-hard problem. The other
aspect is proving, under certain assumptions, that the problem cannot be approximated within a certain
factor. Such results that rule out the possibility of an approximation algorithm are referred to as hardness
results or inapproximability results. Usually, they are based on the assumption that P 6=NP, thus ruling out
the possibility of a polynomial time approximation algorithm.
Early inapproximability results are due to Garey and Johnson [23]. However, strong inapproximability
results for many problems were not obtained until the connection between approximation hardness and
multiprover interactive proofs was discovered by Feige et al. [19]. An interactive proof can be viewed as
a game between a computationally unbounded prover, and a polynomial time algorithm called the verifier
with access to random bits. The prover wants to convince the verifier of some fact, e.g. that a given string
is in a language, and the verifier (probabilistically) decides whether to accept the fact or not by querying
the prover. The Unique Games conjecture [32] is about a certain type of interactive proof with 2 provers. It
implies strong inapproximability results showing for example that unless P = NP, Min-2SAT-deletion cannot
be approximated within any constant factor, and that under the same assumption vertex cover in k-uniform
hypergraphs cannot be approximated within a factor of k − ² for every k ≥ 2 and ² > 0. In particular,
this means that the conjecture would settle the vertex cover problem on graphs since there exists a factor
2 approximation algorithm for this problem. The conjecture would also settle the Max-Cut problem as it
would imply that the approximation factor achieved by the algorithm of Goemans and Williamson [25] is
the best possible [30, 39].
1.1 Brief History
Interactive proofs were introduced by Goldwasser, Micali and Rackof [26], and Babai [6]. Ben-Or et al. [9]
defined the notion of multiprover interactive proofs where the verifier interacts with provers who cannot
communicate with each other. Fortnow, Rompel and Sipser [21] showed that the class of languages that have
multiprover interactive proofs equals the class of languages that have (in today’s terms) probabilistically
checkable proofs (PCP) with polynomial randomness and query complexity (the number of bits examined
by verifier), i.e. MIP = PCP(poly, poly). In a PCP, instead of interacting with the verifier, the provers write
down the entire proof. The verifier decides whether to accept or reject the proof by checking a few randomly
selected positions of the proof.
A breakthrough result of Lund et al. [37] demonstrated the power of interactive proof systems by using
algebraic techniques to show that all co-NP statements have interactive proofs. Using these techniques,
Shamir [43] showed that all decision problems which may be solved using a polynomial amount of mem-
ory have interactive proofs and vice versa, i.e. IP = PSPACE. The result of Babai, Fortnow and Lund
[7] showing that MIP = NEXP further established the power of interactive proofs and enabled the con-
nection with hardness of approximation. Feige et al. [19] made the connection by showing that NEXP
⊆ PCP(poly, poly) implies that Max-Clique is hard to approximate unless EXPTIME = NEXP. They
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achieved a hardness of approximation result under an assumption closer to P 6= NP by showing that NP
⊆ PCP(log n log log n, log n log log n). This established that Max-Clique is hard to approximate within any
constant factor unless problems in NP can be solved in nO(log logn) time.
Following the result of Feige et al. improved characterizations of NP were sought. Arora and Safra
[5] formalized and named the class PCP. They introduced the idea of proof composition, which turned out
to be fundamental in all subsequent developments, and showed that languages in NP have PCP verifiers
that use logarithmic randomness and sub-logarithmic query complexity. Arora et al. [3] reduced the query
complexity to constant, thus proving the celebrated PCP Theorem (Thm. 2.8). They also showed that Max-
3SAT cannot be approximated within some constant factor. Bellare, Goldreich and Sudan [8] showed that
this constant is 27/26. Their result showed that in order to get strong hardness results, one needs to design
PCP’s with the specific application in mind.
Max-3SAT is a constraint satisfaction problem with three variables per constraint. Following the phi-
losophy of [8], Ha˚stad [44] proved that unless P = NP, Max-3SAT cannot be approximated within a factor
of 8/7, which is a tight result, by constructing a PCP whose query complexity is 3, i.e. the verifier only
needs to read 3 bits of the proof. The approach used to prove this result is similar to that of [8]. The starting
point is a multiprover protocol, which comes from a combination of the PCP Theorem and Raz’s parallel
repetition theorem [40]. The protocol is transformed into a PCP by writing down the prover’s answers in
coded form. Ha˚stad showed that the encoding introduced by [8] enables the verifier to check the proof by
reading only 3 bits. The verifier in the multiprover system is known as the Raz Verifier, and the verifier that
reads the encoded proof is called the inner verifier. Ha˚stad’s result also implies that Max-2SAT is NP-hard to
approximate within any factor less than 22/21. This factor is, however, not tight. Max-2SAT is a constraint
satisfaction problem with two variables per constraint and we seem to have no techniques for constructing
PCP’s where the verifier can read only 2 bits. Khot [32] suggested the Unique Games conjecture as a possi-
ble direction for designing such PCP’s. The Unique Games conjecture stipulates the existence of a verifier
with stronger properties than the Raz Verifier. Having this powerful outer verifier enables the design of
inner verifiers to prove strong inapproximability results for such problems as Max-2SAT and vertex cover.
Nonetheless, even with such a powerful outer verifier, the inner verifiers are typically non-trivial relying on
deep theorems in Fourier analysis.
1.2 Organization of the Report
The main focus of this report is understanding the Unique Games conjecture and presenting the results of
[32, 34] based on it.
Section 2 defines some of the problems we consider and provides some necessary background. It ends
with a description of 2-prover 1-round games and the Raz Verifier, thus setting up the stage for the discussion
that follows.
We investigate the Unique Games conjecture by studying Ha˚stad’s 3-bit test. The Unique Games con-
jecture enables the design of a similar test that queries 2 bits of the witness proof. We will provide intuition
behind the need for the third bit in Ha˚stad’s verifier and how the conjecture alleviates this need. This is
done in Section 3. In Sec. 4 we show how the 2-bit test allows us to prove that it is NP-hard to distinguish
between instances of Max-2SAT that are (1 − ²)-satisfiable and instances that are (1 − ² 12+o(1))-satisfiable
for all sufficiently small ² > 0. We also briefly present a verifier based on the Unique Games conjecture that
shows a tight hardness result for coloring a 3-uniform hypergraph with 3 colors, and we state some recent
results based on the conjecture.
Section 5 presents the result of Khot and Regev [34] which shows that vertex cover is hard to approx-
imate within 2 − ² for any ² > 0 assuming the Unique Games conjecture. The construction of the hard
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instance of vertex cover is very similar to that of [14] which shows that vertex cover in k-uniform hyper-
graphs is NP-hard to approximate within any constant factor smaller than bk/2c, k ≥ 4. In fact, the two
constructions coincide when k = 2. Given this graph construction, we show how the proof of the latter
result cannot be used to prove 2 − ² hardness for vertex cover on graphs. We also discuss why the proof
of [34] fails to give the desired result if the graph construction is based on the Raz Verfier. Assuming the
construction is based on the Unique Games conjecture, we present the proof of [34].
Finally, the plausibility of the conjecture is discussed in Sec. 6. We end with a presentation of Khot’s
SDP based algorithm [32], which shows that for the conjecture to be true, the domain of answers of the
provers must be large.
2 Background
2.1 Problems Considered
In this section, we define some of the problems we will be considering.
Definition 2.1 (Max-kLin-p). Let p be a prime. Max-kLin-p is the problem of given a system of linear
equations over the field Zp with exactly k variables in each equation, find the maximum number of equations
that can be satisfied by any assignment.
We will specifically be interested in the problems Max-3Lin-2 and Max-2Lin-2.
Definition 2.2 (Max-kSAT). Max-kSAT is the problem of given a k-CNF formula (i.e. each clause contains
exactly k variables), find the maximum number of clauses that can be satisfied by any assignment.
We will specifically be interested in Max-3SAT and Max-2SAT. The minimization version of Max-2SAT,
where the objective is to find the minimum number of constraints that cannot be satisfied by any assignment,
is called Min-2SAT-Deletion (or Min-2CNF-Deletion).
A q-uniform hypergraph H = (V,E) consists of a set of vertices V and a set of hyperedges E where
every hyperedge is a subset of vertices of size q. A hypergraph is said to be k-colorable if each of its vertices
can be assigned a color from a set of k colors such that no hyperedge is monochromatic, i.e. not all its
vertices have the same color. A non-monochromatic hyperedge is said to be correctly colored. We will
mostly be interested in the maximization version of hypergraph coloring defined below.
Definition 2.3 (Hypergraph k-Coloring). Hypergraph k-Coloring is the problem of given a q-uniform
hypergraph and k different colors, find an assignment of colors to the vertices so as to maximize the number
of correctly colored hyperedges.
The minimization version is called Approximate Coloring, and it is the problem of given a k-colorable
hypergraph, color it with as few colors as possible.
A vertex cover of a hypergraph H is a subset of vertices V ′ ⊆ V that contains at least one end point of
each hyperedge e ∈ E, i.e. e ∩ V ′ 6= ∅. The complement of a vertex cover is called an independent set, i.e.
it is a subset of vertices that does not contain any hyperedge entirely within it.
Definition 2.4 (Ek-Vertex-Cover). Ek-Vertex-Cover is the problem of given a hypergraph H = (V,E),
find a minimum size vertex cover in H .
The problem E2-Vertex-Cover is simply the minimum vertex cover problem on graphs.
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2.2 The Classes NP and PCP
Before defining the class of languages that have Probabilistically Checkable Proofs (PCP’s) we recall the
definition of the class NP in terms of the existence of a deterministic polynomial time verifier that can check
language membership proofs.
Definition 2.5 (NP). A language L is in NP if and only if there exists a deterministic polynomial time
verifier V such that given a string x ∈ {0, 1}n it satisfies,
• Completeness: If x ∈ L, then there is a string y with |y| = nO(1) such that V (x, y) = 1
• Soundness: If x 6∈ L, then for all y with |y| = nO(1), V (x, y) = 0.
The running time of V is assumed to be polynomial in the length of x. We say that V accepts x when
it outputs 1; otherwise, we say that it rejects x. We will refer to y in the above definition as the proof.
A PCP is described by a probabilistic verifier that randomly examines a few bits of a written proof y.
We say that the verifier V has oracle access to y, and we write V y to indicate that V does not receive y
explicitly. We are interested in two properties of V , namely, the number of coins V flips and the number of
bits of the proof it reads.
Definition 2.6. A (r(n), q(n))-restricted verifier is a probabilistic polynomial time Turing machine such
that given input x of length n and oracle access to proof y, it uses r(n) random bits to list q(n) positions of
y, queries y at these positions, and accepts or rejects x based on the values it receives.
The running time of V is again assumed to be polynomial in the size of the input x. Note that r(n) and
q(n) are bounded by the running time of V . Futhermore, V is non-adaptive – it simultaneously decides
which queries to make. The parameter q(n) is called the query complexity of V . We can now define the
class of languages PCPc,s[r(n), q(n)].
Definition 2.7 (PCP). A language L is in PCPc,s[r(n), q(n)] if there exists a (r(n), q(n))-restricted verifier
V such that given a string x ∈ {0, 1}n it satisfies,
• Completeness: If x ∈ L, then there is a proof y : Pr[V y(x) = 1] ≥ c ;
• Soundness: If x 6∈ L, then for all y, Pr[V y(x) = 1] < s ,
where the probabilities are taken over V ’s choice of random bits and 0 ≤ s < c ≤ 1. Furthermore, for any
y, |y| ≤ q(n) · 2r(n).
The bound on |y| is determined by the number of possible positions of y that V can examine. All other
bits of y are irrelevant. If c = 1 we say that the verifier has perfect completeness, and if c = 1 − o(1), we
say it has almost perfect completeness. If L ∈ PCPc,s[r, q], we say that L has a PCP with parameters (r, q).
2.3 The PCP Theorem
It is immediate from definition 2.7 that NP = PCP1,0(0, poly(n)). The PCP Theorem states the following
suprising result:
Theorem 2.8. [3, 5] NP = PCP1, 1
2
[O(log n), O(1)]
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One side of this equality, PCP1, 1
2
[O(log n), O(1)] ⊆ NP, is easy to see. Given a language L ∈
PCP1, 1
2
[O(log n), O(1)] with verifier V , we can construct a deterministic verifier V ′ that simulates V on
all 2O(logn) = poly(n) random coin flips and accepts if and only if V accepts on all runs.
The PCP Theorem provides a “robust” characterization of the class NP in the sense that any proof of a
false statement must be wrong almost everywhere since in order to reject with probability more than a half,
it suffices for the verifier to check only a few a bits of a proof. As we will see below, this robustness allows
us to reduce a languange L ∈ NP to a 3SAT formula such that if x ∈ L, then the formaula is satisfiable, and
if x 6∈ L, then no assignment can satisfy more than 1− ² fraction of the clauses of the formula. This shows
the relationship between the PCP Theorem and the inapproximability of Max-3SAT, where the objective is
to satisfy the maximum number of constraints in a given formula. The gap in the reduction implies that
Max-3SAT does not have a (1 + ²)-approximation unless P = NP . In fact, the PCP Theorem is equivalent
to the inapproximability of Max-3SAT.
Theorem 2.9. [3] NP = PCP1, 1
2
[O(log n), O(1)] if and only if there is a constant ² > 0 for which there
exists a polynomial time reduction f from any language L ∈ NP to Max-3SAT such that
• If x ∈ L, OPT(f(x)) = 1,
• if x 6∈ L, OPT(f(x)) < 1− ².
Here, OPT(f(x)) refers to the maximum fraction of constraints of the formula f(x) that any assignment
can satisfy. In general, OPT will be clear from context. The reduction above is called a gap-introducing
reduction as it introduces a gap of factor 1/(1−²) between the two classes of instances of Max-3SAT (those
constructed from instances x ∈ L and those constructed from instances x 6∈ L). As noted above, this gap
establishes the approximation hardness of Max-3SAT. Suppose there is a 1/(1 − ²) factor approximation
algorithm A for Max-3SAT. Then if x ∈ L, A(f(x)) ≥ (1 − ²)OPT(f(x)) = 1 − ², and if x 6∈ L, then
A < 1− ². Hence, using A we can decide any NP language L; a contradiction unless P = NP. Even though
the proof of the above theorem can be found in many places (see for example [2]), we will give the proof here
as it shows that the choice of 1/2 is arbitrary and can be replaced by any small constant, and it displays the
importance of designing PCPs that are very closely connected to the optimization problem whose hardness
we are trying to prove.
Proof of Theorem 2.9. (if) Assume that L ∈ NP and there is a gap-introducing reduction f as in the state-
ment of the theorem. Given input x, the PCP verifier we construct first runs f to create a Max-3SAT formula
f(x). It then randomly selects a clause C from f(x) using its O(log n) random bits. Let a proof y corre-
spond to an assignment of the variables of f(x). The verifier V reads the values of the 3 variables in C
from y, and accepts if and only if the variables satisfy C. Hence, if x ∈ L, letting y be a satisfying as-
signment to f(x) we have Pr[V y(x) = 1] = 1. On the other hand, if x 6∈ L, then for any assignment y,
Pr[V y(x) = 1] < 1 − ². Since ² is a constant, this probability can be reduced to 1/2 (or any other small
constant) at an exponential rate by a constant number of repetitions.
(only if) Assume thatL ∈ NP. By the PCP Theorem, L ∈ PCP1, 1
2
[c log n, q] where c and q are constants.
Let V be its PCP verifier. Given input x of length n, let y be a proof to which V has oracle access. For a
random string of length c log n, V queries q positions of the proof and decides to accept or reject based on
the values it receives from y. We generate a boolean variable corresponding to each position in y (so that y
corresponds to an assignment to those variables). Further, we generate a boolean function fr whose domain
is {0, 1}q for each random string r of length c log n. The function fr : {0, 1}q → {0, 1} takes as input the
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values assigned by y to the q variables that correspond to the q positions V queries given r. The output of
fr is 1 if and only if V accepts. By simulating V on all nc random strings we get nc such boolean functions.
The truth table of each boolean function can be represented by at most 2q q-CNF clauses, and each such
clause can be transformed to at most (q − 2) 3CNF clauses in the standard way. Hence, we end up with a
3CNF formula φ with nc2q(q − 2) clauses.
Now if x ∈ L, then there exists a proof such that every test causes V to accept; hence, the formula is
satisfiable. If x 6∈ L, then any proof y causes more than nc/2 of the tests to reject. Hence, the fraction of
unsatisfied clauses in our formula is> (nc/2)/(nc2q(q−2)) = 1/(2q+1(q−2)) = ². That is OPT(φ) < 1−²
and ² is a constant.
2.3.1 The Relationship to Constraint Satisfaction Problems
The gap in Thm. 2.9 is so small because the translation from boolean functions with domain {0, 1}q to 3CNF
clauses produced a large number of clauses. Intuitively, we can get a better approximation hardness result
if we had a PCP verifier that needs to read a smaller number of bits. Max-3SAT is a constraint satisfaction
problem on 3 variables. In fact, we now highlight the relationship between PCP’s and the hardness of
approximating constraint satisfaction problems on k variables (k-CSP’s) in general. In a k-CSP, we are
given a set of variables and a set of constraints. Each constraint depends on exactly k variables. The goal
is to find an assignment to the variables that maximizes the number of satisfied constraints. Designing a
specific verifier whose query complexity is k implies a hardness result for a k-CSP. We let the positions
of the proof be the variables of the problem and the verifier’s possible tests (given its random bits) be the
constraints. A proof defines an assignment to the variables. Hence the acceptance probability of the verifier
equals the fraction of satisfied constraints, and the hardness factor is obtained from the ratio between the
completeness and soundness of the constructed PCP system.
The next section shows a different characterization of NP that will allow us to design PCP’s with lower
query complexity.
2.4 2-Prover 1-Round Games
In order to design PCP’s with low query complexity, we will need a detailed description of the queries
made by the PCP verifier. We will design a new proof system with two provers and a simple probabilistic
verifier. The system is best thought of as a game between the provers, P1 and P2 and the verifier V where
the provers are trying to convince the verifier of the validity of an NP statement of length n (e.g. a formula
that is claimed to be satisfiable). The two provers are cooperating and infinitely powerful. They can make
any agreement before the start of the game, however, once the interaction with the verifier starts, they can
no longer communicate. The verifier is allowed to ask each prover only one question; hence, the game
is 1-round. It has access to r(n) random bits, which it uses to generate two questions q1 and q2 without
communicating with the provers. Note that this implies that the verifier is non-adaptive as it does not
produce the second question based on the first answer it receives. The verifier simultaneously sends q1 to P1
and q2 to P2. Prover P1 does not have access to q2, and prover P2 does not have access to q1. The provers
answer with P1(q1) and P2(q2). Since the verifier can ask the two provers for the same information, the
provers’ ability to cheat gets restricted. The verifier decides whether to accept or reject after receiving both
answers P1(q1) and P2(q2). We now define the class of languages 2P1Rc,s[r(n)] that are recognized by such
verifiers.
Definition 2.10. [44] A languageL is in 2P1Rc,s[r(n)] if there exists a probabilistic polynomial time verifier
V that receives r(n) random bits such that given a string x ∈ {0, 1}n it produces two queries q1 and q2
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based only on its random bits and x and satisfies,
• Completeness: If x ∈ L, there exist two provers P1 and P2 whose answers P1(q1) and P2(q2) to
queries q1 and q2 respectively cause V to accept with probability at least c ;
• Soundness: If x 6∈ L, then for any two provers P1 and P2, the probability that V accepts based on the
answers P1(q1) and P2(q2) is at most s ,
where the probabilities are taken over V ’s choice of random bits, and 0 ≤ s < c ≤ 1.
The value of a 2-prover 1-round game (2P1R) is the maximum acceptance probability of the verifier.
Note that the number of random bits available to V limits the domain of questions V can ask. This
in turn limits the number of answers the provers need to prepare. We can thus turn the above game into a
PCP simply by writing down each prover’s answers indexed by the questions V can ask the prover. It is
noteworthy that if the game is not 1-round, then we cannot think of P1 and P2 as written proofs since the
provers are infinitely powerful and hence can be considered adaptive. Next we construct a 2-prover 1-round
PCP with logarithmic randomness that captures NP.
A PCP with Low Query Complexity and Soundness close to 1. Given a language L ∈ NP, we use
the gap-introducing reduction f given in Thm. 2.9 to transform any instance x to a Max-3SAT formula φx.
Suppose φx has n variables and m clauses. Our 2P1R verifier works as follows. It assumes that prover
P1 is a string containing a truth assignment to the n variables (i.e. each position takes one of two values).
Furthermore, it assumes that prover P2 is a string containing for each clause a satisfying assignment to its 3
variables (i.e. each position takes one of 7 values). It uses its O(log n) random bits to pick a clause C from
φx, and a random variable z occurring in C. It queries P1 at x and P2 at C. It receives a 1-bit answer P1(z)
from the first prover and a 3-bit answer P2(C) from the second prover. Note that P2(C) implicitly contains
an assignment to z. The verifier accepts if and only if P1(z) and the implicit assignment to z in P2(C) are
equal.
If x ∈ L then φx is satisfiable and clearly there are proofs P1 and P2 that make the verifier accept with
probability 1.
If x 6∈ L, then more than ² fraction of the clauses of φx are not satisfiable where ² is the constant in
Thm. 2.9. Since P1 is an assignment to the variables, more than ²m clauses are not satisfied by it. Suppose
we pick an unsatisfiable clause C. This happens with probability > ². Since P2 contains only satisfying
assignments, its assignment to C must differ from P2 in at least one variable. The probability that we catch
this inconsistency is at least 1/3. Hence, the soundness of this 2P1R game is less than 1− ²/3.
The above PCP is good in that V queries only 4 bits of the proof; however, its acceptance probability
is always close to 1. As in the proof of Thm. 2.9, we would like to use a constant number of repetitions
to reduce the acceptance probability in the soundness case. Repeating the above procedure u independent
times reduces the error probability to (1− ²/3)u. If we do that, however, the game is no longer one round.
We will use a different technique known as parallel repetition.
2.5 The Raz Verifier
Parallel repetition simply means that V randomly chooses u clauses (Ci)ui=1 and for each clause Ci it
chooses one variable zi at random. The verifier sends q1 = (zi)ui=1 to P1 and q2 = (Ci)ui=1 to P2 all at
once. It assumes that each position in P1 is indexed by u variables and contains an assignment to the u
variables. Thus, the length of P1 is nu and each position takes one of 2u values. Further, V assumes each
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position in P2 is indexed by u clauses and contains a sequence of satisfying assignments to the u clauses.
Thus, the length of P2 is mu and each position takes one of 7u values. Verifier V then receives the answers
from P1 and P2 and accepts if all u variable assignments it receives from P1 are consistent with all u clause
assignments it receives from P2.
Since the provers can see all answers, it is not clear that the error probability of this game is (1− ²/3)u
In fact, the error probability can be greater than that; however, in [40], Raz showed that the error probability
indeed decreases exponentially with u.
Theorem 2.11. [40] Given a 2-prover 1-round game with soundness s < 1 and answer size d, there exists
s′ < 1 that depends only on s such that for all integers u the soundness of u parallel repetitions of the game
is (s′)u/d.
Hence, since the answer size of our original game is constant, by choosing u to be a large enough
constant, we can make the soundness arbitrarily small. However, the number of bits queried is now u+ 3u.
Note that the size of the domain of answers of the provers is a constant that depends on the soundness
parameter. This 2P1R game with perfect completeness and arbitrarily low soundness is known as the Raz
Verifier. In [44], Ha˚stad uses the Raz Verifier to construct a 3-bit PCP. We will reserve the discussion of
Ha˚stad’s PCP to the next section where we motivate the Unique Games conjecture.
3 The Unique Games Conjecture
The Unique Games conjecture (UGC) [32] is the following:
Conjecture 3.1 (Unique Games Conjecture). For arbitrarily small constants ζ, δ > 0, there exists a
constant k = k(ζ, δ) such that it is NP-hard to determine whether a unique 2-prover 1-round game with
answers from a domain of size k has value at least 1− ζ or at most δ.
Why is the UGC stated as such? In this section we attempt to answer this question. We feel that the best
way to provide intuition behind the conjecture is to describe Ha˚stad’s 3-bit PCP. We will also define unique
games and describe a problem called Label Cover that is equivalent to a 2P1R game.
3.1 Overview of Ha˚stad’s PCP
Ha˚stad’s result is the following:
Theorem 3.2. [44] For all ², η > 0,
NP = PCP1−², 1
2
+η[O(log n), 3] .
Moreover, the acceptance condition of the verifiers is linear (i.e. if the three bits read from the proof are b1,
b2 and b3, the acceptance condition is either b1 + b2 + b3 = 0 or b1 + b2 + b3 = 1).
The starting point of Ha˚stad’s PCP is the Raz Verifier described in Sec. 2.5. We will refer to the Raz
Verifier as the outer verifier. Recall that this verifier has perfect completeness and arbitrarily low soundness.
The problem, however, is that it reads answers from a large alphabet that is dependent on the soundness
parameter. To achieve our goal, we will build a new verifier called the inner verifier that expects as a proof
encodings of the provers’ answers using a predefined encoding scheme. With a suitable encoding, the inner
verifier can perform its test efficiently. A cheating prover, however, may not abide by the encoding. Hence,
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besides checking the consistency of the answers, the inner verifier must also check if the encodings of the
answers are correct. Ha˚stad’s construction integrates these two tasks into a single test that reads only 3 bits.
The test does not explicitly check that the encodings are correct. Instead, it is shown that if a proof makes the
inner verifier accept with high probability, then there is a way to “decode” the proof and extract strategies
for the provers that would make the outer verifier accept with probability greater than δ. This leads to a
contradiction if the soundness of the outer verifier is less than δ. The strategies are extracted by analyzing
the encoded answers using Fourier Analysis.
It suffices for our purposes to describe the 3-bit test. Even though we will not go over the soundness
analysis of this test, the technique of using discrete Fourier transforms to extract strategies from encoded
answers will be displayed when we analyze a different test in Sec. 4.2.3. We start by describing the encoding
expected by the inner verifier.
3.2 The Long Code
The long code was introduced by [8]. The long code of an element x ∈ {0, 1}u is a string of length 22u . It
is a wasteful encoding; however, it is very useful for our purposes.
Definition 3.3 (Long Code). Let FM be the family of boolean functions f : M → {0, 1}. The long code of
an element x ∈M is a map Ax : FM → {0, 1} where Ax(f) = f(x).
The usefulness of the long code is apparent when we consider the type of questions the inner verifier
should ask. In order not to waste any bits, the inner verifier will ask boolean questions. Suppose that the
answer to the outer verifier’s first query is x. The question the inner verifier will ask about x is, “Does x
belong to the following set of values?” Since x is a u-bit string, there are 2u possible values for x, and hence
22
u possible subsets the inner verifier can inquire about. Note that u in our case is a constant depending on
the number of parallel repetitions the outer verifier performs, thus the inner verifier can ask such questions
in constant time. The long code encodes the answer of the prover for every possible subset S ⊆ {0, 1}u.
Hence, the long code for x is a 22u bit string where position i = 1 if x ∈ Si, and 0 otherwise (we use an
arbitrary but fixed convention to order the subsets of {0, 1}u).
We can identify a set S ⊆ {0, 1}u by a function fS : {0, 1}u → {0, 1}. That is, S = {x ∈ {0, 1}u :
fS(x) = 1}. Asking if x is in S is equivalent to evaluating fS at x. Now since the set of all subsets of
{0, 1}u corresponds to the family of functions f : {0, 1}u → {0, 1} we arrive at definition 3.3 above.
When working with long codes, it is sometimes more convenient to work with boolean variables from
{1,−1} rather than the standard {0, 1}. We let−1 denote true so that multiplication represents the exclusive-
or of two bits. The reason we use this multiplicative representation will become apparent when we utilize
Fourier techniques to analyze the long codes. However, we use it below to define the mechanism of folding
introduced by [8].
Definition 3.4 (Folding). A function A : FM → {1,−1} is folded if for all f ∈ F , −A(f) = A(−f).
A correct long code is clearly folded, since for S ⊆ M , x ∈ S iff x /∈ S¯. In order to implicitly ensure
that a long code written by a prover is folded, we store (in an arbitrary but fixed mannar) for each pair of
functions (f,−f) one representative. When we want to access the other function, we negate the result we
read. Suppose f is chosen for example. Then, if we want to evaluate f(x), we simply read Ax(f) where Ax
is the long code for x. If we wish to evaluate −f(x), then we read Ax(f) and negate the result.
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The fact that the number of parallel repetitions executed by the Raz Verifier is constant allowed the inner
verifier to use the long code to encode the provers’ answers. Another important property of the Raz Verifier
is described below and it will allow us to design the 3-bit test. A modification of this property given by the
Unique Games conjecture allows us to design a 2-bit test.
3.3 The Raz Verifier’s Projection Property
Let us a look at a concrete example of a round of interaction between the Raz Verifier and the provers. Let
the number of parallel repetitions be u = 2. Suppose the verifier V randomly picks the clauses (C1, C2) =
(x1 ∨ x¯2 ∨ x3, x¯1 ∨ x4 ∨ x5) and the variables (z1, z2) = (x1, x5). The verifier then probes the provers and
receives answers P1(z1, z2) and P2(C1, C2). Note that given the set of probes and P2’s answer, there is a
unique answer of P1 that would make V accept. In our example, if V receives (110, 010) from P2, then the
only answer received from P1 that would make V accept is (1, 0). That is, the accepted answer of P1 is the
projection of the answer of P2 at (x1, x5). This implies that for every possible pair of questions q1, q2 to
provers P1 and P2, there is a projection piq1,q2 : [7u] → [2u] such that V accepts if and only if the answers
P1(q1), P2(q2) satisfy piq1,q2(P2(q2)) = P1(q1). This projection property is almost all we need to design the
inner verifier.
Let RY , RX be the sets of possible answers the outer verifier can receive from provers P1 and P2
respectively. That is, |RY | = 2u, and |RX | = 7u where u is the number of parallel repetitions. Suppose
the outer verifier receives answer a1 (resp. a2) from P1 (resp. P2) in response to question q1 (resp. q2).
We are trying to verify if the two answers are consistent, i.e. if they satisfy piq1,q2(a2) = a1. For ease of
notation, define pi := piq1,q2. The inner verifier will pick a random set F from the range RY of the projection
pi, and it will ask P1 if a1 belongs to F . If a1 ∈ F , then the set of consistent answers received from P2
is limited to F ′ = pi−1(F ) ⊆ RX . The inner verifier will accept if and only if a1 ∈ F and a2 ∈ F ′, or
a1 6∈ F and a2 6∈ F ′ resulting in a 2-bit test (i.e. the exclusive-or of the two provers’ answers is 0). Note
that since the long codes are folded, the provers cannot always pass the test by simply answering 1 to every
query. Nonetheless, this test does not work as it can disclose the set of variables in q1 to P2. Intuitively,
this is because even though F is random, the values in F ′ are correlated allowing P2 to infer F and q1 [18].
Knowing q1 enables P2 to pick an assignment to the clauses in q2 that is consistent with P1’s assignment
to the variables in q1, thus ensuring that the outer verifier accepts. Recall that the provers can make any
agreement before the start of the interaction with the outer verifier, and specifically, they can agree on P1’s
assignment. Note that this does not contradict the soundness of the outer verifier as its soundness depends
on the fact that each prover does not know the question directed to the other prover (i.e. q1 is hidden from
P2 and vice versa). Going back to the pair of clauses in our example above, suppose for simplicity that
F ′ = {(100, 001), (110, 001), (010, 100), (010, 101)}. Then, it is easy to see that q1 = (x3, x4) and
F = {(0, 0)}.
Ha˚stad’s Inner Verifier. In order to overcome this difficulty, the inner verifier asks P2 two questions. It
picks a random set G from the domain RX and asks P2 if a2 belongs to G and if a2 belongs to the exclusive-
or of G and F ′ denoted G ⊕ F ′. The two sets now appear random to P2 and do not enable it to infer F .
In terms of long codes, the test is as follows. Let A be the long code of a1 and B be the long code of a2.
The inner verifier picks a random function f : RY → {0, 1} and a random function g : RX → {0, 1}. The
function f corresponds to our set F above, and g corresponds to set G. Note that the function f ◦ pi, where
(f ◦pi)(x) = f(pi(x)) for x ∈ RX corresponds to the set pi−1(F ) = F ′. Let h : RX → {0, 1} be a function
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such that h = g ⊕ (f ◦ pi). The verifier reads the bits A(f), B(g) and B(h), and accepts if and only if,
A(f)⊕B(g)⊕B(h) = 0 ,
which is a linear 3-bit test. There is a crucial part of the test that we have omitted. The function h is in fact
defined as h = g ⊕ (f ◦ pi) ⊕ µ where µ : RX → {0, 1} is chosen by setting µ(x) = 1 with probability
² and µ(x) = 0 with probability 1 − ² independantly for each x ∈ RX . If h is not defined with µ, then it
can be shown (see for example [33, p. 33]) the test would accept with probability 1 even if B is not a long
code. This reduces the completeness of the verifier to 1− ², but this is all that we can hope for since perfect
completeness would have implied that P = NP . Recall the relationship between PCP’s and CSP’s given in
Sec. 2.3.1. Ha˚stad’s PCP implies that it is NP-hard to determine if the maximum fraction of clauses that can
be satisfied in a Max-3Lin-2 instance is at least 1 − ² or at most 1/2 + η for all ², η > 0. If we had perfect
completeness, then the set of linear equations in the resulting Max-3Lin-2 instance could be solvable and
using Gaussian Elimination we can determine in polynomial time if a system of linear equations over a field
(Z2 in this case) is solvable.
3.4 Unique Games and Khot’s Conjecture
A 2P1R game is called unique (e.g. see [36, 17]) if the answer of one prover uniquely determines the
answer of the other prover and vice versa. Suppose that the Raz Verifier were a unique 2P1R game with
almost perfect completeness and arbitrarily low soundness. (We say almost perfect completeness because
it is trivial to determine if a unique game has value 1 as shown in Thm. 3.7 below.) Having the uniqueness
property means that that for every possible pair of questions q1, q2 to provers P1 and P2, there is a bijection
piq1,q2 : R → R such that V accepts if and only if the answers P1(q1), P2(q2) satisfy piq1,q2(P2(q2)) =
P1(q1). Note that the two provers provide answers from the same domain R. Intuitively, having these
bijections would eliminate the need for the inner verifier we describe above to make the third query since
the pre-image of a random set under a bijection is simply a permutation of the set and is also random. The
Unique Games conjecture stipulates the existence of such a powerful outer verifier that would allow us to
construct boolean 2-query PCP’s. We will see a 2-bit test based on our discussion in Sec. 4.2.1.
3.5 Label Cover
A 2P1R game with the property that the answer of the second prover uniquely determines the answer of the
first prover is equivalent to a problem called Label Cover first defined in [45]. We will use the definition of
a weighted Label Cover from [32].
Definition 3.5. A weighted Label Cover L(G(Y,X), RY , RX , {piyx}, {pyx}) consists of a complete bipar-
tite graph G with bipartition Y , X . Each edge (y, x) has a weight pyx with
∑
y,x pyx = 1. Every vertex in
Y is supposed to get a label from RY , and every vertex in X is supposed to get a label from RX . With every
edge (y, x) there is an associated projection piyx : RX → RY . The goal is to find a labeling of the vertices,
that is find functions LY : Y → RY and LX : X → RX , that maximizes the weight of satisfied edges. An
edge (y, x) is satisfied if piyx(LX(x)) = LY (y). OPT (L) is defined to be the maximum weight of edges
satisfied by any labeling. A Label Cover is unique if RX = RY = R and every function piyx : R → R is a
bijection.
It is clear how a label cover problem is the same as a 2P1R game. Let Y , X be the sets of questions the
verifier can ask the two provers, and RY , RX , respectively, be the set of their possible answers. Hence, the
Unique Games conjecture can be stated as follows:
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Conjecture 3.6 (Unique Games conjecture). [32] For arbitrarily small constants ζ, δ > 0, there exists a
constant k = k(ζ, δ) such that it is NP-hard to determine whether a unique Label Cover instance with label
sets of size k (i.e. |R| = k) has optimum at least 1− ζ or at most δ.
The following theorem shows why the completeness parameter of the UGC is not 1.
Theorem 3.7. Deciding if a unique Label Cover has optimum equal to 1 is in P .
Proof. Given a unique Label Cover instance L defined as in Def. 3.5, the following simple algorithm finds
a labeling that satisfies all the edges if one exists. First, we get rid of edges with weight 0 as they do not
contribute to the optimum. For every connected component of the resulting graph, we do the following.
Mark all the component’s vertices False. Pick an arbitrary vertex x0 ∈ X and assign it an arbitrary label
L(x0) from R. Now do the following:
- For every labeled vertex v marked False,
- If v ∈ X , then assign each unlabeled y in the neighborhood of v the label piyv(L(v)). If some y was
already labeled with L(y), then check if L(y) = piyv(L(v)). Mark v True if all tests pass; otherwise,
start over with a different label for x0.
- If v ∈ Y , then assign each unlabeled x in the neighborhood of v the label (pivx)−1(L(v)). If some x
was already labeled with L(x), then check if L(x) = (pivx)−1(L(v)). Mark v True if all tests pass;
otherwise, start over with a different label for x0.
If some label to x0 causes all the vertices in the connected component to be marked True, then the component
is satisfied. If we can satisfy all components then OPT (L) = 1. Otherwise, there is no labeling that has
value 1.
4 Hardness Results based on the Unique Games Conjecture
This section is mainly dedicated to showing that Min-2SAT-Deletion is NP-hard to approximate to within
any constant factor [32]. The proof of Min-2SAT-Deletion closely follows that in [32]. We include it here
as it displays the powerful technique developed by Ha˚stad ([44, 27]) of analyzing the tests of an inner
verifier using Fourier analysis. We also present the inner verifier and the test used to prove that 3-uniform
hypergraph 3-coloring is hard to approximate within any factor less than 98 . We omit the test’s soundness
anlysis, however. Finally, we cite other results announced in [32] and point out some exciting more recent
results by Khot et al. [30], Chwala et al. [12] and Dinur et al. [15]. All these PCP constructions essentially
start with the Unique Games conjecture as the outer verifier and construct suitable inner verifiers to prove
the hardness of the considered problems.
4.1 Fourier Analysis
The soundness proof of the inner verifier for Min-2SAT-Deletion depends heavily on Fourier analysis. Let
F be the family of functions f : M → {1,−1}. For β ⊆M , the basis functions χβ : F → {1,−1} used to
define the Fourier transforms are
χβ(f) =
∏
y∈β
f(y) ,
Note that χβ is the point-wise product of long codes, and when |β| = 1, χβ is just the long code of the
element in β.
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Proposition 4.1. [28] For any β ⊆M ,
∑
f∈F
χβ =
{
2|M | if β = ∅
0 otherwise
For functions A,B mapping F to < define their inner product as,
〈A,B〉 = 2−|M |
∑
f∈F
A(f)B(f) = Ef [A(f)B(f)] .
Under this inner product, the Fourier basis form a complete orthonormal system since their number is
2|M | and for any α, β ⊆M ,
〈χα, χβ〉 = Ef [χα(f)χβ(f)]
= Ef [
∏
x∈α
f(x)
∏
y∈β
f(y)]
= Ef [
∏
x∈α∆β
f(x)]
= 1 if α = β and 0 otherwise,
where ∆ denotes the symmetric difference of two sets. The third equality follows from the fact that if
x ∈ α∩β, then f(x)f(x) = 1, and the last equality follows from Prop. 4.1. Hence, any function A : F → <
can be written as a linear combination of the basis functions,
A(f) =
∑
β⊆M
Aˆβχβ(f) , (1)
where Aˆβ = 〈A,χβ〉 = Ef [A(f)χβ(f)]. Equation (1) is the Fourier inversion formula, and Aˆβ is called the
Fourier coefficient of A at set β.
Theorem 4.2 (Parseval’s identity). For any function A : F → <,∑
β⊆M
Aˆ2β = 2
−|M |∑
f∈F
A2(f) .
A proof of Parseval’s identity can be found in [28] for example. Specifically, when A has range {1,−1},
i.e. A : F → {1,−1}, Parseval’s identity says that ∑β⊆M Aˆ2β = 1. Furthermore, Aˆβ is a measure of the
correlation of A with χβ . For any β ⊆ M and f ∈ F , let 1{A=χβ}(f) indicate if A(f) = χβ(f). Clearly,
for any f ∈ F , 1{A=χβ}(f) = (A(f)χβ(f) + 1)/2. Taking expectations we have,
Pr
f
[A(f) = χβ(f)] =
Ef [A(f)χβ(f)] + 1
2
=
Aˆβ + 1
2
. (2)
This implies that if A is the long code of some x ∈ M , then Aˆ{x} = 1 and by Parseval’s identity all other
Fourier coefficients are 0.
The next lemma shows the effect of folding (see Def. 3.4) on the Fourier coefficients of a long code.
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Lemma 4.3. [44] If A is folded, then for all β ∈ M , if Aˆβ 6= 0 then |β| is odd (and in particular β is not
empty).
Let pi : M →M be a permutation. The following proposition relates the Fourier basis function of f ◦ pi
to that of f .
Proposition 4.4. [32] χβ(f ◦ pi) = χpi(β)(f).
Proof. Since pi is a bijection, we have
χβ(f ◦ pi) =
∏
x∈β
f(pi(x)) =
∏
y∈pi(β)
f(y) = χpi(β)(f) .
4.2 Hardness of Approximating Min-2SAT-Deletion
In this section we outline the proof of the following theorem.
Theorem 4.5. [32] The Unique Games Conjecture implies that for every 12 < t < 1 and for any sufficiently
small constant ² > 0, it is NP-hard to distinguish between the instances of Min-2Lin-2 where the fraction of
satisfied equations is at least 1− ² and those where it is at most 1− ²t.
Theorem 4.5 implies the same gap for Max-2SAT using the following simple reduction. We transform
an equation of the form x + y ≡2 0 to the two clauses x ∨ y¯ and x¯ ∨ y, and we transform equations of
the form x + y ≡2 1 to x ∨ y and x¯ ∨ y¯. If an equation is satisfied, then the two corresponding clauses
are satisfied; otherwise, exactly one clause is not satisfied. Hence, if there are n equations in a Max-2Lin-2
instance and ²n are not satisfied, there will be 2n clauses in the constructed Max-2SAT instance and ²/2
fraction will not be satisfied. It immediately follows that it is NP-hard to distinguish between the instances
of Min-2SAT-Deletion where the fraction of unsatisfied clauses is at most ² and those where it is at least ²t
for any 12 < t < 1. Hence, Min-2SAT-Deletion cannot be approximated within any constant factor.
Related Algorithmic Results. The gap of (1 − ², 1 − ² 12+o(1)) for Min-2SAT-Deletion is tight since, on
an instance whose optimum is 1 − ², the algorithm of Goemans and Williamson [25] produces a solution
with value 1− O(√²). Zwick’s algorithm [48] for Max-2SAT finds a (1− O(²1/3))-satisfying assignment
when given a (1 − ²)-satisfiable 2CNF formula. And Agrawala et al. [1] recently gave an O(√log n)-
approximation algorithm for Min-2SAT-Deletion.
4.2.1 The PCP
The PCP we construct will be composed from an outer verifier and an inner verifier. The unique Label Cover
instance L(G(Y,X), R, {piyx}, {pyx}) guaranteed by Conjecture 3.6 serves as our PCP outer verifier. The
inner verifier expects the proof to contain the long codes of the labels applied to every y ∈ Y and x ∈ X .
The long codes are assumed to be folded.
The inner verifier will pick an edge (y, x) and check if labels of y and x satisfy piyx. Let py =
∑
x∈X pyx
and define qy : X → [0, 1] as qy(x) = pyx/py. The verifier will pick an edge by first picking a vertex y ∈ Y
with probability py, and then picking a vertex x ∈ X with probability qy(x). That is, it will choose x
conditioned on the fact that it already chose y. The full test is as follows:
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1. Pick y ∈ Y with probability py. Let A be the supposed long code of the label of y. Recall that A is
indexed by all functions h : R→ {1,−1}.
2. Pick a random function f : R→ {1,−1}.
3. Pick a function µ : R→ {1,−1} by defining independently for each label a ∈ R
µ(a) =
{
1 with probability 1− ²
−1 with probability ²
4. With probability 12 select one of the following actions:
(a) (Codeword test) Accept if and only if A(f) = A(fµ)
(b) (Consistency test) Pick a vertex x ∈ X with probability qy(x). Let B be the supposed long code
of the label of x, and let pi = piyx.
Accept if and only if A(f) = B(f ◦ pi).
It would seem at first glance that the “perturbation” function should be added to the consistency test, i.e.
A(f) = B((f ◦ pi)µ), for otherwise the test can always be made to accept with probability 1 even if B is
not a long code. Consider the following example.1 Let A be the long code of some a ∈ R, and let B = χβ
for some β ⊆ R where |β| is odd, |β| > 1, and pi(b) = a for all b ∈ β. Then,
A(f) = f(a) =
∏
b∈β
f(pi(b)) = χβ(f ◦ pi) = B(f ◦ pi) .
The second equality follows from the fact that the cardinality of β is odd. Nonetheless, the function µ ensures
that the verifier rejects codes whose Fourier spectrum depends significantly on sets of large size, and we will
see in the soundness analysis that it suffices to include it only in the codeword test. For intuition, let A, for
example, be the product of long codes, i.e. let A = χα for some α ⊆ R with |α| > 1, then the probability
the codeword test accepts is
Ef,µ[A(f)A(fµ)] + 1
2
=
Ef,µ[
∏
a∈α f
2(a)µ(a)]
2
=
(1− 2²)|α| + 1
2
,
which decreases as |α| increases. Recall that if A is the long code of some a ∈ R, then all its Fourier
coefficients are 0 except for Aˆ{a} which is 1
4.2.2 Completeness
The completeness of the verifier is 1− ²+ζ2 . In a correct proof, A and B are the long codes of some a, b ∈ R
where a (resp. b) is the label of the vertex y ∈ Y (resp. x ∈ X) that we picked. The verifier selects a
test with probability 1/2. Now the codeword test fails when µ(a) = −1, which happens with probability ².
The consistency test, on the other hand, fails when we pick an unsatisfied edge in the unique Label Cover
instance L, which happens with probability ζ. When we pick a satisfied edge, the consistency test succeeds
since f(a) = A(f) = B(f ◦ pi) = f(pi(b)) = f(a). Note that by the Unique Games conjecture, we can
assume ζ to be arbitrarily small. The completeness of the verifier follows.
1This example is given in [33] to show how, without µ, Ha˚stad’s 3-bit can always fail.
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4.2.3 Soundness
We will show that the soundness of the verifier is at most 1− 18ct²t for any 12 < t < 1 where ct is a constant
dependent on t (from Thm. 4.6), and where ² is that of the “perturbation” function µ. We will use Fourier
analysis to show that if the verifier accepts with probability greater than 1 − 18ct²t, then we can extract a
(probabilistic) labeling of reasonable weight using the Fourier coefficients of the codes provided. Since
OPT(L) ≤ δ, this would lead to a contradiction provided we choose δ to be small enough. The analysis
uses the following result of Bourgain [11] as stated in [32],
Theorem 4.6 (Bourgain). Let A be any boolean function (for instance a supposed long code) and k > 0
an integer. Then for every 12 < t < 1, there exists a constant ct > 0 such that,
If
∑
α : |α|>k
Aˆ2α < ctk
−t then
∑
α : |A¯α|≤ 1104−k
2
Aˆ2α <
1
100
.
The probability of acceptance of the inner verifier is,
Pr[Accept] = 1
2
[
Ey,f,µ
[
1 +A(f)A(fµ)
2
]
+ Ey,x,f
[
1 +A(f)B(f ◦ pi)
2
]]
.
This can be shown, for example, by the indicator method as we did for Eq. (2) in Sec. 4.1.
Using the Fourier transform we have,
Ef,µ[A(f)A(fµ)] = Ef,µ[
∑
α1,α2
Aˆα1Aˆα2χα1(f)χα2(f)χα2(µ)]; and, (3)
Ef [A(f)B(f ◦ pi)] = Ef [
∑
α,β
AˆαBˆβχα(f)χβ(f ◦ pi)] . (4)
Now, χα1(f)χα2(f) = χα1∆α2 and as shown in Sec. 4.1 its expectation over f is 1 if α1∆α2 = ∅ and
0 otherwise. Hence, (3) is non-zero only if α1 = α2 = α. Since Eµ[χα(µ)] = (1− 2²)|α|, we have that,
Ef,µ[A(f)A(fµ)] =
∑
α
Aˆ2α(1− 2²)|α| . (5)
Using Prop. 4.4, we similarly see that (4) is non-zero only if α = pi(β). Since pi is a bijection, β = pi−1(α)
and we have that,
Ef [A(f)B(f ◦ pi)] =
∑
α
AˆαBˆpi−1(α) . (6)
The probability of acceptance becomes,
Pr[Accept] = 1
2
+
1
4
Ey
[∑
α
Aˆ2α(1− 2²)|α| +
∑
α
AˆαEx
[
Bˆpi−1(α)
]]
=
1
2
+
1
4
Ey[Dy + Cy] .
Suppose this probability is greater than 1 − 18ct²t where t and ct are from Bourgain’s Theorem. Then
we have Ey[Dy + Cy] ≥ 2 − 12ct²t, which implies by Markov’s inequality that over the choice of y, with
probability at least 12 , Dy + Cy ≥ 2− ct²t. Fix any such “good” y. By Parseval’s identity, Dy ≤ 1 and we
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have that Cy ≥ 1 − ct²t > 12 where the last inequality follows by choosing ² small enough. Similarly, by
Cauchy-Schwarz and Parseval’s identity Cy ≤ 1 and we have that Dy ≥ 1 − ct²t. This last fact combined
with the term (1− 2²)|α| introduced by µ allows us to show that∑
α : |α|>²−1
Aˆ2α < ct²
t , (7)
and applying Bourgain’s Theorem, we get, ∑
α : |Aˆα|≤ 1104−²
−2
Aˆ2α <
1
100
. (8)
Equation (7) says that for the given code its Fourier coefficients at sets of large size are insignificant,
while Eq. (8) says that the code is determined by a few coefficients. Ideally, in a correct proof, a long code
is determined by only one coefficient at a set of size one (see Sec. 4.1).
We summarize the rest of the argument. Call α “good” if α is nonempty, |α| ≤ ²−1, and |Aˆα| ≥
1
104
−²−2
. All other α ⊆M are “bad”. It is shown that the contribution of bad α’s to the term Cy introduced
by the consistency test is small. First, if α = ∅, then by lemma 4.3, Aˆα = 0. Next, if |α| > ²−1, then (7)
is used to show that Cy <
√
ct²t. Finally, if |Aˆα| < 1104−²
−2
, then (8) is used to show that Cy < 1/10.
Combined with the fact that Cy > 1/2, the above implies that when restricted to good α’s, Cy remains at
least 1/4.
Hence, if the acceptance probability of the inner verifier is greater than 1 − 18ct²t, the codes provided
by the provers must be “close” to long codes in a sense that they are determined by a few coefficients at
sets of small size, namely those coefficients with good α’s. We will depend on those coefficients to define
a (probabilistic) labeling for the edges in L of total weight Ω(²42²−2). This will contradict the fact that
OPT(L) < δ if δ is chosen to be sufficiently small implying that the acceptance probability of the verifier is
at most 1− 18ct²t. Note that by the Unique Games conjecture, we can assume δ to be arbitrarily small.
The labeling we define is as follows. For a good vertex y ∈ Y , pick α with probability Aˆ2α. Pick a
random element of α and define it to be the label of y. For any x ∈ X , pick β with probability Bˆ2β . Pick a
random element of β and define it to be the label of x.
Now, let (y, x) be an edge with a good y and let a and b be the labels of y and x respectively. The
probability that we pick a certain αi and βi = pi−1(αi) is Aˆ2αiBˆ
2
pi−1(αi). Given this event, the probability
that pi(b) = a is 1/|αi| since a and b are randomly chosen elements of αi and βi respectively, and since
|αi| = |βi|. Therefore, with probability
∑
α Aˆ
2
αBˆ
2
pi−1(α)
1
|α| the edge (y, x) is satisfied. Let px =
∑
y∈Y pyx,
i.e. if an edge is picked with probability equal to its weight, px is the probability that the right end point is
x. The expected weight of satisfied edges is then,
∑
y,x
pyx
∑
α
Aˆ2αBˆ
2
pi−1(α)
1
|α| = Ex
[∑
α
Aˆ2αBˆ
2
pi−1(α)
1
|α|
]
≥ ²Ex
[∑
α good
Aˆ2αBˆ
2
pi−1(α)
]
. (9)
Note that we are assuming that y is good, which happens with probability at least 1/2. The above expression
is shown to be Ω(²42²−2) by the properties of good α’s and the fact that Cy ≥ 1/4 even when restricted to
good α’s. This concludes the soundness analysis.
4.3 Hardness of Coloring 3-uniform Hypergraphs with 3 Colors
In this section we will outline the PCP used to prove the following theorem.
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Theorem 4.7. [32] The Unique Games conjecture implies that given a 3-uniform hypergraph and 3 colors,
it is NP-hard to determine whether there exists a coloring of the vertices that correctly colors 1− ² fraction
of the hyperedges or any coloring correctly colors at most 89 + ² fraction of the hyperedges, where ² > 0 is
an arbitrarily small constant.
The problem of coloring a q-uniform hypergraph with k colors can be thought of as a constraint satisfac-
tion problem. The vertices of the graph are the variables of the CSP, and the edges are its constraints. Since
each edge is a set of q vertices, each constraint has exactly q variables. The k colors correspond to a domain
of size k from which we will assign values to the variables. A constraint is satisfied if not all q variables
in the constraint have the same value. Hence, satisfying a constraint is equivalent to correctly coloring the
corresponding edge. The optimum of the CSP is the maximum fraction of constraints that can be satisfied
by any assignment. As in [31], we will call this CSP NAEq,k.
Definition 4.8. [31] The problem NAEq,k is said to have the Random Threshold Property if it is NP-hard to
do strictly better than a random assignment. That is, it is NP-hard to distinguish whether the optimum is at
least 1− ² or at most 1− 1
kq−1 + ² for arbitrarily small ² > 0.
Hence, Conjecture. 4.7 asserts that NAE3,3 has the random threshold property. In [31], Khot proves this
result (with gap (1, 89 + ²)) unconditionally. In fact, it is shown that NAE3,k for every k ≥ 3 has the random
threshold property. Recall that in a unique Label Cover instance, the maps piyx : R→ R are bijections. The
main technique in [31] is to obtain a weaker notion of this property. Khot (see also [33, Thm. 4.2.2]) shows
the hardness of Label Cover when the maps piyx : RX → RY satisfy the following smoothness property:
For every x ∈ X and every pair of distinct labels a, a′ ∈ RX ,
Pr
y
[piyx(a) 6= piyx(a′)] ≈ 1 . (10)
This property is combined with the multi-layered version of Label Cover from [14] to prove the result. Note
that for the only other case, namely NAE3,2, Zwick’s algorithm [47] performs strictly better than a random
assignment.
4.3.1 The PCP
The unique Label Cover instanceL(G(Y,X), R, {piyx}, {pyx}) guaranteed by the Unique Games conjecture
again serves as the outer verifier in the PCP we construct. Hence, the construction of the PCP again reduces
to the construction of a suitable inner verifier. The inner verifier expects the proof to contain the long codes
of the labels of all the vertices in L. Let F3R be the family of functions f : R → {1, ω, ω2}. The long code
A of a label a ∈ R is indexed by all functions f ∈ F3M and is defined as A(f) = f(a). The verifier will read
three symbols from the proof and accept if and only if the three symbols are not all equal. The verifier’s test
is as follows:
1. Pick y ∈ Y with probability py.
2. Pick three vertices x1, x2 and x3 with probabilities qy(x1), qy(x2) and qy(x3) respectively. Let A, B,
and C be the supposed long codes of x1, x2 and x3 respectively.
3. Pick two random functions f, g ∈ F3M . Let h = f¯ · g¯ where f¯(a) is the complex conjugate of f(a).
4. Pick a function µ : R → {ω, ω2} by defining for each a ∈ R, µ(a) = ω with probability 12 and
µ(a) = ω2 with probability 12 .
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5. Accept if and only if not all of A(f ◦ piyx1), B(g ◦ piyx2), and C((h ◦ piyx3) · µ) are equal.
The completeness of the verifier is 1 − 3ζ. The verifier picks 3 edges from the unique Label Cover
instance and each can be unsatisfied with probability ζ. Suppose all edges are satisfied. In a correct proof A,
B and C are the long codes of some a, b, c ∈ R respectively where a, b and c are the labels of x1, x2 and x3
respectively. Furthermore, piyx1(a) = piyx2(b) = piyx3(c) = d for some d ∈ R (d is the label of y). Suppose
A(f ◦ piyx1) = f(d) = g(d) = B(g ◦ piyx2). Then C((h ◦ piyx3) · µ) = f(d)g(d)µ(c) = f(d)2µ(c) =
f(d)µ(c) 6= f(d) since µ(c) ∈ {ω, ω2}. Hence, if the edges are all satisfied, not all three symbols read can
be equal.
The soundness of the test is shown to be 89 + ² for arbitrarily small ² > 0 by showing that if the inner
verifier accepts the not-all-equal test with a probability bounded away from 0, then it is possible to define a
labeling for the vertices ofL of reasonable weight. Since OPT(L) ≤ δ, this leads to a contradiction provided
we choose δ small enough.
4.4 Other Hardness Results
Minimum Multicut and Sparsest Cut. Chawla et al. [12] note that, as implied by the approximation-
preserving reduction from Min-2SAT-Deletion to Minimum Multicut of [35], Thm. 4.5 also shows that
Minimum Multicut is hard to approximate within any constant factor. Recall that Minimum Multicut is
the problem of given a graph G and k pairs of vertices {(si, ti)}ki=1, find a minimum-size subset of edges
whose removal disconnects every (si, ti) pair. Sparsest Cut is the problem of given a graph G, find the cut
with smallest edge expansion where the edge expansion of a cut (S, S¯) is defined as |E(S, S¯)|/min{S, S¯}.
Using a stronger version of the Unique Games conjecture, [12, Cor. 1.4] shows for some fixed constant
c > 0 that it is NP-hard to approximate Min-2SAT-Deletion, Minimum Multicut and Sparsest Cut to within
factor c log log n. The stronger version of the conjecture requires that the parameters ζ, δ and the answer
domain k = k(ζ, δ) satisfy max{ζ, δ} ≤ 1/(log n)Ω(1) and k = O(log n). (We will show in Sec. 6 that for
the UGC to hold, k must be at least max{ 1
ζ(1/10)
, 1δ}, which does not exclude the parameters required by
the stronger version).
On the algorithmic side, the algorithm of [24] approximates Minimum Multicut to within a factor of
O(log k), and [4] give a O(√log n)-approximation algorithm for Sparsest Cut.
Max-Cut. In [30], Khot et al. show that assuming the Unique Games conjecture, it is NP-hard to approx-
imate Max-Cut to within any factor greater than 34 +
1
2pi (≈ .909155). 2 If they further assume a conjecture
they refer to as the Majority is Stablest conjecture together with the UGC, then they show that it is NP-hard
to approximate Max-Cut to within a factor αGW + ² for all ² > 0. Here, αGW = min0≤θ≤pi θ/pi(1−cos θ)/2 ,
which is exactly the approximation factor of the Goemans-Williamson algorithm [25]. The currently best
known gap for Max-Cut is (1, 1617 + ²) due to Ha˚stad [44].
A generalization of the Majority is Stablest conjecture was recently confirmed by Mossel et al. [39,
Thm. 4.4]. Besides implying that based on the UGC the Goemans-Willimason .878-approximation algo-
rithm is the best possible for Max-Cut, their theorem also implies that based on the UGC, Max-2Lin-2 and
Max-2SAT have a gap of (1− ², 1−O(√²)). Furthermore,
Theorem 4.9. [39, Thm. 2.12] UGC implies that for each ² > 0 there exists q = q(²) such that given an
instance of Max-2Lin-q it is NP-hard to distinguish between the case where it is (1 − ²)-satisfiable and
²-hardness. Indeed, this statement is equivalent to UGC.
2For consistency with the cited work, the approximation factors are < 1.
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Approximate Coloring. The Approximate Coloring problem (cf. Sec. 2.1) can be stated as follows: Given
a graph G and a pair (q,Q), decide if the chromatic number of G, χ(G) ≤ q or χ(G) ≥ Q. When q = 3,
the best known polynomial time algorithm solves the problem for Q = O˜(n3/14) where n is the number
of vertices of the given graph [10]. The strongest hardness result, on the other hand, is due to Khanna et
al. [29] and shows that the problem is NP-hard for Q = 5. Most recently, assuming a variant of the Unique
Games conjecture (called then Conjecture), Dinur et al. [15] show that the problem is hard for any constant
Q > 3. They also show that for any q ≥ 4 and any constant Q > 0, the problem is hard based on Khot’s [32]
2-to-1 conjecture.
We end this section with Khot’s d-to-1 conjecture. A 2P1R game has the “d-to-1” property if the answer
of the second prover uniquely determines the answer of the first prover and for every answer of the first
prover, there are at most d answers for the second prover that would make the verifier accept.
Conjecture 4.10 (d-to-1). [32] Let δ > 0 be an arbitrarily small constant, then there exists a constant
k = k(δ) such that it is NP-hard to determine whether a 2P1R game with d-to-1 property and answers from
a domain of size at most k has value 1 or at most δ.
Khot states that the 2-to-1 conjecture implies a√2−² hardness for Vertex Cover. In [34], however, Khot
and Regev show that the Unique Games conjecture implies vertex cover is hard to approximate to within
2− ². This result is the topic of Sec. 5.
5 Hardness of Approximating Vertex Cover
In this section, we present the following result due to Khot and Regev [34]:
Theorem 5.1. [34] Assuming the Unique Games conjecture, Ek-Vertex-Cover is NP-hard to approximate
within factor k − ² for every k ≥ 2 and arbitrarily small ² > 0.
In [14], Dinur et al. show an inapproximability factor of bk2c − ² for Ek-Vertex-Cover based on the Raz
Verifier using a construction similar to that of [34]. We will compare the two techniques and show how the
Unique Games conjecture is used to prove the stronger result.
One way of reducing the Raz Verifier to Ek-Vertex-Cover is by introducing a block of vertices for each
variable inX and Y (representing their long codes) and emulating each constraint piyx by a set of hyperedges
consisting of both x-vertices (vertices introduced by X) and y-vertices (vertices introduced by Y ). However,
this reduction has a basic “bipartiteness” flaw: The underlying constraint graph being bipartite (i.e. the Label
Cover instance) has a vertex cover whose size is at most half the number vertices. This translates to a vertex
cover in the hypergraph regardless of whether the PCP instance used to construct the graph is satisfiable or
not.
Dinur et al. [14] overcome this bipartiteness flaw by introducing a multi-layered PCP. Instead of two
“layers” X and Y the multi-layered PCP has ` layers X1, X2, . . . , X`. Each pair of layers represents an
instance of the Raz Verifier. In this PCP, it is NP-hard to distinguish between the case where there exists
an assignment that satisfies all the constraints, and the case where for every pair of layers Xi and Xj there
is no assignment that satisfies an ² fraction of the constraints between Xi and Xj . Using this multilayered
PCP and the biased long code introduced in [16], Dinur et al. show that Ek-Vertex-Cover is NP-hard to
approximate within a factor of (k− 1− ²) for all k ≥ 3 where ² > 0 is any arbitrary constant. We introduce
the biased long code in the next section as we will also be using it for our construction.
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Another way to reduce the Raz Verifier to Ek-Vertex-Cover is to construct the hypergraph only from
the variables in X . We introduce a 2|RX | block of vertices for each x ∈ X representing its long code, and
hyperedges connect vertices from x1’s block to vertices from x2’s block only if there exists y ∈ Y such that
piyx1 and piyx2 are constraints in the system. This construction is used both in [14] for showing the bk2c − ²
result, and in [34] for showing the k− ² result but starting from the Unique Games conjecture instead of the
Raz Verifier. A stronger form of the UGC called the Strong Unique Label Cover, or Strong LC for short, is
needed in [34].
A Strong LC L(Y,X,E,R,Π) is defined as follows. We are given a bipartite graph (Y,X,E) possibly
with parallel edges in which all the degrees of the vertices in X are equal to some constant d. Each vertex
in Y and X is supposed to get a label from R. With every edge (y, x) ∈ E there is an associated bijection
piyx : R → R, piyx ∈ Π. An assignment of labels to vertices L : Y ∪ X → R is said to satisfy edge
(y, x) ∈ E if piyx(L(x)) = L(y).
Theorem 5.2. [34, Thm. 3.2] Assuming the Unique Games conjecture, for any ζ, γ > 0 there exists con-
stants k, d such that the following is NP-hard. Given a Strong LC L(Y,X,E,R,Π) with |R| = k and the
degree of every vertex in X is d, distinguish between the case where there exists as assignment in which at
least 1−ζ fraction of the X vertices have all their edges satisfied and the case where no assignment satisfies
more than γ of the edges.
This form of the Unique Games conjecture shares two key properties with the Raz Verifier that the
employed techniques use to prove hardness in our hypergraph construction:
1. (Regularity) The layer in the underlying constraint graph used to create the vertices of the hypergraph
is regular.
2. (Strong Completeness) The Raz Verifier has perfect completeness, i.e. the provers have a strategy
such that with probability 1, after fixing the question to the second prover, the verifier accepts for
every question to the first prover. In the Strong LC, this happens with probability very close to 1.
(Recall that the original form of the UGC simply states that the provers have a strategy that convinces
the verifier with probability very close to 1).
To reiterate, in [14], the hardness achieved is bk2c−², and in [34] it is k−². Both results use the same type
of hypergraph construction, which we briefly mentioned but will shortly formalize, for constructing a hard
instance of Ek-Vertex-Cover. Their underlying constraint graphs are made essentially similar by Thm. 5.2.
They differ in their proof techniques and in that the constraints are projections in one and bijections in the
other. We will investigate why the proofs fail to give the tight hardness result when the constraints are
projections. Since the two constructions coincide exactly when k = 2, we will proceed by constructing a
graph from the Raz Verifier first, and switching to the Unique Games conjecture to show the strong hardness
result.
5.1 Preliminaries
The following definitions are from [14] and [34]. We include them here for easy reference.
Definition 5.3. For a bias parameter 0 < p < 1 and a ground set R, the weight of a set F ⊆ R is
µRp (F )
def
= p|F | · (1− p)|R\F | .
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Hence, the weight of a subset is the probability of obtaining this subset when each element in R is picked
with probability p. The weight of a family of subsets F ⊆ 2R is,
µRp (F) def=
∑
F∈F
µRp (F ) .
Note that since µRp (2R) = 1 the bias parameter defines a distribution on 2R. We denote this distribution µRp .
We will use a combinatorial view of the long code, and we define the biased long code next.
Definition 5.4 (p-biased Long Code). Let p < 0 < 1 be a bias parameter. A p-biased long code over a
domain R for an element σ ∈ R is a 2|R| bit string indexed by all subsets F ⊆ R. The bit indexed by F has
a weight µRp (F ) attached to it and its value is 1 if σ ∈ F and 0 otherwise.
The only difference between this definition and Def. 3.3 is the weight attached to each bit in the long
code.
Definition 5.5 (Influence). For a family F ⊆ 2R, an element σ ∈ R, and a bias parameter p, the influence
of the element on the family is defined as,
InfluenceRp (F , σ) def= PrF∈µRp [exactly one of F ∪ {σ}, F \ {σ} is in F ] .
The average sensitivity of a family is defined as the sum of influences of all the elements:
asRp (F) def=
∑
σ∈R
InfluenceRp (F , σ) .
Definition 5.6 (Monotone Family). A family F ⊆ 2R is called monotone if F ∈ F and F ⊆ F ′ implies
F ′ ∈ F .
Definition 5.7 (Core-Family). A family F ⊆ 2R is called a core-family with a core C ⊆ R if there exists a
family FC ⊆ 2C such that,
∀F ∈ 2M , F ∈ F if and only if F ∩ C ∈ FC .
Finally, we define the notion of an s-wise t-intersecting family. Denote [n] = {1, 2, . . . , n} and 2[n] =
{F : F ⊆ [n]}.
Definition 5.8. A family F ⊆ 2[n] is called s-wise t-intersecting if for every s sets F1, F2, . . . , Fs ∈ F , we
have |F1 ∩ F2 ∩ · · · ∩ Fs| ≥ t.
5.2 The Construction
We start with an instance of the Raz Verifier, or the equivalent Label Cover instance, call it L, where Y
(resp. X) corresponds to the set of questions the verifier can ask prover P1 (resp. P2), and RY (resp.
RX ) corresponds to the set of its possible answers. Let {piyx} be the set of projection constraints. We will
construct a weighted graph G = (V,E) as follows. The set of vertices of the graph will correspond to the
bits of the long codes of the labels assigned to the vertices of X . Namely, the set of vertices is defined to be,
V
def
= X × 2RX .
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For each x ∈ X , we define the block of vertex x, B[x], as the set of vertices corresponding to x. That is,
B[x]
def
= {〈x, F 〉 : F ⊆ RX} .
The weight of each vertex is
weight(〈x, F 〉) def= 1|X|µ
RX
p (F ) ,
where 0 < p < 1 is a bias parameter.
The edges are defined as follows. For every pair of constraints piyx1 and piyx2 sharing a common variable
y ∈ Y , we add the following edges between vertices in B[x1] and B[x2],
{{〈x1, F 〉, 〈x2, G〉} : piyx1(F ) ∩ piyx2(G) = ∅} .
That is, there is no r1 ∈ F and r2 ∈ G such that piyx1(r1) = piyx2(r2). The intuition behind the construction
of the edges comes from the completeness proof. Essentially, when the Label Cover instance is satisfiable,
we want G to have a large independent set.
5.3 Completeness
Assume L has an assignment A that satisfies all the constraints. The following is an independent set in G:
IS = {〈x, F 〉 : x ∈ X,A(x) ∈ F} .
That is, the vertices of G corresponding to the ‘1’ bits of the long codes of the labels assigned to the vertices
of X form an independent set. Consider an edge e = {〈x1, F 〉, 〈x2, G〉} and suppose both 〈x1, F 〉 and
〈x2, G〉 are in IS. Then we know that A(x1) ∈ F and A(x2) ∈ G. But since edges (y, x1) and (y, x2) for
some y ∈ Y in the label cover instance are satisfied, we have piyx1(A(x1)) = A(y) and piyx2(A(x2)) =
A(y). Hence, A(y) ∈ piyx1(F ) ∩ piyx2(G) and we reach a contradiction by recalling the construction of the
edges. Now,
weight(IS) =
∑
x∈X
weight(IS ∩B[x]) = 1|X|
∑
x∈X
Pr
D∈µRXp
[
D ∈ {F ∈ 2RX : A(x) ∈ F}] = p .
The desired completeness is achieved by setting p = 12 − ² where ² is arbitrarily small. Now if starting
from the Raz Verifier, we could show in the soundness case that no independent set in G has weight δ where
δ is arbitrarily small, then we would obtain the desired hardness result for vertex cover. This is because
we would have shown that we cannot differentiate between graphs whose minimum vertex cover has size
≤ 12 − ² and graphs whose minimum vertex cover has size ≥ 1− δ.
5.4 Soundness
Assume that there is no assignment that satisfies even a γ fraction of the constraints of our Label Cover
instance L. Following the usual paradigm, we will assume towards contradiction that the graph G contains
an independent set IS of size δ. We would like to show that in such a case, it is possible to “decode” the
long codes and define a labeling that satisfies a γ fraction of the constraints of L. The proofs in [14] and
[34] employ results from extremal combinatorics and sensitivity analysis of Boolean functions to do the
decoding. We will investigate why the proofs fail to produce the desired 2− ² hardness when the constraints
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are projections (i.e. when starting with the Raz Verifier as we did). We will then switch to the Unique Games
conjecture to show the desired result.
For every x ∈ X let,
F [x] = {F : F ⊆ RX , 〈x, F 〉 ∈ IS} .
Let X∗ be the set of vertices x such that µRXp (F [x]) ≥ δ/2, i.e. weight(F [x]) ≥ δ2weight(B[x]). Using
this, we have,
weight(IS) =
∑
x∈X∗
weight(F [x]) +
∑
x 6∈X∗
weight(F [x])
⇒ δ ≤ |X
∗|
|X| +
δ
2
|X| − |X∗|
|X|
⇒ |X∗| ≥ δ
2
|X|
The crux of the argument lies in being able to associate a small set of labels L[x] ⊆ RX with every
x ∈ X∗, i.e. any x such that the intersection of IS with B[x] is large. We will try to satisfy only those
constraints that are incident onX∗. This is a δ/2 fraction of all constraints since theX side of the underlying
bipartite constraint graph is regular and |X∗| ≥ δ2 |X|. Let Y ∗ be the set of variables of Y that share a
constraint with some variable in X∗. In order to be able to satisfy the constraints incident on X∗, we would
like to have,
piyx(L[x]) ∩ L[y] 6= ∅ , (11)
for every constraint piyx with x ∈ X∗ and y ∈ Y ∗, where L[y] is a small set of labels for y. We will depend
on the fact that the intersection of the IS with B[x] for x ∈ X∗ is large (µRXp (F [x]) ≥ δ/2) to infer L[x].
We do not, however, have such a direct handle on the variables y ∈ Y ∗. Notice though if we ensure that,
piyx1(L[x1]) ∩ piyx2(L[x2]) 6= ∅ , (12)
for every two constraints piyx1 , piyx2 with x1, x2 ∈ X∗, y ∈ Y ∗, and if we let,
L[y]
def
= piyx(y)(L[x(y)]) ,
where x(y) is some x ∈ X∗ with which y has a constraint, then condition (11) will be satisfied. Here is how
we would use condition (11) to define a labeling. Suppose there is a constant h such that |L[x]| ≤ h for all
x ∈ X∗. The following probabilistic labeling completes the argument. For x ∈ X∗ (resp. y ∈ Y ∗) let A(x)
(resp. A(y)) be a randomly chosen element of L[x] (resp. L[y]). For each test piyx with x ∈ X∗, y ∈ Y ∗,
piyx(L[x]) and L[y] intersect and both have size at most h. Hence, with probability at least 1/h2 we have
that piyx(A(x)) = A(y), which implies that the expected fraction of satisfied constraints is at least δ2h2 .
Therefore, there exists an assignment that satisfies at least this many constraints and setting γ < δ
2h2
would
give the contradiction.
But we need to show (12) provided that the sizes of the label sets are upper bounded by a constant. As
in [14], let’s try to use the following lemma about s-wise t-intersecting families.
Lemma 5.9. [14] For arbitrary ², δ > 0 and integer s ≥ 2 with p = 1 − 1s − ², there exists t = t(², δ, s)
such that for any s-wise t-intersecting family F ⊆ 2[n], µp(F) < δ. Moreover, it is enough to choose
t = Ω( 1
²2
(log 1δ + log(1 +
1
s²2
))).
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Consider any x ∈ X∗. Since p = 12 − ² and µRXp (F [x]) ≥ δ/2, by the above lemma, there exists
t = t(², δ2 , 2) and sets F
x
1 , F
x
2 ∈ F [x] such that |F x1 ∩ F x2 | < t, i.e. F [x] is not 2-wise t-intersecting. Let
L[x] = F x1 ∩ F x2 .
Notice, however, we are not guaranteed for all x1, x2 ∈ X∗ and y ∈ Y ∗ with constraints piyx1 , piyx2
that piyx1(L[x1]) ∩ piyx2(L[x2]) 6= ∅, even though 〈x1, F x11 〉, 〈x1, F x12 〉, 〈x2, F x21 〉, and 〈x2, F x22 〉 are in IS.3
Consider the following simple example,
P1 := piyx1(F
x1
1 ) = {1, 2, 3, 7, 8}
P2 := piyx1(F
x1
2 ) = {4, 5, 6, 7, 8}
Q1 := piyx2(F
x2
1 ) = {3, 6, 9, 10}
Q2 := piyx2(F
x2
2 ) = {1, 4, 9, 10}
Note that none of Pi ∩ Qj , i, j = 1, 2 is empty since otherwise we would have an edge in IS. Also,
piyx1(L[x1]) ⊆ P1∩P2 = {7, 8}, and piyx2(L[x2]) ⊆ Q1∩Q2 = {9, 10}, which implies that piyx1(L[x1])∩
piyx2(L[x2]) = ∅.
This example shows a problem even if the constraints were bijections. Therefore, we need to explore
different avenues for constructing the small label sets and we turn to the techniques of [34].
We construct the labels in [34] partly from the next lemma. This lemma is obtained by combining the
fact that each family F [x] is a monotone family with the Russo-Margulis identity [42, 38] and Friedgut’s
Theorem [22]. It is easy to see why each F [x] is a monotone family. Let F ∈ F [x]. This means that
∀〈x′, G〉 ∈ IS, piyx(F ) ∩ piyx′(G) 6= ∅. But then, any F ′ : F ′ ⊇ F must satisfy the same constraints.
Hence, there is no edge between 〈x, F ′〉 and any other vertex in IS implying that F ′ ∈ F [x]. Now, the
Russo-Margulis identity guarantees that a monotone family will have low average sensitivity, and Friedgut’s
Theorem says that a family with low average sensitivity can be well approximated by a core-family with a
“small” core. We will use these cores as part of our label sets. Let η > 0 be a sufficiently small “accuracy”
parameter:
Lemma 5.10. [34, Lemma 4.2] For every variable x ∈ X∗, there exists a real number p[x] ∈ (1 − 12 −
², 1− 12 − ²2) and a core-family F̂ [x] ⊆ 2RX with core C[x] such that,
• The average sensitivity asRXp[x](F [x]) ≤ 2² .
• The size of C[x] is at most h0, which is a constant depending only on ², δ, η.
• µRXp[x](F [x] ∆ F̂ [x]) < η, and in particular µRXp[x](F̂ [x]) ≥ δ/4 provided η < δ/4.
We fatten each core C[x] with the following set to facilitate the analysis:
Infl[x] = {σ ∈ RX \ C[x] : InfluenceRXp[x](F [x], σ) ≥ η′} ,
where η′ > 0 is another accuracy parameter. Now,
η′|Infl[x]| ≤
∑
σ∈RX
InfluenceRXp[x](F [x], σ) ≤
2
²
,
3In the construction of [14], k = 4 and {〈x1, F1〉, 〈x1, F2〉, 〈x2, G1〉, 〈x2, G2〉} is an edge if piyx1(F1∩F2)∩piyx2(G1∩G2) =
∅. Hence, it must be the case that piyx1(L[x1]) ∩ piyx2(L[x2]) 6= ∅ for otherwise {〈x1, F x11 〉, 〈x1, F x12 〉, 〈x2, F x21 〉, 〈x2, F x22 〉}
would be a hyperedge in IS.
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by recalling the definition of the average sensitivity and using Lemma 5.10. We define the sets of labels of
each x ∈ X∗ as
L[x]
def
= C[x] ∪ Infl[x] .
The size of each L[x] is at most h0 + 2²η′
def
= h, which is a constant.
It remains to show condition (12) for every piyx1 , piyx2 sharing the same y ∈ Y ∗. Can we assume as in
[34] that piyx1(L[x1]) ∩ piyx2(L[x2]) = ∅ and hope to reach a contradiction? The difficulty, both for us and
for [34], is that L[x1] and L[x2] are not necessarily in F [x1] and F [x2] respectively. If they were, we would
immediately reach a contradiction as we would have that the edge {〈x1, L[x1]〉, 〈x2, L[x2]〉} is contained
in IS. In [34], based on the definitions of L[x1] and L[x2] and the assumption above, the existence of two
other sets F1 ∈ F [x1] and F2 ∈ F [x2] is exhibited such that piyx1(F1) ∩ piyx2(F2) = ∅, which leads to
the desired contradiction. In our case, however, it is possible that the image of say F [x1] has low weight in
the projected space, i.e. µRYp ({piyx(F ) : F ∈ F [x1]}) < δ/2. Consider the following extreme example.
Suppose for simplicity |RX | = 23u. Let F [x1] be all non-empty subsets of the first 23u − 2u + 2 elements
of RX . Suppose piyx1 maps those elements to two elements in RY and maps the 2u − 2 remaining elements
of RX to distinct elements of RY . Hence, µRXp (F [x1]) > 3/22
u
+ ² and the weight of the image of F [x1]
under µRYp is < 3/22
u
+ ². Note that these are all constants since u, the number of repetitions, is constant.
This is a problem since it causes the proof of the analogue of Lemma 5.13 in the projected space to break
down. Such a situation does not occur when the constraints are bijections.
We continue by assuming that the underlying constraint graph used in the construction is based on the
Unique Games conjecture. We start with two general lemmas needed for the proof.
Lemma 5.11. [34, Lemma 2.2] If F ⊆ 2R is monotone and p ≥ q, then µRp (F) ≥ µRq (F).
Lemma 5.12. [34, Lemma 2.5] Let ² > 0 be an arbitrarily small constant and define p = 1 − 1k − ² to be
the bias parameter. Then, for a sufficiently large universe R, the following holds. For any F ⊆ 2R such that
µRp (F) ≥ 1− 1k there exist k sets in the family F whose intersection is empty.
The proof of the first lemma can be found in [16, Prop. 3.3] for example, and the proof of the second
can be found in [13, Lemma A.4].
The proof towards contradiction is continued in [34] assuming piyx1 and piyx2 are identities. This
is indeed without loss of generality, and we shortly elaborate on this. With identities, the assumption
piyx1(L[x1]) ∩ piyx2(L[x2]) = ∅ implies L[x1] ∩ L[x2] = ∅, which in turn implies the following: There
exists a subset U0 ⊆ C[x1] with a large family of extensions H that do not include elements from the
cores C[x1], C[x2] such that H ∪ U0 ∈ F [x1]. This statement is formalized in Lemma 5.13 below. A
similar lemma shows the existence of a subset V0 ⊆ C[x2] with a large family of extensions H2 such that
H2∪V0 ∈ F [x2]. Since both families are “large”, Lemma 5.12 gives us two sets H1,H2 in their intersection
such that H1 ∩H2 = ∅ allowing us to complete the proof.
We will use the core-families given by Lemma 5.10 with their core fattenings to prove Lemma 5.13.
Note that now RX = RY = R.
Lemma 5.13. [34, Lemma 4.3] There exists U0 ⊆ C[x1] such that defining
R′ def= R \ (C[x1] ∪ C[x2]); and,
H[x1] def= {H : H ∈ 2R′ ,H ∪ U0 ∈ F [x1]} ,
we have µR′p[x1](H[x1]) ≥ 1− 8η/δ.
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Proof. The idea of the proof is the following. If we choose U0 ⊆ C[x1] and U0 ∈ F̂ [x1], then roughly
speaking, for any G ⊆ R \ C[x1] there is a good chance that U0 ∪ G ∈ F [x1]. This will follow
from the fact that F̂ [x1] is a core-family (hence, U0 ∪ G ∈ F̂ [x1]) that well-approximates F [x1] (as
µRp[x1](F [x1] ∆ F̂ [x1]) < η), and that has significant weight (as µRp[x1](F̂ [x1]) ≥ δ/4).
Let us formalize this intuition. We are saying that if G = {G ⊆ R \ C[x1] : G ∪ U0 ∈ F [x1]}, then
µ
R\C[x1]
p[x1]
(G) is large. The set G looks very similar toH[x1] except that sets in the latter family do not include
any element from C[x2]. Suppose we can ensure that
G ∈ G ⇐⇒ (G ∪ U0) \ C[x2] ∈ F [x1] , (13)
then we would have that
G ∈ G ⇐⇒ (G \ C[x2]) ∪ U0 ∈ F [x1] ⇐⇒ G \ C[x2] ∈ H[x1] , (14)
which follows since U0 ∩ C[x2] = ∅ by our assumption that L[x1] ∩ L[x2] = ∅ and from the definition of
H[x1]. We can ensure (13) by slightly modifying the definition of G. Let,
G = {G ⊆ R \ C[x1] : G ∪ U0 ∈ F ′[x1]}; where,
F ′[x1] = {F ∈ F [x1] : F \ C[x2] ∈ F [x1]} .
With this new definition of G, (14) implies that,
µ
R\C[x1]
p[x1]
(G) = µR′p[x1](H[x1]) . (15)
However, we have a relationship between the core-family F̂ [x1] and F [x1], whereas we now need a re-
lationship between F̂ [x1] and F ′[x1]. This is where the set Infl[x1] comes in. Again, by the assumption
L[x1]∩L[x2] = ∅ we have C[x2]∩ Infl[x1] = ∅, which implies that the elements in C[x2] have influence at
most η′ on F [x1]. A technical lemma in [34, Lemma 2.4] gives
µRp[x1](F [x1] ∆ F ′[x1]) ≤ η ,
by setting η′ to be a small enough constant. Hence,
µRp[x1](F̂ [x1] ∆ F ′[x1]) ≤ µRp[x1](F̂ [x1] ∆ F [x1]) + µRp[x1](F [x1] ∆ F ′[x1]) < 2η .
It remains to show ∃U0 ⊆ C[x1], U0 ∈ F̂ [x1] such that µR\C[x1]p[x1] (G) ≥ 1− 8η/δ, or equivalently,
Pr
G∈µR\C[x1]
p[x1]
[
G ∪ U0 6∈ F ′[x1]
] ≤ 8η/δ . (16)
Now,
2η > µRp[x1](F̂ [x1] ∆ F ′[x1]) ≥ Pr
G∈µR
p[x1]
[
G ∈ F̂ [x1] and G 6∈ F ′[x1]
]
(17a)
≥ Pr
G∈µR
p[x1]
[
G 6∈ F ′[x1] | G ∈ F̂ [x1]
]
· δ
4
(17b)
=
δ
4
∑
U⊆C[x1]
Pr
G∈µR\C[x1]
p[x1]
[
G ∪ U 6∈ F ′[x1] | G ∪ U ∈ F̂ [x1]
]
(17c)
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where (17b) follows from the fact that µRp[x1](F̂ [x1]) ≥ δ/4 in Lemma 5.10. Setting η < δ/4, the fact
that µRp[x1](F [x1]) ≥ µRp (F [x1]) ≥ δ/2 (by Lemma 5.11 and the monotonicity of F [x1]), combined with
Freidgut’s Theorem, which says µRp[x1](F [x1] ∆ F̂ [x1]) < η, guarantee this lower bound on the weight of
F̂ [x1]. Now, for our choices of G and U in (17c),
G ∪ U ∈ F̂ [x1] ⇐⇒ (G ∪ U) ∩ C[x1] ∈ F̂C [x1] ⇐⇒ U ∈ F̂C [x1] ⇐⇒ U ∈ F̂ [x1] .
Therefore,
8η
δ
>
∑
U⊆C[x1],U∈ bF [x1]
Pr
G∈µR\C[x1]
p[x1]
[
G ∪ U 6∈ F ′[x1]
]
,
implying that ∃U0 ⊆ C[x1], U0 ∈ F̂ [x1] satisfying (16) and completing the proof.
The bijections simply rename the space R, and with bijections (as opposed to identities) the lemma
would be stated as: (For ease of notation, we write piyxj (S) := pijS)
Lemma 5.14. There exists pi1U0 ⊆ pi1C[x1] such that defining
R′ def= R \ (pi1C[x1] ∪ pi2C[x2]); and,
H[x1] def= {H : H ∈ 2R′ ,H ∪ pi1U0 ∈ pi1F [x1]} ,
we have µR′p[x1](H[x1]) ≥ 1− 8η/δ, where pi1F [x1] = {pi1F : F ∈ F [x1]}.
Analogously, we have a lemma stating the existence of pi2V0 ⊆ pi2C[x2] with the family H[x2] of
extensions such that µR′p[x2](H[x2]) ≥ 1 − 8η/δ. The proofs of the two lemmas are similar to the proof
of Lemma 5.13 modulo the renaming of variables. Armed with these two lemmas, we can complete the
proof. Let p∗ = 12 − ²2 . Note that H[x1] and H[x2] are both monotone subfamilies of 2R
′
. Therefore by
Lemma 5.11, µR′p∗ (H[x1]) ≥ µR
′
p[x1]
(H[x1]) ≥ 1 − 8η/δ and similarly for H[x2]. Hence, the intersection of
the two families satisfies,
µR
′
p∗ (H[x1] ∩H[x2]) ≥ 1−
16η
δ
>
1
2
,
by choosing η < δ/32. Therefore, setting k = 2 in Lemma 5.12 implies that there exist sets H1,H2 ∈
H[x1] ∩ H[x2] such that H1 ∩ H2 = ∅. Now define G1 = pi1U0 ∪ H1 and G2 = pi2V0 ∪ H2. By the
definition of H[x1] and H[x2], we have G1 ∈ pi1F [x1] and G2 ∈ pi2F [x2]. Furthermore,
F1 = (piyx1)
−1(G1) ∈ F [x1]; and,
F2 = (piyx2)
−1(G2) ∈ F [x2],
by the definition of pi1F [x1] and pi2F [x2]. Thus, 〈x1, F1〉 and 〈x2, F2〉 are vertices in the supposed IS and
they form an edge since,
pi1F1 ∩ pi2F2 = G1 ∩G2
= (pi1U0 ∩ pi2V0) ∪ (pi1U0 ∩H2) ∪ (pi2V0 ∩H1) ∪ (H1 ∩H2)
= ∅ .
The last line follows since
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• (pi1U0 ∩ pi2V0) = ∅ by the assumption that pi1L[x1] ∩ pi2L[x2] = ∅,
• (pi1U0 ∩H2) = (pi2V0 ∩H1) = ∅ by recalling that H1,H2 ⊆ R′ = R \ (pi1C[x1] ∪ pi2C[x2]); and,
• H1 ∩H2 = ∅ by Lemma 5.12.
This completes our investigation.
In summary, assuming the Unique Games conjecture, we obtain the tightest possible hardness of ap-
proximation result for vertex cover. On the other hand, the best known inapproximation result for vertex
cover starting with the Raz Verifier and utilizing similar tools (including biased long codes, Friedgut’s The-
orem, and theorems from extremal combinatorics) is by Dinur and Safra [16] who were able to show a 1.36
hardness factor. Their result comes about five years after Ha˚stad’s 76 hardness result [44].
6 The Plausibility of the Unique Games Conjecture
In light of its consequences, it is important to investigate the plausibility of the Unique Games conjecture.
One important aspect of the conjecture is the domain size k = k(ζ, δ) of the provers’ answers. For example,
it is easy to see that k must be at least 1/δ. By choosing their answers uniformly at random from the domain
of possible answers, the provers can make the verifier always accept with probability 1/k. Hence, 1/k ≤ δ.
Khot [32] also relates the domain size to ζ through the following theorem,
Theorem 6.1. [32, Thm. 1] There exists a polynomial time algorithm such that given a unique 2-prover
game with value 1− ² and answers from a domain of size k, it finds prover strategies that make the verifier
accept with probability 1−O(k2²1/5
√
log
(
1
²
)
).
We present the algorithm of Khot that gives this theorem below. The theorem implies that for the Unique
Games conjecture to hold, it must be the case that,
1− ck2ζ1/5
√
log
(
1
ζ
)
≤ δ , (18)
where c is some constant; for otherwise, we would be able to distinguish between instances of unique
games whose value is at least 1 − ζ and instances whose value is at most δ. Expression (18) implies that
k ≥ 1/ (ζ1/10√c(log(1/ζ))1/4). 4 Khot notes that disproving the conjecture may require an algorithm that
gives a theorem similar to Thm. 6.1, but whose performance is independent of k. Indeed, Trevisan [46]
provides such an algorithm that disproves a stronger version of the conjecture. Namely, for a constant c and
for every ² > 0, the Unique Games conjecture with completeness 1− c(²3/(log |Π|)3) and soundness 1− ²
is false. Here, Π is the set of constraints in the game, i.e. the completeness parameter ζ is not a constant, but
is dependent on the input.
Nonetheless, a weaker version of the conjecture was recently confirmed by Feige and Reichman [20].
In [32], Khot raised the question of whether the value of a unique 2P1R game with domain size k is hard
to approximate within factor f(k) where f(k) →∞ as k →∞. Feige and Reichman answer this question
positively:
Theorem 6.2. [41, 20] There is some γ > 0 such that for every prime p it is NP-hard to approximate the
value of a unique 2P1R game with answers from a domain of size p to within a factor smaller than pγ .
4In [32], it is stated that k must be at least 1/ζ1/10. It seems though that k need only be greater than the expression here.
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For arbitrarily small δ > 0, we can choose p large enough so that pγ ≥ 1/δ. Hence, Thm. 6.2 can be
restated as follows,
Corollary 6.3. [20, Cor. 2] For any arbitrarily small constant δ > 0, there exists a constant 0 < ζ < 1 and
a prime p such that it is NP-hard to determine whether a unique 2P1R game with answers from a domain of
size p has value at least 1− ζ or at most δ(1− ζ).
Technically, this result is weaker than the Unique Games conjecture since in the latter, both constants
δ and ζ are arbitrary. Furthermore, the result does not provide the desired gap provided by the UGC since,
as noted in [46, 12], the value of the instances produced by the proof is very small. Prior to this result,
it was only known that approximating the value of unique games within some constant factor is NP-hard.
This comes from the fact that Max-2Lin-2 is NP-hard to approximate within a factor 1211 − ² [44], and via a
reduction that shows given an instance of Max-2Lin-2 that is µ-satisfiable, we can transform it to a unique
game whose value is 1+µ2 (see, e.g., [41]).
Tackling Max-2Lin-p seems to be a fruitful approach for proving the Unique Games conjecture. Feige
and Reichman state Thm. 6.2 [20, Thm. 4] for a variant of Max-2Lin-p, they call proper Max-2Lin-p, which
they show is equivalent to a unique game. Also, as stated in Sec. 4.4, [39] show that if for all ² > 0 there is
a p = p(²) such that Max-2Lin-p has (1− ², ²)-hardness, then the Unique Games conjecture is true.
On the other hand, Khot et al. [30] show that the Unique Games problem is formally easier than im-
proving the approximation guarantee for Max-Cut, which may provide encouragement for attacking unique
games algorithmically. The SDP of Khot, and Trevisan’s algorithms are steps in this direction.
Instead of attacking the Unique Games conjecture, another interesting avenue of exploration would be
to prove at least some of the results it implies using Khot’s [31] Smooth Label Cover or the multi-latyered
version of it. The maps in a Smooth Label Cover have the smoothness property (see Sec. 4.3, Eq. (10)),
which is a weaker analogue of the bijection property of the maps in a Unique Label Cover. Khot used the
multi-layered version of smooth label cover to confirm Conjecture 4.7 about the hardness of approximating
NAE3,3, which is based on Unique Label Cover. Most interesting would be to achieve a hardness factor
better than 1.36 for Vertex Cover.
Proof of Theorem 6.1. We now present the semidefinite programming based algorithm of [32] that gives
Thm. 6.1 and we provide a sketch of its proof. The full details can be found in [32].
Assume we are given a weighted unique Label Cover instance L(X, [k], {piuv}, {wuv}) where the con-
straint graph need not be bipartite. Namely, X is a set of n variables which take values from the domain
[k]. For every pair (u, v), there is a constraint which is a bijection piuv : [k] → [k] with weight wuv where∑
u,v wuv = 1. A constraint piuv is said to be satisfied by an assignment A : X → [k] if piuv(A(u)) = A(v).
The goal is to find an assignment that maximizes the weight of satisfied constraints.
We first formulate this problem as a strict quadratic program (where each monomial in the objective
function and the constraints have degree 2 or 0), and then relax the program to a vector program. For each
u ∈ X we create k new variables u1, . . . , uk where ui indicates if variable u is assigned the value i ∈ [k].
Clearly, if u is assigned i0 ∈ [k] we wish to have ui0 = 1 and ui = 0 for all i 6= i0. This is achieved by the
following constraints:
u21 + u
2
2 + · · ·+ u2k = 1 ∀u ∈ X (19a)
uiuj = 0 ∀u ∈ X and ∀i 6= j (19b)
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We wish to maximize the following objective function∑
u,v
wuv
(
u1vpiuv(1) + u2vpiuv(2) + · · ·+ ukvpiuv(k)
)
. (20)
Before relaxing the program, we need to make sure that the solution to the vector program has the same type
of symmetries as the solution to the quadratic program. Therefore, we add the next two constraints which
are implied by constraints (19)
uivj ≥ 0 ∀u, v ∈ X and ∀i, j (21a)∑
1≤i,j≤k
uivj = 1 (21b)
The relaxation is standard. Each auxiliary variable ui will be replaced with a vector ~ui in <kn, and each
degree 2 term in the objective function and the constraints will be replaced by the corresponding inner
product. The complete program is,
maximize
∑
u,v
wuv
(
~u1 · ~vpiuv(1) + · · ·+ ~uk · ~vpiuv(k)
) (22a)
subject to ~u1 · ~u1 + ~u2 · ~u2 + · · ·+ ~uk · ~uk = 1 ∀u ∈ X (22b)
~ui · ~uj = 0 ∀u ∈ X ∀i 6= j (22c)
~ui · ~vj ≥ 0 ∀u, v ∈ X ∀i, j (22d)∑
1≤i,j≤k
~ui · ~vj = 1 (22e)
Clearly, any feasible solution to the quadratic program yields a solution to the vector program having the
same objective function value by setting ~ui = (ui, 0, . . . , 0).
For all u ∈ X , let ~u = ∑ki=1 ~ui. In any feasible solution of the SDP and for any two variables u, v,
constraint (22e) implies that ~u · ~v = 1, and constraints (22b) and (22c) imply that ‖~u‖ = ‖~v‖. Hence for all
u, v ∈ X , ~u = ~v. Denote ~s = ~u which is the same for all variables u.
The following algorithm produces an assignment whose expected weight is 1 − O(k2²1/5
√
log
(
1
²
)
),
which is sufficient to prove Thm. 6.1 as it shows that there exists an assignment with this weight. Recall
that the weight of an assignment is the total weight of edges it satisfies. In a 2-prover game an assignment
corresponds to a strategy of the provers and its weight is equal to the probability of acceptance of the verifier
given this strategy.
Algorithm 1:
1. Solve vector program (22a)
2. Pick ~r to be a uniformly distributed vector on the nk-dimensional unit sphere.
Assume ~r · ~s ≥ 0 by replacing ~r with −~r if needed.
3. Construct the following assignment A. For every u ∈ X , let
A(u) = i0 where i0 = argmax
1≤i≤k
(~r · ~ui) .
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Let αuv =
∑
i ~ui · ~vpiuv(i), i.e. αuv is the part if the SDP objective function corresponding to the
constraint (u, v). We are given that
∑
u,v wuvαuv ≥ 1− ². A simple calculation shows∑
αuv≥1− 12 ²4/5
wuv ≥ 1− 2²1/5 . (23)
Hence, if with probability p we can satisfy the pairs (u, v) for which αuv is close to 1, then the expected
weight of the assignment produced will be at least p(1 − 2²1/5). Specifically, the proof shows that for any
αuv ≥ 1 − 12²4/5, Pr[piuv(A(u)) = A(v)] = 1 − O(k2²1/5
√
log
(
1
²
)
); therefore, the expected weight of
the assignment produced is 1 − O(k2²1/5
√
log
(
1
²
)
) as desired. In the remaining part of the argument, let
pi := piuv.
The case when αuv = 1 provides some intuition behind the proof. When αuv = 1, we have,
2αuv = 2
∑
i
~ui · ~vpi(i) =
∑
i
~ui · ~ui +
∑
i
~vpi(i) · ~vpi(i) , (24)
since constraint (22b) ensures each sum on the r.h.s. is 1. Expression (24) can be rewritten as,∑
i
‖~ui‖2 + ‖~vpi(i)‖2 − 2~ui · ~vpi(i) = 0
⇒∀i ‖~ui‖2 + ‖~vpi(i)‖2 − 2~ui · ~vpi(i) = 0
⇒∀i ‖~ui‖2 + ‖~vpi(i)‖2 − 2‖~ui‖‖~vpi(i)‖ = 0
⇒∀i ‖~ui − ~vpi(i)‖ = 0
The second and third lines follow from the fact that for all i, ‖~ui‖2+ ‖~vpi(i)‖2 ≥ 2‖~ui‖‖~vpi(i)‖ ≥ 2~ui ·~vpi(i).
Hence, for all i, ~ui = ~vpi(i) and for any vector ~r, if i0 is the index that maximizes ~r · ~ui, then ~r · ~vpi(j)
is maximized at index pi(i0). The algorithm thus assigns A(u) = i0 and A(v) = pi(i0) satisfying the
constraint. When αuv is close to 1, however, a similar calculation to the one above only guarantees that for
all i, ‖~ui − ~vpi(i)‖ ≤ ²2/5.
Again, let i0 ∈ [k] be the index that maximizes ~r · ~ui. The proof shows that with probability 1 −
O(k2²1/5
√
log
(
1
²
)
) we have,
∀i 6= i0, |~r · (~ui0 − ~ui)| ≥ 5²2/5
√
log
(
1
²
)
, (25)
and, using the fact that ‖~ui − ~vpi(i)‖ ≤ ²2/5, we have,
∀i, |~r · (~ui − ~vpi(i))| ≤ ²2/5
√
log
(
1
²
)
. (26)
Expressions (25) and (26) imply that if i 6= i0,
~r · ~ui0 − ~r · ~vpi(i) ≥ 4²2/5
√
log
(
1
²
)
.
But expression (26) says ~r · ~ui0 − ~r · ~vpi(i0) ≤ ²2/5
√
log
(
1
²
)
. Therefore, pi(i0) is the index that maximizes
~r · ~vi, and the algorithm sets A(v) = pi(i0) = pi(A(u)).
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