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ABSTRACT
Earth Q%tem scientists are increasingly using the technologies of 
Geographic Information Systems (GIS) and Remote Sensing (RS) in their analyses 
of earth ^ e m  processes and patterns. These investigations take place over a 
wide range of scales, hom the local to the global. Global change researchers focus 
on both the physical and human dimensions of changes in the earth’s landscapes, 
which occur across a range of scales and may be scale dependent
The way in which landscapes are represented in GIS and RS, using specific 
spatial data models and data spatial resolutions, affects the subsequent analyses 
that can be performed. Optimally those analyses are grounded in firm 
geographical and spatial analytical principles, so as to be appropriate and 
therefore meaningful interpretations of the data.
This research investigates two specific issues of importance to research 
investigating landscape change across scale, those of resampling and analysis. 
Four different resampling algorithms, which are used to rescale remotely sensed 
pixels from higher to lower spatial resolutions, are investigated using Landsat TM 
data representing the Flint Hills regon of Kansas. Two analytical methods for 
examining scale effects in RS data, local variance analysis and fractal analysis, are 
used to examine both the effects of the resampling methods on subsequent
XVI
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analyses and the performance of the methods in detecting potential "scales of 
action" in the landscapes. Results show differences in the resampling 
methodolo^es, which affect the subsequent anafyses in different manners. The 
averaging and convolution methods performed comparably, and are the most 
reliable type of algorithm examined in this stutfy. Their ongoing use in resampling 
processes is recommended, recognizing their limitations. The systematic sampling 
method is not recommended as a resampling procedure. The TM-to-MODIS 
algorithm, based on the optical properties of the two different resolution sensors, 
is potentially useful, although the algorithm behaved erratically at times. Both the 
fractal and local variance methods performed comparably to indicate scale effects 
in the data, with corresponding results to each other and to the statistical 
information on the images. As such both methods are deemed appropriate for 
examining landscapes across scale.
xvu
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CHAPTER 1 
INTRODUCnON
Earth qrstem scientists are increasingly using Geographic Information 
Systems (GIS) technology to assist in the analyses of earth ^ e m  processes. A 
crucial component of current GIS investigations are the data obtained using 
environmental remote senâng (RS). An understanding of processes that manifest 
as patterns from local to global scales is becoming essential for improving the 
predictive capabilities of spatial modeling, and remotely sensed data are being 
generated and employed at ever increasing rates by researchers worldwide.
Data are available for incorporation into geographic information systems 
over a large range of formats and scales. The increasing use of GIS as Spatial 
Decision Support Systems (SDSS) raises the issue of whether the data being 
incorporated are appropriate for the analytical assessments being performed. 
Dobson’s 1993 definition of GIS encompasses this functionality, while recognizing 
the role that scale comes to play. GIS is defined as "a digital representation of the 
landscape of a place (site, region, or planet), structured to support analysis 
(Dobson 1993d)."
Within the realm of geography it has been traditional to investigate 
geographical landscapes via fieldwork and mapping. These geographical
1
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landscapes are the "geographical reality" that GIS data represent When 
appropriately represented in a GIS, landscapes may be understood in terms of 
their characteristics, transformation potential, and changes over time. "The GIS 
revolution," Dobson (1993b) notes, "was characterized as a fundamental shift from 
analog to digital means of representing and analyzing geographic reality."
Problem Context
The issues to be examined here may be considered in a hierarchy of 
concerns from the more general, representation in GIS, to the specific research 
topic, which concerns the resampling and anafysis of remotely sensed data. The 
issue of representation ID. GIS concerns the way in which the reality we see around 
us is modeled and represented in the GIS environment There are different 
approaches to representing reality in GIS, data sets may differ in source, format, 
scale, resolution, accuracy or other attributes. This research examines remotely 
sensed data sets that are appropriate for use in stuping land surface 
transfoi7nations--the way that the character of land surfaces are affected by the 
interaction of natural and human processes (Kelmelis 1993). Examples of such 
data sets include remotely sensed data from multispectral scarmers such as SPOT, 
AVHRR, TM, MSS, TMS and the proposed EOS satellite tystems\ These
 ̂ SPOT—Système Pour I’Obervation de la Terre, SPOT Image 
Corporation, Reston, VA; AVHRR—Advanced Very High Resolution 
Rachometer, National Oceanic and Atmospheric Administration (NOAA), 
Washington, DC; TM—Landsat Thematic Mapper, Earth Observation Satellite 
Company (EOSAT), Lanham, MD; MSS-Landsat Multispectral Scanner, EOSAT, 
Lanham MD; TM^Thematic Mapper Simulator, National Aeronautics and Space
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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^sterns sense energy in the wavelengths from approximately 0.3 /an to 15 fjm, from 
ultraviolet through visible, infrared and thermal radiation^. Using these remotely 
sensed data sets, researchers hope to come to a more complete understanding of 
earth system processes, and in order to do so, these data sets are often combined 
in GIS qrstems. One methodology for combining and consolidating data involves 
resampling ~  processing of the original data in such a way that they are more 
readily incorporated into a GIS. For example, resampling has been especially 
important for research at global scales, such as global change modeling that 
incorporates resampled data from AVHRR 4 km resolution data sets. Since these 
resampled data are often then the subject of subsequent processing and analysis, 
it is important to examine the ways in which resampling of a remotely sensed data 
set may affect subsequent analyses performed on the data.
Representation in GIS 
An important issue of concern in the research and development of 
geographic information systems is the issue of what is the best way to represent 
a process on the ground (i.e. geographic reality) in a digital environment The 
relationship of the digital representation of the landscape (modeled reality) to that
Administration (NASA), Washington, DC; EOS~Earth Observing System, NASA, 
Washington, DC.
 ̂ Radar and passive microwave tystems, which sense in the rai^e between 
approximately 1 mm and 1 m, can also be used to examine certain land 
transformation processes. These systems, however, will not be considered in this 
work.
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4
of the "true" geographical reality  ̂ needs to be kept in mind and ejqjlicitly 
addressed. An ejçlicit awareness of the way in which geographical data is being 
represented in the digital environment needs to be incorporated into GIS, in much 
the same manner as metadata (data about data) containing accuracy information 
is being incorporated into many data sets.
The traditional approaches to digital representation in GIS are the raster 
and vector approaches. Raster data representation is based on the regular 
tessellation of space into grid cell elements (e.g., pixels'* of remotely sensed data). 
Vector data use point locations to define lines, the basic vector logical units. 
However, as yet digital representations have failed to adequate^ incorporate the 
cfynamic and temporal nature of geographic data. The traditional 
geometric/cartographic model (i.e. point, line, and polygon) used by geography to 
categorize natural landscape features has the disadvantages of having little 
cfynamic behavior, and the generalized geometric shapes do not always match 
reality (Sklar and Costanza 1991). For example, a soils map polygon boundary is 
really not a true representation of the transition between soil types that occurs on 
the ground, but rather warrants a representation that portrays the 3-dimensional,
" While the issue of what is in fact "true" geographical reality may be 
debated, for the purpose of this research what is meant by this term is the 
environment that a researcher in the field will encounter in a particular area, i.e. 
the on-the-ground ejqjerience in a particular spatial setting.
'* The term pixel is a contraction of picture element, referring to the 
individual cells in a raster array.
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fuzzy nature of that boundary. Leung and Leung (1993b) discuss the fuzziness
issue using the notion of a geographical region:
Conventionally, a region is treated as a theoretical construct which can be 
identified exactly and demarcated. With respect to a set of characteristics, 
a space can be subdivided into a set of mutually-excluave and exhaustive 
regions. Boundaries separating regions and non-regions are crisp....
It has, however, been argued that such a rigid logical qrstem is unnatural 
and unrealistic. It is an inappropriate framework for handling imprecision 
in our conceptualization, information, and database. A region is in general 
a fuzzy concept which may not be precisely identified and a boundary is 
generally a fuzzy line with gradation within i t
Neither raster nor vector models are currently capable of modeling the true 
nature of a boundaiy. GIS representation models may also fail to ejç>licitly 
address questions of scale, viz., the scales at which processes on the ground 
actually occur, and the scales at which various data sets are obtained. These both 
have the potential of affecting the results of analyses performed in a GIS.
Description and e^lanation are recognized as objectives of research on 
earth processes, and the ability to facilitate better, more informed decisions is 
often cited as the key function of a geographic information ^ e m .  Since GIS are 
increasingly being used and developed to assist crucial decision making processes, 
it is important that the way in which the data are represented and stored in a GIS 
is appropriate, well understood, and grounded in a coherent theory and 
methodology of representation of spatial data. That this grounded baas is lacking 
in current GIS and spatial science is recognized by many researchers.
The Auto-Carto 10 Panel Discussion held at the 1991 ACSM-ASPRS 
Convention in Baltimore addressed the issue of "Alternate Representations of
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Geographic Reality", more specifically the geographic reality being represented in 
GIS. An introduction to the panel discussion from the proceedings fiâmes the 
debate as follows:
Geographic information systems (GIS) are based on models of geographic 
reality. The functionality and utility of a GIS depends on a useful and 
correct data model. Data modeling involves the abstraction of reality as a 
number or objects or features, then defining these objects, their 
interrelationships, and behavior precisely.
The real world of geographical variation is infinitely complex and often 
uncertain, but must be represented digitally in a discrete, deterministic 
manner. Sometimes it is possible to define discrete features or objects in 
more or less rigorous fashion, but more often the digital representation is 
an abstraction of reality (Guptill and Morehouse 1991).
Indeed, it has been the attempts to apply GIS technology to real world
problems, and the modeling and representational difiBculties encountered, which
have prompted what Marble and Peuquet (1993) term "the first reexamination of
fundamental concepts that have occurred in many years". This is directly, in
references to the issue of the representation of information for storage and
analytical purposes in the digital environment The representational issue is thus
a crucial one to the field of GIS, and to the broader context of spatial information
science (Goodchild 1990c). To put this issue in proper perspective, the
definitional issues involved with representation, models and structures for spatial
data will be reviewed in Chapter 2.
The need for a theoretical basis for spatial analysis and representation must
be considered within the GIS context. In this research, that consideration will be
undertaken using data sets applicable to examining land surface transformations.
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Landscape change research 
Geographers are concerned with the ways in which hnmans interact with 
their environments. Over human history, human interaction with the environment 
has resulted in transformations across most of the globe. These human induced 
changes occur concurrently with changes resulting from natural processes, which 
may be gradual to catastrophic in nature. Today, natural and human induced land 
transformations are of concern to geographers and other earth scientists in the 
context of global change. Both natural and human induced processes manifest as 
land surface transformations that are detectable using remote sensing ^tem s.
Until recently, examining these transformations on a global scale has been 
virtually impossible. In the past several decades, however, several innovations 
have occurred which have provided the means by which global change studies may 
be more readily performed. These innovations include: the quantitative
revolution in geography, which provided the spatial analytic framework; 
developments in the field of remote sensing, including satellite technologies; and 
the development of techniques and methodologies used in GIS. These innovations 
are applied to the study of landscapes over a range of spatial scales from local to 
global, and over a range of tempora’ scales. Figure 1 illustrates the 
interrelationship of temporal and spatial scales in interacting natural and societal 
phenomena and processes.
Crucial to the success of landscape change research is the appropriate 
implementation of techniques in remote sensing, spatial analysis, and GIS. At this
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Figure 1. Spatial and temporal scales of interacting nature-society phenomena and 
processes. Linear scale (LS) versus time (T). L, local farm activities; P, 
population ecology; R, regional agricultural development; N, national industrial 
modernization, D, global political/demographic patterns; G, geographical ecology. 
(After Clark 1987.)
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point in the development of these fields, it is critical that their uses be examined, 
and the ways in which they are being used be explicitly addressed. These 
methodologies are employed by geographers and other researchers in addressing 
solutions to real world problems. Increasingly, real world problems are being 
examined in the distal environment. The on-the-ground reality of the world 
around us is translated to the digital environment via the implementation of 
models. Traditionally, the cartographic model and the analog map have been used 
as analytic tools whereby the geographic researcher examines an area of interest. 
The digital representation of an area is employed somewhat analogously in 
geographic research using GIS. But just as the limitations of the paper, two- 
dimensional, static map product have been realized and acknowledged, so too 
must the limitations and assumptions of the digital representation be considered, 
for this is the base on which the analyses are being conducted. The way in which 
the real world is being represented in the digital environment must be examined 
and understood.
Since humankind’s earliest times on earth, humans have altered landscapes 
to assist in survival and maintenance. Considering a current global population 
over 5.6 billion, and the technological and social situation that has resulted in the 
ability of humans to change their environments in profound ways, it becomes 
imperative that the implications of these transformations be understood. 
Underlying landscape transformations are a multitude of processes, which operate 
over a continuum of scales from microscopic to the global (see Figure 1). To fully
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understand the way in which the earth is (fynamically chan^g, it is necessary that 
research be integrated over a range of scales, so that an understanding of the state 
of the earth at a global level may be developed.
Investigations into the way in which humans alter the appearance or nature 
of their surroundings have been undertaken by geographers throughout the history 
of the discipline. In 1800 when Alexander von Humbolt visited the Aragua valley 
in Venezuela he concluded that the water level in Lake Valencia had been 
lowered in recent times due to practices of deforestation, clearing, and indigo 
cultivation in the basin (Goudie 1982). In 1864, George Perkins Marsh published 
Man and Nature; or Physical Geography as Modified by Human Action, now viewed 
as a classic volume (Marsh 1965). Marsh examined the interrelationships between 
humans, their environment, and the effects of their actions. Motivated by similar 
concerns, a grmposium was held in 1955 at Princeton that brought together 
workers in a number of fields including anthropology, biology, urban planning, and 
geography. Key participants included Carl O. Sauer, Marston Bates, Lewis 
Mumford, and the editor of the conference proceedings, William L. Thomas, Jr. 
The proceedings were entitled Man’s Role in C han^g the Face o f the Earth, and 
included a diverse range of related topics, including population, water quality, 
social concerns, land use, and forests (Thomas 1956). More recently, geographers 
collaborated in an interdisciplinaiy symposium at Clark University, resulting in the 
publication of The Earth as Transformed by Human Action: Global and R egnal 
Changes in the Biosphere over the Past 300 Years (Turner et al. 1990). This volume
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includes topics of traditional concern as well as chapters discussing the use of 
recent developments in the tools available to geographers to examine these 
changes, namely, remote sensing, GIS and spatial analytic tools. This work 
contributes to the geographic man/land tradition established by such workers as 
von Humbolt, Marsh and Sauer.
For today’s researcher, the ability to see from space the imprints of human 
actions, via remotely sensed imagery, adds a profound vertical dimension to the 
on-the-ground techniques practiced in the past The time frame within which 
environmental changes have occurred, i.e. the fact that most of the global scale 
human induced changes have been quite recent (Kates et al. 1990), underscores 
the fact that changes are accelerating at a rate that is almost incomprehensible. 
As Kates et al. (1990) state: "...the fundamental question of the adequacy of the 
earth to sustain its population is a profound one...it recurs as the scale of 
transformation enlarges...." Without question the scale of transformation is now 
a global one. One role of this research is to enhance our ability to understand the 
global scale via investigations of processes that occur at other scales. Land use 
and landscape patterns as well as differences in vegetation types are known to 
have influences on local, and ultimately global, atmospheric responses (Lee et al. 
1993). These landscape variations may result from natural causes, or from human 
induced causes such as agricultural and forestry practices, political practices of 
land subdivision or irrigation practices. Such changes are often readily assessed 
using remotely sensed technologies, and readily analyzed in the GIS environment
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
12
Data resampling
Data resampling fails into a general category of data integration, the 
attempt to combine diverse data sets into information systems that can take 
advantage of each data type’s unique contribution to understanding a particular 
problem. Integrated Geographic Information Systems (IGIS), which combine both 
raster and vector based information sets, are becoming increasingly more common. 
While resamplii^ al^rithms are commonly applied to raster data for the purpose 
of geometric rectification and regstration, that is not the focus of resampling for 
the purposes of this study. Here, we are examining remotely sensed data in raster 
format which are resampled for purposes of scale changes, i.e. to lower the 
resolution of the image, a procedure that increases the pixel size while maintaining 
the same spatial extent of the stucty area.
As an example, an area with spatial extent of 300 m (meters) by 300 m 
could be represented by a pixel array of 30 pixels by 30 pixels, where each pixel 
is 10 m by 10 m in dimension (Figure 2 a). The same spatial extent may also be 
represented by a 15 pixel by 15 pixel array of 20 m pixels (Figure 2 b), or by a 10 
pixel by 10 pixel array of 30 m pixels (Figure 2 c). The bold lines in Figure 2 d 
indicate the manner in which data at a 10 m pixel resolution may be resampled 
(i.e. rescaled) to create 30 m resolution data .̂ It is the methodologies by which
 ̂ Strictly speaking, a pixel’s dimensions can be rectangular, hexagonal, 
triangular or otiier shapes amenable to tessellation of a surface. Most commonly 
the pixels utilized in remote sensing research are square, so that the x and y 
spatial dimensions are equal. For that reason the terminology of a "10 m" or "30 
m" pixel is often used when in fact the reference is to a 10 m by 10 m pixel or a
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b.
Figure 2 . Pixel arrays of spatial extent 300 m x 300 m with different pixel spatial 
resolutions: a) array of 10 m x 10 m pixels, b) array of 20 m x 20 m pixels, c) 
array of 30 m x 30 m pixels, d) grid of resultant 30 m pixels superimposed on 
input 10 m pixels.






Figure 2, c) and d).
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higher resolution pixels are combined to create lower resolution data sets that are 
one aspect of this work. While various data resampling methodolo^es will be 
discussed in detail below, some examples of resampling for changing scale include: 
simple averaging of all the pixels being combined, aggregation where the highest 
or lowest pixel value is chosen for the output pixel, systematic sampling of a 
particular pixel from the input matrix or Emulation algorithms designed to 
simulate the output of lower resolution sensors. Obviously, obtaining different 
resultant output pixel values from diverse resampling methodologies such as these 
can significantly impact subsequent analyses performed in the GIS environment 
This work will also examine the results of a set of analyses performed across scale 
on a set of images created using different resampling procedures.
Research Objectives 
The objective of the proposed research is an increased understanding of 
what happens when remotely sensed data are resampled in the GIS environment 
and used for analysis and decision making. Landscapes are represented in GIS 
using remotely sensed imagery for the purpose of examining land surface 
transformations - land use changes, landscape transformations and global change. 
Reflection on the differences between the landscape of your daily life five years 
ago and your daily landscape of today may serve to emphasize the rate at which 
some of these changes are occurring.
30 m by 30 m pixel. This shorthand way of referring to pixel resolution will be 
used throughout this work.
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The use of remotety sensed imagery to represent landscapes is employed 
in this s tu ^  to further increase the understanding of the appropriate uses of these 
data. Remotely sensed data are becoming more widely used as they become more 
accessible to the public, due to increased dissemination, via such media as CD- 
ROM, electronic mail and Internet services, and via increased availability-over 
time there are more platforms and sensors generating increasing amounts of data. 
The amounts of data available from public and private sources will only increase. 
More software programs are available to process remotely sensed data, and these 
data are available in a wide range of formats over a wide range of scales - both 
spatial resolution and spatial extent Since many of these data sets are employed 
for analysis, modeling and decision making following data resampling, it is the 
objective of this research to examine that resampling process fix>m the perspective 
of its effects.
General Objectives 
To better understand the impact of landscape disturbances and 
transformations, data must be obtained, examined and interpreted The 
representational model used to represent the data, the scale of the data, and the 
resolution at which the data are collected all will have significant impacts on that 
eventual interpretation. This research will ejqjlicitly address scale and resolution 
issues, using remotely sensed data and the raster spatial representation model to 
focus on questions of scale and its effects on the identification and interpretation 
of landscape transformation processes.
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Within this framework, the way in which GIS and remote sensing 
methodologies are applied to the human dimensions of global change objective 
can be considered. In this research the objective will be to determine how the 
scale, resolution and representation of the original data used affects results of 
analyses performed. This will of course have important implications for global 
change researchers and policy makers as they attempt to deal most appropriately 
with critical issues of landscape transformation.
Specific Objectives
This study will address the following specific objectives;
1. An examination of the way in which resampling a remotely sensed data 
set from a higher to lower resolution affects the representation of a landscape in 
a GIS. This objective will be met via an examination of resampling 
methodologies, followed by a series of analytic procedures to be performed on the 
resampled data set.
2. Investigate the effect of resampling on data storage. The relationship 
between level of resampling and concomitant reduction in storage for a set of 
remotely sensed imageiy will be examined.
3. Utilize the results of the analyses performed on the resampled data sets, 
to assess the way in which the information available changes with changing 
resolution.
4. Development of principles for the use of multi-resolution imagery for 
earth system studies. Resampling and analysis will allow the determination of
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scale dependencies in different surface processes, and this information can be used 
tiered sets of multi-resolution imageiy for analysis.
Preview of Research Hypotheses 
The research hypotheses will be presented in detail in Chapter 6, and 
follow from the specific research objectives outlined above. Specifically, the 
hypotheses address the following issues: change in recognizability of landscape 
features and patterns as resolution is lowered, change in fractal dimension with 
lowered resolution, utility of local variance analysis for recognizing "scales of 
action", differences in statistical parameters of images generating using different 
resampling algorithms, differences in analytical results of local variance and fractal 
analyses due to resampling algorithms, and representational differences manifested 
across resolution levels.
Expected Significance 
The expected significance of this research relates specifically to the 
objectives outlined above. By examining the effect of resampling on 
representation, guidelines for the more appropriate use of remotely sensed 
imageiy at different resolutions can be established. The effect of resolution 
changes on storage needs will aid in decisions about how much resampling may 
be necessary for a given project. Results of research into the way in which results 
of analyses change with resampling will heighten awareness of the validity of 
resampling in specific instances. The question of whether or not the same
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parameters are being measured following resampling is raised-i.e. are the
resampled data sets representing the same landscape that the original data
represent These questions are crucial in the GIS/RS/SDSS environment
Principles for multi-resolution image data sets will be available for design of
studies encompassing large spatial extents.
The significance of this research extends to two areas of interest The first
concerns the landscape level disturbance being examined in the context of global
change. The second significance is the way in which questions of scale and
resolution are explicitly addressed as geographical reality is discretized and
represented in the digital environment of a GIS. A 1988 special issue of The
American Cartographer reflected on the "revolution" that witnessed the transition
from analog to digital representations of space. We are still in the midst of that
revolution, and scale and representation issues have been some of the more
difficult ones to resolve. %  identifying and synthesizing these issues a significant
contribution can be made to the development of the appropriate use of GIS for
the solving of problems along a continuum of spatial scales. As R.F. Tomlinson
states in the above mentioned issue:
Given that the ultimate objective is coherent earth description that has 
broader use than that of a single agency or discipline, there is a rich field 
for cooperation. The way in which earth observations are eventually stored 
[representation] and are able to be integrcaed [scale, representation] will 
^ectively determine the degyee to which ^obal spatial processes can be 
understood (Tomlinson 1988, emphasis added).
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Jerome Dobson (1993d) states that "...to science and society at large, GIS is 
undoubtedfy the greatest agent of change in geographic capability and awareness 
since the Renaissance". While all may not fully agree with such a statement, the 
power and potential of GIS as an analytical tool for geographic research and other 
projects involving spatial data and the "scaling up" of ecological knowledge is well 
recognized (see Goodchild 1993, Goodchild et al. 1993). Enhancing the 
appropriate use of the spatial analytic power of GIS is crucial for its ultimate 
effectiveness.
Dissertation Structure 
Problem context, objectives and anticipated significance of this work are 
examined in Chapter 1. Chapter 2 reviews modeling and representation in GIS, 
looking specifically at GIS data modeling and remote sensing models. Scale and 
resolution issues are considered in Chapter 3, in the context of using geospatial 
data for earth systems analysis. This is followed in Chapter 4 by a review of 
resampling methodologies used in remote sensing research for changing the 
resolution of remotely sensed data. Chapter 5 reviews analytical methods for 
stucfying scale and resolution effects. In Chapter 6, the research structure is 
outlined, the study area and data sets are discussed and the specific resampling 
and analytical methods employed are reviewed. Results of the analyses performed 
are described and discussed in Chapter 7. The last chapter summarizes 
conclusions, and proposes future avenues of research.
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MODELING AND REPRESENTATION IN GIS
Models are constructs used to represent certain aspects of reality. As such, 
models have many characteristics. Models incorporate underlying assumptions 
about the reality they represent. A choice of a model reflects those assumptions 
and the users’ needs and priorities. Selection of a particular model may also 
impose limitations in terms of subsequent analysis, integration and manipulation 
options (Shepherd 1991), or lead to inaccuracies in the database (Chrisman 1991; 
Goodchild 1991b). As a discussion on models for global change research points 
out, models are not value-free constructs; they reflect value judgements about the 
nature of reality (Methodologies in global modeling 1991). Some early models of 
global change were criticized because they focused only on physical processes and 
failed to incorporate human dimensions of global change (see Turner et al. 1990 
and National Research Council 1990).
In the GIS environment, modeling occurs as real world landscapes are 
translated into the bits and bytes of the GIS the digital environment (Figure 3). 
"In the early enthusiasm of GIS," Chrisman (1991) notes, "users treated their data 
as a perfect model of the world too often. On slight reflection, it should be
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Figure 3. Modeling and representation in GIS.
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apparent that no representation captures a perfect replica of something as
complex as the earth."
Data sets are used as input into GIS, and some researchers have used the
term "data model" to signify the construct used to describe the way that space is
discretized into data in digital format As will be discussed below, the use of the
term data model can be quite confusing, since the term is used to refer to several
aspects of representation and modeling. For the aspect of modeling being
considered in this work, a more appropriate term is "spatial model", since it is
space that is being modeled for representation, not data (see Goodchild 1992b and
Kemp 1992a). Prior to the more detailed discussion presented below, Goodchild’s
(1991b) description of a data model for GIS may be used as a working definition:
The key to ^ te m  architecture is the data model, or the set o f rules used by 
the system to capture geography in discrete digital form in the database 
[emphasis added].
Spatial Representation in the GIS/RS Analytical Environment 
In the special issue of The American Cartographer that reflected on the 
analog to distal "spatial revolution", several authors offered their personal views 
and accounts of the places and persons who were key players in that transition, 
which is still ongoing today. There is no reason to anticipate that the ultimate 
goal should be a complete movement away from analog representations; the map 
has certainly demonstrated the test of time as a means of communication of 
spatial information. However, at this crucial point in the history of the planet it 
is becoming increasingly evident that there is a need to monitor and understand
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earth processes along a spectrum of scales ra n ^ g  from local to global. Digital 
storage and manipulation of these data is the way in which many such endeavors 
will be performed, and issues dealing with representation and scale need to be 
formally addressed as critical components of these endeavors. As Peuquet (1994) 
notes:
The maimer in which data are represented is inextricably linked with 
specific analytic tasks... Achieving such a representational formalism is thus 
essential if computer-based GIS are to serve as useful analytical tools.
Development of Representation in GIS 
Representation in GIS has evolved as the fields of computer cartography, 
remote sensing. Global Positioning Systems (GPS) and GIS have developed. 
Closely related to this evolution of representation is the way in which the spatial 
analytic functionality of GIS has developed. Analyses performed in a specific GIS 
environment are dependent on the representational model being employed. 
Evaluating appropriate representation models for GIS could be aided by a firm 
underlying theoretical foundation for spatial analysis, however many researchers 
speak to the lack of such a foundation (Chrisman 1987; Goodchild 1987; Guptill 
1990; Peuquet 1988b).
The cartographic view of spatial data is the traditional and most commonly 
recognized view. Woodward (1992) sees the purpose of cartographic 
representation as "to inform someone or oneself about a geographic reality", a 
complex task since "...a map or picture is not a representation of reality but a
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representation of ideas, usually highly conventionalized, about that reality"
(Woodward 1992). Goodchild (1988) suggests that :
the cartographic view of spatial data is a highly abstracted representation, 
designed to display data in the most informative manner possible under the 
constraints of pen and paper technology., j^tematives wMch might be more 
infonnative...have not been part of the cartographic tradition because of 
the difficulty of generating them in a manual environment
The map as representation model can thus be seen to be both versatile and
limiting. Some of its versatility arises 6om its high level of abstraction. A distal
representation of reality should attempt to represent reality "using data which is
as raw and unabstracted as possible, rather than the cartographic representation
of reality, which is often highly abstracted....It is much easier to assign indices of
accuracy to raw data than to abstractions and interpretations" (Goodchild 1988).
Tomlin (1991) recognizes that the cartographic modeling methodology as an
approach to the representation of geographical phenomena has both advantages
and disadvantages:
Perhaps the major advantage of the cartographic modelling approach is the 
clarity of its data and data processing constructs from the perspective of a 
typical user. Its major disadvantage....may be that these constructs ejqjress 
both data and data processing in terms of discrete units. The result is a 
medium that tends to foster an analytic and atomistic rather than tynthetic 
and holistic view of the phenomena it is used to represent (Tomlin 1991, 
emphasis added).
The issue of discretization in digital representation will be discussed below.
The cartographic data model has endured throu^ the transition of many 
types of geographical data firom analog to digital formats. Early software for 
digital cartography used various cartographic data structures for encoding data.
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Examples of early digital mapping software include SYMAP, which used the
"spaghetti" form of data encoding, and the POLYVRT program, which used a
topological model of chain and node encoding. The appropriateness of a
cartographic data model as the basis for GIS can be questioned, however, the
histoiy of early computer cartography and GIS indicates that the cartographic
model served as a tacit basis for early GIS. Early GIS incorporated the map
overlay model used in land use planning and championed by Ian McHarg in the
1960s and 1970s (McHarg 1969). But as Muller (1993) points out, "there seems
to be a wide recognition that the present layers of maps’ metaphor is not ideal...."
The concern with representation and data models in GIS stems in part from the
representational defidencies of the data models, viz. raster and vector, used to
capture map information in a GIS. Goodchild eluddates:
The data models in the current generation of GIS are largely map-based, 
designed to allow information from maps to be captured easily into a 
distal database. The vector model sees the world as a collection of point, 
line and area objects, and defines their locations and attributes, while the 
raster model defines what is present in eveiy one of an array of finite 
elements....both models are seriously defident as bases for describing real 
geographical variation....They are static, but the world is cfynamic. They are 
two-dimensional. And they fail to deal with the human propensity for 
giving objects identities that are independent of their physical manifestation 
at any particular scale (Goodchild 1991a).
The representational issue falls within a larger context, as noted by Couclelis
(1992): "...the technical question of the most appropriate data structure for the
representation of geographic phenomena begs the philosophical question of the
most appropriate conceptualization of the geographic world."
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Basic Units of Analysis 
The implementation of spatial representation models in GIS is a necessity 
for the functioning of each ^ tem . The model incorporated into the system 
becomes a crucial part of the way in which users interact with the system. 
Inherent in any representation approach in GIS is the way in which it packages 
reality, i,e. the creation of the basic spatial entities and units of analysis that are 
to be incorporated into the system. These basic units are the results of the 
discretization (Goodchild 1990a) of geographical reality that occurs when a specific 
data model is used to represent reality in a GIS database. The fundamental 
spatial entity in the cartographic model is location (Tomlin 1991). The 
cartographic model itself may complicate the relationship between reality and the 
GIS database, since the incorporation of map data into a GIS may then be viewed 
as a form of filtering, "between reality and the analog store [the map], and 
between the analog store and the database" (Goodchild 1990a). This is a 
reminder that map data have alreacty been abstracted, and are not in any sense 
"raw" data. Some remotely sensed data sets that are incorporated into GIS are 
initially closer to a raw data set, however to be of use there is a certain amount 
of pre-processing that must occur.
With remotely sensed data, such as a Landsat TM scene, the basic unit of 
analysis is the pixel. Each pixel represents a certain spatial location and is 
associated with a digital number (DN) value for a particular remotely sensed band. 
Each band senses within a particular wavelength range along the electromagnetic
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spectrum. Every pixel has a value for each band, and the entire data set can be 
viewed as a continuous field, which has been tessellated in a manner appropriate 
with the sensor characteristics and field of view. Portions of the field may be 
clustered together to form regions or segments, following manipulation of the 
basic pixel units. This is one example fi-om a more general category of a field 
model, part of a way of looking at representation in GIS developed by Goodchild 
(1989, 1992b; Frank and Goodchild 1991) that includes both field and object 
views. The field and object views are roughly analogous to the raster and vector 
data structures, and will be discussed further in the next section in the context of 
data modeling. Here the object view is briefly considered in the relation to basic 
units of analysis in GIS.
Representational approaches based on relational database management 
techniques or on feature or object-oriented programming are examples of the 
object view of representation. A plane is populated with a variety of objects which 
have specific attributes (characteristics such as name designations or associated 
data values), locations and relations. It is the determination of the relations 
between objects, such as adjacency, inclusion or distance, that has occupied much 
of the GIS "analysis" that takes place to determine such things as site selection or 
suitability. The relations between objects can also form more complex entities, 
especially using the object-oriented paradigm.
This issue is important because of the analytical functionality of GIS. That 
is, the analysis of data to enable the use of GIS as decision making tool is a
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desired outcome of most GIS development projects. How the data are initially 
entered into the database, viz. the units of analysis employed and the data model 
used, affects both the choice of possible anafyses that can be performed and the 
outcomes of those analyses.
Chrisman (1987) discussed the "basic unit issue" in the context of the data 
structure dilemma:
The most crucial decision is the issue of a hasic un it o f analysis 
(emphasis added) ...Any system of arbitrary units, whether raster pixels, 
quadtrees or map tiles, imposes a technical construct onto the objects 
defined by statutory mandate. Society does not define property in 
convenient regular rows and columns for ea^  programming. Similarly, 
natural processes do not limit themselves to mathematically neat 
descriptions............
The raster pixel of the remote sensing image is the basic unit of analysis due to 
the nature of the remote sensing technology, and as such is the default 
representation that remote sensing analysis has to work with. Similar to the 
reasoning that a line does not always signify the same thing in a GIS 
representation (e.g. a line could be a contour generated by an interpolation 
algorithm or it could represent network connectivity), a pixel may also signify 
something different in different applications. In a remote sensing application a 
pixel may be the defined region within which a sensor detects reflectance and 
emmittance in a certain wavelength band, for which a specific DN is obtained. In 
a suitability analysis a pixel may represent a suitability ranking number, derived 
firom the overlay of various other raster layers such as soils, groundwater, slope 
and political regions. While an ASCII file listing of both of these pixel arrays may
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look quite âmilar, showing rows and columns of numbers, the diSerent entities 
that the numbers represent should not be obscured by their âmilarity in data 
structure.
Fallacies in the Design of Spatial Data Models
In the context of spatial data models and representation, it is appropriate 
to consider some of the issues that have been recogmzed by researchers as 
"fallades". Scott Morehouse, a researcher with ESRI (Environmental Systems 
Research Institute), has identified two fallacies implicit in the development of data 
models (Morehouse 1990);
Fallacy 1 A set of entities and relationships is inherent in the
nature of geographic reality
Fallacy 2 One can predict entities and relationships tluit will be
needed for operations (e.g., map generalizations) 
without a detailed analysis and design of the 
operations.
The first he terms the "universal data model" fallacy, the second the "we’ll need 
this later" fallacy. The second is less relevant to this topic, but worthy of a short 
explanation. Basically the point is to avoid creating and storing relationships for 
which there is no known functional requirement at present, when the GIS is 
capable of building new relationships and entities as needed. The goal in 
designing geographic data models for GIS "should be to develop the simplest 
model which works" (Morehouse 1990).
The universal data model fallacy refers to an assumption that there is in 
fact a "single, universal way to decompose the world into entities and relationships
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between entities" and that the finite set of entities in the real world needs simply 
to be recorded and represented in a GIS. In fact, the modes of modeling and 
representation are virtually limitless, and the limitations imposed to make realistic 
modeling possible are a direct function of the purpose of a data model. Thus, a 
data model for representing entities and their relationships for a global studies 
GIS could have a very difierent data modeling basis than a regional GIS created 
for water quality monitoring.
The Search for Fundamental Theories of Representation 
Since the map and cartographic data structures have in large part been 
used (consciously or unconsciously) as a basis for GIS, it is not surprising that the 
field of geography, the traditional field of cartographers, is currently heavily 
involved in the discussions of spatial representation in GIS. But where are the 
fundamental theories of spatial representation to come fi-om—geography? Alas, 
such fundamental theories have not ever been defined in the field. As with the 
fields of spatial analysis and spatial statistics, an attempt to elucidate a 
methodological basis for their incorporation into GIS has not been successful. 
This is due in part to the special nature of spatial data, which when subjected to 
statistical analysis often violate some of the basic statistical assumptions (e.g. the 
issue of spatial autocorrelation). These issues and others related to the need for 
fundamental theories of spatial analysis are discussed in following sections. The 
discipline of geography has an important role in attempting to elucidate such 
theories.
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Other fields, of course, play roles in the question of digital representation. 
Peuquet (1988b) looks to the fields of computer vision, cognitive and perceptual 
psychology, and database management systems (DBMS) to join in providing a 
unified framework for representations of geographic data. Mark and Frank (1989) 
use spatial language, i.e. the terms in human language used by people to refer to 
spatial situations, as an indicator of the ways in which people conceptualize space 
that could be used to develop representational theories. The field of fuzzy sets 
(see e.g. Banai 1993; Leung 1982, 1987; Wang et al. 1990) also may provide 
insights as to the way in which real world geographical phenomena may be 
represented in digital format in a GIS.
It is important to recognize that the way in which we organize spatial data 
affects our concepts of what it represents (Dutton 1984). Analytical processing 
depends on the way in which real world phenomena are structured in a data 
model. We must examine as well the motivation for the collection and 
distribution of spatial information. This addresses the issue of the structures 
which provide the basic framework of meaning for geographic information 
(Chrisman 1987). Chrisman believes it is social structures that provide this basic 
fi-amework, and along these lines cultural context, academic settings and the issues 
associated with the ways in which language frames our world view may be 
considered These fimdamental philosophical issues will not be explored in depth 
here, but it is appropriate to raise them. The discussion will now be focused on 
specific representations in GIS, commonly known as "data models".
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GIS data models
There is no consensus in the GIS community as to the meaning of the term 
"data model". As has been mentioned above, for the purposes of this work the 
term will be used to refer to the rules or constructs used to generate digital 
representations of geographic space, i.e. the data modeling process is the 
"discretization" of geographical reality referred to by Couclelis (1992), Goodchild 
(1992b) and Kemp (1992a, 1993). Kemp discusses the ways in which continuous, 
physical fields can be discretized for manipulation in the computer, and points out 
that the results of these discretizations are rather confusingly known as "data 
models" though they are really "spatial models"—they are models of space not 
models of data (Kemp 1992a). Some researchers have also suggested the term 
"spatial data model" to distinguish these models from "database data models"— 
models with no spatial component that refer to the way in which attribute data 
may be modeled. Examples of such database data models are the relational, 
hierarchical, network and object-oriented models. Part of the confusion with 
terminology is due to the use of the data model term in the field of database 
management to refer to these aspatial types of models. In this work it is models 
of space being incorporated into GIS that are the data models of interest. The 
term data model will be used here to refer to these spatial data models, unless 
otherwise indicated.
Since geographical reality is infinitely complex, abstraction, generalization 
and approximation are involved in data modeling. A variety of data models are
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used in GIS, this is both one of its complications and its strengths (Goodchild et 
al. 1992). Specific examples of GIS data modeling may be implemented in forms 
such as raster, vector, DTMs (digital terrain models), TINs (triangulated irregular 
networks) or Thiessen (or Voronoi) polygons. Data models are often confused 
in this context with data structures, once again, there are no established 
conventions that allow the terms to be used in an unambiguous manner. 
Goodchild (1990b) gives the example of using the linear data structure to 
represent both a set of network links and a set of contours. The use of identical 
data structures as internal representation of different data models is not only 
confusing, it may lead to the inappropriate use of algorithms (Goodchild 1990b). 
For some clarification of this situation, it is appropriate to review here the seminal 
work of Peuquet (1983, 1984, 1988b, 1994) and others, who attempt to define 
schemata for levels of data abstraction in the GIS environment.
A key consideration of data model designers attempting to represent data 
in distal form concerns the way in which the data are viewed; i.e. the levels of 
abstraction to be distinguished (Peuquet, 1984). Several schemes for data 
abstraction have been suggested, three of which are presented in Table 1.
In each of these schemes, the level of abstraction decreases as the level of 
detail increases. For the purposes of this research, the emphasis will be on levels 
in the hierarchy closest to the "real world" level, i.e. on data models and 
conceptual and functional representation. Understanding this fundamental part 
of the representation process is seen as crucial to the development of appropriate
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
35
GIS. Data, file and storage structures will necessarily follow fi-om the data 
representation models which are chosen. The need for a sound theoretical basis 
for GIS development and spatial representation becomes more apparent as 
definitional issues and spatial representation models are considered.
Table 1.—Examples of Abstraction Schemes for Digital Representation.
Source Abstraction Scheme Levels
Nyerges 1980 Levels of Data Abstraction 1. Data Reality
2. Information Structure 
(Data Model)









Peuquet 1988b Levels of Abstraction of 
Representation
1. Overall Conceptual 
Representation (Object­
or Location-Based)
2. Functionally Oriented 
Representation (Data 
Model)
3. Implementation Format 
(Data Structure)
Definitional Issues 
Date’s (1983) explanation of the purpose of a data model is cited by 
Peuquet (1984) and Goodchild (1990b);
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The purpose of aiçr data model, relational or otherwise, is of course to 
provide a formal means of representing information and a formal means 
of manipulating such a representation.
Goodchild more specifically addresses the purpose of geo^aphic data modeling:
The purpose of geographic data modeling is to discretize real, observable 
geographic variation, thus expressing it in a suitable form for representation 
in a discrete, digital store....In the case of geographic information, data 
modeling is the process of abstracting and generalizing, or discretizing real 
geographical variation....The entities that populate many non-spatial 
databases exist in reality, but in many forms of geographical data they are 
imaginary abstractions (Goodchild, 1990b, emphasis added).
Aranofif (1989) defines the data model as the representation of the spatial
component of geographic information; Peuquet (1988a) specifies representation
as a "functionally oriented representation." Peuquet (1984) describes the data
model as "an abstraction of the real world" that cormotes "a human
conceptualization of reality, without consideration of hardware and other
implementation conventions or restrictions....a data model may be defined as a
general description of specific sets of entities and the relationships between these
entities." Representation, conceptualization, abstraction and description are thus
the key terms used to describe data models in this context.
Spatial Representation Models of Geographic Reality 
The discussion of data models will now be expanded to examine data 
models as they are used to represent geographic reality. As a prelude to the 
discussion of specific data models incorporated into GIS, the map as 
representation model has been considered. Aranoff (1989) recognizes the role of 
the map as the most familiar form in which geographic data are presented.
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performing double service as both storage media and vehicles for data 
presentation.
Within the digital realm of GIS, a variety of data models have been 
implemented Indeed, as Goodchild (1990b) points out "one of the problems 
facing any comprehensive approach to data uncertainty in GIS is the wide range 
of data models currently employed in this technology." It is also crucial to note 
that the choice of a poor data model can not only lead to inaccuracies in the 
database but it may restrict the possible range of analysis. A further implication 
is that such choices put heavy demands on a user to understand what the nature 
of the information is that is being modeled, and what the problems are that need 
to be solved by a GIS (Goodchild 1991b).
A conventional approach to data models in GIS has been the raster/vector 
dichotomy. As briefly described above, raster models are an example of 
tessellation models. In tessellation, space is divided into a series of geometric 
elements or cells, which serve as the basic unit of analysis and contain implicit 
information on spatial relationships. Attribute information is recorded for the 
basic data unit. An example of a regular raster tessellation is a grid of 30 m pixel 
cells which constitute a portion of a Landsat Thematic Mapper scene of the area 
near Manhattan, Kansas, shown in Figure 4. For storage and analysis the cells are 
identified by their row and column positions. Irregular tessellations include the 
triangular mesh of the TIN, shown in Figure 5. The TEN is a type of terrain 
model which uses a sheet of continuous, triangular facets, based on a triangulation
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Figure 4. Raster data, portion of Landsat TM image of Flint Hills region of 
Kansas.
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of irregularly spaced nodes or observation points, the nodes of the network are the 
primary database entities (Burrough 1986). Other types of tessellations include 
hierarchical tessellations, which are recursive subdivisions of space. Examples of 
hierarchical tessellations include quadtree and octtree data structures (e.g. Mark 
and Lauzon 1984; Samet 1984, 1990). The quadtree structure is based on the 
division of a 2” by 2“ array into successive quadrants. A region, such as the one 
in Figure 6, is tiled by subdividing an array step by step into quadrants, and the 
quadrants which are contained in the region are marked. A tree structure such 
as the one in Figure 6 is often used to depict the structure. Advantages of 
quadtrees include their computational efficiency and their variable resolution 
nature (Burrough 1986).
Hierarchical spherical tessellations have been proposed as data models for 
global GIS applications (Dutton 1989; Goodchild and Shiren 1989; Goodchild et 
al. 1991). Goodchild et al. (1991) present a global triangular hierarchical structure 
based on quadtree principles, their representations fi:om two different projection 
angles are shown in Figure 7. The advantages of such a regular hierarchical 
spherical tessellation include the retention of implicit spatial relationships, as in 
a planar tessellation geographic location is implicit. In addition, multiple scales 
and a regular structure are also amenable to rapid search^
 ̂ Even though these spherical tessellations provide efficient structures for storage 
and modeling, it is important to remember the scale is a global one. To model spatial 
processes using Dutton’s system and cells with a resolution of 15 km  ̂would take 
16,777,216 cells, no eai^ computational task (Dobson 1993d).
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Figure 5. Triangulated Irregular Network-TIN.
0 RegionalQ u a d tr e e
Figure 6. Quadtree data structure showing how region is represented by 
subdivided quadrants of regional quadtree and by quadtree tree structure.
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Figure 7. Triangular quadtree global tessellation. (From Goodchild et al. 1991.)
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Advantages of the raster model for GIS applications include the ease of 
spatial overlay analysis and the implicit spatial relationships. Advantages of TINs 
include the elimination of redundant data, where the mesh reflects the actual 
density of data within an area of space. The quadtree data model increases both 
storage and browsing efficiency, due to the ability of the model to vary the density 
of information in response to the variability of the phenomenon being represented 
(Goodchild and Shiren 1989).
The vector data model is based on the geometry of continuous space. 
Attribute information is coimected to the point, line and area entities in that 
q)ace. Coordinates of these entities are defined using an x-y Cartesian coordinate 
system. Both "spaghetti model" and topological models are used. The spaghetti 
model amply lists the x-y coordinates of each feature, whereas the topological 
model encodes spatial relationships using a concept such as arc-node topology. 
Topologically structured data models are well suited to such spatial operations as 
contiguity and connectivity (Aronoff 1989).
A somewhat analogous approach to the raster/vector distinction is being 
termed the field/object or layer/object approach (Frank and Goodchild 1990; 
Goodchild 1989, 1990a, 1990b, 1992b; Kemp 1992a, 1992b). This view 
acknowledges that space is continuous and complex, and needs to be broken into 
some sort of discrete, digital objects to be manipulated in a computer ̂ tem . The 
data model is the set of rules by which objects and their relations are defined, and 
in this paradigm may take two broad forms, object or field, depending on the
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perception of reality employed (Goodchild et al. 1992). The object view can be 
compared to the vector and cartographic approaches to geography, which see the 
world as an empty space populated by objects such as points, lines and areas with 
their associated attributes. A point in the space may be empty or occupied by one 
or more objects. The objects have attributes, but those values are only defined for 
objects (Goodchild 1990b). Attempts to integrate object-oriented programming 
techniques into GIS are based on this approach.
The layer ox peld approach sees the world as a set of variables, observable 
at each point, where each variable is a single-valued function of location 
(Goodchild 1990b). Table 2 lists six ways in which fields are modeled in GIS, 
giving examples of each.
The choice of a particular data model determines the types of processes 
and analyses that can be performed in the GIS environment An appropriate data 
model must be chosen to represent a particular phenomenon, to ensure that the 
subsequent analyses performed are also appropriate. As has been mentioned, two 
different data models may take the same storage format in a GIS, and the 
potential for meaningless analyses is present As an example, point data 
representing discrete values and locations should not be interpolated to represent 
a continuous surfece, such as would be appropriate with a set of point samples 
representing a field of atmospheric temperature (Goodchild et al. 1992). The 
appropriate and well understood implementation of both data modeling and 
spatial data analysis in GIS will lead to better understanding of the nature of
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spatial information and as such is key to enhancing the problem solving 
functionality of GIS. The issue of scale as it relates to data models is also an
Table 2.--Field Data Models in GIS.
Method Example
1. A raster of cells, each defining the
average value of the field within the cell
A remote sensing scene
2. A raster of regularly-spaced point samples Digital elevation model 
(DEM)
3. A set of non-overlapping, space-
exhausting polygons, each defining a class
Map of soil or 
vegetation cover
4. A set of irregularly-spaced point samples Weather map
5. A set of digitized isolines Contour map
6. A set of non-overlapping, space-
exhausting triangles, each assumed to 
approximate elevations within the triangle 
with a ample plane
Triangulated irregular 
network (TIN)
Source: Goodchild ef a/. 1992.
important one. Changing scales when using the cartographic model has involved 
generalization and issues of multiple representation, some aspects of which have 
been transferred to the digital "object view" environment from manual 
methodologies. For example, digital line thinning algorithms are based on 
cartographic line generalization techniques. Changing scales presents other 
challenges when the field view is incorporated into GIS. this representational 
issue is of key importance to this research project, which investigates the effects 
of chan^g  pixel resolution on representation using the field model.
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It has been suggested that the field view is the most relevant data model 
view to environmental and physical sciences (Couclelis 1992; Goodchild et al. 1992; 
Kemp 1992a, 1992b), while the object view may be more relevant to modeling in 
the social sciences (Goodchild et al. 1992). This is of course a broad 
generalization, since many exceptions can be cited. An important consideration 
in the implementation of the field view in environmental and physical science is 
that of spatial autocorrelation, the tendency of objects or activities at a certain 
location to be similar to objects or activities located nearby (Goodchild 1986). 
This concept may also be stated as Tobler’s First Law of Geography: "everything 
is related to everything else, but near things are more related than distant things" 
(Tobler 1970). While recognizing that the continuous nature of physical fields 
implies that there will be a high degree of spatial autocorrelation, that knowledge 
in itself does not ÿve any information about the way in which values change 
between the locations for which the values are known (Kemp 1992a). The 
particular type of field data model implemented (see Table 2) determines the way 
in which this continuous variation is represented in distal form.
Employing the field/object scheme, the remotely sensed data used in this 
research is represented using the field view. The implementation of the field view 
for most remotely sensed data in GIS has been via the raster model. The 
implementation of models of remote sensing will now be considered in the context 
of this data modeling scheme. Here the issue of the way in which scale can 
influence the discretization of space becomes more apparent. Both at the scale
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of the in(hvidual pixel, which represents a specific spatial area on the ground, and 
at the scale of the image being examined, the homo- or heterogeneity of the 
landscape of interest will be differently represented at different scales.
Remote Sensing Models 
Modeling occurs at different levels along the representation/abstraction 
continuum (recall Table 1). The discussion here is considered from two different 
perspectives. First, models of geographical space that are incorporated into GIS 
for use with remotely sensed data will be considered, this discussion will use the 
object/field view discussed above, and focus on the raster data structure as an 
example of a tessellation model. The second part of the discussion will examine 
a firamework proposed by Strahler et al. (1986) that provides a method of 
categorizing different remote sensing models on the basis of their properties.
Remote Sensing Models of Geographic Space 
Models have been described above as constructs used to represent certain 
aspects of reality. Remote sensing employs a sensor not in direct contact with an 
object to measure certain properties of that object In GIS applications, these 
measurements are then processed to varying degrees to provide geographic 
information about the aspect of reality that is of interest The "raw data" nature 
of much remotely sensed imagery stands in contrast to cartographic information, 
which has alreacfy been abstracted and interpreted. To create geographical 
information from raw remotely sensed data, some model constructs must be
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employed Willmott and Gaile’s (1992) description of models seems especially 
applicable when considering remote sensing. They point out that while models 
can never contain all the detail of the real g^tems they represent, models can 
reveal the structures and functions of a ^ te m  by reducing complexity and 
highlighting the regular behavior of a ^rstem. All geographical systems and 
phenomena consist of signals, basic patterns or trends, which are masked by noise, 
deviations from those trends (Willmott and Gaile 1992). Geographers work to 
understand patterns of the earth’s surface, the processes that shape the earth, and 
the activities on the earth (Goodchild 1992a). The use of remotely sensed imagery 
to detect electromagnetic radiation reflected and emitted by the earth’s surface has 
added an important dimension to the geographer’s domain.
The field view of geographical space, as discussed above, sees the world as 
a continuous set of variables, observable at each point In Table 2, the first 
example gjven of the way a field may be modeled in GIS is a remote sensing 
scene: a raster of cells, each defining the average value of the field within the cell. 
Thus the raster data structure tessellates space, assigning each spatial element a 
unique value and providing explicit information for each location (Davis and 
Simonett 1991). The locational information of each tessellation cell, commonly 
known as a pixel, is implied by the position of the cell in the storage sequence of 
the remotely sensed data. Tessellation may be regular or irregular, and 
hierarchical or non-hierarchical. For field-based representations of remotely 
sensed imagery, the most common structure is a two-dimensional raster array of
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regular grids. The raster format is typical of automated data collection techniques, 
where values are gathered in a structure which is optimized to computer 
architecture, in this instance the regular grid (Piowar and Le Drew 1990). The 
square grid cell is optimal for the maintenance of the radiometric precision and 
spatial resolution of remotely sensed data (Davis and Simonett 1991). Within a 
field-based view, remotely sensed data sets can be seen as being represented by 
a tessellation data model implemented via a raster data structure.
In remote sensing analysis, the role of the basic unit of analysis fells to the 
pixel, although efforts to incorporate more contextual information on the entire 
scene are ongoing. In GIS implementations, one goal is to increase the quality of 
information being derived firom remotely sensed data, for example by the use of 
knowledge-based or contextual classifiers, or the incorporation of other data sets 
such as DTM data (Townshend 1992). In a discussion on the use of remote 
sensing for landscape processes, Pickup (1990) identifies three types of 
information provided by remote sensing that can be used to assess the behavior 
of landscapes:
1. The radiance or emittance of the earth’s surfece on a pixel-by-pixel 
basis.
2. The spatial variability of radiance or emittance from which spatial 
patterns may be detected.
3. Patterns of change through time, available when information is 
obtained from several passes of a sensor.
These "lower" forms of information becomes geographical information following
processing, which itself introduces a certain subjective element as a result of the
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procedures employed. This is somewhat analogous to the way in which 
cartographic data have been alreacty been interpreted and the end results of those 
abstractions are presented as maps. Processed remotely sensed data can be 
viewed as image data, which provides geographical information on landscape 
properties. Pickup describes three uses of this information;
1. To describe surface properties of landforms.
2. To derive information on variables such as slope or vegetation cover 
that influence the rate at which landscape processes operate.
3. To describe the state of a landscape in terms of some evolutionary 
process such as the extent of erosion (Pickup 1990).
While Pickup’s discussion is framed in the context of landscape processes, the
basic ideas are easily extended to any remote sensing application.
Remote sensing is unique in that it is not only a data acquisition technology 
but also a data processing technology. Data over a wide range of wavelengths and 
spatial resolutions are collected and interpreted to generate cohesive 
representations of geographical landscapes. Scale and resolution will have an 
effect on all three types of information described above provided by remote 
sensors. Change may occur on a landscape in small patches, and depending on 
the sensor resolution a critical spatial threshold of resolution may be necessary to 
detect change. Much of the variation in data occurs at a high spatial frequenqr, 
which has implications for the spatial resolution, i.e. pixel size, at which remotely 
sensed data are obtained. There are also implications for the ways in which 
information content is altered when pixel tize is changed due to resampling or
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aggregation. An examination of the pixel as the basic unit of raster analysis in 
GIS now follows.
The pixel represents the smallest unit of spatial area on the ground for 
which data are collected using digital remote sensing systems, therefore pixel size 
will vary with the spatial resolution of a sensing ̂ stem (Quattrochi and Pelletier 
1991). The spectral response for a pixel is a composite of the spectral responses 
of the objects of the landscape scene being sensed. The terminology of Strahler 
et al. (1986) will be used here to distinguish the scene, which is real and exists on 
the ground, from the image, the spatially arranged measurements obtained from 
the scene. The relationship between these measurements, i.e. the spectral 
response obtained from the scene, and the surfece characteristics themselves is 
made complex by the fact that each individual pixel contains a mixture of surfaces 
(Pickup 1990). Differing degrees of homogeneity or heterogeneity on the land 
surface will also serve to complicate the interpretation based on the model of a 
grid of pixels of consistent spatial resolution. An underlying assumption in image 
processing often seems to be made that there is a degree of intrinsic homogeneity 
in a pixel, regardless of its spatial resolution. Similar to the fallacies discussed 
above for spatial data modeling, this could be tenned the Fallacy of the 
Homogeneous Pixel. The implications of such an assumption for image processing 
procedures such as classification are obvious. Townshend (1992) speaks to this 
issue when he points out that the underlying assumption with much previous
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remote sensing work has been that each pixel can be validly assigned to a single
given class. He elaborates;
Even for the pixel sizes of SPOT HRV and Landsat TM [20 m and 30 m, 
respectively], this is often a false assumption. When data from coarse 
resolution Q^ems are used, such as those from AVHRR [approximately 
1 km resolution], the assumption is rarely correct unless very broad land 
cover classes are used, as most pixels should be regarded as mixtures of 
cover components (Townshend 1992).
The concepts of heterogeneity and homogeneity need to be recognized as 
scale dependent (Quattrochi and Pelletier 1991). When the spatial resolving 
power of a sensor is too coarse to capture the intrinsic spatial heterogeneity of a 
scene, the problem of mixed pixels exists. The spectral responses of independent 
objects on the ground will be combined into an aggregated spectral response for 
a particular pixel. It may be difficult to distinguish a unique spectral signature, the 
characteristic spectral response of a landscape object, when the pixel resolution is 
inappropriate for capturing that object’s spectral response in discernable maimer. 
This is an example of what can be termed the second fallacy of pixels, the Fallacy 
of the Meaningful Pixel. Just because these basic ordered units exist in constant 
size, shape and orientation, it does not necessarily follow that there is an intrinsic 
meaning to a pixel unit. Of course it would be hoped that each research endeavor 
would attempt to utilize remotely sensed data which is meaningful and appropriate 
to the inquiiy being undertaken. However, with the profusion of available 
remotely sensed data, it becomes more likely that researchers may overlook the 
issues concerned with what exactly it is that is being represented by a remotely 
sensed image, and what whether or not appropriate and meaningful pixel
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
52
resolutions are being employed. One of the goals of this research is to bring such 
issues to the attention of the GIS community, by deliberate resampling and 
rescaling of remotely sensed data.
Both of the pixel fallacies discussed above are directly related to issues of 
scale and resolution, when we consider the way in which remotely sensed data are 
represented in the digital environment. Quattrochi and Pelletier (1991) provide 
a more thorough discussion of these issues as part of a volume that erqjlores 
quantitative methods for landscape ecology (Turner and Gardner 1991). They 
provide a multidimensional conceptual model of the remotely sensed landscape 
that contains horizontal, vertical and multispectral axes. When a composite 
spectral response is obtained for a gjven area of heterogeneous land cover (e.g. 
a 30 m Landsat TM pixel), the multispectral axis provides both information on the 
scene and acts as an integrating factor of scale-related phenomena. If the spatial 
resolution is too coarse for the examination of a particular phenomenon, the 
sensor combines signatures from ground objects into an aggregated spectral 
response for a given pixel, and a heterogeneous landscape will be represented as 
being more homogeneous, by virtue of the sensor’s ground pixel resolution. Too 
fine a resolution, however, may result in objects appearing more heterogeneous 
than they actually are (Quattrochi and Pelletier 1991). When pixel resolutions are 
changed by resampling or aggregation, these issues may be compounded in ways 
that are not yet clearly understood.
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The issue of the pixel as the basic unit of analysis for remotely sensed data 
can also be considered in the context of the GIS data layer. Many developers and 
GIS users conceptualize the information in a GIS as a series of spatially co­
registered layers, with each layer relating to a particular theme (Trotter 1991). 
When remotely sensed imageiy obtained via a sensor are represented in raster 
format, all of the thematic layers are theoretically present in each pixel. It is the 
role of image processing to extract the features of interest, which may or may not 
be possible depending on the spatial and spectral resolution of the sensor (Dobson 
1991). Following processing, the resultant image may be used as a data layer of 
its own, or may be used to enhance another layer, for example a vector 
representation of the same phenomenon. This fundamental Æfference between 
cartographic and remotely sensed data can thus be noted again, in that remotely 
sensed pixels simply represent the reflectance values of objects at a certain spectral 
wavelength in a sensor’s field of view, and these objects cannot be identified 
without further procesang and additional information. IGIS present the 
opportunity for more synergistic interactions as a result of the integration of both 
remotely sensed and map-based data, analogous to some of the image processing 
techniques being developed based on knowledge-based systems and artificial 
intelligence that incorporate different data types.
Related to the issue of the pixel as basic unit of remotely sensed data is 
that of the pixel as the basic analytic unit of image processing, which was 
mentioned above. While it is also recognized that significant advances in digital
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image processing have taken place since the early days of the first Landsat MSS 
data, it is recognized that many classification algorithms are "at best simplistic" 
(Jensen et al. 1989), and much current research addresses this issue. Many 
classification algorithms are primarily per-pixel in nature, and as such fail to take 
into account the geographic variability surrounding a particular pixel. A call for 
more robust algorithms which take into account a pixel’s context and all of the 
pixels within a certain threshold distance has been made by Jensen et al. (1989).
Davis and Simonett (1991) describe some progress that has been made 
using local textural or temporal data in addition to per-pixel spectral data, and 
image segmentation or e:q)ert system approaches to generate more object-like 
classes. Other sorts of ancillary information, such as topography, climate, soils and 
road networks, have been incorporated into classification procedures (Trotter 
1991). Since humans recognize environmental entities based on complex spatial 
attributes such as pattern, size, shape, texture and context (Davis and Simonett 
1991), it is important that methodologies that go beyond per-pixel classification 
and discrimination be developed
Remotely sensed images are tessellations of space determined by sensor 
function that represent a region of geographic reality. When information obtained 
via remote sensing are used in GIS, the user must be alert to what the different 
pixel layers represent. Tempting analo^es can be made to raster thematic overlay 
layers, but depending on the level of processing or classification of the remotely 
sensed data such analogies may be inappropriate. Since many different "themes"
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(e.g. land use, soils) are potentially present in each remotely sensed pixel it is 
different in concept than the raster thematic layer. The pixel in remote sensing 
bears not only the burden of the basic spatid unit of the data, as part of the data 
model, but the pixel is also the basic analytic unit of image processing. The 
feillacies discussed above, of the homogeneous and meaningful pixels, are 
important to recognize when the pixel is utilized as the basic analytic unit of image 
processing. Both of these fallacies are also related to the spatial resolution at 
which the data are obtained and the geographic phenomena being observed. The 
scale and resolution of the geographical processes under analysis are thus a 
representational consideration, both in the initial representation via the pixel and 
when the pixel resolution is changed by resampling.
A Framework for Remote Sensing Models 
The final topic to be examined in this chapter is the framework developed 
by Strahler et al. (1986) for describing remote sensing models and their 
interrelationships. The distinction between the scene, reality existing on the 
ground, and the image, the spatially arranged measurements drawn from the 
scene, has previously been made. Strahler et al. recognize three major 
components of a remote sensing model: the scene model, the atmospheric model, 
and the sensor model. The atmospheric model describes interactions between the 
atmosphere and the energy entering and exiting a scene. The sensor model 
encompasses the way in which a sensor behaves with respect to energy fluxes that 
produce the sensor measurements that constitute the image. The scene model
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describes the form and nature of the energy and matter in the scene, and the 
^atial and temporal order of the energy and matter. It is the inference of this 
scene order from the image measurements that Strahler et al. term the remote 
sensing problem. Inferring the scene from the image implies the application, 
whether e:q)licit or not, of a remote sensing model, by virtue of the assumptions 
that are made about the scene, the atmosphere and the sensor. The scene 
inference problem is the model inversion problem in which the order in the scene 
is reconstructed from the image and the remote sensing model. While the remote 
sensing model encompasses assumptions made concerning the ground scene, the 
atmosphere and the sensor, Strahler et al. focus the bulk of their discussion on a 
further description of the scene model, which is by nature more conceptual than 
the other two components.
Figure 8 diagrams the components of the remote sensing model. A scene 
model may be of two types, discrete or continuous. Discrete models may also be 
of two types, termed H-resolution and L-resolution, to be defined below. In 
addition to this typology outlined in Figure 8, there are also two continua that 
describe characteristics of remote sensing models: a continuum from deterministic 
to empirical, and a continuum from invertible to non-invertible. An invertible 
model is one in which unknown properties or parameters may be inferred from 
remotely sensed measurements, either directly, through e:q>licit quantitative 
relationships between measurements and object properties, or indirectly, which 
may only require a qualitative relationships. Non-invertible models have








Figure 8. Components of the remote sensing model as described by Strahler et 
al. 1986.
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parameters not estimable from remote sensing measurements, although they may 
be invertible to some extent under proper conditions using certain anafytical 
techniques, thus the continuum of invertibility. Deterministic models rely on 
theories of radiation and heat transfer, where physical laws describe energy and 
matter interaction processes. Empirical models use statistics to associate sensor 
measurements with objects or properties in a scene, the surface characteristics. 
Models may however contain aspects of both types, such as deterministic models 
that are formulated with empirical components. The characteristics deterministic 
or empirical, and invertible or non-invertible, are used as part of the descriptive 
taxonomy being outlined.
To return to the scene model component, the concept of the discrete and 
continuous model is presented. In a discrete model, the scene consist of discrete 
objects that change at defined boundaries. Continuous models are those in which 
matter and energy flows in a scene demonstrate no sharp boundaries. In 
continuous models, the size of scene objects have become increasingly small 
relative to cell size, and measurements become a sum of the interaction between 
various classes of scene elements, in proportion to their occurrence. Discrete 
models may be further separated on the basis of H-resoIution scene models and 
L-resolution scene models. This concept is directly relevant to the issues of 
representation and resolution in GIS. In an H-resolution model, elements in the 
scene are larger than the resolution cells, thus the spatial arrangement of objects 
in the scene is directly detectable. In the L-resolution model, elements are not
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directly resolvable since scene objects are smaller than resolution cells. This 
resolution issue has implications for spatial autocorrelation in images, which can 
be viewed as the result of two different phenomena in the cases of the H- and L- 
resolution models. In the H-resolution model, since the objects are larger than 
the cells, each cell will tend to resemble its neighbor, since the neighbor may be 
part of the same object Spatial autocorrelation will thus be related to the size 
and shape of the scene objects as compared to the shape and size of resolution 
cells. L-resolution models also usually exhibit spatial autocorrelation, but it is 
proposed that this is due to the fact that the spacing functions that result in the 
distribution of objects over a scene are stationary, thus many pixels may resemble 
their neighbors (Strahler et d . 1986). The question of spatial autocorrelation in 
remotely sensed imagery is also related to the process of scene regularization, a 
process whereby surface variation is filtered by the sensor (Davis and Simonett
1991).
To conclude the discussion of the framework presented by Strahler et d ., 
some examples of the application of this framework are given. Classification 
models are discrete scene models, usually H-resolution and invertible. Most 
canopy models are L-resolution, non-invertible and deterministic. While it is not 
the specific models that are of main concern, the concept of a modeling 
framework as proposed by Strahler et d . is welcomed. Any attempts to structure 
the varied components of a GIS bring of necessity much needed reflection on 
exactly what is being modeled and represented in GIS and remotely sensed
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images. More explicit models for GIS could lead to greater understanding of the 
underlying theories of many aspects of spatial modeling, spatial analysis, and 
spatial synthesis. Many researchers see GIS as a route that will enable 
geographers in the future to play more predominant roles in spatial science and 
modeling.
Modeling and representation in GIS are inextricably related-the models 
which are implemented will have a fundamental impact oh the representation of 
the real world landscapes of interest. The field view of data modeling (i.e., the 
modeling of space for the incorporation of spatial data into GIS) is employed 
when remotely sensed images are represented using matrices of individual pixels 
cells. This is a fundamentally different representation than the vector/object based 
models. These representational issues will now be considered in the context of the 
ways in which scale affects representation in geographic information Q^tems.
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CHAPTERS
REMOTE SENSING AND THE GEOSPATIAL REPRESENTATION
OF LANDSCAPES
A relationship exists between earth characteristics, which are the result of 
Earth ^ tem s processes operating over ctifferent scales, and the intensity and 
spatial distribution of reflected or emitted radiation, which is eîçressed by digital 
numbers (DNs) in geospatial data sets obtained via satellite remote sensing. Earth 
systems scientists eq)loit this relationship using remote sensing and other 
analytical procedures in the GIS environment. When geospatial data are analyzed, 
considerations should be made due to the nature of these data. However, there 
are often no safeguards built into computer software to prevent their 
inappropriate use for different types of spatial analysis.
When landscapes are represented in digital formats in GIS, scale and 
resolution are among the important characteristics of geospatial data that need to 
be considered. In GIS, scale changes may be rapidly made, as data are overlaid, 
aggregated and otherwise combined. If no spatial analysis is to occur, scale and 
resolution issues may not be as critical, however most GIS are developed as 
decision support tystems to perform some types of analysis. Even for purposes of 
display, combining data sets of different original scales can present dilemmas. In 
Chapter 3, problems of geospatial data and their analysis are reviewed in the
61
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context of using remotely sensed data for the representation and analysis of 
landscapes.
Characteristics of Geospatial Data. Including The First Law of Geography 
Geospatial data are by their nature more complex than other 
statistical data sets. Because they possess a locational component, they may 
perform differently than other types of non-locadonal data. Some of the unique 
characteristics of geospatial data are discussed in this section, and that discussion 
is related to the issue of representation of geospatial data in the GIS/RS 
environment Ultimately, the understanding of the nature of spatial data is crucial 
to more appropriate analysis, accordingly this chapter is followed in Chapter 4 
with a discussion of the analysis of remotely sensed geospatial data.
The characteristics of geospatial data are discussed below from two 
perspectives. The first looks at the work that has been done, much of it by 
geographers, in attempts to understand the unique characteristics of spatial data. 
This work was well underway prior to the advent of computerized analysis, but the 
use of computers and (hgjtal analyâs has made this work all that much more 
important. The second perspective on geospatial data to be considered looks 
more specifically at scale and resolution characteristics of spatial data. While 
geographers have dealt extensively with these issues, other disciplines such as 
ecology, landscape ecology and remote sensing have also given the scale and 
resolution problems much attention.
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What’s So Special About Spatial Data?
When using remotely sensed data and other geospatial data sets, it is 
important to keep in mind the nature of spatial data. Luc Anselin, a geographer 
and econometrician associated with the NCGL\, has addressed questions about 
the nature of spatial data in several of his works. The most appropriately titled 
to this discussion asks "What is Special About Spatial Data?" (Anselin 1989; see 
also Anselin, Dodson and Hudak 1993; Anselin 1992b; and Anselin and Getis
1992). Anselin summarizes the two main spatial effects that necessitate the special 
treatment of spatial data as those of spatial dependence and spatial heterogeneity 
(Anselin 1992b; Anselin and Getis 1991). Other researchers have delineated more 
specific research concerns that can be seen to fall within these two broader 
categories. Rhind (1989) speaks within the context of problems in GIS that stem 
from the intrinsic nature of geographical data, listing six specific problems. 
Fotheringham and Rogerson (1993) create a similar list, once again addressing the 
issue of spatial data in the context of GIS and spatial anafytical problems. Table 
3 contains both lists. Not surprisingly, there is duplication and overlap between 
the lists.
Other geographers and spatial scientists have addressed the nature of 
spatial data ejqplicitfy in their work, dealing with issues such as the Modifiable 
Areal Unit Problem (MAUP), spatial autocorrelation, the ecological fallacy, and 
spatial homogeneity and heterogeneity across scales. The following review of the
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characteristics of spatial data and their implications to spatial analysis reflects the 
importance of these issues to of representation and resampling in GIS.
Table 3.-Issues Relevant to the Analysis of Geospatial Data
Source Analytical Issues
Adapted from Rhind’s "Problems 
Arising from the Nature of 
Geographical Data" (Rhind 1989)
1. Modifiable Areal Unit 
Problem
2. Spatial autocorrelation
3. Effects of spatial sampling 
scheme
4. Data volumes of ’real world’ 
data sets
5. Fuzziness in extent of areal 
units
6. Incompatibilities between 
potentially linked data sets
Fotheringham and Rogerson’s 
"Impediments that Arise in Spatial 
Analysis" (Fotheringham and 
Rogerson 1993)




4. Spatial sampling procedures
5. Spatial autocorrelation
6. Goodness-of-fit in spatial 
modeling
7. Context-dependent results and 
non-stationarity
8. Aggregate versus disaggregate 
models
One of the most fundamental concepts about spatial data has been
summarized by Tobler (1970) in his First Law of Geography.
Everything is related to everything else, but near things are more related 
than distant things.
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This dependence phenomenon, termed spatial autocorrelation, affects all sorts of
processes, from plysical ones to choices made in a societal context A more
formal definition by Cliff and Ord (1973) states that spatial autocorrelation occurs
when the presence, absence, or degree of a certain characteristic affects the
presence, absence, or degree of the same characteristic in neighboring units. An
important consequence for data analysis is that the dependence inherent in most
spatial data runs counter to the standard assumptions held in many common
statistical procedures, namely the assumption of a random sample of independent
observations. Depending upon the type of analysis that is intended for a
particular data set, it may be necessary to evaluate whether or not the spatial
dependence in a data set can be addressed appropriately for a particular analysis.
If an independent data set is needed, the strength of the dependency relationship
over space must be determined. Then, it may be possible to generate an
independent data set from a larger set of dependent observations, by deleting
contiguous observations or those that are within a given distance of each other
(Anselin 1989). As Anselin (1989) e^lains:
The consequence of spatial dependence is that the observations contain less 
information than if there had been independence. In other words, to 
obtain the same degree of information as in an independent set of 
observations, a larger data set of dependent observations will be needed
A newly "re-coded" data set created by discarding some observations may then be
subjected to standard statistical analysis. Practically, this approach would not
always be appropriate, especially since there is information lost during the process
of discarding dependent observations, and the way in which dependency varies
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over space may not be completely understood. Qiff and Ord (1981) note that 
even though the interaction between immediate neighbors may be strongest, the 
strength of interaction can vaiy in complex ways with distance. The example is 
given of the way in which a measles outbreak may spread: first to contiguous 
areas, but then, the spread may jump between larger urban areas leaving the 
relatively less populated rural areas in between unaffected. Different types of 
spatial data, be they continuous or non-continuous phenomena, may manifest 
characteristics of spatial autocorrelation and dependency in different manners and 
patterns. Data obtained via remote sensing and other geospatial data are 
represented as pixel arrays, and as such are h i^ y  spatially dependent These data 
sets are often manipulated via such processes as aggregation or filtering. The 
question of the way in which the information content of these manipulated data 
sets is altered will be addressed later in this work.
Several methods of quantifying the spatial autocorrelation in spatial data 
have been developed that take account of both the locational and attribute 
information contained in a data set. The Moran’s I coefficient gives a positive 
value in situations of positive spatial autocorrelation, where objects in similar 
locations show similar attributes. Conversely, a negative Moran’s I coefficient 
represents a situation where objects closer together in space are more dissimilar 
in attributes than objects further apart-this situation is termed negative spatial 
autocorrelation. When attribute values are arranged independently and randomly 
over space the Moran’s I coefficient is zero, and zero autocorrelation occurs (Ding
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and Fotheringham 1992 )̂. Another related measure, which is the spatial 
association measurement, uses a G statistic to measure the concentration of a 
spatially distributed attribute variable. Values can be disaggregated by polygon or 
point, which provides a convenient di^lay for mapping. Spatial association 
statistics differentiate between spatial patterns caused by clusters of high values 
versus low values (Ding and Fotheringham 1992).
Another measure of autocorrelation is the geostatistical measure known as 
the semivariance. This measure is based on a lattice of evenly spaced data points 
and is thus amenable to use in the analysis of remotely sensed data sets, which are 
usually displayed as row and column arrays of pixels. Semivariance can be 
estimated from the sample data as:
(3.1)
where n is the number of sample point pairs, separated by distance h. Figure 9 
shows the form of a typical semivariogram, where semivariance, y(h), is plotted 
along the ordinate, and the lag in distance, h, is plotted along the abscissa. As 
would be expected based on supposed dependence between nearby points, the 
variance increases and autocorrelation declines as h increases. Terms used in the
 ̂ See also Goodchild 1986, Odland 1987 and Griffith 1987 for discussions of spatial 
autocorrelation and its impact on spatial analysis.
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range
Figure 9. Form of typical semivariogram showing sill, range and nugget variance.
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description of the semivariogram include support, lag Qi), rill, range and nugget 
variance. The support is the area and shape of the surface represented by each 
sample point, in the case of remote sensing the support is the landscape area 
represented by each pixel. The sill is the maximum semivariogram value at which 
the curve levels off, implying that there is no more spatial dependence at these 
values of the lag. The range is the value of h at which the sill is reached, above 
that distance the ground resolution elements are assumed to be no longer spatially 
dependent. The nugget variance is the intersection of the model at the y(h) axis, 
and it indicates the variance contributed by residual measurement error, spatially 
independent variance, spatial variations over distances shorter than sample 
spacing, and, in the case of remote sensing, variance contributed by sensor noise 
(Burrough 1986, Curran 1988 and Brivio et al. 1993). The potential use of 
semivariogram descriptors for evaluating appropriate choices of spatial resolution 
for a particular stucfy becomes obvious, e.g. using the range values to define an 
appropriate seiKor resolution. The maamum value of the semivariance reflects 
the peak spatial scale at which the landscape presents the most obvious spatial 
dependence or greatest variance (Bian and Walsh 1993). Curran (1988) provides 
an introduction to the topic of the variogram in remote sensing.
It is recognized that remotely sensed data exhibit spatial autocorrelation 
due to the dependency between neighboring pixels. This relationship affects any 
classification process, especially the selection of training areas (Congalton 1988). 
Congalton also points out that the results of preprocessing algorithms such as
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smoothing or edge enhancement will be influenced by the autocorrelation present 
in a particular image. Spatial autocorrelation is also recognized as being 
important in accuracy assessment, since errors at one location may influence errors 
in surrounding locations (Lunetta et al. 1991). The influence of errors in a set of 
classified remotely sensed images (forest, agriculture and range) was found in one 
stucfy to exhibit positive autocorrelation up to 30 lags, i.e. 30 Landsat MSS pixels 
away. These autocorrelation patterns may be influenced both by the physical 
characteristics of the landscape under stucfy and by the processing and pre­
processing performed on the data.
In much GIS and remote sensing analysis, the issue of spatial dependence 
has not been explicitly addressed, due in part to a lack of software which is 
available to test for dependence effects. Efforts to ameliorate this situation have 
resulted in the development of statistical software programs that specifically 
address the spatial nature of geographical data. SAM (Spatial Analysis Module) 
is an Akic/Info module that calculates and displays spatial autocorrelation and 
spatial association statistics (Ding and Fotheringham 1992). Spacestat (Anselin 
1992a) is a statistical package that calibrates linear models in the presence of 
spatial autocorrelation, and is designed to be coupled with certain GIS packages, 
for example the Idrisi software (Eastman 1992). The development of these 
packages allows for a re-examination of some of the fundamental impecüments to 
spatial analysis, which were well recognized by researchers before the advent of 
GIS technologies (Fotheringham and Rogerson 1993).
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In addition to the spatial dependency issues discussed above, a brief
discussion of several of the other issues presented in Table 3 now follows. These
issues are all pertinent to the ways in which geographical reality is represented,
both in analog format and in the digital realms of GIS and remote sensing. Many
of these problems relate to what Anselin (1992b) considers the other main spatial
effect (in addition to spatial dependence), that of spatial heterogeneity.
The ecological fallacy arises when conclusions based at one level of
aggregation are falsely assumed to hold at a different level of aggregation. An
example given by Martin (1991) is the relationship between unemployment and
immigrants, for which there may be a high positive correlation in a given areal
unit, for example a census tract. This correlation at the tract level can not then
be taken to mean that at the level of the individuals in the tract the immigrants
are unemployed. There may be no relationship between the two variables at the
individual level. Care must be taken when any transition in scale or aggregation
unit occurs so that conclusions drawn at one level are not assumed to hold true
at another. The occurrence of aggregation bias in correlation and regression
analysis has long been recognized (Blalock 1964; Gehlke and Biehl 1934; Yule and
Kendall 1950). As Clark and Avery (1976) point out;
It is well established that it is incorrect to assume that relationships existing 
at one level of analysis will necessarily demonstrate the same strength at 
another level. The estimates derived from aggregate data are valid orily for 
the particular system of observational units employed.
The ecological fallacy can be seen as a particular type of fallacy that occurs
when generalizations are attempted across levels of investigation, i.e. at different
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scales of analysis. Specifically, the ecological faücuy as discussed deals with making 
inferences from higher to lower levels of analysis. The individualistic fallacy occurs 
when aggregate (macrolevel) relationships are assumed based on individual 
(microlevel) relationships. Cross-level fallacies occur when characteristics of 
subpopulations at the same scale of analysis are inferred to each other (Clark and 
Avery 1976). The term ecological fallacy is sometimes used as a general term for 
all of these types of errors. Each remote sensing pixel is an aggregate of the 
individual objects that fall within the sensor’s field of view for that pixel. Pixels 
themselves may also be aggregated prior to analysis. While this is not a direct 
analog to the ecologcal fallacy condition, the parallels are noteworthy.
Closely related to the scale and aggregation issues discussed above is the 
modifiable areal unit problem (abbreviated for discussions as MAUP). The 
MAUP arises from the way in which boundaries are created for the areal units 
intended for use in spatial analyses. There are an infinite number of ways in 
which these boundaries could be defined, hence the areas are considered 
"modifiable". A census tract or an electoral district is an example of a modifiable 
unit, and it is recognized that "the definition of these areal units is arbitrary and 
often bears little or no relationship to the nature of the geographic research being 
conducted using these units" (Dudley 1991). Often the selection of areal units for 
analysis is made according to data availability (e.g. census data or remotely sensed 
imagery obtained by sensors at a particular pixel resolution), where the researcher
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has no control over data gathering mechanisms. However, it is still crucial that 
the researcher recognize the MAUP when assembling data for analysis.
The MAUP is commonly seen as being composed of two sub-problems — 
the scale problem and the aggregation problem. The scale problem occurs as 
areal data are combined into progressively larger units for analysis, resulting in the 
variation of analytical results. Also, at a given scale or resolution, areal units can 
be combined in a variety of ways, where results may also vaiy as a result of using 
alternative units of analysis. This is termed the aggregation problem. The close 
relationship of the MAUP to the ecological fallacy can be seen. Openshaw (1984) 
recognizes that a completely homogeneous grouping Qfstem would be free of the 
ecologcal fallacy, but he also recognizes that most, if not all, zoning Q^tems that 
geographers work with are internally heterogeneous. An analogy can be made to 
the concept of the mixed pixel in remote sensing, where the objects that make up 
the spectral response for a particular pixel each have an individual contribution 
that creates an additive effect, resulting in a situation where more than one object 
may be represented by a given pixel. Where an object is larger in size than the 
pixel resolution and all other technical conditions are perfect, a pure pixel is 
detected by the sensor, analogous to the homogeneous zone discussed by 
Openshaw.
Dudley (1991) sums up the implications for geographical studies of the 
scale and aggregation problems as follows;
The agg/'sgation problem indicates a failure to identfy adequately the objects
o f geo^aphical inquiry whereas the scale problem is indicative o f a failure to
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understand how processes or phenomena at one scale relate to others at a 
different scale (author’s emphasis).
Suggestions are offered for researchers to effect mitigation of some of the MAUP
issues. An obvious tactic is the use of areal units appropriate to the object of
investigation. Dudley calls for a greater theoretical understanding of the way in
which different analytical techniques and their results are affected by alternate
arrangements of the data. The question of the loss and/or creation of information
during the process of aggregation needs to be addressed, keeping in mind the
scale dependencies (discussed below) and the ecological characteristics of the
process or relationship being investigated. Alternative research approaches may
also provide insight,, including the concepts of hierarchy theory, an approach
found in the work of several landscape ecologists (e.g. O’Neill 1988; O’Neill et ai
1989 and 1992). Hierarchy theory predicts that hierarchical structures may
develop in complex ^tem s, resulting in the isolation of ^ te m  dynamics into
discrete scales (O’Neill et al. 1991). Of interest to this research project are
complex ^sterns such as landscapes. This hierarchical structure may then be
reflected by spatial patterning over multiple scales (O’Neill et al. 1992).
Examination of these spatial patterns over scale may employ different
methodologies, examples include fractal analysis (De Cola 1989,1993; Lam 1990),
regression analysis (O’Neill et al. 1991) and the use of variogram analysis of
remotely sensed data (Bian and Walsh 1993).
An appeal by Dudley in this context is an apt defense of the research being
undertaken here:
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The practical impact of ne^ect of the effects of scale and aggregation in 
geographical research is evidenced by issues such as the modifiable areal 
unit problem. \\^th the modifiable areal unit problem, the results o f a 
particular analysis are seen to be dependent upon the specific areal units used 
in the study. Because so much geographical research utilizes areal data, it 
is essential to understand how rearrangement o f the areal units can effect the 
results o f geographical analyses. If geography is to make a significant and 
meaningful contribution to knowledge, it must develop a means of dealing 
with the complexity of the multi-scale world in which we live (Dudley 1991, 
emphasis added).
Chapter 6 describes in detail the research agenda that will further examine the 
ways in which the rearrangement of areal units, in this case the resampling of 
remotely sensed imagery, can afiect the results of geographical analyses.
Several of the other issues listed in Table 3 are relevant to the issue of 
resampling and representation of remotely sensed data. The problem of data 
volumes becomes readily apparent to anyone working with remotely sensed data. 
Global one-time coverage of Landsat TM data, including overlaps, would require 
4,000,000 Mbytes. (Rhind 1989). At the 10 m resolution of SPOT panchromatic 
imagery, coverage of the 1.5 x 10^ m  ̂of earth surface area would require 15 
terabytes (1 terabyte equals a million Mbytes, or 10“  bytes) of digital data 
(Mounsey and Tomlinson 1988). An estimate of the data volumes to be generated 
as part of the Mission to Planet Earth is over a terabyte per day by the EOS-A 
component alonel Any image processing and analysis performed on the data 
rapidly increases storage requirements. It is not surprising that methods to reduce
 ̂ Mission to Planet Earth is the international plan to coordinate satellite platforms, 
instruments, data, information systems and scientific research as part of the International 
Geosphere-Biosphere Program (IGBP). The goals are closely aligned with those of the 
United States Global Change Research Program (USGCRP, Wickland 1991).
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
76
data volume are being employed by researchers, including data aggregation and 
resampling to increase pixel size.
Researchers have long been concerned with the effects of using different 
sampling schemes in their data collection. An interesting analogy in remote 
sensing is the way in which the landscape is sampled via the sensor employed by 
the aircraft or satellite. Two types of scanning techniques are commonly 
employed. Landsat MSS and TM data sensors use forms of across-track or 
whiskbroom scanning (Figure 10), which employs a rotating mirror to scan the 
landscape at scan lines along right angles to the flight path. Scan lines are then 
corrected for the forward motion of the spacecraft. AVHRR uses a similar 
scanning technique. The HRV (high resolution visible) imaging system on the 
SPOT satellites employ an cdong-track orpushbroom scanning ^tem . Instead of 
a moving mirror, pushbroom scanning uses a linear detector array to sense the 
energy across a ground swath perpendicular to the satellite orbit (Figure 11). In 
the along-track system an entire line of image data is obtained, without the 
complications of the geometric errors introduced by the motion of the mirrors 
used in the across-track ^ te m  (lillesand and Kiefer 1994). These different 
configurations offer opportunities for a variety of viewing options, for example the 
SPOT HRV imaging ^stem contains a rotating mirror which can be directed off- 
nadir, to positions other than those along the nadir line on the ground directly 
below the sensor. This off-nadir viewing capability provides the opportunity for 
stereoscopic imageiy. Although these are amplified descriptions of veiy complex






Figure 10. Across-track scanning, also known as whiskbroom scanning. FOV- 
Fieid of View, IFOV—Instantaneous Field of View.
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Figure 11. Along-track scanning employing linear detector array, also known as 
pushbroom scanning.
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imaging systems, the point to be made is that the sensors are in effect vising 
different sampling methodologies, which may result in different representations 
of the ground area being imaged.
Others of Rhind’s "problems arising from the geographical nature of data" 
(Table 3, Rhind 1989) are of relevance here. Rhind notes the problem arising 
from fuzziness in terms of the extent of areal units. When working with geospatial 
data this issue often arises as the real world of geographical landscapes is 
translated into the bits and bytes of the digital environment. Many areal entities 
may not have precise boundaries, and the representation of fuzzy boundaries has 
proved challenging in the distal environment. Other types of fuzziness are 
exemplified by representing areas by their centroids or by isolines created in the 
GIS environment from point data, which vaiy in their forms depending on the 
spatial interpolation algorithm employed. In remotely sensed data obtained from 
satellites, there is a degree of locational uncertainty introduced by the rectification 
process, which is necessary to georeference the data to a map grid for processing 
and analysis. This is a direct result of the procedure used to obtain satellite data, 
where the satellite scans the earth from several hundred kilometers above as the 
earth rotates below. Even when care is taken to use accurate and sufficient 
ground control points in rectification, the procedure can never guarantee absolute 
accuracy across the scene.
One of the advantages of a GIS is that a number of diverse data sets may 
be combined, with the intention that the combination of various information
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sources may result in synergistic integration and linkages that provide an improved 
basis for decision making. When working with vector data, the areal interpolation 
problem is an example of the difficulties that arise when data from one set of 
areal units, e.g. census tracts, needs to be interpolated to another set of units, e.g. 
police crime reporting districts (See Goodchild and Lam 1980; Lam 1980,1982). 
When data sets do not match perfectly, which is a common occurrence, the simple 
overlay of data layers can result in the generation of small sliver polygons, 
presenting the analyst with the problem of the appropriate way to evaluate the 
meaning of these areal units. Research using remotely sensed data can ejiploit the 
various strengths of different sensor ̂ stems by combining data sets. One example 
is the combination of higher spatial resolution SPOT data with the greater spectral 
information available from the Landsat TM sensor. While several Afferent 
methodologies for performing such a linkage exist (three such methods for 
SPOT/Landsat TM integration are reviewed by Chavez etal. 1991), the researcher 
must decide on the appropriate approach for each project. Investigating the 
effects of different methods of resampling data to different spatial resolutions, the 
focus of this research, addresses some of these data incompatibility problems, 
which arise when using remotely sensed data from a variety of sources in global 
change and other earth science researches.
The above discussion has included components of the first five 
"impediments" listed by Fotheringham and Rogerson (1993) and included in Table 
3. One aspect of the "goodness-of-fit" impediment may be illustrated by a pair of
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Figure 12. Local versus global matching. (After Fotheringham and Rogerson 
1993.)
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pixel grids, both of which can be im aged  to represent the same array of city 
blocks in a neighborhood of some imaginaiy city. The pixels, obtained via remote 
sensing, have been analyzed and the output of some modeling process is assessed 
by comparing the actual and predicted values in the usual way, for each cell of the 
matrix. In Figure 12 (after Fotheringham and Rogerson 1993), it can be seen that 
the data are replicated well in terms of the pattern, but there has been a slight 
spatial shift in the pattern. This global matching of the prediction would not be 
detected by traditional measures of goodness-of-fit, which would look instead at 
the local cell by cell matching and find a poor fit The issue of scale then 
becomes apparent, too, as the seiaitivity to global versus local matching is 
considered. Errors may become much more meaningful on a scale where each cell 
is a state in the U.S., or if the attribute being modeled is the capacity for toxic 
waste dumps per spatial unit Some of these weight-matrix issues have been 
addressed in the literature on spatial autocorrelation and spatial interpolation.
The problem of context-dependent results can be addressed in some 
instances of modeling by creating spatial versions of the models. One type of 
attempt to incorporate spatial context are the fuzzy modeling approaches used for 
land evaluation studies. Since these fuzzy modeling approaches go beyond the "all 
or none" approach of Boolean logic, they are able to allow for identification of 
suitable areas based on a membership function, which allows consideration of 
areas that may have been excluded in Boolean analysis (see Hall et al. 1992; Sui 
1992).
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The issue of aggregation of data has been discussed above in the context 
of MAUP. Environmental and social science modeling also often confront 
aggregation issues. For global change modeling, the issue arises as to whether 
small regions may be modeled separately, and the outputs combined, or whether 
is it more valid to model large areas directly. When the large area is at global 
scale, large-area modeling maybe an imposability, due to missing data, inadequate 
models, data volumes, and other considerations. Gestalt theorists have long 
emphaazed the importance of the whole configuration in experiences, which is 
seen to "sum" to more than simpfy the individual components. The interactions 
that occur among components at the same scale and cross-scale interactions may 
confound an attempt to isolate specific processes, i.e. to disaggregate data. We 
view landscapes, for example, through the "filters" that have evolved in the 
development of the human mind, which integrate our perceptions rather than 
amply present a rote summation of the inputs bombarding our senses. It is even 
recognized that the psychology of perceiving plays a major, though largely 
unexplored, role in the field of remote sensing (Ho&nan 1990). Tobler 
recognized that geographical versions of data filtering occur frequently in 
cartography (Tobler 1969). The sensors that obtain environmental data also are 
integrative and filtering in their function. When image data are processed, the 
perceptual, technical and theoretical consequences of that processing should take 
into consideration the effects of the integration, aggregation and filtering that 
occurred as the data were collected.
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Scale and Resolution 
Scale is a fundamental issue in geographic inquiiy. The two types of spatial 
effects discussed above, spatial dependence and spatial heterogeneity, operate over 
scale. Many of the perspectives from which geographers attempt to understand 
the world around them, for example the perspective of the regon, or of history, 
or of spatial analysis, have a scale component that implicitly or e^licitly affects 
investigations. The inherent spatial nature of geographic research places the issue 
of scale firmly within the field. The explicit examination of scale and scale effects 
fells wthin this realm. Other disciplines, such as that of landscape ecology, are 
also concerned with the nature of scale. In landscape ecology, the issue of scale 
is often examined in a hierarchical context of predicting across scales (see, for 
example, Allen et al. 1984, O’Neill et al. 1989, Rosswall et al. 1988). The concern 
with prediction across scales is related in some aspects to the concept of the 
ecological fallacy in geography. Other earth scientists and social scientists deal 
with aspects of scale in their work (e.g. anthropologjsts-see Moran 1990; marine 
scientists ~ see Klemas et al. 1980, or agroecologists, as in Firbank 1993.) Social 
scientists and physical scientists are also interested in inferring processes from 
geographical patterns, whether they be social processes (Agnew 1993) or landscape 
processes, where the landscapes are composed of assemblages of landforms 
(Pickup 1990). Data obtained via remote sensing appeals to geomorphologists 
since it allows the change of scales either via resampling of data or by using data 
from sensors with different resolution, enabling the examination of a hierarchy of
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process domains (Pickup 1990). Landscape ecologists and other earth scientists 
are also interested in discerning the hierarchical nature of geographical patterns 
and structure via remote sensing, recognizing that measurement of these processes 
is a function of scale (Quattochi and Pelletier 1991). As previously noted, pattern 
and spatial arrangement of geographical data have subsequent implications for the 
analysis of data, namely due to the effects of spatial dependence (autocorrelation) 
and spatial heterogeneity (non-stationaiity). Both of these effects operate over 
scale and need to be considered in analyses (Anselin et d . 1993).
Scale terminologr is often confusing, especially since different disciplines 
may use the same terminology to express different notions of scale. A very 
general definition of scale can be taken from Davis and Simonett (1991): "scale 
is the interval of space or time over which a measurement is made." In the 
context of this work, more subtle aspects of scale are examined. While it is 
recognized that issues of temporal scale are important in research on global 
change and landscape change, the focus here is on the examination of the 
subtleties of spatial scale.
The perspective adopted in this work differentiates four different meanings 
of spatial scale. These are: cartographic scde, geographic extent, operationd scde 
and spatid resolution.
Cartographic scale is the relationship of reality on the ground to its 
cartographic representation, often e:q)ressed as a ratio. This is the traditional map 
scale, where the term large scde refers to the mapping situation where objects on
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the ground appear large compared to the same object represented on a small scale 
map. Data at a particular scale, for example the 1:100,000 scale USGS DLG 
(Digital Line Graph) data sets available in vector format for GIS applications, are 
created using a set of guidelines for representation, generalization and accuracy 
established for that spedfic cartographic scale. In the digital environment, 
however, these data may be manipulated and displayed over a wide range of 
scales, using the zoom and screen visualization capabilities of a GIS ^ tem . This 
issue of the manipulation of cartographic scale in the digital environment is 
another example of reasons why scale issues must be ej^lidtly considered and 
dealt with in GIS.
Geographic extent (sometimes called geographic scale) is the notion of 
scale that refers to the size of a stucfy area, i.e. the area over which a phenomenon 
is observed. The term extent is often used in the ecological literature. The terms 
large scale and small scde in this context refer to the area over which observations 
are being made; a continental analysis would thus be considered large scale. This 
terminology contrasts the cartographic scale terminology, which would represent 
a continent using a small scale map. More predse terms refer directly to the area 
being studied, such as a continental-scale stu<fy or a county-level GIS 
implementation.
Operational scale refers to the scale over which a process operates. To 
illustrate, the geomorphic setting may be considered. Certain erosional processes 
may operate over relatively small spatial extents, manifesting as small rills on the
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edges of nonvegetated soil areas. Much larger (operational) scale processes are 
the massive earthflows that may occur on steep slopes causing the relocation of 
large quantities of soil. The identification of the scale at which a process is 
occurring has relevance to many aspects of landscape stucfy. Process scale has 
long been recognized as a crucial cause-effect factor by geomorphologists .̂ By 
employing several different resolutions of data to look at specific areas, it may be 
possible to identify "break points", the beginning and end scales within which the 
effects of a process on the ground may be observed. Often the term scale 
dependent is used to refer to the operational scale of a particular process, when 
that scale is bounded in terms of its spatial extent The notion of scale 
dependence is used when a process is detectable at one scale, but not at another. 
Thus scale dependence refers to "the relationship between the magnitude or 
variability of a spatial process and the scale of measurement" (Davis and Simonett
1991).
Within the framework described above, temporal scale may also be 
considered. The most common use of the term temporal scale refers to temporal 
observational scale: the fi-equency with which observations are obtained, for
'  In 1965 S.A. Schumm and R. W. Lichty introduced a discussion of Time, Space, 
and Causality in Geomorphology" with these remarks: It is the purpose of this discussion 
to demonstrate the importance of both time and space (area) to the stucfy of geomorphic 
systems. We believe that distinctions between cause and effect in the molding of 
landforms depend on the span of time involved and on the size of the geomorphic 
system under consideration. Indeed, as the dimensions of time and space change, cause- 
effect relationships may be obscured or even reversed, and the ^ te m  itself may be 
described differently (Schumm and Lichty 1965).
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example, once a decade for soils mapping, or four times a day for AVHRR data. 
Temporal operational scale considers the time firame within which a process 
occurs. Human-induced land cover changes may occur over a period of days to 
decades, the consequences, however, may endure for millennia. Often researchers 
have chosen to chart the relationship between spatial and temporal scale as it 
relates to different areas of earth system studies. One example of such a chart is 
shown in Figure 13, which directly relates remotely sensed data scales to the 
spatial/temporal scales at which different earth processes occur (from Skole 1992 
in Townshend ef a/. 1994).
As was noted previously, wth GIS it is relatively ea^  to change the scale 
of a set of data. Such manipulations should at all times keep in mind all the 
facets of scale: cartographic, geographic and especially operational. Also crucial 
in GIS manipulations is the fourth major notion of spatial scale, that of spatial 
resolution.
Resolution terminology is often fuz^. Resolution may refer to the smallest 
unit at which a phenomenon is observed or distinguishable, and as such resolution 
will depend on the tool used for observation. The term gram is often used in the 
ecological literature to refer to the finest resolution level at which data are 
collected. Resolution of remotely sensed images can be directly related to image 
pixel size, and the terms high and low resolution refer to the spatial extent 
encompassed by each pixel. The AVHRR sensor obtains data at a pixel size of 
approximately one square kilometer, which produces a lower resolution data set
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than SPOT 10 m by 10 m data. Global change studies thus are often large-scale 
(geographic extent or observational scale) and utilize low resolution data (e.g. a 
1 degree by 1 degree grid mesh). Resolution in a raster data set is also related 
to its accuracy, as pixel size by definition defines the highest accuracy of the data 
set.
The terms scale and resolution are often interchanged, especially in the 
case of the remote sensing pixel. There are aspects of different meanings of scale 
and resolution incorporated into the pixel unit When the pixel is resampled to 
a different size, the issues of scale and resolution remain interwoven, and one 
aspect of this research is to explore the ways in which the meaning of scale can be 
more well understood as these manipulations take place.
In remote sensing the term spatial resolution is often employed to 
Æstinguish this type of sensor resolution from the spectral, radiometric or 
temporal resolution of the sensor. Spectral resolution affects a sensor’s ability to 
discriminate between fine wavelength intervals. Radiometric resolution is the 
ability to distinguish higher differences in energy levels, displayed as brightness 
values. The Landsat TM improved radiometric resolution over the MSS sensor, 
since TM performs its analog-to-digital signal conversion over a range of 256 
digital numbers (8 bits), a fourfold increase over the 6 bit, 64 digital number range 
of MSS (Lillesand and Kiefer 1994). It is of note that the architecture of remote 
sensing ^ tem s may create a tradeoff in different types of resolution, as a result 
of the signal to noise ratio associated with a system. An example is the design of
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the MSS ^ e m s ,  where a larger Instantaneous Field of View (IFOV) results in 
an improvement in radiometric resolution, since the signal obtained is much 
greater than the unwanted noise. However, spatial resolution is then coarsened. 
The signal to noise ratio may also be increased by increasing the wavelength band 
over which a sensor operates, however this then sacrifices spectral resolution 
(Lillesand and Kiefer 1994).
The spatial resolution of a sensor is a key factor when remotely sensed 
geospatial data are used to examine geographical processes and patterns. The 
interaction of sensor spatial resolution, the spatial structure of the landscape being 
investigated, the nature of the information desired from the data and the 
analytical techniques used to extract information is complex and critical to the 
selection and appropriate usage of geospatial data and analytical techniques 
(Lillesand and Kiefer 1994). To compound these issues, resampling techniques 
are often used to change the effective spatial resolution of image data sets in GIS. 
It is important then to question what is being represented in GIS by remotely 
sensed geospatial data, both before and after they have been processed.
From the above, it can be seen that scale and resolution issues arise in the 
study of earth systems from a number of perspectives. In geography, studies of 
man/land interactions and patterns on the landscape are conducted across a range 
of scales, and different phenomena exhibit scale dependencies. The spatial effects 
of dependence and heterogeneity discussed above operate across scales. 
Landscape ecologists, biologists and ecologists are concerned with effects of
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heterogeneity, fragmentation, disturbance and pattern over a range of scales, and 
some of the controls may be found to be hierarchical in nature. In remote 
sensing, the resolution of the sensor employed, data volume, and the 
appropriateness of data at a certain scale to the problem at hand are some of the 
scale issues encountered. Scales of data available for a research study may be 
directly related to the developed technology, for example remotely sensed data 
may be available "at TM scale" or "at MSS scale". Or scales may be related to 
some past administrative decision as to useful scales, such as the available USGS 
map products at 1:24,000, 1:100,000 or 1:250,000 scales. Scale may reflect 
geomorphology, in watershed mapping or soils mapping. Political boundaries may 
be used to generate choropleth maps, where each state, regardless of spatial 
extent, is treated as an equivalent unit for display of its value or density class.
Scale issues can be considered which are more specific to GIS and remote 
sensing. Overall, the high manipulability of geospatial data in the GIS 
environment make these data subject to error induced by scale manipulations that 
are inappropriate to the data. Goodchild (1992a) points out that whereas a small 
scale world soils maps may be useful for delivering general information about the 
geography of the great soil groups, the maps become hopelessly inaccurate when 
they are digitized and displayed at high precision. Data storage may be the reason 
that smaller scale data have been incorporated, or they may be the only available 
data. When global or regional databases are assembled, it is often desirable to 
create a data set at a consistent scale. This may or may not be feasible, for
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example in some cases the data off-shore may be available throi%h a different 
source than on-shore data, and scale and projection conversions may introduce 
unknown amounts of error. Simulated or generalized data may be generated to 
attempt scale consistency or reduce data volume, and error may also be introduced 
at this stage.
Other problems of modeling and analysis that are related to scale and 
resolution stem from the theoretical implications of scale dependent processes. 
There are also the problems of different processes leading to the same pattern on 
the landscape, and situations where the scale of analysis and observation of a 
phenomenon have a large impact on the analysis results (Lam and Quattrochi
1992). Mortality patterns of leukemia in China appear randomly distributed if 
based on county level data, but if aggregated and reported by province the pattern 
appears clustered. Pine bark beetle blight may not manifest as infected trees when 
observed at a small spatial scale (large extent), since the damaged trees are well 
integrated into the overall homogeneity of the forest mosaic. At a larger spatial 
scale the evidence of infestation becomes apparent as a heterogeneous patterning 
of the forest (Lam and Quattrochi 1992). Some types of scale dependencies may 
be more easily detectable, or more readily modeled, than others. Fractal analysis 
and the use of semivariograms are two techniques used in remote sensing 
applications to investigate the scaling stmctures of specific landscapes.
In remote seizing and image processing research, homogeneity and 
heterogeneity occur both at the landscape level (i.e. the geographic extent of the
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research area, which may vaiy from a small local site to gjobal in scope), and at 
the pixel level. Regardless of pixel size there may be heterogeneity present within 
the landscape being sensed at a certain pixel resolution. Heterogeneity within a 
pixel results in the phenomenon of the mixed pixel, where each pixel DN is an 
integration of the reflectance values of all of the various reflecting objects, 
including clouds, that are within the landscape segment sensed by the sensor’s 
IFOV. The sensor EFOV is determined by the optics of the sensor. A 
homogeneous surface with area larger than the sensor IFOV would correspond to 
Strahler et al.’s H-resolution model, discussed above. The L-resolution model 
corresponds to the mixed pixel phenomenon, where the objects contributing to the 
composition of the cells are smaller than the resolution cell, and as such the 
objects are not directly resolvable. Of course pixel size determines whether or not 
the objects in a particular scene fall into the H- or L-resolution category and thus 
whether there is within pixel homo- or heterogeneity. Spatial autocorrelation in 
remotely sensed imagery will thus be related to the size and shape of the scene 
objects as compared to the shape and size of resolution cells.
Whereas the ideal situation for analytical remote sensing may be viewed as 
one in which the elements of analysis in the image (i.e. the pixels) correspond to 
the objects in the ground scene (Woodcock and Harward 1992), this is rarely the 
case. The scale of analysis desired may be greater or less than that of the pixels, 
which presents the options of either trying to recover information about objects 
smaller than the pixels, or aggregating pixels into regions to obtain coarser scale
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(Woodcock and Harward 1992). Both of these types of methods have been used, 
and the latter aggregation-type routines will be employed in this research, where 
larger pixels are created via resampling of the original pixels.
Homogeneity and heterogeneity between pixels in a remote sensing scene 
results in observable landscape patterns. Measurements of landscape patterns may 
provide information as to underlying processes, although as noted above dissimilar 
processes may yield identical patterns. Several indices of landscape pattern have 
been developed and used by researchers in understanding of landscape processes 
(Henderson 1991; O’Neill et al. 1988; Turner and Ruscher 1988). Software 
packages that incorporate these indices are amenable to use with raster-based 
remote sensing imagery, and have been developed and used in analysis by 
landscape ecologists and other researchers (e.g. SPAN, a grid-cell based spatial 
analysis program. Turner 1990). Examples of indices for measuring landscape 
pattern include a diversity index, which measures the degree of landscape 
heterogeneity, a dominance index, which measures deviation from maximum 
possible landscape diversity, and a contagion index, which indicates presence or 
absence of clustering of land cover types (or other parameters of interest) in the 
landscape (Turner 1990; Henderson 1991). Fractal analysis is also often employed 
in this type of research, much of which focuses on landscape changes over time. 
The size of the resolution grid lain over the landscapes under investigation will 
have an influence on the degree of heterogeneity reflected by the individual grid
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cells, and as such will in all probability affect the values of the landscape indices 
computed
Representing Landscapes in GIS--Scale and Resolution Considerations 
In the past, landscapes have been represented using various media and 
techniques, including landscape paintings, photography, cartographic 
representations, even poetiy and prose. In the GIS environment, landscapes are 
typically represented using the graphic display media of the computer terminal, 
employing the raster and/or vector data models. GIS landscape representations 
often have purposes in common with cartographic representations of landscapes,
i.e. they are used for inventoiy, mapping, assessment or armchair eq)lorations. 
The combination of a graphic representation with the database attribute 
information found in a GIS provides a function beyond some of these purposes, 
enabling further analysis and modeling to be performed Measurements, change 
detection, site location, emergency planning and routing, and environmental 
decision support systems are some of the higher level analytical functions that 
operate in the GIS environment As well, the function of mapping and/or GIS 
manipulations may be to influence the audience; examples of this are provided 
in Mark Monmonier’s book How to Lie with Maps (1991). When remotely sensed 
data are used in GIS for some of the above mentioned functions, researchers need 
to come to terms with what Wallace and Campbell (1990) term the "nature of the 
data". The spatial variation in a satellite image is produced as land surface 
variation is filtered by the sensor in a process known as scene regularization, and
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as such the infonnation derived from the analysis of remotely sensed data differs
in nature from cartographically generalized information (Davis and Simonett
1991). Even though most researchers incorporate some level of awareness of
these issues into their work, they are more often guided by what Curran (1987)
describes as the ruling paradigm in remote sensing;
The ruling paradigm in remote sensing assumes that there are relationships 
between characteristics of the Earth and the intensity and spatial 
distribution of reflected or emitted radiation and that these relationships 
can be used to characterize Earth in both space and time.
Issues of representation and scale and resolution are intertwined: with the
purposes for which a specific landscape is being represented, with the type of data
being used, and with the analytical environment in which the inquiiy occurs. The
nature of the problem being examined needs to be understood, data of a nature
appropriate to the problem obtained, and data handling and analysis suited to the
nature of the data needs to be chosen. Data must not only be appropriately
represented, but it must be at a scale relevant to the processes being examined.
The dictum from earlier days of computer analysis--"Garbage In, Garbage Out"—
still holds. Woodward makes the important distinction between data, information
and knowledge‘s, then speaks to the issue in the context of the GIS environment:
"A geographical information system contains data about the world, but real danger
lies in assuming that a geographic information tystem is tynonymous with
 ̂ Data are the raw feicts used as a basis to create information, information is data 
that has been ordered and contextualized to give meaning to the data, and knowledge 
results from the cumulative imderstandir^ of information (Woodward 1992).
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geographical knowledge" (Woodward 1992). Investigating the way in which data 
are represented to best provide information and knowledge can help to address 
some of the implicit assumptions that are made when performing remotely sensed 
analysis in GIS. Duggjn and Robinove (1990) review eleven such implicit 
assumptions, among them the frequently made assumption that the scale of the 
ground resolution cell in image data is appropriate to detect and quantify the 
features of interest in the image under stucfy.
When considering remotely sensed imagery that is obtained at different 
pixel sizes, resolution may be directly analogous to scale (Lam and Quattrochi 
1992; Woodcock and Strahler 1987). The issue of representation is also a 
consideration here. Strahler et al.’s (1986) model for the nature of scenes has 
been discussed, where it is assumed that discrete objects make up scenes, and that 
these objects are arranged either in a mosaic which covers the area, or the objects 
are distributed over a continuous background. The digital image file that is 
produced during the remote sensing process and incorporated into a GIS contains 
a series of digital numbers that relate observed sensor radiance to a physical 
quantity. Since the sensor response integrates across the sensor IFOV, the area 
of which varies with sensor spatial resolution, the integrated response for a 
quantity of interest, say vegetation, will be different at different spatial resolutions. 
In a lower resolution system, the integrated response will come from the mixture 
of both different types of vegetation as well as a mixture of vegetated and non­
vegetated areas. A higher resolution sensor will generate smaller pixels with more
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within-pixel homogeneity, but does this necessarily imply a better representation? 
What happens to the information on vegetation or other analytical variables of 
interest when these higher resolution pixels are degraded to lower resolution is 
part of the focus of this work. Concurrent with the degradation to lower 
resolution there occurs an interplay between what happens to the spatial 
information of an image and the spectral information. Whereas an intuitive 
response to the resolution/representation issue would be that higher resolution is 
intrinsically better, there is not necessarily an improvement in information content 
and/or representation with higher resolution data. The issue of accuracy may also 
be raised in this context, as Dobson discusses in a consideration of land use, land 
cover and ground truth (Dobson 1993c, 1994). If we observe a building standing 
alone in a large forest at a spatial unit of observation smaller than the building, 
the land use. designation "high-density developed” may be deemed appropriate. 
At a somewhat lower pixel resolution, the "low-density developed" designation may 
seem more appropriate for the lone building. At an even coarser pixel resolution, 
the most accurate designation may be "forest", since that is what is represented by 
the majority of the pixel (Dobson 1993c),
An example of the "higher resolution is not necessarily better" dictum was 
demonstrated by Irons et cd. (1985) in their work on the effects of spatial 
resolution on the classification of TM data. This research was an expansion of 
previous work by Williams et ad. (1984) and others who looked at classification 
accuracy as a quantitative indicator of data utility. Irons et cd. attempt to explain
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their findings and that of previous researchers, which were that higher spatial 
resolution did not necessarily improve classification accuracies, even when visual 
comparisons between high and low resolutions seemed to point to the advantages 
of the higher resolution data. Their ejqplanation speaks to the issue of 
representation and resolution in remotely sensed GIS data. The explanation looks 
at two different consequences of changing spatial resolution, namely the increase 
of spectral variability found at higher spatial resolution, and the decreased 
proportion of mixed pixels to pure pixels found at higher resolutions. The 
increased spectral variability present in higher resolution data in the Irons et al. 
study was caused by the imaging of a variety of diverse class components at a 
higher resolution (e.g. the lawns, streets and roofe of a residential class), whereas 
lower resolution sensors were seen as integrative of the reflected spectral radiance 
of those diverse components, resulting in the appearance of a more homogeneous 
class. The increased variability at higher resolutions tended to decrease the 
statistical separability of land cover classes in the spectral data ^ace used in the 
per-pixel maximum likelihood classification algorithm being employed. The 
decrease separability then resulted in the decrease in classification accuracies at 
higher resolutions. However, the other consequence of changing spatial 
resolution, the decrease in mixed pixel proportion with increased resolution, 
tended to improve classification accuracy at higher resolutions, balancing the 
consequences of spectral variability discussed above. Which consequence results 
in the dominant trend, i.e. increased or decreased classification accuracies with
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changing spatial resolution, is seen to depend on many factors, including the 
classification scheme and the average field size within a scene (Irons et al. 1985). 
This research was done in an urban environment, where the ground scene objects 
and bacl^ound are quite different in scale than in another type of landscape, for 
example an agricultural one. The importance here is the awareness that the 
effects of changing spatial resolution can have a direct effect on the representation 
of landscapes in GIS. White and MacKenzie’s studies of landscape pattern in the 
Great Smoky Mountains National Park Biosphere Reserve echo the lesson that 
"more resolution is not necessarily better-it depends both on the purpose of the 
investigator and the scale of patchiness in the vegetation that is being analyzed. 
Too fine a scale of resolution can pick up considerable heterogeneity within the 
object to be analyzed (e.g. the lit and shaded side of a single tree crown...), while 
too coarse a scale of resolution can average together features that have distinctive 
properties (White and MacKenzie 1986)."
Of special relevance to this research are the issues of scale as they affect 
representation in GIS. By resampling remotely sensed imagery, several of the 
scale effects mentioned above will come into play, either e^qslicitly or implicitly. 
The relationship between scale and representation can be examined by resampling 
images of landscapes, and examining the different representations generated. 
Dobson’s 1993 definition of GIS incorporates the importance of scale, resolution 
and representational issues in GIS and remote sensing analysis;
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Today, a more accurate and enduring definition would be GIS as the digttd 
representation o f the landscape o f a place {a site, a re^n , a planet), 
structured to support analysis (emphasis added, Dobson 1993a).
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CHAPTER 4
RESAMPLING AND SCALE IN REMOTE SENSING
The remotely sensed data set is available as a digital file composed of pixels 
arrayed as ordered rows and columns. The digital image processing that is 
performed on remotely sensed data occurs as a series of pixel manipulations, 
which will hopefully result in a data set that is more meaningful than the original 
data. The term resampling is a somewhat ambiguous and generalized term that 
is used to refer to some of the pixel manipulations that are performed, usually in 
the context of geometric rectification or changing the scale of a set of pixels, 
either from a higher to lower spatial resolution or in the opposite direction. 
Subsequent analyses that take place using a resampled data set must then consider 
any effects of the resampling or other pixel manipulations that have taken place. 
This chapter considers both the resampling and analytic aspects of changing the 
scale of a remotely sensed data set.
Sensor Optics and Spatial Resolution 
While a detailed discussion of sensor optics will not be undertaken here, 
several of the basic concepts of optical systems are relevant to the resampling 
issue, and as such will be briefly addressed. For more detailed information on 
sensor optics in imaging systems, see Slater 1980, Park et al. 1984, Markham 1985
103
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and Schowengerdt et al. 1985, as well as the references cited in the discussion 
below.
The ^ te m  point spread function, PSF, is the impulse response to an input 
impulse to the optical ^ tem . The PSF describes the distribution of energy in the 
image plane when a point source is imaged, i.e. it describes the resultant image 
of a point source, which is never a simple point but can be represented by a two- 
dimensional image whose size and shape depends on such factors as spacecraft 
motion, atmospheric disturbances, the wavelength considered and the properties 
of the imaging mirror lens (Townshend 1981; Schowengerdt 1983). Figure 14 
shows the general shape of a PSF impulse response. In general the narrower the 
PSF the better the qstem and the resultant imagery produced (Schowengerdt 
1983). A PSF is related to a sensor’s instantaneous field of view (IFOV), a 
parameter which may be calculated in a number of ways. It has been suggested 
that the most appropriate method of determining a i t e m ’s EFOV may depend 
on the type of scanner beir% employed, for example the geometric approach to 
calculating EFOV. Figure 15 a is more appropriate for pushbroom type scanners, 
while the EFOV of ̂ stems which operate by whiskbroom scanners may be more 
accurately assessed as "the width of the point spread function at its half amplitude 
values" (Figure 15 b, Townshend 1981).
The modulation transfer function, MTF, is a function of spatial frequency 
and records a ^stem’s response to ground objects of varying spatial fi-equency. 
Often in testing ^stems a target array of black bars are spaced at varying distance
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d is ta n c e
Figure 14. Form of typical point spread function (PSF) in optical imaging ̂ stem.
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Figure 15. Methods of determining sensor instantaneous field of view (IFOV): 
a) geometric, b) point spread. (After Townshend 1981.)
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intervals (frequencies) against a white background, and the ability of the ^stem 
to detect or image across these modulated frequencies is measured At a certain 
level of high frequency variations the ability of the intern to "transfer" these 
changes to the image is lost (Campbell 1987). Figure 16 depicts the MTF of a 
typical imaging q^stem (the solid line), which loses image fidelity as the spatial 
frequencies of the target become too fine to be imaged. The MTF of an optically 
perfect qrstem (denoted by the dashed line in Figure 16) would reproduce the 
variations of a target regardless of the spatial frequencies of the variation (Drury 
1990).
high






Figure 16. Modulation transfer function (MTF) of optical imaging system (solid 
line) and optically perfect system (dashed line).
Many researchers believe that the common practice of using pixel size to 
describe spatial resolution is an inappropriate measure, since it only measures the 
spatial sampling rate and is not necessarily identical with the instrument’s effective
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IFOV (Townshend 1981; Forshaw et al, 1983). Forshaw et al. (1983) note that 
there are many definitions of spatial resolution, which may be asagned to one of 
the following four categories:
1. Ability to distinguish between 2 point targets,
2. Ability to measure the extent of small but finite targets,
3.. Ability to measure the periodicity of repetitive targets, and
4. Measures based on geometrical properties of the optical system.
MTF is an example of category 3, while the IFOV of a system is an example of 
category 4. Information on a tystem’s MTF (which is not always readily available), 
can help determine the minimum size of objects that can be detected (Wilson 
1988), and also provide information on the way in which sharp edges are degraded 
by the imaging process (Townshend 1981). Another measure, the effective 
resolution element (ERE), defines the minimum size of targets for which the 
spectral properties can be recorded by a sensor to a given accuracy (Wilson 1988); 
ERE is an example of category 2 above.
Obvious from the above discussion is that there is no single definition of 
spatial resolution applicable to all imaging systems. While for ease of discussion 
and manipulation we use pixel resolution to stand in for spatial resolution, the 
myriad of system factors that may affect resolution should be kept in mind. These 
include: sensor geometry, pixel sampling, blurring effects, noise, including
atmospheric and tystem noise, and terrain properties. Information about objects 
that are smaller than spatial resolution thresholds may be inferred by their context 
or their effects on the nearby landscape. The features of interest will range with 
the wide range of users who are interested in different representations of the same
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image, who desire to extract the maximum possible amounts of information 
possible from the image that is relevant to the research application at hand 
(Forshaw et d . 1983).
Of importance to the discussion that follows is the consideration of the 
possible magnitude of effects that manipulations of spatial resolution by rescaling 
pixel dimensions may have on overall representation and information available to 
the user, as they act ^ergistically with the multitude of other parameters, such 
as IFOV, PSF, ERE and MTF. All of these factors have already exerted their 
influence on the data we consider to be "raw”. For example, some of the spatial 
dependence in image data is caused by the PSF’s smoothing of the environmental 
signal from the ground. While this spatial dependence probably only occurs over 
very short lags (Atkinson et d . 1990), it will affect the way in which the landscape 
is represented, and this PSF-induced smoothing may react differently to different 
resampling methodologies.
Resampling Methodologies in Remote Sensing—Changing the Resolution of
Geospatial Data
When the pixels of remotely sensed data sets are manipulated to create 
new pixel values, pixel geometries or pixel spatial resolutions, a variety of 
terminologies and techniques are employed. The term resampling has been 
mentioned above as a somewhat generalized term that is often used to refer to 
different aspects of pixel manipulation, however not in a consistent maimer across 
the literature. Resampling may refer to the general set of pixel transformations
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that are summarized in Figure 17. Some of the other more specific terminolo^es 
that are used in different types of manipulations are reviewed below. While our 
focus is on the representational issues that accompany the changes in pixel spatial 
resolution, the other aspects of pixel transformation are often linked to these 
changes in scale.
' ' «0 /
Re-scaling * * * * *
Rectification * * * **
Image Algebra * *
♦ ♦  Always occurs 
♦ May occur
Figure 17. Aspects of pixel resampling.
Reseeding occurs when the spatial resolution of the original raster data set 
is modified from the o ri^ a l resolution, either as pixels are combined to form 
larger pixels (often termed aggj'egation or degradation), or, as pixels are subdivided 
into smaller areal units (sometimes termed restoration). In Figure 18 a through 
d, a 270 m by 270 m area that was originally obtained at 30 m by 30 m pixel 
resolution is rescaled to 45 m, 60 m, 80 m and 90 m pixels. Depending on




Figure 18. Rescaling of 30 m resolution pixel data in a) to: b) 45 m, c) 60 m and 
d) 80 m.
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whether or not the newly rescaled pixel size is an integer multiple of the original 
pixel dimensions, the new pixel may contain either aggregations of entire pixels 
from the original image (Figure 18 c), or of original pixels plus proportions of 
previous pixels (Figure 18 b and d). Problems with "leftover" pixel fragments may 
arise when the new dimensions are not even divisors of the old pixel dimensions. 
In both the 60 m and the 80 m instances (Figure 18 c and d), there are extra data 
around the edges of the regon. In some rescaling algorithms, these data are 
dropped, while other implementations add a pixel to the edges to accommodate 
these data. When rescaling it can be crucial to evaluate carefully the resultant 
data set to determine whether or not some of the original data have been removed 
or new data have been created.
Rectification is the process used to correct the geometric distortions that 
arise in the processes of image acquisition, for example the correction of the skew 
distortion that arises during satellite scanning as the earth rotates under the 
satellite. An image is rectified by creating a set of transformation equations that 
relate the unrectified imageiy to a set of known control points, and then 
determining the new pixel values for the output image. The term resampling is 
often used in the rectification context to refer to the processing performed to 
calculate the new pixel values in the output raster image. Commonly used 
resampling algorithms used in rectification include nearest neighbor, bilinear 
interpolation and cubic convolution (Lillesand and Kiefer 1994). Often an option 
to change the spatial resolution of the resultant data set is provided in the
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resampling algorithms. When making these sorts of spatial resolution changes as 
part of a rectification procedure they should be performed with care, as different 
algorithms may operate to give unexpected results. This is especially important 
when the resultant resolution differs greatly fi'om the original resolution. A good 
practice for both rescaling and rectification is to run the algorithm on a test data 
set containing known values, and compare the output to what was ejqjected. If the 
implementation differs fi’om ejçjected results, it may be possible to determine what 
is actually occurring using the test data set
Image algebra is a subset of the broader category of image enhancement 
procedures that include filtering and convolution operations. An example of 
image algebra is the simple vegetation index that ratios the reflectance values for 
a near infrared band to that of a visible band. In this procedure, the same scale 
dimensions and geometry are output for the resultant data matrix, only the pixel 
value is transformed. In the context of image resampling, it is important to keep 
in mind which aspects of the pixels are being transformed during a manipulation. 
The changes should reflect the reasons for the pixel resampling.
Pixel Resampling Over Scale: What and Why 
As described above, pixel resampling takes an input matrix of data pixels 
and manipulates one or all aspects of pixel size, geometry and value to produce 
a new data set Specifically, the aspect of resampling of interest to this research 
involves the resampling performed for purposes of rescaling, resulting in pixels of 
larger size with new pixel values. This is the "what" of resampling for this research
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project The "how" of resampling will be discussed in the section following, which 
reviews specifics of resampling methodologes that are currently in use in the 
research community.
The implementation of actual methodologies, however, occurs in response 
to the "why" of pixel resampling. The reasons for pixel resampling may vary, or 
more than one reason may enter into the decision to resample data. One of the 
most common resampling procedures occurs for geometric correction, as in the 
rectification procedures discussed above. This type of correction is often 
necessitated by the need to merge Afferent data sets, for example a raster/vector 
overlay of an area, or a comparison between several sets of remotely sensed 
imagery obtained over time. Data sets from different sensors may need to both 
be rectified and a common scale developed for merging, this type of issue is often 
encountered in global change research when data sets from a variety of sources 
are brought together. One obvious reason for data resampling from higher to 
lower resolutions is the advantage of reductions in data volumes.
Scales may be changed for input into models that were developed for a 
particular scale. As new sensors are developed, data may be rescaled to simulate 
sensors and test the utility of the planned usage of the new sensor. Changing 
spatial resolution via resampling is also done to create data sets for testing of 
hypotheses about the way in which processes vary over scale; as De Cola and 
Montagne (1993) point out: "...geographical analysts need ways of describing and 
integrating data at different resolutions because observations at no one scale
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
115
capture sufficient complexity to characterize physical phenomena." Williams et 
al. (1984) created data sets to evaluate classification accuracy at different spatial 
scales. Bian and Walsh (1993) use aggregation techniques with TM imageiy to 
examine scale dependencies of vegetation and topography. Other research has 
examined the NDVI index and its spatial characteristics over scales up to those 
used for global modeling (Townshend and Justice 1990; Justice et al. 1991; 
Turcotte et al. 1993). Examination of classification accuracy and performance 
across scales was one of the earliest research concerns to deal with changes across 
scales, prompted in part by the development of the new higher resolution Landsat 
TM data, which was contrasted with the Landsat MSS data in use prior to that 
time. (See Irons et al. 1985; Markham and Townshend 1981; Sadowski and Samo 
1976; Sadowski et al. 1977; Townshend 1992; Williams etal. 1984). Land use/land 
cover data have also been examined for spatial effects via various rescaling 
methodologies. Moocty and Woodcock (1994) find that the estimates of 
proportions of land cover types vary as a function of spatial resolution, which has 
obvious implications for aggregated land cover data used in global change 
research. The landscape ecological perspective has been used in several research 
projects examining the effects of changing spatial resolution on landscape pattern 
and structure (e.g. Turner et al. 1989). Johnson and Howarth (1987) look at 
spatial resolution and land use/land cover from the perspective of information 
content of remotely sensed imageiy, while McNaim et al. (1993) address issues of 
scale and remotely sensed data for wetlands change detection. Clark et al. (1991)
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present a hierarchy of grid scales, from 1 degree to one-half second (15 m at the 
equator), that will be appropriate for use in global database design and 
integration. These are the research concerns of a sampling of projects that have 
addressed the issues of rescaling in remotely sensed data. How the rescaling is 
performed, the uses of resampling, and the examination of the ways in which 
processes vary over scale will be examined more carefully in the following sections.
Review of Resampling Methodologies: the How of Pixel Rescaling
Rescaling of raster pixels from higher to lower resolution generally takes 
the form of some type of sampling, averaging or filtering. The two most 
commonly used terms for rescaling pixels from a higher to lower spatial resolution 
are degradation and aggregation. While these terms are rather dissimilar in their 
connotations, they often refer to similar procedures. The term degradation carries 
connotations that data are somehow being lost or reduced in quality and accuracy. 
The term aggregation may not be a precise description of what is actually 
happening to the data, especially since it is used for several different processes of 
data rescaling. Another process, known as data compression, is an example of 
rescaling that occurs when reduction in storage space is necessary for data. This 
type of rescaling occurs via the sampling procedure for AVHRR (data (discussed 
below) that reduces pixel resolution from the 1.1 km resolution Local Area 
Coverage (LAC) to the 4 km resolution Global Area Coverage (GAC) and then 
to the 15-20 km resolution Global Vegetation Index (GVI).
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From the point of view of computer processing, the square latticed raster 
structure of remotely sensed image data lends itself well to both data overlay and 
agrégation procedures (Ehlers et aî. 1991). Classified or categorical raster data 
may be manipulated by the same algorithms used for manipulation of the raw DNs 
obtained from the sensor. From a representational point of view, however, 
rescaling and aggregation of raster data has some inherent limitations that may 
not always be recognized. Much of the variation in imageiy acquired over land 
occurs at high spatial fi-equencies, since analysts often wish to get the highest 
resolution data possible, such that the objects of interest are detectable and not 
integrated into the background. This means that adjacent pixels often tend to be 
different than one another, although this variation may change with time, as in an 
agricultural setting. Imposition of the raster structure representation may also 
result in loss of the locational precision of point and line features, and errors in 
perimeters and area estimates (Davis and Simonett 1991). These types of 
limitations have representational implications for aggregation and rescaling of 
raster data. Addressing these representational issues may or may not be best 
served by using one or another of the rescaling methods to be discussed below.
Resampling bv Averaging
One of the most commonly used pixel rescaling methodologies is the 
aggregation of pixels in an n x n window by obtaining their average value, then 
outputting that resultant value to one pixel encompassing the size of the original 
input pixels. Figures 19 and 20 a show an example of the results of passing a non-
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Figure 19. Artificial data set of 9 x 9 pixels used to demonstrate three pixel 
rescaling schemes: a) original pixel DN values at 30 m resolution, b) 3 x 3 window 
overlay on original data grid, showing location of resultant 90 m resolution pixels.














Figure 20. Output pixel values from array in Figure 19, showing rescaling by three 
methods: a) averaging aggregation, b) ^tematic sampling choosing upper left 
pixel and c) ^tem atic sampling of center pixel.
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overlapping 3 by 3 pixel window across an image of pixel dimensions 9 by 9. 
While this averaging methods is widely used, it makes certain assumptions that are 
somewhat unrealistic, with respect to the way that a remote sensor functions. 
First, it assumes an idealized square wave response from the sensor, where the 
actual response may vaiy, but is usually more sinusoidal in shape. It also assumes 
that ground measurements are derived only from that area corresponding to the 
n by n dimensioned pixel area, whereas there is often an overlap of the sensor’s 
field of view beyond a pixel’s nominal size. Averaging also has the effect of 
smoothing the data, resulting in a lower spatial frequency image. The high and 
low DN values will tend to converge around the mean, resulting in decreased 
variance as aggregation occurs over scale. Methods in image processing use 
similar averaging techniques in low pass convolution filtering, often to get rid of 
unwanted random noise. Even with these limitations, which are often 
acknowledged by researchers, aggregation averaging remains one of the more 
widely used methods of pixel rescaling, especially when investigating scaling 
effects.
Woodcock and Strahler (1987) used averaging to look at spatial structure 
across scale, degrading both scanned air photos and Thematic Mapper Simulator 
data from 10 to 100 times their original resolution. Bian and Walsh (1993) used 
data derived from Landsat TM and Digital Elevation Model data to generate a 
vegetation index and topographic variables, which were then aggregation averaged 
from 30 m to 990 m at 30 m increments, and beyond 990 m from 1,200 m to 3,600
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m at 300 m increments. During the course of analysis, it was recognized that the 
aggregation of data to larger areas eliminated the more localized variation from 
both vegetation index and topographic variables. De Cola employs a multiscale 
data aggregation pyramid, which takes the average value of every 2 x 2  window 
array in a raster, and repeats the generalization to the desired stack of layers (De 
Cola 1993, 1994; De Cola and Montagne 1993). Computationally, this 2 x 2  
arrangement is a very efficient array of levels. Wielicki and Welch (1986) also 
used a factor of two degradation in their examination of the properties of cumulus 
clouds, averaging the original 57 m Landsat MSS data to resolutions between 57 
m and 29.2 km. Often aggregation levels are chosen not for their computational 
efficiency, but so as to approximate the spatial resolution of sensors used in the 
past, the present, or proposed for the future. Herman et al. (1994) used pixel 
averaging of digitized color infiared photography of a Michigan Superfund site to 
approximate SPOT (20 m), Landsat TM (30 m) and Landsat MSS (80 m) images.
VTlliams et al. (1984) were interested in evaluating the potential advantages 
of the then-newly launched higher resolution Landsat TM sensor, as compared 
with the Landsat MSS sensor, using a modified averaging technique to resample 
28.5 m TM data to 57 m, the resolution of the MSS P-tape product. After 
computing an average for a 3 by 3 pixel window of the TM data, the window was 
incremented two columns across the image, then incremented by 2 lines to 
Emulate the MSS 57 m sampling rate relative to the MSS 80 m IFOV. Irons et 
al. (1985) used the same averaging methodology to examine the effects of spatial
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resolution on a TM classification algorithm. It should be noted that this averaging 
technique is different than the more straightforward methodology shown in Figure 
20. Other considerations when using averaging techniques concern the way in 
which border pixels are treated, and how an algorithm deals with "leftover" pixels 
when the window size does not correspond to an even integer value divisor of the 
image size.
hi a manner similar to the averaging methodologies which employ mean 
values, the modal or median value of a set of values in a window could be 
computed, and that modal or median value output as the value of the rescaled 
output pixel. In feet the modal value is often used for rescaling categorical data 
or data that have alrea<fy been classified. In their examination of spatial scale and 
the analysis of landscape pattern. Turner et d . (1989) use the modal value to 
aggregate land cover type maps from pixels at an original resolution of 4 hectares. 
A random selection was used in the cases where there was a tie for modal value. 
Moocfy and Woodcock (1994) were interested in the question of whether the 
representation of a landscape at 1 km resolution that is derived from a h i^er 
resolution data set (e.g. 250 m or 500 m, the resolution of the MODIS sensors) 
will maintain the proportional accuracy of component land cover types in a scene. 
Moo(fy and Woodcock found that the proportions of land cover types varied with 
spatial resolution, with proportional errors increasing significantly as resolutions
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exceeded 90 m\ They used what they temed "plurality based sampling" to choose 
the most frequently occurring cover type within the aggregation window, which 
varied in size to produce the following resolutions from the original 30 m data: 
90, 150, 240, 510, 1020, 3000 and 6000 meters. The 30 m data used for 
aggregation were the classified high resolution land cover map data produced fiom 
the original TM data rather than the original imageiy used for the classification. 
The justification for this was that the study’s purpose was to look at the errors 
arising only from the spatial aggregation process toward coarser scales, not further 
convolved by the sensor response characteristics, atmospheric effects or spectral 
mixing of scene elements (Moocfy and Woodcock 1994). Depending on the 
research goals, studies reviewed either aggregate data as the raw sensor DNs or 
as some classified derivation of the original data.
Resampling by Systematic Sampling
Algorithms for resampling data by some form of ^tem atic sampling may 
be relatively simple to implement One consideration of these types of algorithms 
is that repeated resampling has much less of a tendency to reduce the spatial 
frequency of an image. The variance of a data set will likely not be reduced in the 
same manner that avera^ng techniques may do with aggregation, i.e. no 
smoothing occurs. Figure 20 b shows the resultant data set produced by sampling
 ̂ This question and the issues it raises has implications for the development 
of global land cover data sets, in terms of both possible errors introduced by 
a^egation, and the way in which multi-resolution data are combined to 
characterize land cover (Moocfy and Woodcock 1994).
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the upper left comer pixel from a 3 by 3 window passed over a 9 by 9 pixel grid 
of values (the same grid used in the averaging example). This is actually the type 
of resampling that occurs in some software programs when a nearest neighbor 
sampling algorithm is selected for resampling of a data set to a spatial resolution 
where the output pixel resolution is an integer multiple of the input pixel 
resolution
A somewhat more complex system of sampling is used by NOAA NESDIS 
(National Environmental Satellite, Data, and Information Service) to generate 
lower resolution data sets from the 1.1 km LAC NDVI (Normalized Difference 
Vegetation Index). The Scaled NDVI values used by NESDIS are derived from 
the AVHRR visible red and near infrared band values (ranging from 0 to 255) 
using the following procedure (Turcotte et al. 1993):
UnscaledNDVI = ^
(4.1) {IR  + RED)
Scaled ND VI = 240 - {{UnscaledNDVI + 0.05) ,  350)
Scaled values thus range from 240 (no green) to 12.5 (greenest). The LAC is 
resampled from a 1.1 km x 1.1 km pixel to a GAC pixel of approximately 16
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square kilometers and to a GVI pixel of approximately 256 square kilometers. 
Figure 21 shows the combination of averaging and sampling that are used by 
NOAA NESDIS to derive GAC and GVI data sets. Since the data volumes of 
recording LAC observations for the entire ^obe would rapidly overwhelm the 
capacity of tape storage on the satellite, GAC sampling is performed on-board the 
satellite, resulting in the reduction of data volume by a factor of 15. Subsequent 
GVI processing results in an additional reduction of data volumes, by 
approximately 18-fold from the GAC product^.
To produce GAC data, the first line of the 1.1 km resolution LAC data set 
is scanned, the first four pixels are averaged, and the next pixel is sldpped. This 
process is continued to the end of the scan line. The next 2 lines are skipped, 
then the avera^g procedure is resumed on the next line. The digital 
representation of this approximately 4 km by 4 km area of the earth is this GAC 
pixel value, calculated from the average of the first 4 pixels in the 5 x 3  block 
(Justice et ai. 1989). To map the GVI values, the GAC data are mapped pixel by 
pixel to an appropriate GVI map cell, to either a polar stereographic, Plate Carreé 
or Mercator projection (Goward et al. 1993; Belward 1991). As the GAC are 
processed, each pixel replaces a previous pixel that maps to the appropriate GVI 
map cell (Tarpley 1991). The result is a GVI map containing the last pixel value
 ̂ In addition to the spatial sampling, the GVI is also sampled temporally. 
The final product is a composite of the daily NDVI arrays from a seven day 
period that uses the maximum NDVI value for each map cell location (Belward 
1991).
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Figure 21. Sampling procedure used by NOAA NESDIS for rescaling LAC to 
GAC to GVI. See text for explanation. (After Turcotte et al. 1993.)
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mapped to each cell, with a spatial resolution depending on the projection used: 
15 km at the equator for polar stereographic, 16 km at the equator for Plate 
Carreé and 19.5 km at the equator for the Mercator projection.
The methods of data resampling and mapping have been revised over the 
course of the AVHRR GVI Product data collection process, which began in 1982 
(Goward et al 1993). This rescaling method via data compression is not without 
controvert. Since the spatial resolution of these data sets is relatively coarse, 
each 1 km pixel itself is representative of a complex range in surface conditions, 
making more ^fficult the interpretation of the contribution of each surface 
component to the signal received by the satellite (Justice et al. 1985). At 1 km, 
a certain level of averaging by the sensor has alreacfy eliminated some high and 
low values in the data. As an example of the way in which the representation of 
an area may change with changing pixel resolution, Figure 22 shows the way in 
which roads and drainage networks are lost from the visual representation of the 
Konza Prairie region in the Flint Hills region of eastern Kansas as the image is 
resampled using an averaging algorithm. At 30 m resolution in Figure 22 a, the 
drainage to the Konza Prairie, located in the center of the image, and Interstate 
70, running near the bottom of the image, can be clearly discerned. As the data 
are rescaled, to 270 m pixels in Figure 22 c and to 990 m pixels in Figure 22 e, the 
ability to detect the drainage and roads becomes progressively lost. If one knows 
what to look for, it may be possible to detect the region represented by the Konza 
Prairie in the 990 m image, which presents a spatial representation similar to that
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Figure 22. Sequence of rescaled images of portion of Landsat TM scene of Flint 
Hills regions of eastern Kansas, showing loss of drainage network and roads with 
lowered resolution; a) 30 m resolution, b) 90 m resolution, c) 270 m resolution, 
d) 510 meter resolution, e) 990 m resolution.




Figure 22, c) and d).
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of LAC pixels. However without the progression of degraded images for context, 
it is unlikely that the prairie region would readily be designated from the lower 
resolution image.
When the LAC pixels are used to generate GAC pixels, the sample taken 
K spatially biased, since the procedure only incorporates the first 4 pixels of the 
5 x 3  LAC sampling block into the GAC representation (Figure 21). This 
representation would be adequate if the sampling block were spectrally 
homogenous terrain (Justice et al. 1989), however in most instances at this scale 
the terrain is likely to be spatially heterogeneous. One example of the 
consequences of the NCAA sampling scheme may be the overestimation of the 
presence of vegetation in certain conditions (Justice et al. 1985). Belward and 
Lambin (1990) label this problem undersampling, and show that the GAC data 
produced from the resampled data may limit the spatial representivity of the GAC 
data. T h^  use the illustration of bush fire monitoring (Figure 23), showing how 
a fire of significant spatial extent may remain undetected by the GAC data when 
the "fire" pixels are completely missed by the sampling procedure. Of note is that 
the detection of fire events using GAC will depend on the spatial characteristics 
of the fire-for example. West Afiican savannah fires are more often "running 
fires" with narrow burning fronts, more likely to be missed by the GAC sampling 
processed than the more widespread burning patterns of the forests of 
Kalimantan, Indonesia or North Borneo (Belward 1991).
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calculate GAC
I LAC "fire" pixel
GAC "Sre" pixel
Figure 23. Effects of undersampling on the detection of brush fires. (After 
Belward and Lambin 1995.)
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Justice et al. (1989) addressed the issue of the GAC sampling procedure by 
performing an experiment using simulated 1 km data subjected to five different 
resampling techniques, one of which was the NOAA procedure. The procedures 
are illustrated in Figure 24. Their results demonstrated that the different 
resampling procedures did in fact provide different representations of the original 
data. The data produced by each of the five resampling procedures were 
compared to a data set produced by randomly sampling one 1 km pixel fi-om each 
of the 3 by 5 pixel blocks in the original simulated 1 km data set The coefficients 
of determination (r̂ ) were determined between that randomly sampled higher 
resolution data set and the data sets produced using the procedures in Figure 24. 
This was performed for seven different stucfy areas. The results of the correlation 
analyses showed that sampling by single pixel (Figure 24 d) gave the lowest 
correlation in all but one stucfy area. It is of note that this single pixel sampling 
is the procedure used to produce the GVI product. The NOAA GAC sampling 
procedure (Figure 24 a) gave the second lowest correlation values. The mean of 
four distributed pixels gave the next higher values, consistently h i^er than the 
mean of the four consecutive pixels employed in the GAC sampling. Median 
value (Figure 24 e) was ranked next to the mean of all fifteen pixels (Figure 24 
b), which gave the highest correlations of all. The mean derived from fifteen 
pixels also produced the lowest variance, which is e:qjected as a result of the 
averaging process. Any averaging process incorporated into GAC sampling may 
result in the underestimation of areas of high radiance or the inclusion of data
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Figure 24. Five resampling procedures used by Justice et al. (1989) to evaluate the 
effect of alternative sampling for AVHRR GAC data: a) mean of the first four 
values, b) mean of all fifteen values, c) mean of four dispersed values with a 
constant pattern, d) single pixel value fi-om the center of the block and e) median 
of all fifteen values, choosing eighth value in rank after pixels ranked in ascending 
order.
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values unrepresentative of the original data. The representation of the variability 
of the data by selection of only one pixel, however, was deemed to be the poorest 
of the procedures tested. In the incorporation of a sampling algorithm in the 
design of the NOAA on-board sampling, it is of note that there may be a trade 
off between algorithm suitability and engineering constraints (Justice et al. 1989). 
Of crucial importance to this research is the finding noted above that the 
representation of the data was affected by the different sampling methodologies. 
In addition, the work by Justice et al. notes that there is in most instances a 
difference between the NDVI results produced by calculation of NDVT after 
averaging the individual radiances of the four pixels from the sampling block, and 
the average of the NDVI values calculated separately for each pixel, and then 
averaged. While in some instances researchers may have no control over these 
calculations, it is important that they be recognized in the context of the work 
being undertaken.
Resampling bv Filtering
The field of image processing employs a vast range of filtering operations 
for image manipulations. Spatial filtering for changes in scale can generate data 
of a higher resolution or a lower resolution than the original data set. Fonseca 
et al. (1993) used interpolation-restoration filtering procedures to remove noise 
fi-om data and improve image resolution, "restoring" TM data from 30 m to 15 m 
resolution (Fonseca et al. 1993). An early work that addressed the question of 
how to best rescale image data is that of Sadowski and Samo (1976). Recognizing
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some of the drawbacks to simple averaging techniques, including the concern that 
the averaging technique simulates a fundamental change in a ^ te m ’s modulation 
transfer function, they incorporated a scanner’s unchanged MTF in their 
development of a spatial filter to resample data to lower resolutions. The MTF 
of an image-forming system is a characteristic of the optics of the system that 
relates to the spatial frequency response of a system, and in turn the spatial 
resolution of the qrstem. The objective of this type of filtering is to generate 
lower resolution data in a manner which simulates a realistic system MTF at the 
degraded resolution (Sadowski and Samo 1976). The Sadowski and Samo filter 
was designed to degrade resolution in a manner as realistic as posrible, preserving 
inherent system noise levels. Figure 25 illustrates the sampling aspect of the 
Sadowski and Samo technique, as applied to the simulated doubling of the spatial 
resolution of a data set. The technique uses a 5 by 5 spatially weighted window, 
whose weights were determined by the system sensor parameters. The window is 
passed in an overlapping manner through the data set to simulate lower resolution 
data (Sadowski and Samo 1976), in a manner analogous to the convolution 
algorithms to be discussed below. The Sadowski and Samo filtering technique 
design has been utilized by many researchers to degrade satellite data (Markham 
and Townshend 1981; Sadowski et al. 1977; Townshend and Justice 1988, 1990; 
Townshend et al. 1991; Yang 1994). The filtering design also takes into account 
the point spread function (PSF) of an imaging system, which describes the 
distribution of energy in the image plane that results from a point source, i.e. the
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Figure 25. Sadowski and Samo technique for simulated doubling of spatial 
resolution. (From Sadowski and Samo 1976.)
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resultant image of a point source (Townshend 1981). The initial Sadowski and 
Samo filter was developed for use with aircraft MSS data, and subsequent filters 
have been developed for use with Landsat MSS (e.g. Townshend et ai. 1988) and 
Thematic Mapper data (Yang 1994), often to simulate spatial resolutions used by 
AVHRR or MODIS sensors.
Development of filters of the Sadowski and Samo type require detailed 
information on system optics and detectors. Other types of filtering have been 
used by some researchers to attempt to derive output data that take into account 
sensor and data acquiâüon characteristics. Many of these algorithms may be 
implemented in remote sensing software tystems using the convolution functions 
of the software. Convolution is the generic image processing operation that 
involves a moving window with an array of coefficients, known as operators or 
kemels, which is passed over the original image array in such a manner that the 
original image DNs are convoluted into an output image by multiplying the 
orignal DNs in the window and adding the resulting products, then outputting the 
result as the new DN at the center of the convolved image (Lillesand and Kiefer 
1994). Of course the values of the kernels and the size of the window will have 
a profound effect on the resultant convolution, as will the overlapping or non­
overlapping manner in which the window is passed over the original image. In 
their examination of spatial structure, sampling design and scale, McGwire et al 
(1993) developed a weighted moving average filter utilizing a sinusoidal form to 
simulate the effect of a point spread function of a coarser resolution sensing
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^stem. The filter they used also attempted to address the influence of the 
adjacency effects of a pixel’s neighbors, in that the window of the original image 
used for input was slightly larger than the area represented in the output, lower 
resolution image. The values toward the center of the window in the original 
image are thus weighted more heavily than those near the edge of the pixel, 
similar to a convolution algorithm developed for this s tu ^  and discussed below. 
The PSF of a sensor introduces a spatially-dependent component that has a 
smoothing effect, although this effect is seen as exhibiting dependence only over 
short lags (Atkinson et al. 1990). Any concerns as to sensor design can be 
integrated into convolution filters developed for pixel rescaling, and as with all 
convolution filtering, the selection of kernel sizes and weights are limited only by 
the computing capacity of one’s ^ tem . As another example, Kong and Vidal- 
Madjar (1988) used a Gaussian distribution to shape kemels for image rescaling.
Given averaging, filtering and sampling as the basic categories of pixel 
resampling techniques, can we say from this discussion that one technique is 
superior to the others? Although very widely used, criticisms of the simple 
averaging technique recognize that properties such as MTF, PSF and signal-to- 
noise ratios are not taken into account when assessing differences between 
simulated imagery and actual imagery from satellite sensors. In the instances 
where simulation is a main research objective, as for studies evaluating potential 
^ te m  performance, it may be important that more complex filtering algorithm 
designs be employed, which take system parameters into account However for
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studies concerned with effects of scale within a particular landscape or eco^tem, 
the differences between results of an averaging algorithm and a more complicated 
filtering may not be crucial. The techniques to be utilized in this research will 
encompass the three basic categories of image rescaling techniques, so that this 
question can be further examined.
From the available array or resampling methodologies for rescaling 
remotely sensed data, four algorithms were chosen for use in this research. They 
are described in detail in Chapter 6.
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ANALYZING REMOTELY SENSED DATA ACROSS SCALE
Remotely sensed data are analyzed by researchers for the purpose of 
obtaining information on the condition of various earth surfaces. Information may 
be desired on current conditions, such as meteorological information on the 
progress of a hurricane or information on the spatial spread of a forest fire. 
Other research investigates the way in which patterns change over time, where 
variability is observed and analyzed at one or over a range of spatial and temporal 
scales. Vegetation patterns, for example, exhibit variability due to an interaction 
of seasonal response, interannual variability, vegetation processes (such as 
succession), land use and other changes induced by humans, and changes in global 
climatic patterns (Hobbs 1990). In the attempt to analyze a specific landscape and 
its patterns, the temporal resolution of a sensor system must be considered, along 
with the spatial, spectral and radiometric resolution characteristics of the system.
Certain critics of remote sensing feel that its analytical capability has been 
underutilized. The actual percentage of the data which have been collected that 
have actually been analyzed is quite low, some estimates are less than one percent 
(Ehlers 1995). Considering the vast volumes of data being collected, the analysis 
of just one percent of the data is in itself a monumental undertaking, however, the
141
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criticisms about the way in which developments and applications in remote sensing 
are driven, and questions as to how best to utilize the potentials of the medium, 
are important considerations for those in research communities using remote 
sensing for analytical purposes. Key to this analytical effort will be algorithms 
which derive or reduce raw sensor data to useful physical unit data, thus reducing 
data volumes (Rasool 1987). In this chapter the ^ e s  of measurements obtained 
via remote sensing are discussed, in the context of the ways in which their 
determination may be affected by scale.
Remote Sensing Analvtical Methods 
Recalling the discussion in Chapter 2 of data representation, remotely 
sensed images fall into the general category of the field model (Frank and 
Goodchild 1990; Goodchild 1989,1992b), where continuous biogeophysical and/or 
socioeconomic fields (i.e. landscapes) are represented as tessellations of such fields 
into pixel arrays. These fields may be regarded as the physical manifestation of 
specific spatial processes, such as topograply reflecting tectonics and weathering, 
land cover reflecting topography and climate or urbanization reflecting 
demographics and accessibility (De Cola 1994). To elucidate the patterns that 
result from different processes, remote sensing differs fi-om more traditional 
methods of data collection, which use in situ methods to collect data. In situ data 
collection may involve a researcher making observations at the stucfy area, or the 
collection of data via transducers (e.g. thermometers or seismographs) which are 
directly in contact with the phenomena of interest (Jensen 1983). In remote
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sensing, the sensor is not in direct physical contact with the phenomena being 
observed The majority of remote sensing devices in use record some part of the 
electromagnetic energy spectrum being reflected or emitted from the objects of 
interest These records of electromagnetic energy are then used in the analysis of 
the scene of interest As discussed above, remote sensing models for analysis can 
be viewed along a continuum from the deterministic models, which use heat and 
radiation transfer theory to estimate surfece reflectance or emission, to the 
empirical models, which associate sensor measurements with surface characteristics 
using statistics (Strahler et al. 1986; Davis and Simonett 1991). Deterministic 
models are often highly complex and computationally expensive (McGwire et al. 
1993), even though they of necessity make certain simplifying assumptions to 
account for the spectral heterogeneity present in the objects being sensed
In some instances, in situ and remotely sensed methods are used to 
calibrate each other, for making empirical measurements of biophysical variables 
(Jensen 1983, McGwire et al. 1993). Other empirical analyses performed using 
remotely sensed data are the nominal scale classifications such as those used to 
categorize pixels into land use or land cover themes. A variety of classification 
techniques are used for these types of analyses, based on the recognition of either 
spectral, spatial or temporal patterns in the data (Lillesand and Kiefer 1994). 
Certain analytical techniques have been developed for use with remotely sensed 
data specifically for detecting scale and resolution effects. Some of these 
techniques were originally developed for use with other types of geographical data.
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for example the geographic variance method used by Moellering and Tobler 
(1972), which examines scale effects in hierarchical geographical structures.
Remote sensing analyses are an integral part in the field of environmental 
modeling, which characterizes land surfeces and models land-atmosphere 
interactions that operate at multiple spatial and temporal scales. The 
extrapolation of local results to broader spatial scales is an objective of the FIFE^ 
experiments, which tackle issues of using environmental models in terrain that is 
known to be complex and heterogeneous. Some of the data types provided via 
remote sensing analyses that will contribute to the land surface characterizations 
necessary for environmental modeling include the following: land cover, land use, 
ecoregions, topography, soils, albedo, slope, aspect. Leaf Area Index, potential 
solar radiation, surface roughness, soil water holding capacity, and vegetation 
morphology (Steyart 1993). The following sections considers aspects of remote 
sensing analyses used in examining landscapes across scales. A general overview 
of the scope of both biopltysical remote sensing and remote sensing classification 
methods is ^ven, followed by methods more specific to examining scale.
Biophysical Remote Sensing and Its Extensions 
Many researchers use derived or reduced remote sensing measurements as 
surrogates for ecosystem functions, or different remotely sensed parameters as 
input variables into ecosystem models. A variety of ground-based biophysical
 ̂ FIFE is the acronym for First ISLSCP Field Experiment, a project of the 
International Satellite Land Surface Climatology Project
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variables may be estimated using remote sensing, and subsequent "hybrid" 
variables developed from initial measurements. Attempts to relate biophysical 
parameters such as Net Primaiy Productivity with indices such as the NDVI have 
proven successful (Lee et al. 1993), as have other more complex efforts at 
developing invertible canopy models using remotely sensed data (McGwire et al.
1993). Jensen (1983) reviews several fundamental biophyrical parameters whose 
measurements are amenable to remote sensing, including planimetric location, 
vegetation biomass, soil moisture content, and surface temperature. When 
property calibrated, these types of ratio scale measurements of biophysical 
variables are useful as input to models and emulations. Whereas these types of 
data variables are in some senses most appropriate as input to modeling and 
simulations of physical processes, the classification analyses performed which 
generate land use and land cover maps also function as valuable analytic tool. 
Land use and land cover maps may be more appropriate in examining other types 
of processes, such as urban growth or land transformation. Some decision making 
processes may be best served by a combination of these different information 
types, such as may be the case for a research team investigating the spread of 
deforestation in a region.
Jensen (1983) reviews the interval- or ratio-scaled biophysical variables that 
can be determined using remote sensing, emphasizing their usefulness as input to 
models and simulations. In addition to the fundamental variables such as those 
mentioned above, which can be directly determined, there are also hybrid variables
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that can be created by using more than one fundamental variable. Some of the 
methodologies for directly estimating land parameters from satellite data are 
computationally intensive, and research on certain parameters is scarce. Erlich et 
al. (1994) attribute the lack of AVHRR applications to direct estimation of land 
parameters to the cost of hardware and software for pre-processing AVHRR data, 
and the lack of ejqjertise on the part of researchers outside the remote sensing 
community. Other procedures, such as vegetation indices, have been widely used 
by researchers stintying specific landscapes over time.
Depending on what the phenomena of interest may be, i.e. vegetation, soil 
and rocks, water, atmosphere or urban phenomena, specific optimal regions of the 
electromagnetic spectrum may be monitored. One of the most widely used 
relationships of this type is that between certain vegetation characteristics, such 
as biomass and green leaf area, and sensor response in the visible and near- 
inlfrared ranges. Vegetation indices have been shown to be reliably related to 
vegetation vigor, biomass, phototynthetic activity and leaf area index, in areas 
where there is vegetation cover above about 20 percent of the ground surface 
(Huh 1991). Due to the structure of green vegetation, there is considerable 
absorption, resulting in low reflectance, in the visible red range, from about 0.4 to 
0.7 îm. Channel 1 on the AVHRR satellite and TM Band 3 both sense in this 
range. Relatively high reflectance from vegetation occurs in the near-infrared 
range, from approximately 0.7 to 1.3 fim , sensed by AVHRR Channel 2 and TM 
Band 4. Vegetation indices exploit this difference in reflectance characteristics.
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using various combinations of reflectance values from the visible red and near 
infrared bands. While many vegetation index band combinations and calculations 
exist (see Jackson and Huete 1991, and Jensen 1986 for a reviews of different 
vegetation index calculations and parameters), the NDVI, or Normalized 
Difference Vegetation Index, is one of the most widely utilized. Global and local 
monitoring of vegetation and drought conditions using NDVI is widespread for 
agricultural, ecological and land transformation studies (see examples in Tucker 
and Gatlin 1984, Prince and Tucker 1986, Johnston and Bonde 1989, Gutman 
1991, Teng 1990, Eidenshink 1992 and Goward et al. 1993).
The NDVI is calculated by dividing the difference between the near 
infrared and red channels by the sum of the two, as described by Equation 4.1 
above. The normalization that differentiates the NDVI from a straight ratio 
vegetation index (NIR/red) helps to compensate for conditions such as changing 
illumination, slope and aspect (lillesand and Kiefer 1994). The index can be 
calculated using sensor voltage outputs, radiance values, reflectance values or 
satellite DNs, each yielding a different value for the same surface conditions 
(Jackson and Huete 1991). This factor should be taken into account when looking 
at NDVI values from different sources. When using reflectance values, the NDVI 
equation produces values in the range between -1.0 and +1.0, where the higher 
positive values indicate increasing green vegetation, and non-vegetated surfaces 
usually give values less than zero. As previously noted, there are many variations
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on the basic ratio index, as well as a variety of ways in which the indices may be 
rescaled for different applications.
As was noted above and illustrated in Figure 21, the NOAA Global 
Vegetation Index is an NDVI product produced from spatially and temporally 
sampled AVHRR data, such that 1500 megabytes a week are reduced to 
approximately 8 megabytes. In addition to the problems discussed above related 
to the sampling methodologies employed to produce the GVI product, Goward 
et al. (1993) point to problems with calibration, data truncation and atmospheric 
effects. There are also data integrity issues related to the sensor degradation, and 
to the ways in which the data handling procedures have changed over the period 
ânce 1982 when the GVI product was first produced. Several steps have been 
outlined which have been undertaken to rehabilitate the GVI data set, using 
methodologies based on the extensive experience of researchers with the data 
(Goward et al. 1991, Goward et al. 1993). While it is often tempting to reduce the 
vast quantities of information obtained via remote sensing to a set of single 
numbers, which is accomplished by vegetation indices and other similar techniques, 
it is crucial that these numbers are not given representative power beyond the 
theories and implementational pitfalls that lie behind their calculation.
Qassification for Land Use and Land Cover 
The production of classified maps such as those that depict land use and/or 
land cover is one of the most common uses of remotely sensed data. As with all 
types of analysis, the goal is one of reducing the available data to a type of
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relevant information that is in a readily interpretable form for the investigations 
at hand (Wallace and Campell 1990). The utility of land use and land cover 
mapping has been demonstrated for a variety of applications, ran^ng from global 
change analyses to local scale planning activities. There are actually two aspects 
of classification being considered here, the classification strategy by which the 
landscape features are arranged (e.g., the Anderson scheme discussed below), and 
the image classification procedures which arrange the pixels into classes.
While often grouped together, the terms land use and land cover relate to 
two different types of features, which some researchers believe should not be 
mixed in classification schemes (Lillesand and Kiefer 1994). Land cover refers to 
the surface features that are present on a landscape, such as agricultural fields, 
roads, forests or water bodies. Land use categories are the human activities that 
are associated with a landscape, such as urban use, residential use or 
transportation use. Dobson points out that land cover is made of atoms, fall down 
on it and it will hurt you, whereas land use is cultural, when walking through it 
you may not even know it is there (Dobson 1993). The system developed by the 
USGS for classification with remotely sensed data, commonly known as the 
Anderson System (Anderson et al. 1976), combines both types of information in 
an attempt to increase the efficiency of classification mapping using remote 
sensing (Lillesand and Kiefer 1994). The Anderson system is constructed over a 
series of classification levels, from the generalized Level I to more specific Levels 
n . III and IV. For example. Level I class forest land is subcfivided at Level II into
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deciduous, evergreen and mixed forest land. Level I and II land use/land cover 
maps have been prepared for much of the United States at a scale of 1:250,000, 
using a minimum map unit of 16 hectares. The USGS has also been involved in 
the development of a continental land cover database, using 1 km resolution 
AVHRR time series data sets augmented with terrain, ecoregions and climate data 
(Loveland et al. 1991, Loveland and Ohlen 1993). A further extension has been 
the work on a global scale land cover classification, using a one degree by one 
degree data set and AVHRR-derived NDVI values (Defiries and Townshend
1994). It is of note that global land use and land cover change has been 
highli^ted as a priority for stucfy by the IGBP, as it is seen as an accessible 
indicator at the interface between socioeconomic, biological and physical causes 
and effects of global change (B.L. Turner et al. 1993).
The issue of scale becomes a factor in these land use and land cover 
mappings, where the heterogeneity of the polygons representing the different 
classes may present problems. As has been recognized with the mixed pixel 
problem, landscapes also exhibit different levels of internal variation. One 
approach to this issue has been proposed by Woodcock and Harvard (1992), who 
utilize image segmentation techniques to "grow" regions of similar pixels 
corresponding to the ground scene. The nested-hierarchical model used ejqjlicitly 
recognizes many scales in a landscape, which works toward the goal of the need 
to analyze images at the scale of the processes in the scene rather than the scale 
of the pixels in the image (Woodcock and Harward 1992). While not yet widely
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used, these types of variable resolution techniques will become especially useful 
as the spatial resolution of available remotely sensed imagery becomes finer.
The variable resolution technique discussed above is one of many 
refinements on what are seen as the basic image classification algorithms, many 
of which are bundled with image processing softwares. These basic methods are 
usually based on the spectral characteristics of individual pixels, using statistical 
methods such as the minimum distance to means or the maximum likelihood 
classifier to group pixels into classes with similar reflectance properties. These 
schemes are generally grouped into supervised and unsupervised methods, 
although hybrids are common. Since these basic methods assign classes based only 
on spectral properties, and the landscape patterns of interest are spatial in nature, 
there are also a group of spatial feature extraction algorithms that use the spatial 
relationships of pixels to create classifications (see Gong et al. 1992 for a review 
of several algorithms). When early classification methods developed for Landsat 
MSS imagery where first applied to TM and SPOT data, it was found that these 
higher resolution data tended to have increased within-class variances, which 
resulted in decreased classification accuracies with the conventional per-pixel 
spectral classification techniques (Gong et al. 1992; Irons et al. 1985). Spatial 
feature extraction has been one approach to dealing with this increased variance, 
which will be discussed further below. Some software packages now allow the use 
of spatial contiguity information in classification processes (Brown and Walsh
1993). Methods to incorporate contextual information from neighboring pixels
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have been shown to increase overall classification accuracies (Wallace and 
Campbell 1990). In addition to spectral pattern and spatial pattern recognition 
techniques, temporal pattern recognition may be used to help classify land features 
(Lillesand and Kiefer 1994). Temporal recognition is especially applicable to 
agricultural analyses, where specific crops can be identified by their patterns of 
seasonal variation.
While both biophysical and classification techniques attempt to provide 
ways to summarize the information contained in a multispectral data set, it is a 
naive assumption that all of the multidimensional information present can be 
represented by some one-dimensional index that will be of use for all research 
purposes (Wallace and Campbell 1990). Methods of analysis that produce indices 
and classifications appropriate to the tasks at hand must be developed, although 
there is nothing wrong with attempts to develop methodologies that will provide 
the most information in the most useful marmer to the broadest possible audience. 
At the global scale, reliable information on land cover will be of use to a wide 
range of users dealing with environmental issues, and the development of a global 
land cover data base involves many issues dealing with classification and scale in 
attempts to best represent landscape change.
Methods for Examining Scale and Resolution Effects 
While the above-mentioned methodologies may be utilized as appropriate 
with data sets across a range of scales, there are a set of methods which can be 
applied specifically to examine the behavior of data across scales. Some of the
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methodologies employed for investigating scale and resolution effects are 
applicable to remotely sensed data formats, while others are not Many of the 
methodologies have their bases in the fields of geography, ecology or landscape 
ecology, however their implementation is by no means discipline-limited. Some 
methods are also based in the fields and subfields of image processing, although 
these tend to be less relevant to issues of representation of landscapes. When 
analyzing remotely sensed data, certain techniques are more readily implemented 
with imagery which has been classified, while others may be used with raw data 
or DNs. As the discussion of resampling methods in Chapter 4 implies, without 
an operating multi-resolution sensor the approach to examining variation across 
scale in remotely sensed imagery will involve some form of data generalization, be 
it sampling, averaging or filtering.
In Table 4 several of the methodologies employed to examine scale effects 
that are applicable to remotely sensed data are listed, categorized as being either 
geographically-based or ecologically-based. The categorization refers mostly to the 
predominance of references on a certain technique being found in a more 
geographically or ecologically oriented literature. As the fields of GIS and remote 
sensing become more well integrated and evolved in spatial analytic and modeling 
functions, these disciplinaiy boundaries become less important as spatial and 
scaling issues are ^mthesized in increasingly cross-disciplinaiy approaches in the 
GIS/RS environment
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Discussions of scale and spatial data in Chapters 2,3 and 4 emphasized the 
utility of understanding how the scales at which we examine a spatial data set (i.e. 
a landscape) will affect and facilitate our knowledge of that landscape and its 
processes. Results obtained at one scale may be of limited validity at other scales, 
and the effects of scale changes can be complex and non-linear (Foocfy and Curran
1994). Environmental processes operate across a range of temporal and spatial 
scales, and, when scales of observation appropriate to their characteristic scales are 
chosen, the resultant landscape patterns may be discernable via remote sensing.
Table 4.—Methodologies for Examining Scale Effects in Remotely Sensed Data




Image differencing Patch area
Fourier analysis Patch perimeter








Within- and between-patch (or
pixel) variability
Statistical clustering methods
Characteristic scales as described by Quattrochi and Goel (1995) are associated 
with the linkages of space and time scales in earth science disciplines, and define 
the space and time intervals over which a process or processes can be detected or
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monitored The following section discusses how some of the methods listed in 
Table 4 may be utilized to examine remotely sensed data sets for scale effects.
Ecological Indices for Classified Data 
The field of landscape ecology has been active in efforts to more fully 
understand issues of scale change effects, spatial scale and spatial analysis, 
especially within the context of investigating landscape heterogeneity and the 
effects of landscape disturbances and other changes. Tools for a "science of scale" 
have been proposed, as have several fundamental scale-related questions and 
hypotheses about scale and process (Meentemeyer and Box 1987). Much of this 
work proceeds firom a paradigm which embraces hierarchy theory and a 
hierarchical approach for prediction across scales  ̂(see Allen and Starr 1982; Allen 
et al. 1984; Urban et al. 1987; Rosswall et al. 1988; O’Neill 1988; O’Neill et al. 
1989; O’Neill et al. 1991). Work examining specific quantitative methods for 
investigating scale effects may consider methods for data in gridded or point-based 
formats (i.e. raster or vector in the GIS realm; for summaries see Jeffers 1988; 
Turner, Constanza and SMar 1989; S.J. Turner et al. 1991 and Cullman and 
Thomas 1992).
Several software packages have been developed for analyzing certain 
landscape statistical measures of matrix-based data. These include the Spatial
 ̂ This concern with prediction across scales is analogously related to the 
concept of the ecological fallacy, which involves transferring of results obtained 
at one level of aggregation to the members that make up that aggregate, or the 
individualistic fellacy, which works in the opposite scaling direction.
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Analysis Program (SPAN, described in Turner 1990), developed in the 1980s by 
Monica Turner at the Oak Ridge National Laboratory, the LANDSTAT program 
by Kurt Riitters of the Tennessee Valley Authority (Riitters 1993), and the 
FRAGSTATS program, developed by Devin McGarigal and Barbara J. Marks at 
Oregon State University, available as a public domain software tool via the 
Internet All of these programs utilize some of the methodolo^es and measures 
listed in Table 4 to examine landscape patterns in data matrices, and their 
implementation allows the assessment of landscape changes over time where 
raster-based data are available (e.g.. Turner and Ruscher 1988; Henderson 1991). 
The measures are amenable to the raster format of remotely sensed data, and are 
more often implemented with classified data. Indices of diversity, dominance and 
contagion (O’Neill et al. 1988; Turner et al. 1989; Turner 1990) have been 
developed from information theory (Shannon and Weaver 1962), which applies 
linguistics concepts to facilitate analysis of maps for their information content 
(Henderson 1991).
For example, when examining land cover, a diversity index uses the number 
of land cover types and the proportion of the landscape in a particular cover to 
measure the degree of heterogeneity in a landscape. The diversity index H  is 
calculated;
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where is the proportion of the landscape in cover type k, and m is the number 
of land cover types observed. The more diverse the landscape, the larger the 
value of H. A dominance index D measures deviation from maximum possible 
landscape diveraty, incorporating the term which normalizes the index for 
differences which occur between different landscapes in numbers of land cover 
types. P* is the proportion of the landscape in cover type k, m is the number of 
land cover types, = log (m):
* E%) logW]
(4.4) D --------------
The dominance index ranges from values near zero, which indicate a landscape 
with several land cover types in approximately equal proportions, to values of D 
near one, indicating dominance of one or a few landscape cover types (Henderson 
1991). Contagion, C, looks for clustering of the same land cover types, by 
measuring adjacency, usually defined as the Rook’s case horizontal or vertical 
joins. Using an adjacency matrix Q, in which is the proportion of cells of type 
i that are adjacent to cells of type j, C is calculated:




[4 ™  +
M  >1
A L
with Q. the proportion of type i cells adjacent to type j cells, and E L  calculated 
as K L  = 2mlog(m), the absolute value of the summation of (Q^)log(Q^) when all 
possible adjacencies between land cover types occur with equal probabilities. If 
m = 1, then the C value would be zero, which also occurs when all possible 
adjacencies occur with equal probability. For values of m greater than or equal 
to 2, the larger C value indicates more clustering of land cover types (Turner et 
d . 1989). Dominance and contagion indices are sensitive to vaiying values of m, 
number of land cover types, and this should be taken into account when widely 
varying values of m are used in a study (O’Neill et al. 1988).
Patch measures examine the number, size and shape of the patches in each 
class, and may examine their porosity (i.e. the tendency to contain inclusions) or 
extent, as determined by the center of gravity of a patch (Riitters 1993). Other 
parameters of interest are distance between patches of the same type, and the 
juxtaposition of patches of different types (LaGro 1991), which affect the 
connectivity, biotic flows and energy fluxes of a landscape. As can be seen in 
Figure 26 (adapted from LaGro 1991) the total area of a landscape under 
consideration may be known to be 50 percent forested, but the patterning and 
subsequent implications to flows through the landscape may be vastly different
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Figure 26. Half-forested landscapes exhibiting different spatial arrangements of 
forest patches: a) plantation, b) native remnants, c) woodlots and hedgerows and 
d) riparian. (After LaGro 1991.)
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Simple shape measures such as the area to perimeter ratio, and even some j&actal 
patch measures (fractals will be discussed below) may be insensitive to certain 
subtle differences in patch morphology. In recognition of this problem, 
increasingly complex techniques for patch shape analysis have been developed that 
incorporate pixel contiguity information (LaGro 1991).
In addition to the work by LaGro dted above, a review of the literature 
indicates that many researchers are utilizing and attempting to improve upon these 
types of landscape indices. l i  and Reynolds (1993) have proposed changes to the 
contagion index of O’Neill et al. (1988) that displays increased sensitivity to 
changes in spatial pattern. Loehle and Wein (1994) have developed an 
information measure that incorporates the number of different habitat types, their 
spatial interpenetration (contagion and adjacency), and the extent to which habitat 
types may differ from one another. The index produces resultant relief maps that 
exhibit high relief between very different adjacent habitat tyrpes, incorporating the 
degree of similarity between types rather than assuming all types to be equally 
distinct. To address scaling issues, different box sizes are incorporated into the 
Loehle and Wein index, so that the index may be calculated across a range of 
scales of box widths at powers of 2 pixels (e.g. ranging from "boxes" of (2° x 2°) or 
(1 pixel X 1 pixel), to (2̂  x 2̂ ) or (2 pixel x 2 pixel) boxes, through the largest 
appropriate box size (Loehle and Wein 1994). Gustafeon and Parker (1992) 
investigate the utility of percolation theory approaches (which deals with the 
numbers and properties of clusters on a large array) to the investigation of the
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spatial properties of patches and their landscape proportions. An underlying issue 
to much of this research is that of the inherent heterogeneity and homogeneity of 
landscapes, and of the changes observed in landscape patterns as physical and 
biophysical earth ̂ te m  processes manifest themselves across spatial and temporal 
scales.
Geographical Methods for Remotely Sensed Data 
The categorization of the methods to be discussed below as geographical 
methods in no way ignores the essentially spatial nature of the methods discussed 
above, the categorization is based mainly on the tendency of one or another type 
of method to appear in the literature of a discipline. One difference between the 
two categories of methods in Table 4 is that several of the geographically-based 
methods have been used with remotely sensed data in its raw format, prior to 
classification by categories such as land use/land cover or habitat type as well. 
Researchers employing the methods outlined below are also interested in the 
fundamentals of a "science of scale", which has been a traditional realm of 
geographic inquiry (Harvey 1969; Stone 1972; Lam and Quattrochi 1992). 
Whatever the phenomena of interest, the focus of these endeavors looks at the 
spatial variability of a landscape, attempting to more fully understand that 
variability in the context of the specific research endeavor. The ultimate goal may 
vary, from integration of information across scales, to ascertaining the appropriate 
resolution of a new remote sensor system, to decisions on allocation of scarce 
resources in a particular region, to understanding the diffusion of a particular
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process across a landscape. Issues of homogeneity, heterogeneity, hierarchy and
disturbance affect spatial variability at all spatial and temporal scales. One
approach to looking for characteristic scales, or what is sometimes called the "scale
of action", is discussed by Quattrochi and Goel (1995):
It is often useful in remote sensing to search for the level of resolution 
which maximizes the spatial variability of a phenomenon or process at 
different spatial and temporal scales. Patterns that have a high degree of 
positive spatial autocorrelation at one scale of imagery may not have the 
same degree of spatial autocorrelation at another.
Remote sensing is one example of a technology that can assist in the
understanding of spatial scales. Technology has also had an impact on the scales
of human activity, as Moellering and Tobler (1972) point out in their discussion
of the scale variance technique,. Moellering and Tobler’s development of the
scale variance technique presented a method whereby geographical scale problems
could be examined in terms of the spatial units of the hierarchy available, which
is ordered by areal size, thus allowing an assessment of scale and resolution
effects. Variances are calculated at the different levels of the hierarchy, and the
percent sum of squares used to suggest the scale at which the most "action" is
occurring, where the percent sum of squares is highest. In addition to the
application of scale variance analysis to a regularly shaped grid, (the type of
application to remotely sensed data considered here), scale variance analysis was
also applied by Moellering and Tobler to irregularly grouped hierarchical data,
including an analysis of the 1960 Dutch census of population. Campbell (1979)
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demonstrated the method’s applicability to the evaluation of the place to place 
variation of soil properties.
The model for applying scale variance analysis to remotely sensed data 
accounts for the effects at all of the spatial levels in the hierarchy.
where . is the value at the level of the individual pixel, \l is the image grand 
mean, a, is the effect at resolutions half the image size, is the effect of 
resolutions one quarter the image size, and through the hierarchy as necessary to 
the effect of resolutions at the individual pixel size, contributed by (Townshend 
and Justice 1988).
To apply the method to remotely sensed data, a nested hierarchy is formed 
from the gridded pixel cells, and at each level in the hierarchy the sum of squares 
is evaluated. The hierarchical levels are created by nesting 4 adjacent cells in a 
2 by 2 arrangement to create the next higher level. Thus, a 16 by 16 matrix at 
original pixel resolution would be degraded to 8 by 8,4 by 4,2 by 2 and finally a 
1 pixel block, which would be 16 times the original spatial resolution at Level 0 
(See Figure 27). To graphically present the results of scale variance analysis, 
variance is plotted versus spatial resolution, either as the percent sum of squares






Figure 27. Nesting of hierarchical levels for scale variance analysis of a 16 x 16 
cell matrix: a) Level 0, b) Level 1, c) Level 2, d) Level 3, e) Level 4 (original 
resolution.)
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contributed by each spatial resolution (Townshend and Justice 1990) or as the 
computed scale variance value (Justice et al. 1991).
The significance of this type of spatial analysis is that it can help identify 
the scale levels at which variation is occurring, which may correspond with 
landscape features and/or processes. Justice et al. (1991) used scale variance 
analysis to examine NDVI data for continental Afiica, at an original pixel size of 
8 km, nested as described above. In that analysis, peaks were found at scales 
corresponding to the sizes of water bodies, such as Lake Victoria. The water 
absorbs strongly in the near infrared compared with the red, and the low NDVI 
values create considerable spatial variability in contrast with vegetated surfaces. 
To illustrate how this type of analysis reflects spatial variability, a variation of the 
data set used by Moellering and Tobler (1972) and modified by Campbell (1979) 
will be used. The patterns of variation in this artificial data set, shown in Figure 
28, have been evaluated by the scale variance method, and the results presented 
in Table 5. Most of the "action" occurs on Levels 4 and 2 (see Figure 27 for 
reference), which each account for 50 percent of the total variation.
Scale variance analysis provides obvious advantages over the simple 
assessment of a global mean and sum of squares for an image, since two arrays 
could have the same total variance but vastly different arrangements of variation 
pattern^ For any scale dependent spatial variation and pattern to be detected, it
'  The values in Figure 4.11 were developed for comparison with Figure 3 in 
Moellering and Tobler (1972) and Figure 2 in Campbell (1979). Each of these 
arrays exhibits the same total variation but has a different spatial arrangement of
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Figure 28. Artifldal data set in 16 x 16 cell tnatrix A variation of Moelieting and 
Tobler’s 1972 data set used to demonstrate scale variance analysis.
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is necessary that it fall along one or more of the hierarchical levels being 
evaluated. One of the constraints for efiBcient hierarchical processing of scale 
variance analysis is the nesting of the data values, which occurs at resolutions that 
increase by a factor of 2” with each level. Real world data sets at different 
resolutions are not always conveniently structured in such a hierarchical manner. 
This technique has however proven useful as one approach to evaluating scale 
effects. Scale variance analysis can be classified as a type of spatial frequency 
analysis, along with Fourier analysis (discussed below).









4 576.0 50.0 192 3.0 3.0
3 Y# 0 0 48 0 0
2 A 576.0 50.0 12 48.0 3.0
1 0 0 3 0 0
0 TOTAL 1152.0 100.0
Techniques that employ hierarchical nesting similar to scale variance have 
been developed from the spatial entropy function (see Batty 1976). With remotely 
sensed images, entropy may be considered a measure of information content 
(Moik 1980). Townshend and Justice (1988) employ an entropy measure analysis
variation, which can be detected using scale variance analysis.
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to evaluate change in several Landsat scenes over a range of resolutions from 250 
m to 4000 m. Entropy is defined as:
n
/X7\ ^ k=\
where p(k) indicates the probability of the digital value k, and n is the number of 
pixels. To calculate entropy from a digital image, the equation below is employed, 
as developed by Moik (1980):
(4.8) P U  M N °^M N
where b is the number of quantitization bits, F(k) is the frequency of occurrence 
of digital value k, M is the number of lines, and N the number of pixels per line. 
Entropy is plotted versus spatial resolution, with higher entropy values indicating 
an even spread of DNs over the available number of bins, and low entropy values 
correlated with more highly concentrated spatial distribution of DN values. For 
an 8-bit image, the maximum value of is eight Landsat scenes analyzed by 
Townshend and Justice (1988) generally showed values between 1.1 and 1.6,
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indicating a concentration of DN values. Examination of the way in which 
varies with increasing resolution can be interpreted as a change in information 
content of the image with scale. For example, while the entropy measure for most 
of the images evaluated by Townshend and Justice (1988) remained relatively 
constant across the resolutions from 250 m to 4000 m, implying no reduction of 
information content, 2 of the images had increased values of at coarser 
resolutions, suggesting some possible benefit to using coarser resolutions to 
represent these scenes.
Other techniques employed to evaluate difierences between scale levels of 
remotely sensed data include standard deviation and image differencing. Standard 
deviation of an overall image can be calculated and plotted against scale, which 
may provide insights when images of the same area at different dates are 
evaluated, or in comparison of the values of different terrain types. It should be 
noted that depending on the technique used to resample the data between scales, 
as discussed extensively above, such parameters as standard deviation and others 
to be measured may vaiy considerably with rescaling technique. Absolute image 
differencing is another technique for evaluating change in information content 
across scale. Across each scale level, difference images are created by replicating 
pixels in the coarser resolution image to produce an image of the same size as the 
next finer resolution. These images are then subtracted from one another, and the 
absolute value is taken, which reduces noise at the boundaries between high and 
low values (Townshend and Justice 1988). The mean values of the absolute
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
171
difference images are plotted versus scale, where higher values indicate more 
change occurring between successive resolution pairs. When an image shows little 
change in this statistic across resolutions, it may indicate that the representation 
of the landscape is being preserved across scales. In instances where large values 
are detected at certain scale interfaces, it may be worthwhile to examine the types 
of changes that may be occurring in the landscape representation at these scales.
Fourier analysis is a type of spatial frequency analysis which is used in 
various image processing applications, often to emphasize specific features or 
decrease tystematic noise (Hiland et cd. 1993), but also to identify the periodicity 
of features within the image (Cracknell and Hayes 1991). The spatial frequency 
of an image refers to the way in which the tonal variations of the gray levels vary. 
High spatial frequency areas of an image are tonally "rough", i.e. there are sharp 
changes in gray levels across a few number of pixels, conversely, low spatial 
frequency areas are more "smooth", with gradual changes in gray levels (Lillesand 
and Kiefer 1994). Fourier analysis is based on the modeling of spatial variation 
by a series of sine and cosine waves of differing frequencies and amplitudes 
derived from an image. Different spatial frequencies contribute to the overall 
power of the image, which can be plotted versus spatial resolution. Lower percent 
power contribution at a certain scale indicate lower spatial frequency content. The 
interpretation for representation would be that the scales at which the higher 
power percentages are contributed would be the best representational scales for 
that landscape. Townshend and Justice (1990) used Fourier power analysis
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(derived from Moik 1980) to evaluate multitemporal imageiy for spatial variation 
of vegetation across scales.
Texture analysis in image processing takes another approach to exam ining  
image roughness or smoothness, which reflects patterns of variation in an image. 
Texture is often used as an adjunct in image classification, since it improves the 
statistical separation of surfaces that tend to reflect similarly (Nellis and Briggs 
1989). Texture is also recognized as a way in which the local variance within an 
image can be used to describe the spatial structure of a scene (Woodcock and 
Strahler 1987). This variance can then be examined across scale in remotely 
sensed imageiy (see Woodcock and Strahler 1987; Davis et al. 1989; Jupp et al. 
1988, 1989; Musick and Grover 1991; Gaydos 1991). Several types of texture 
indices are employed in an attempt to find the "scale of action" of the data. A 
moving window, often dimensioned 3 by 3, is passed across the entire image, and 
a statistical index such as variance, standard deviation or m inim um -maximum  
difference is calculated (other types of textural measures are reviewed in Haralick 
1979 and Musick and Grover 1991). It is recognized that there are several factors 
associated with texture extraction methods that can have an effect on the results, 
including the statistical method used as a measure, the size of the moving window, 
the distance and the angle between pixels used in the co-occurrence computation^
* A co-occurrence matrix is calculated in one of the more frequently applied 
texture algorithms, the Spatial Grey Level Dependence Matrix (SGLDM). The 
matrix contains the frequencies widi which two brightness values occur adjacent 
to each other in an image (Haralick 1979, Michalak 1993).
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and the spatial resolution of the data (Marceau et al. 1989, Wang and He 1990). 
The complexity of the landscape patterns represented by the image will also be a 
factor in the ability of scale effects techniques to provide information about spatial 
stmcture. Texture is a manifestation of the spatial interdependence or 
autocorrelation of pixels in an image matrix. In a stucfy at one scale, the size of 
the window chosen may be based on the homo- or heterogeneity of the landscape, 
i.e. a larger window may be more appropriate in a more homogeneous landscape 
(Nellis and Briggs 1989). However when examinations are made across scale this 
choice of window dimension may not be as obvious. Nellis and Briggs (1989) were 
able to more specifically address the spatial scale issue in their use of textural 
analysis of the Konza Prairie. They found that pixel resolution plays a critical role 
in the quality of the variability in measures of landscape contrasts. For example 
in areas of dense patchiness, the lower resolution Landsat MSS data they used was 
found to be much less suitable than the higher resolution Landsat TM and aerial 
photography for mapping landscape units. Frequently burned areas were less 
sensitive to pixel resolution, and lower resolution imagery could possibly be 
employed for these types of areas.
The term local variance is often used to refer to texture analysis techniques 
used to examine scale effects, although it should be noted that several different 
statistical measures have been used in association with this term, including 
variance, standard deviation, minimum-maximum difference, and distance- 
weighted average squared difference between a center pixel and its neighbors.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
174
Local variance is plotted as a function of spatial resolution, and the peaks in local 
variance are interpreted as indicating the dominant scales of the pattems/and or 
the objects in the image scene (Davis et al. 1989; Gaydos 1991). The reasoning 
can be related to Strahler et al.’s (1986) H-resolution and L-resolution models of 
a scene discussed in Chapter 2. In the H-resolution model, elements in the scene 
are larger than the pixels, and many pixels make up an object, which would result 
in a low local variance. In the L-resolution model, elements are not directly 
resolvable since scene objects are smaller than pixels, and local variance would 
also tend to be low. It is at the resolution where objects are closest to the size of 
a pixel, termed the transition-résolution or T-resolution case by Jupp et al. (1989), 
where the local variance is expected to be the highest
Another method of examining variation over aggregation levels is termed 
multi-scale variance by De Cola (1994). He terms his hierarchical levels a power-2 
image pyramid, constructed in the same manner as the data sets described above 
(see Figure 27). At each level A., variance is calculated, and plotted verses 
resolution level. De Cola observes that the ratio of the (d values from adjacent 
levels reflects the way in which the spatial structure of the data varies over scale 
levels. Variance generally declines with aggregation, the degree of decline 
reflecting the degree of spatial autocorrelation present in the data. A rapidly 
declining line indicates little or no autocorrelation, whereas a nearly horizontal 
line indicates high spatial autocorrelation. De Cola uses the formula;
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(4.9)
log = a + M
to characterize multiscale behavior of variance, where a is the predicted variance 
at level À and b is used as a measure of spatial autocorrelation (De Cola 1994). 
A value for h near 0 would indicate high autocorrelation, b of -2 indicating no 
autocorrelation. De Cola examined four image pyramids (three simulated data 
sets and one actual image), and obtained values for b ranging from b »  -2 for a 
Gaussian process (noise), to b »  0 for a negative exponential process which 
created an image of a smooth circular "hill" with values declining from the center 
of the image. Between these extremes were the random walk image^, b = -0.47, 
and an actual AVHRR NDVI image of central California, where b = -0.29, 
indicating fairly h i^  spatial autocorrelation (De Cola 1994).
Methods described thus far examine scale effects by performing analyses 
on nested data sets or moving windows, and comparing results across scales, or in 
a few instances (standard deviation, multi-scale variance) by taking one value for 
the entire image at each scale level. When using nested data and moving 
windows, the spatial variability is examined in defined regions tystematically across
 ̂ For further discussion of using Gaussian and random walk processes to 
simulate image data see Chapter 14, "Multifiactals in image processing and 
process imaging", in Lam and De Cola 1993. While the Gaussian process 
generates a data set where the value of each cell is unrelated to any other, the 
random walk process produces a more complex data set, similar to remotely 
sensed data.
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the image, then a single value for variability is calculated and compared to the 
other scale levels. The spatial arrangement of the spatial autocorrelation in the 
image will affect the results of these types of analyses, in fact it is that localized 
autocorrelation that can be readily detected by an analysis such as scale variance. 
Variogram analyris examines the autocorrelation over an entire image, and as such 
may provide additional information as to the patterns of spatial separation and 
variability across scales.
The concept of spatial autocorrelation has been put succinctly by Tobler as 
the First Law of Geography--"everything is related to everything else, but near 
things are more related than distant things". Remotely sensed data, as they 
represent physical and cultural landscapes, tend to exhibit positive spatial 
autocorrelation, which violates the assumption of independent samples used in 
statistical tests. This latter issue has long been recognized and examined by 
geographers involved in statistical spatial analyses (Cliff and Ord 1989; Goodchild 
1986; Griffith 1987; Anselin 1989), and was discussed extensively in Chapter 3. 
The issue of autocorrelation in remotely sensed data has also been recognized, 
both in the context of errors that may occur in subsequent analyses of remotely 
sensed data, (e.g. Brown and Walsh 1993, Conglaton 1988, Craig 1979)®, and in
® Craig (1979) found that with Landsat MSS data samples must be taken at 
least eveiy tenth pixel to yield independent estimates; Congalton (1988) found 
that error in land-cover maps was still positively autocorrelated up to 30 pixels 
(pixel size of 63.6 m square) apart Brown and Walsh found that a sampling 
distance of twenty Landsat TM pixels greatly reduced the autocorrelation found 
between adjacent pixels.
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the attempt to use the inherent autocorrelation to help elucidate the components 
which contribute to the variations in spatial pattern which occur in a landscape. 
When the spatial autocorrelation in a remotely sensed data set is recognized and 
incorporated into analyses, the information content of the results may be 
enhanced (Brown and Walsh 1993). Spatial autocorrelation measures used with 
remotely sensed data include the Moran’s I and the join-count statistics. While 
these statistics are useful in describing the spatial autocorrelation at a particular 
scale level, the more widely used spatial autocorrelation approach to examining 
variance across scale in remotely sensed imagery has been the use of variogram 
analysis. Variogram analysis deals more explicitly with the scale effects that 
influence measures of spatial autocorrelation, namely those due to extent and 
resolution.
The variogram has been used to measure spatial variation in images, 
representing spatial dependence, i.e. the likelihood that observations closer 
together are more similar than those further apart (Atkinson 1993). When using 
variogram analysis with remotely sensed imageiy, it must be kept in mind that the 
measurements used (i.e. the DN values) are not point measurements but have 
been integrated over an area. The resulting variogram is referred to as regularized, 
resulting from the regularization process of spatial averaging that occurs when a 
sensor makes a measurement that is integrated over a finite area of the scene 
(Jupp et cd. 1988). Thus the regularizing area is determined by the EFOV of the 
sensor, and a small measure of spatial dependence is introduced by the point
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spread function of the sensor as the environmental signal from the ground is 
smoothed (Atkinson et al. 1990)’. Pixel resolution can thus be used as the unit of 
regularization from which the semivariogram can be calculated (Woodcock et al. 
1988a, 1988b). Pixel resolution also can be viewed in terms of the size of support 
of remotely sensed imageiy, i.e. the size, geometry and orientation of the space 
over which a measurement is made (Atkinson 1993).
In variogram analysis, the semivariogram is the graphical representation of 
the spatial variability in a data set, describing the scale and pattern of spatial 
variability. To derive a semivariance estimation for an image surface, the 
estimation of Bian and Walsh (1993) can be used, a variation of Equation 3.1 
designed for use with remotely sensed imagery:
N-b N-b
(4.10) p iY(4 = iT&rZ I  [(4, - * (4. - 4/-.)-
where y(h) is the semivariance, h is the lag or sample interval, Z is the landscape 
value, i and j are the location of Z values in x and y directions, respectively, and 
N is the total number of Z value pairs along the x or y direction with the lag of 
h. Semivariance is plotted versus distance, sometimes using log or double log
’ This smoothing effect would be responsible for spatial dependence for only 
short lags, and in larger data sets would be a rather small component of the 
overall spatial dependence.
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axes. Equation 4.10 allows for calculations at the four cardinal direction; other 
methods use a transect approach to calculate semivariance, often taking transects 
in several directions to compensate for the non-isotropic nature of many spatial 
autocorrelation functions. To avoid extensive computations in large data sets, 
some researchers calculate variograms hrom a random sampling of pixel values 
(Davis et al. 1989; Gaydos 1991). Curran (1988) recommends that since as the lag 
length increases and there are fewer lags, which decreases confidence in y(h), lags 
no longer than one-fifth to one-third of the transect length should be used for 
variogram calculations.
The basic forms of the variogram exhibit certain features that may be used 
to help elucidate information about an analyzed image or set of images. Figure 
9 graphs the form of a typical classic variogram, showing the sül, range and nugget.
In theory, the value of the semivariance at zero lag will be zero, however 
in practice there is often a n i^ e t  variance (the term ’nugget’ derived from 
mining, an early application of variogram analysis). The nugget can be a result of 
measurement error, discrete random variation, spatially independent variation and 
spatially dependent variation which occurs over distances much less than the 
sampling interval (Curran 1988; Oliver and Webster 1986). In variograms of 
remotely sensed images, the sampling interval is the same as the support size, 
which is reflected by the pixel resolution. The IFOV of the sensor integrates all 
of the radiation occurring in the area of support. Variograms derived from 
remotely sensed data thus may differ from variograms resulting from ordinary
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sampling methodologies (de Jong and Burrough 1995). The sill is the value at 
which the variogram levels off, often at a limiting lag known as the range. The 
range is the distance beyond which there is no longer spatial dependence in the 
samples, and as such is often related to the size of objects in the scene that gve 
rise to the correlation structure (Jupp et al. 1989; Woodcock et al. 1988b).
Several other useful observations have been made by Woodcock et al. 
(1988a, 1988b) with respect to the form of the variogram and the ground scene 
elements. The rill is related to the proportion of the area covered by objects, 
which is a function of their number or density. The shape of the variogram and 
the range of influence are related to the area and size of objects in the scene. It 
should be noted that for parts of their work Woodcock et al. used simulated 
images which took the forms of dark disks of various size and shape configurations 
against a background, based on a model of a coniferous forest scene. They also 
used real distal images that supported their findings. One other finding that is 
of special relevance here is the effect of increasing the size of regularization, i.e. 
coarsening the spatial resolution of an image. They found the following effects: 
1) reduction of sill height, 2) increase in the range of influence, and 3) variogram 
height at the distance equal to one unit of regularization increased relative to the 
rill (Woodcock et al. 1988b). These issues correspond to the mention above of 
support, the measurements made specific to each semivariogram. The 
semivariogram for any re^on will vary depending on the support-the larger the 
support (i.e. lower resolution) the more variation encompassed within each
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measurement, leaving less between observations to be ejqjressed in the 
semivariogram (Oliver and Webster 1986). Coarsening spatial resolution thus 
reduces overall data variance and blurs the fine scale resolution (de Jong and 
Burroi^h 1995).
The form of the semivariogram in practice with real digital imageiy may 
not take the ideal shape of the classic pattern depicted in Figure 9, however the 
shape of the variogram can reveal information about the structures and 
periodicities in the landscape scene. Bian and Walsh (1993) observed two distinct 
break points in the slopes of variogram lines plotted from Landsat TM and DEM 
data sets of Glacier National Park, Montana. The break points occurred at 
approximately 75-pixel and 150-pixel intervals, corresponding to the average 
distance of the ridge and valley landforms that varied at approximately 75 pixels. 
Lacaze et al. (1994) were able to associate the 150 m range of their 
semivariograms of French vineyards to the 150 m mean size of agricultural fields 
in the stucfy area. Cohen et al. (1990) found that the ranges in their 
semivariograms derived fi-om 1 m spatial resolution data reflected tree crown 
diameters in the scene, however using lower resolution data to derive 
semivariograms they lost this aspect of information, due to the way in which the 
spatial variation became encompassed within the measurements, as discussed 
above. Brivio et al. (1993) devised a descriptor based on the ratio of the sill to 
range, to enhance differentiation between classes in attempts to devise an 
automatic waste disposal site classification method for TM data. These and other
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researches demonstrate the utility of using variogram analysis to investigate scale 
dependencies in remotely sensed data.
One of the methods for measuring fractal dimension D uses the slope of 
the double logarithmic plot of the semivariogram. This methodology has proved 
useful in the application of fractal analyas to remotely sensed images. Beyond 
those uses, the utility of fractals and fractal methods have been shown in a variety 
of fields and applications, including landscape studies, morphometric analyses, 
time series data, urban studies, disease patterns and terrain models (see Lam and 
De Cola 1993). Mandelbrot, who first used the term fractals, lists several 
application areas in his 1983 work The Fractal Geometry o f Nature, including 
astronomy, geology, meteorology, hydrology, biology and cartography. As 
widespread as the use of fractals has become, David Mark points out in the 
forward to the Lam and De Cola work, "...perhaps most importantly, fractals have 
drawn unprecedented attention to the intimate interconnection between scale, 
resolution and form when continuous phenomena are represented in the discrete 
mathematics of digital computers."
Fractal self-similarity and the calculation of fractal dimension are both used 
in examining multiresolution data. Fractal self-similarity is a well recognized 
fractal concept, where each portion of an object is a scale imitation of the larger 
object, into infinity. The utility of this concept in examining natural phenomena 
is that the self-similarity of a natural object, say a coastline, may be examined for 
the way in which its fractal dimension changes over scale. If all natural objects
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were perfectly self-similar, they would be indistinguishable with scale enlargement, 
and the fractal dimension would remain the same. In practice, there are often 
breaks in scale where fractal dimension can be shown to change, these changes can 
help define "scales of action" in natural landscape patterns and processes.
Fractal dimension D is the index used to examine patterns across scale. 
Fractal dimension examines the complexity of real world objects at dimensions 
between classical Euclidean integer dimensions of 1 for a curve, 2 for a plane, and 
3 for a cube. Several different methodologies are available to compute D for 
different object types. To easily conceptualize the computation of D, it is 
appropriate to return to Mandelbrot’s early query: "How long is the coast of 
Britain?" (Mandelbrot 1967). A complex curve such as a coastline will have a 
fractal dimension between the Euclidean dimension 1 and the planar value of 2; 
as the curve becomes more complex and plane-filling the D value increases from 
1 to 2. The walking divider method can illustrate how this occurs. A walking 
divider is used to measure a coastline using two divider intervals, Sj and S2, the 
second interval being half of the first one. For a straight line (Euclidean 
dimension 1), the second set of measurements would simply take double the 
number of steps, however for a more complex curve, it would take more than 
double the number of steps. As the line complejdty increases, the number of 
necessary steps also increases (Lam and Qiu 1992). If and/ij are the respective 
numbers of steps from intervals one and two, the fractal dimension can be 
calculated as:
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(4.11) log(4/%)
The ratio of the step sizes would be 2 to 1, however the ratio of the numbers of 
steps would be greater than 2 for a curve more complex than a straight line, 
resulting in a D value greater than 1, which reflects the complex nature of the 
curve.
This walking divider algorithm is presented here for its ability to provide 
an intuitive grasp of the fractal concept Additional algorithms have been 
developed for computing D for curves and surfaces, see for example Shelberg et 
al. 1983; Burrough 1981, 1986; Clarke and Schweizer 1991; Klinkenberg and 
Goodchild 1992; Jaggi et al. 1993; de Jong and Burrough 1995. The isarithm 
method, chosen to calculate D for this project, will be discussed in more detail in 
Chapter 6.
For fractal analyses of remotely sensed surfaces, the methods most 
commonly in use include the isarithm method, the variogram method, the 
triangular prism method (all reviewed in Jaggi et al. 1993), and the robust fractal 
estimator (Clarke and Schweizer 1991). de Jong and Burrough (1995) present a 
modification of the triangular prism method for remotely sensed imageiy, 
especially designed to detect the spatial variability of land cover categories. In a 
marmer similar to the use of the log-log variogram plot to calculate D (see
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Burrough 1983), the log-log plot of the Fourier power spectrum can be used to 
assess D (Lam and De Cola 1993). For the purposes of fractal analysis, the pixel 
values of a single band of remotely sensed imageiy can be considered as a sort of 
topographical surface, using the pixel value as the "elevation" and the D value to 
describe the "terrain roughness" determined by the variation of the observed 
radiance values (Lam 1990; de Jong and Burrough 1995).
Once implemented with remotefy sensed imageiy across a range of scales, 
fractal analyses can help elucidate the behavior of the landscape surfaces under 
investigation. Changes in fractal dimensions often occur at points of geographic 
interest that can result from particular geographic process operating within certain 
scale ranges (Bian and Walsh 1993). Lam (1990) found that fractal dimensions 
of Landsat TM surfaces ediibited fractal dimensions higher than most real world 
terrain surfaces, with an urban land use area showing D values higher than rural 
and coastal areas. Cao (1992) found a consistent change in fractal dimension with 
image resolution, suggesting the utility of fractals as indicators of scale effects. On 
a specific landscape, the ways in which fractal dimenaon changes with scale 
resolution may be observed, and the significance of those changes considered. It 
is possible that observing landscape changes over time via changes in fractal 
dimension may prove of utility in analyzing phenomena of global change. As part 
of the toolkit of methodologies for examining scale effects in remotely sensed data 
outlined in this section, fractal analysis has demonstrated utility in the effort to 
more fully understand scale and resolution effects in remotely sensed data, and
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their implications for spatial analysis. When significant scales can be identified, 
they may be used to identify the most appropriate scale units to function as the 
geographical unit of analyses of spatially varying geographical phenomena.
Scale and Analysis—Examples From the Literature 
As discussed in Chapter 3, the analysis of geospatial data must consider its 
special characteristics, and particularly the implications of the spatial effects of 
spatial dependency and spatial heterogeneity on the analysis of these data types. 
These spatial efiects are especially important when analyzing remotely sensed data, 
as the spatial units, i.e. the pixel resolutions, are determined initially by the 
characteristics of the sensor. Anselin and Getis (1992) note that "because of the 
size and configuration of spatial units we find relationships within or among 
variables that are due as much to the nature of the spatial units as to the nature 
of the variables being studied." While this statement was not made with specific 
reference to remotely sensed data, it is highly relevant when considering the 
different sensor acquisition methods (see Figures 10 and 11), sensor optical 
characteristics, correction and resampling algorithms, and other processing 
performed on remotely sensed data sets. Spatial dependence is recognized as the 
spatial autocorrelation that occurs in remotely sensed data, which when properly 
recognized may be utilized to enhance the research aims (Labovitz and Masuoka 
1984; Jupp et al. 1988, 1989; Brivio et cd. 1993; Brown and Walsh 1993). In 
remotely sensed data, higher resolution data have a greater probability of being 
spatially dependent with nearby units, which may interfere with certain
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classification procedures. Spatial heterogeneity follows firom the uniqueness of 
each location, where often in remote sensing analysis the goal is to classify or 
group the pixels into categories of similar characteristics. The effects of changing 
scales of analysis on the ability to detect uniqueness and differentiate location 
types are complex, related to the way in which data are resampled as well as the 
landscape patterns present in the initial data. The spatial resolution of the sensor 
will always have a determining influence on the analysis pathways that are 
appropriate for the data; in remotely sensed data the resolution reflects both 
heterogeneity within and between pixels. Using the methods for stucfying scale 
and resolution effects discussed in the preceding section can help determine 
appropriate procedures for extending the use of remotely sensed data over scale.
The multidimensional nature of remotely sensed data is compounded for 
purposes of analysis by spatial and temporal resampling. As desirable as it may 
seem to be able to obtain index measures which reduce data complexity to easily 
comparable numbers, the representation of all of the information in such a 
multidimensional data space by a simple one dimensional index is unlikely 
(Wallace and Campbell 1990). However, for research such as global change 
studies, the NDVI is often used for such a purpose. This is not to say that the 
NDVI is of no utility, it has been shown to be a valid indicator of vegetation vigor 
and other parameters, however its use should take into account its limitations and 
appropriate applications. In one view, image analysis will optimally occur at the 
scale of the processes in the scene rather that at the scale of the pixels in the
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image. Elements of image analysis would correspond to the objects in the ground 
scene at the scale of the processes acting in the scene (Woodcock and Harward 
1992). In practice, it has been shown that there is still information available as 
imageiy is degraded to coarser spatial resolutions (Townshend and Justice 1988, 
and discussion below), and since there may be scale dependent processes occurring 
across a range of scales, multiscale analyses that employ methods to assess scale 
and resolution effects can provide additional insights to analyses at one "optimal 
scale".
In the above discussion, several categories of analysis were considered, 
which are convenient for continued consideration of specific examples of analysis 
across scale. Biophysical remote sensing, classification for land use and land 
cover, and geographical and ecological indices utilized to assess scale effects are 
considered below using examples from the literature.
The NDVI was mentioned above as an example of attempts to summarize 
the information in a multidimensional remotely sensed data set. When examining 
data across scales, as is often done with NDVI, two considerations are raised. 
First, the fundamental question of what a given NDVI value for a given pixel says 
about the vegetation in that pixel can be considered. Second, how does the 
information being conveyed about vegetation in a pixel change as the spatial 
resolution of the pixel is lowered? For the case of NDVI investigated across scale, 
the ratioing of red and infrared band information may occur either prior to
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resampling or subsequent to resampling (Aman et d . 1992®), and resampling may 
occur by several different algorithms, as discussed above and by Justice et d . 
(1989). Malingreau and Behvard (1992) examined scale considerations in 
vegetation monitoring using AVHRR data of different vegetation types. Their 
research was explicitly concerned with three aspects of scale, which they termed 
intrinsic, measurement and geographical. Intrinsic scale or grain was interpreted 
as a property of the process of interest, measurement scale as pixel size and 
geographical scale the map scale ratio of image to real world ground scale. 
Rather than viewing heterogeneity and inconastendes across scale as frustrating 
complications, Malingreau and Belward surest they be recognized as intrinsic 
characteristics of landscapes and ecosystems, which can provide valuable 
information if properly assessed. Not only is there a level of information available 
that may be associated with each particular scale investigated, there is additional 
information to be ^eaned from the tranations from one scale to another. Several 
of the methods for determining scale and resolution effects discussed above are 
designed to examine those transitions. Malingreau and Belward used resampled 
AVHRR data at the highest available resolution to compare with NDVI data at 
lower resolutions available through the AVHRR LAC, GAG and GVI data sets.
* Aman et d . (1992) found that no significant errors were introduced when 
NDVI values derived from SPOT and TM data were calculated from average 
reflectance and integrated to coarser scales, as compared to analogously 
integrated data sets produced from NDVI values. They suggest further 
validation on land cover types other than the tropical savanna and temperate 
crop types utilized in their stucfy.
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They found that they were able to detect transitions across major ecological zones 
over a range of resolutions, however with respect to the AVHRR vegetation index 
data products they noted that: "undersampling employed in the generation of the 
coarser resolution products is found to exert some limitations on the spatial 
representivity of these data; this varies with both geographical area and time" 
(Malingreau and Belward 1992). Their stutfy was partly motivated by the 
recognized need to determine how processes operating at "scales of meters" can 
be integrated upward in spatial units, leading to better understanding of ground 
resolution and temporal resolutions required for monitoring of vegetation 
processes. The temporal resolution issue as it relates to the spatial resolution 
issue is of obvious importance when assessing crop changes or fire events, the 
homogeneity or heterogeneity of the ground process may necessitate different 
levels of resolution during periods of more active change. Both fine and coarse 
resolution data were able to detect the length of growing season, an instance 
where the coarser resolution data can be utilized with no loss of information.
The issue of whether a finer resolution data is necessarily better is not a 
clear cut one, and depends on the spatial effects (i.e. dependence and 
heterogeneity) intrinsic to the landscape under consideration. Holz (1989) found 
little difference in means between individual AVHRR NDVI pixels (located in 
Mger, Afiica) and the nested pixel arrays surrounding them, at array resolutions 
up to 9 by 9 pixels, suggesting little surface variation in the area represented by 
the 9 by 9 array. Examining NDVI at a continental scale. Justice et al. (1991)
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found that contraiy to ei^ectations, the spatial variability of vegetation activity on 
continental Africa was found to be most variable at the coarsest resolutions within 
the range examined, from 8 km to 256 fan. Other landscape surfaces may 
manifest different spatial effects at different resolutions. Figure 23 demonstrates 
the way in which the GAC resampling method may undersample in the detection 
of bush fires; other researchers have noted that vegetation may be overestimated 
under other compositing and resampling conditions (Justice et al. 1985).
Since one of the aims of multiscale analysis has been to help in the creation 
of useful data sets for global change analysis, spatial resolutions bracketing the 
approximately 1 km AVHRR resolution are often examined as potential 
resolutions for future global monitoring efforts. Justice et al. (1989) reported 
âgnifîcant improvements in detection of land cover change (using NDVI as an 
indicator on several cover types) when going from both 1 km to 500 m, and 500 
m to 250 m resolutions. Of course with the increase in resolution comes a 
concomitant increase in necessary data storage space, which is an important issue 
in light of the high temporal resolution of many global monitoring tystems. 
Townshend and Justice (1988) investigated candidate resolutions for global 
monitoring systems within a range of 250 m to 4 fan, and concluded that a 250 m 
resolution sensor would probably generate an impractically high quantity of data 
on a global basis. They suggested a sensor resolution of 500 m as a compromise 
between change detection detail and data volumes.
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Investigation into the effects of scanner spatial resolution on classification 
accuracy have been ongoing since the early Landsat missions in the 1970s. 
Researchers have also used airborne multispectral scanner data to investigate 
these effects (e.g. Sadowld and Samo 1976; Sadowski et al. 1977; Markham and 
Townshend 1981). A somewhat counterintuitive but common finding in certain 
classification applications is that classification accuracies increase as pixel 
resolutions are coarsened, rather than becoming more accurate with finer 
resolutions. In part this is due to the reduction of between-pixel variation which 
occurs concomitant with reduced resolution, increasing the heterogeneity within 
categories. At coarser resolutions the heterogeneity is averaged, resulting in 
reduced spectral space for a gven cover class and less tendency for overlap with 
other classes (Markham and Townshend 1981). To some degree this is offset at 
higher resolutions in terms of accuracy by the decrease in the proportion of mixed 
pixels, which tend to decrease classification accuracies. In some instances, 
accuracies are seen to increase up to a point with coarsening resolution, then 
decrease due to a large percentage of unclassified elements at very coarse 
resolutions (Sadowski and Samo 1976). The issue in practice is more complex 
than the consideration of spatial resolution, since spectral and radiometric 
resolution work synergistically with spatial resolution to affect classification 
accuracies. Adding spectral bands increases the discrimination ability of a 
classification process, when differences previously undetectable are made apparent 
at the new wavelengths. Improved radiometric resolution and increased signal-to-
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noise ratios may improve classification accuracies by enhancing between-category 
boundaries (Williams et cd. 1984).
When recognized, the impacts of scale changes and spatial variability on 
élastification accurades may be mitigated by using certain techniques. The 
dangers lie where researchers are unaware of the efiects of the scale changes. 
Atkinson et cd. (1985) use filtering techniques to enhance classification accurades 
in the presence of spatial variability. Comparisons between existing low and high 
spatial resolution data sets can be made to assess the validity of using lower 
resolution data for clastification. Townshend and Tucker (1984) performed some 
of the early investigations that showed the potential utility of using meteorological 
satellite data (i.e. AVHRR) for land cover mapping. They compared Landsat 
MSS data with AVHRR data for comparable spectral bands, and found that even 
though the spatial resolution difierence was near 200 times, the lower resolution 
AVHRR data was able to represent over 70 percent of the variation in the 
Landsat MSS data. In addition to assessments of classification accurades, the 
issue of over- or underestimation of landscape processes may be encountered 
when changing spatial scales. Rock et cd. (1993) degraded 20 m SPOT imageiy to 
coarse resolutions corresponding to Landsat MSS and AVHRR, and found 
overestimates of deforestation areas of 10 percent and 18 percent respectively for 
the coarser resolution data. Since this research was performed in the context of 
using satellite data to monitor global vegetation change, they suggest using a 
combination of lower resolution data for initial mapping to identify "fronts of
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deforestation", which could then be monitored for change using higher resolution 
data (Rock et cd. 1993)®.
Marceau et al. (1994a, 1994b) address scale and spatial aggregation 
explicitly in a forested environment, with the aim of finding the "optimal spatial 
resolution" for forest ground features. They define optimal spatial resolution as 
the "spatial sampling grid corresponding to the scale and aggregation level 
characteristic of the geographical entity of interest", where the geographical entity 
is defined as "an earth surface feature assemblage characterized by a given scale 
and spatial aggregation level" (Marceau et cd. 1994b). Digital airborne data were 
obtained at 0.5 m spatial resolution, and degraded via averaging over 1 m intervals 
to 29.5 m, this procedure was carried out for fourteen different forest classes 
differentiated at the forest stand level. By plotting wi thin-class spectral variance 
versus spatial resolution the optimal spatial resolution was determined by choosing 
the point of minimal variance on the graphs. There was no one optimal resolution 
found for all of the stands considered, "optimal" resolution varied even within 
classes of the same species, for example the optimal resolution for jack pine varied 
between 3.5 m and 15.5 m, which the authors attributed to the spatial and 
structural parameters present in the stands. This underlying variability, assuming 
it is correctly measured by such a technique, will be present in all sorts of
® Rock et cd. (1993) also suggest the 500 m spatial resolution as a "moderate 
level" compromise between high and low resolution for global monitoring, which 
would provide sufficiently accurate change data for most modeling applications.
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landscape types, whether or not it is ejqjlicitly measured, and can affect the results 
of analyses performed across scales.
Many additional research efforts have attempted to relate issues of spatial 
resolution to land cover classification attempts, see for example Irons et al., 1985, 
Johnson and Howarth 1987, Moodfy and Woodcock 1994, McNaim et al. 1993 and 
Herman et al. 1994. To different degrees these researchers have grappled with the 
tradeoff in accuracy due to increases or decreases in spatial resolution, as they 
relate to the within-pixel and within- and between-class variabilities and their 
changes with spatial resolution. For specific applications, across-scale analyses 
may be performed, where optimal pixel resolutions may be determined (Marceau 
et al. 1994a, 1994b), or the limits to detection of a factor of importance 
ascertained (Herman et al. 1994). Unless multiresolution data sets are available 
from appropriate sensors, these applications involve some choice of resampling 
algorithm which may itself have an influence on the results of the analyses. 
Because of the complexity of the many factors involved in image classification, 
generalizations should be made with extreme caution as to ultimate effect of the 
tradeoff between increased information content and increased within-class 
variability that comes with increased spatial resolution. Most importantly, the 
awareness of these scale and aggregation effects should be heightened. Marceau 
et al. (1994a) cite three conclusions fi"om their stucfy of scale and aggregation, 
which are relevant to the ongoing discussion: 1) the information content of 
remote sensing images depends on the measurement scale as determined by sensor
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spatial resolution, 2) neglecting the scale and aggregation level when classifying 
remote sensing images can produce haphazard results with little correspondence 
to scene objects, and 3) there is no unique spatial resolution appropriate for 
detection and discrimination of all geographical entities composing a complex 
natural scene, in their case a forested environment These lessons and the others 
to be gleaned from the classification studies reviewed above are all important 
considerations for classification work at aiy scale, but especially when data are 
being resampled for analyses across scales.
The approaches to across-scale analysis are numerous, and combine 
research and modeling in different fields with GIS and remote sensing techniques. 
Brown et cd. (1993) combined semivariogram and fi-actal analysis of input 
parameters to a watershed erosion model with analysis of model output at various 
levels of spatial aggregation. They found that the magnitude of changes in model 
outputs at selected aggregation levels followed the changes in spatial dependence 
in input variables detected by the semivariograms. Bian and Walsh (1993) used 
rescaled Landsat TM data to investigate scale dependencies of vegetation biomass 
and topography in Montana, employing variogram and fi-actal analysis to 
characterize the dependencies. They were able to identify the range of scales in 
which spatial dependence existed using variogram analysis, and the degree of 
dependence using fractal analysis. Bian and Walsh were able to determine what 
they termed a "characteristic" scale for their data, and as the data were aggregated 
to this characteristic scale the averaged data were seen to better represent the
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basic spatial structures in the stucfy area; beyond the characteristic scale the 
variables became spatially independent or less dependent
Other researches which have employed variogram and fractal analysis for 
scale investigations have been discussed above (e.g. Atkinson et al. 1990; Gaydos 
1991; Jupp et al. 1988, 1989; Woodcock et al. 1988a, 1988b). McGwire et al. 
(1993) used variogram analysis on resampled NDVI data derived from Landsat 
TM to assess the influence of autocorrelation on scale, spatial structure and 
sampling design. Wood and Lakshmi (1993) also aggregated NDVI data derived 
from Landsat TM, with the goal of assessing the validity in transferring climate 
model input parameters across scales. They found that in many instances the 
parameters could be applied across scales. Texture analysis was employed by 
Kong and Vidal-Madjar (1988) to investigate landscape structure of different 
landscape types in France at different pixel resolutions, degraded using a Gaussian 
filter. The results of these analyses were used to determine an region’s optimal 
resolution, to which the original imagery could be degraded for storage without 
loss of the original information content Scale variance analysis (discussed above) 
has been used extensively for several types of geographic applications, including 
analysis of remotely sensed imagery (e.g. Townshend and Justice 1988, 1990; 
Justice gf gZ. 1991).
Stoms (1992,1994) has investigated effects of spatial scale on assessment 
of biodiversity, as measured by species richness, the number of species occurring 
within an area of standard size. In a maimer similar to the way in which a pixel
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grid is applied to a given geographical area (creating artificial areal units not 
necessarily corresponding to real geographical entity boundaries), the sampling 
units used to measure species richness are not real spatial entities with any direct 
ecolo^cal relationship to the processes underlying species distribution (Stoms 
1994). When habitat map units were aggregated over scales from 1 ha to 1000 ha 
units the changes in resolution tended to decrease the magnitude of species 
richness with lower resolution, partly due to the disappearance of local small 
polygons with aggregation to lower resolutions. In a similar manner, Walker and 
Hutton (1986) found that aggregating grid cells of soil maps resulted in the loss 
of occurrences of particular soil classes with lowered resolution.
De Cola has presented several works involving multiscale analysis of 
landscapes, see De Cola 1993 and 1994, and De Cola and Montagne 1993. He 
often uses a multilevel data pyramid, containing the original high resolution data 
as a base, where cells are aggregated at powers of two to create a multiscale data 
set, such as the one illustrated in Figure 27. De Cola and Montagne’s (1993) 
rationales for multiscale analysis reflect some of the motivations for the present 
work. First, the ability of researchers to more efficiently manage the large 
amounts of spatial data being generated may be addressed by understanding the 
tradeoffs between data volumes, extents, scales and resolutions, and numbers of 
variables measured. The relationship between data volume and the following 
fectors can be quantified:
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_  F r te n t DimenàoDDataVoJume = Variables * (------------- )
(4.12) Resolution
(De Cola and Montagne 1993), but it is less obvious what the tradeoffs of data 
volume and information may be. Several of the researches cited thus fer have 
made important attempts to grasp that issue for the realm being investigated.
An additional motivation for multiscale analysis reflects the complexity of 
the real world landscape, and the difficulties encountered in presenting that 
complexity in a manner that best represents the aspects of the landscape being 
considered. Since many landscape process operate across scales, or are scale 
dependent, and since different processes work in concert at different scales to 
sculpt the landscape, it is often necessary to investigate phenomena across scales 
to more readily understand the processes at work. Data integration also becomes 
an important issue with the proliferation of available data at a variety of scales, 
and with the development of models for processes which occur across a wide 
range of scales from local to global. The ability to investigate parameters and 
phenomena across scale is increasing as the available toolkit for examining scale 
and resolution effects is erq>anded. In the next chapter the specific resampling 
algorithms and analytic methods utilized for examining scale and resolution effects 
in this research are fully described.
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CHAPTER 6 
RESEARCH STRUCTURE
In the previous chapters, the fundamental concepts dealing with issues of 
scale, resolution and resampling were reviewed in detail. Chapter 6 outlines the 
research structure that more specifically addresses these issues in a remote sensing 
application.
Overview
This research project addressed issues of data resampling and analysis 
across scale using remotely sensed imagery. The research was performed in the 
context of a search for better understanding of this specific aspect of 
representation, i.e. what are the ways that the representation of real world 
landscapes are affected by their various manipulations and implementations in the 
digital environment of the GIS. Also of importance is the way in which the 
information that can be used to facilitate resource decisions may be affected by 
the various representational parameters.
If a wide variety of multiresolution sensors were in use that were able to 
provide researchers with simultaneously acquired multiscale data sets, some of the 
issues that arise as impediments to the use of remotely sensed data in research 
across scales could be avoided. While there are instances where multiresolution
200
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data sets are obtained for special projects, such as from aircraft flown at different 
altitudes on the same day over the same flight lines, the general preponderance 
of data sets are available at a single resolution. One approach has been to 
attempt to use data from different sensors, where available, to attempt to 
elucidate scale effects on a particular landscape. For example, SPOT, Landsat TM 
and AVHRR data could provide a spatial spectrum ranging from 10 m to 4 km 
over which investigations could be performed. However, difficulties often occur 
with attempts to match dates, or even seasons, of the different image types. Such 
factors as sun angle, clouds and other atmospheric effects can rarely if ever be 
held constant, and introduce additional levels of variation into the data before any 
sort of analysis or information extraction is even attempted. The difficulties of 
using these types of ag^omerations of data have led many researchers to attempt 
to simulate their own multiresolution data sets, using various rescaling and 
resampling methodologies.
Part of the impetus for this research has been precisely this situation—in the 
absence of multiresolution data sets the use of single resolution data to simulate 
multiresolution data sets has proliferated in the literature, and across disciplines. 
It was deemed highly relevant to tiy and cope with problems and issues similar to 
those facing researchers using remotely sensed data today throughout this 
research, namely, by addressing what happens to the representation of a landscape 
when it is manipulated to produce representations at scales other than that at 
which it was originally obtained. For that reason a type of data in very common
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use was selected for the research-remotely sensed data firom the Landsat 
Thematic Mapper sensor.
Data Sources
A vast array of data sources exist for the investigation of landscapes using 
remotely sensed data. For example, individual landowners may hire private 
contractors to fly aerial surveys of their land to their specifications, or students 
may download public domain data sets from Internet sources. One of the most 
commonly used and readily available data sources have been the imageiy available 
through the Landsat programs. Initially the program was run by NASA and 
known as ERTS, for Earth Resources Technology Satellites. The first ERTS 
satellite was launched in 1972, and remained operational until 1978. After 1975, 
subsequent satellites were renamed to reflect the new name of the program, 
Landsat Five successful launches have been made in the series, a sixth attempt 
in October of 1993 was unsuccessful and the satellite never achieved oibit
Landsat-4 and Landsat-5, launched in 1982 and 1984 respectively, both 
contained 2 types of sensors: a Multispectral Scanner (MSS) and a Thematic 
Mapper (TM) ^stem. The data used in this stucfy were obtained by the Landsat-5 
TM sensor. Major differences between the MSS and TM sensors are their spatial 
and spectral resolutions. The MSS has a resolution of approximately 80 m, while 
the TM data are obtained at approximately 30 m, except for the thermal band, 
which is obtained at 120 m resolution. The spectral sensitivity of both systems are 
outlined in Table 6. Also included in Table 6 are the characteristics of the SPOT
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Table 6.-Spectral Sensitivities of Satellite Sensor Systems





0.50 - 0.60 
0.60 - 0.70 
0.70 - 0.80 
0.80 -1.10
Landsat TM 1 0.45 - 0.52
2 0.52 - 0.60
3 0.63 - 0.69
4 0.76 - 0.90
5 1.55 - 1.75
6̂ 10.4 -12.5
7 2.08 - 2.35
SPOT - HRV panchromatic 0,51 - 0.73
SPOT - HRV 1 0.50 - 0.59
2 0.61 - 0.68
3 0.79 - 0.89
AVHRR 1 0.58 - 0.68
2 0.72 -1.10
3 3.55 - 3.93
4 10.3 - 11.3Œ
5 11.5 -12.50
* Bands designated as 4 through 7 for earlier missions, renamed 1 
through 4 for Landsat-4 and Landsat-5 
 ̂ Band 6 is a thermal IR band which is collected at 120 m spatial 
resolution
Bands differ sli^tly for even- and odd-numbered missions, those listed 
are for NOAA-7, -9 and -11
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and NOAA AVHRR ^ e m s . SPOT panchromatic imagery are obtained at 10 
m spatial resolution, the SPOT multispectral data at 20 m. AVHRR resolution 
is approximately 1.1 km at nadir. Each of these sensors is able to sense 
wavelengths rangjng from the visible to the infrared; AVHRR and Landsat TM 
also detect in the thermal IR range. Thus, it is possible to generate vegetation 
indices from each of these g^ems for purposes of comparison, taking into account 
of course the differences in ^stems architecture and the conditions under which 
the different data were obtained.
The Landsat data for this research was made available through the NASA 
Thematic Mapper Data Grant, and was selected from the Global Change Landsat 
Data Collection (GCLDC). These data were purchased by NASA for purposes 
of enabling global change investigations, from the Earth Observation Satellite 
Company (EOSAT), a private company which assumed ^rstem operation for the 
Landsat program in 1985, as a result of the Land Remote Sensing 
Commercialization Act of 1984. The Data Grant program enables access to 
Landsat data at a nominal fee, in contrast to the cost of its purchase in the 
commercial sector.
Landsat scenes are indexed by a ^stem of Paths and Rows, reflecting the 
orbital characteristics of the satellite. Only relatively cloud free scenes were 
included as part of the GCLDC. The scene selected was obtained on August 26, 
1991, at Path 39, Row 33. The approximate latitudinal and longitudinal center 
coordinates for this scene are 97° W and 38° N, placing it in the Flint Hills region
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of east-central Kansas. This scene was chosen for tiie anticipated landscape 
properties of this unique ecoregion, which includes a variety of landscape types 
including agricultural, urban and prairie. There was no way of initially viewing the 
data prior to obtaining it, however it was hoped that the Konza Prairie, a Long 
Term Ecological Research Area, would be included in the scene, which it was. 
There are several sources of additional remotely sensed data on Konza Prairie, 
which have been collected as part of the FIFE Program-the First ISLSCP Field 
Experiment—conducted by NASA, NSF, NOAA and other participating agencies 
and research institutes. ISLSCP stands for International Satellite Land Surface 
Climatology Project, which was started in 1983 by a group of concerned scientists 
from the remote sensing, climate and ecological communities, with interests in 
basing future environmental studies on satellite systems and global circulation 
models linked to biospheric models (Murphy 1992). Although the FIFE site 
measures approximately 6 km by 6 km, and as such is only a small portion of the 
entire scene area, it was deemed an important benchmark for the research 
processing.
The Landsat scene as obtained was an unrectified image of 28.5 m 
resolution pixels dimensioned 5,965 rows by 6,967 columns. Figure 29 shows the 
approximate area covered by the Landsat scene in relation to the state of Kansas 
and the major cities of Manhattan, ^Alchita, Topeka and Kansas City. There was 
some cloud cover in the lower right portion of the image. From this scene a 
subset area of pixels was chosen for rectification using control points from USGS
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Manhattan
Kansas I ♦iTopekav Kansas '  ▼City
Widiita
Flint Hills regon
TM scene boundary approx. 80 mi. 
— — Subset boundaiy North
♦ Urban area
Figure 29. Location of Landsat scene in state of Kansas, delineated by solid line. 
Dashed line indicates location of subset chosen for processing. The shaded area 
is the extent of the Flint Hills physiographic province.
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7.5 minute quad sheets. The image was rectified to 30 m spatial resolution using 
a cubic convolution algorithm and ERDAS Imagine 8.1 image processing software. 
From this rectified subset of the original scene, a subset of 1,683 by 1,683 pixels 
was chosen, as delineated by the dashed lines in Figure 29 (this subset will be 
referred to as the Kansas TM image). These pixel dimensions were chosen so as 
to avoid the problem of "leftover" pixels or portions thereof (as in Figures 19 b 
and d) when the 1,683 by 1,683 pixel data set was rescaled to the coarser spatial 
resolutions chosen for the stucfy.
The levels of spatial resolutions chosen for the stucfy are listed in Table 7.
Table 7.-Spatial Resolution Levels for Study of Resampled Landsat TM Data
Level Resolution (m) Resolution analog
0 30 Orignal TM data
1 90 Landsat MSS
2 270 MODIS
3 510 MODIS
4 990 AVHRR LAC
5 1530 AVHRR LAC
The resolution levels were chosen so as to "simulate" similar data resolutions 
currently in use and/or proposed for future sensors. The coarsest resolution 
(Level 5) was included because preliminary work indicated that it would be useful 
for detecting certain trends in the data beyond the 990 m level. Level 5 is also 
similar in resolution to the AVHRR LAC data. Of the seven Landsat TM bands. 
Bands 1 through 5 and Band 7 are collected at a nominal resolution of 30 meters. 
Band 6, which is obtained in the thermal in&ared region of the electromagnetic
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spectrum, is collected at 120 m resolution. For purposes of this staày. Band 6 was 
processed throughout most of the work along with the other bands, however it is 
of note that its initial resolution is actually coarser that Levels 0 and 1.
Studv Area
The subset of the Landsat scene chosen for analysis is an approximately 39 
km by 39 km square section of the Flint Hills region of Kansas (Figure 29). In 
Figure 30 several prominent features of the stucfy area can be detected on the 
Landsat TM image. In the upper left comer is Milford Lake, a reservoir north of 
the town of Junction City. Between the lake and the city of Manhattan, near the 
top of the scene, is the Fort Riley Militaiy Reservation. Snaking through the 
upper half of the image is the Kansas River, with several agricultural structures 
located in its floodplain. Also discernable is Interstate 70, which travels in a 
generally east to west direction in the upper half of the image. North of Interstate 
70 and south of Manhattan lies the Konza Prairie Research Natural Area 
(KPRNA), whose eastern boundary formed by Kansas Highway 177 can often be 
detected on remotely sensed images. The south portion of the image shows 
riparian vegetation and some agricultural fields.
The Flint Hills region stretches north to south across the state of Kansas, 
with an east to west extent of approximately 70 miles in the regon of the study 
area. Contrary to much popular folklore about Kansas, this region is not fiat but 
characterized by rolling hills, containing elevation differences of from 30 to 120 
meters (100 to 400 feet). The Flint Hills are a dissected upland with chert-bearing
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Figure 30. Subset of Landsat TM image chosen for analysis, with prominent 
features labeled; a) Milford Lake, b) Fort Riley Military Reservation, c) Kansas 
River, d) Interstate 70, e) Konza Prairie Research Natural Area.
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limestone layers, the hills are characterized by e ^ s e d  limestone and shale. 
Watersheds in the area contain broad, nearly level upland and lowland soils. 
Typical elevation range, as exemplified on the Konza Prairie, is from 320 meters 
to 444 meters (1066 to 1480 feet). Climate is temperate mid-continental, with the 
majority of the aimual precipitation (75% of 835 mm (33 inches)) occurring 
between April and September (Knight et al. 1994). On the date the TM imagery 
used in this stu<fy was acquired, August 26,1991, the climate station at Manhattan 
(elevation 325 m (1065 feet)) reported no rain and high and low temperatures of 
36.7°C and 20.6°C (98®F and 69®F) (NOAA 1991). Fortunately, during my visit to 
the area in August of 1994 the temperatures were much more moderate.
Prior to European settlement, the region was covered in tallgrass prairie, 
which extended from east central Texas north to Miimesota and eastern South 
Dakota. Figure 31 (from Reichman 1987) shows the original extent of the 
prairies, with the regon of the Flint Hills shaded most darkly. Because much of 
the Flint Hills was not easily put into cultivation, due to its relatively steep slopes 
and roclg soil, it escaped the fate of the rest of most of the tallgrass prairie, which 
has been plowed under The Flint Hills including the Konza Prairie now contain 
the largest tracts of the remaining tallgrass prairie ecosystem in the United States 
(Reichman 1987). Characteristic dominant plant species of the native grasslands 
include the big and little bluestems {Andropogon gerardii and A. scoparius), Indian 
grass (Sorgastnan mutons) and switch grass {Panicum virgatum). Trees are found 
mostly along rivers, since the hills are usually burned in the spring by ranchers






Figure 31. Original extent of shortgrass, mixed grass and tallgrass prairies, 
includng the Flint Hills region. (From Reichman 1987.)
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who pasture cattle. Dominant tree species within the gallery forests include bur 
and chinquapin oaks {Quercus macrocarpa and Q. muehîerüjergu), hackbeny (Celtis 
occidentalis) and American elm (Ulmus americana) (Knight et al. 1994). Of 
course, much of the landscape is now currently under grazing or cultivation. Some 
of the more prominent crops which are usually in the fields in August include 
alfalfa, sorghum, milo and com. Wheat is a major crop, however the harvest 
usually occurs by June (John Briggs, Kansas State University, personal 
communication).
Urbanization structures of the cities of Manhattan and Junction City 
(populations approximately 38,000 and 21,000 respectively) are visible on the 
image subset at the Level 0 resolution of 30 m. The airport runways to the 
southwest of Manhattan shows up, as do several of the groimd structures of the 
Fort Riley Military Reservation. Highways and their intersections are especially 
discernable in the image, and were quite useful as ground control points for the 
image rectification procedure.
In addition to the larger subset, four subsets of 150 by 150 pixels were 
extracted from the Landsat TM image, to represent different landscape types in 
the area. A subset of the city of Manhattan was chosen to represent an urban 
landscape, a portion of riparian vegetation dissecting the KPRNA was selected to 
represent a prairie landscape. Two different agricultural landscapes were chosen, 
one to the north in the alluvial plain of the Kansas River, and another to the 
south with a different pattern of relatively larger fields. The locations of these
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subsets are outlined in Figure 32, and the subsets are reproduced in Figure 33. 
Since these subsets are much smaller in extent, they were resampled using a 
subtly different ̂ te m  of resolutions than the larger image, to a maâmum of 150 
m by 150 m resolution pixels, which resulted in a 30 pixel by 30 pixel image. 
From the original pixel resolution the subsets were rescaled to 60 m, 90 m and 150 
m pixels, using the averaging algorithm to perform resampling. Subsequent 
analyses were performed on a simple vegetation index for each subset, calculated 
using the ratio of the DNs from Band 4 to Band 3. This was done to avoid the 
rapid proliferation of data files potentially arising from processing of all 7 bands 
for each of the four image subsets. The use of either a Band 4/Band 3 VI ratio 
or NDVI values as DNs for the examination of scale effects in TM data is 
common in the literature (e.g. Townshend and Justice 1988,1990; Wood 1993; De 
Cola 1994).
Methods
The scope of methodologies available to investigate representation and 
scale effects in remotely sensed imagery was reviewed in the preceding chapters. 
Following is a description of the specific resampling and analytical methods chosen 
for this work.
Resampling Methods 
As reviewed in Chapter 4, methods to change the resolution of remotely 
sensed data may generally be categorized as either sampling methods, averaging
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Figure 32. Location of 150 x 150 pixel subsets representing different landscape 
types: a) urban, b) prairie, c) agricultural—north, d) agricultural—south.





Figure 33. Subset images used to represent different landscape types at 30 m 
resolution: a) urban, b) prairie, c) agricultural-north, d) agricultural-south.
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methods or filtering methods. The resampling methods used in this study 
demonstrate a selection fiom the different algorithms by which higher resolution 
data are resampled (also termed degraded, aggregated or rescaled) into lower 
resolution data sets. The four methods used were chosen to represent the 
spectrum of available methods employed by current researchers. To test the 
implementation of the different algorithms, a test data set was used, which has 
proven useful in catching bugs in algorithm implementation in a number of image 
processing algorithms (Doug Rickman, Ny^A, personal communication). Each 
algorithm was performed using this "testbed" data set (Figure 34), and the output 
results compared using those computed manually to reflect the expected results. 
The use of a test data set can be an extremely useful and often alarmingly 
enlightening procedure that is highly recommended for testing algorithms in a 
digital processing mode, especially when using code that the researcher has not 
personally written and de-bugged.
Averaging
One of the most coirunonly utilized methods for resampling data is simple 
averaging. In this method, the DN value of the output pixel is computed by the 
straight average of all of the DNs of the component pixels that go to make up the 
output pixel. An example was given in Figure 20 a, where a 90 m resolution pixel 
is created firom nine 30 m pixels by summing and dividing by nine the DNs of the 
input 30 m pixels. In this stucfy, an averaging algorithm was used that is part of the 
toolkit available with the ERDAS Imagne 8.1 image processing software. The
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1 1 1 1 1 1 1 1 1  1.......1010101010
1 1 1 1 1 1 1 1 1  1.......1010101010
1 1 1 1 1 1 1 1 1  1.......10 10101010
1 1 1 1 1 1 1 1 1  1.......10101010 10
1 1 1 1 1 1 1 1 1  1.......1010101010
1 1 1 1 1 1 1 1 1  1.......10 10101010
1 1 1 1 1 1 1 1 1  1.......1010101010
111111111111111111.......20 20 20 20
111111111111111111.......20 20 20 20
111111111111111111.......20 20 20 20
111111111111111111.......20 20 20 20
241241241241241........ 250 250 250 250
241241241241241........ 250 250 250 250
241241241241241........ 250 250 250 250
241241241241241........ 250 250 250 250
241241241241241........ 250 250 250 250
241241241241241........ 250 250 250 250
Figure 34. Array of DN values for "testbed" data set. Missing values indicated by 
ellipses follow same pattern to result in a data set with pixel dimensions of 100 
pixels across and 250 pixels down, containing values (in like blocks of 10 by 10 
pixels) ranging from 1 to 250.
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algorithm, termed degrcuLend in the Imagine qretem, was not extremely robust, 
however the difficulties encountered due to leftover pixels and undesirable 
combinations of pixels were detected and avoided by the choice of the pixel 
resolutions in Table 7.
Averaging of data for resampling assumes that the sensor response is an 
ideal square wave. As reviewed in Chapter 4, this is not in fact the case-the 
actual sensor response is broadened and blurred due to the im aging and 
reconstruction subsystems and the effects of sampling and sample-scene phase 
averaging (Park et ci. 1984). When averaging is used for resampling data, there 
is in effect a smoothing of the data which occurs, as the high and low values 
converge to the mean. This effect was seen in this stucfy, and has been recognized 
by other researchers who have utilized the straight averaging algorithm for 
rescaling data. In terms of representational issues, the smoothing effect may have 
the result of changing the information available at lower resolutions, possibly 
resulting in a less valid representation. When the highs and lows are lost in the 
data some of the diversity present in the initial (original scale) data representing 
a landscape is also lost When rescaling classified data, this problem is often 
avoided by using a majority selection rule for resampling. In spite of the loss of 
variance that occurs when using avera^ng, it is still in widespread use as a 
resampling methodology when investigating scale effects and in other raster-based 
research. Some researchers liken the blurring and smoothing effect of an 
averaging algorithm to the simulated effect of a lower resolution sensor passing
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over the original landscape. In a general sense this may be so, i.e. that an 
averaging algorithm allows a type of filtering similar to some lower resolution 
sensor to occur, however to simulate a lower resolution sensor accurately using 
higher resolution data involves detailed knowledge of a sensor’s optical parameters 
beyond simple averaging techniques.
Systematic Sampling
Systematic sampling involves selection of one of the component input pixels 
to represent the rescaled output pixel. Figures 21 b and c show two different 
systematic sampling approaches. In Figure 20 b, the upper left pixel of a 3 by 3 
array of 30 m pixels which are being aggregated to a 90 m pixel is chosen to 
represent the output pixel, in Figure 20 c the center pixel is chosen. This is 
similar to one of the resampling procedures used by Justice et cd. (1989) in their 
investigation of resampling schemes for AVHRR GAC data, shown in Figure 24 
d.
The ^stematic sampling method used in this stucfy selected the upper left 
pixel firom the input pixel matrix. This is somewhat analogous to the sampling 
procedure used by NOAA NESDIS for resampling LAC data to GAC, shown in 
Figure 21, which was one reason it was chosen. Another reason for choosing the 
upper left pixel is that the convolution filtering method also chosen for this study 
(discussed in the next section) weights the center pixel of the input matrix and the 
results of that approach would be somewhat similar to systematic sampling of the 
center pixel. It was also discovered, via the use of the test data set, that due to
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a bug in the resampling software being used, both the nearest neighbor and cubic 
convolution algorithms, when implemented in cases where resampling was 
performed to an even integer multiple of the original spatial resolution, were in 
fact systematically sampling the upper left pixel in the input pixel matrix, rather 
than performing the expected nearest neighbor or cubic convolution process. 
When data were resampled to pixel resolutions which were not even integer 
multiples, e.g. from 30 m to 45 m, the algorithms performed as expected. Using 
such a resampling scheme the data do not necessarily lose their highs and lows, 
nor are they smoothed Depending on the spatial periodicity of the underlying 
landscape, however, a variety of outputs could occur a certain spatial periodicity 
in the original data could definitely result in an output data set skewed to the high 
or low end of the data. Figures 21 b and c demonstrate the differences in output 
data sets that arise from sampling at the same wavelength but from a different 
starting point
Convolution filtering
The third method chosen for resampling is a convolution filtering scheme 
that implements a sampling procedure weighted most heavily in the center of the 
input matrix, with the weights lessening for pixels toward the edges of the input 
matrix. This is somewhat similar to the weighted moving average filter used by 
McGwire et al. (1993), who postulated that the sinusoidal form of their filter 
weighting scheme simulated the effect of the point spread function of a coarser 
resolution sensing tystem. They extended their filter beyond the input matrix of
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pixels necessary to create an output pixel of desired resolution, with the reasoning 
that this would more effectively simulate the effective IFOV of a sensor. The 
methodology chosen here is a somewhat simplified filtering scheme based on these 
principles, where the filter remains within the input matrix for calculations, 
avoiding the necessity of dealing with edge effects. Figure 35 shows the pattern 
of the weights used in the 3 by 3 and 9 by 9 input matrices, which resulted in pixel 
resolutions of 90 m and 270 m respectively. The convolution matrices used for the 
510 m, 990 m and 1530 m resolution data sets were constructed in an analogous 
maimer, and implemented using the convolution filtering routine in ERDAS 
Imagne 8.1.
This type of resampling acknowledges that a sensor does not necessarily 
function in the maimer that is simulated by either the averaging or tystematic 
sampling approaches, but filters the scene as a function of the optical properties 
of the sensing system, analogous to the shape of the point spread function 
discussed at the beginning of Chapter 4. Of course modeling sensor function after 
the fact is quite a complex task, since there are so many considerations to be 
taken. Sadowski and Samo (1976) and Sadowski et al. (1977) developed an early 
procedure which attempted to compensate for some of the optics and electronics 
properties when degrading image resolution. They used spatial weighting 
functions based on optics and electronics, then resampled the array to one-quarter 
the number of pixels per unit ground area (see Figure 25). To preserve the 
tystem noise inherent to the o r i^ a l data in the emulated data sets they added






Figure 35. Convolution filtering weights used to generate a) 90 m and b) 270 m 
resolution pixels fi-om input arrays of 9-pixel and 81-pixel arrays, respectively. 
Procedures for 510 m, 990 m and 1530 m resolution pixels follow analogous 
pattern.
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a quantity of randomly generated high-frequency noise sufficient to compensate 
for the calculated amount of noise reduction due to the averaging effect of the 
spatial weighting array. This set of procedures generated a pyramidal type data 
set at powers of two, similar to the one employed by De Cola and Montagne 
(1993). Researchers subsequent to Sadowski and Samo utilized the same theory 
to develop a resampling algorithm for degrading Landsat MSS data (Justice et al. 
1989; Markham and Townshend 1981; Townshend and Justice 1988, 1990; 
Townshend et al. 1991). In a manner similar to the Sadowski and Samo method 
a spatial weighting scheme based on sensor characteristics was used in this 
research, with simulated system noise added to the degraded pixels.
TM-to-MODIS
Similar to the Sadowski and Samo and other simulation methods discussed 
above, a procedure for the spatial simulation of MODIS data from TM imagery 
has been developed by researchers at NASA\ to encourage work with imagery at 
resolutions designed for the MODIS-N—the Moderate-Resolution Imaging 
Spectrometer-Nadir system. Proposed MODIS resolutions are 250 m, 500 m and 
1 km at nadir. The system is designed to measure biological and physical 
processes on a global basis every one to two days, with spectral sensitivities in 36 
discrete bands between 0.4 and 15 /xm. Slated as part of both the EOS-AM and
 ̂ J.L Barker (MODIS Characterization Support Team), B.L Marldiam and J. 
Burelbach authored the procedure in 1992.
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-PM  ̂satellite series, this instrument is anticipated to make major contributions to 
the understanding of earth qfstems, especially in the realm of interactions between 
land, ocean and atmospheric processes. It is of note that while the proposed 
MODIS resolutions are considered appropriate for regional scale climate and 
surfece process models, it is anticipated that they will need to be aggregated to 
coarser scales to support continental or ̂ obal scale modeling efforts (Moocfy and 
Woodcock 1994).
The TM-to-MODIS algorithm is available through the MODIS Science 
Data Support Team (SDST) at NASA’s Goddard Space Flight Center (GSFC). 
Wth the assistance of the program’s author, Kai Yang of GSFC, slight 
modifications to the C+ + code were made which allow for the input of the 30 m 
rectified TM data, and for the output of pixel sizes employed in this study. The 
program was compiled and implemented on a Sun Sparc 20 workstation.
The theory behind the algorithm is as follows. The TM data are spatially 
filtered to produce MODIS-N resolution data (in this case the output resolutions 
have been slightly modified to correspond with the resampling levels chosen for 
this stu^, listed in Table 7). Since the change in resolution is so large, the spatial 
filtering is performed in the frequenqr domain for processing efficiency. The TM 
data are forward Fourier transformed, multiplied by the transfer function of an
 ̂ EOS is the Earth Observing System, a series of satellites for long term global 
observations of the land surfece, biosphere, solid earth, atmosphere and oceans, 
part of NASA’s Mission to Planet Earth, an effort to use space and ground based 
measurement systems to provide the scientific basis for understanding global change 
(Asrar and Dokken 1993).
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appropriate Gaussian blur filter, and the resultant image is inverse Fourier 
transformed.
In Figure 36 the basic principles of the filtering process is diagrammed, as 
described by Kai Yang (personal communication). The basic idea of the 
degradation algorithm is based on the mathematical description of the image 
forming process. At the top of Figure 36, we begin with the image fi-om ^ te m  
1 (the TM ^ tem ) which is the convolution of the scene and the FSF of system 
1. This image can be deconvolved using the PSF of system 1 to give the "real 
scene" on the ground (plus some unavoidable noise). Then this scene can be 
convolved with the PSF of system 2 (the coarser resolution MODIS ^tem ), to get 
simulated imagery of the same scene, in this case the coarser resolution data. In 
practice, since the degradation is occurring to a much larger resolution, one can 
take the TM image as the "real scene", eliminating the deconvoling step in Figure 
36, and amply convolve the TM scene with the PSF of the coarser resolution 
system (Kai Yang, personal communication).
The acquisition of this simulation algorithm was an important addition to 
the array of resampling algorithms used in this research. The next section reviews 
the analytical methods chosen to examine the data sets resampled by these 
different methodologies.
Analytical methods
Researchers use analytical methods to extract information from data that 
is specific and relevant to their applications and research questions posed. When
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i Image from 










 ̂ I ’REAL’ Scene
• ► I _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ i
I
œnvoîve with PSF of 
System 2 (œarser resolution 
MODIS ^stem)
Degraded Image of 
Same Scene
Figure 36. Diagram of principles associated with TM-to-MODIS algorithm for 
resampling Landsat TM data to MODIS resolutions. (As described by Kai Yang, 
GSFC, MODIS SDST.)
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using remotely sensed imagery, different users apply different "filters" to a data 
set, extracting what may be widety different representations from the same image. 
The term filter here is not taken to mean a computational filter, but a 
"geographical filter" in the sense of Tobler (1969), who related the filtering 
concept to the ability to detect structures embedded in observational data. Tobler 
used the map as an example of a cartographic filter, a generalized representation 
of a reduced set of the complexity of reality at a reduced scale (Tobler 1969). 
Data aggregation is a form of geographical filtering that may affect the statistical 
properties of the areas being aggregated, as the scale of the original data is 
modified. The resampling process employed is an additional factor that most 
likely will affect geographical representation, both in remotely sensed imagery and 
other investigations. Smith et al. (1991) investigated surface fluxes at the Konza 
Prairie FIFE site, and found that at the scale defined by the flux sites the area 
mean fluxes were sensitive to the resampling procedure used: significant
differences resulted between straight arithmetic averaging and a weighted 
procedure which accounted for non-uniform biophysical and topographic 
characteristics. The way in which the TM data responded to different resampling 
procedures was assessed using the methodologies outlined below.
Statistical Analysis
For each band (1 through 7) of the TM image the minimum and maximum 
DN value, mean DN and standard deviation were plotted versus resolution level, 
to assess the effects of the four different resampling procedures on these statistics.
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These statistics are available using the EKDAS Imagine 8.1 software function for 
viewing image file information. The convergence of the minimum and maximum 
values to the mean, if seen to occur, shows the smoothing that may be occurring 
in the data. Large fluctuations in the mean could indicate that the resampling 
algorithm is somehow skewing the data toward higher or lower values. Any 
change in variability of the data with coarsening resolution is indicated by plots of 
standard deviation versus resolution level. Any sort of data smoothing operation 
would be e jected  to reduce variability with coarser resolutions.
Texture Analysis by Local Variance
The texture analysis algorithm used in this work was after the method of 
Woodcock and Strahler (1987). It employed a 3 by 3 moving window across the 
data, within which the standard deviation was determined, followed by the 
calculation of the mean standard deviation for the entire image at each resolution 
level. This mean standard deviation is termed the local variance, somewhat 
ambiguously since the term may be used also for a variance calculated within a 
moving window and averaged. The routine available in the ERDAS Imagine 8.1 
image processing system for computing texture calculated the variance rather than 
the standard deviation of the window values, thus a modification was implemented 
using the Model Maker function of the software to calculate standard deviation 
from variance.
As discussed above, the scale at which higher variation occurs may indicate 
the "scale of action" for a data set. When plotted versus resolution, the changes
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in variation may be observed across scale, and related to landscape features in the 
ground scene. One potential use for this analytical method is for determining the 
appropriate scale for a certain analysis. Once again this determination is being 
made in the midst of all the other filtering of the data that has gone on previous 
to the local variance or other texture calculations, induing filtering inherent in 
the sensor optics, sampling procedures, rectification and rescaling resampling, 
band ratioing, etc. Local variance was calculated for each band of the TM data, 
and for the Band 4/Band 3 ratio used with the four subsets examined. 
Comparisons of detected "scales of action" were made to the results of the 
statistical analyses discussed above and to those of the fractal analysis, discussed 
below.
Fractal Analysis
Also of use in the identification of the most appropriate scales for stucfying 
specific geographical processes are the family of fractal analysis procedures. The 
utility of fractals in a wide range of research applications was reviewed in Chapter
5. The fractal dimension index D, as it changed with changing pixel resolution, 
was used in this study to help further elucidate effects of resampling, scale and 
resolution.
The calculation of D was performed using the isarithm method for 
measurement of surfaces, D was then plotted versus resolution level. The isarithm 
method was chosen based on its proven utility in previous work with remotely 
sensed data, including preliminary studies for this research, and studies by Lam
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(1990) and Cao (1992). The code for the isarithm method was a slight 
modification of that listed in Lam and De Cola (1993, Appendix 2.2), adapted for 
input of an file matrix generated using the DATATAB routine in the ERDAS 7.5 
software. The digital numbers of the various bands (1 through 7) of the Landsat 
TM image served as the "elevation" values of the surface. Averages were taken 
of the results of running the isarithm algorithm for both row and column iterations 
(discussed below) for each band of each image.
The isarithm method is an extension to two dimensions of the one­
dimensional walking line divider method used to calculate fi-actal dimension. The 
line divider method was discussed in Chapter 4, it gives results for D for lines 
ranging between 1.0 (a simple straight line) and 2.0 (an infinitely complex curve- 
the same theoretical dimension as a plane). Another way to compute D by the 
divider method (different fi-om Equation 4.11) is the following:
(5.1) Iog(l/i-)
where N  is the number of steps and r is a similarity ratio (or the reciprocal of the 
step size). Rearranging Equation 5.1 gives the regression equation:
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
(SJ)
234
logZ. = C + B\ogG
where L is curve length, G is step size, B is the slope of the regression and C is 
a constant (Jaggi et d.  1993). Fractal dimension D may be then estimated using 
Equation 5.3:
D = 1  - B
(53)
(Lam 1990). Equation 5.3 (and its analog for surfaces Equation 5.4 below) show 
the relationship between the slope of the regression B and fractal dimension D. 
For a perfect straight line, there would be no variation of total line length with 
step size and the plot would be a horizontal line with slope zero, resulting in a D 
of 1. In the two dimensional remote sensing case, the algorithm estimates the 
fractal dimensions of isolines of digital numbers of the image being analyzed, using 
the argument that the fractal dimension D for a surface will be the value of the 
D for an isarithm plus one. Isarithms are generated using the range of pixel 
values of the image, which is divided into equally spaced intervals based on a 
spacing interval appropriate to the data set which is chosen interactively by the 
user. The length of each isarithm is represented by the number boundary pairs.
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determined for the different step azes employed. After computing the number 
of boundary cells per walk size for each isarithm, a linear regression is performed 
using the logarithms (Equation 5.2), and the fractal dimension D computed using 
the equation for a surface.
(5.4) D  = 2 - B
(Lam and De Cola 1993). The algorithm includes only D values with coefficients 
of determination greater than or equal to 0.90. The fractal dimension of the 
entire image is calculated by averaging the fractal dimensions of each isarithm to 
get a D for each image for row and column, the row and colunm D values are 
then averaged to get a final D for each image at each different resolution level. 
These D values are plotted against different resolution levels, and the plots 
examined for information on scale breaks or other variations indicative of "scales 
of action" for the landscape under investigation.
Hypotheses
The research hypotheses were as follows:
1. Resampling of higher resolution data to lower resolutions will result 
in a decrease of recognizable patterns available at lower resolution 
levels, in a way that features no longer be recognizable, and the 
data are no longer useful for particular landscapes and applications.
2. Fractal dimension D will decrease with lower resolution levels.
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3. Graphs of local variance versus resolution level can be used to 
recognize "scales of action" and appropriate scale levels for stucfy of 
specific landscapes.
4. Differences in values for statistical parameters will be observed for 
images resulting from the implementation of different resampling 
algorithms on the same original image.
5. Differences in values for analytical results of local variance and 
fractal analysis will be observed for images resulting from the 
implementation of different resampling algorithms on the same 
o ri^a l image.
6. Differences in the ability of imagery at different resolution levels to 
adequately represent landscapes for various purposes will be 
observed.
In the next chapter, the results of the analyses performed are reviewed, and the 
hypothesis conclusions presented.
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RESULTS OF RESAMPLING AND ANALYSES
Utilizing the resampling and analysis methods outlined above, the results 
presented below were generated The results are presented for the local variance 
and firactal analyses for both the entire image and the landscape subsets. 
Discussion of the use of these analyses as tools for a science of scale precedes a 
discussion of the overall results and the research hypotheses.
Characterizing resampled image files 
The four resampling methods employed are abbreviated for discussion as 
follows: averaging (AV), g?stematic sampling (SS), weighted convolution filtering 
(CV) and TM-to-MODIS (TM2M). Each of these methods was implemented on 
all seven bands of the 1,683 by 1,683 Kansas TM image file of the Kansas Flint 
Hills region (Figure 30). Figure 37 presents the successive degradations firom the 
orignal 30 m resolution Kansas TM image, beginning with Level 1 at 90 m 
through Level 5 resolution at 1530 m. These images were generated using 
resampling by the AV method Table 8 presents the resolution level and file size 
of resampled images, which of course were the same for all of the different 
resampling methodologies. It is noted again that the Band 6 data of the image 
were collected at 120 m resolution, rather than the 30 m resolution of the other
237
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Figure 37. Kansas TM image as it appears with coarsening resolution, generated 
using the averaging method of resampling; a) Level 1-90 m, b) Level 2-270 m, 
c) Level 3-510 m, d) Level 4-990 m, e) Level 5-1530 m.
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Figure 37, d).
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bands. The file size listed in Table 8 is the size of an .img format file in the 
ERDAS Imagine 8.1 image processing software.
Table 8.--Resolution Level and File Size of Resampled Images
Resolution Level Pixel Image Dimensions File Size
Resolution (m) (#pixels X #pixels) (bytes)
0 30 1,683 X 1,683 21,001,122
1 90 561X 561 2,358,162
2 270 187 X 187 286,722
3 510 99x99 142,872
4 990 51x51 46,097
5 1530 33x33 35,513
The semi-logarithmic plot in Figure 38 demonstrates the way in which file 
size in bytes decreases with coarsening pixel resolution in a series of files of the 
same spatial extent As expected, the file sizes decrease dramatically with 
coarsening of the original resolution. Table 9 shows this decrease in file size in 
another way, as the percentage of the original file size that each resolution level 
occupies in terms of storage qrace. With only a three-fold increase in original 
pixel resolution, from 30 m to 90 m, file storage requirements are reduced to
11.23% of the original file. If in fact the required representational attributes of 
an image are retained at the 90 m resolution, this could result in a significant 
savings on storage requirements. For some applications, this resolution level or 
another even coarser resolution may be adequate. One consideration must be the 
non-invertability of the resampling algorithms used here-once the data are 
resampled it is not possible to regenerate the original data. For future global
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990 1530
Figure 38. Semi-logarithmic plot of pixel resolution (m) versus file size (in bytes) 
for ERDAS Imagine .img files of same spatial extent
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change research and research with satellite imagery, it may be possible to house 
the burden of storage of the finest resolution imagery with certain central 
agencies, so that individual researchers are not overwhelmed with archiving of all 
these data. The EROS data center in Sioux Falls, South Dakota via their 
Distributed Active Archive Center (DAAC), and the NASA EOSDIS program are 
currently in place to shoulder some of this overwhelming data burden.
Table 9.—Resolution Level and Percentage of Original File Size
Resolution Level Pixel 
Resolution (m)
Increase Factor 




1 90 3 11.23%
2 270 9 1.37%
3 510 17 0.68%
4 990 33 0.22%
5 1530 51 0.17%
Minimum, Maximum and Mean Values 
Figures 39 through 45 display graphs of the minimum, maximum and mean 
distal number values for Bands 1 th rou^  7 of the Kansas TM image, for each of 
the four resampling algorithms: AV, SS, CV and TM2M. A few general trends 
can be noted. The AV and CV techniques display very similar patterns of data 
smoothing, with high and low values converging on a basically unchanging mean 
as pixel resolution is coarsened. The minimum values are generally much closer 
to the mean value at the original resolution, and as such have less of a tendency 
to be smoothed than the maximum values, which show a much greater deviation
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Figure 39. For Band 1 of Kansas TM image. Minimum, maximum and mean DN 
values versus spatial resolution for four different resampling algorithms: a:) AV, 
b) SS, c) CV, d) TM2M.




































Figure 39, c) and d).
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Figure 40. For Band 2 of Kansas TM image. Minimum, maximum and mean DN 
values versus spatial resolution for four different resampling algorithms: a:) AV, 
b) SS, c) CV, d) TM2M.
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Figure 41. For Band 3 of Kansas TM image. Minimum, m aximum and mean DN 
values versus spatial resolution for four different resampling algorithms; a:) AV, 
b) SS, c) CV, d) TM2M. ’
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Figure 42. For Band 4 of Kansas TM image. Minimum, maximum and mean DN 
values versus spatial resolution for four different resampling algorithms: a:) AV, 
b) SS, c) CV, d) TM2M. ^
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Figure 43. For Band 5 of Kansas TM image. Minimum, maximum and mean DN  
values versus spatial resolution for four different resampling algorithms: a:) AV, 
b) SS, c) CV, d) TM2M.
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Figure 43, c) and d).
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Figure 44. For Band 6 of Kansas TM image. Minimum, maximum and mean DN 
values versus spatial resolution for four different resampling algorithms: a:) AV 
b) SS, c) CV, d) TM2M.
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Figure 45. For Band 7 of Kansas TM image. Minimum, maximum and mean DN 
values versus spatial resolution for four different resampling algorithms: a:) AV, 
b) SS, c) CV, d) TM2M. ^
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Figure 45, c) and d).
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from the mean. While it is a useful indicator of what may be going on in a data 
set, plotting minimum and maximum values gives no indication of the number of 
pixels that are the minimum or maximum value, only that at least one pixel in the 
image is of that value. A histogram can provide more information on the 
distribution of the values and the way in which they change. The histograms in 
Figure 46 represent the DN values of the various image resolution levels of Band 
4 of the Kansas TM image, rescaled using the averaging algorithm. At the initial 
30 m resolution, the histogram shows a major peak coinciding with the mean value 
of the pixel DNs, with a small minor peak around 10 - 15 (Figure 46 a). The 
general shape of the histogram curve is preserved throughout the resampling, 
becoming much less smooth and symmetrical by the Level 5 resampling. Of 
course there are many less pixels in the image by that level. The mean around 
which the values vary remains relatively constant for the major peak, the minor 
peak values seem to dissipate and no longer form a distinct peak after Level 2. 
These types of histogram displays can thus give insights into the ways in which DN 
values are arranged following the various resamplings, although a display of the 
image itself is necessary to assess the spatial arrangement as a representation of 
the landscape.
The graphs of the SS methodology in Figures 39 through 45 present 
different appearances for different bands. Since the technique involved sampling 
the upper left hand pixel of the window used to resample from 30 m data to the 
subsequent degraded resolutions, it was possible, as in bands 5 and 7, to obtain
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Figure 46. Histograms of distal number values of Band 4 of Kansas TM image 
at different resolution levels, rescaled using averaging method: a) 30 m, b) 90 m, 
c) 270 m, d) 510 m, e) 990 m, f) 1530 m.
































Figure 46, d), e), and f).
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higher maximum values at coarser resolutions. Some of the other difficulties 
associated with systematic sampling were discussed above, such as undersampling 
or oversampling, and representations can be very much affected when landscapes 
with some sort of periodic variation are systematically sampled at a wavelengths 
near that of the variation. While the algorithm used here sampled the upper left 
pixel of the resampling window, similar results could be expected in this landscape 
from choosing the center pixel or any other qrstematic choice.
The graphs of minimum, maximum and mean values for the TM2M method 
are the least consistent with each other in terms of their forms. The Band 2 and 
Band 3 TM2M graphs are very similar in form to the graphs of the AV and CV 
techniques—showing smoothing of the upper and lower values as they converge on 
the mean. TM2M graphs of Bands 5 and 7 show a different pattern -- the 
tendency to retain the maximum value for one or more resolution levels, and then 
a decrease in DN toward the mean with coarsening resolution. TM2M graphs of 
Bands 1, 4 and 6 actually show an increase in the maximum value as resolution is 
coarsened, which remains throughout the resolution levels for Band 6, but which 
decreases back toward the mean for Bands 1 and 4. Similarly, the minimum DN 
values for Bands 1 and 4 decrease to a value below the minimum value of the 
original image. The reason for the inconsistent behavior of the algorithm is 
unclear. There is an edge effect associated with the images generated using the 
TM2M algorithm (see Figure 51 below), which may account for some of the values 
outside the original range, although it would be e?q?ected that all of the bands
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might exhibit similar effects, which is not the case. Upon observation of the 
images, the anomalous values, in the bands where they are found, seem to be 
scattered throughout the image, rather than focused around the edges. The 
histograms of the Band 5 TM2M-generated images (Figure 47) provide some 
insight into the way in which the data values are distributed. As with the Band 
4 histograms in Figure 46, the general shape of the Level 0 histogram is preserved 
throughout the resampling, although the symmetry and smoothness suffers. The 
bimodal nature of the Level 0 histogram is also lost by the Level 4 resampling. 
As a comparison, the histograms from the Level 4 (990 m) images generated from 
Band 5 using the other resampling algorithms are presented in Figure 48. They 
all retain the same general shape, however the AV- and CV-generated images 
(Figures 49 a and b) seem to retain more of the symmetry of the initial curve 
(Figure 47 a). The histogram of the SS-generated image (Figure 48 c) is the most 
unique, retaining more of the orignal range of the data, which is to be expected 
because of the way in which the data were resampled.
Standard Deviation and Resolution 
For each of the resampling methods, the standard deviation of the DNs for 
each image as a whole was plotted for each of the bands, as the standard deviation 
varied with resolution level. The plots are shown in Figure 49. For the AV and 
CV methods, the standard deviation shows a consistent decrease with spatial 
resolution, reflecting the decrease in variance that is a result of the averaging 
operations that reduce the range of the data values in both of these algorithms.


























Figure 47. Histograms of digital number values of Band 5 of Kansas IM  image 
at different resolution levels, rescaled using TM-to-MODIS method: a) 30 m, b) 
90 m, c) 270 m, d) 510 m, e) 990 m, f) 1530 m.
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Figure 48. Histograms of digital number values of Band 5 of Kansas TM image, 
resampled to 990 m resolution with different algorithms: a) AV, b) CV, c) SS, d) 
TM2M.
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Figure 49. Standard deviation of DNs versus spatial resolution for Kansas TM 
mage: a) Band 1, b) Band 2, c) Band 3, d) Band 4, e) Band 5, f) Band 6, g) Band
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The SS method also is relatively consistent, showing a tendency for the standard 
deviations of these images to stay at nearly the same value across coarser 
resolutions, decreasing slightly at the coarsest resolution of 1530 m in six of the 
instances, and showing a slight increase in the Band 4 case. The TM2M method 
showed less consistent results. In Bands 3, 4 and 7, which sense wavelengths in 
the red through mid-IR range, the standard deviation plot was similar to those of 
the AV and CV plots in general shape and tendencies. Band 5, the other mid-IR 
band, also showed a general downward (less variation) slope, following an initial 
spike at 90 m resolution (Figure 49). Band 6, which is actually obtained at a 
resolution of 120 m, showed an even curve at finer resolutions, which began to 
curve upward at the 270 m resolution level. Bands 1 and 2 also showed increases 
in standard deviation at coarser resolutions. The TM2M algorithm was designed 
to simulated resolutions in the MODIS range (250 m through 1000 m). It is 
possible that the algorithm is somehow capturing the intrinsic diSerences in 
landscape variation at different resolution levels, which is then manifested by the 
variations in spatial resolutions. The fact that the red and near and mid-IR bands 
show a similar pattern tends to support this idea, which would then indicate that 
a different pattern of spatial variation is being detected at the visible blue and 
green, and the thermal IR wavelengths. Whether or not this is in fact the case, 
or whether the variations are due instead to some problem with the algorithm, the 
issue of how the different spectral wavelengths of the same landscape may
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manifest various degrees of spatial homo- or heterogeneity is another factor that 
tends to confound the issue of representing landscapes across scales.
Local Variance Analysis 
The local variance analysis method was discussed in the preceding chapters. 
In addition to the local variance calculations for the individual bands, which are 
discussed below, a ratio of Band 4/Band 3 for the Landsat TM image was created 
and the local variance calculated for that image at the various resolution levels, 
created using the AV algorithm. The use of the near-IR band to red band ratio 
as a vegetation index has been discussed, and this band ratio is in common use in 
the literature in scale studies, since it avoids the calculations involved in analyzing 
a wide range of bands. Figure 50 shows the plot of local variance versus pixel 
resolution for the Band 4/Band 3 ratio of the Landsat TM image. It is very 
similar in shape to the local variance graphs of Bands 1 through 5 and Band (seen 
in Figure 51), displaying a peak at the 90 m resolution level. This curve shape is 
commonly seen in the literature for local variance analyses of Landsat TM images.
Local Variance Analysis of Kansas TM Image 
In Figure 51, the results of the local variance analysis are presented for the 
seven bands of the Kansas TM image. Several tendencies are apparent. The local 
variance results from the images derived using the AV and CV methodologies are 
once again similar to one another, as they were for the standard deviation curves. 
In all of the bands except for Band 6, the AV and CV graphs show a peak at















Figure 5a Local variance versus spatial resolution for Band 4/Band 3 ratio of 
Kansas TM unage.
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either 90 m or 270 m, declining to near the original local variance level with 
coarsening resolution. This would indicate a "scale of action" in this range, 
reflecting the underlying landscape forms and patterns of the entire Kansas TM 
image. Band 6 shows a peak in the 270 m to 510 m range for the AV and CV 
methods, presumably reflecting more accurately the actual spatial resolution of the 
Band 6 imagery, which is obtained at 120 m resolution. The local variance of the 
CV images, which used the weighted averaging scheme, is in all cases slightly 
higher than the straight averaging technique used in the AV methodology. The 
AV methodology would be ejqsected to have more of an overall smoothing effect, 
thus the slightly lower variances for the AV-derived images. In all cases, the 
images derived using the SS method showed a general increase in local variance 
across scale, local variance peaking at either the Level 4 or Level 5 resolution. 
Excluding Band 6, the increase in local variance seen at the peaks of the AV and 
CV is on the order of 110% to 120% of the original variance, whereas the SS 
peaks are in the range of 140% to 170% of the original local variance. For Band 
6 the peak increases are somewhat larger proportionally, however the initial range 
of the Band 6 data DNs is quite narrow (typical of Band 6 TM data) and thus the 
resampling manipulations could tend to introduce greater relative variations.
The local variances of images generated using the TM2M algorithm once 
again show less consistent results across the TM bands. The Band 5 TM2M 
image, which shows some anomalies in appearance and statistical properties, has 
a local variance curve that closely mirrors those of the AV and CV methods. The
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Figure 51. Local variance of Kansas TM image versus spatial resolution for 
different bands: a) Band 1, b) Band 2, c) Band 3, d) Band 4, e) Band 5, f) Band 
6, g) Band 7.
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statistical characteristics of the Band 5 TM2M image are shown in Figures 44 d, 
48 a - 1 and 50 e. The images from the Band 5 spatial resamplings are shown in 
Figure 52. These images display an irregular appearance, especially noticeable at 
the higher resolutions. The bright patches along the Kansas River in the upper 
portion of the image and in the agricultural regon in the lower portion of the 
images are indicative of high DN values, mostly in the peaked region near 256 
that is seen in the graph of Band 5 maximum values (Figure 44 d). It was initially 
suspected that a problem with the algorithm may have caused these irregular 
values, but the pattern was only predominant in the Band 5 images, and each 
spatial degradation was itself generated from the original Band 5 image that was 
used for all of the resamplings, so it was not an error created at Level 1 and then 
propagated through the resampling to lower resolution levels. Since Band 7 is 
also a mid-IR band, it was examined for similar patterns, which seem to appear 
slightly at 90 m (Figure 52 Q, but are not readily detectable at the lower 
resolutions. How the anomalous appearance of the image is reflected in a local 
variance curve mirroring those of the AV and CV methods is not clear.
The other TM2M graphs of local variance show a somewhat similar 
grouping pattern to that of the standard deviation graphs for TM2M images. 
Local variance graphs for Bands 3,4 and 7 are similar in shape to the CV and AV 
curves, but demonstrate a very small degree of variation present across scales. 
The Band 2 curve also shows a very slight degree of variation in local variance 
across scale. Band 1 shows a decrease in local variance and then an increase with
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a.
Figure 52. Images generated using TM-to-MODIS algorithm. In a - e, Band 5 
images showing irregular speckled appearance indicative of high DN values along 
Kansas River and in bottom portion of image; a) 90 m, b) 270 pi, c) 510 m, d) 
990 m, e) 1530 m. In £ a 90 m resolution image of Band 7, which is similar in 
spectral sensitivity to Band 5. Edge effects are also noticeable.
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c.
Figure 52, c) and d).




Figure 52, e) and f).
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larger pixel size, while Band 6 shows a consistent and proportionally large increase 
in local variance across increasing resolution. While it is difficult to pinpoint the 
exact reason for each of these shifts, it is apparent that there are algorithmic 
differences being reflected in these graphs of local variance versus scale, the 
implications of which will be discussed further below.
Local Variance Analysis of Landscape Subsets 
Four different landscape types are represented by 150 by 150 pixel subsets 
taken from the Kansas TM image (Figures 33 and 34). The local variance of 
these subsets was calculated at four (Afferent resolution levels: the original 30 m 
resolution, 60 m, 90 m and 150 m. While a larger spatial extent subset may have 
provided the opportunity to create pixel resolutions across a wider range, it was 
necessaiy to limit the subsets to the 150 by 150 pixel extent to keep the landscape 
type consistent within the subsetting window. The pixel extent of the 150 m 
resolution images is 30 pixels by 30 pixels, considered near the lower limit of 
desirable size for the local variance analysis. Similar to the image which produced 
the results in Figure 50, the images used for local variance analysis of the subsets 
were Band 4/Band 3 ratios, resampled using the AV method.
The results of the local variance analysis on the image subsets are shown 
in Figure 53. The plots are somewhat different in shape than those of the larger 
images. The different landscape types do exhibit different trends, with the urban 
and prairie landscapes showing local variance decreasing with coarsening 
resolution, and both of the agricultural areas showing local variances which
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Figure 53. Local variance versus spatial resolution for image subsets shown in 
Figure 33, representing different landscape types: urban, prairie, and two
agricultural regions.
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increase with coarser resolution. The theory behind local variance, which 
postulates that the "scale of action" of a landscape may be detected by finding the 
scale at which the highest local variance is exhibited, seems to be substantiated 
here by the landscape forms exhibited on the subset images (see Figure 33). The 
predominant forms of the urban and prairie landscapes are smaller in spatial 
extent than the larger agricultural forms, most of which reflect agricultural fields 
with different crops distinguishable by their differences in reflectivity. For these 
particular landscape types, the Band 4/Band 3 ratio appears to be a useful data 
reduction strategy to avoid analysis of a larger number of bands. The way in 
which the various landscape types combine in the larger Kansas TM image to give 
the graphs of local variance in Figure 50 is of interest, since the graph of the 
Kansas TM image shows a "scale of action" at the 90 m resolution, which is more 
similar to the purported scales of action of the agricultural forms.
Resampling Algorithms and Local Variance Analysis 
While the utility of local variance analysis seems to be substantiated by the 
above results, the most apparent utility seems to be available from the images 
generated by the AV methodology, used for the analysis of the subset images and 
the Kansas TM Band 4/Band 3 image. The curves of the CV method closely 
reflect the AV results for Bands 1 through 7 of the Kansas TM image. Since the 
local variance curves generated by these methods most closely resemble those seen 
in many literature examples, caution must be exercised not to accept these on the 
basis only of their being what was "ejected". The AV and CV results are also
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more "well-behaved", in that they display more consistent patterns than the 
TM2M-generated images. The graphs of local variance generated using the SS 
method are also fairly consistent, and could be interpreted to indicate that the 
scale of action for the Kansas TM image is around 1 km, the approximate 
resolution of the AVHRR sensor. It would have been useful to have even lower 
resolution pixel sizes to analyze and plot on the graphs, if it were in fact the case 
that there is a peak scale of action near 1 km. Since the images with 1530 m 
resolution pixels were only of pixel extent 33 by 33, it was not possible to produce 
a reasonable data set of a lower resolution. An alternative e^lanation to the idea 
that the SS graphs are showing the "true" scale of action (rather than the 90 m - 
270 m range indicated by the AV and CV methods) is that the variability of the 
landscape’s spatial structure is being obscured by the huge amount of variability 
being introduced by the ^stematic sampling process. If this is in fact the case, any 
sort of systematic sampling methodology would not be appropriate as a resampling 
method for data sets being analyzed by local variance, or, one can postulate by 
extrapolation, for data sets being analyzed by other methods designed to detect 
scale effects. The crux of the issue is the recurring question of how the different 
resampling algorithms are filtering the landscape representation, and whether or 
not that filtering may have a detrimental effect on subsequent analyses. If the 
only reason for the resampling is a reduction of file size for image display, some 
sort of systematic sampling such as a nearest neighbor algorithm may be
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appropriate. But in this instance, the results suggest that for certain types of 
analyses another resampling algorithm should be chosen.
The utility of the TM2M algorithm for detecting scale effects using local 
variance analysis appears mixed Since the graphs of the AV and CV methods are 
available, it is tempting to say that the TM2M method performed similarly, 
showing peak variances at the same pixel resolutions as the AV and CV methods, 
at least for Bands 3 through 7 (Figure 51). However the peaks are very small, in 
relative dimensions to the values for local variance of the other resolution. 
VWthout the context of the AV and CV curves, the peaks would be much less 
definable, except for the Band 5 curve which mimics the AV and CV curves. The 
curves for the TM2M-derived local variances for Bands 1 and 2 are not readily 
categorized, and on their own shed little light on the question of how the spatial 
structure of landscape being represented in the images is responding to changes 
in scale. Once again it could be argued that maybe the TM2M curves are the 
"true" reflection of the landscape structure, and the curves generated by the other 
methods are simply artifacts of the processing. Since the TM-to-MODIS routine 
was designed to simulate resolutions in the MODIS range, i.e. 250 m to 1000 m, 
it is somewhat surprising that the results are as inconsistent as they are, especially 
fi’om band to band. One indication that the AV and CV methods may be 
reflecting the true underlying landscape structure is the consistency that the shape 
of the graphs exhibit across the different bands. A concern that was somewhat 
alleviated by the shapes of the curves of local variance for the subsets is that the
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shapes of local variance curves versus spatial resolution often exhibit a shape 
similar to that of the graph in Figure 50. It was deemed possible that the shape 
is some sort of artifact of the local variance methodology combined with the AV 
method, which is commonly employed by researchers investigating effects across 
scale. However, several other shapes of local variance graphs have been 
developed, and the graphs of local variance for the subsets do not exhibit this 
shape. Since the SS-derived graphs also show a different though consistent 
pattern of shapes across bands, it will be useful to return to these results when the 
results of the fractal analyses are evaluated for the different resampling methods, 
to see if any parallels can be drawn.
Fractal analysis
The use of fractal analysis as a tool for image analysis was discussed in 
Chapters 5 and 6. The isarithm method of ft-actal analysis was used to evaluate 
the seven bands of the Kansas TM image, and Bands 1 through 5 and Band 7 of 
the image subsets^ The vegetation index ratio of Band 4 to Band 3 was also 
evaluated. The results of the fractal analyses are discussed below. It should be 
noted that even though the upper theoretical limit of the D  value for these image 
surfeces is 3.0, in some instances the algorithm generated values slightly over 3.0. 
For this reason an upper limit for D of 3.1 was used for plotting the graphs.
 ̂ Band 6 was not included since its initial resolution was 120 m, close to the 
150 m resolution size which is the maximum used in the subset analysis.
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Fractal Analysis of Kansas TM Image 
In Figure 54 the results of the fractal analysis of the Band 4/Band 3 ratio 
of the Kansas TM image are presented, showing fractal dimenaon D versus pixel 
resolution. These scale levels were generated using the AV methodology. Figure 
54 shows a peak D value at the 270 m pixel resolution, D then declines with 
coarsening resolution to a value near the D of the original resolution image. If 
the higher D value is taken as an indication of a scale of increased activity or 
complexity, these results correlate nicely with those of the local variance analysis 
of the Band 4/Band 3 ratio image shown in Figure 50, which show a peak between 
the 90 m and 270 m resolution levels.
The results of the fractal analyses of the individual bands of the Kansas TM 
image are shown in Figure 55 a - g. In most instances, the curves depicting the 
AV- and CV-generated images are once again similar in nature to each other. A 
very general trend for these curves is that the D values tend to increase from the 
initial levels at 30 m resolution, peak between 90 m and 270 m, then decrease to 
a D value near the original at Level 4 (the Band 1 curves behave slightly 
differently). In nearly all instances there is a trend to a higher D value at the 
coarsest resolution level, Level 5 (1530 m). This trend of increase in D is not, 
however, noted in the Band 4/Band 3 ratio image plot in Figure 54, where the 
image was generated using the AV methodology. This tendency for the fractal 
dimension to increase between Levels 4 and 5 was noted during preliminary 
studies, and was one of the reasons why the Level 5 resolution was retained in the














Figure 54. Fractal analysis results for Band 4/Band 3 ratio of Kansas TM image 
at different resolution levels, resampled using averaging technique.
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Figure 55. Fractal analysis results by band (D versus pixel resolution) for Kansas 
TM images generated using different resampling techniques: a) Band 1, b) Band 
2, c) Band 3, d) Band 4, e) Band 5, f) Band 6, g) Band 7.
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stu(fy. It is of note that a corresponding change in slope does not occur in the 
local variance graphs of the AV and CV images between Levels 4 and 5. It may 
be possible that the higher D levels are an artifact of the isarithmic method of 
calculating the fractal dimension, which needs a certain range of values over which 
to operate. At the coarser resolutions, there are not as many pixels available for 
processing (33 x 33), and there is usually a smaller data range (minimum to 
maximum values) than in the h i^er resolution images. These factors will possibly 
reduce the number of walks the algorithm uses, or necessitate a change in the 
isarithm interval being used for calculation. This could then have an effect on the 
D values calculated at these lower resolution levels. In Figure 56 a - d, the D 
values calculated using fractal analysis for Bands 1 through 5 and Band 7 are 
plotted, grouped by resampling methodology. The plots of D for the AV- and 
CV-derived images show this general tendency of a slight peak at 270 m, except 
for the Band 2 images which peak at the 510 m resolution. The slight rise in D 
at the Level 5 resolution can also be observed. The Band 6 curves for AV and 
CV, not shown on the Figure 56 graphs, can be seen in Figure 55 f as also 
exhibiting these tendencies.
The images generated using the SS methodology tend to have D values 
which remain near the initial D values or rise slightly with decreasing resolution. 
This is shown in the graphs in Figures 56 a - g and 57 c. This tendency for the D 
value to remain constant or rise with decreasing resolution is somewhat 
counterintuitive to what would be ejqjected, which is that fractal dimension would
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decrease with coarsening resolution, due to the reduction in heterogeneity and 
thus complexity which occurs at coarser resolutions. These results for the SS- 
derived images, D values that tend to remain stable or rise slightly across scale, 
are similar to results found in a preliminaiy stucfy done for this research. That 
stucfy was performed using TM images of two Louisiana landscapes, one a forested 
region near Alexandria and the other a wetlands landscape along Bayou 
Lafourche. The results in that particular stucfy were rather puzzling, since the 
resampling method that was thought to have been used was a cubic convolution 
algorithm in the ERDAS software ^stem which would be ejqjected to have a 
smoothing effect. It was later discovered that a bug in the cubic convolution 
algorithm had resulted in a systematic sampling procedure being implemented, 
rather than the cubic convolution resampling. The results obtained with the SS 
method may indicate that it is not a good method to use with fractal analyses over 
scale, this will be discussed further below.
The TM2M methodology displayed somewhat more consistent results across 
bands for the fractal analysis method than were seen with the statistical and local 
variance analyses. Figure 56 d shows the grouped results of the visible and near 
and mid-IR bands’ D values versus pixel resolution. The curves show a general 
tendency to decline across scale, with lower D values found at the coarser
 ̂This problem was manifested whenever the resampled output pixel was an 
integer multiple of the initial pixel resolution. In the pilot stucfy, the initial pixel 
resolution of 25 m was resampled to dimensions of 50 m, 75 m, and 100 m, integer 
multiples of the original pixel. It was found that resampling to pixel sizes such as 
49.9 m, 74.9 m and 99.9 m would avoid this problem.
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Figure 56. Fractal analysis results for the visible and IR bands of the Kansas TM 
image, grouped by resampling technique: a) AV, b) CV, c) SS, d) TM2M.
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resolutions. Bands 4,5 and 7 (the near to mid-IR bands) all display a slight peak 
at the 270 m resolution. The visible bands (1, 2 and 3) all display a general 
tendency of decreasing D with coarsening resolution (Figure 55 a - c), although 
the Band 1 curve is quite erratic (as are the Band 1 curves for the other 
resampling methodologies). The Band 6 curve of the TM2M-derived image tends 
to reflect little trend in the D value with changing spatial resolution (Figure 55 f).
Fractal Analysis of Landscape Subsets 
Fractal dimensions for the urban, prairie and agricultural subsets of the 
Kansas TM image were also calculated, both for the Band 4/Band 3 ratio images 
and for the visible and near to mid-IR bands. All of these subset images were 
resampled using the AV technique, as were the local variance subsets. The results 
of these analyses are shown in Figure 57 and Figure 58.
The variation of the D  of different landscape types to spatial resolutions 
from 30 m to 150 m are shown in Figure 57. These are the curves derived using 
the Band 4/Band 3 ratio, a simple vegetation index often used to reduce data 
volumes in studies across scale. The urban curve displays a relatively unchanging 
D value, which is not what would be e:g>ected considering the heterogeneity of the 
urban landscape that would be ejqjected to be displayed at finer resolutions. One 
might more likely expect to see higher D values at the finer resolutions, where 
decreasing Ds with coarsening resolutions indicate decreasing landscape 
complexity. It is possible that the range of spatial resolutions considered here is 
not adequate to demonstrate this effect, and that the complexity of the urban
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Figure 57. Fractal dimension versus pixel resolution for Band 4/Band 3 ratio 
images from landscape subsets shown in Figure 33, resampled using averaging 
technique.
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Figure 58. Fractal dimension versus pixel resolution for visible and near to mid- 
IR bands of landscape subsets resampled using averaging methodology: a) urban, 
b) prairie, c) agricultural-north, d) agricultural-south.
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landscape in Manhattan Kansas as measured by D remains relatively constant over 
the range of 30 m to 150 m pixel resolutions. However, it is of interest to contrast 
these finding with the graphs in Figure 58 a. Here the D values for TM Bands 1 
through 5 and Band 7 are shown versus pixel resolution. Note that the curves for 
Bands 1, 2 and 3, the visible blue, green and red bands respectively, show a 
different shape than that in Figure 57 for the urban landscape. Tbe curves for 
Bands 1, 2 and 3 show a slight peak in D at 60 m resolution, then a general 
decrease to the 150 m resolution level. These bands, especially 2 and 3, are often 
identified as being useful for the discrimination of cultural features (Lillesand and 
Kiefer 1994), which the urban landscape abounds in. The near to mid-IR bands 
(Bands 4, 5 and 7) display curves for D much more similar to that of the Band 
4/Band 3 curve for the urban landscape in Figure 57. Bands 4, 5 and 7 are much 
more commonly used for investigating vegetation, which possibly does not vary 
much in complexity in this urban landscape over the spatial scales examined.
The fractal analyses of the other landscape types, where vegetation 
influences would be expected to predominate more, are not as clear as the urban 
case. Figure 57 shows the D value of the Band 4/Band 3 ratio of the prairie 
landscape subset as steadily increasing with coarsening resolution. This upward 
trend is not reflected clearly in the Ds of the individual bands, shown in Figure 58 
b for the prairie subset In general the D values tend to remain rather constant, 
indicating that the complexity of the landscape does not change in this resolution 
range. Add to this the results of the local variance analysis for the Band 4/Band
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3 prairie subset (Figure 53), which showed a decrease in local variance across 
resolution, and we now have results that indicate landscape complexity increases, 
remains the same, or decreases across resolution. One way of reasoning about 
these results is to consider the processes that have shaped the prairie landscape, 
and the scales at which they operate. While of course there are human influences 
that have drastically altered the nature of the prairies, the operational scale of the 
processes that formed the prairie landscape occurs at a greater spatial extent than 
that of the operational processes which resulted in the urban landscape. Since 
much of the prairie region is not amenable to human modification due to its 
relatively steep slopes and rocky nature, the initial processes which formed the 
landscape features are manifested in the contemporary landscape patterns 
represented in the prairie images. Grazing land, which is what much of this 
prairie functions as in this landscape, is usually measured out in tens to hundreds 
of acres rather than meters, the units used in the subset analysis. As will be 
mentioned below, larger image subsets which more adequately reflect the 
characteristic scales of these more natural types of landscapes should be employed 
in future characterizations of the scaling nature of different landscape types.
Figure 59 shows how the scales of different landscape features relate to the 
pixel resolutions used in this stucfy. The linear bars in the figure indicate 
dimensions of 150, 380 and 1600 meters, set in the context of both agricultural 
fields in the upper portion of the image and a typical prairie region in the lower 
portion of the image. The 150 m dimension, which in an urban area could
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encompass a high degree of reflective heterogeneity, is not a very significant 
spatial dimension in terms of spatial change in the prairie and agricultural 
landscapes. The D values for the Band 4/Band 3 ratio images of the agricultural 
regions are plotted in Figure 57. The southern subset shows the most obvious 
differences in D across scale, rising to a peak at 60 m and declining to a low at the 
150 m resolution level. The northern agricultural subset displays a slight tendency 
to increase in D value with coarsening resolution. These trends are not well 
reflected in the graphs of the visible and near and mid-IR bands for the 
agricultural regions shown in Figures 59 c and d. If anything, the D values for the 
southern region tend to show a slight upward trend, and the D values for the 
northern region a slight downward trend, the opposite of what is shown in the 
Band 4/Band 3 graphs. The operational scale of the processes which generate the 
agricultural fields which are the predominant landscape forms of these subsets is 
probably beyond the coarsest resolution used in this stucfy. Indeed, the 30 to 150 
m range is only a small portion of most of these fields. It is possible that the local 
variance analysis, which indicated the 150 m resolution level as the "scale of 
action" in the two agricultural landscapes, was able to more readily detect the 
activity occurring at the coarser resolution levels.
Resampling Algorithms and Fractal Analysis 
The results of the fi-actal analysis are grouped by resampling algorithm 
employed and graphed in Figure 56. The visible and near and mid-IR bands are 
displayed for each of the four resampling algorithms: AV, CV, SS and TM2M.
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Figure 59. linear landscape scales superimposed on portion of Kansas TM image 
in linear dimensions of 150 m, 380 m and 1600 m, in the context of agricultural 
fields in the upper portion and prairie in the lower portion of the image.
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The similarity between the graphs of D versus pixel resolution for the AV and CV 
methodologies can be noted ^ c e p t for Band 2, which shows a peak in D at the 
510 m resolution level, the other bands in the AV and CV-derived plots show a 
peak of D, although slight, at the 270 m resolution level. Both graphs also show 
the tendency for D to rise slightly at the coarsest resolution level of 1530 m. The 
possibility that this is an artifact of the processing was discussed above, in light of 
the small number of sample pixels available for processing (the Level 5 images had 
dimensions of 33 by 33 pixels). However, this slight increase in D at the 1530 m 
resolution level is not seen in the graphs derived from the TM2M methodology, 
and is only shown for two of the six bands of the SS method The slight rise in 
D at the coarsest resolution level can also be seen in several of the graphs of the 
AV-derived landscape subsets that were analyzed using the fractal procedure (see 
Figure 58). The image size for those coarsest resolution subsets was 30 pixels by 
30 pixels, similar to the Level 5 images. As noted before, the urban image 
displays behavior that seems to most accurately reflect the landscape structure 
being represented since the scales at which the fractal dimensions have been 
obtained are more representative of the operational scales which unfold across the 
landscape. Whether the AV and CV processes are capable of detecting a break 
in scale near the Level 5 resolution or whether something in the nature of these 
processes produces this scale break is unclear.
The D  values of the images derived using the SS method tend to remain 
the same or even rise with decreasing scale resolution. While it is a danger to
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discount the results of a methodology because they are not what we may ejgject 
from the theory, the statistical nature of the SS-derived images make them suspect 
for this type of fractal analysis. Since the variation in the SS-derived images 
remains high across scale, the ability of the fractal algorithm to detect the 
underlying landscape variability that may be present appears to be obscured. If 
most of our postulates about the multifr-actal, scale dependent nature of natural 
and cultural landscapes are in fact valid, then the SS methodology does not appear 
to be a good resampling methodology for use with this type of fractal analysis, 
since the multifractal nature of the landscape carmot be discerned from these 
images. Interestingly, it is the TM2M-derived curves in Figure 56 d which seem 
to most nicely fit the concept of a scale dependent, multifractal landscape. While 
some of the inconsistencies of the TM2M algorithm have been noted in the above 
discussions, in this situation the method seems to perform fairly consistently over 
the visible and near and mid-IR bands, indicating a peak D value at the 270 m 
resolution level. Since the algorithm was developed to simulate MODIS 
resolutions in the 250 m to 1000 m range, it is of note that the peak D seems to 
lie within that range. The relatively sharp decline in D at the coarsest resolutions 
(compared to the rather static nature of the AV, CV and SS plots), may once 
again be an artifact of the processing, since the original filters in the transforms 
for the algorithm (see diagram in Rgure 36) were developed for the 250 m to 
1000 m range. However, since they fell in line with the results at 990 m, it is more 
likely that these lowered D values are indicative of lowered landscape complexity
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at these coarser scales. The TM2M methodology deserves further examination as 
a companion tool to fractal analysis of landscapes using remotely sensed imagery.
Tools for a Science of Scale 
Several of the techniques for evaluating geospatial data across scale were 
discussed in Chapter 5. The techniques used in this research are now considered, 
in light of their potential utility as part of the toolkit for a science of scale.
Three different representations of the data array provide very different 
impressions of the data: statistical graphs, image displays and histograms. When 
examining the graphs of minimum, maximum and mean values, we can infer some 
information about the way in which the values change with scale, i.e. if they are 
smoothed, converge on the mean, fluctuate above or below the original data 
values, etc. But we know nothing about the spatial distribution of the data values 
or their preponderance. The first question, concerning the spatial distribution of 
the values, may be addressed by a graphical display of the DNs in grey scale for 
a specific band. This visual display on a computer monitor is one of the most 
effective and widely used approaches to representing a remotely sensed landscape 
scene. The human eye and mind can integrate and tynthesize a vast number of 
visual clues as to the underlying geographical patterns of a landscape. The 
preponderance of data values of a given DN can be assessed with the use of a 
histogram, which when combined with the graphs of minimum, maximum and 
mean values can help ascertain whether the extremes are truly representative of 
the tendencies of the image as a whole, or if they are outliers to the general data
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trends (due possibly to sensor noise, edge effects or other processing quirks). 
Some of the newer image processing ^ tem s are able to provide information on 
statistics and image histograms in a windowing environment along with the 
remotely sensed image display-the information from each of these representations 
works ̂ ergistically with the others to provide and enhanced understanding of the 
landscape patterns being observed.
How a decrease in standard deviation (in the case of the AV and CV 
derived images) or lack of it may affect the representation of the data set, or the 
information which the data present, is an issue to be considered These are two 
different ways of "filtering" the data, which result in essentially different 
representations. The issue is somewhat confounded by the changes in scale 
occurring at the same time as the standard deviation is being measured. While 
the spatial extent of the landscape region being considered remains the same, the 
basic unit of analysis, the pixel, is changing in size. Also, the number of pixels 
being considered is drastically reduced from the Level 0 to the Level 5 resolution, 
going from 2,832,489 pixels at the highest resolution to 1,089 pixels at the coarsest 
resolution. The coarsest resolution pixel (Level 5) is a factor of 51 times larger 
in both X and y dimensions than the Level 0 (30 m) pixel (Refer to Table 8 for the 
dimensions of the other levels.) The landscape being represented by each pixel 
may be relatively homo- or heterogeneous across all of the levels, or may display 
certain break points in scale where the heterogeneity manifest at a finer scale 
becomes integrated into a more apparently homogeneous environment Is one or
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the other of these resampling methods then more appropriate for representing 
landscapes changing across scale? It seems that the AV and CV algorithms have 
more of a tendency to reduce heterogeneity by resampling, while SS has the 
potential of preserving i t  However, the SS method has other difficulties that have 
been mentioned, such as over- or under-sampling of periodic variations in a 
landscape, that could lead to severe mis-representations of a landscape. L earning 
more about this particular landscape and its variation across scale, from the 
discussion of the analyses to follow, will provide additional insight into this issue.
Local Variance as a Tool for a Science of Scale 
One of the goals of a science of scale is to develop tools for better 
understanding of the appropriate scales and resolutions for the investigation of 
different landscapes. As such a tool, local variance seems to be able to 
differentiate between different levels of activity along the range of scales 
investigated in this stucfy, both in the seven bands of the Kansas TM image and 
in the image subsets. In the urban and prairie landscape subsets, this tool would 
indicate that the 30 m Landsat TM resolution would be appropriate for 
investigation of these types of landscapes. Of course since there are no data 
available for local variance at resolutions below 30 m (or above 150 m), it is 
possible that a higher resolution imagery may be even more useful in one or both 
of these environments. We can only qjeculate, also, at the pixel resolution at 
which the agricultural landscape local variances may have peaked, if coarser 
resolution data could have been generated. Since much of the Kansas TM image
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is agricultural in nature, it is possible that the 90 m to 270 m peak exhibited by the 
Band 1 through 5 and Band 7 local variance graphs may be an appropriate scale 
of action for the agricultural landscape. Since crop and vegetation assessment are 
important uses of remotely sensed imagery in the arena of global change work, 
ascertaining the coarsest pixel resolutions which will preserve the landscape 
patterns and information available from an image is an important piece of 
information in efforts to make data anatysis and storage more efficient. The use 
of vegetation indices, such as the simple Band 4/Band 3 ratio used here or more 
complex indices developed for particular projects, is another way in which data 
volumes may possibly be reduced in many vegetated landscapes without critical 
loss of information.
How precisely the scale of action can be defined in terms of landscape 
features on the ground may be dependent on many fectors, inclucfing the range 
of resampling that is able to be performed, the optical characteristics of the sensor 
obtaining the initial imagery, the homo- or heterogeneity of the landscape being 
assessed, and others. Woodcock and Strahler (1987) found that for both observed 
and simulated images with definite peaks in local variance, the peak in local 
variance occurred in the range of one-half to three-quarters of the size of the 
objects in the scene. This empirical evidence was somewhat in contradiction to 
the initial hypothesis that the local variance would peak at the size of the scene
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objects ,̂ however for the purposes of deteraiining appropriate scales for research 
a high level of precision may not be necessary. In fact, it may be that the local 
variance is calculated so as to try to relate the scale of action to some sensor 
system alreacfy in eastence, in which case a general resolution range will be of use. 
Of course the local variance method could also be useful when designing new 
sensor systems for specific purposes, where the appropriate spatial resolutions are 
being chosen as a balance between efficiency and utility.
Fractal Analysis as a Tool for a Science of Scale 
The fractal analysis of the Kansas imagery in this stucfy provides another 
piece in the science of scale puzzle. The isarithm algorithm appears to be capable 
of responding to changes across scale, as exemplified by the changes in D viewed 
in the graphs in Figures 55 through 59. Most of the peaks in D are seen at the 
90 m or 270 m resolution level, corresponding to the local variance peaks seen at 
those resolution levels. Since the curve of D derived from the Band 4/Band 3 VI 
ratio of the Kansas TM image fits our expectations based on the local variance 
analysis, it is tempting to indicate that the VI ratio should be a sufficient study set 
for fractal analysis. However, the experience with the subsets, and especially the
'  The reasoning being if the spatial resolution is considerably finer than scene 
objects, image pixels will be highly correlated with their neighbors, and local 
variance measured in a small enough window will be low. Local variance will also 
be low when many object with different reflectivity characteristics are all found in 
one pixel, and the entire scene is somewhat smoothed. When scene objects 
approximate the size of pixels, however, the likelihood of nearby pixels used to 
calculate the local variance being similar to each other decreases, and the local 
variance rises, exhibiting a peak at the proposed "scale of action".
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urban subset, suggests that at least preliminary studies be performed involving all 
available bands (in the case of Landsat TM or data sets with a reasonable number 
of bands), or at least a spectrally representative array of bands (in the case of 
sensors with tens to hundreds of bands). In the urban subset, a distinct difference 
was detected in the response of the visible bands and that of the IR bands. 
Unfortunately, the spatial extents and resolution levels used to examine the prairie 
and agricultural landscapes were probably not of sufficient scale to detect the 
differences in complexity in the landscape that were detectable in the urban 
subset If a greater spatial extent and pixel resolutions more closely approximating 
those of the fields in the images were available (e.g. 500 m to 2 km pixel sizes), 
it is postulated that the fractal analyses of these landscape types would be more 
revealing of the underlying structures, either natural or imposed, of the 
landscapes.
One advantage to the use of jhactal analysis in characterizing images across 
scale is that the overall D value can be related back to the concept of the image 
surface, where the z  values of a three-dimensional display of the surface are the 
DNs of each pixel in a row and column. Lam (1990) uses this visualization 
technique to display the TM surfaces from her stucfy of the fractal nature of TM 
images from coastal Louisiana. Since fractal methods have often been applied to 
the generation of realistic simulations of terrain (e.g. Qarke 1988, 1993; 
Goodchild 1982; Mandlebrot 1983) and to the generation of test data sets to 
examine the performance of various analytic methods (Lam 1982,1983; Mark and
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Lauzon 1984), the relationship of fractal dimension to TM surfaces can provide
additional insight into the nature of the surfaces generated at different spectral
wavelength ranges, and at different scales (pixel resolution levels).
When we consider the issue of scale in the context of using fractal analysis
with remotely sensed imagery across scale, the utilily of fractals and fractal
concepts are here closely tied to concepts of mult^actals. De Cola (1991, 1993)
relates the multifractal concepts of Lovejoy and Schertzer (1988) specifically to the
multiscale analysis of image pyramids of real world data. The multifiractal concept
allows for varying degrees of scale dependency in the not-ideally-fractal world that
is represented in the images analyzed using firactal analysis;
The idea of multifiracticality is that real phenomenon are not precisely self- 
âmilar across scales, or between levels of intensity, or among locations. It 
is therefore misleading to speak of a unique fractal dimension D associated 
with a given phenomenon; for observed structures D itself will vary 
depending upon what scale—and even when and where—the phenomenon 
is examined (De Cola 1991).
One of the conclusions that De Cola derives from his work with multifractals and
image analysis is that natural processes, such as vegetation or other land cover
evolution, result from complex multifractal Qrstems that he believes work within
relatively narrow scales (De Cola 1993). One of the great benefits of fractal
analysis is that it can help to define what these scales are in different landscapes.
De Cola also concludes that cultural or human activities are often strikingly scale
dependent, which should also make their resultant patterns amenable to analysis
using fractal and multifractal techniques. To echo De Cola who echoes the
observations of Getis and Boots (1978) in their work on Models of Spotted Process:
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In keeping with the above notion of mxiltifractals, it therefore appears that 
combinations or hierarchies of models will be necessary to explain real 
spatial patterns (De Cola 1993).
Multiscale analysis using tools designed for analysis across scale, such as fractals,
can help elucidate those hierarchies for different landscapes and processes.
Discussion of Results 
The results of the statistical, local variance and fractal analyses performed 
have been presented above for both the Kansas TM image and the image 
landscape subsets. The results from the landscape subsets allow a consideration 
of the different ways in which different landscape types are represented in GIS, 
while the results from the Kansas TM image analyses present differences between 
the different resampling algorithms employed. In the larger context of examining 
landscape change, the spatial scaling issues dealt with here are only part of a 
larger set of sensing system properties that will ultimately affect the accuracy of 
change detection analyses. Townshend and Justice (1988) group the properties of 
sensing Q ŝtems that control change detection accuracy into three broad categories: 
spatial properties, radiometric/spectral properties and temporal properties. By 
holding radiometric/spectral** and temporal factors constant, the spatial properties 
and their potential influence on landscape change research could be examined.
* While it is often assumed that radiometric calibration is consistent throughout 
an image, the possibility exists that atmospheric variability or uncontrollable sensor 
^ te m  effects can introduce intra-image variation that would confound certain 
analyses. That was assumed not to be the case here, as the image was chosen from 
a group selected specifically for their quality and inclusion in the NASA/TM Global
Change Landsat Data Collection.
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Each of the four resampling algorithms employed was used to resample the 
orignal resolution 30 m data to a range of coarser resolution levels that 
culminated at the 1530 m resolution level. These particular resolution levels were 
chosen to approximate resolutions currently in use or proposed for landscape 
studies uring remotely sensed imagery. There were obvious differences between 
the performances of the different algorithms, manifested in the images created 
and in the results of the subsequent analyses performed. Observed throughout the 
results was the tendency of the AV and CV algorithms to produce very similar 
results. Prior to the analyses, it was thought that the CV weighting matrix which 
weighted the center pixel and those closest to the center more heavily than those 
near the edges would produce results that were more distinctive from the AV 
algorithm. The general theory behind the CV algorithm is that the more heavily 
weighted center would more closely simulate the way in which an actual sensor 
would apprehend the scene, reflected by the shape of its point spread function 
(see Figure 14 for the shape of a typical PSP). In retrospect, a filtering algorithm 
that is more reflective of the PSP curve’s shape may have been a better choice to 
provide more contrast to the smoothing effect of the AV algorithm. McGwire et 
al. (1993) used a sinusoidal form for calculation of the input weights for the 
convolution weighting matrix they used for resampling Landsat TM data. They 
also used pixels from portions of adjoining resultant cells as input to the 
convolution matrix. For example, in our procedure to resample a 30 m pixel to 
90 m, a 3 by 3 pixel matrix was used as the source of input DNs to calculate the
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resultant DN for the 90 m pixel, which occupies the same spatial extent as the 
nine 30 m pixels. In a procedure similar to the one used by McGwire et al., the 
input values would be taken from a larger input region, say a 5 by 5 pixel area, 
centered of course on the center location of the output 90 m pixel, and weighted 
much less heavily toward these outside edges. The rationale behind this approach 
is that an actual sensor scans a scene in a somewhat analogously "overlapping" 
maimer. Thus, the choice of 30 m or 28.5 m as a sampling interval for generating 
the pixels is somewhat arbitraiy, as the influence from the landscape which went 
into a particular signal resulting in a DN at a particular pixel location extends 
beyond the convenient (usually) square boundaries of a pixel. One of the 
problems with employing a filter that overlaps in this manner is with e%e effects- 
what happens when there are no DN values to be input outside of the image 
boundaries. Possible ways of dealing with edge effects are either mirroring the 
edge pixel values to fill in as surrogate values, or cutting out the edges where the 
aberrant pixels lie. This edge effect problem arose in the TM2M-generated data 
sets, because the algorithm was orignally designed to amply chop off the outer 
layer of pixels which showed the influence. The algorithm was rewritten to 
eliminate this chopping, so as to have the TM2M-generated output files sized the 
same as those of the other algorithms for comparison. Possible future solutions 
could involve chopping the edge pixels from all of the output files, although it is 
not likely that the edge effects had a significant influence in the case of the 
TM2M data sets.
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The AV algorithm and the similar CV algorithm performed consistently, 
and these types of averaging algorithms are in wide use by researchers 
investigating scale effects in remotely sensed as well as other types of data. Based 
on their performance in both the local variance and the fractal analyses, there are 
no reasons not to suggest their continued use. However, the significant smoothing 
effects assodated with these types of data aggregation algorithms, reflected in the 
graphs of minimum, maximum and mean values for the AV- and CV-generated 
images in Figures 39 through 45 are cause for some concern. The fundamental 
question is whether or not this smoothing type of filter is the geographical filter 
that should be applied to remotely sensed data as it is resampled over scale. 
More to the point of this work, is the landscape better represented at coarser 
scales of resolution by redudng the variation in the data set? Of course if carried 
to its ultimate end, the resampling process will end with one large pixel equal in 
spatial extent to the original data set, represented by one DN. Depending on the 
original scale (resolution) and scale (extent) of the data, one resultant pixel could 
represent a dty block or a continent. What is it that is important to retain about 
this area? The CV and the TM2M methods attempt to address the issue by 
amulating (one rather crudely, the other more precisely) the way in which an 
actual sensor may view the landscape. Methods such as these, developed to 
simulate the geographical filter employed by the sensor, also perform a smoothing 
function in that they must integrate the sub-pixel heterogeneity to produce one 
resultant DN per pixel sampling area. Cartographers employ analogous
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geographical filters when rescaling a set of large scale maps to a smaller scale one 
representing the spatial extent of the originals. The human brain performs this 
type of filtering constantly, letting some information through and protecting us 
from the overwhelming onslaught of environmental stimuli. Conceptually, the CV 
and TM2M filters and others like them seem to present the most défendable 
approach to the rescaling problem, if in feet what we wish to do is simulate the 
output of lower resolution sensors. This project benefitted fi-om the availability 
of the TM2M algorithm which had already been developed, incorporating the 
complex filters necessary to simulate the optical characteristics of the MODIS 
sensor.
This issue brings with it the question of the design differences in optics and 
other sensor characteristics that are technically outside of the scope of this work, 
but can conceptually be considered. When designing a sensor to sense at coarser 
resolutions, one might assume that certain of the design parameters of the sensor 
are chosen so that the homogeneity in each pixel region is maximized for the 
purposes of obtaining consistent results across a broad landscape. In one sense 
this coarser resolution sensor may be tuned via its design specifications to be 
somewhat less sensitive to small levels of landscape variation than a sensor 
designed to assess responses at much finer spatial scales, up to the known design 
limits of remote sensors available. It would not be desirable to have a sensor with 
a very high spatial resolution that could only sense a few different "shades of gray", 
the image representation would not be useful as a representation of the processes
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occurring at the resolution of the pixels. The spatial factors of the sensor are thus 
always interacting with the radiometric/spectral and temporal properties discussed 
above that contribute to the ability of a sensor to detect changes in the landscape.
The SS algorithm was an attempt both to reduce the smoothing effects that 
result from averaging algorithms, thus retaining some of the data’s inherent 
variability, and also to imitate one of the sampling procedures currently in use for 
reducing data volumes of AVHRR data (discussed above). The results of the 
statistical analysis of the SS resamplings, as well as those of the local variance and 
fractal analyses, seem to indicate that the variability that was retained from the 
data (as exemplified by the relatively stable minimum and maximum values 
depicted in Figures 39 through 45) does not seem to represent the landscape well 
at the coarser resolution levels. The surface which is generated from this type of 
systematic sampling retains a great degree of roughness, as indicated by the fractal 
analysis results. The variability retained is of a random and unprechctable nature, 
when considered in the context of the landscape scenes’ representation. How 
better to develop a geographical filter in the form of a rescaling algorithm which 
is able to represent the variability of a landscape at coarser scales (pixel 
resolutions) is not clear. An important question is whether or not there even is 
in fact a similar level of variability extant in the landscape at the coarser scale that 
is in feet being reduced by certain resampling methods and needs to be 
represented at the coarser scale. How the same spatial extent of landscape be 
represented on one hand by 2,832,489 DN values (the number of pixels in the
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Kansas TM Level 0 image), then "equivalently" by only 1,089 values, the number 
of pixels in the Kansas TM Level 5 image? We need to decide what sort of 
geographical filter we choose to apply, and choose the resampling algorithm on 
that basis. The diflferences in the performances of and results using the four 
different algorithms underlie the importance of proper and appropriate selection 
of a resampling algorithm for use in studies investigating scale efiects.
The use of a Band 4/Band 3 VI or other appropriate band ratioing 
technique seems to present a reasonable alternative to reducing data volumes for 
studies across scale in some situations. Depending on the landscape being 
considered, e.g. urban, forest, agricultural, etc., a vegetation index ratioing 
technique may be deemed more or less appropriate. Findings here indicated that 
there were different response curves generated in the urban landscape subsets 
firom the visible bands versus the near and mid-IR bands. In such a case as this, 
a Band 4/Band 3 may not be as useful as in a landscape dominated by vegetation. 
With the advent of multiband sensors that sense a wide range of wavelengths at 
narrow resolutions, the issue of which bands to choose for analysis will become 
even more pertinent. As with all research, a preliminaiy stucfy that examines as 
much as possible the breadth of the data will allow a more efficient selection from 
the possible information sets available.
The graphical portrayal of the minimum, maximum and mean values and 
the standard deviations of the different resampled bands is a useful tool for 
examining what happens as data are resampled across scales. As was noted above.
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the addition to these graphs of a band histogram, a widely used tool in image 
processing, will provide additional very useful information. While possibly 
overlooked as mundane by some researchers, this type of fundamental information 
provides important clues as to the possible behavior of a data set under analysis. 
The SS-resampled data is probably the best example of this-the way in which the 
data retained the large range of values was reflected in the way in which the data 
responded to both the local variance and fractal analyses. The way in which these 
fundamental statistical variables change across pixel resolution is important to our 
understanding of the way in which the landscape being represented is also 
changing. Since the digital representation of a coarser resolution image always 
will be representing a larger area (i.e. a larger pixel) with a lesser quantity of 
digital information, the question of how this decrease in quantity of information 
used to represent an area of the earth’s surface will affect the representation and 
perceptions of the area is raised. The statistical information at least helps with the 
visualization of what is happening to the information that is available for a certain 
resolution level.
The utility of both the local variance and fractal methods was discussed 
above. Both are deemed useful methods in the investigation of scale effects across 
the resolution levels used in this stu(^. What might happen when the resampling 
process is carried to resolutions that are significantly coarser than those used in 
this study has not been investigated. In the research literature reviewed for this 
work, there were a wide range of pixel sizes to which data were resampled.
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Generally, Landsat scale data were resampled to no greater than 4 km, or in some 
instances 8 km, resolutions. When considered in areal units, the difference 
between a 30 m pixel and a 4000 m pixel is enormous, the 30 m pixel occupies 900 
m̂ , while the 4000 m pixel occupies 16,000,000 of earth surface. The validity 
of using a resampling algorithm such as the AV algorithm to re-represent the 
surface across such a wide range of spatial scale remains an issue in the mind of 
this researcher. Other research reviewed involved the rescaling of AVHRR data, 
from a 1 km pixel resolution up throu^ the tenth level of a data pyramid 
resulting in a 1024 km by 1024 km pixel (De Cola 1992). The questions raised 
earlier pertaining to the design specifications that are appropriate to sensors used 
to sense different pixel resolutions are also relevant in this context—we can run the 
algorithms to rescale the data, but is there a limit (i.e. some multiple of the 
original data dimensions) beyond which the rescaling is no longer valid? When 
the resampled data no longer retain any representational power for the landscape, 
it seems that such a limit would be reached. One subjective way of determining 
this, which is highly dependent on the geographical extent of the landscape area 
being considered, is to view an image on a display screen and ascertain whether 
any features or patterns remain recognizable.
For the local variance analysis, the range of resolutions used in this 
research provided an adequate window for observation of the way in which the 
local variance changed over scale, at least for the Kansas TM image. The 
difiBculties with the image dimensions used for the subsets was discussed earlier.
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in the context of the results of the fractal analyses of the non-urban subsets. 
Ideally, subsets of larger spatial extent would have been chosen, which would 
make possible the inclusion of coarser pixel resolutions in the analysis. Since the 
spatial extent of Manhattan, Kansas, the city represented in the urban subset, was 
not veiy great, the dimensions of the other subsets were limited so as to 
correspond in size to the largest reasonable subset obtainable from the Manhattan 
region, which was the 150 pixel by 150 pixel subset Judging from the rather 
straight line shape of the Band 4/Band 3 local variance subset curves, it is likely 
that the local variance analysis, like the fractal, could have been more revealing 
of the actual landscape structure had it been carried out to resolutions more 
appropriate to the landscape processes operational in the subset areas.
The overall correspondence of the local variance and fractal analyses is 
encouraging. Especially for the AV and CV methodologies, the peaks in local 
variance or D for the Kansas TM image were most often found at the resolutions 
bracketing the 270 m level, either at 90 m, 270 m or 510 m. Since this is the scale 
of many of the agricultural fields which are prominent in this scene, this seems an 
appropriate "scale of action" for this landscape. Except for Band 6, which is 
initially obtained at a coarser resolution than the other bands and which might be 
expected to display different responses to scale manipulations, the results from the 
different bands were relatively consistent, somewhat more so for the local variance 
than the fractal methodology. The groundwork that has been laid by this research 
will enable future projects to look at some of the other methods for stuctying scale
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and resolution effects and assess their performance under similar conditions. 
More detailed thoughts on future research projects are presented in the final 
chapter.
Hypotheses Revisited 
The first hypothesis deals with the question of recognizable pattern loss 
resulting from resampling data from higher to lower resolution levels. Of course 
if the resampling processes were invertible there would not be a great concern 
about the loss of potentially useful information, as it could be readily regenerated. 
However, with the algorithms employed, and with some, onboard sensor 
resampling algorithms in use, the original resolution data are in fact lost Whether 
in fact the information present in the o ri^ a l data is also lost is less clear, and may 
depend on what type of information the remotely sensed imagery was providing. 
When high resolution aircraft data used for photogranunetric purposes are 
degraded, it seems obvious that information as to precise locations of road 
intersections, point locations, boundaries, etc. could also be lost In this stucfy, 
which looked rather at the landscape representation as it changed across scale as 
the information component, there was a transformation of the recognizable 
features with scale. The statistics and measurements made across the series of 
scale resolutions are themselves a form of information that was consistently 
retained across levels. The amount of information required to represent the 
landscape was reduced significantly in different manners, in the fi-actal analysis to 
a single D value for each image. Within the spatial ranges considered, information
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on representation at different scales was retained across scale. To consider best 
consider this issue, it would be optimal to use a landscape which exhibits definite 
breaks in scale due to distinctive landscape processes that are observable both on 
the landscape itself and via the methods for analyzing scale effects we have 
considered. How a large change in homo- or heterogeneity (as being represented 
by different pixel resolutions) would affect the information on scale effects 
collected is another question for future investigation.
The second hypothesis speculated that due to a decrease in landscape 
complexity at lower resolutions, the fractal dimension D would also decrease with 
decreasing pixel resolution. This was found to depend on a number of factors, 
including the resampling algorithm used to rescale the pixels. The nature of the 
SS resampling resulted in fairly consistent D values across scale, D even appeared 
to slightly increase for the different bands. This is suspected to be due not to a 
reflection of the landscape complexity, but to the variance in the data values which 
is retained across scale using the SS algorithm. The D values obtained using the 
TM2M method did in fact tend to decrease with decreasing resolution, following 
in some band instances a D peak at 270 m, corresponding with peaks in both local 
variance and D values obtained via the AV and CV methodologies in several 
instances (see Figures 56 and 57). Combined with the third hypothesis listed 
above, that graphs of local variance can be used to recognize "scales of action" and 
appropriate scale levels for landscape studies, the analyses do seem to indicate 
that there are scales (here pixel resolutions) at which the landscape processes and
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patterns display more or less levels of activity, and that these scales may be 
ascertained by using scale analysis tools and methodologies based on the statistical 
nature of the images which represent these landscapes.
Hypotheses 4 and 5 both address the question of whether or not the 
statistical and analytical results from the implementation of the four resampling 
algorithms would differ due to resampling procedure. This was shown to be the 
case in all of the studies, with the results from the CV and AV methods showing 
very similar results due to the similar nature of the smoothing which occurred as 
a result of the algorithms. As discussed below, this is a significant finding of this 
work, viewed in the context of the preponderance of research projects attempting 
to deal with maiy different aspects of scaling of remotely sensed imagery to be 
used in landscape change research.
The final hypothesis states that the representation of landscapes will be 
affected by the resolution level at which they are presented. Indeed, as can be 
seen in a visual examination of the images in Figure 37, with coarsening resolution 
certain landscape features are lost, or actually they are filtered, through the 
specific geographical filter that has been imposed by the resampling method which 
has been implemented. Representational differences due to resampling algorithm 
may not be as readily apparent during a visual analysis as they are using statistical 
analyses, and the graphs and histograms used in this stucfy to closely examine the 
images. Figure 60 shows a portion of the Kansas TM image, represented using 
the different resampling algorithms at a pixel resolution of 270 m. The scale level





Figure 60. Portion of Kansas TM image at 270 m resolution. Same area of Band 
4 represented by images derived using different resampling algorithms: a) AV, b) 
CV, c) SS, d) TM2M.
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Figure 60, d).
at which the representation becomes inadequate depends once again on the 
application being considered For the purposes of landscape characterization, the 
breakdown in this stucfy from a visual standpoint seems to come around the 990 
m or 1530 m resolution, however, if the original spatial extent of the 30 m 
resolution im ^e had been larger, there would be more contextual information 
available at the 990 m and 1530 m resolution levels, and it may still be possible 
to discern the Konza Prairie or the urban area of Manhattan from its surroundings 
at coarser pixel resolutions in maps of larger spatial extent There are differences 
in representation across scale, and they must be considered in the context of 
performing spatial analyses in the digital GIS/RS environment.
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CHAPTERS
CONCLUSIONS
Optimally, during the finishing stages of any woiic of research, the research 
results will come together as individual pieces that contribute in a Gestalten 
manner to form the more coherent whole which is presented to the outside 
research community. This final chapter will present the significant contributions 
of this work, and the many potential paths presented for future work.
The fi-actal nature of this research project can not be ignored. This does 
not refer to the use of the fractal techniques in this research, but to the infinitely 
branching nature of the research possibilities that arose during the course of the 
research. As in the Julia Set pictured in Figure 61 (a self-similar map that mimics 
itself at successively higher magnifications) the research opportunities presented 
by a research project such as this present more possibilities at successive levels. 
All of the possible permutations in terms of analyzing different bands, subsets, 
images and methodologes could not possibly be chosen; each research project 
traverses only one path through the recursive Julia Set The next step for future 
research will be to investigate some of the other paths.
333
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Figure 61. Julia Set.
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Project Significance 
The fundamental concepts of scale (extent, resolution, operational scale and 
even cartographic scale) are very much interconnected with one another, and will 
interact to affect our perceptions and representations. We control spatial 
resolution, but then must limit extent Representation depends on context, which 
depends on both extent and resolution, a factor cartographers have long 
recognized. Many of the fundamental issues that cartographers have been 
stmggling with for centuries, in their attempts to provide the most useful 
representations of geographic reality, are being manifested in the issues dealing 
with scale, resolution and representation in remotely sensed imagery and in GIS. 
One major significance of this work is that it brings these issues to a higher level 
of awareness than they may previously have occupied. Problems having to do with 
scale, resolution and representation remain critical ones confronting researchers 
in GIS, remote sensing, global change and other disciplines. A fundamental 
understanding of scaling and representational concepts is sometimes lacking, and 
this is manifested in suggestions, conunonly voiced in many non-research settings, 
for research using inappropriate data resolutions, scales or data models. The 
power of the RS and GIS technologies is such that many people may be eager to 
utilize their functionality, without having a firm grasp of many of the underlying 
spatial principles involved in appropriate implementations.
The representational issue in GIS is exemplified both by the raster/vector 
choices presented to users and by the resampling options for changing scale and
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resolution, which has been a focus of this research. In addition to raising the 
awareness of representational and scale issues, this research presents an explicit 
comparison of different resampling algorithms, one of the few instances of this in 
the literature. The results have shown that the choice of resampling algorithm will 
have an effect on the information content of the resultant data sets, which is 
significant for any future work that will involve resampling and rescaling data. 
The choice of resampling methodology should be based on its known performance 
and the rationale behind the resampling being performed.
The final major significance of this work is the evaluation of two of the 
many potential tools of a science of scale, the local variance texture method and 
the fractal isarithm method. While both methods have been previously employed, 
they were examined here in the context of both their comparison with each other 
and their performance with data sets generated using different resampling 
algorithms. The use of such methods for stu^ng  scale and resolution effects will 
increase greatly as future research examines scaling issues with the globe as the 
outer limit Both ecological indices used for classified data and geographical 
methods used for remotely sensed and other types of geographical data are being 
increasingly utilized in scale investigations. This research is an addition to the 
instruction manual for that developing toolkit for a science of scale.
The technologies made available by computers, GIS and remote sensing are 
very powerful, and have enormous potential to make positive impacts on our 
understanding of how landscapes and environments are changing, and how those
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changes can be ultimately skewed to be beneficial ones. Underlying the power of
these technologies are principles of spatial analysis, geography, earth ^ tem s
science and ecological hierarchies that are fundamental to their proper
implementation. In their rush to make the tools of technology more accessible to
a wider groiq), software developers have put these powerful mapping and
analytical tools in the hands of a wide range of users, some of whom may lack the
understanding of some of the basic spatial principles which are necessary to make
appropriate choices as to data scales, formats and analytical procedures. While
the more widespread availability of spatial analysis and GIS/RS technologies is
applauded, caution is advised that research projects must be grounded and
motivated by fundamental principles, not data and software accessibility.
The capability of remote sensing to monitor the effects of human activities
on local surroundings is well recognized, and the policy implications of monitoring
crop yields, drought and desertification, locating potential resources and projecting
results of massive development are enormous (Conant 1990). In the GIS
environment, this local scale information may be reformatted to different scales,
in attempts to better understand the interplay of global changes in the localities
that "contribute to and are affected by the changes" (Kates 1994). The issues of
the global to local linkages are of concern to all of the participants in global
change endeavors, whether their main concern is with the physical or human
dimensions of global change. As Kates puts it;
Whether dealing with the patchiness of ecotystems, aerosols, or people, the 
issues of model resolution and detail, assumed homogeneity, and
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differential scale effects speak to the potential commonality of some major
global change research questions (Kates 1994).
The understanding of the linkages between the micro- and macro-scales is key to 
understanding the global environmental change that is now taking place. This 
research addresses one small aspect of the way in which those linkages may be 
manifested across scales on the landscape.
Future endeavors
The analogy was made above of this research project to a recursively 
infinite fractal form. In a sense this can probably be said of many projects, where 
one set of investigations leads to another related but different set, which may 
provide yet another crucial puzzle piece. The most difficult part of the research 
seemed at times deciding what not to do. The prospects for future work are 
many.
One possible project, which seems missing from the literature, is a review 
article on scale analysis methodologies. Many of the available methodologies were 
reviewed in Chapter 5. There are several different scale analysis me&odologes 
in use specifically for remotely sensed images, and their use can often be traced 
in the literature through different research teams over time. A ^stematic review 
of these techniques will be of benefit to future researchers trying to choose the 
most appropriate methods for their research projects.
While the limitation had to be imposed in this work, an extension of the 
procedures used in this stu^  to other landscapes is certainly an important next
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step. Since different landscape types would be eq)ected to exhibit different breaks 
in scale, using the resampling and local variance and fractal approaches in a 
different landscape setting could provide additional insight as to the interactions 
between all of these factors, i.e. the on-the-ground reality, the remotely sensed 
image, the resampling algorithms, and the scale analyses. Extreme landscapes 
such as faulted or mountainous landscapes, or veiy flat coastal plains, may provide 
an interesting contrast to the Kansas prairie scene. To expand on the work done 
here witii the subsets of different landscape types, areas of larger spatial extent 
would be used to examine landscape forms. Imageries of an urban megalopolis, 
of vast Western US grazing lands or of glacial landforms are examples of 
landscapes which occupy larger spatial extents than those used in this stucfy, and 
could provide data set for comparisons of different landscape types.
Another important avenue of pursuit is further work examining resampling 
algorithms. A modification of the CV algorithm was proposed above, which could 
more nearly approximate the point spread function of a sensor. The degree of 
smoothing that is inherent in the avera^ng fype resampling algorithms still 
presents interesting questions about the types of geographical filters that these 
algorithms impose on the landscape, which ultimately affect the landscape 
representations. Further work with the TM2M algorithm is needed, to come to 
a fuller understanding of some of the reasons for the somewhat inconsistent 
behavior of the algorithm across bands. Refinements of resampling algorithms to
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eliminate edge effects and implement algorithms that simulate sensor behavior 
more closely will be part of these future projects.
The final area of proposed future work is with the analytical toolkit for 
examining landscapes across scales. While many methodologies currently exist, 
their continued refinement and evaluation is certainly warranted. As an example, 
there are several different texture algorithms currently in use, which can be used 
in a manner such as was employed in this research to look for "scales of action" 
in a data set While texture methods have been widely used for many sorts of 
applications, the specific performance of the different procedures in a scaling 
application is worth examination. Several of the landscape ecological indices may 
be found to be amenable to use for applications beyond those for which they are 
currently being employed. In addition to the methods currently in use, there are 
of course many more potential techniques that could be developed. These new 
techniques will be developed based on a firmer understanding of the way in which 
the old ones perform, as well as an increased understanding of how scale affects 
the representation of landscapes and the meanings that can be derived from those 
representations.
These proposed research endeavors are all alternate paths presented in the 
context of the larger research endeavor set, any of which will help in further 
elucidating the issues. Similar to a Peano curve, the recursively space-filling curve 
shown in Figure 62, the research paths may seem to be recursive space-fiQling 
endeavors with no defined limit: when will the space finally be "filled"? Rather

















Figure 62. The Peano curve, a recursively space-filling curve.
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to end with more questions, than to falsely believe that they have all been 
answered
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