Abstract. We develop a theory of differential systems associated to families of algebraic cycles in higher Chow groups (i.e., motivic cohomology groups). This formalism is related to inhomogenous Picard-Fuchs type differential equations. For a family of K3 surfaces the corresponding non-linear ODE is studied. It turns out to be a variant of Chazy's equation.
Introduction
Around 1900 R. Fuchs [7] discovered connections between non-linear second order ODE of type Painlevé VI and integrals of holomorphic forms over non-closed paths on the Legendre family of elliptic curves. During the whole 20th century the Painlevé VI equation has played a prominent role in mathematics and physics, see [17] . About 100 years later, Y.I.Manin [12] found a framework in which inhomogenous Picard-Fuchs differential equations and the non-linear equations of type Painlevé VI can be connected to mathematical physics and the theory of integrable systems. Inspired by his work and the earlier work of Griffiths [10] about differential equations satisfied by normal functions, the authors [5] have studied inhomogenous equations in the case of the higher Chow group CH 2 (X, 1) of K3 surfaces.
In this paper we study differential equations obtained from families of algebraic cycles in higher Chow groups CH p (X, n) of projective manifolds X with 2p − n − 1 = d = dim(X). Our goal is to develop a theory of differential equations arising from such algebraic cycles. The main motivation for that is to have a kind of cohomology theory which associates to each family Z/B of cycles in higher Chow groups over a quasi-projective base variety B some new invariants. In [5] we suggested to use any Picard-Fuchs operator D of the local system underlying the smooth family where ν Z/B is the (in general multi-valued) normal function associated to the family Z/B. If the normal function is truncated in a suitable way, then one can show that g(b) has moderate growth at infinity, hence is an algebraic function on a compactification B of B. We first explain extensions of such higher normal functions and discuss the relation between g(b) and higher infinitesimal invariants. This connection gives us the possibility to investigate the relation between the field of definition of Z and the coefficients of g. We restrict ourselves to the case of Calabi-Yau varieties, where the (truncated) normal functions become actual functions instead of being vector valued. In this case, if Z is defined over Q, the variational invariant g(b) also has coefficients in Q and the differential equation
for ν Z/B contains in general some interesting information about the cycle Z.
In section 6 we recall the case of dimension 1, where this inhomogenous equation is related to the Painlevé VI equation, a second order ODE having the Painlevé property, i.e., no movable branch points and essential singularities. We also give one prototype example in dimension 2 where the inhomogenous equation is of the form
with algebraic functions a, b, c, d. The resulting non-linear ODE is of the form
This equation is very similar to Chazy's equation [4] , a third order ODE with the Painlevé property. The occurence of the Painlevé property for ODE or PDE arising from normal functions is rather surprising, but becomes less so, if one looks more carefully at the regulator integrals. In the study of isomonodromic deformations such PDE also arise, see [3] . In future work we will come back to the Painlevé property in our setup.
Cycle class maps from higher Chow groups to Deligne cohomology
Higher Chow groups [1] can be defined using the algebraic n-cube
The n-cube has 2 n codimension one faces, defined by x i = 0 and x i = ∞, for 1 ≤ i ≤ n, and the boundary maps are given by
where ∂ 0 i and ∂ ∞ i denote the restriction maps to the faces x i = 0 and x i = ∞. Then Z p c (X, n) is defined to be the quotient of the group of admissible cycles in X × n by the group of degenerate cycles, see [1] . We use the notation CH p (X, n) for the n-homology of the complex Z p c (X, ·). There are cycle class maps c p,n :
defined by Bloch in [2] using Deligne cohomology with supports and a spectral sequence construction. They can be realized explicitely by Abel-Jacobi type integrals if X is a complex, quasiprojective manifold [11] . If we restrict to cycles homologous to zero, then we obtain Abel-Jacobi type maps
where J p,n (X) are generalized intermediate Jacobians. 
with B affine and smooth over C. Given a cycle Z ∈ CH p (X, n) such that all intersections
i.e., a holomorphic cross section of the bundle J p,n over B. By Griffiths transversality [9] , ν is quasi-horizontal, i.e.,
, for any local liftingν over an analytic ball and where ∇ is the Gauss-Manin connection.
Remark 3.1. Starting with a single cycle Z 0 on X 0 , then we are not necessarily in this situation, because in general Z 0 does not deform or, if it deforms, the cycle Z patches together only after a finite algebraic covering of B or locally in the analytic topology.
Using Deligne cohomology, we can make this construction of ν much more functorial: Let f : X → B be a smooth, projective family as above. Look at the truncated de Rham complex Ω
on the total space X. There is a natural Leray-type filtration by subsheaves from B so that the graded part becomes
degenerates at E 2 by hard Lefschetz. One has the formula ′ E a,b
where
. In a more sophisticated way, we can also incorporate the integral classes and start with the Deligne complex
X . Filtering it via f : X → B gives, in a similar way, a spectral sequence
Note that this spectral sequence is similar to ′ E 1 and degenerates at E 2 by the same argument.
Example 3.2. Classical normal functions, where a = 1, b = 2p − 1. Then
The Deligne spectral sequence already encodes the information that a normal function arising from a cycle on the total space X is quasi-horizontal, i.e., lies in the kernel E 2 and not only in the E 1 -term.
A similar spectral sequence gives rise to infinitesimal invariants of normal functions. The map associating an infinitesimal invariant to a normal function becomes a coboundary map: If we filter the complex Ω
By the same argument of Deligne, this spectral sequence degenerates at E 2 . Define the sheaves of infinitesimal invariants as
2 (p). Since we also have an exact sequence
which generalizes the definition of Griffiths (refined by Green [8] and Voisin) for the so-called Griffiths' infinitesimal invariant.
Note that each invariant is only defined if the previous invariants vanish in the corresponding terms of the spectral sequence. Later we will need the following result which gives a method to compute infinitesimal invariants:
p (X, n) be a cycle on X with well-defined, homologically trivial intersection with all fibers of f : X → B. If X, B and Z are defined over an algebraically closed subfield K ⊆ C, then so are the infinitesimal invariants of Z.
Proof. As in [14] , the infinitesimal invariants can be directly obtained from the topological cycle class of Z in F p H 2p−n dR (X/C). They can be computed from a corresponding class in the hypercohomology group H 2p−n (X, F p Ω
• X/C ) as elements in the corresponding graded piece of ′′ E 2 . If X, B and Z are defined over an algebraically closed subfield
• X/K ) and the cycle class of Z are also defined over K, since de Rham cohomology is defined over K and has a theory of cycle classes over K.
Extensions of truncated normal functions
Assume now that 2p−n−1 = d and p ≤ d. For every family f : X → B with dim(B) = 1, and every cycle Z ∈ CH p (X, n) hom , we get a normal function
This has values in
.
of ν is the projection of ν into
By the formulas for c p,n given in [11] , we get the formula
) and some d-chain Γ b depending on Z|X b . For simplicity we restrict ourselves from now on to the case of Calabi-Yau manifolds. Recall the following definition: 
In the case of families of Calabi-Yau manifolds truncation of normal functions simply leads to ordinary single-valued holomorphic functions on B with singularities along B \B, since
Above we have assumed that the normal function arises from a cycle on X. In general such a situation only occurs after a finite base-change of B so that we assume now that the family is also semi-stable using perhaps the semi-stable reduction theorem of Mumford. Proof. We use the extension theory for normal functions developed by Clemens, Griffiths, El-Zein, Zucker and Saito [15] . We embed a copy of ∆ * in B representing a punctured neighborhood of a degeneration point 0
be an admissible VHS of negative weight on ∆ * , i.e. L Z is a torsion free local system together with a weight filtration W on L Q and a Hodge filtration F
• on the vector bundle L = L ⊗ O ∆ * . LetL be the Deligne extension of L to ∆, which is characterized by the condition that all eigenvalues of the residues of the connection on L are contained in [0, 1[. The Hodge filtration can be extended toL. In our case we have L Z = R d f * Z(p) together with the natural VHS structure. Note that in this case H has weight d − 2p = −n − 1 < 0 and F 0 is given by F p in the notation without Tate twist. We use such a shift to negative weights in order to use the results of [15] and set
This is a partial compactification of J p,n over the point 0 ∈ ∂B, where j : B ֒→ B is the inclusion map. It was first constructed by S. Zucker. There is also the Clemens extension J p,n Clemens which sits in an exact sequence 0 → J p,n
Clemens was constructed first by Clemens in a special case, the general case over a 1-dimensional base is due to Saito [15] . It is obtained by glueing copies of J p,n Zucker using the group C 0 (H), by identifying x with x + ρ c (π(x)), where ρ c ∈ H 1 (∆ * , L). For more details on this construction we refer to [15, section 2] . Both are non-separated in general, but are Lie groups over ∆, see [15] . One should think of the Clemens extension as an analytic Néron model. In particular it has a very general extension property, see [15, thm. 2.7.] . The group C 0 (H) Q is a subgroup of
where ψ t,1 is the unipotent monodromy part of the nearby cycle functor. This group is naturally zero if n = 0, since then W −2 = 0. Now we define
Using notation without Tate twists, this is the quotient modulo F p−1 . The glueing process for the Clemens extension can be repeated in order to obtain a model J p,n Clemens . However, since we identified x with x+ρ c (π(x)), we see that this time the identification acts trivially by the fact that we took the quotient modulo F −1 . Hence we get an exact sequence
Clemens → T → 0 with T a torsion group. But this means that a multiple of every truncated normal function with values in J p,n can be extended to J p,n Zucker , because it can always be extended to J p,n Clemens and hence to J p,n Clemens . Therefore the assertion is proven, where we can choose the complex Lie group to be J p,n Clemens or J p,n Zucker , if we are only interested in multiples of normal functions.
Differential systems associated to families of algebraic cycles
In this section we study the local differential equations arising from families of algebraic cycles. All this material is essentially well-known and probably due to Griffiths, but we did not find the statements we needed verbatim. Therefore we discuss the theory in more detail here. Assume the following setup: the corresponding vector field. From now on we will assume that B is chosen sufficiently small in the analytic topology so that all statements hold on B. Assume furthermore that we have a cycle Z ∈ CH p (X, n) such that each restriction Z b := Z| X b ∈ CH p hom (X b , n) is a well-defined cycle, in other words we have a single-valued family of algebraic cycles over B. This implies that we have a well-defined normal function
i.e., a holomorphic cross section of the bundle J p,n of generalized intermediate Jacobians.
We denote by p : E → B the holomorphic vector bundle with sheaf of sections
Since we are working locally on B near the point o, we may choose a lifting ν of ν as a holomorphic cross section of E. Furthermore let F be the vector bundle over E with sheaf of sections the holomorphic tangent bundle T E/B of E over B. T E/B is canonically isomorphic to p * E. Therefore each fiber of the induced morphism F −→ B carries a canonical holomorphic symplectic structure, given by a holomorphic 2-form
where z 1 , . . . , z m is a local coordinate system on E and y 1 , . . . , y m is the corresponding coordinate system on the fibers of F (m = rank(E)). Using the Gauß-Manin connection
together with the Hodge pairing
we can make this more explicit and introduce a natural differential system which controls the lifting properties of any section ν : B → E as follows. A lifting ofν is the section of F → B given by assigning toν the pair
If ω ∈ Γ(B, E) is an arbitrary holomorphic section of E, then we may evaluateν on ω by taking ν, ω . Using the formula This set of equations is not enough for our purposes, however, since we also want to additionally impose the inhomogenous Picard-Fuchs equations, which -as a differential equation -characterize the underlying normal function ν even better. To make this explicit, we may choose a special basis ω i for the local sections of E, such that the matrix A representing ∇ is given in rational normal form:
In this case there is a Picard-Fuchs differential operator
which is the evaluation χ A (∂/∂t) of the characteristic polynomial χ A (x) = det(x · id − A) of A. By the invariance property of χ our choice of basis is not really important. Let g i (z, t) be the function obtained by computing D PF ν, ω i for all i. Note that
This implies that we have
for some matrix C = C(t), by equation (5.4) and the Cayley-Hamilton theorem. It follows that C = χ ′ A (A), the derivative of the characteristic polynomial evaluated in A. Therefore the following differential system describes the equations satisfied by any lifting of a section ν of E → B to F that also satisfies a set of m inhomogenous Picard-Fuchs differential equations:
All functions g i are holomorphic and only locally single-valued on B. Globally on B they are multi-valued and may have singularities on the boundary. After eliminating the y-variables, we may write this also as
This shows how one can relate the infinitesimal invariant of a normal function defined in section 3 to the vector of functions g i . The theory of differential equations provides Lipschitz-type criteria for deciding when system (5.6) has a solution (Z(t), Y (t)) for t in B, at least locally around a point in B by the theorem of Picard-Lindelöf. In our case we have solutions which are defined by normal functions and therefore exist at least locally on an analytic neighborhood of a point in B.
Examples
In this section we give examples in dimensions 1 and 2 and relate them to classical nonlinear ODE. For dimension 1, consider a section
of the Legendre family, written as
in affine coordinates. The corresponding inhomogenous Picard-Fuchs differential equation can be written as
for a rational or algebraic function of t. Richard Fuchs [7] looked at a 4-parameter set of such equations of the form
with α, β, γ, δ ∈ C. Furthermore every solution of this equation is also a solution of the non-linear equation Painlevé VI and vice versa:
This last equation P V I has the Painlevé property, namely the absence of movable essential singularities and branch points in the set of solutions. For dimension 2 this correspondence can be generalized: Consider a family of K3-surfaces X t over B = P 1 where the general fiber has Picard number 19. Such families were considered in [13, sect. 6.2.1] and [5] . In this case the Picard-Fuchs operator has order 3 and we assume that the cycles consist of two irreducible components. In [13, sect. 6.2.1] the components were a line and an elliptic curve for example. The truncated normal functionν can then always be written as an integral
F (x, y, λ(t))dy, where a, b, c, d are algebraic functions. Applying the Picard-Fuchs operator, which is of order 3, we get a non-linear ODE of the form
which is very similar to a Chazy equation [4] , except that the functions A(λ), B(λ) and C(λ) may not be algebraic functions of λ. The solutions λ(t) which arise from singlevalued families of algebraic cycles are of course rational functions of t ∈ B, see [13, sect. 6.2.1] for an example. Chazy's equation also has the Painlevé property and in forthcoming work we want to study the Painlevé property of all non-linear ODE/PDE arising from inhomogenous Picard-Fuchs equations of normal function for arbitrary c p,n classes. This approach is very much related to the work of Hitchin and Boalch [3] , where non-linear PDE occur in the deformation theory of irregular connections.
Applications to algebraic cycles
Let f : X → B be a smooth, projective family of Calabi-Yau manifolds of dimension d over a smooth, quasi-projective curve B with projective compactification B. In this section we are given a cycle Z ∈ CH p (X, n) such that each restriction Z b := Z| X b is a well-defined cycle in CH p hom (X b , n); in other words we have a single-valued family of algebraic cycles over B. This implies that we have a well-defined normal function
i.e., a holomorphic cross section of the bundle J p,n of generalized intermediate Jacobians. Assume for simplicity that the family X/B is semi-stable, in particular the monodromy is unipotent. We also assume that 2 ≤ p ≤ d, since otherwise the truncated normal function ν is zero. Let D be a Picard-Fuchs operator.
Theorem 7.1. In this situation, the holomorphic function g = Dν extends to a rational function on B.
Proof. ν and hence ν is a multivalued function on B whose monodromy is killed by D, since the indeterminacy of ν is contained in the flat sections of R d f * Z. By theorem 4.3, ν extends to a complex analytic section of a finite dimensional complex space J over B. By Prop. 5.28 in [16] resp. the corresponding generalized results in [15] , it is even true that we may write the lifting of ν to H d /F 1 in the form a,q f a,q (t)t a log(t) q locally around each point for some holomorphic functions f a,q . We can even assume that a = 0, since we are in the unipotent case. Therefore the monodromy is given by the logarithms and is killed by applying the Picard-Fuchs operator. Hence g is single-valued and meromorphic on B. Since B is projective and g has at most poles in the points in B \ B, it becomes a rational function on the compactification B by Chow's theorem.
Assume now that f : X → B is as above with X, B and the cycle Z being defined over Q. Such a situation can for example be achieved by spreading out a cycle on a generic fiber X η over the field obtained by the compositum of its field of definition and the function field of η. In other words all transcendental elements in the equations of X η and Z occur in the coordinates of B. Then there is a relative canonical d-form defined over Q by pulling back ω from X η . Note that any choice of such a form is not unique in general.
The following theorem give us an opportunity to expect that normal functions of cycles with a fixed set of critical points are at least in a countable set.
Theorem 7.2. The rational function g has all its coefficients in Q under these assumptions.
Proof. Since Z and X are defined over Q, the cohomology class of Z under the topological cycle class map into the de Rham cohomology group F p H 2p−n dR (X) is defined over Q as well. The infinitesimal invariant ∇ ∂ ∂t ν of ν is an element of Ψ 1,2p−n−1 (p) and hence also defined over Q by Lemma 3.4. In our situation, the Gauß-Manin connection is defined over Q. Hence the Picard-Fuchs operator has coefficients in Q. Using equation (5.7) we obtain that g is a projection modulo F 1 of
But certainly C is defined over Q, since ∇ and hence A is. Therefore all coefficients of g are in Q.
Remark 7.3. In general we only assume single-valuedness and semi-stability after a finite base-change. Manin's example in [12] already involves a double cover of B. Therefore ν will in general have algebraic branch points at ∂B. Finally we want to remark that the normal functions are not necessarily uniquely determined by these differential equations since there may be a non-trivial monodromy invariant part of the cohomology.
