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1. INTRODUCTION 
In this paper we are concerned with comparing the solutions U(X) of the 
nonlinear difference quation 
A”,u(x) =f(x, 4-x)) (1.1) 
with solutions d(x) and q(x) of the corresponding nonlinear difference 
inequalities 
and 
respectively. 
Here x = (x,, .,., x ) E N”, N = (0, 1, . .>. u(x) = (u,(x), . . . u,(x))‘; 
f(x, u) = (fi(X, u), . ..1 f,(x, u)lTp and A; is the n-fold forward difference 
operator A,, . . . A,” (Aa( t) = a(t + 1) - a(t), t E N). Thus, we are dealing 
with systems of m equations or inequalities (component-wise) in n indepen- 
dent variables. Throughout, we shall assume that the function f(x, U) is 
defined on the set A = {(x, u): 0 <x < X, XE N”, u E R”“,. 
In what follows (i)x denotes a point (x,, . . . . x,) in which i variables are 
zero. There are (;) total such possibilities. Thus, if at the n hyperplanes 
x = (1)x the function U(X) is known, then a recursive argument can be used 
to ensure the existence and uniqueness of the solutions of (1.1). This is 
apparent from the summation representation 
u(x)= f (-I);+] 
r- 1 
Xi u((i)x) + S ffst u(s))9 (1.4) 
r=, ., = 0 
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where xi represents the summation over all the possibilities (i)x, and Sf:d 
stands for the n-fold summation x;;:d . .. X;;C~ (IF= ,, a(t) = 0 for all 
t, > t, ; t,, t, E N). From these notations it is also clear that the solutions 
d(x) and q(x) of the inequalities (1.2) and (1.3) have the summation 
representation 
d(x)< 2 (-l);+‘~ig((i)x)+iS1f(S,~(S)) 
i=l s = 0 
1.5) 
and 
cp(x)3 f (-l)‘+‘~,cp((i)x)+.~~‘f(s,cp(s)). (1.6) 
i=l s=O 
Motivated by Riemann’s function approach for the linear continuous 
Gronwall type of inequalities ([Z, 6, 141 and references therein) we have 
obtained a discrete analogue of Riemann’s function and employed it to 
study the discrete Gronwall type of inequalities for the case m = 1 in [3], 
whereas for the general m, n in [4]. This approach accommodates 
(1.1 t(1.3), or equivalently, (1.4k(1.6) only when f is linear of the form 
f(x, U) = A(x)u + h(x), where ,4(x) is an m x m matrix and h(x) an m x 1 
vector. This technique easily provides explicit upper estimates [3,4] and 
has the advantage that it requires fewer restrictions on the functions which 
appear in the inequalities than those needed in direct methods, e.g., see 
[ 10, 15, 161. To obtain upper estimates for the continuous general m, n 
Gronwall type of inequalities several other methods, namely the method of 
splitting, the method of maxima, the iterative m thods, etc., have also been 
proposed and applied recently [S, 7, 8, 171. Some of these methods we 
have extended for the discrete case in [4]. In Section 2, we shall prove 
several general comparison results. Obviously, the Gronwall type of 
inequalities are particular cases of these general theorems in which f has a 
special form so that for the corresponding inequalities the unknown 
functions are readily available or can be estimated. These comparison 
results are natural generalizations of several principles established for the 
case n = 1 in [ 1, 1 l-133. However, in this multidimensional case m, n the 
summation representation plays the key role, whereas for n = 1 results are 
proved following the methods similar to the continuous case [9]. In Sec- 
tion 3, we shall employ these comparison results to study the problems of 
dependence on initial values and parameters of the solutions U(X) of (1.1). 
Section 4 gives the results on boundedness and asymptotic behavior of 
solutions of ( 1.1). In Section 5, we indicate further possible generalizations 
of the comparison results obtained in Section 2. 
409;135,‘2-8 
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2. COMPARISON RESULTS 
THEOREM 2.1. Assume that the following conditions hold: 
(i) the functions u(x), 4(x), and q(x) are solutions of(l.l), (1.2) and 
(1.3), respectively, which satisfy 
,cl (-l)‘+l Z,mcci,x16i~, (-lY+lCiU((i)X) 
6 i ( - 1 Ji+ I Ci cp((i)x); (2.1) 
i=l 
(ii) for all fixed x, 0 <x < X, and 1 <i< m the function 
fix, UI 3 ..‘, u ) is nondecreasing with respect o all ul, . . . . u,. 
Then, for all x, 0 d x < X, 
4(x) 6 u(x) d v(x). (2.2) 
Proof: As we have noted u(x), d( x , ) and q(x) have the representations 
(1.4), (1.5), and (1.6), respectively. Thus, for all O<x= (j)x< X, 1 <j<n, 
(2.2) follows from (2.1) and the fact that S$!L<-’ f(s, u(s)) = 0. 
If u(x) < (p(x) is not true for all 0 d x 6 X, then there is some 1 d k 6 m 
and an x*, 0 <x* <X, such that uk(x*) > (p,Jx*) and U(X) < q(x) for all 
0 d x < x*. However, since fk is nondecreasing in u,, . . . . u, from (1.6) it 
follows that 
a~(~*)d~~,(-l)~“~~~~((i)x*)+“S’f~(s,~(~)) 
s=O 
8,~~(-1)‘+1Z,u,((i)x*)+.~~‘f~(s,u(s)) 
.s =0 
= u&(x*). 
This contradiction competes the proof of u(x) d q(x) for all 0 < x 9 X. The 
inequality 4(x) G u(x) can be proved analogously. 
Remark 2.1. If strict inequality holds in (2.1), then strict inequality 
holds in (2.2). 
Remark 2.2. It is easy to verify that 
icl (6lY+‘Lu((i)x) 
= “f’(‘y’-y A: ,..._ sku(s,, . . . . Sk, 0, X&+2, ..,) xn)) 
k=O ‘, =o Sk = 0 
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and hence inequality (2.1) certainly holds if for all 0 < k < n - 1 
&, ...,,d(x,, ‘.., xk, O, xk+Z, ..., x,) 
d&, . . . . rkUbl, . . . . xk, O, xk+2, ...> -$) 
dd:,...,kdx,t ..., xk, O, Xk+2t ‘.‘Y x,). 
THEOREM 2.2. Assume that the following conditions hold: 
(i) u(x, u) is the solution of the problem 
@4x)=f(x, u(x), 11) 
4(4x) = a(C%l, P), 
(2.3) 
(2.4) 
where u is an r-dimensional vector, and [Xi] represents the points in NCnei) 
of nonzero variables in (i)x; 
(ii) for all fixed x, 0 <x < X, and 1 <j< m the function 
fib, UI, . . . u,, PI, ..., p ) is nondecreasing with respect to u,, . . . . u, and 
PI, ..‘> p,; 
(iii) for all fixed [Xi], 0~ [Xi] 6 [xi], and 1 d j<m the function 
C;=, (- l)i+ ‘C, a,( [Xi], pl, . . . . u,) is strictly increasing in u,, ,.., u,. 
Then, for all x, 0 <xd X, the solution u(x, u) of (2.3) (2.4) is a strictly 
increasing function of p, i.e., tf p1 < u2 then u(x, u’) < u(x, p’). 
Furthermore, tf (a) for allfixed x, 0 d x < X, the function f (x, u, p) is con- 
tinuous with respect to u and u, and (b) for all fixed [Xi], 0~ [Xi] d [Xi], 
the function a( [Xi], p) is continuous with respect to p, then for all 0 < x f X, 
lim u(x, p) = u(x), (2.5) g-0 
where U(X) is the solution of (1.1) satisfying 
u((i)x) = a( [Xi]). 
Moreover, tf 0 6 x d X < co then (2.5) is untform. 
Proof Let p1 < p2, then since 
(2.6) 
u(x, p’) = f (- l)‘+ ’ xi a( [Xi], p’) 
I==1 
x-1 
+ s f(s, u(s, d), d); l=l,2 
s=O 
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conditions (ii) and (iii) imply that 
u(x,p2)> f (-l’+’ 
.r- 1 
Cia(Cxi13 PI)+ S .fCs2 u(s7 P(‘), CL’) 
i= I 5=0 
and now for all x, 0 6 x 6 X, the inequality u(x, ,u’) < u(x, p2) follows as in 
the proof of Theorem 2.1. 
The rest of the proof is a consequence of the continuity assumptions. 
THEOREM 2.3. Assume that the following conditions hold: 
(i) condition (ii) of Theorem 2.1; 
(ii) there exists a function u(x, u) defined on A which is such that for 
any function p(x) defined for all x, 0 d x < X, 
44x9 P(X)) Gfk 44 /4x))); (2.7) 
(iii) the function u(x) is a solution of (1.1) which satisfies 
,~~(-I)i”~i~((i)x,P((i)x))$j~,(-l)”’~iu((i)~~). (2.8) 
Then, for all x, 0 < x < X, 
Nx, p(x)) 6 u(x)* 
Proof: Let q(x) = u(x, p(x)), then from (2.7) it follows that 
&l(x) = 44x3 p(x)) 
Gf(-? 4x2 P(X))) 
=f(-T q(x)). 
(2.9) 
Also, (2.8) is the same as 
j, (- 1 Ii+ ’Ci q((i)x) d Jj, ( - 1 I’+ ’C, 4(4x). 
Thus, for all x, 0 < x < X, Theorem 2.1 gives that 
q(x) = u(x, P)) G u(x). 
THEOREM 2.4. Assume that the following conditions hold: 
(i) for all (x, u) and (x, u) in A, 
If(x, U)-fb, VII dg(x, IU-~l), (2.10) 
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where the function g(x, u) is defined on A + = { (x, u) : 0 < x < X, X E N”, 
u E R”, 1, and for all fixed x and 1 < i < m, gi(x, u, , . . . u,) is nondecreasing 
with respect o all u, , . . . . u,; 
(ii) there exist functions u’(x), u’(x), E’(X), and Ed which are 
defined for all x, 0 <x < X, and satisfy the inequalities 
and 
I4uYx) -f(x, u’(x))1 6 E’(X) (2.11) 
I &4x) - f(x, u’(x))1 < E2(x); (2.12) 
(iii) u(x) is a solution of the difference equation 
d”,u(x) = g(x, u(x)) + d(X) + &2(X) (2.13) 
which satisfies the inequality 
f, (- l)j+’ xi (u’((i)x) - u’((i)x))l d i (-l)‘+’ Ci u((i)x). (2.14) 
i=l 
Then, for all x, 0 < x 6 X, 
Ill’(x) - u2(x)l < u(x). (2.15) 
Proof Inequalities (2.11) and (2.12) imply that 
Ikf”,(uYx)- u2(x)) - (f(x, u’(x))-f(x, u’(x)))1 <E’(X) + E2(X) 
and hence we have 
/‘s’ d::(u’(s)-u2(s))-~y (f(s, u’(s))-f(s, u2(s)))l 
s=O s=O 
x- 1 
d s (E1(S)+&2(S)), 
s=O 
which implies that 
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Using (2.10) and (2.14) in the above inequality, we obtain 
Y(X)< i] (-1)“‘~~u((~)~)+~~‘(g(s,y(s))+~~(s)+~~(s)), (2.16) 
i=l s = 0 
where y(x) = lu’(x) - u2(x)l. 
Since u(x), the solution of (2.13) has the summation representation 
u(x) = i (- l)i+ ’ Ci u((i)x) + .‘s’ (g(s, u(s)) + E’(S) + E’(S)), (2.17) 
i= 1 s=O 
the inequality y(x)<u(x) follows on comparing (2.16) and (2.17) as in 
Theorem 2.1. 
3. DEPENDENCE ON INITIAL VALUES AND PARAMETERS 
The comparison theorems obtained in Section 2 will be used here 
to show the dependency of solutions of (1.1) on initial values and 
on parameters. For this, hereafter we shall denote the term 
C;= 1 ( - 1 )i+l xi u( [X,]) in short by T(u). 
THEOREM 3.1. Assume that u(x, T(a)) is the solution of (l.l), (2.6) and 
w(x, 0) is the soluion of the problem 
d”,w(x) = F(x, w(x)) 
w((i)x)=O, 
where the function F on A + is defined as 
F(x, c) = sup Ifk UN Iu- T(a)1 <c
Then, for all x, 0 < x Q X, 
14~ T(Q)) - T(a)1 < 4x5 0). 
Proof: From the definition of T(a) and the summation representation 
of (l.l), (2.6) we have 
4x, T(a)) = T(a) + S fb, 4s, T(a))) 
s = 0 
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and hence if we define y(x) = lu(x, T(a)) - T(a)l, then it follows that 
x- I 
Y(X)< s If(& 4% T(a)))1 
S=O 
x ~ 1 
GS sup ISk u)l 
s=o Iu- T(u)1 C.V(S) 
r-1 
= s F(s, Y(S)). 
s = 0 
Next, since w(x, 0) has the summation representation 
and for all fixed x and 1 < i< m the function Fi(x, u,, . . . . u,) is non- 
decreasing with respect to all ul, . . . . U, as in Theorem 2.1 it follows that 
lu(x, qa)) - T(a)1 = Y(X) < 4% 0). 
THEOREM 3.2. Assume that condition (i) of Theorem 2.4 is satisfied, and 
u(x, T(a)) is as in Theorem 3.1. Further, assume that u(x, T(b)) is the 
solution of ( 1.1) satisfying 
4(4x) = NC%l). 
Then, for all x, 0 < x d A’, 
INx, T(a)) - 4x, T(b))1 d A(x), 
where L(x) is a solution of 
44x) = gb, 4x)) 
I T(a) - T(b)/ d T(A). 
(3.1) 
Proof: The result follows by setting Ed = Q(X) = 0 in Theorem 2.4. 
THEOREM 3.3. Assume that the following conditions hold; 
(i) u(x, p) is the solution of the problem (2.3), (2.6); 
(ii) lim, _ p0 f(x, u, p) = f(x, u, p”) uniformly in (x, U)E A; 
(iii) for all (x, ul, p), (x, u*, p) in A x R’, 
If(x9 u’, PL) -f(x, u*, PM 6 g(x, Iul -Id* I), 
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where g is defined on A + ; g(x, 0) = 0 f or all x, 0 < x < X; and for all fixed x 
and 1 di<m, gi(x, ul, . . . . u,) is nondecreasing with respect o all u,, . . . . u,. 
Then, for any given m-dimensional vector E > 0 there xists an r-dimensional 
vector S(E) > 0 such that for all x, 0 < x < X < CC, 
provided Ip - p” 1 6 C?(E). 
Proof: Since g(x, 0) = 0 for all x, 0 6 x 6 X, the solution 1(x, 0) of (3.1) 
satisfying A((i)x) = 0 is identically zero. Hence, for any E > 0 there exists an 
m-dimensional vector q = V(E) such that the solution A(x, 0, ‘I) of the 
difference equation 
44x) = d-G 4x)) +v 
satisfying A((i)x) = 0 has the property that 
1(x, 0, q) < E. 
Furthermore, because of (ii) given q >O there exists a 6 =6(q) >O such 
that 
provided 1~ - cl0 1< 6(q). 
Now, let E > 0 be given, then since 
G s CdS> I~(~~P)--u(~~P”)I)+yI1 
3 = 0 
as in Theorem 2.1 it follows that 
Iu(x, p) - u(x, PLO)1 d 4x, 0, q) GE. 
Clearly, 6 depends on E since q does. 
4. BOUNDEDNESS AND ASYMPTOTIC BEHAVIOR 
In this section, we shall state two results howing the boundedness and 
asymptotic behavior of solutions of (1.1). The proof of both the results is 
based on the comparison results established in Section 2. 
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THEOREM 4.1. Assume that the following conditions hold: 
(i) for all (x, u) in A 
If(x, u)l G gk lul), 
where the function g(x, u) is defined on A +, and for all fixed x and 
1 d i<m, gi(x, ul, . . . . u,) is nondecreasing with respect o all 1.4~) . . . .u,; 
(ii) u(x) is any solution f(1.1) and L(x) is any solution f(3.1) such 
that 
I T(u)1 G T(A). 
Then, the following hold: 
(i) if J(x) is bounded, so is u(x); 
(ii) ifA( as I/xl1 =(xf+ ... +xj;)‘12+ co, so is u(x). 
Proof. It is easy to show that \u(x)l < h(x) fo; all x, 0 <x d X. 
THEOREM 4.2. Assume that the following conditions hold: 
(i) u(x) is a solution f(1.1) and u’(x) is a solution fthe dtfference 
equation 
44x) =f’k 4x1); 
(ii) for aft (x, u) and (x, u) in A, 
If@, u)-f’(x, u)l <g(x, lu-VI), 
where the function g(x, u) is defined on A +, and for all fixed x and 
1 <i < m, gi(x, u1, . ..) u,) is nondecreasing with respect o all u,, . . . u,; 
(iii) 1(x) is any solution f(3.1) such that 
Then, tf n(x) -+ 0 as /lx/l = (xf + ... + xi)“’ + co, so is [u(x) - u’(x)l. 
Proof It is easy to show that [u(x) - u’(x)1 Q A(x) for all x, 0 <x < X. 
1 T(u) - T(u’)l d T(1). 
5. FURTHER GENERALIZATIONS 
In this final section, we shall state a comparison result for the summary 
difference equation 
x - 1 x-1 
u(x) = e(x) + s m, s) 4s) + s f(x, s, u(s)). (5.1) 
s=O s=O 
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In (5.1), 19(x)=(0,(x), . . . e,(x))‘; K( x, s is an m x m nonnegative matrix ) 
for all 0 d S, x < X; f(x, S, 24) = (fi( x, s, u), . . . . f,Jx, S, u))‘, and for all fixed 
S, x (0 <s, x < X) and 1 < id m the function fi(x, s, u,, . . . . u,) is non- 
decreasing with respect to all u,, . . . . u,. 
THEOREM 5.1. Assume that the following conditions holds: 
(i) u(x) is a solution of (5.1), and 4(x) and q(x) are the solutions of 
the inequalities 
li- I x- 1 
d(x) G Rx) + s K(x, s) 46) + s fb, s, d(S)) 
s = 0 Y=O 
and 
.x ~1 .x ~1 
dx) 2 W) + s K(x, s) q(s) + s f(x, s, q(s)), 
s=O .s = 0 
respectively; 
(ii) d((i)x) d ~((4x1 d cp((i)x). 
Then, for all x, 0 < x d X, 
Remark 5.1. Throughout this paper the nondecreasing nature of f can 
be replaced by mixed monotone property and inequalities considered by 
the corresponding partial inequalities, then the resulting inequalities which 
follow are in terms of corresponding partial inequalities. The details of 
these results are similar to the case n = 1 discussed in [ 11. 
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