We study the Laplace operator with Dirichlet or Neumann boundary condition on polygons in the Euclidean plane. We prove that almost every simply connected polygon with at least four vertices has simple spectrum. We also address the more general case of geodesic polygons in a constant curvature space form.
Introduction
Let P n be the space of polygons in R 2 having n-vertices and boundary equal to a simple closed curve. By labeling the vertices, one obtains a local parametrization of P n by R 2n . This defines an affine structure on P n as well as a notion of sets of measure zero.
Theorem 1.1. If n ≥ 4, then for almost every P ∈ P n , the Dirichlet (resp. Neumann) Euclidean Laplacian on P has one-dimensional eigenspaces.
As of yet, we do not know whether or not the generic triangle has simple spectrum. The methods of this paper show that either the generic triangle has simple spectrum or no triangle has simple spectrum. (See §5.3).
One should compare Theorem 1.1 with well-known results concerning the simplicity of eigenvalues. For example, J. Albert [A] showed that the Schrödinger operator ∆ + V on a compact smooth manifold has simple spectrum for a generic choice of smooth potential V . K. Uhlenbeck [U] extended generic simplicity to other settings, framing the perturbational arguments in terms of transversality in Banach spaces. For example, in [U] , Uhlenbeck showed that the generic compact domain with smooth boundary has simple Laplace spectrum.
The idea behind the proofs of these classical results is simple. One perturbs the operator within the given parameter space and attempts to show that each multiple eigenvalue 'splits' into simple eigenvalues. Perturbation theory [K] provides a formula that determines whether or not an eigenvalue splits at first order. The formula depends on both the initial eigenspace and the direction of the perturbation.
In both [A] and [U] , one has an infinite dimensional space of directions from which to choose, and exact knowledge of the eigenvalues and eigenspaces turns out to be unimportant. In contrast, the space of Euclidean n-gons, P n , is finite-dimensional, and one needs a priori information about the spectrum of at least one operator in the parameter space. In particular, we use the fact that the spectrum of a rectangle is computable.
Another example of a finite dimensional generic simplicity result has been provided by L. Friedlander [F] . He shows that the generic metric Laplacian on a graph has simple spectrum provided it has at least one vertex of valence greater than 2. But there are other natural finite dimensional spaces of geometric objects for which no generic simplicity result is known. For example, it is not yet known whether there exists a closed surface of constant curvature having simple Laplace spectrum.
In contrast we have:
Theorem 1.2. Almost every simply connected geodesic polygon in the hyperbolic plane has simple Dirichlet (resp. Neumann) spectrum. Almost every simply connected geodesic polygon belonging to a hemisphere of the standard sphere has simple Dirichlet (resp. Neumann) spectrum.
Our restriction to spherical polygons that lie in a hemisphere is only a consequence of a convenient choice of real-analytic family P κ . The methods of [HJ] give the spectral simplicity of almost every simply connected spherical polygon.
We now sketch the idea behind the proof of Theorem 1.1. Using standard perturbation theory and Rademacher's theorem, we prove that if a domain is deformed by a real-analytic family of bi-Lipschitz maps, then the associated family of Laplacians is real-analytic (Theorem 2.2). As a consequence we find that the spectrum of an n-gon behaves analytically with respect to the natural analytic structure on P n . We note that any quadrilateral can be joined to a rectangle by a linear path in P 4 . It is well-known that the generic rectangle has simple spectrum [CH] . Thus, since the eigenvalues vary real-analytically, for all but a countable set of quadrilaterals on this path, the spectrum is simple (Proposition 5.2). We also observe that P n can be linearly embedded into P n+1 by forgetting a vertex if two adjacent edges are parallel (see §4). The result will then follow from the connectivity of P n and induction on n.
To prove Theorem 1.2, we show that each Euclidean polygon P 0 belongs to a natural real-analytic family of polygons κ → P κ such that P κ is a geodesic polygon in the constant curvature κ space form. Theorem 1.2 then follows from Theorem 1.1 and Theorem 2.2.
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Real-analytic families and simplicity
Let Ω 0 be a bounded closed subset in R n with Lipschitz boundary, and let dµ denote Lebesgue measure on R n . Let t → f t be a realanalytic family of bi-Lipschitz homeomorphisms f t : Ω 0 → R n with f 0 the identity. In particular, for each t there exist positive constants c 1 , c 2 so that for all x, y ∈ Ω 0
Let Ω t = f t (Ω 0 ) and let q t be the quadratic form
Let E be a subset of the boundary ∂Ω, and let E t = f t (E) ; V t is the completion in H 1 (Ω t ) of the smooth functions, C ∞ (Ω t , E t ), that vanish on E t . Let ∆ t be the self-adjoint operator associated to q t : V t → R.
Remark 2.1. In this paper, we will be concerned only with the choices E = ∂Ω or E = ∅. These choices correspond to Dirichlet and Neumann boundary conditions respectively.
Theorem 2.2. The eigenvalues of ∆ t vary real-analytically in t.
Remark 2.3. If f t is a real-analytic family of smooth diffeomorphisms, this fact belongs to the standard theory of boundary perturbation. See, for instance, Kato §VII.6.5. Our proof will follow the same lines.
Proof. For each t 0 , there exists an interval neighborhood I t 0 and Lipschitz functions f (k) 
By Rademacher's theorem, for each k, there exists a set of full measure A k ⊂ Ω 0 such that for each x ∈ Ω 0 , the differential D x f (k) exists. Letting A = ∩ k A k we obtain a set of full measure such that D x f t exists for all x ∈ A and t ∈ I.
From (1) we have c 1 ≤ |D x f t | ≤ c 2 for x ∈ A. It follows that the pull-back operator f * t : C ∞ (Ω t ) → C ∞ (Ω 0 ) extends continuously in the H 1 norm to an isomorphism from H 1 (Ω t ) to H 1 (Ω 0 ) that maps V t onto V 0 . Also, it follows that the measure (f t ) −1 * (µ) is absolutely continuous with respect to Lebesgue measure, and hence equals h t dµ for some a.e. positive function h t : Ω t → R.
For any v ∈ H 1 (Ω t ), we then have that
(3)
It follows that the operator H t defined by
Using (2) and (3) we find thatq
Denote by∆ t the associated self-adjoint operator (with respect to L 2 (Ω 0 , h t dµ)). By definition, H t defines a unitary equivalence, and in particular∆ t and ∆ t have the same spectrum.
Using the power series expansion for f t in t, we find that, for each u ∈ V 0 , the maps t →q t (u) and t → Ω 0 |u| 2 h t dµ are real-analytic. The spectrum of∆ t is thus determined by a generalized eigenvalue problem in the sense of Kato (sect. VII.6.4-5). The conclusion thus holds.
Remark 2.4. In the sequel, we will only apply the preceding Theorem to a very special real-analytic family of bi-Lipschitz homeomorphisms: linear families of piecewise affine diffeomorphisms. For such families, the quadratic formsq t can be explicitly expressed in terms of the matrix coefficients that describe the piecewise affine diffeomorphisms.
Corollary 2.5. If for some t 0 , the spectrum of ∆ t 0 is simple, then for all but countably many t, the spectrum of ∆ t is simple.
Proof. Let λ n (t) be the real-analytic functions corresponding to the eigenvalues of ∆ t . Since the spectrum of ∆ t 0 is simple,
Thus, since they are real-analytic, the set {t | λ i (t) = λ j (t)} is at most countable for every i = j. A countable union of countable sets is countable.
The ends of a polygon
Let P be a polygon and let T ⊂ P be a triangle. We will say that T is an end triangle of P if two sides of T coincide with two consecutive sides of P . In particular, the three vertices of an end triangle are consecutive vertices in the boundary of P .
The purpose of this section is to show the two following facts that we will need in the sequel.
Proposition 3.1. Let P be a compact simply connected polygon. Then there exists a triangulation of P such that the vertices of each triangle are vertices of P .
Proposition 3.2. Each compact simply connected n-gon has one end triangle. If n > 3, then it has at least two end triangles T 1 and T 2 such that T 1 and T 2 have no common side on the boundary of P. We have chosen to present a proof relying on lemma 3.3 below. One could also use Delaunay triangulations (see e.g. [T] ).
Proof of Propositions 3.1 and 3.2. We prove both statements by induction. If P is a triangle, then there is nothing to prove. If P has more than three vertices, then by Lemma 3.3 the polygon P has a diagonal, a segment δ ⊂ P that joins two vertices of P and intersects ∂P only at these vertices. We cut P along this diagonal to obtain two polygons P 1 and P 2 each having strictly fewer vertices. Triangulating each one using the induction hypothesis gives a triangulation of P . If P 1 and P 2 are both triangles, then they are both end triangles (n = 4). If P 1 is a triangle, and P 2 is not, then we invoke the inductive hypothesis to see that P 2 has two end triangles. One of these end triangles does not contain δ in its boundary, and hence is an end triangle for P . Similar arguments apply to give the other cases.
A line segment lying in P that joins two vertices of P and intersects ∂P only at these vertices is called a diagonal.
Lemma 3.3. Each compact, connected polygon P with more than three vertices has a diagonal.
Proof. If P is convex, then take the segment that joins two vertices that are not adjacent in ∂P .
If P is not convex, let v be a vertex with interior angle greater than π. Let β be a ray based at v that lies in the sector S defined by the interior angle of P at v. Since P is compact, the set β ∩ ∂P \ {v} is nonempty. Let x be the point in β ∩ ∂P \ {v} closest to v. Let e be the boundary edge that contains x. Since the angle of S is greater than π, at least one vertex w of e that is not consecutive to v lies in S. Let α : [0, 1] → R 2 be a parametrization of the segment joining x to w. Let t 0 be the supremum of all t ∈ [0, 1] such that the segment joining α(t) to v is contained in P . If t 0 = 1, then the segment joining v to w is a diagonal.
If t 0 < 1, then the segment γ joining α(t 0 ) to v intersects ∂P . Let y / ∈ e be the intersection point whose distance to v is minimized. The point y must be a vertex. For otherwise, y belongs to an edge that crosses γ. This would contradict the fact that t 0 is a least upper bound. Thus, the segment joining v to y is a diagonal.
Deformations of polygons and piecewise affine maps
The aim of this section is to describe variations of polygons using real-analytic families of bi-Lipschitz homeomorphisms. Actually, we will use the affine structure on the set of polygons and deal only with linear families of piecewise affine diffeomorphisms.
In the sequel Id denotes the identity map.
4.1. Local structure.
Proposition 4.1. Let P ∈ P n . Then there exists an open set U ⊂ P n containing P so that for any Q ∈ U there exists a piecewise affine homeomorphism f such that Q = f (P ). Moreover, if U is small enough, letting f t = (1 − t)Id + tf and Q t = f t (P ), then t → Q t linearly parametrizes the segment joining P to Q.
Proof. By Proposition 3.1, there exists a triangulation of Q so that each vertex of each triangle is a vertex of Q. Then, since P is compact and finite sided, any small perturbation of the triangulation gives a simply connected polygon. (The triangulation determines a chart for P n .) Using the triangulation one can define a homeomorphism f from P to Q which is affine in each triangle. If the perturbation is small enough, then Q t is still a simply connected polygon and the claim is proved.
Deleting a vertex.
We now show that we can connect polygons with n vertices to polygons with n − 1 vertices via a real-analytic path of bi-Lipschitz homeomorphisms. This is the key to the inductive proof of the main theorem, Theorem 1.1. Let P be a polygon in P n with n ≥ 4 vertices. Let T be an end triangle of P , and define Q to be the closure of the complement Q \ T . The polygon Q is then in P n−1 .
We recall that we have asked that the boundary of any polygon P in P n is simple so that any choice of n points sufficiently close to the vertices of P defines an element of P n . Moreover, if P is near P then T has an end triangle near T . To be precise, let v 1 , v 2 , . . . , v n be the vertices of P listed in cyclic order so that v n , v 1 , v 2 are the vertices of the end triangle T . Then there exists δ such that if the vertices of v 1 , v 2 , . . . , v n of a simply connected polygon P satisfy i |v i − v i | 2 < δ, then v n , v 1 , v 2 is an end triangle T of P .
Thus, in a δ-neighborhood of P we have a mapping P → Q defined by letting Q be the closure of the complement of T . This continuous map may be regarded as a local projection. In sum we have Proposition 4.2. The mapping P → Q is a continuous open map from a neighborhood of P ∈ P n onto a neighborhood of Q ∈ P n−1 .
The map P → Q can be canonically described as a real-analytic deformation. Indeed, let v 1 be the vertex of P that does not belong to Q, and let v 2 , v 3 , . . . , v n be the other vertices of P . Let m be the midpoint of the segment v 2 v n . Let
and define Q t to be the polygon with vertices v(t), v 2 , . . . , v n . Then t → Q t is a linear deformation of polygons such that Q 0 = P and Q 1 = Q.
We can now construct a linear (and hence real-analytic) family of piecewise linear homeomorphisms f t : P → R 2 such that f t (P ) = Q t . Let ρ be the ray based at v 1 that passes through m. Let γ be the connected component of ρ ∩ Q that contains m, and choose a point x ∈ γ that does not lie on the boundary of Q, and denote byQ the polygon obtained from P by replacing v 1 by x. Recall that v n and v 2 are the other vertices of T. For i = n, 2, let T i be the triangle having vertices v i , v, and x. By construction, the polygon Q t consists ofQ glued to T n and T 2 along the segments v n x and xv 2 (see fig. 2 
Figure 2. Deleting a vertex
Let f : P → R 2 be the unique piecewise affine map such that
• The restriction f |Q is the identity.
• The restrictions f | T i are affine.
Now set f t = (1 − t)Id + tf . One checks that, for each t, f t is a bi-Lipschitz homeomorphism of P onto Q t .
In sum, we have shown Proposition 4.3. Let P be a simply connected polygon having n ≥ 4 vertices with an end triangle T . There exists a canonical real-analytic family of piecewise linear homeomorphisms f t : P → Q t , t ∈ [0, 1], so that f 0 is the identity and f 1 (P ) = Q = P \ T .
Remark 4.4. The construction of f t depends on the end triangle and on the choice of x. The only thing that must be satisfied by x is that the segments joining x to v n , v 1 , and v 2 are contained in P.
These are clearly open conditions and thus, for P in a sufficiently small neighborhood of P , the point x can be chosen independently of P .
Simplicity for Euclidean simply connected polygons
In this section we prove Theorem 1.1. We begin with
Lemma 5.1. If P has simple spectrum, then there exists an open ball B of P ∈ P n such that almost every polygon in Q ∈ B has simple spectrum.
Proof. By Proposition 4.1 there exists a ball B about P so that the restriction of any ray in B emanating from P ∈ P can be parametrized linearly by a real-analytic family of piecewise linear maps f t . By Corollary 2.5, for all Q in the ray but a set of measure zero, the spectrum of ∆ Q is simple. Since the parametrization is linear, t is the radial coordinate of polar coordinates at P . The claim thus follows from Fubini's theorem.
Using this lemma, the proof of theorem 1.1 then amounts to proving that the set of polygons with simple spectrum is dense in P n . Indeed, we can cover P n with a countable dense set, and each point in this set would be contained in a ball of the type given in Lemma 5.1.
Theorem 1.1 then follows from an induction starting at n = 4. 5.1. Quadrilaterals.
Proposition 5.2. Almost every quadrilateral has simple spectrum.
Proof. We first note that almost every rectangle has simple spectrum. More precisely, if R is a rectangle with side lengths s 1 and s 2 such that (s 1 /s 2 ) 2 / ∈ Q, then the spectrum of R is simple. Indeed, using elementary Fourier analysis, one finds that a complete orthogonal set of Neumann eigenfunctions is given by ψ m,n (x, y) = cos(mπx/s 1 ) · cos(nπy/s 2 ) where n and m lie in N. The eigenvalue associated to ψ m,n is
Since (s 1 /s 2 ) 2 / ∈ Q, the eigenvalues are distinct for distinct (m, n). A similar analysis applies to the Dirichlet eigenvalues.
Using corollary 2.5, it is thus enough to connect any quadrilateral to a simple rectangle by a real-analytic path of bi-Lipschitz homeomorphisms in order to prove proposition 5.2. We do this as follows (see fig.  3 ). Let abcd be a quadrilateral such that ac is a diagonal (which exists using lemma 3.3). Denote by Π b (resp. Π d ) the half-plane containing b (resp. d) that is bounded by the line ac. For any b ∈ Π b that is on the half-circle of diameter ac, there exists d ∈ Π d such that ab cd is a rectangle. By continuity, we may assume that this rectangle has simple spectrum. Let f be the homeomorphism that is linear in each half- plane and that maps a, b, c and d to a, b , c and d respectively. The linear family f t = (1 − t)Id + tf is as desired. Proof of Theorem 1.1. As in the proof of Proposition 5.2, it suffices to show that there exists a dense subset of P n+1 that can be connected by a real-analytic path to a simple polygon of P n .
Suppose that almost every simply connected polygon with n vertices has simple spectrum. Let P be a simply connected polygon with n + 1 vertices. Let Q be the associated polygon described at the beginning of §4. By Proposition 4.2, there exists a neighborhood U of P such that any neighborhood V ⊂ U is mapped by P → Q onto a neighborhood V of Q.
By the induction hypothesis, there exists a Q ∈ V such that the spectrum of Q is simple. Let P ∈ V such that P → Q . By Proposition 4.3 there exists a canonical linear family f t : P → R 2 of piecewise linear maps so that f 0 is the identity and f 1 (P ) = Q is a simply connected polygon with n vertices. By Lemma 2.5, there exists P ∈ V with simple spectrum. 5.3. Conclusion. As we have seen, the proof of Theorem 1.1 has two parts. In the first part we prove that the spectrum of an analytic variation of polygons is also analytic. This step is very robust and may be generalized to many settings. Indeed, one need only define the variational problem so that Theorem 2.2 applies. For instance, in the setting of simply connected Euclidean surfaces with conical singularities, we can also use triangulations and linear families of piecewise affine diffeomorphisms so that the proof of the analyticity of the spectrum follows verbatim from the present work.
Once the analyticity of the spectrum is established, the following alternative then holds. The spectrum is either generically simple or never simple. The generic simplicity result thus depends on whether one can find one example with simple spectrum. In the present case, the example is the rectangle with irrationally related side lengths.
As far as we know, the only polygons whose spectrum is known (or can be computed) are those that tile the plane by reflections. Note that among these are the isosceles right triangle and the equilateral triangle. Both of these have multiple eigenvalues. A straightforward (but already tedious) computation shows that the multiple eigenvalues of the isosceles right triangle do not split at first order (along any possible analytic variation). Nonetheless, we find it hard to believe that every triangle has at least one multiple eigenvalue.
Varying the curvature
In this section we prove Theorem 1.2. The key is to construct, for each Euclidean polygon P 0 , a natural real-analytic family of polygons κ → P κ such that P κ is a geodesic polygon in the constant curvature κ space form M κ . To make the construction transparent, we make a convenient choice of model for M κ . 6.1. Projective models. The following constructions are standard.
(See for example [T] ). For R > 0, let
R the connected component ofM ± R that contains the point (0, 0, R). The quadratic form X 2 +Y 2 ±Z 2 defines a Riemannian metric of constant curvature ±R −2 on M ± R . For example, M − 1 is isometric to the hyperbolic plane and M + 1 is the unit sphere. We construct a projective (Klein) model as follows: Given a point P ∈ M ± , there exists a unique pair (X, Y ) such that (X, Y, R) lies in the line containing P and the origin. This defines an injective map F − R : M − R → R 2 and a two-to-one map F + R : M + R → R 2 . From henceforth, we will restrict F + R to the upper hemisphere of M + R . By pulling the constant curvature metrics back by the diffeomorphism (F ± R ) −1 and by setting κ = ±R −2 , we obtain the following model for M κ : Proposition 6.1. Let (ρ, θ) be polar coordinates on R 2 and let
If κ < 0, then g κ is a complete Riemannian metric of constant curvature κ on the Euclidean disc of radius R = |κ| − 1 2 . If κ ≥ 0, then g κ is a complete Riemannian metric of constant curvature κ on the Euclidean plane.
Remark 6.2. Note that a path is geodesic with respect to g κ if and only if it is a Euclidean line segment. (Indeed, each geodesic in M ± R is the intersection of a plane through the origin and F ± R is defined via radial projection). In particular, given κ, κ ∈ R, a curve in R 2 is a geodesic polygon with respect to g κ if and only if it is a polygon with respect to g κ and the obvious containment conditions are satisfied. 6.2. Analytic deformation. Let P be a Euclidean polygon belonging to the Euclidean ball B(0, R). Let ∇ κ (resp. dv κ ) denote the gradient (resp. volume form) associated to g κ . Define the quadratic form q κ (u) = P |∇ κ u| 2 dv κ .
Let ∆ κ denote the selfadjoint operator associated with q κ defined either on H 1 0 (P ) (Dirichlet boundary condition) or on H 1 (P ) (Neumann boundary condition). Proposition 6.3. The eigenvalues of ∆ κ vary analytically for κ ∈ (−R −2 , ∞).
Proof. For each compact interval in (−R −2 , ∞), uniform estimates on the coefficients of g κ on P provide C > 0 such that C −1 |∇ 0 f | 0 ≤ |∇ κ f | κ ≤ C|∇ 0 f | 0 and C −1 ≤ dv κ /dv 0 ≤ C. It follows that the form domain of q κ is independent of κ. Inspection of (4) shows that the metric g κ depends analytically on κ ∈ (−R −2 , ∞). It follows that both q t (u) and the quadratic form u → |u| 2 dv κ depend analytically on κ. Kato-Rellich theory thus applies, yielding the proposition. 6.3. Proof of Theorem 1.2. Theorem 1.2 will follow from Theorem 6.4. For any κ, almost every simply connected, geodesic polygon in M κ has simple Neumann (resp. Dirichlet) spectrum.
Proof. By Remark 6.2 we can identify the set of geodesic n-gons in M κ with a set of Euclidean polygons. In particular, the set of all geodesic polygons in M κ with κ ≤ 0 can be identified with the set U ⊂ P n × (−∞, 0] defined by U = (P, κ) | κ ≤ 0, P ⊂ B 0, |κ| − 1 2 . By Theorem 1.1 and Proposition 6.3, for almost every P ∈ P n , the set of κ such that (P, κ) ∈ U has simple spectrum is at most countable. (See the proof of Corollary 2.5.) It follows that, with respect to Lebesgue measure on P n × R, the spectrum of almost every (P, κ) ∈ U is simple.
Given κ ≤ 0, let A κ be the set of P ∈ P n such that (P, κ) ∈ U does not have simple spectrum. Then it follows from above that for almost every κ ∈ R, the set A κ has measure zero.
To conclude that the measure of A κ equals zero for every κ, we use the fact that if a metric g is rescaled by a constant k, then the Laplacian is rescaled by k −1 . In particular, the multiplicity of each eigenvalue does not change if the metric is rescaled.
On the other hand, the curvature of the metric does change under rescaling if the initial curvature is nonzero. In particular, the metric (κ/κ ) · g κ on B(0, |κ| − 1 2 ) has curvature κ and serves as another model for M κ . It follows that if A κ has measure zero then so does A κ .
The case of nonnegative curvature is proven similarly.
