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Introduction générale
Nous présentons les phénomènes à la base de cette thèse : les interactions entre
les objets ne sont pas directes mais sont portées par leur environnement. Des
propriétés de ce dernier découlent les propriétés de l’interaction entre les objets.
Les fluctuations de l’environnement induisent aussi une interaction entre ces
objets. Nous annonçons ensuite le plan de cette thèse. Enfin, nous donnons un
modèle minimal introduisant les outils utilisés dans la suite.
1.1 L’environnement comme médiateur des interactions
La loi universelle de la gravitation, découverte à la fin du XVIIe siècle par Isaac NEWTON, a unifié
l’attraction des objets vers le sol, et celle des astres du système solaire entre eux. L’attraction
gravitationnelle est vue comme une action à distance (les corps interagissent sans se toucher)
et instantanée.
Il a fallu attendre la théorie de la relativité générale d’Albert EINSTEIN, en 1912, pour iden-
tifier le médiateur de cette interaction : l’espace-temps [Einstein, 1916]. D’après cette théorie,
tout corps est en interaction avec l’espace-temps : il le déforme et ressent sa forme (une ana-
logie commune est présentée FIG. 1.1). Les corps n’interagissent donc plus directement entre
eux, comme c’était le cas dans la théorie de Newton. Le rôle de l’espace-temps a permis une
compréhension plus fine du mouvement des corps célestes, par exemple le fait que l’interac-
tion gravitationnelle n’est pas instantanée, mais se propage à la vitesse de la lumière.
Ce nouveau point de vue n’est pas limité à l’interaction gravitationnelle, et vaut aussi
pour les trois autres interactions fondamentales. Pour l’interaction électromagnétique, par
exemple, il a été compris par James Clerk MAXWELL autour de 1873 que les particules chargées
interagissaient via le champ électromagnétique. Pour chaque interaction, il existe donc un
« médiateur », plus couramment appelé champ (l’espace-temps pour la gravitation, le champ
électromagnétique pour l’électromagnétisme. . .), qui interagit avec les corps selon une de
leurs caractéristiques (la masse pour la gravitation, la charge pour l’électromagnétisme).
Développons un peu plus le cas de la gravitation : ce qui nous intéresse in fine est de sa-
voir comment les corps interagissent entre eux. Il faut alors parcourir le chemin inverse : de
l’équation fondamentale de l’interaction entre les corps célestes et l’espace-temps, on peut dé-
duire l’interaction effective entre les corps, c’est à dire une description ne faisant plus intervenir
l’espace-temps.
En physique statistique, c’est ce chemin qui est souvent emprunté : les interactions fonda-
mentales, décrivant ce qui se passe à une échelle microscopique, sont connues, et on souhaite
en déduire le comportement de systèmes plus grands. C’est aussi ce que nous allons faire dans
cette thèse : connaissant les équations gouvernant l’évolution d’un objet et de son environne-
ment, nous tenterons d’en déduire des propriétés pour l’objet seul, où l’environnement sera
« caché » (i.e. son effet sera pris en compte mais il n’apparaîtra pas explicitement lui-même
dans l’équation).
1.2 Le rôle des fluctuations : l’effet Casimir
Le poète et philosophe latin Lucrèce, en 60 av. JC, a remarqué que les grains de poussière en
suspension dans l’air, que l’on peut voir lorsqu’un rayon de soleil entre par la fenêtre d’une
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FIGURE 1.1 – Image commune de la relativité générale : l’espace-temps est représenté par un
drap tendu et les corps célestes (par exemple le Soleil et la Terre) par des billes posées dessus.
Les corps courbent l’espace-temps et chacun ressent la courbure créée par l’autre ; une force
attractive est engendrée. Quand on le regarde de très près, les fluctuations font ressembler
l’espace-temps à une mer agitée.
pièce sombre, avaient un mouvement erratique. Beaucoup plus tard, vers la fin du XIXe siècle,
la physique statistique a intégré ces fluctuations : les particules suffisamment petites ne suivent
plus une trajectoire lisse mais subissent de petites fluctuations autour de cette trajectoire.
Ces fluctuations sont liées à la température : plus celle-ci est élevée, plus les fluctuations
sont importantes. La physique quantique a aussi introduit des fluctuations, qui ressemblent
beaucoup à celles de la physique statistique, mais qui ne sont pas dues à la température et
sont observées à des échelles plus petites.
Les fluctuations affectent tout : les objets et leur environnement. Ainsi, la surface lisse
présentée FIG. 1.1 ressemble plutôt, si on la regarde de très près, à une mer agitée1. Il se pose
maintenant la question de savoir si les fluctuations de l’environnement affectent les objets qui
y sont plongés.
La réponse, affirmative, a été donnée par Hendrik CASIMIR [Casimir, 1948]. Considérons
deux plaques parfaitement conductrices, parallèles, dans le vide (cf. FIG. 1.2). Ces plaques ne
modifient pas la moyenne du champ électromagnétique mais elles en suppriment les fluctua-
tions, ce qui en fait un système modèle pour l’étude de l’effet des fluctuations. Le calcul de
Casimir est le suivant : les fluctuations (ou vibrations) du champ électromagnétique peuvent
être décomposées en modes, aussi appelés « notes » par les musiciens. Poursuivons l’analogie
musicale : sur un piano, les notes les plus graves nécessitent une corde plus longue. Entre les
deux plaques, l’espace est réduit et il n’y a plus assez de place pour les notes trop graves, qui
y sont supprimées. En revanche, dans le vide à côté des plaques, il y a assez de place pour
toutes les notes. D’autre part, il faut savoir que chaque note crée une pression sur les plaques.
Pour les notes aiguës, présentes entre les plaques et en-dehors, ces pressions s’annulent. Pour
les notes graves, présentes seulement à l’extérieur, les pressions ne sont pas compensées et
poussent les plaques l’une vers l’autre, engendrant ainsi une force attractive. Cette attraction
a été mesurée précisément seulement récemment [Lamoreaux, 1997].
1 Les fluctuations quantiques de l’espace-temps ne sont pas présentes dans la théorie de la relativité générale
mais sont introduites par des théories plus récentes et pas encore testées, comme la gravitation quantique. Ici, il
faut surtout retenir l’image d’un environnement fluctuant, quelle que soit l’origine des fluctuations.
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FIGURE 1.2 – Représentation de l’effet Casimir. Les notes les plus aiguës sont présentes entre
et en-dehors des plaques, alors que les notes graves sont supprimées entre les plaques, ce qui
engendre une dépression, i.e. une force attractive entre les plaques.
Les fluctuations prises en compte par Casimir sont celles d’origine quantique, mais dans
d’autres systèmes, c’est la contribution des fluctuations thermiques qui est dominante, et on
parle alors d’« effet Casimir thermique ». Cet effet a été mesuré pour le champ électromagné-
tique [Sushkov et al., 2011]. Dans cette thèse, nous ne nous intéresserons qu’aux fluctuations
d’origine thermique.
1.3 Plan de la thèse
Plus précisément, cette thèse contient deux parties assez distinctes. Dans la première, nous
étudions d’abord la force induite par l’environnement sur un objet s’y déplaçant à vitesse
constante. Cette force est calculée pour le cas où l’objet « courbe » son environnement (au
chapitre 3) puis pour le cas où l’objet en supprime les fluctuations (chapitre 4), on parlera
alors de « frottement de Casimir ». Dans un deuxième temps, nous y étudions comment l’en-
vironnement modifie la diffusion d’un objet (chapitre 5).
La deuxième partie porte sur l’organisation de systèmes contenant des ions. La solution est
placée entre deux plaques parallèles et on s’intéresse à la pression qui s’exerce sur les plaques.
On étudie aussi la solution elle-même en regardant la densité ionique de ce système. Dans un
premier cas, on étudie un modèle unidimensionnel de liquide ionique, un liquide constitué
uniquement d’ions où leur taille joue un rôle important (chapitre 7). Dans un deuxième cas,
on se penche sur l’effet de la polarisabilité d’ions en solution (chapitre 8).
1.4 Calculs sur un modèle minimal
Cette section, un peu à part, introduit le cadre formel de cette thèse par quelques calculs péda-
gogiques représentatifs des phénomènes décrits qualitativement plus haut. Nous y considérons
un modèle minimal d’environnement pour le calcul de l’interaction effective entre les objets qui
y sont plongés. Pour cela nous commençons par donner l’énergie de l’environnement seul et
son énergie d’interaction avec ces objets.
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1.4.1 Modèle à une dimension
Considérons un modèle à une dimension : l’environnement y est décrit par une fonction φ(z)
d’énergie
H0[φ] =
1
2
∫ 
φ′(z)2+m2φ(z)2

dz. (1.1)
La longueur de corrélation du champ est simplement ξ = 1/m. Ceci est le hamiltonien du
champ libre, c’est à dire sans interaction avec une particule, il est notamment invariant par
translation. Introduisons maintenant l’énergie d’interaction entre le champ et un objet placé
en z1, dans le cas discuté en 1.1 où il « courbe » son environnement :
Hint

φ, z1

= hφ(z1). (1.2)
La force exercée par l’environnement sur cette particule vaut
f [φ, z1] =− ddz1
 
Hint[φ, z1]

=−hφ′(z1). (1.3)
Plaçons maintenant deux objets en 0 et L. Le hamiltonien total du champ est
H[φ] =
1
2
∫ 
φ′(z)2+m2φ(z)2

dz+ hφ(0) + hφ(L). (1.4)
Nous cherchons la force moyenne exercée sur l’objet situé en 0, qui est d’après (1.3) 〈 f 〉 =
−h〈φ〉′(0) : on doit donc connaître le champ moyen. L’équation qui permet de calculer le
champ moyen est l’équation de Schwinger-Dyson (qui sera démontrée plus tard, au 5.3.2),
qui donne la moyenne d’une dérivée fonctionnelle :
0=

δH[φ, 0, L]
δφ(z)

=−〈φ〉′′(z) +m2〈φ〉(z) + hδ(z) + hδ(z− L). (1.5)
De cette équation affine, il est facile de voir que le champ moyen vaut
〈φ〉(z) =− h
2m
e−m|z|− h
2m
e−m|z−L|, (1.6)
d’où on calcule la force (seul le deuxième terme contribue) :
〈 f 〉= h
2
2
e−mL . (1.7)
Cette force est donc attractive et diminue avec la distance, sauf pour une longueur de corréla-
tion infinie (m= 0).
Passons maintenant à des objets qui limitent les fluctuations du champ (discuté au 1.2),
avec un hamiltonien d’interaction
Hint[φ, z1] =
h
2
φ(z1)
2. (1.8)
La force vaut ainsi
f =−h
2
d
dz1

φ(z1)
2

. (1.9)
Pour connaître la valeur moyenne de la force, il faut connaître la fonction de corrélation du
champ,
G(z, z′) = 〈φ(z)φ(z′)〉. (1.10)
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On introduit comme avant deux objets en 0 et L, et l’équation de Schwinger-Dyson donne,
kBTδ(z− z′) =

φ(z)
δH[φ, 0, L]
δφ(z′)

(1.11)
= −∂ 2G(z, z′) +m2G(z, z′) + hG(0, z′)δ(z) + hG(L, z′)δ(z− L),
où kB est la constante de Boltzmann et T la température. Dans cette équation, z
′ n’est
qu’un paramètre, et on sait que lim|z|→∞ G(z, z′) = 0. Cette équation se résout sans
peine en partant de la bonne forme, en cherchant la solution sous la forme G(z, z′) =
kBT

e−m|z−z′|/2m+ ae−m|z|+ be−m|z−L|

, on obtient
G(z, z′) = kBT
2m
 
1−

1+
2m
h
2
− e−2mL
−1
×

1+
2m
h

e−m(|z|+|z′|)+ e−m(|z−L|+|z′−L|)

− e−mL e−m(|z|+|z′−L|)+ e−m(|z−L|+|z′|) . (1.12)
À partir de cette expression, on peut calculer la force moyenne,
〈 f 〉= kBT me
−2mL
1+ 2m
h
2− e−2mL . (1.13)
Contrairement à la discussion faite plus haut (au 1.2), le hamiltonien d’interaction (1.8) limite
les fluctuations mais ne les supprime pas, ce qui doit être le cas pour retrouver l’interaction
de Casimir. Cette limite est néanmoins facile à prendre, il suffit de faire tendre la constante de
couplage h vers l’infini. Pour la force, on obtient ainsi

fC

= 〈 f (h→∞)〉= kBT m
e2mL − 1. (1.14)
Pourquoi avoir introduit une constante h finie, pour ensuite la faire tendre vers l’infini ?
Dans le calcul de Casimir, les objets suppriment les fluctuations, mais dans ce cas, la force ne
peut plus être calculée avec l’expression (1.9). Il faut alors passer par le calcul de l’énergie
libre, qui est moins terre à terre que le calcul développé ici.
1.4.2 Généralisation à trois dimensions
Considérons le cas à trois dimensions où les objets ponctuels deviennent des plaques parallèles
et où le hamiltonien du champ libre est
H0[φ] =
1
2
∫
[∇φ(r )]2dr . (1.15)
La longueur de corrélation est infinie, ce qui correspond au calcul de Casimir (qui concerne
le champ électromagnétique). On décompose les coordonnées r en une composante parallèle
aux plaques x et une composante perpendiculaire z : r = (x , z). On décompose ensuite le
champ en modes de Fourier dans les directions parallèles aux plaques,
φ(x , z) =
∫
eik·x φ˜(k, z) dk
(2pi)2
. (1.16)
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Le hamiltonien libre de chaque mode φk(z) = φ˜(k, z) est donné par (1.1), avec la masse qui
vaut m = k. Pour des plaques qui courbent le champ (i.e. un couplage linéaire), seul le mode
k = 0 contribue et la pression moyenne est
〈p〉= 〈 f0〉= h
2
2
. (1.17)
Il n’y a plus aucune dépendance en la séparation : on retrouve le même comportement que
pour des plaques chargées en électromagnétisme.
Pour des plaques qui suppriment les fluctuations, tous les modes contribuent et la pression
moyenne est donnée par la somme sur les modes de la force unidimensionnelle correspon-
dante,
〈p〉= 1
2pi
∫ ∞
0
〈 fk〉kdk = kBT2pi
∫ ∞
0
k2dk
e2kL − 1 =
kBTζ(3)
8piL3
, (1.18)
où ζ est la fonction zêta de Riemann et ζ(3)' 1,2.
On pourrait s’étonner de ne pas retrouver la dépendance de Casimir p ∼ L−4. La différence
avec notre résultat peut se retrouver par une simple analyse dimensionnelle : une pression est
une énergie par unité de volume. L’énergie caractéristique des fluctuations thermiques est
kBT , et la seule longueur caractéristique est L, d’où
pthermique ∝ kBTL3 . (1.19)
Pour les fluctuations quantiques du champ électromagnétique, l’énergie caractéristique est
ħhω= ħhc/L, où c est la vitesse de la lumière, d’où le résultat de Casimir,
pquantique ∝ ħhcL4 . (1.20)
Première partie
Frottements et diffusion dans des
champs fluctuants
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Introduction : problèmes dynamiques
La première partie de cette thèse concerne l’effet de l’environnement sur un ob-
jet en mouvement. Pour cela, il est nécessaire de passer d’une connaissance sta-
tique de l’environnement et de ses fluctuations à une connaissance dynamique,
ce que nous présentons en premier. Avec l’équation d’évolution de l’environne-
ment, il est possible de traiter de nombreux cas où le système est hors équilibre ;
quelques-uns de ces cas sont passés en revue, ceux qui font l’objet de cette partie
sont mentionnés.
Les questions et phénomènes dont nous avons parlé dans l’introduction générale
concernent un environnement statique, ou, avec le vocabulaire de la physique statistique,
à l’équilibre. En simplifiant, nous allons étudier dans cette partie comment les phénomènes de
l’introduction générale sont modifiés si la position des plaques dépend du temps. Pour cela,
nous avons besoin de connaître la dynamique du champ. Bien sûr, l’équation d’évolution du
champ doit inclure les fluctuations thermiques et être compatible avec la distribution d’équi-
libre. Dans un premier temps, nous allons montrer sur un cas simple comment incorporer les
fluctuations dans la dynamique. Ensuite, nous présenterons quelques exemples de systèmes
mettant en jeu ce caractère dynamique.
2.1 Dynamique des fluctuations
2.1.1 Description probabiliste de la position
Afin de rendre la discussion qui va suivre plus concrète, prenons le cas simple d’une particule
de position z ∈ R dans un potentiel V (z). La physique classique prévoit que cette particule
stationnera sur un minimum local du potentiel. D’après la physique statistique, sa position
subira des fluctuations thermiques et on ne peut donner que la probabilité de présence de la
particule (un schéma de cette situation est donné FIG. 2.1). La probabilité de Boltzmann est
P(z) = Z−1e−V (z)/T , (2.1)
où T est la température, Z est une constante de normalisation de la probabilité et la constante
de Boltzmann a été prise égale à 1 et le restera jusqu’à la fin de cette thèse. Dans la limite
de température nulle, on retrouve le résultat classique où la particule séjourne au minimum.
Pour les objets rencontrés dans la vie courante, comme une bille dans un bol, l’énergie ca-
ractéristique du potentiel est beaucoup plus grande que l’énergie thermique et le système se
comporte comme s’il était à température nulle.
2.1.2 Équation du mouvement avec des fluctuations
Comme nous allons étudier des phénomènes dépendants du temps, nous allons avoir be-
soin de la dépendance temporelle de ces fluctuations. Le mouvement erratique des grains
de poussière observé par Lucrèce, a été étudié plus précisément par le botaniste Robert
BROWN en 1827 pour des particules à l’intérieur de grains de polen [Brown, 1828]. Il a en-
suite été formalisé par Albert EINSTEIN et Paul LANGEVIN respectivement en 1905 et 1908
[Einstein, 1905, Langevin, 1908]. C’est leur formalisme que nous allons présenter dans notre
cas simple.
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z
V (z)
position classique
(a)
z
P(z)
probabilité de présence
(b)
z
t
trajectoire fluctuante
trajectoire classique
(c)
FIGURE 2.1 – (a) Potentiel ressenti par la particule et position classique. (b) Densité de probabi-
lité de présence de Boltzmann (2.1). (c) Trajectoire fluctuante (équation de Langevin amortie
(2.5)) et trajectoire classique amortie (dynamique de Newton (2.2) à masse nulle).
Sans fluctuations, le mouvement de la particule est régit par le principe fondamental de la
dynamique de Newton :
mz¨(t) =−λz˙(t)− V ′(z(t)), (2.2)
où m est la masse de la particule, λ un coefficient de frottement et −V ′(z) est la force res-
sentie par la particule. Le frottement est introduit manuellement : sans fluctuations, il sert à
stabiliser la particule en un minimum local du potentiel. Avec fluctuations, il jouera un rôle
fondamental, comme nous le verrons.
L’idée d’Einstein et Langevin, est d’y ajouter un terme de bruit. Physiquement, le bruit
vient des chocs avec les particules environnantes, qui sont invisibles et ne nous intéressent
pas ici. Il est modélisé par la composante aléatoire la plus simple (et la plus facile à traiter)
que l’on peut imaginer : un bruit blanc gaussien. Comme il est gaussien, il suffit de connaître
sa fonction de corrélation à deux points, et blanc signifie que cette fonction de corrélation
prise à des temps différents est nulle ; il est évidemment de moyenne nulle. On note ce bruit
η(t) et il est entièrement déterminé par

η(t)η(u)

= 2Bδ(t − u), (2.3)
où B est une constante sur laquelle nous reviendrons. L’équation de Newton (2.2) est rempla-
cée par l’équation de Langevin
mz¨(t) =−λz˙(t)− V ′(z(t)) +η(t). (2.4)
Dans la limite où la masse est très faible, le terme de gauche est négligeable et on abouti à
l’équation de Langevin amortie,
z˙(t) =−λ−1V ′(z(t)) +λ−1η(t). (2.5)
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Cette équation décrit la dynamique de la particule en présence de fluctuations et sera utilisée
pendant toute cette partie de la thèse. Un exemple de trajectoire solution de l’équation de
Langevin amortie est donné FIG. 2.1 et comparé à la trajectoire classique amortie (solution de
(2.2) avec une masse nulle).
2.1.3 Équation de Fokker-Planck et relation de fluctuation-dissipation
Pour valider l’équation de Langevin amortie (2.5), il faut vérifier qu’elle redonne bien la den-
sité de probabilité de Boltzmann, qui est un pilier de la physique statistique (2.1). Il faut pour
cela passer par l’équation de Fokker-Planck, qui donne l’évolution de la densité de probabilité
de présence d’une particule suivant l’équation de Langevin amortie.
Pour démontrer l’équation de Fokker-Planck, nous admettrons la formule d’Itô
[Øksendal, 2000], qui donne l’équation d’évolution d’une observable associée à l’équation
de Langevin amortie. Pour une observable O(z), cette formule s’écrit
d
dt
[O(z(t))] = λ−1 −V ′(z(t)) +η(t)O′(z(t)) +λ2BO′′(z(t)). (2.6)
Le premier terme du membre de droite est le terme classique. Le deuxième vient du fait que
le terme de bruit est vérifie « bizarrement » η(t)dt ∼ pdt.
Pour faire le lien avec l’équilibre de Boltzmann, il faut déduire de l’équation de Langevin
une équation d’évolution pour la densité de probabilité de la particule, P(z, t). La moyenne
de l’observable O(z) au temps t vaut
〈O(z(t))〉=
∫
O(z)P(z, t)dz. (2.7)
Prenons maintenant la dérivées temporelle de cette moyenne,
d
dt
〈O(z(t))〉=
∫
O(z)
∂ P
∂ t
(z, t)dz, (2.8)
et calculons le membre de gauche à l’aide de la relation d’Itô,
d
dt
〈O(z(t))〉 = ¬−λ−1V ′(z(t))O′(z(t)) +λ2BO′′(z(t))¶
=
∫ −λ−1V ′(z)O′(z) +λ−2BO′′(z) P(z, t)dz
=
∫
O(z)

λ−1 ∂
∂ z
 
V ′(z)P(z, t)+λ−2B ∂ 2P
∂ z2
(z, t)

dz. (2.9)
En égalisant les relations (2.8) et (2.9), comme elles sont vraies pour toute observable O(z),
on obtient l’équation de Fokker-Planck [Risken, 1996],
∂ P
∂ t
(z, t) = λ−1 ∂
∂ z
 
V ′(z)P(z, t)+λ−2B ∂ 2P
∂ z2
(z, t). (2.10)
En régime stationnaire, d’après l’équation de Fokker-Planck, la densité de probabilité est
solution de l’équation
λ−1V ′(z)P(z) +λ−2BP ′(z) = constante. (2.11)
La densité de probabilité de Boltzmann (2.1) doit être solution de cette équation, ce qui est le
cas sous la condition
B = Tλ. (2.12)
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Nous avons montré deux choses : sous cette condition, l’équation de Langevin amortie est
compatible avec la probabilité de Boltzmann et peut être utilisée pour écrire une équation
du mouvement de la particule contenant les fluctuations. D’autre part, cette condition lie
l’amplitude des fluctuations au coefficient de frottement : c’est une relation de fluctuation-
dissipation [Kubo, 1966]. En introduisant la mobilité κ = λ−1, nous écrirons l’équation de
Langevin amortie
z˙(t) =−κV ′(z(t)) + pκη(t), (2.13)
avec
〈η(t)η(u)〉= 2Tδ(t − u). (2.14)
Pour finir, définissons le coefficient de diffusion D par¬
[z(t)− z(0)]2¶ ∼
t→∞ 2Dt. (2.15)
Il est alors facile de voir qu’en l’absence de force,
D = κT =
T
λ
. (2.16)
Cette équation est la relation d’Einstein, et elle découle directement de la relation de
fluctuation-dissipation (2.12).
Dans cette partie, nous aurons besoin de connaître la dynamique de l’environnement, c’est
à dire d’un champ. L’équation de Langevin amortie (2.13) se généralise très bien à un champ ;
cela sera présenté au chapitre suivant, 3.1.1.
2.2 Questions posées pas un environnement dynamique
Reprenons l’exemple de l’interaction gravitationnelle : la découverte de l’espace-temps comme
médiateur de cette interaction, puis de la dynamique de l’espace-temps, a permis de détermi-
ner la vitesse de propagation de cette interaction. La théorie de la relativité générale a aussi
mis au jour le phénomène d’ondes gravitationnelles, où la rotation des astres dissipe de l’éner-
gie. Nous présentons ici quelques phénomènes étudiés où la dynamique de l’environnement
joue un rôle crucial.
2.2.1 Effet Casimir hors équilibre
Il y a plusieurs façons de tirer le système utilisé pour l’effet Casimir hors de l’équilibre, chacune
d’elle faisant apparaître de nouveaux phénomènes. On peut étudier l’analogue de la vitesse de
propagation de l’interaction de Casimir, par exemple en « allumant » les fluctuations du champ
à l’instant t = 0, et en étudiant la dépendance temporelle de la pression p(t) avant qu’elle ne
converge vers sa valeur d’équilibre [Dean et Gopinathan, 2009]. Cela revient à prendre une
température dépendante du temps T (t), telle que T (t < 0) = 0 et T (t ≥ 0) = T0.
Une autre façon consiste à considérer une distribution hétérogène de température
[Rosenkrans et al., 1968, Antezza et al., 2008]. Dans ce cas, la force ne dépend pas du temps
mais son équation d’évolution est nécessaire pour déterminer la solution stationnaire, qui n’est
pas une configuration d’équilibre. À ce propos, notons l’évolution du rôle de la température
entre la distribution d’équilibre de Boltzmann (2.1) et l’équation de Langevin (2.13) : dans le
premier cas, elle est globale et vaut pour tout le système ; dans le deuxième, elle est « locale »,
c’est à dire qu’elle peut dépendre du temps ou de la position de la particule. Suivant cela, il est
facile d’écrire une équation de Langevin pour le champ où la température n’est pas uniforme.
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2.2.2 Frottements
Un autre moyen de mettre le système hors de l’équilibre est de faire dépendre la position des
plaques du temps. En fait, un effet peu apparaître avec une seule plaque. Ici encore, l’effet
peut être dû au champ moyen ou aux fluctuations du champ. Dans le premier cas, il s’agit de
l’analogue de la force d’Abraham-Lorentz-Dirac ressentie par une particule chargée accélérée
[Dirac, 1938]. Dans le second, il est véritablement question de « frottement de Casimir » ;
les fluctuations quantiques du champ électromagnétique peuvent par exemple exercer une
force sur un miroir en mouvement [Fulling et Davies, 1976, Kardar et Golestanian, 1999]. De
la même manière, un objet neutre polarisable en mouvement par rapport à un gaz de photons
subit une force de frottement [Mkrtchian et al., 2003].
Dans cette partie, nous étudions ces deux phénomènes (aux chapitres 3 et 4) pour une
classe très générale de champs subissant des fluctuations thermiques.
2.2.3 Diffusion
On peut aussi étudier comment un objet diffuse dans un champ fluctuant autour d’elle.
Comme le champ « diffuse » lui aussi (i.e. il suit une dynamique stochastique, contenant
une part aléatoire), il s’agit finalement d’une diffusion couplée entre l’objet et son environ-
nement. Un système pour lequel cette question a été posée est la diffusion de protéines
incluses dans des membranes. Les protéines peuvent être couplées à divers paramètres de
la membranes, comme sa hauteur (via la courbure), son épaisseur, sa composition, etc.
[Gambin et al., 2006, Reister et Seifert, 2005, Naji et al., 2007]. La question est de savoir si
le couplage à la membrane accélère ou ralenti la diffusion de la protéine.
Le dernier chapitre de cette partie porte sur le calcul du coefficient de diffusion d’un objet
en interaction avec un champ, pour la même classe très générale de champs que pour l’étude
des frottements.
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Frottement dans le cas d’un couplage linéaire
Nous étudions la force de frottement subie par une particule en mouvement
rectiligne uniforme dans un champ gaussien fluctuant auquel elle est couplée
linéairement. Il est possible de calculer exactement la force en fonction de la
configuration d’équilibre et de la dynamique du champ et du couplage. Les ré-
sultats indiquent une dépendance de la force tout à fait non triviale en la vitesse
et en la taille de la particule. Nous appliquons ces résultat à la diffusion de
protéines membranaires. Nous comparons enfin ces résultats au cas de champs
magnétiques se déplaçant au-dessus d’un modèle d’Ising.
La question de savoir comment deux particules interagissent via un champ, à l’équilibre,
a été largement étudiée. Pour quitter l’équilibre, deux solutions s’offrent à nous : faire varier
la température ou la position des particules avec le temps. Dans le deuxième cas, une seule
particule est nécessaire pour observer un effet ; c’est cette situation que nous allons étudier
ici. Nous n’allons pas étudier directement la configuration de Casimir, en nous limitant à une
interaction linéaire entre les particules et le champ, pour laquelle la force est exactement
calculable. Le cas de Casimir, avec un couplage quadratique, est étudié au chapitre suivant.
3.1 Modèle
3.1.1 Champ libre amorti
Nous définissons ici précisément le champ libre amorti en donnant son hamiltonien et sa
dynamique. Ce modèle sera utilisé dans toute cette première partie.
Le champ φ est un champ scalaire vivant dans un espace à d dimensions, et son hamilto-
nien est quadratique, de la forme
H0[φ] =
1
2
∫
φ(r )∆(r − r ′)φ(r ′)drdr ′, (3.1)
où ∆ est un opérateur auto-adjoint, ici pris explicitement invariant par translation. De plus, il
sera toujours considéré diagonal dans l’espace de Fourier, permettant de réécrire l’énergie
H0[φ] =
1
2(2pi)d
∫
∆˜(k)
φ˜(k)2 dk. (3.2)
Nous avons utilisé le fait que le champ est réel, qui implique φ˜(−k) = φ˜(k)∗.
À l’équilibre thermodynamique à température T = β−1, le champ est de moyenne nulle et
son corrélateur vaut, dans l’espace de Fourier,¬
φ˜(k)φ˜(k ′)
¶
=
(2pi)d Tδ(k + k ′)
∆˜(k)
. (3.3)
La dynamique la plus simple que nous puissions prendre pour le champ est la dynamique
de Langevin amortie (voir (2.13) pour le cas d’une particule), qui s’écrit
φ˙(r , t) =−RδH0
δφ
(r , t) + ξ(r , t), (3.4)
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où R est un opérateur auto-adjoint diagonal dans l’espace de Fourier, et ξ un bruit Gaussien
vérifiant
〈ξ(r , t)ξ(r ′, t ′)〉= 2TR(r − r ′)δ(t − t ′). (3.5)
Connaissant la dynamique, nous pouvons calculer le corrélateur à temps inégaux, qui généra-
lise (3.3) et montre que cette dynamique conduit le système à l’équilibre,
¬
φ˜(k, t)φ˜(k ′, t ′)
¶
=
(2pi)d Tδ(k + k ′)
∆˜(k)
e−R˜(k)∆˜(k)|t−t ′|. (3.6)
3.1.2 Interaction avec une particule en mouvement
Introduisons maintenant une particule à la position r interagissant avec le champ selon le
hamiltonien
Hint[φ, r] = h
∫
K(r − r ′)φ(r ′)dr ′, (3.7)
où K est réel et diagonal dans l’espace de Fourier, il représente la « forme » de la particule ;
h est la constante de couplage, qui détermine la force de l’interaction. En présence de la
particule, le hamiltonien total est
H[φ, r] = H0[φ] +Hint[φ, r], (3.8)
et c’est lui qui entre en jeu dans la dynamique du champ (3.4) à la place de H0. La force
exercée par le champ sur la particule est
f [φ, r] =−∇rH[φ, r] =−h∇(Kφ)(r ). (3.9)
Cette expression de la force est controversée car elle ne correspond pas à celle dérivée du
tenseur des contraintes [Bitbol et Fournier, 2011]. Pour trancher, il faudrait une connaissance
microscopique du système qui permettrait de déterminer comment le champ change quand la
particule subit un déplacement infinitésimal. Ici, nous nous tiendrons à l’expression ci-dessus,
en notant que ces deux définitions coïncident à l’équilibre.
La force s’écrit en transformée de Fourier
f [φ, r] =−ih
∫
k K˜(k)φ˜(k)eik·r dk
(2pi)d
. (3.10)
La force moyenne est obtenue en prenant la moyenne sur le champ,
〈 f 〉(r ) =−h∇(K〈φ〉)(r ). (3.11)
Notons que pour calculer la force moyenne, il nous suffit de connaître la moyenne du champ
(en tout point et en tout temps, il ne s’agit pas d’une moyenne sur l’espace ou le temps mais
sur le bruit). Ceci est dû à la linéarité du couplage.
Nous allons mettre la particule en mouvement rectiligne uniforme v et calculer la force
moyenne qu’elle ressent.
3.1.3 Exemples
Avant de commencer les calculs, nous pouvons donner des exemples de systèmes qui peuvent
être modélisés de cette manière. Le premier est un matériau ferromagnétique au-dessus de
sa température critique ; dans ce cas on prendra ∆˜(k) = k2 + ξ−2, où ξ est la longueur de
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tête hydrophile
queue hydrophobe
FIGURE 3.1 – Membrane lipidique dans laquelle sont insérées deux protéines. La membrane
est formée de lipides à la tête hydrophile et à la queue hydrophobe, qui se positionnent donc
« queue-à-queue ».
corrélation du champ. La dynamique la plus simple est R˜(k) = 1 et est appelée « modèle
A » [Hohenberg et Halperin, 1977]. Il est aussi possible de considérer une dynamique qui
conserve l’aimantation globale du système, R˜(k) = k2, appelée « modèle B ». Dans les deux
cas, nous prendrons l’interaction la plus simple, où la particule tend à modifier la valeur du
champ près d’elle, K˜(k) = 1.
Un autre exemple provient des membranes biologiques, formées de deux couches de li-
pides en « queue-à-queue » (FIG. 3.1). Dans la jauge de Monge, la hauteur de la membrane est
modélisée par un champ soumis au hamiltonien de Helfrich [Helfrich, 1973], qui correspond
à ∆˜(k) = κk4 +σk2, où κ est la rigidité de la membrane et σ sa tension. Sa dynamique est
donnée par le tenseur hydrodynamique d’Oseen, R˜(k) = (4ηk)−1 [Doi et Edwards, 1986]. Le
couplage est K˜(k) = k2.
Il est aussi envisageable d’étudier la composition de la membrane, si par exemple deux
types différents de lipides la composent. Dans ce cas la dynamique sera conservée. Nous n’étu-
dierons toutefois pas en détail ce degré de liberté.
3.2 Calcul et résultats
3.2.1 Expression générale de la force
Pour calculer la force de frottement, nous allons utiliser deux ingrédients : nous nous plaçons
dans le référentiel de la particule, dans lequel le champ atteint un régime stationnaire (bien
que hors équilibre) ; nous allons travailler dans l’espace de Fourier, dans lequel les opérateurs
s’écrivent simplement.
La position de la particule est r (t) = v t. L’équation d’évolution du champ (3.4) s’écrit
alors
φ˙(r , t) =−R∆φ(r , t)− hRK(v t − r ) + ξ(r , t). (3.12)
Comme nous devons seulement connaître la moyenne du champ, nous pouvons prendre la
moyenne dans cette équation et ainsi nous débarrasser du bruit,
〈φ˙〉(r , t) =−R∆〈φ〉(r , t)− hRK(v t − r ). (3.13)
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Introduisons maintenant le champ ψ, qui est le champ moyen dans le référentiel de la parti-
cule,
ψ(r , t) = 〈φ〉(r + v t, t). (3.14)
Son équation d’évolution contient un terme d’advection, mais la particule est toujours située
à l’origine,
ψ˙(r , t) = v ·∇ψ(r , t)− R∆ψ(r , t)− hRK(−r ). (3.15)
Nous cherchons une solution stationnaire, qui vérifie donc
v ·∇ψ(r )− R∆ψ(r ) = hRK(−r ). (3.16)
Cette équation s’écrit simplement dans l’espace de Fourier et sa solution est
ψ˜(k) =
−hR˜(k)K˜(k)∗
R˜(k)∆˜(k)− iv · k . (3.17)
En prenant la moyenne dans (3.10) et en y insérant la solution obtenue, on obtient
〈 f 〉= ih2
∫
k
R˜(k)
K˜(k)2
R˜(k)∆˜(k)− iv · k
dk
(2pi)d
. (3.18)
Si l’on suppose de plus que les opérateurs ∆, R et K sont isotropes, on peut réécrire la force
〈 f 〉=− h
2v
(2pi)d d
∫
k2R˜(k)
K˜(k)2
R˜(k)2∆˜(k)2+ (v · k)2 dk. (3.19)
Cette expression fait clairement apparaître les propriétés suivantes :
• la force a la même direction que la vitesse, et un sens opposé,
• la force est proportionnelle au carré de la constante de couplage. Cette simplicité vient
de la linéarité du couplage, et le carré vient du fait que la constante couplage intervient
deux fois dans le calcul : dans l’action de la particule sur le champ, et dans l’action du
champ sur la particule,
• la valeur de la force est une fonction non triviale de la vitesse : elle est proportionnelle
à la vitesse quand celle-ci est petite, et lui est inversement proportionnelle quand elle
est grande.
Pour avoir une idée de la forme de la force en fonction de la vitesse, nous la traçons pour
un cas simple FIG. 3.2.
3.2.2 Comportement à faible vitesse
Penchons-nous maintenant sur le comportement de la force à faible vitesse, quand le système
est isotrope. La force est de la forme
〈 f 〉 '|v |→0−λv , (3.20)
où λ est le coefficient de frottement. Sa valeur est donnée par notre calcul, et on peut l’écrire
en fonction d’une intégrale simple
λ=
h2Sd−1
(2pi)d d
∫ ∞
0
kd+1
K˜(k)2
R˜(k)∆˜(k)2
dk, (3.21)
où Sd−1 est l’aire de la sphère unitaire de dimension d − 1.
Nous allons maintenant étudier comment l’intégrale apparaissant dans (3.21) se comporte
et les divergences qui peuvent apparaître.
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FIGURE 3.2 – Force moyenne ressentie par la particule en dimension 1 pour h2 = 2pi, ∆˜(k) =
k2+ 1, K˜(k) = 1, R˜(k) = 1 et une coupure kmax = 1, en échelles linéaire et logarithmique.
Comportement à longue distance
À court vecteur d’onde, supposons que les opérateurs prennent la forme
∆˜(k) ∼
k→0 k
δ, (3.22)
R˜(k) ∼
k→0 k
ρ, (3.23)
K˜(k) ∼
k→0 k
κ. (3.24)
Le coefficient de frottement présente une divergence infrarouge si
d ≤ dc = 2δ+ρ− 2κ− 2, (3.25)
où nous avons introduit la dimension critique dc. Pour régulariser ou interpréter cette diver-
gence quand elle apparaît, nous pouvons :
• supposer que le système a une taille finie,
• nous placer à vitesse finie et étudier la dépendance de la force en la vitesse quand celle-ci
tend vers zéro,
• calculer le frottement un temps fini après le « démarrage » de la particule.
Dans le premier cas, la taille finie L du système introduit une coupure kmin = pi/L sur les
modes à faible vecteur d’onde. Dans ce cas, l’intégrale (3.21) se comporte comme
λ ∼
L→∞ L
dc−d . (3.26)
À vitesse finie, l’intégrale est régularisée par la vitesse présente au dénominateur dans
(3.19), à condition que ρ + δ > 1. Dans ce cas, la vitesse non nulle introduit une coupure à
kmin ∝ v
1
ρ+δ−1 , et la force de frottement n’est plus linéaire en la vitesse
〈 f 〉 ∼
v→0 v
1− dc−d
ρ+δ−1 . (3.27)
Enfin, considérons que la particule n’interagisse avec le champ que depuis un temps fini
t. L’équation d’évolution (3.15) peut être résolue par transformation de Laplace, ce qui donne
pour la transformée de Laplace du coefficient de frottement
Lλ(s) = h
2Sd−1
(2pi)d ds
∫ ∞
0
kd+1R˜(k)
K˜(k)2
(R˜(k)∆˜(k) + s)2
dk. (3.28)
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Cette fois, c’est s qui introduit une coupure à kmin ∝ s
1
ρ+δ , à condition que ρ + δ > 0. La
dépendance en s du cette transformée est donc Lλ(s) ∼
s→0 s
−

1+ dc−d
ρ+δ

, ainsi, à temps long,
λ ∼
t→∞ t
dc−d
ρ+δ . (3.29)
Comportement à courte distance
À courte distance, notons le comportement des opérateurs
∆˜(k) ∼
k→∞ k
δ′ , (3.30)
R˜(k) ∼
k→∞ k
ρ′ , (3.31)
K˜(k) ∼
k→∞ k
κ′ . (3.32)
Dans ce cas, il apparaît dans (3.21) que le coefficient de friction diverge si
d ≥ d ′c = 2δ′+ρ′− 2κ′− 2. (3.33)
Pour régulariser cette divergence, il faut introduire une coupure à grand vecteur d’onde,
kmax = pi/l, où l est une longueur microscopique en-dessous de laquelle les fluctuations ne
contribuent plus au frottement. Ceci peut arriver pour essentiellement deux raisons :
• notre description de l’environnement de la particule par un champ continu n’est perti-
nente qu’à partir d’une certaine taille (la taille des molécules formant l’environnement
par exemple),
• la taille de notre particule est en fait non nulle (si cela n’est pas pris en compte par
l’opérateur K).
Le coefficient de frottement est alors lié à cette longueur microscopique par
λ ∼
l→0 l
d ′c−d . (3.34)
Dans nos exemples, les exposants à courte et longue distance sont reliés par
δ+ 2 = δ′, (3.35)
ρ = ρ′, (3.36)
κ = κ′. (3.37)
Les dimensions critiques sont alors reliées par
d ′c = dc+ 4, (3.38)
il existe ainsi tout un intervalle pour la dimension pour que le coefficient de friction converge
dc < d < dc+ 4. (3.39)
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3.2.3 Fluctuations de la force
Intéressons-nous maintenant aux fluctuations de la force subie par la particule. Comme la
force vient du champ moyen déformé par la particule, ses fluctuations viennent des fluctua-
tions du champ, et sont totalement découplées du champ moyen. En effet, si l’on introduit les
fluctuations du champ,
φˆ(r , t) = φ(r , t)− 〈φ〉(r , t), (3.40)
la composante fluctuante de la force s’écrit
fˆ [φ(t), v t] = f [φ(t), v t]− 〈 f 〉= f φˆ(t), v t . (3.41)
Or les fluctuations du champ sont découplées de la particule, et leur corrélateur est donné par
(3.6). Les fluctuations de la force sont donc corrélées selon¬
fˆ (t)t fˆ (t ′)
¶
= Th2
∫
k tk
|K˜(k)|2
∆˜(k)
e−R˜(k)∆˜(k)|t−t ′|+ik·v(t−t ′) dk
(2pi)d
. (3.42)
Considérons maintenant le système isotrope. À temps égaux,¬
fˆ (t)t fˆ (t)
¶
=
Th2
d
∫
k2|K˜(k)|2
∆˜(k)
dk
(2pi)d
, (3.43)
et on a une relation de type fluctuation-dissipation à vitesse nulle :∫ ∞
0
¬
fˆ (0)t fˆ (t)
¶
dt = Tλ. (3.44)
3.2.4 Effets de l’anisotropie de la particule
Nous avons considéré à partir de (3.19) que le système était isotrope. L’expression (3.18)
donne aussi la force dans le cas d’un système anisotrope. La possibilité que nous allons étudier
ici pour briser l’invariance par translation est de prendre une interaction dipolaire entre la
particule et le champ, en laissant le champ isotrope :
Hint[φ, r] = hp ·∇φ(r ), (3.45)
c’est à dire
K˜(k) = ip · k. (3.46)
Dans ce cas, la force est donnée par
〈 f 〉=− h
2
(2pi)d
∫
k(v · k)(p · k)2R˜(k)
R˜(k)2∆˜(k)2+ (v · k)2 dk. (3.47)
À faible vitesse,
〈 f 〉 '|v |→0−
h2
(2pi)d
∫
k(v · k)(p · k)2
R˜(k)∆˜(k)2
dk. (3.48)
Décomposons maintenant les vecteurs k et p en une composante colinéaire à v et une compo-
sante orthogonale à la vitesse : k = (k∥,k⊥) et p = (p∥, p⊥). En décomposant le numérateur
de cette manière et en utilisant l’isotropie du dénominateur (les termes contenant une puis-
sance impaire du vecteur d’onde selon une direction ne contribuent pas), la force s’écrit
〈 f 〉 ' − h
2v
(2pi)d
∫ k2∥hp2∥k2∥+ (p⊥ · k⊥)2i , 2p∥k2∥(k⊥ · p⊥)k⊥
R˜(k)∆˜(k)2
dk. (3.49)
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La composante orthogonale à la vitesse de la force vaut donc
〈 f ⊥〉 ' − 2h
2vp∥p⊥
(2pi)d(d − 1)
∫ k2∥k2⊥
R˜(k)∆˜(k)2
dk. (3.50)
Cette composante est non nulle dès que moment dipolaire a des composantes colinéaire et
orthogonale à la vitesse non nulles. À norme du dipôle fixée, la force transverse est maximale
quand celui-ci est orienté à 45˚ par rapport à la vitesse.
3.2.5 Application à la diffusion de protéines dans les membranes
Le coefficient de diffusion des protéines dans les membranes lipidiques (FIG. 3.1) peut dé-
pendre de nombreux phénomènes, comme les fluctuations de la membrane ou l’hydrodyna-
mique des lipides composant la membrane, et est donc très difficile à prévoir. Il peut par
ailleurs être mesuré [Gambin et al., 2006]. Nous allons étudier comment nos calculs sur la
force de frottement peuvent nous renseigner sur ce coefficient.
La première chose à faire est de relier le coefficient de diffusion au frottement. La relation
d’Einstein donne [Einstein, 1905]
D =
T
λ
. (3.51)
Cependant, le coefficient de frottement qui apparaît ici mesure la réponse en vitesse à une
force imposée :
f = λ〈v〉. (3.52)
Il existe quand même des cas limites dans lesquels les deux définitions du coefficient de
frottement se rejoignent. C’est le cas quand les fluctuations de la force sont petites devant la
force moyenne, ce qui arrive notamment quand le couplage h est grand (la valeur moyenne
de la force est d’ordre h2 alors que l’écart-type est d’ordre h). De plus, cette condition doit être
valide dans une gamme de vitesses où la force est linéaire en la vitesse.
Nous appellerons « relation d’Einstein naïve » la relation d’Einstein prise avec le « mau-
vais » coefficient de frottement (celui qui est calculé à vitesse constante et que nous avons
étudié). Il faut voir tout l’avantage théorique de cette relation : le coefficient de diffusion est
difficile à calculer (comme nous le verrons plus loin) alors que nous avons facilement obtenu
le coefficient de frottement à vitesse constante ; le coefficient de frottement à force constante
est quant à lui aussi difficile à obtenir que le coefficient de diffusion. Avoir des informations
sur le coefficient de diffusion à partir du coefficient de frottement à vitesse constante serait
donc très intéressant. Nous montrerons plus loin (cf. 5.2) que la relation d’Einstein naïve est
aussi vraie quand la membrane évolue beaucoup plus vite que la position de la protéine, mais
nous utilisons cette relation dès maintenant.
Nous ne considérons ici que le cas d’une seule source de frottement. Comme nous l’avons
mentionné pour le coefficient de diffusion, les sources de frottement sont nombreuses, et ce
que nous allons dire ne s’applique qu’au cas où une source domine les autres. Nous allons
étudier plusieurs possibilités pour cette source de frottement.
Enfin, comme la détermination du coefficient de frottement fait appel à de nombreux
paramètres, nous nous focalisons sur la dépendance du frottement en la taille a de la protéine.
Le frottement dominant accepté jusqu’à présent est le frottement hydrodynamique de Saff-
man et Delbrück [Saffman et Delbrück, 1975],
λhydro = 4piηm

ln

ηme
ηea

− γ
−1
, (3.53)
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où ηm et ηe sont les viscosités de la membrane et du fluide environnant, e est l’épaisseur de la
membrane et γ ' 0, 5772 est la constante d’Euler. Cette forme donne une dépendance faible
en la taille de la protéine. D’un autre côté la dépendance mesurée par [Gambin et al., 2006]
est de la forme λ ∼ a. Ainsi, cette question de savoir quel phénomène régit la diffusion de
manière prépondérante n’est pas encore résolue. Notre étude montre que, pour chaque source
de frottement, il est possible de calculer la dépendance en a, c’est ce que nous allons faire
pour quelques modèles simples.
Calcul général
Les modèles auxquels nous nous intéressons sont supposés ne pas générer de divergence infra-
rouge ; en revanche, c’est leur divergence ultra-violette, qui, régularisée par la taille de la
protéine, donnera la dépendance en a du coefficient de frottement.
Tous les opérateurs que nous avons regardés étaient de la forme suivante :
∆˜(k) ∝ kδ(k2+m2), (3.54)
R˜(k) ∝ kρ, (3.55)
K˜(k) ∝ kκ. (3.56)
Dans ce cas, le coefficient de frottement s’écrit en dimension 2
λ∝ h2m2κ−ρ−2δgλ
 pi
ma

, (3.57)
où
gλ(x) =
∫ x
0
q3+2κ−ρ−2δ 
q2+ 1
2 dq. (3.58)
Il s’agit maintenant d’identifier la dépendance de h2 en la taille de la protéine. Pour cela
nous écrivons l’énergie d’interaction entre la particule et le champ comme une tension de
ligne, qui est donc proportionnelle à a :
ε∝ a. (3.59)
Or, il est facile de montrer que l’énergie d’interaction est
ε=
h2
4pi
∫ pi
a
0
|K˜(k)|2
∆˜(k)
kdk ∝ h2m2κ−δgε
 pi
ma

, (3.60)
où
gε(x) =
∫ x
0
q2κ−δ+1
q2+ 1
dq. (3.61)
En reliant h2 à la taille de la protéine, il est possible d’exprimer le coefficient de frottement
sous la forme
λ∝ am−ρ−δ gλ

pi
ma

gε

pi
ma
 . (3.62)
Tout est maintenant lié à la divergence des fonctions gλ(x) et gε(x) quand x → ∞. Nous
avons pour la première
gλ(x) ∼x→∞
 gλ(∞) si α <−1,ln(x) si α=−1,
xα+1 si α >−1,
(3.63)
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avec α= 2κ−ρ−2δ−1, et la même chose pour la seconde avec α remplacé par α′ = 2κ−δ−1.
Pour être dans ce régime limite, il faut que ma 1, c’est à dire que la particule soit petite par
rapport à la longueur de corrélation du champ.
Insertion couplée à un paramètre d’ordre non conservé
La protéine peut être couplée à l’état des lipides environnants, si par exemple deux phases
liquide – gel ou liquide désordonné – liquide ordonné coexistent. Le paramètre d’ordre décri-
vant la phase n’est dans ce cas pas conservé et peut être décrit par le modèle le plus simple
où δ = ρ = κ= 0 (modèle A). Dans ce cas, les paramètres valent α= α′ =−1, donc les deux
divergences s’annulent et on retrouve un comportement linéaire
λ∝ a. (3.64)
Insertion couplée à un paramètre d’ordre conservé
Si la membrane est composée de différents types de lipides, la protéine peut préférer un
certain type et être ainsi couplée à la composition de la membrane. La composition de la
membrane est conservée et peut être décrite par le modèle B où δ = κ = 0 et ρ = 2. Alors,
α=−3 et α′ =−1, et le coefficient de frottement est
λ∝ a
ln(ma)
. (3.65)
Dans ce cas, la dépendance logarithmique est peu à même d’être détectée expérimentalement,
car la plage qu’il est possible de parcourir pour a n’est pas assez large.
Insertion couplée à la courbure de la membrane
Le cas où la protéine est couplée à la courbure de la membrane a été très étudié
[Reister et Seifert, 2005, Naji et Brown, 2007, Leitenberger et al., 2008]. Deux effets des fluc-
tuations de la membrane sont envisagés : le premier, purement géométrique, est que la pro-
jection sur un plan d’une trajectoire sur une membrane fluctuante verra un coefficient de
diffusion moindre ; cet effet ne correspond toutefois pas à ce que nous étudions et nous le
négligeons complètement. Le deuxième est que ce couplage introduit un frottement supplé-
mentaire qui est en général vu comme une correction au frottement hydrodynamique. La
question est de savoir si la diffusion est accélérée ou ralentie par ce nouveau couplage. Ce
n’est pas la configuration que nous étudions ici, et nous reviendrons dessus au chapitre 5.
Nous supposons donc ici que le couplage à la courbure est responsable du frottement
dominant. La modélisation de la courbure, décrite au paragraphe 3.1.3, est donnée par δ = 2,
κ= 2 et ρ =−1. Alors α= 0 et α′ = 1, donc
λ∝ a2. (3.66)
Ces quelques calculs nous montrent simplement que les effets du couplage linéaire à un
paramètre d’ordre conservé ou non sont à même de rendre compte de la dépendance en a vue
dans [Gambin et al., 2006]. Il convient cependant de noter que le nombre de degrés de liberté
du modèle est bien supérieur au nombre de degrés de liberté observés : nos résultats peuvent
permettre de rejeter certaines hypothèses, mais pas de conclure à la validité d’un modèle.
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3.3 Champ magnétiques sur un modèle d’Ising
Nous étudions dans cette section un modèle analogue que nous allons simuler numérique-
ment. Nous verrons que les frottements sont toujours présents et qu’ils présentent essentiel-
lement les mêmes caractéristiques que ceux dus à un couplage linéaire avec un champ libre
amorti.
Le champ étudié jusqu’à présent est remplacé par un modèle d’Ising. L’espace est discret : le
champ est défini sur un réseau carré de pas a0, sur lequel se déplace la particule. Nous utilisons
le vocabulaire des milieu magnétiques, que notre modèle peut représenter. Néanmoins, cela
ne doit pas occulter la généralité du modèle exposé.
Notre modèle est très proche du modèle étudié dans [Kadau et al., 2008], où une bande
d’Ising est tirée à vitesse constante par rapport à une autre. Nous présentons ici notre modèle
et nos résultats, puis nous les comparons aux leurs.
3.3.1 Modèle
Comme pour le champ libre, nous allons donner le hamiltonien du champ, son couplage à la
particule, et sa dynamique.
Hamiltonien
L’énergie d’une configuration Si de l’aimantation est donnée par le hamiltonien classique
H0[S] =−J
∑
〈i j〉
SiS j , (3.67)
où la somme parcourt les couples de plus proches voisins du réseau et le couplage est ferro-
magnétique, J > 0.
La particule porte un champ magnétique, qui est couplé linéairement à l’aimantation du
milieu ; l’interaction s’écrit sous une forme très semblable à 3.7 :
Hint[S, i0] = h
∑
i
Ki−i0Si . (3.68)
La force subie par cette particule est l’analogue de 3.9 sur un espace discret ; selon le vecteur
unitaire zˆ, elle vaut
f zˆ[S, i0] =− h2a0
∑
i

Ki−(i0+zˆ)− Ki−(i0−zˆ)

Si . (3.69)
Dynamique
Le champ évolue de la manière suivante : à chaque pas de temps élémentaire,
• on choisit un ensemble de sites I (la façon de choisir cet ensemble sera décrite plus bas),
• on calcule la différence d’énergie ∆H = H S I− H[S] entre la configuration actuelle
S et la configuration S I obtenue par renversement des spins des sites de I .
• on adopte la configuration S I avec probabilité pr = (1 + exp(β∆H))−1, on garde la
configuration S avec probabilité 1− pr.
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Si un seul site est choisi à chaque pas, chacun des N sites du réseau est choisi en moyenne
une fois par unité de temps : un pas élémentaire de temps vaut donc 1/N .
Il existe deux façons de choisir l’ensemble de sites à chaque pas de temps :
• I contient un seul site, auquel cas l’aimantation totale n’est pas conservée. La dynamique
ainsi obtenue est la dynamique de Glauber [Glauber, 1963].
• I contient deux sites d’aimantation opposée : ainsi l’aimantation totale est conservée.
C’est le choix de la dynamique de Kawasaki [Kawasaki, 1966].
La particule doit se déplacer à vitesse constante. Nous choisissons de la faire se déplacer
selon l’axe zˆ du réseau. Sur un espace discret, elle doit donc effectuer des sauts à intervalles
réguliers, espacés d’un temps
tpart =
a0
v
=
npart
N
; (3.70)
la particule est donc déplacée d’un site dans la direction zˆ après npart pas de temps élémen-
taires. La position de la particule est donc
i0(t) =

vt
a0

zˆ. (3.71)
3.3.2 Résultats
Nous nous intéressons à deux quantités : l’aimantation moyenne autour de la particule et la
force subie en fonction de la vitesse. Nous étudions trois situations : une particule ponctuelle
en dimension 1 puis 2, et un dipôle en dimension 2.
La particule ponctuelle est simplement donnée par Ki = δi , et un dipôle est défini par
Ki = δi − δi−u , où u est un vecteur donnant la direction et la taille du dipôle. Le pas du
réseau est fixé à a0 = 1 dans toutes les simulations, et l’inverse de la température à β = 1.
Dimension 1
Les simulations sont faites avec J = 1 et h = 10. L’aimantation moyenne est montrée FIG.
3.3, elle permet de voir l’origine de la force et de ces variations avec la vitesse. La force est
créée par l’asymétrie du profil, elle est ainsi nulle à vitesse nulle. Quand la vitesse augmente,
l’asymétrie du profil augmente mais son amplitude diminue, car la particule passe trop vite
pour que le champ ait le temps de réagir ; ceci explique pourquoi la force diminue à grande
vitesse. Il n’y a aucune différence quantitative notable entre les deux dynamiques, mis à part
que l’aimantation est bien nulle en moyenne pour la dynamique conservant l’aimantation.
La force ressentie par la particule est montrée FIG. 3.4, et a la même allure que pour
le modèle Gaussien. En jouant avec des coefficients multiplicateurs et en ajustant la cou-
pure dans le modèle Gaussien, on s’aperçoit que ces courbes sont presque superposables
[Démery et Dean, 2010a].
Dimension 2
Ici, les paramètres choisis sont J = 0,4, pour se placer au-dessus de la température critique,
et h = −6,66. L’aimantation moyenne pour la dynamique de Glauber, FIG. 3.5, reproduit
ce qui est observé en dimension 1. L’aimantation moyenne pour la dynamique de Kawasaki
ressemble beaucoup à ce qui est obtenu pour la dynamique de Glauber, et n’est pas montrée.
La force ressentie par la particule, FIG. 3.6, a la même forme que celle obtenue en dimen-
sion 1, et les remarques faites dans ce cas sont toujours valables.
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FIGURE 3.3 – Aimantation moyenne autour de la particule en dimension 1, pour les dyna-
miques de Glauber (trait continu) et Kawasaki (trait pointillé).
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FIGURE 3.4 – Force moyenne ressentie par la particule en dimension 1 pour les deux dyna-
miques.
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FIGURE 3.5 – Aimantation moyenne autour de la particule en dimension 2 (la particule se
déplace vers le haut).
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FIGURE 3.6 – Force moyenne ressentie par la particule en dimension 2 pour les deux dyna-
miques.
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FIGURE 3.7 – Aimantation moyenne autour du dipôle en dimension 2, quand il est perpendi-
culaire ou parallèle à la vitesse.
Dipôle en dimension 2
Pour les simulations d’un dipôle en dimension 2, nous gardons les mêmes paramètres et nous
ne nous intéressons qu’à la dynamique de Glauber. Pour les orientations à 0◦ ou à 90◦ par
rapport à la vitesse, les profils de l’aimantation sont donnés FIG. 3.7 et la force en fonction de
la vitesse est donnée FIG. 3.8. Il apparaît que les forces sont égales à faible vitesse, alors que
le dipôle perpendiculaire subit des frottements plus importants à grande vitesse.
Quand le dipôle est orienté à 45◦ par rapport à la vitesse (le profil de l’aimantation est
donné FIG. 3.9), il apparaît une force perpendiculaire à la vitesse, correspondant à ce qui était
prévu pour un champ gaussien (cf. FIG. 3.10). On remarque que la composante perpendicu-
laire de la force est environ deux fois inférieure à la composante parallèle, or c’est exactement
le résultat que l’on obtient pour un champ libre d’après (3.49) en dimension 2 avec p∥ = p⊥.
3.3.3 Calcul exact à faible couplage
Après avoir constaté la ressemblance des forces de frottement pour le champ libre et le ferro-
magnétique d’Ising, nous montrons que ces deux forces ont la même expression dans un cas
limite. En effet, le modèle d’Ising en dimension 1 et sa dynamique sont bien connus analyti-
quement [Glauber, 1963]. Quand le couplage h est faible, le système répond linéairement à la
présence de la particule et il est possible de calculer la force exactement.
Nous nous plaçons dans le cas d’une particule ponctuelle, et nous prenons un pas a0 = 1,
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FIGURE 3.8 – Force moyenne ressentie par le dipôle en fonction de la vitesse, quand il est
perpendiculaire ou parallèle à la vitesse.
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FIGURE 3.9 – Aimantation moyenne autour du dipôle en dimension 2, quand il est orienté à
45◦ par rapport à la vitesse.
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FIGURE 3.10 – Force moyenne ressentie par le dipôle quand il est orienté à 45◦ par rapport à
la vitesse, forces opposée et perpendiculaire à la vitesse.
la force subie par la particule est (3.69),
〈 f (t)〉=−h
2
¬
Si0(t)+1(t)
¶− ¬Si0(t)−1(t).¶ (3.72)
La valeur moyenne de la force ne dépend pas du temps, nous noterons à partir de maintenant
〈 f 〉= 〈 f (0)〉. Le champ magnétique au site k vaut
hk(t) = hδk−i0(t). (3.73)
En notant 〈·〉0 la moyenne en l’absence de champ magnétique, on peut écrire au premier ordre
en h, ¬
S j(t)
¶
=−h
∫ t
−∞
®
δS j(t)
δhi0(s)(s)
¸
0
ds. (3.74)
Introduisons la fonction de réponse du système à l’équilibre,
R(i− j, t − s) =
®
δSi(t)
δh j(s)
¸
0
. (3.75)
La force s’écrit donc
〈 f 〉= h
2
2
∫ 0
−∞
[R(1− i0(s),−s)− R(−1− i0(s),−s)]ds. (3.76)
Il s’agit maintenant de déterminer la fonction de réponse. Pour cela, nous utilisons la
relation de fluctuation-dissipation pour la relier à la fonction de corrélation, qui est connue
[Lippiello et al., 2005] : pour t > 0,
R(i, t) =−β ∂ C(i, t)
∂ t
. (3.77)
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La fonction de corrélation
C(i− j, t − s) = ¬Si(t)S j(s)¶0 (3.78)
vérifie
∂ C(i, t)
∂ t
=−C(i, t) + γ
2
[C(i+ 1, t) + C(i− 1, t)], (3.79)
avec la condition initiale
C(i, 0) = η|i|, (3.80)
où γ= th(2βJ) et η= th(βJ) [Glauber, 1963].
Pour déterminer la fonction de corrélation à tout temps, il faut passer par la transformée
de Fourier, définie pour k ∈]−pi,pi] par
C˜(k) =
∑
j
C( j)e−i jk, (3.81)
et dont l’inverse est
C( j) =
1
2pi
∫ pi
−pi
C˜(k)ei jkdk. (3.82)
L’équation d’évolution (3.79) est diagonale dans l’espace de Fourier et donne
C˜(k, t) = exp
 −1− γ cos (k) t C˜(k, 0), (3.83)
avec la condition initiale déduite de (3.80),
C˜(k, 0) =
1−η2
1+η2− 2η cos(k) =
1
ch(2βJ)
1
1− γ cos(k) . (3.84)
L’expression de la force (3.76) devient finalement
〈 f 〉=−βh
2
2
∫ 0
−∞
1
2pi
∫ pi
−pi
2i sin(k)(−[1− γ cos(k)])ei(−i0(s))k C˜(k,−s)dk ds. (3.85)
Pour rapprocher notre système discret du champ gaussien, il doit être proche d’un système
continu. Pour cela, la longueur de corrélation doit être grande, c’est à dire
βJ  1. (3.86)
Dans ce cas, la masse du champ vaut
m=− lnη' 2exp(−2βJ) 1, (3.87)
et on peut exprimer
γ' 1− 2exp(−4βJ) = 1− m
2
2
. (3.88)
Dans cette approximation, on peut supposer que la principale contribution à la force vient des
petits vecteurs d’onde, ce qui nous conduit à remplacer i0(s) = bvsc ' vs. En intégrant sur s,
il vient
〈 f 〉 ' βh
2
2pi ch(2βJ)
∫ pi
−pi
i sin(k)
1− γ cos(k)− ivk dk. (3.89)
Comme nous venons de le remarquer, avec notre approximation, les grandes longueurs d’onde
dominent cette intégrale et on peut écrire
〈 f 〉 ' iβh
2m
pi
∫ pi
−pi
kdk
k2+m2− i2vk , (3.90)
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FIGURE 3.11 – Force moyenne ressentie par la particule en dimension 1 pour un couplage
faible comparée à l’expression analytique (3.90) ; β = 1, J = 1, 5 et h= 0,2.
qui est de la même forme que le résultat gaussien (3.18), à quelques facteurs près et avec une
coupure due au réseau. La comparaison de ce résultat avec les simulations, FIG. 3.11 montre
un très bon accord.
Nous avons donc montré que sous les hypothèses de couplage faible (βh 1) et de grande
longueur de corrélation (βJ  1), le modèle d’Ising présente exactement le même frottement
que le modèle gaussien.
3.3.4 Discussion
Nous avons notamment remarqué que la force est linéaire en la vitesse pour les petites vitesses,
ce qui ne semble pas correspondre au résultat de [Kadau et al., 2008]. La différence vient du
fait que nous parlons ici de force moyenne, la moyenne étant aussi une moyenne temporelle,
et que la particule effectue des sauts discrets. En ne mesurant la force qu’au moment du saut
(ou, plus précisément, juste après), on aurait bien trouvé une force constante à petite vitesse.
Notre conclusion n’est donc pas incompatible avec une puissance linéaire en la vitesse trouvée
dans [Kadau et al., 2008].
3.4 Conclusion
La force de frottement observée sur le modèle d’Ising présente les mêmes caractéristiques que
celle calculée pour une particule couplée linéairement à un champ gaussien. Nous avons même
pu montrer que, dans un cas limite, les deux forces sont rigoureusement exactes. Cela montre
que ce phénomène est très général et que des propriétés universelles sont attendues, y compris
au-delà du cadre un peu simpliste du couplage linéaire à un champ gaussien. Au chapitre
suivant, nous verrons qu’un modèle différent présente des caractéristiques semblables.
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Ce modèle très simple permet toutefois d’obtenir une grande variété de comportements,
comme nous l’avons vu pour les protéines insérées dans des membranes. La dépendance en
la taille de la particule est générée par une divergence qu’il faut régulariser. Ce phénomène,
présent partout en physique, sera rencontré dans le contexte totalement différent des ions
polarisables.
– 4 –
Frottement dans le cas d’un couplage quadratique
Nous reprenons le cas étudié au chapitre précédent avec un couplage quadra-
tique entre la particule et le champ. Malgré les similitudes, la nature du phéno-
mène est complètement différente, et il s’agit ici véritablement de « frottement
de Casimir ». Il est cette fois impossible d’obtenir une expression analytique
exacte pour la force, et nous devons nous contenter de solutions approchées :
un développement à faible couplage, et un développement à faible vitesse. Ce
dernier nous permet de reprendre l’étude du coefficient de frottement et son
application à la diffusion de protéines membranaires.
Au chapitre précédent, nous avons étudié la force de frottement ressentie par une particule
qui « courbe » son environnement. Nous allons maintenant regarder ce qui se passe quand la
particule ne courbe pas son environnement mais en limite les fluctuations. On s’attend à l’effet
suivant : le champ est plus « calme » (i.e. ses fluctuations sont plus faibles) où la particule vient
de passer, que là où elle va. Le couplage est à double sens : si la particule limite les fluctuations,
elle est aussi attirée par les endroits où celles-ci sont plus faibles. La combinaison de ces deux
effets induit un frottement.
Nous gardons le modèle minimal introduit au chapitre précédent, le couplage mis à
part. La simplicité du modèle a l’avantage de donner des résultats sans ambiguïté, contrai-
rement à ce qui pourrait se passer si on partait d’un modèle plus complexe pour lequel il
faudrait user d’approximations. C’est ce qui se passe pour un objet immergé dans un flot
superfluide : il ne subit pas de force en dessous d’une vitesse critique au niveau du champ
moyen [Leggett, 1999], mais pourrait subir une force provenant des fluctuations quantiques
[Roberts et Pomeau, 2005].
4.1 Modèle
Le champ est le même qu’au chapitre précédent (cf. 3.1.1), mais la particule y est couplée
quadratiquement, par l’hamiltonien d’interaction
Hint[φ, r] =
h2
2
∫
K(r − r ′)φ(r ′)dr ′
2
, (4.1)
où K est un opérateur réel et diagonal dans l’espace de Fourier. Notons que ce couplage n’est
pas le couplage quadratique le plus général, mais celui-ci serait beaucoup plus difficile à traiter.
La force est maintenant
f [φ, r] =−h(Kφ)(r )∇(Kφ)(r ), (4.2)
La force moyenne nécessite donc la connaissance du corrélateur C
 
r , r ′= 
φ(r )φ  r ′,
〈 f 〉(r ) =−h∇r KrKr ′C  r , r ′r=r ′ , (4.3)
où les indices indiquent les variables sur lesquelles agissent les opérateurs. Nous devons cal-
culer la valeur stationnaire du corrélateur dans le référentiel de la particule.
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4.1.1 Exemples
Dans les systèmes étudiés ici, les environnements sont les mêmes qu’au chapitre précédent, cf.
3.1.3 ; c’est le couplage avec la particule qui change.
Les couplage considérés sont :
• le cas de Casimir classique, où la particule tend à limiter les fluctuations du champ à sa
position (c’est à dire à imposer au champ une condition de Dirichlet),
Hint[φ, r] =
h2
2
φ(r )2 et K˜(k) = 1, (4.4)
• le cas où la particule tend à imposer au champ une condition de Neumann dans une
direction,
Hint[φ, r] =
h2
2
(u ·∇φ(r ))2 et K˜(k) = iu · k, (4.5)
• la particule limite la courbure du champ à sa position,
Hint[φ, r] =
h2
2
∇2φ(r )2 et K˜(k) = k2. (4.6)
Cette interaction s’applique notamment aux protéines qui rigidifient localement la mem-
brane [Goulian et al., 1993].
La théorie que nous développons ici peut être étendue à une somme de couplages qua-
dratiques de la forme (4.1), ce qui permettrait de traiter le cas d’un couplage de Neumann
contraignant le gradient dans toutes les directions. Cette généralisation introduit des calculs
relativement lourds et nous ne la développons pas ici.
4.2 Calcul et résultats
Nous commençons par quelques calculs préliminaires qui ne permettent malheureusement pas
d’obtenir une expression de la force pour toutes les valeurs possibles des paramètres. Nous
donnons ensuite cette expression dans deux cas limites et nous montrons comment calculer la
force numériquement.
4.2.1 Calculs préliminaires
L’évolution du champ, donnée de façon générale en (3.4), est ici
φ˙(r , t) =−(R∆φ)(r , t)− h[Kφ(r (t), t)]RK† (r − r (t)) + ξ(r , t), (4.7)
où K†(r ) = K(−r ) est l’adjoint de K(r ). L’équation d’évolution du corrélateur est donc1
∂ C
∂ t
 
r , r ′, t = −[(R∆)r + (R∆)r ′]C  r , r ′, t (4.8)
−hRK† (r − r (t))Kr (t)C  r (t), r ′− hRK† (r ′− r (t))Kr (t)C(r , r (t))
+2TR(r − r ′).
1Pour déduire l’équation d’évolution du corrélateur, il faut faire attention à utiliser les règles du calcul stochas-
tique, et non les règles du calcul différentiel usuel, qui conduiraient à oublier le terme venant du bruit.
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Le corrélateur qui nous intéresse est celui défini dans le référentiel de la particule, située
en r (t) = v t,
C∗(r , r ′, t) = C  r + v t, r ′+ v , t ; (4.9)
il évolue selon
∂ C∗
∂ t
 
r , r ′, t= ∂
∂ t
+ v ·∇r + v ·∇r ′

C
 
r + v t, r ′+ v t, t . (4.10)
On s’intéresse maintenant à la solution stationnaire de l’équation d’évolution du corréla-
teur dans le référentiel de la particule, qui s’écrit en transformée de Fourier
0 =

iv ·  k + k ′− R˜(k)∆˜(k)− R˜ k ′ ∆˜ k ′ C˜∗  k,k ′ (4.11)
−hR˜(k)K˜(k)∗
∫
K˜(p)C˜∗  p,k ′ dp
(2pi)d
− hR˜ k ′ K˜  k ′∗ ∫ K˜(p)C˜∗(k, p) dp
(2pi)d
+2T (2pi)d R˜(k)δ
 
k + k ′ .
À cause de la convolution apparaissant sur la deuxième ligne, il n’est pas simple d’inverser
cette expression pour obtenir C˜∗  k,k ′. Nous pouvons néanmoins la simplifier. Pour savoir
exactement ce que nous devons connaître, écrivons l’expression de la force d’après le corréla-
teur, d’après (4.3),
〈 f 〉=−ih
∫
k K˜(k)K˜
 
k ′ C˜∗  k,k ′ dkdk ′
(2pi)2d
. (4.12)
Cette expression de la force et l’équation vérifiée par le corrélateur dans le référentiel de la
particule nous conduisent à définir
A(k) =
∫
K˜
 
k ′ C˜∗  k,k ′ dk ′
(2pi)d
, (4.13)
qui permet de réécrire la force plus simplement
〈 f 〉=−ih
∫
k K˜(k)A(k)
dk
(2pi)d
, (4.14)
et est solution de l’équation
A(k) + h
∫
K˜
 
k ′ R˜(k)K˜(k)∗A k ′+ R˜ k ′ K˜  k ′∗ A(k)
R˜(k)∆˜(k) + R˜
 
k ′ ∆˜ k ′− iv ·  k + k ′ dk ′(2pi)d = T K˜(k)∗∆˜(k) , (4.15)
où nous avons supposé l’isotropie des opérateurs R, ∆ et K . Cette supposition vise seulement
à simplifier les expressions mais le calcul peut se faire dans le cas général. Cette équation n’est
toujours pas soluble analytiquement, mais elle l’est dans les cas limite de couplage faible ou
de vitesse faible ; il est aussi possible de la résoudre numériquement, comme nous le verrons
plus loin.
L’introduction de la fonction A(k) apporte une simplification non négligeable car elle per-
met de passer d’une fonction inconnue de deux variables à une fonction inconnue d’une seule
variable.
S’il est impossible de calculer le corrélateur, sa dépendance en la température est connue
dès (4.8) : le corrélateur est proportionnel à la température. La force est donc proportionnelle
à la température, ce qui traduit le fait qu’elle est exclusivement induite par les fluctuations et
n’est pas, contrairement au cas linéaire, un phénomène de champ moyen.
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4.2.2 Limite d’interaction faible
Nous allons effectuer un développement perturbatif au premier ordre en la constante de cou-
plage. Nous écrivons
A(k) = A0(k) + hA1(k) +O

h2

. (4.16)
Le premier terme, correspondant à l’absence de particule, est immédiat à calculer,
A0(k) =
T K˜(k)∗
∆˜(k)
, (4.17)
et, comme il est isotrope, il n’engendre aucune force sur la particule. L’obtention du second
terme est elle aussi immédiate d’après (4.15),
A1(k) = −
∫
K˜
 
k ′ R˜(k)K˜(k)∗A0  k ′+ R˜ k ′ K˜  k ′∗ A0(k)
R˜(k)∆˜(k) + R˜
 
k ′ ∆˜ k ′− iv ·  k + k ′ dk ′(2pi)d (4.18)
= −T
∫
K˜(k)∗
K˜  k ′2 R˜(k)∆˜(k) + R˜ k ′ ∆˜ k ′
∆˜(k)∆˜
 
k ′R˜(k)∆˜(k) + R˜ k ′ ∆˜ k ′− iv ·  k + k ′ dk
′
(2pi)d
. (4.19)
Ce terme induit une force


f

= iTh2
∫
k
K˜(k)2 K˜  k ′2 R˜(k)∆˜(k) + R˜ k ′ ∆˜ k ′
∆˜(k)∆˜
 
k ′R˜(k)∆˜(k) + R˜ k ′ ∆˜ k ′− iv ·  k + k ′ dkdk
′
(2pi)2d
, (4.20)
que l’on peut réécrire


f

=−Th
2
2
∫  
k + k ′ v ·  k + k ′ K˜(k)2 K˜  k ′2 R˜(k)∆˜(k) + R˜ k ′ ∆˜ k ′
∆˜(k)∆˜
 
k ′R˜(k)∆˜(k) + R˜ k ′ ∆˜ k ′2+ v ·  k + k ′2 dkdk
′
(2pi)2d
.
(4.21)
Cette force est très similaire à celle obtenue dans le cas d’une interaction linéaire (3.19), et
elle en partage presque toutes les propriétés :
• elle a la même direction que la vitesse et est de sens opposé ;
• la force est proportionnelle à la vitesse quand celle-ci est faible, et lui est inversement
proportionnelle quand elle est grande. Il est assez surprenant de retrouver le même
comportement asymptotique que pour l’interaction linéaire, ce qui peut être indicatif
d’une certaine universalité.
Ce développement à faible couplage, très facile à mener, a notamment permis de montrer
que l’on retrouvait le même comportement asymptotique que dans le cas linéaire. La principale
différence entre les deux types d’interaction est la dépendance en la constante de couplage :
triviale pour une interaction linéaire, elle ne l’est pas ici. Le développement à faible vitesse
nous permettra d’étudier cette dépendance. Nous sommes notamment intéressés par ce qui se
passe quand la constante de couplage tend vers l’infini, ce qui décrit l’interaction initialement
considérée par Casimir.
4.2.3 Limite de vitesse faible
Nous allons ici aussi développer la fonction A(k) perturbativement par rapport à la vitesse.
Contrairement au développement pour un couplage faible, ce développement ne s’extrait pas
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immédiatement de (4.15), et il faut faire des hypothèses sur la forme de cette fonction pour
parvenir à la déterminer. Nous écrivons cette fois le développement
A(k) = A0(k) + A1(k) + . . . , où Ai(k) = O

v i

. (4.22)
Le premier terme, qui donne la situation quand la particule est au repos, où le champ est
à l’équilibre, est facile à déterminer,
A0(k) =
1
1+ h
∫ |K˜(k ′)|2
∆˜(k ′)
dk ′
(2pi)d
T K˜(k)∗
∆˜(k)
. (4.23)
En réécrivant (4.15) au premier ordre en v , il vient que A1(k) satisfait
A1(k) + h
∫
K˜
 
k ′ R˜ k ′ K˜  k ′∗ A1(k) + R˜(k)K˜(k)∗A1  k ′
R˜
 
k ′ ∆˜ k ′+ R˜(k)∆˜(k) dk ′(2pi)d (4.24)
=−ih
∫
K˜
 
k ′ v ·  k + k ′R˜ k ′ K˜  k ′∗ A0(k) + R˜(k)K˜(k)∗A0  k ′
R˜
 
k ′ ∆˜ k ′+ R˜(k)∆˜(k)2 dk
′
(2pi)d
=
−ihT v · k
1+ h
∫ |K˜(k ′)|2
∆˜(k ′)
dk ′
(2pi)d
∫
K˜(k)∗
K˜  k ′2
∆˜(k)∆˜
 
k ′R˜ k ′ ∆˜ k ′+ R˜(k)∆˜(k) dk
′
(2pi)d
.
En cherchant une solution de la forme A1(k) = v ·kα(k)K˜(k)∗, où α(k) est une fonction paire,
on détermine facilement
A1(k) =
−ihT v · k K˜(k)∗
1+ h
∫ |K˜(k ′)|2
∆˜(k ′)
dk ′
(2pi)d
∫ |K˜(k ′)|2
∆˜(k)∆˜(k ′)[R˜(k)∆˜(k)+R˜(k ′)∆˜(k ′)]dk
′
1+ h
∫ R˜(k ′)|K˜(k ′)|2
R˜(k)∆˜(k)+R˜(k ′)∆˜(k ′)dk
′
. (4.25)
La force s’écrit donc 

f

=−λv (4.26)
avec
λ=
Th2
d

1+ h
∫ |K˜(k ′)|2
∆˜(k ′)
dk ′
(2pi)d
 ∫ k2 K˜(k)2
∫ |K˜(k ′)|2
∆˜(k)∆˜(k ′)[R˜(k)∆˜(k)+R˜(k ′)∆˜(k ′)]dk
′
1+ h
∫ R˜(k ′)|K˜(k ′)|2
R˜(k)∆˜(k)+R˜(k ′)∆˜(k ′)dk
′
dk
(2pi)d
,
(4.27)
où l’on a utilisé l’isotropie (pour K˜(k) il suffit que son module ne dépende que de |k|). À faible
vitesse, nous avons donc accès à la dépendance en la constante de couplage : quand elle est
faible, la force est d’ordre h2 (ce qui n’est pas une surprise d’après le développement à faible
couplage), et quand elle tend vers l’infini la force devient constante.
Dans la limite h→∞, on obtient le coefficient de frottement de Casimir au sens strict du
terme (mais toujours à faible vitesse) :
λC =
T
d
∫ |K˜(k ′)|2
∆˜(k ′) dk
′
∫
k2
K˜(k)2
∫ |K˜(k ′)|2
∆˜(k)∆˜(k ′)[R˜(k)∆˜(k)+R˜(k ′)∆˜(k ′)]dk
′∫ R˜(k ′)|K˜(k ′)|2
R˜(k)∆˜(k)+R˜(k ′)∆˜(k ′)dk
′
dk. (4.28)
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Il est important de souligner la méthode qui nous permet d’obtenir le frottement de Ca-
simir. Habituellement, la force de Casimir entre deux plaques est calculée avec l’énergie libre
du champ dont on impose qu’il soit nul sur les plaques. Cette méthode n’aurait pas pu s’appli-
quer à notre cas (qui est hors-équilibre), et nous avons écrit l’interaction de Casimir comme la
limite d’une interaction hamiltonienne (ici, la limite h→∞). L’avantage crucial est que le ha-
miltonien permet de calculer facilement la force qui s’exerce sur la particule. Enfin, notons que
l’interaction quadratique est l’interaction la plus simple qui permette d’obtenir l’interaction de
Casimir par passage à la limite.
4.2.4 Étude des divergences et application à la diffusion de protéines membra-
naires
Comme dans le cas linéaire, les intégrales qui interviennent dans l’expression du coefficient
de frottement peuvent diverger et une régularisation est alors nécessaire. Cependant, l’étude
de ces divergences est loin d’être triviale ici, et nous nous concentrons sur le coefficient de
frottement de Casimir (4.28) dans des cas simples. Les divergences seront régularisées par
une coupure ultra-violette kmax =
pi
a
, où a est la taille a de la particule.
Partons du coefficient de frottement de Casimir (4.28), supposons l’isotropie des opéra-
teurs, et bornons ces intégrales à kmax ; on obtient une expression de la forme
λC = T
∫ kmax
0
F
 
k, kmax

dk, (4.29)
où F
 
k, kmax

est obtenue en calculant toutes les intégrales sur k′ dans (4.28). Il faut ensuite
regarder ce qui se passe quand kmax tend vers l’infini.
Comme une étude générale est très difficile à mettre en place, nous ne donnerons les
résultats que pour deux cas particuliers évoqués au 3.1.3 :
• Modèle A : ∆˜(k) = k2+m2, R˜(k) = 1 et K˜(k) = 1.
• Courbure2 : ∆˜(k) = κk4+σk2, R˜(k) = (4ηk)−1 et K˜(k) = k2.
Nous détaillerons les calculs pour deux cas représentatifs. Dans ces exemples, l’opérateur
∆ peut être mis sous la forme ∆˜(k) = kδ

k2+m2

, ce qui fait apparaître la longueur de
corrélation ξ = 1/m. Dans le troisième cas, elle vaut ξ =
p
κ/σ. C’est à cette longueur qu’il
faut comparer la taille de a de la particule. On cherche ce ici le comportement du coefficient de
frottement quand ma→ 0. Voilà les résultats obtenus dans cette limite, pour des dimensions
d’espace comprises entre 1 et 3 (ce tableau donne λC/T) :
Dimension Modèle A Courbure
1 −2 ln(ma)/pi
2 ln(− ln(ma)) ' 1, 10ηa/κ
3 ' 0, 479
Calcul pour des cas particuliers
Pour montrer comment ces calculs marchent dans les détails, prenons deux exemples caracté-
ristiques :
2Il faut noter qu’il diffère du modèle défini au chapitre précédent par l’interaction : ici, la protéine tend à
supprimer la courbure de la membrane, alors qu’elle courbait la membrane dans le cas d’une interaction linéaire.
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• le modèle A en dimension 3, où le coefficient de frottement ne dépend pas de la taille
de la particule,
• la courbure en dimension 2, où le coefficient dépend de la taille de la particule.
Dans le premier cas, après le changement de variable k = mq, la fonction intégrée dans
(4.29) vaut
F(q, qmax) =
1
3qmax
× q
4 
q2+ 1
2 ×
p
q2+ 2arctan

qmaxp
q2+2

− arctan qmax
qmax−
p
q2+ 2 arctan

qmaxp
q2+2
 . (4.30)
Un deuxième changement de variables q = qmaxp donne pour le coefficient de frottement
λC
 
qmax

=
T
3
∫ 1
0
p4
p2+ q−2max
2 ×
p
p2+ 2q−2max arctan

1p
p2+2q−2max

− q−1max arctan
 
qmax

1− pp2+ 2q−2max arctan 1pp2+2q−2max
 dp.
(4.31)
Dans la limite où qmax =
pi
ma
→ ∞, la limite de la fonction intégrée est régulière et l’on
obtient
λC
 
qmax→∞= T3
∫ 1
0
p arctan(1/p)
1− p arctan(1/p)dp ' 0,479T. (4.32)
Dans le cas de la courbure, après ces deux changements de variables, il reste
λC =
2ηT
κmqmax
1∫ 1
0
p′3dp′
p′2+q−2max
∫ 1
0
p5dp
p2+ q−2max
∫ 1
0
p′3dp′
(p′2+q−2max)[p(p2+q−2max)+p′(p′2+q−2max)]∫ 1
0
p′4dp′
p(p2+q−2max)+p′(p′2+q−2max)
. (4.33)
Dans la limite qmax→∞, toutes les fonctions intégrées tendent vers des fonctions régulières,
intégrables numériquement,
λC ∼qmax→∞
2ηT
κmqmax
1∫ 1
0
p′dp′
∫ 1
0
p3dp
∫ 1
0
p′dp′
p3+p′3∫ 1
0
p′4dp′
p3+p′3
' 1,10ηTa
κ
. (4.34)
Application à la diffusion de protéines dans des membranes
Résumons les résultats que nous avons obtenu pour le coefficient de frottement de protéines
membranaires pour des couplages linéaire (au chapitre précédent, 3.2.5) et quadratique :
Couplage linéaire Couplage quadratique
Modèle A a ln(− ln(ma))
Modèle B a/ ln(ma)
Courbure a2 a
Comparés au résultat expérimental d’un coefficient de diffusion D ∼ 1/a
[Gambin et al., 2006], ces résultats nous permettent de sélectionner les couplages qui
pourraient être dominants pour l’interaction protéine-membrane : la protéine serait cou-
plée linéairement à un paramètre d’ordre non-conservé, comme la phase des lipides, ou
quadratiquement à la courbure, en aplanissant la membrane localement.
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4.2.5 Calcul numérique
S’il n’est pas possible de déterminer analytiquement A(k), et donc la force, d’après (4.15),
cette équation peut se résoudre numériquement. Pour cela, on peut la réécrire1+ h∫ R˜ k ′ K˜  k ′2
R˜(k)∆˜(k) + R˜
 
k ′ ∆˜ k ′− iv ·  k + k ′ dk ′(2pi)d
A(k) (4.35)
=
T K˜(k)∗
∆˜(k)
− h
∫
R˜(k)K˜(k)∗K˜  k ′A k ′
R˜(k)∆˜(k) + R˜
 
k ′ ∆˜ k ′− iv ·  k + k ′ dk ′(2pi)d .
Cette équation peut se mettre sous la forme
A(k) = α(k) +
∫
β
 
k,k ′A k ′dk ′, (4.36)
avec
α(k) =
1+ h∫ R˜ k ′ K˜  k ′2
R˜(k)∆˜(k) + R˜
 
k ′ ∆˜ k ′− iv ·  k + k ′ dk ′(2pi)d
−1 T K˜(k)∗
∆˜(k)
, (4.37)
β
 
k,k ′ = −h
(2pi)d
1+ h∫ R˜ k ′ K˜  k ′2
R˜(k)∆˜(k) + R˜
 
k ′ ∆˜ k ′− iv ·  k + k ′ dk ′(2pi)d
−1 (4.38)
× R˜(k)K˜(k)
∗K˜  k ′
R˜(k)∆˜(k) + R˜
 
k ′ ∆˜ k ′− iv ·  k + k ′ .
Nous pouvons maintenant calculer A(k) récursivement avec
A0(k) = 0, (4.39)
Ai+1(k) = α(k) +
∫
β
 
k,k ′Ai  k ′dk ′. (4.40)
Si la fonction A(k) converge, elle est solution de (4.15). On peut se demander en quoi ce
calcul diffère du développement à faible couplage : la suite Ai(k) converge beaucoup plus
facilement ici, sans aucune condition sur la valeur de la constante de couplage ; de plus la
limite qui nous intéresse est celle d’un couplage fort. Notons que cette convergence observée
reste difficile à prouver.
Nous avons fait ce calcul pour le modèle le plus simple : en dimension 1, avec ∆˜(k) =
k2 +m2, K˜(k) = 1, R˜(k) = 1. Les intégrales divergent et doivent être régularisée par la taille
a de la particule, nous prenons ma = 0, 1.
Le résultat est montré FIG. 4.1, et la force présente bien les caractéristiques observées
jusqu’ici pour les cas limites :
• le comportement asymptotique est toujours le même, quelle que soit la valeur du cou-
plage ; celui-ci modifie seulement la vitesse à laquelle le comportement change,
• la force augmente quand le couplage augmente, mais semble tendre vers une limite finie
pour chaque vitesse. La vitesse critique vc à laquelle le comportement change augmente
avec la constante de couplage et ne semble pas converger,
• quand le couplage devient très grand, on retrouve le coefficient de Casimir analytique
pour les vitesse faibles.
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FIGURE 4.1 – Force en fonction de la vitesse pour un modèle A en dimension 1, pour différentes
valeurs du couplage.
Revenons brièvement sur l’évolution de la vitesse critique en fonction de la constante
de couplage. Au chapitre précédent (voir 3.3.2), nous avons expliqué la décroissance de la
force à grande vitesse par le fait que le champ n’a pas le temps de répondre à la particule
quand celle-ci passe trop vite. Dans la limite de Casimir, où le couplage est infini, la particule
supprime les fluctuations où elle se trouve : le champ n’a alors pas d’autre choix que d’arrêter
de fluctuer, quelle que soit la vitesse de la particule. Il n’y a alors aucune raison pour que la
force décroisse à grande vitesse, ce qui explique que la vitesse critique puisse ne pas converger
quand la constante de couplage tend vers l’infini.
4.3 Conclusion
Nous avons montré l’existence d’un frottement de Casimir. On peut obtenir sa valeur pour
toutes les valeurs de la constante de couplaqe et de la vitesse par un calcul numérique assez
simple. On peut aussi obtenir des expressions analytiques quand l’un de ces deux paramètres
est petit. Quand il s’agit de la constante de couplage, on a la surprise de retrouver la dépen-
dance en la vitesse observée au chapitre précédent. Ce comportement est confirmé par les
simulations numériques, mais ne semble pas tenir dans la limite de Casimir, c’est à dire pour
un couplage infini.
Le calcul à faible vitesse donne une expression exacte pour le coefficient de frottement. La
dépendance en la constante de couplage n’est pas aussi simple que pour un couplage linéaire
et a notamment une limite finie quand le couplage tend vers l’infini : il s’agit du coefficient
de frottement de Casimir. Ce coefficient est donné par des intégrales sur les modes de Fourier,
mais l’expression est plus complexe, au point qu’il n’est pas toujours possible d’en analyser les
divergences. Quand c’est possible, on obtient la dépendance du frottement en la taille de la
particule, résultat que l’on peut appliquer à la diffusion de protéines membranaires.
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Diffusion dans le cas d’un couplage linéaire
Les frottements calculés aux chapitres précédents ne permettent pas d’en dé-
duire le coefficient de diffusion de la particule couplée au champ fluctuant.
Nous essayons ici de calculer ce coefficient, dans le cas plus simple d’un cou-
plage linéaire. Même dans ce cas, une solution analytique générale est hors
de portée, et nous traitons deux approximations : adiabatique et de couplage
faible. Les résultats obtenus sont comparés à des simulations numériques, et un
phénomène intéressant apparaît : le champ peut, selon sa vitesse d’évolution,
accélérer ou ralentir une particule passive. Enfin, nous proposons une méthode
de renormalisation qui permet d’évaluer le coefficient de diffusion effectif en
dehors du régime perturbatif.
Après avoir étudié les frottements subis par une particule tirée à vitesse constante, nous
nous proposons d’étudier la diffusion d’une particule libre. En premier lieu parce que ces
régimes sont souvent reliés par la « relation d’Einstein naïve » : le coefficient de frotte-
ment est plus facile à calculer, le coefficient de diffusion est plus facile à mesurer (voir
[Saffman et Delbrück, 1975, Gambin et al., 2006] pour les protéines membranaires). Cepen-
dant, nous avons vu que la relation d’Einstein naïve n’est a priori pas valable : il faudrait
mesurer la vitesse moyenne à force appliquée constante. Le calcul du coefficient de diffusion
permettrait d’éclaircir cette question.
D’un autre côté, la diffusion dans un potentiel aléatoire gelé est étudiée depuis longtemps
[Sinai, 1982, King, 1987, Dean et al., 2007]. Le cas d’un potentiel évoluant dans le temps est
une généralisation logique de ces travaux. Revenons brièvement au frottement : une parti-
cule tirée à vitesse constante dans un potentiel gelé borné ressent une force moyenne nulle,
ce qui est en contradiction avec la relation d’Einstein naïve (avec le mauvais coefficient de
frottement). De plus, nous allons voir qu’il est possible de faire varier la vitesse d’évolution
d’un champ, et ainsi passer de façon continue du cas gelé au cas fluctuant. Enfin, cette gé-
néralisation en suggère une autre : nous avons jusqu’ici étudié une particule affectant son
environnement, mais nous envisagerons aussi le cas d’une particule ne l’affectant pas. Dans la
limite de potentiel gelé, ces deux cas se rejoignent.
5.1 Modèle et équation effective
5.1.1 Modèle
Nous reprenons le modèle du frottement avec un couplage linéaire (3.1) mais la particule n’est
plus tirée à vitesse constante : elle obéit elle aussi à l’équation de Langevin amortie (2.13),
r˙ (t) =−κr∇H φ (s , t) , r (t)+ pκrη(t). (5.1)
Notons que, par rapport à l’équation d’évolution du champ (3.4), nous avons introduit le para-
mètre κr , qui fixe le temps caractéristique de relaxation de la particule. Le bruit est l’habituel
bruit blanc gaussien dont le corrélateur est

η(t)tη (u)

= 2Tδ (t − u) . (5.2)
Avec le hamiltonien d’interaction (3.7) utilisé ici, l’équation du mouvement de la particule
s’écrit
r˙ (t) =−κrh∇Kφ(r (t), t) + pκrη(t). (5.3)
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Nous allons aussi modifier légèrement la dynamique du champ (3.12), pour y introduire
le paramètre κφ qui fixe le temps caractéristique de relaxation du champ (ce paramètre était
déjà contenu dans l’opérateur R, mais nous préférons séparer cette constante pour faciliter des
discussions futures), et le paramètre ζ qui règle l’effet de la particule sur le champ :
φ˙(r , t) =−κφR∆φ(r , t) + ζhK(r − r (t))+ pκφξ(r , t). (5.4)
Détaillons le rôle du paramètre ζ. Dans la dynamique de Langevin initiale, ζ= 1 ; dans ce
cas, la dynamique satisfait le bilan détaillé et le système converge vers l’équilibre dynamique.
La relation particule-champ est symétrique et chacun affecte l’autre et la particule est dite
« active ». Dans le cas où ζ = 0, la particule n’affecte plus le champ : elle est « passive ». Le
bilan détaillé n’est plus satisfait par la dynamique et le système n’est pas à l’équilibre.
Il est légitime de se demander s’il existe des cas concrets où la particule est passive. Pour un
colorant diffusion dans un flot turbulent, le colorant n’affecte clairement pas l’écoulement et
est donc passif ; ce problème a été étudié dans [Drummond, 1982]. Il reste a relier la diffusion
dans un flot turbulent à la diffusion dans un champ gaussien. En simplifiant, le champ de
vitesse d’un écoulement turbulent peut parfois être considéré gaussien [Kraichnan, 1968].
Mais ce champ de vitesses ne dérive certainement pas d’un potentiel comme ici. Contentons-
nous seulement de remarquer que les méthodes décrites dans ce chapitre permettent tout à
fait de traiter l’advection par un champ de vitesse gaussien.
Les équations (5.1) et (5.4) définissent complètement notre système. À partir de là, nous
souhaitons calculer le coefficient de diffusion effectif de la particule dans le champ fluctuant,
défini par ¬
(r (t)− r (0))2¶ ∼
t→∞ 2dDeff t. (5.5)
Il peut être vu comme la limite à grand temps du coefficient de diffusion au temps t,
D(t) =
¬
(r (t)− r (0))2¶
2d t
−→
t→∞ Deff. (5.6)
Le coefficient de diffusion de la particule « nue » (c’est à dire non couplée avec le champ), est
Dr = Tκr . (5.7)
5.1.2 Équation effective pour l’évolution de la particule
Seul le mouvement de la particule nous intéresse, nous allons donc nous débarrasser du champ
et aboutir à une équation effective pour le mouvement de la particule.
L’équation d’évolution du champ (5.4) étant linéaire, elle peut être résolue exactement, et
le champ est
φ(r , t) =
∫ t
−∞
e−κφ(t−u)R∆
h
−ζhκφRK†(r − r (u)) + pκφξ(r , u)idu. (5.8)
En injectant cette expression du champ dans l’équation d’évolution de la particule (5.1), on
obtient une équation du mouvement pour la particule seule. Cependant, cette équation est
toujours difficile à traiter, car le déplacement de la particule dépend de toute son histoire.
Nous sommes passés d’une évolution markovienne (i.e. qui ne dépend que de l’état présent,
et pas de l’histoire) du système particule-champ à une évolution non markovienne de la par-
ticule seule ; la mémoire de l’histoire de la particule étant portée par le champ. Ici, le champ
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a une dynamique dissipative, mais ce phénomène a aussi été étudié dans le cas d’une dyna-
mique non dissipative, où le système présente de fortes analogies avec un système quantique
[Fort et al., 2010].
L’équation du mouvement pour la particule (5.3) devient
r˙ (t) =−hκr∇K
∫ t
−∞
e−κφ(t−u)R∆
h
−ζhκφRK†(r (t)− r (u)) + pκφξ(r , u)idu+ pκrη(t).
(5.9)
Le champ peut être décomposé en deux termes : le champ moyen, qui ne dépend que de
l’histoire de la particule, et les fluctuations, indépendantes de la particules. On peut réécrire
cette équation d’évolution sous la forme
r˙ (t) =
p
κrη(t) +
∫ t
−∞
F(r (t)− r (u), t − u)du+Ξ(r (t), t), (5.10)
où le terme venant du bruit sur le champ a pour corrélateur

Ξ(r , t)tΞ(s , u)

= TG(r − s , t − u). (5.11)
Notre modèle est donc entièrement déterminé par les fonctions F(r , t) et G(r , t), qui valent
ici
F(r , t) = ζh2κrκφ∇Ke−κφ |t|R∆RK†(r ), (5.12)
G(r , t) = −h2κ2r∇t∇K2e−κφ |t|R∆∆−1(r ). (5.13)
Notons que la résolution que nous allons proposer ne dépend pas de la forme précise de ces
fonctions. Tout ce dont nous avons besoin est d’en connaître un peu plus sur leur dépendance
spatiale, via leur transformée de Fourier,
F(r , t) = ζh2κrκφ
∫
ike−κφ |t|R˜(k)∆˜(k)R˜(k)
K˜(k)2 eik·r dk
(2pi)d
, (5.14)
G(r , t) = h2κ2r
∫
k tke−κφ |t|R˜(k)∆˜(k)∆˜−1(k)
K˜(k)2 eik·r dk
(2pi)d
. (5.15)
Il est donc a priori possible d’appliquer les méthodes suivantes pour (presque) n’importe
quelles fonctions F(r , t) et G(r , t) dont on connaît la transformée de Fourier. Nous ne dé-
taillons toutefois pas les conditions requises et nous nous concentrons sur les fonctions telles
qu’elles sont données ci-dessus.
5.2 Calcul adiabatique
Nous observons que l’évolution ne dépend pas uniformément de l’histoire de la particule,
et que la dépendance remonte à un temps proportionnel à 1/κφ . Ainsi, quand κφ devient
très grand, l’évolution ne dépend que de l’histoire récente de la particule : le système devient
presque markovien et il est possible de calculer exactement la constante de diffusion. Le temps
caractéristique d’évolution du champ est à comparer à celui de la particule, et la limite adia-
batique est définie par κφ/κr  1. Dans cette limite, le champ évolue beaucoup plus vite que
la particule et reste très proche de l’équilibre.
Il faut maintenant développer l’équation d’évolution de la particule au premier ordre en
κr/κφ . Développons F(r (t)− r (u), t − u) sous la forme
F(r (t)− r (u), t − u) = F(0, t − u) + (t − u)r˙ (t) ·∇F(0, t − u) +O [t − u]2 . (5.16)
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En insérant cette décomposition dans (5.10) avec l’expression (5.14), puis en intégrant sur u,
il reste∫ t
−∞
F(r (t)− r (u), t − u)du=−
ζh2 κr
κφ
1
d
∫
k2
K˜(k)2
R˜(k)∆˜(k)2
dk
(2pi)d
 r˙ (t) +O  κr
κφ
2!
.
(5.17)
On remarque que le premier terme de la décomposition (5.16) ne contribue pas car il repré-
sente le champ créé par la particule à l’équilibre, qui n’exerce aucune force sur la particule. Le
terme restant est un terme de frottement, qui rappelle le frottement calculé précédemment.
En effet, avec le coefficient de frottement donné en (3.21), on peut écrire∫ t
−∞
F(r (t)− r (u), t − u)du=−ζκr
κφ
λr˙ (t) +O
 
κr
κφ
2!
. (5.18)
Procédons de même pour le terme de bruit, en décomposant
G(r (t)− r (u), t − u) = G(0, t − u) +O (t − u), (5.19)
il devient facile de voir qu’au sens des distributions


Ξ(r (t), t)tΞ(r (u), u)

= 2Tδ(t − u)h2 κ
2
r
κφ
1
d
∫
k2
K˜(k)2
R˜(k)∆˜(k)2
dk
(2pi)d
+O

κr
κφ

. (5.20)
Encore une fois, le coefficient de frottement (3.21) apparaît, ce qui correspond à ce que l’on
avait trouvé sur les fluctuations de la force de frottement (3.44). On réécrit ainsi

Ξ(r (t), t)tΞ(r (u), u)

= 2Tδ(t − u)κ
2
r
κφ
λ+O

κr
κφ

. (5.21)
Il est maintenant immédiat d’obtenir le coefficient de diffusion,
Deff = Dr

1− (2ζ− 1)κr
κφ
λ

, (5.22)
où, pour rappel,
λ=
h2Sd−1
(2pi)d d
∫ ∞
0
kd+1
K˜(k)2
R˜(k)∆˜(k)2
dk. (5.23)
Il apparaît donc dans la limite adiabatique que la diffusion d’une particule active est ralentie et
que celle d’une particule passive est accélérée. Pour la particule passive, l’effet est très simple :
les fluctuations du champ ajoutent du bruit sur la particule, d’où son accélération. Cet effet
est aussi présent dans le cas actif, mais est compensé deux fois par les frottements. Dans le cas
d’une diffusion active, il est donc crucial de prendre en compte l’action de la particule sur le
champ, qui ne peut pas être négligée comme cela a été le cas dans certains travaux concernant
la diffusion de protéines membranaires [Reister et Seifert, 2005, Leitenberger et al., 2008].
Dans le cas actif, le coefficient de diffusion peut s’écrire, toujours au premier ordre en
κr/κφ ,
Deff
Dr
=

1+
κr
κφ
λ
−1
. (5.24)
Le rapport κr/κφ peut être absorbé dans la définition de la vitesse, et donc dans le coef-
ficient de frottement ; on en déduit la validité de la relation d’Einstein naïve dans la limite
adiabatique.
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5.3 Calcul perturbatif par l’intégrale de chemin
Il est bien sûr intéressant d’aller au-delà de la limite adiabatique, notamment pour faire le lien
avec la diffusion dans les potentiels gelés, qui correspondent à la limite κφ → 0. Le cas passif
soulève en effet une interrogation : dans la limite adiabatique, la particule est accélérée, alors
qu’elle est ralentie dans un potentiel gelé.
Nous devrons cependant nous contenter d’un calcul perturbatif en la constante de cou-
plage.
Nous allons utiliser le formalisme d’intégrale de chemin, qui a été introduite par Feynman
dans le cadre de la mécanique quantique [Feynman, 1948] puis adaptée au mouvement brow-
nien [Graham, 1973]. Sans rappeler sa définition, nous commençons par dériver l’action asso-
ciée à l’équation d’évolution. Ceci est fait de manière plus générale dans [Aron et al., 2010].
5.3.1 Dérivation de l’action
Partons de l’équation du mouvement effective pour la particule (5.10) ; la fonction de partition
de ce système est donnée par
Z =
∫ ∏
t
δ

r˙ (t)− pκrη(t)−
∫ t
−∞
F(r (t)− r (u), t − u)du−Ξ(r (t), t)

×P[η]Q[Ξ][dr][dη][dΞ], (5.25)
où P[η] et Q[Ξ] sont les probabilités (fonctionnelles) d’obtenir les bruits η et Ξ. Il n’est pas
nécessaire de les écrire explicitement car nous n’auront besoin que de leurs corrélateurs. Dans
cette définition, nous utilisons une convention d’Itô pour la discrétisation du champ, ce qui
explique l’absence de jacobien dans cette fonction de partition [Aron et al., 2010].
On utilise ensuite une représentation de Fourier de la fonction de Dirac, en introduisant
un champ p(t),
Z =
∫
exp

i
∫
p(t) ·

r˙ (t)− pκrη(t)−
∫ t
−∞
F(r (t)− r (u), t − u)du
−Ξ(r (t), t)

dt

× P[η]Q[Ξ][dr][dp][dη][dΞ]. (5.26)
Dans cette expression, les deux bruits apparaissent découplés et il est facile de calculer
l’intégrale (gaussienne) sur chacun d’eux :∫
exp

−i
∫
p(t) · pκrη(t)dt

P[η][dη] = exp

−Dr
∫
p(t)2dt

, (5.27)
et ∫
exp

−i
∫
p(t) ·Ξ(r (t), t)dt

Q[Ξ][dΞ]
= exp

−T
2
∫
tp(t)G(r (t)− r (u), t − u)p(u)dtdu

. (5.28)
Ainsi, la fonction de partition s’écrit comme une intégrale de chemin sur la position r (t)
et la réponse p(t) :
Z =
∫
exp(−S[r , p])[dr][dp], (5.29)
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où l’action s’écrit comme la somme
S[r , p] = S0[r , p] + Sint[r , p] (5.30)
de l’action du mouvement brownien pur (non couplé au champ)
S0[r , p] =−i
∫
p(t) · r (t)dt + Dr
∫
p(t)2dt, (5.31)
et de l’action d’interaction qui couple la particule et le champ,
Sint[r , p] = i
∫
u<t
p(t) · F(r (t)− r (u), t −u)dtdu+ T
2
∫
tp(t)G(r (t)− r (u), t −u)p(u)dtdu.
(5.32)
Par symétrie, la fonction G vérifie G(−r ,−t) = G(r , t), ce qui permet de ne faire appa-
raître que des temps ordonnés (u< t) dans l’action d’interaction,
Sint[r , p] = i
∫
u<t
p(t) · F(r (t)− r (u), t − u)dtdu
+T
∫
u<t
tp(t)G(r (t)− r (u), t − u)p(u)dtdu. (5.33)
Il est temps de réfléchir à notre stratégie de calcul. Nous voulons évaluer¬
(r (t)− r (0))2¶= ¬r 0(t)2¶ , (5.34)
où nous avons introduit la notation r 0(t) = r (t)− r (0). Comme le calcul de cette moyenne
avec l’action (5.30) s’annonce délicat, il semble judicieux de se ramener à des calculs de
moyennes avec l’action brownienne (5.31), mieux connue :
¬
r 0(t)
2
¶
=
¬
r 20(t)exp
 −Sint[r , p]¶0

exp
 −Sint[r , p]0 , (5.35)
où 〈. . .〉0 représente la moyenne calculée avec l’action brownienne S0[r , p]. Pour aller plus
loin, il faut savoir calculer ces moyennes.
5.3.2 Calcul de moyennes pour le mouvement brownien pur
L’action S0[r , p] (5.31) étant quadratique, d’après le théorème de Wick [Wick, 1950,
Dyson, 1949a], il suffit de connaître ses fonctions de corrélation à un et deux points :


r 0(t)

0,

p(t)

0,


p(t)tp(u)

0,


p(t)tr 0(u)

0, et


r 0(t)tr 0(u)

0.
De manière générale, les fonctions de corrélation se calculent en utilisant le fait que l’in-
tégrale (fonctionnelle) d’une dérivée (fonctionnelle) totale est nulle. Pour une fonctionnelle
A[r , p],
0=
∫
δ
δr (t)

A[r , p]e−S0[r ,p]

[dr][dp]. (5.36)
En développant la dérivée et en divisant par la fonction de partition, on obtient
δA[r , p]
δr (t)

0
=

A[r , p]
δS0[r , p]
δr (t)

0
. (5.37)
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Bien sûr, on a la même relation en dérivant par rapport à p(t) au lieu de r (t). Ce résultat
n’est autre que l’équation de Schwinger–Dyson [Dyson, 1949b, Schwinger, 1951], ramenée
au cadre de la physique statistique.
Commençons par les fonctions de corrélation à un point, en prenant A[r , p] = 1 et en
dérivant une fois par rapport à chaque champ. Ceci revient à déterminer les équations du
mouvement. On a, d’une part,
0=

δS0[r , p]
δr (t)

0
= i
d
dt
〈p(t)〉, (5.38)
et d’autre part
0=

δS0[r , p]
δp(t)

0
=−i d
dt
〈r (t)〉+ 2Dr 〈p(t)〉. (5.39)
Telles quelles, ces relations ne conduisent qu’à 〈p(t)〉0 = 〈p〉0 et 〈r 0(t)〉 = −2iDr 〈p〉0. La
symétrie de l’action brownienne, S0[−r ,−p] = S0[r , p], permet d’affirmer que 〈p(t)〉0 = 01.
Ainsi, les moyennes sont 

r 0(t)

0 = 0, (5.40)
〈p(t)〉0 = 0. (5.41)
Venons-en aux fonctions de corrélations à deux points,
0=
∫
δ
δr (u)

p(t)e−S0[r ,p]

[dr][dp] =−i
∫
p(t)t p˙(u)e−S0[r ,p][dr][dp]. (5.42)
Ainsi, d
du


p(t)tp(u)

0 = 0. Comme l’action ne couple pas la réponse à des temps différents,
ce corrélateur constant est nul, 

p(t)tp(u)

0 = 0. (5.43)
Calculons maintenant,
0 =
∫
δ
δp(u)

p(t)e−S0[r ,p]

[dr][dp] (5.44)
=
∫ 
δ(t − u) + p(t) it r˙ (u)− 2Dr tp(u)e−S0[r ,p][dr][dp]. (5.45)
En utilisant le corrélateur (5.43), cette équation donne


p(t)t r˙ (u)

0 = iδ(t−u). En intégrant
cette équation sur u, il vient 

r 0(t)
tp(u)

0 = iχ[0,t[(u), (5.46)
où χA est la fonction indicatrice de l’ensemble A. Le fait que


r 0(t)tp(t)

0 = 0 est dû au choix
de la convention d’Itô [Aron et al., 2010]. La dernière relation est obtenue en considérant
0 =
∫
δ
δp(u)

r (t)e−S0[r ,p]

[dr][dp] (5.47)
=
∫
r (t)

it r˙ (u)− 2Dr tp(u)e−S0[r ,p][dr][dp]. (5.48)
1Pour que cet argument fonctionne, il faut que le champ p soit « borné », ce qui est le cas ici car il a un
poids quadratique. Au contraire, comme r n’est pas borné, on ne peut pas déduire de la symétrie de l’action que
〈r (t)〉= 0
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On en déduit


r (t)t r˙ (u)

0 =−2iDr 
r (t)tp(u)0 = 2Drχ[0,t](u), puis, par intégration,

r 0(t)
tr 0(u)

0 = 2DrL([0, t]∩ [0, u]), (5.49)
où L(A) est la longueur de l’ensemble A. Ceci redonne le résultat classique pour le mouvement
brownien quand t, u≥ 0 : 
r 0(t)tr 0(u)0 = 2Dr min(t, u).
Comme nous l’avons dit plus haut, ces fonctions de corrélation permettent de calculer
toutes les moyennes. Cela signifie que nous n’avons plus à utiliser l’action brownienne pour
calculer une moyenne, mais pas nécessairement que son calcul est trivial. Anticipons un peu
et essayons d’évaluer la moyenne suivante, dont nous auront besoin par la suite :*
eik·r˜
n∏
j=1
Oj
+
0
, (5.50)
où les opérateurs Oj sont linéaires en r 0 et p, r˜ est la variation de la position entre deux
temps et k est un vecteur quelconque. Tous les opérateurs apparaissant dans cette expression
ont une moyenne nulle, il faut donc les coupler entre eux. Un opérateur Oj peut être couplé à
un autre opérateur Oj′ , ou à un terme ik · r˜ venant de l’exponentielle ; on introduit une somme
sur les sous-ensembles J ⊂ N = {1, . . . , n}, où J indique les opérateurs Oj couplés à un terme
de l’exponentielle. Pour un sous-ensemble donné, la moyenne des opérateurs qui ne sont pas
couplés à l’exponentielle est simplement,*∏
j<J
Oj
+
0
. (5.51)
Pour déterminer la moyenne des termes couplés à l’exponentielle, il faut développer celle-ci
et utiliser le théorème de Wick :
∞∑
l=0
i|J |+2l
(|J |+ 2l)! ×
(|J |+ 2l)!
2l l!
¬
(k · r˜ )2¶l
0
∏
j∈J
¬
k · r˜Oj
¶
0
. (5.52)
|J | désigne le cardinal de l’ensemble J . Cette somme se recombine facilement en une expo-
nentielle,
i|J |
∏
j∈J
¬
k · r˜Oj
¶
0
exp

−1
2
¬
(k · r˜ )2¶
0

. (5.53)
On obtient finalement la formule recherchée :*
eik·r˜
n∏
j=1
Oj
+
0
= exp

−1
2
¬
(k · r˜ )2¶
0
∑
J⊂N
i|J |*∏
j<J
Oj
+
0
∏
j∈J
¬
k · r˜Oj
¶
0
 . (5.54)
Cette formule, rebutante au premier abord, montre que les opérateurs peuvent se coupler très
simplement à l’exponentielle. Ceux qui n’y sont pas couplés se couplent entre eux.
5.3.3 Calcul du coefficient de diffusion
Nous sommes maintenant suffisamment armés pour attaquer le calcul des moyennes dans
(5.35). Commençons par étudier la forme des termes présents. L’exponentielle de l’action
d’interaction (5.33) y apparaît, et cette action contient l’exponentielle du champ r , via
les fonctions F et G (5.14,5.15). Nous avons donc à calculer une moyenne de la forme
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exp(i exp[ik · r]), ce que nous ne savons malheureusement pas faire. Nous devons donc
nous restreindre à un calcul perturbatif en l’action d’interaction, c’est à dire en h2,
¬
r 0(t)
2
¶
=
¬
r 0(t)2 exp
 −Sint[r , p]¶0

exp
 −Sint[r , p]0 =
¬
r 0(t)2
 
1− Sint[r , p]¶0

1− Sint[r , p]0 +O h4 . (5.55)
Les deux termes non triviaux que nous avons à calculer sont


Sint[r , p]

0 et¬
r 0(t)2Sint[r , p]
¶
0
. Ces termes contiennent les fonctions F et G, qui s’écrivent comme une
intégrale de modes de Fourier simples. Comme les moyennes que nous devons calculer sont
linéaires en ces fonctions, nous pouvons traiter chaque mode indépendamment. Dans ce qui
suit, nous ne traitons que le mode k.
Commençons par le calcul de


Sint[r , p]

0 qui contient les termes 〈p(t) · F k(r (u) −
r (v), u− v)〉0 et 〈tp(u)Gk(r (u)− r (v), u− v)p(v)〉0, où u> v. Pour le premier, il nous faut¬
p(u)eik·[r (u)−r (v)]
¶
0
= i


p(u)t[r (u)− r (v)]0 ke−k2Dr |u−v| = 0. (5.56)
Nous avons utilisé la formule (5.54) puis le corrélateur (5.46). Le deuxième terme fait appel
à la moyenne
¬
p(v)tp(u)eik·[r (u)−r (v)]
¶
0
= e−k2Dr |u−v|


p(v)tp(u)

0
−
p(v)t[r (u)− r (v)]0 k tk 
[r (u)− r (v)]tp(u)0
= 0. (5.57)
Nous avons donc obtenu pour le premier terme


Sint[r , p]

0 = 0. (5.58)
Passons au deuxième terme,
¬
r 0(t)2Sint[r , p]
¶
0
. Le premier terme à calculer est
¬
r 0(t)
2p(u)eik·[r (u)−r (v)]
¶
0
= 2i


p(u)tr 0(t)

0


r 0(t)
t[r (u)− r (v)]0 ke−k2Dr |u−v|
= −4Drχ[0,t](u)L([0, t]∩ [u, v])ke−k2Dr |u−v|. (5.59)
Les temps vérifient u> v, et dès la première ligne nous n’avons retenu que les termes donnant
une contribution non nulle dans la somme sur les sous-ensembles de (5.54). Nous avons aussi
besoin de¬
r 0(t)
2p(u)tp(v)eik·[r (u)−r (v)]
¶
0
= e−k2Dr |u−v|

2


p(u)tr 0(t)

0


r 0(t)
tp(v)

0
−2
r 0(t)t r 0(u)− r 0(v)0 k 
p(u)tr 0(t)0 tk 
r 0(u)− r 0(v) tp(v)0
= e−k2Dr |u−v|χ[0,t](u)
−2χ[0,t](v) + 4Drk tkL([0, t]∩ [u, v]) . (5.60)
Il suffit d’intégrer ces résultats sur u et v pour obtenir la contribution du mode k à la
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correction du déplacement quadratique moyen au temps t :¬
r 0(t)
2Sint,k[r , p]
¶
0
= i
∫
v<u
¬
r 0(t)
2p(u) · F k(r (u)− r (v), u− v)
¶
0
dudv
+ T
∫
v<u
¬
r 0(t)
2p(u)Gk(r (u)− r (v), u− v)p(v)
¶
0
dudv
=−ζh2κrκφR˜(k)
K˜(k)2 ∫
v<u
e−κφ R˜(k)∆˜(k)|u−v|
¬
r 0(t)
2p(u)eik·[r (u)−r (v)]
¶
0
· kdudv
+ Th2κ2r ∆˜(k)
−1 K˜(k)2
×
∫
v<u
e−κφ R˜(k)∆˜(k)|u−v|tk
¬
r 0(t)
2p(u)tp(v)eik·[r (u)−r (v)]
¶
0
kdudv
= 4ζh2κr Drκφk
2R˜(k)
K˜(k)2 ∫ t
0
∫ u
0
e−|u−v|/τ(k)(u− v)dv

du
+ h2κr Drk
2∆˜(k)−1
K˜(k)2 ∫ t
0
∫ u
0
e−|u−v|/τ(k)

4Drk
2(u− v)− 2dvdu. (5.61)
On a introduit le temps caractéristique de relaxation du mode k, vu par la particule,
τ(k) =

κφR˜(k)∆˜(k) + k
2Dr
−1
, (5.62)
et on définit les fonctions de réponse
fk(t) =
∫ t
0
∫ u
0
e−|u−v|/τ(k)(u− v)dv

du
= τ(k)2

t − 2τ(k) + e−t/τ(k) (t + 2τ(k)) , (5.63)
gk(t) =
∫ t
0
∫ u
0
e−|u−v|/τ(k)dv

du= τ(k)

t −τ(k)1− e−t/τ(k) . (5.64)
Avec ces notations, on obtient¬
r 0(t)
2Sint,k[r , p]
¶
0
=
2h2κr Drk
2
K˜(k)2 2ζκφR˜(k) fk(t) + ∆˜(k)−1 2Drk2 fk(t)− gk(t) . (5.65)
Le coefficient de diffusion au temps t est donc donné par
D(t)
Dr
= 1− h
2κr
d t
∫
k2
K˜(k)2 2ζκφR˜(k) fk(t) + ∆˜(k)−1 2Drk2 fk(t)− gk(t) dk(2pi)d .
(5.66)
Le coefficient de diffusion effectif est obtenu en prenant la limite t → ∞ et en utilisant les
équivalences fk(t)∼ τ(k)2 t et gk(t)∼ τ(k)t :
Deff
Dr
= 1− h
2κr
d
∫
k2τ(k)
K˜(k)2 2ζκφR˜(k)τ(k) + ∆˜(k)−1 2Drk2τ(k)− 1 dk(2pi)d ,
(5.67)
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qui s’écrit explicitement
Deff
Dr
= 1− h
2κr
d
∫
k2
K˜(k)2 (2ζ− 1)κφR˜(k)∆˜(k) + Drk2
∆˜(k)

κφR˜(k)∆˜(k) + Drk
2
2 dk(2pi)d . (5.68)
Ceci est le résultat principal de ce chapitre. Le grand nombre de paramètres rend difficile son
interprétation directe ; nous allons donc l’appliquer aux cas particuliers des diffusions avec
bilan détaillé et passive. Ensuite, après avoir proposé des méthodes de démonstration alterna-
tives, mais moins générales, nous comparerons ce résultat à des simulations numériques
Remarquons simplement ici que ce résultat redonne la limite adiabatique (5.22) quand la
particule diffuse très lentement par rapport au champ, i.e. quand Dr = 0.
5.3.4 Discussion de cas particuliers
Diffusion avec bilan détaillé
Le bilan détaillé est obtenu pour ζ= 1, alors, (5.68) devient
Deff
Dr
= 1− h
2κr
d
∫
k2
K˜(k)2
∆˜(k)

κφR˜(k)∆˜(k) + Drk
2
 dk
(2pi)d
. (5.69)
Comme dans le cas adiabatique, on observe un ralentissement de la particule. On peut se
contenter de la même explication (dont on observera les limites dans le cas passif) : le bruit
supplémentaire introduit par le champ est dominé par le frottement déterministe dû à ce
même champ.
Diffusion passive
Ici, ζ= 0 et le coefficient de diffusion est
Deff
Dr
= 1− h
2κr
d
∫
k2
K˜(k)2 Drk2−κφR˜(k)∆˜(k)
∆˜(k)

κφR˜(k)∆˜(k) + Drk
2
2 dk(2pi)d . (5.70)
Il apparaît une différence frappante avec le résultat adiabatique (5.22) : la correction peut
devenir négative si le champ évolue trop lentement (si κφ est trop faible). Quand le champ
évolue rapidement, l’analyse adiabatique est valable : les fluctuations du champ créent un
bruit supplémentaire pour la particule.
Quand le champ évolue lentement, le ralentissement ne peut pas être expliqué, contrai-
rement à la diffusion active, par le frottement dû au champ, qui est absent ici. L’origine de
ce ralentissement est à chercher ailleurs, du côté de la diffusion dans des potentiels gelés
[Dean et al., 2007]. En effet, un potentiel gelé ralenti toujours la particule, et il est normal
que ce phénomène perdure quand le champ varie très lentement. Notre résultat, et sa dépen-
dance en la vitesse d’évolution du champ, explique bien le passage du régime « gelé », au
régime « adiabatique ». Nous reviendrons plus en détail sur ce changement de régime après
avoir obtenu les résultats des simulations numériques.
Rétrospectivement, il est clair que le ralentissement observé pour la diffusion active n’est
pas uniquement dû au frottement, il a aussi une composante « potentiel gelé ».
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5.4 Calcul perturbatif par d’autres méthodes
Nous présentons ici deux méthodes alternatives pour calculer le coefficient de diffusion au se-
cond ordre en h. Ces méthodes sont moins générales que la précédente : la première requiert
les relations d’Onsager pour un système à l’équilibre, et ne s’applique qu’à la diffusion active
vérifiant le bilan détaillé. Pour la seconde, qui est une adaptation d’un calcul largement appli-
qué aux potentiels gelés [Dean et al., 2007], le champ doit être indépendant de la particule et
la diffusion doit être passive.
La première méthode permet cependant de montrer que pour la diffusion avec bilan dé-
taillé, le champ ralentit la particule même en dehors du régime perturbatif.
5.4.1 Formule de Kubo
Partons de l’équation de Langevin amortie pour la particule (5.3), et intégrons-la entre les
instants 0 et t,
r 0(t) + κrh
∫ t
0
∇Kφ(r (u), u)du= pκr
∫ t
0
η(u)du. (5.71)
Maintenant, prenons la moyenne du carré de cette expression,
¬
r 0(t)
2
¶
+ 2κrh
®
r 0(t) ·
∫ t
0
∇Kφ(r (u), u)du
¸
+
*
κrh
∫ t
0
∇Kφ(r (u), u)du
2+
= 2T d t.
(5.72)
Intéressons-nous maintenant au deuxième terme du membre de gauche, qui est de la forme®
[r (t)− r (0)] ·
∫ t
0
A(u)du
¸
, (5.73)
où nous avons introduit l’opérateur A(u) = hκr∇Kφ(r (u), u). Supposons maintenant que le
système est à l’équilibre (en prenant par exemple une boîte finie et la distribution d’équi-
libre comme distribution de probabilité initiale correspondant), nous avons alors l’invariance
par translation temporelle, 〈r (t) · A(u)〉= 〈r (t − u) · A(0)〉, et la réversibilité microcanonique
[Onsager, 1931], 〈r (t) · A(u)〉= 〈r (u) · A(t)〉. En utilisant ces deux relations, on a,®
r (t) ·
∫ t
0
A(u)du
¸
=
∫ t
0
〈r (u) · A(t)〉du
=
∫ t
0
〈r (0) · A(t − u)〉du
=
®
r (0) ·
∫ t
0
A(v)dv
¸
. (5.74)
On a donc montré que le terme croisé (5.73) était nul, et on obtient ainsi la formule de Kubo
[Kubo, 1957] ¬
r 0(t)
2
¶
+
*
κrh
∫ t
0
∇Kφ(r (u), u)du
2+
= 2Dr d t, (5.75)
qui donne pour le coefficient de diffusion au temps t
D(t) = Dr − 12d t
*
κrh
∫ t
0
∇Kφ(r (u), u)du
2+
. (5.76)
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Cette équation nous donne le premier résultat, qui prouve que la diffusion est toujours ralentie
par le champ,
D(t)≤ Dr . (5.77)
Ce résultat est intéressant car il n’est pas donné aussi simplement par le formalisme de l’inté-
grale de chemin. Il est aussi très général, il ne dépend notamment pas de la forme de l’inter-
action entre la particule et le champ, qui pourrait aussi être quadratique.
Pour obtenir quantitativement le ralentissement, il faut estimer la moyenne*
κrh
∫ t
0
∇Kφ(r (u), u)du
2+
= h2κ2r
∫ t
0
∫ t
0

∇Kφ(r (u), u) ·∇Kφ(r (v), v)dudv.
(5.78)
Cette moyenne n’est pas facile à calculer, car la force ressentie par la particule dépend de sa
position, qui dépend du champ. En revanche, on sait la calculer si la particule et le champ sont
indépendants, ce qui est presque le cas si le couplage est très faible. Alors, ce terme correctif,
d’ordre h2, peut être calculé en considérant le mouvement de la particule à l’ordre le plus bas,
où il est brownien.
La moyenne représente maintenant deux moyennes indépendantes, sur le champ et la
position de la particule. Commençons par la moyenne sur le champ, d’après (3.6),
∇Kφ(r (u), u) ·∇Kφ(r (v), v)φ = T ∫ k2 K˜(k)2∆˜(k) eik·[r (u)−r (v)]−κφ R˜(k)∆˜(k)|u−v| dk(2pi)d .
(5.79)
La moyenne 〈. . .〉φ porte seulement sur le champ, la trajectoire de la particule étant fixée. Une
moyenne sur la position de la particule donne maintenant
∇Kφ(r (u), u) ·∇Kφ(r (v), v)= T ∫ k2 K˜(k)2
∆˜(k)
e−τ(k)|u−v| dk
(2pi)d
, (5.80)
où τ(k) est le temps défini par (5.62). L’intégration sur u et v donne, en ne conservant que le
terme dominant en t, l’expression (5.69).
5.4.2 Densité de probabilité
L’approche que nous allons développer ici se concentre sur le calcul de la densité de probabilité
P(r , t) de la particule. La densité de probabilité est une variante dépendante du temps de la
fonction de Green, qui a été couramment utilisée pour la diffusion dans des potentiels gelés
[King, 1987, Deem et Chandler, 1994].
Étudions pour l’instant son comportement pour le mouvement brownien pur. Elle est so-
lution de l’équation de Fokker-Planck [Risken, 1996],
P˙0(r , t) =∇ ·  Dr∇P0(r , t)+δ(r )δ(t). (5.81)
Le dernier terme représente « l’apparition » de la particule à l’origine à l’instant t = 0, la
densité de probabilité est supposée nulle avant. L’indice « 0 » indique qu’il s’agit du mouvement
brownien pur. Cette équation peut se réécrire sous la forme générale
H0P0(r , t) = δ(r )δ(t), (5.82)
où H0 = ∂t −∇ · (Dr∇) est le hamiltonien de Fokker-Planck pour le mouvement brownien.
Dans l’espace de Fourier, ce hamiltonien s’écrit H˜0 = iω+ Drk
2, et la densité de probabilité
est simplement
P˜0(k,ω) =
1
iω+ Drk
2 . (5.83)
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Cette expression justifie que, à partir de la densité de probabilité P˜(k,ω) pour la parti-
cule en interaction avec le champ, on peut extraire le coefficient de diffusion effectif par
[Dean et al., 2007]
Deff =

lim
k→0k
2 P˜(k, 0)
−1
. (5.84)
Nous allons d’abord donner l’équation de Fokker-Planck et la résoudre (ou presque) pour
le mouvement de la particule dans un champ φ(r , t) donné, puis nous prendront la moyenne
sur le champ. Considérer la densité de probabilité suppose déjà une moyenne sur la position
de la particule, les moyennes sur la particule et le champ sont donc prises l’une après l’autre,
ce qui requiert que le champ soit indépendant de la position de la particule. Cette technique
ne s’applique donc qu’à la diffusion passive.
Le hamiltonien décrivant l’équation d’évolution (5.3) est
H = H0+Hint = ∂t −∇ ·  Dr∇− hκr [∇Kφ(r , t)] . (5.85)
Dans l’espace de Fourier, la densité de probabilité satisfait donc
gHP(k,ω) = iω+ Drk2 P˜(k,ω)− hκr ∫ k · q K˜(q)φ˜(q ,ν)P˜(k − q ,ω− ν) dqdν(2pi)d+1 = 1,
(5.86)
et est donnée par l’équation intégrale
P˜(k,ω) = P˜0(k,ω)

1+ hκr
∫
k · q K˜(q)φ˜(q ,ν)P˜(k − q ,ω− ν) dqdν
(2pi)d+1

. (5.87)
Cette équation induit immédiatement un développement perturbatif en h : pour avoir un dé-
veloppement à l’ordre hn, il suffit de l’itérer n fois et de remplacer la dernière densité de
probabilité P du membre de droite par celle du mouvement brownien P0. Cela peut se repré-
senter graphiquement par les diagrammes de Feynman suivants,
= + • =
∞∑
n=0
•
1
•
2
•n
. . .
(5.88)
où
• un trait fin représente P0,
• un trait épais représente P,
• une ligne ondulée représente le champ K˜(k)φ˜(k,ω),
• un vertex représente la multiplication du propagateur arrivant à gauche, de moment
(k,ω), avec la convolution du champ arrivant en haut, de moment (q ,ν), et du propa-
gateur arrivant à droite. La convolution se fait avec un poids hκrk · q .
Il faut tronquer ce développement à un ordre donné avant de faire la moyenne sur le
champ. Le premier ordre qui donnera une contribution non nulle est l’ordre h2 (l’ordre h
disparaît en prenant la moyenne), nous allons donc calculer
¬
P(2)
¶
φ
=
®
(h2)
¸
φ
=
*
+ • •
+
φ
= + • •
(5.89)
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À partir de maintenant, la troncature à l’ordre h2 sera sous-entendue. Le corrélateur du champ
vaut, d’après (3.6) et en prenant la transformée de Fourier par rapport au temps,
¬
φ˜(q ,ν)φ˜(p,µ)
¶
=
(2pi)d+12TκφR˜(q)
ν2+

κφR˜(q)∆˜(q)
δ(p + q)δ(ν +µ). (5.90)
À cet ordre, la densité de probabilité vaut¬
P˜(k,ω)
¶
φ
= P˜0(k,ω)

1+ h2κ2r P˜0(k,ω) (5.91)
×
∫
k · q(k − q) · (−q) 2TκφR˜(q)
K˜(q)2
ν2+

κφR˜(q)∆˜(q)
2 P˜0(k − q ,ω− ν) dqdν(2pi)d+1
 .
On peut maintenant se retreindre au casω= 0 et l’intégrale sur la fréquence ν est de la forme∫
1
(iν+α)(ν2+β2)
dν
2pi
= 1
2β(α+β) . Inséré dans la relation précédente, cela donne
¬
P˜(k, 0)
¶
φ
=
1
Drk
2
1+ h2κr
k2
∫
k · q(k − q) · (−q) K˜(q)2
∆˜(q)

Dr (k − q)2+κφR˜(q)∆˜(q)
 dq
(2pi)d
 (5.92)
D’après (5.84), il faut maintenant multiplier ce résultat par k2 et faire méticuleusement tendre
k vers zéro. On obtient finalement le résultat (5.70).
5.5 Simulations numériques
Nous allons simuler numériquement le système particule-champ décrit par les équations (5.3)
et (5.4). Comme l’espace doit être continu, il est nécessaire de simuler le champ via sa trans-
formée de Fourier. L’espace total doit être de dimension finie, il faut donc considérer un champ
défini par un nombre de modes fini. On pourrait penser que, pour s’approcher d’une descrip-
tion « réaliste », le nombre de modes doit être grand. Il n’en est rien, et il est même possible
de ne considérer qu’un mode de Fourier ! La comparaison avec notre résultat analytique, qui
s’écrit comme une somme sur les modes, n’en sera que plus facile.
5.5.1 Système étudié
Commençons par réécrire les équations de la dynamique dans le cas du champ à un nombre
fini de modes que nous allons considérer. Nous nous plaçons à une dimension, sur un cercle de
rayon 2pi (la position de la particule est toutefois prise dans R), et prenons pour les opérateurs
∆˜(k) = k2, R˜(k) = K˜(k) = 1. Le champ est décrit par
φ(r, t) =
N∑
k=1
ak(t) cos(kr) + bk(t) sin(kr). (5.93)
Les modes évoluent selon
a˙k(t) = −κφ

k2ak(t)− hpi cos(kr)

+
p
κφξk(t), (5.94)
b˙k(t) = −κφ

k2ak(t)− hpi sin(kr)

+
p
κφξ
′
k(t), (5.95)
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où les bruits sont corrélés par
¬
ξk(t)ξ′l(s)
¶
= 0 et


ξk(t)ξl(s)

=
¬
ξ′k(t)ξ′l(s)
¶
=
2Tδ(t − s)δk−l
pi
. (5.96)
La particule suit
r˙(t) =−κrh
N∑
k=1
k
−ak sin(kr) + bk cos(kr)+ pκrη(t), (5.97)
avec 〈η(t)η(s)〉= 2Tδ(t − s).
Dans ce cas, notre résultat (5.68) devient
Deff
Dr
= 1− h
2κr
pi
(2ζ− 1)κφ + Dr
(κφ + Dr)2
N∑
k=1
1
k2
. (5.98)
Les simulations sont faites de manière naïve et brutale : nous partons d’une configuration
initiale et laissons évoluer le système pendant un temps « long », en mesurant sont écart
quadratique moyen à chaque instant. En répétant cette expérience un grand nombre de fois,
on obtient ainsi le coefficient de diffusion effectif en fonction du temps D(t). La « longue »
durée des expérience est choisie pour que D(t) semble converger, et nous appelons sa limite
Deff. Les barres d’erreur qui apparaissent sur les courbes sont calculées à partir de la variance
de l’écart quadratique d’un mouvement brownien.
Résumons les paramètres que nous allons faire varier. Nous commençons par tester le
domaine de validité de notre résultat analytique en faisant varier la constante de couplage h,
pour une diffusion avec bilan détaillé. Nous nous intéressons ensuite en la dépendance en la
vitesse d’évolution du champ κφ , qui nous permet de faire le lien entre la diffusion dans un
potentiel gelé et la diffusion adiabatique, pour les diffusions active et passive.
5.5.2 Résultats
Domaine de validité de l’approximation du couplage faible
Faisons varier la constante de couplage h pour la diffusion active (ζ = 1), pour un seul mode
avec Dr = 1 et κφ = 1. Le résultat, donné FIG. 5.1, montre que l’approximation prédit correc-
tement la déviation du coefficient de diffusion nu jusqu’à environ 20%, ici pour h® 1,2.
Diffusion active (vérifiant le bilan détaillé)
Dans le cas de la diffusion active, faisons varier la vitesse d’évolution du champ. Les simula-
tions ont été faites pour 1 mode et h= 1, ou pour 10 modes et h= 0.5. Les résultats présentés
FIG. 5.2 montre un bon accord entre le résultat perturbatif et les simulations.
Diffusion passive
L’accord est tout aussi bon pour la diffusion passive, FIG. 5.3. Notamment, le passage de la
diffusion ralentie à une diffusion accélérée est très bien prédit par notre calcul. Comme prévu
par le calcul adiabatique, l’effet du champ disparaît quand le champ évolue très vite, et passe
donc par un maximum quand la vitesse d’évolution du champ varie. Cette vitesse d’évolution
« optimale » (κopt
φ
= 3Dr dans (5.98)) maximise la diffusion de la particule.
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FIGURE 5.1 – Coefficient de diffusion effectif pour une particule active avec un mode de Fourier
en fonction de la constante de couplage h, comparaison entre les simulations numériques et
le résultat perturbatif (5.68).
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FIGURE 5.2 – Coefficient de diffusion effectif pour une particule active en fonction de la vitesse
d’évolution du champ, simulations numériques et calcul perturbatif. Gauche : avec un mode
de Fourier et h= 1. Droite : avec 10 modes de Fourier et h= 0,5.
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FIGURE 5.3 – Coefficient de diffusion effectif pour une particule passive en fonction de la
vitesse d’évolution du champ, simulations numériques et calcul perturbatif. Gauche : avec un
mode de Fourier et h= 1. Droite : avec 10 modes de Fourier et h= 0,5.
Ce phénomène rappelle celui de résonance stochastique, où un forçage à la bonne fré-
quence peut accélérer la diffusion d’une particule (ou, de manière équivalente, augmen-
ter sa sensibilité à une force extérieure) [Benzi et al., 1981, Gaimmaitoni et al., 1989]. Ce
mécanisme a des applications à de nombreux domaines, comme les cycles climatiques
[Wellens et al., 2004] ou le tri de molécules [Alcor et al., 2004]. Le cadre est légèrement dif-
férent dans notre cas car le forçage lui-même est stochastique, mais cela ne fait qu’étendre la
notion de résonance stochastique.
5.6 Au-delà du calcul perturbatif : renormalisation en temps
Le résultat de nos calculs analytiques, solidement établi, est une première étape dans la com-
préhension de la diffusion en milieu fluctuant. Il ne faut cependant par perdre de vue que
notre résultat n’est valable que dans le régime perturbatif (cf. FIG. 5.1), et il serait intéressant
d’aller plus loin.
La première idée consiste à pousser plus loin nos développements perturbatifs. Les ordres
supérieurs sont très bien définis pour le calcul par l’intégrale de chemin et par la densité de
probabilité, mais les calculs deviennent rapidement monstrueux.
On peut aussi trouver un moyen d’« améliorer », à moindre frais, notre résultat perturbatif.
Nous ne l’avons pas encore complètement exploité, car il nous donne aussi le coefficient de
diffusion à tout temps, D(t), avec la formule (5.66). Cette expression est comparée, avec
succès, aux simulations numériques pour une particule passive et deux vitesses d’évolution
différentes FIG. 5.4. Le résultat montre, comme on pouvait s’y attendre, un passage continu
du coefficient de diffusion « nu » au coefficient de diffusion effectif. À courte distance (ou
à temps court), la particule diffuse sans voir le champ, et à longue distance elle ne voit le
champ que globalement, par le coefficient de diffusion effectif. Ce comportement a déjà été
rencontré pour l’étude du coefficient de diffusion dépendant du temps dans des liquides de
Lennard-Jones [Morita et Bagchi, 1999].
La dépendance temporelle du coefficient de diffusion nous amène à revoir notre calcul
perturbatif. Dans celui-ci, nous avons utilisé le fait que la particule diffusait avec le coefficient
Dr pour calculer la moyenne de l’action d’interaction : nous avons écrit

[r (u)− r (v)]t[r (u)− r (v)]0 = 2Dr |u− v|. (5.99)
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FIGURE 5.4 – Coefficient de diffusion D(t) en fonction du temps, pour une particule passive
dans un champ de 10 modes de Fourier avec h = 0,5, simulations numériques et résultat
perturbatif (5.66). Gauche : κφ = 0, 5. Droite : κφ = 2.
L’idée est d’écrire maintenant

[r (u)− r (v)]t[r (u)− r (v)]0 = 2D(|u− v|)|u− v|. (5.100)
Mais alors, comment calculer D(|u− v|) ? Il suffit de prendre en compte l’action d’interaction
petit à petit. Elle peut en effet s’écrire comme une intégrale sur la différence de temps w = u−v
dans (5.33) :
Sint[r , p] = i
∫
w>0
p(u) · F(r (u)− r (u−w), w)dudw
+T
∫
w>0
tp(u)G(r (u)− r (u−w), w)p(u−w)dudw. (5.101)
Ainsi, pour calculer D(t), il faut intégrer l’action d’interaction pour w ∈ [0, t], les temps w plus
long que t ne contribuant pas. On peut ensuite intégrer l’action d’interaction sur [t, t+dt], en
supposant que le coefficient de diffusion est D(t) pour déterminer D(t + dt) 2.Cette méthode
est schématisée ci-dessous :
interactions intégrées intégration avec D(t)
•Dr •D(t)
t
Deff•D(t + dt)
En faisant cela, on suppose que la distribution de la particule est gaussienne pour tout
temps, ce qui est bien sûr faux car l’action n’est pas quadratique. Cette méthode ne permet
pas d’obtenir une expression pour le coefficient de diffusion effectif et doit s’utiliser numéri-
quement. Nous l’avons testée, comme le résultat perturbatif, pour la diffusion vérifiant le bilan
détaillé en traçant le coefficient de diffusion effectif en fonction de la constante de couplage,
FIG. 5.5. Le résultat est très satisfaisant et donne un résultat acceptable pour toutes les valeurs
testées de la constante de couplage. Il est notamment intéressant de voir que le coefficient de
diffusion effectif ne devient pas négatif. Pour des raisons de temps nous n’avons pas mené les
tests plus loin.
2Naturellement, si le coefficient de diffusion dépend du temps, la mobilité en dépend aussi : κ(t) = D(t)/T par
la relation d’Einstein.
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FIGURE 5.5 – Coefficient de diffusion effectif pour une particule active avec un mode de Fourier
en fonction de la constante de couplage h, comparaison entre les simulations numériques, le
résultat perturbatif, et le résultat de la renormalisation.
5.7 Conclusion
Nous avons dans un premier temps étudié la limite adiabatique de la diffusion dans un champ
fluctuant, où le champ évolue beaucoup plus vite que la particule. Dans ce cas, la « relation
d’Einstein naïve » est valide et le coefficient de frottement peut être utilisé pour déduire le
coefficient de diffusion ; de nombreuses études de la diffusion de protéines membranaires se
placent dans ce régime. Le calcul à faible couplage permet de faire le lien avec la diffusion
dans des potentiels gelés, et montre un très bon accord avec les simulations : c’est le résultat
principal de ce chapitre. Nous avons notamment montré qu’un champ pouvait, suivant sa
vitesse d’évolution, accélérer ou ralentir une particule passive. Enfin, nous avons proposé une
méthode d’amélioration du résultat perturbatif qui donne des résultats prometteurs.
Pour aller plus loin, il faudrait dépasser le régime perturbatif. Ce dernier est notamment
cantonné au calcul de corrections au coefficient de diffusion, et ne permet pas de détecter
sans ambiguïté une diffusion anormale. Habituellement, une diffusion anormale est signalée
par un coefficient de diffusion qui s’annule (pour la sous-diffusion) ou devient infini (pour
la super-diffusion) [Touya et Dean, 2007]. On peut toutefois imaginer que la méthode de «
renormalisation » soit capable de prévoir ce type de comportement. Une fois qu’une diffusion
anormale est repérée, le travail ne s’arrête pas là et il faut identifier l’exposant de diffusion
ν défini par
¬
r (t)2
¶ ∼ tν . Cet exposant a été un sujet d’attention très important pour les
potentiels gelés [Bouchaud et Georges, 1990]. Ce type de résultat est bien entendu inacces-
sible pour l’instant à nos calculs et il serait intéressant d’en obtenir des généralisations à des
environnements.
La diffusion d’une particule en dimension d dans un champ fluctuant peut se voir comme
la position d’une ligne élastique dans un potentiel gelé en d + 1 dimensions. Quand d = 1,
cette ligne devient une interface [Agoritsas et al., 2010]. Dans cette étude, une méthode non-
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perturbative (l’approximation gaussienne variationnelle) a été utilisée et a permis d’obtenir un
exposant de rugosité anormal : il serait intéressant de voir si ces résultats sont transposables
au problème de la diffusion.
Enfin, la diffusion d’une particule « marquée » dans un ensemble de particules identique
est d’une importance capitale pour l’étude de la transition vitreuse [Berthier et Biroli, 2011].
Celle-ci peut être étudié par le couplage de modes [Kob, 2003] ou par un développement à
faible interaction [Dean et Lefèvre, 2004]. Notre calcul pourrait être adaptée à cette situa-
tion : le champ représenterait les autres particules et la particule étudiée serait celle qui a été
marquée. Il faudrait ensuite utiliser une relation de fermeture liant la dynamique du champ
R˜(k)∆˜(k) au coefficient de diffusion de la particule D(t). La principale différence de cette
approche est que l’interaction entre les particule ne serait pas introduite directement dans le
modèle mais implicitement contenue dans le facteur de forme K˜(k).
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Deuxième partie
Systèmes d’ions aux interfaces
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Introduction : premiers modèles d’ions aux interfaces
Dans cette partie, nous étudions le comportement d’ions à l’équilibre entre
deux surfaces chargées. Nous commençons par donner le cadre formel de ces
études en présentant un premier modèle pour ce système. Dans un deuxième
temps, nous donnons les principaux ingrédients de modèles plus sophistiqués,
qui tentent de prendre en compte des caractéristiques des ions « oubliées » dans
un premier temps.
Le système du champ fluctuant contraint par deux plaques présenté dans l’introduction
générale (1.4) est un système « minimal », dans le sens où c’est le système le plus simple
pour lequel on observe un effet Casimir. De même, les modèles étudiés dans la première
partie sont minimalistes et très généraux. Les solutions contenant des ions sont un exemple de
milieu complexe, pour lesquels on peut se poser les mêmes questions : par exemple, comment
interagissent deux plaques chargées immergées dans la solution ? Le hamiltonien du système
est connu, mais il est difficile d’en déduire l’interaction entre les plaques. Il faut souvent faire
des approximations ou considérer des modèles assez simples pour être complètement résolus.
Pour ces systèmes, nous sommes intéressés par deux quantités : la pression ressentie par les
plaques, et la concentration en ions en fonction de la distance aux plaques. Si la première est
plus importante d’un point de vue « macroscopique » (en se plaçant à l’échelle objets immergés
et pas à l’échelle « microscopique » des ions), il est plus facile de tester notre intuition et notre
compréhension du milieu sur la seconde.
6.1 Modèle simple
Introduisons un modèle simple d’ions en solution et essayons-nous au calcul des deux gran-
deurs qui nous intéressent. Nous verrons qu’il n’a de simple que sa formulation.
6.1.1 Dérivation de la fonction de partition
Considérons un système de N charges (q j) de positions (r j), dans un milieu où la permittivité
diélectrique ε0ε(r ) dépend de la position. L’énergie de ce système de charges est
H((r j)) =
∑
j<k
q jqkG(r j , r k), (6.1)
où le potentiel d’interaction électrostatique G(r , r ′) est solution de
ε0∇ · ε(r )∇G(r , r ′)=−δ  r − r ′ . (6.2)
Dans cette équation, les dérivées ne portent que sur la variable r . La fonction de partition de
ce système s’écrit alors
ZN =
1
N !
∫
exp
−β∑
j<k
q jqkG(r j , r k)
∏
j
dr j , (6.3)
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où β = 1/kBT . L’idée est de procéder à une transformation de Hubbard-Stratonovich
[Hubbard, 1959] en reconnaissant dans (6.2) l’équation vérifiée par la fonction de corréla-
tion du champ φ(r ) d’énergie
Hch[φ] =
ε0
2
∫
ε(r )[∇φ(r )]2dr . (6.4)
Alors, G(r , r ′) = β 
φ(r )φ  r ′ et on peut écrire
ZN =
1
N !
∫
exp
−βε0
2
∫
ε(r )[∇φ(r )]2dr + iβ∑
j
q jφ(r j)
 [dφ]∏
j
dr j , (6.5)
où l’on n’a pas fait apparaître le déterminant d’Hubbard-Stratonovich pour conserver l’effet
Casimir. En effet, en multipliant la fonction de partition (6.3) par la fonction de partition de
Casimir pour le champ électromagnétique, on obtient la fonction de partition (6.5). Notons
aussi que cette fonction de partition contient l’énergie d’auto-interaction des charges, qui peut
engendrer des divergences ; nous reviendrons sur cette difficulté le moment venu.
Considérons maintenant que tous les ions sont de même charge q, et passons au for-
malisme grand canonique en donnant une fugacité λ, reliée au potentiel chimique µ par
λ= exp(µ). La fonction de partition grand canonique est
Z =
∞∑
N=0
λN
N !
ZN =
∫
exp
 −βS[φ] [dφ], (6.6)
où l’action S[φ] vaut
βS[φ] =
βε0
2
∫
ε(r )[∇φ(r )]2dr −λ
∫
exp
 
iβqφ(r )

dr . (6.7)
Supposons maintenant qu’en plus des charges mobiles, il y ait une densité de charge ρ0(r )
fixe ; celle-ci est facilement ajoutée à l’action précédente par
βS[φ] =
βε0
2
∫
ε(r )[∇φ(r )]2dr −λ
∫
exp
 
iβqφ(r )

dr − iβ
∫
ρ0(r )φ(r )dr , (6.8)
Cette action est l’action de base pour ce genre de système. La densité est donnée par l’opéra-
teur
n(r ) = λeiβqφ(r ). (6.9)
Ceci est facilement généralisable au cas où plusieurs types d’ions sont présents, en notant
q j et λ j la charge et la fugacité de l’espèce j, sa densité vaut
n j(r ) = λ je
iβq jφ(r ), (6.10)
et l’action (6.8) devient
βS[φ] =
βε0
2
∫
ε(r )[∇φ(r )]2dr −∑
j
λ j
∫
exp

iβq jφ(r )

dr − iβ
∫
ρ0(r )φ(r )dr .
(6.11)
Nous étudierons le cas particulier d’ions de charge q confinés entre deux plaques, de
charge surfacique −σ, schématisé FIG. 6.1. Le troisième terme de l’action (6.8) devient une
intégrale de surface et le deuxième terme ne doit être intégré qu’entre les plaques. La permit-
tivité vaut εeε0 entre les plaques et εextε0 à l’extérieur.
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FIGURE 6.1 – Système étudié : des ions de charge q sont confinés entre deux plaques de charge
surfacique−σ. La permittivité diélectrique du solvant vaut εeε0, celle du milieu extérieur vaut
εextε0.
6.1.2 Électroneutralité et énergie libre
Imposons l’électroneutralité en moyenne sur notre système :∫ 
q〈n(r )〉+ρ0(r )dr = 0. (6.12)
Il faut savoir quelle grandeur énergétique considérer, notamment pour le calcul de la pression.
Partons du grand potentiel
Ω =−kBT ln(Z ). (6.13)
On remarque une invariance de jauge dans la définition de la densité (6.3) : une variation
de la fugacité peut être absorbée dans le champ en laissant la densité inchangée. Le problème,
c’est que le grand potentiel est modifié. Pour voir de quelle manière il varie, il suffit de dériver
la fonction de partition par rapport à la fugacité, ce qui donne
dΩ
dλ
=−kBT 〈N〉
λ
, (6.14)
où N =
∫
n(r )dr est le nombre total d’ions. Ainsi, l’énergie libre
F = Ω+ kBT 〈N〉 ln(λ) (6.15)
est indépendante de la fugacité : c’est la bonne quantité énergétique à utiliser pour le calcul
de la pression.
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6.1.3 Action adimensionnée
L’action (6.8) contient de nombreuses constantes. Nous allons en extraire les grandeurs ca-
ractéristiques et en donner une version adimensionnée. On peut introduire deux longueurs
caractéristiques : la longueur de Bjerrum
lB =
βq2
εeε0
, (6.16)
et la longueur de Gouy-Chapman
lGC =
εeε0
βqσ
. (6.17)
La longueur de Bjerrum est la longueur pour laquelle l’énergie électrostatique d’intéraction
entre deux ions est comparable à l’énergie thermique kBT . À la longueur de Gouy-Chapman,
c’est l’énergie d’interaction entre un ion et une surface chargée qui est comparable à l’énergie
thermique. Ces deux longueurs sont comparées par la constante de couplage
Ξ =
lB
lGC
; (6.18)
elle permettra de distinguer deux régimes. Nous introduisons maintenant les grandeurs adi-
mensionnées, en choississant la longueur de Gouy-Chapman comme unité de longueur :
r˜ = r/lGC, φ˜ = βqφ, "(r ) = ε(r )/εe, λ˜= Ξl3GCλ. La fonction de partition devient
Z =
∫
exp
 
− S˜

φ˜

Ξ
!
dφ˜

, (6.19)
avec
S˜

φ˜

=
1
2
∫
" (r˜ )
∇˜φ˜ (r˜ )2 dr˜ − λ˜∫ expiφ˜ (r˜ )dr˜ + i∫
∂ V
φ˜ (r˜ )d′ r˜ . (6.20)
Dans le dernier terme, d′ r˜ indique qu’il s’agit d’une intégrale de surface ; elle porte sur la
surface ∂ V . Nous omettrons le symbole «˜» dans la suite pour garder des notations légères.
Nous écrirons la densité d’ions
n(r ) = λeiφ(r ). (6.21)
Il est facile de vérifier que ce n’est pas la vraie densité (il faudrait diviser cette expression par
Ξ), mais cette définition est plus simple à interpréter. Il faut simplement voir n(r ) comme un
opérateur proportionnel à la densité.
6.1.4 Champ moyen : équation de Poisson-Boltzmann
Dérivations de l’équation de Poisson-Boltzmann
Il est impossible de calculer la fonction de partition grand canonique de manière générale,
nous devons nous résoudre à faire des approximations. La première à laquelle on pense est le
champ moyen, où l’on cherche la configuration qui contribue le plus à la fonction de partition
et qui est solution de δS
δφ(r ) = 0. D’après (6.19), cette approximation est bonne quand la
constante de couplage Ξ est faible.
Le champ moyen φ∗ est solution de
0=
δS

φ∗
δφ(r )
=−∇ · "(r )∇φ∗(r )− iλeiφ∗(r )1V (r ) + i1∂ V (r ), (6.22)
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où 1∂ V (r ) est la fonction indicatrice de la surface ∂ V , définie par
∫
E
f (r )1∂ V (r )dr =∫
∂ V
f (r )d′r pour toute fonction f (r ). Réécrivons cette équation en introduisant le potentiel
électrostatique ψ=−iφ∗ :
∇ · "(r )∇ψ(r )=−λe−ψ(r )1V (r ) + 1∂ V (r ). (6.23)
Cette équation est l’équation de Poisson-Boltzmann [Gouy, 1910, Chapman, 1913].
Nous avons dérivé cette équation à partir de l’action, mais on peut l’obtenir directement :
avec une distribution des ions n(r ), le champ vérifie l’équation de Poisson
∇ · ["(r )∇ψ(r )] =−n∗(r ) + 1∂ V . (6.24)
La densité d’ions suit la distribution de Boltzmann
n∗(r ) = λe−ψ(r )1V ; (6.25)
en combinant ces deux équations, on obtient l’équation de Poisson-Boltzmann (6.23).
Calcul de la densité et de la pression dans un cas simple
Même cette équation de champ moyen doit le plus souvent être résolue numériquement. Pour
notre cas simple, une solution analytique existe : le champ entre les plaques, situées en −L/2
et L/2, vaut
ψ(z) = 2 ln [cos(αz)] , (6.26)
où λ = 2α2. Il faut ensuite utiliser l’électroneutralité pour détermier la fugacité λ, et l’on
trouve
2α tan

αL
2

= 1; (6.27)
cette équation doit être résolue numériquement.
Une fois qu’on a obtenu α, on peut calculer l’énergie libre avec
F =
S[iψ]
Ξ
+
2
Ξ
ln

2α2

=
2
Ξ

α2 L− 2 ln

cos

αL
2

+ ln

2α2

. (6.28)
La pression est tracée FIG. 6.2, ainsi que la densité FIG. 6.3 ; elles sont comparées avec les
résultats de l’approximation de couplage fort et discutées à la fin du calcul de couplage fort.
6.1.5 Couplage fort
Formulation
L’approximation de couplage fort est la limite de faible fugacité, λ 1. Elle correspond aussi
à peu près à une grande constante de couplage, Ξ 1, mais elle s’écrit comme un développe-
ment en puissances de λ, pas de 1/Ξ. Ce développement en puissances de λ est l’analogue du
développement du viriel [Mayer et Mayer, 1977].
Développons un peu cette dichotomie entre les couplages faible et fort. La longueur de
Bjerrum représente la distance caractéristique entre deux ions, celle de Gouy-Chapman la
distance caractéristique entre les ions et la surface chargée. Quand la première est plus faible,
les ions forment un « gaz » qui sera seulement perturbé par l’interface. Quand la seconde est
plus faible, les ions sont « collés » à l’interface et c’est l’interaction entre les ions qui peut être
considérée comme une perturbation [Boroudjerdi et al., 2005].
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Dans cette limite de couplage fort, on peut se restreindre au cas d’un seul ion entre les
plaques : on suppose que le couplage aux plaques est plus important que le couplage des ions
entre eux. Formellement, cela revient à se limiter aux termes N = 0 et N = 1 dans la somme
(6.6) :
Z ' Z0+ λΞZ1, (6.29)
avec
Z0 =
∫
exp

− 1
Ξ

1
2
∫
"(r )[∇φ(r )]2dr + i
∫
∂ V
φ(r )d′r

[dφ] (6.30)
et Z1 =
∫
z1(r 0)dr 0, où
z1(r 0) =
∫
exp

− 1
Ξ

1
2
∫
"(r )[∇φ(r )]2dr + i
∫
∂ V
φ(r )d′r

+ iφ(r 0)

[dφ]. (6.31)
Pour connaître la pression, nous devons calculer Z , et la densité de charge est proportion-
nelle à z1(r ) et sera normalisée avec l’électroneutralité.
Pression
Commençons par calculer Z0, ce qui est facile car l’intégrale est gaussienne :
Z0 = det

−∇ · "∇
Ξ
−1/2
exp

− 1
2Ξ2
∫
∂ V
G(r , r ′)d′rd′r ′

, (6.32)
où G(r , r ′) = 
φ(r )φ  r ′, la moyenne étant prise avec seulement la partie quadratique de
l’action. Le premier terme est la fonction de partition de Casimir pour cette configuration ;
l’énergie libre associée est (en ne retenant que la dépendance en L) [Parsegian, 2006]
FC =− ln

det

−∇ · "∇
Ξ
−1/2
=
1
4pi
∫ ∞
0
ln

1−∆2e−2kL kdk = Li3 ∆2
16piL2
, (6.33)
avec
∆=
1− "ext
1+ "ext
. (6.34)
Nous avons utilisé la fonction polylogarithme Lik(x) =
∑∞
n=1 x
n/nk.
Le deuxième terme de (6.32) prend en compte la charge de surface. Comme dans l’intro-
duction générale, 1.4.2, il faut décomposer le champ en modes de Fourier dans les directions
x parallèles aux plaques. On montre alors qu’avec notre configuration, la fonction de Green
vaut
G
 
x , z; x ′, z′= ∫ eik·(x−x ′)Gk  z, z′ dk(2pi)2 , (6.35)
avec
Gk
 
z, z′= Ξe−k|z−z′|
2k
+
ch
 
k

z+ z′+∆e−kL ch kz− z′
∆−1ekL −∆e−kL
 . (6.36)
Cette expression est « relativement facile » à obtenir avec les outils introduits en 8.A. On a
donc ∫
∂ V
G
 
r , r ′d′rd′r ′ = 2G0 L2 , L2

+ G0

− L
2
,
L
2

, (6.37)
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où l’on a utilisé la symétrie du système et pris
∫
∂ V
d′r = 1 pour avoir in fine la force par énergie
de surface. La fonction de Green semble mal définie dans (6.36) pour le mode k = 0, mais
comme nous n’avons besoin que de la dépendance en L, nous pouvons dériver par rapport à
L pour un mode k , 0 puis prendre la limite k → 0. On obtient ainsi∫
∂ V
G
 
r , r ′d′rd′r ′ =−ΞL. (6.38)
On a donc pour le grand potentiel, à l’ordre 0 en λ,
Ω0 =− ln(Z0) = 14pi
∫ ∞
0
ln

1−∆2e−2kL kdk− L
2Ξ
. (6.39)
On reconnaît la somme de l’attraction de Casimir et de la répulsion entre deux surfaces char-
gées. La première est négligeable par rapport à la seconde dans ce type de système.
Calculons maintenant z1(r 0) ; l’intégration sur le champ donne
z1(r 0) = Z0 exp

−1
2
G(r 0, r 0) +
1
Ξ
∫
∂ V
G(r , r 0)d
′r

= Z0 exp

− Ξ
4pi
∫ ∞
0
ch(2kz0)
∆−1ekL −∆e−kL kdk−
L
2

. (6.40)
Nous avons utilisé les mêmes techniques que précédemment pour passer de la première à la
deuxième ligne.
Pour calculer la pression, nous n’avons besoin que de la dépendance en L de l’énergie libre
(6.15) ; celle-ci vaut
FCF = − ln(Z0)− 〈N〉Ξ ln

Z1
Z0

=
1
4pi
∫ ∞
0
ln

1−∆2e−2kL kdk+ L
2Ξ
− 2
Ξ
ln
 ∫ L/2
−L/2
exp

− Ξ
4pi
∫ ∞
0
ch(2kz0)
∆−1ekL −∆e−kL kdk

dz0
!
. (6.41)
On remarque surtout le deuxième terme, qui induit une attraction indépendante de la dis-
tance. Il est assez intuitif : la plaque de gauche, chargée par exemple négativement, voit l’ion
chargé positivement et la plaque de droite, chargée négativement. Or la somme de ces deux
dernières charges est positive, ce qui « tire » la plaque de gauche vers la droite.
On peut ainsi obtenir la pression par intégration numérique ; elle est tracée FIG. 6.2 avec
le résultat du champ moyen. La principale différence est que la pression de champ moyen
reste positive (il peut être démontré que c’est toujours le cas dans cette approximation,
[Neu, 1999]), alors que celle du couplage fort peut être négative, ce qui est dû à la force
attractive évoquée précédemment.
Comme le champ moyen et le couplage fort sont deux limites « opposées », il est raison-
nable de penser que la pression se trouve entre les prédictions du couplage fort et du champ
moyen.
Densité
La densité d’ions est proportionnelle à z1(r 0) et est normalisée par l’électroneutralité ; elle est
tracée FIG. 6.3 avec la densité de champ moyen. On observe un effet complètement opposé :
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FIGURE 6.2 – Pression en fonction de la séparation des plaques, en champ moyen pour Ξ = 1
et en couplage fort pour Ξ = 10 et "ext = 0,05.
en champ moyen, les ions sont attirés par les plaques et cherchent à les écranter, alors qu’en
couplage fort ils sont repoussés par les plaques. L’explication est très simple : en couplage
fort, la charge des plaques ne joue pas sur la position de l’ion (ce qui est normal, toutes
les deux l’attirent également indépendamment de sa position), et ce sont les charges images
qui le repoussent des interfaces. Les charges images sont induites par le saut de permittivité
diélectrique (dans la limite ∆→ 0, la densité devient constante), qui ne joue aucun rôle dans
les équations du champ moyen.
6.2 Extensions possibles
Après cette indigeste introduction d’un modèle simple et des premières approximations utilisés
pour décrire le comportement des ions proches d’interfaces, voyons quelles sont les voies
explorées pour produire des descriptions plus réalistes. Il y a deux façons « d’améliorer »
nos résultats. La première consiste à résoudre le modèle de base au delà des approximations
que nous avons présentées ici, la deuxième cherche à introduire plus de paramètres dans les
modèles, pour décrire plus finement les ions ou les interfaces.
Une façon simple de dépasser l’approximation de champ moyen est de prendre en compte
les fluctuations autour de lui [Kanducˇ et Podgornik, 2007]. Une autre méthode consiste à
considérer un modèle plus simple que l’on sait résoudre exactement : c’est le cas du modèle
que nous avons ici, mais en dimension 1 et sans saut diélectrique [Dean et al., 2009].
D’un autre côté, les pistes sont nombreuses pour affiner notre modèle : des diffé-
rences de comportement pour des ions de même charge ont été observées dès 1887 par
Franz HOFMEISTER et ses collaborateurs [Hofmeister et al., 1898, Kunz et al., 2004]. Les ions
peuvent être considérés non plus comme des charges ponctuelles, mais comme des dis-
tributions étendues possédant des moments multipolaires [Kanducˇ et al., 2009]. Les ions
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FIGURE 6.3 – Densité d’ions en fonction de la position pour une séparation L = 6, en champ
moyen pour Ξ = 1 et en couplage fort pour Ξ = 10 et "ext = 0,05.
peuvent aussi polariser les molécules d’eau autour d’eux, ce qui modifie les propriétés di-
électriques du milieu ; cet effet peut être pris en compte en considérant des ions polarisables
[Levin, 2009, Ben-Yaakov et al., 2011a]. Enfin, il existe une concentration maximale pour les
ions, qui dépend simplement de leur taille ; cet effet est notamment très facile à prendre en
compte au niveau du champ moyen [Borukhov et al., 2000, Kornyshev, 2007]. Toutes ces ex-
tensions concernent les ions, mais on peut aussi considérer des objets de forme différentes,
comme des sphères [Bakhshandeh et al., 2011].
Cette partie de la thèse contient en quelque sorte deux exemples d’extension du modèle
présenté ici. Nous étudions d’abord un modèle de liquide ionique (chapitre 7), très simple,
et qui peut être résolu exactement. Nous obtenons des résultats intéressants qui ne sont pas
prédits par les approches de champ moyen. Dans un deuxième temps, nous reprenons le
modèle de cette introduction mais en y ajoutant la polarisabilité des ions (chapitre 8). On va
aussi plus loin dans le traitement du couplage faible en calculant les fluctuations autour du
champ moyen.
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Modèle unidimensionnel de liquide ionique
Nous abordons ici le cas très particulier des liquides ioniques. Ceux-ci présentent
un phénomène d’oscillation de la densité de charge près d’une surface chargée,
qui n’a pas été expliqué par les théories de champ moyen. Nous introduisons un
modèle de gaz chargé sur réseau qui peut être résolu exactement et qui présente
le même comportement.
Les liquides ioniques, aussi appelés « sels fondus », sont des liquides contenant (presque)
uniquement des ions (chargés positivement et négativement). Ils ont bien sûr de nombreuses
applications en chimie. La différence par rapport aux ions en solution est qu’ils ne peuvent pas
être considérés comme dilués, et donc que leur taille joue un rôle important. De plus, l’eau
n’est pas là pour « amortir » les interactions électrostatiques, qui y sont très fortes.
En conséquence, les liquides ioniques présentent un phénomène étonnant au voisinage
d’une surface chargée : si la surface est chargée positivement, on observe une couche
d’anions, puis une couche de cations. . . Cette structure a été observée expérimentale-
ment (indirectement) [Mezger et al., 2008] et par des simulations de dynamique molécu-
laire [Fedorov et Kornyshev, 2008]. Les tentatives pour reproduire ces oscillations en in-
troduisant une concentration maximale dans une théorie de champ moyen ont échoué
[Borukhov et al., 2000, Kornyshev, 2007].
7.1 Modèle et méthode de calcul
Une méthode naturelle pour prendre en compte la taille finie des ions consiste à les placer sur
un réseau : chaque site peut accueillir au plus un ion et la maille du réseau est donnée par
le diamètre des ions. Cette méthode a déjà été utilisée et résolue dans la limite continue et
de champ moyen [Borukhov et al., 2000]. Ici, nous voulons dépasser le champ moyen ; pour
cela, nous nous limitons à un modèle unidimensionnel, présenté FIG. 7.1. Le réseau est fini et
les charges de surface occupent les extrémités.
7.1.1 Dérivation de la fonction de partition
Considérons un réseau unidimensionnel de taille finie, de N + 2 sites j ∈ ¹0, N + 1º séparés
d’une distance a (cf. FIG. 7.1). Les sites j ∈ ¹1, Nº peuvent porter une charge q, une charge
−q, ou aucune charge ; on notera α jq la charge du site j, avec α j ∈ {−1,0, 1}. L’énergie d’une
• • • • • • • • • • • • •
0 1 2 N N + 1
FIGURE 7.1 – Modèle du gaz chargé sur réseau, les boules foncées représentent les cations et
les boules claires les anions. Les extrémités sont les charges de surface, elles sont fixées dans
notre modèle.
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configuration (α j) de ce système est
H[α] =− γ
4β
N∑
i, j=1
|i− j|αiα j , (7.1)
où
γ=
βq2a
εε0
. (7.2)
La fonction de partition grand canonique est obtenue à partir de cette énergie en ajoutant
la condition d’électroneutralité
∑
j α j = 0 et en donnant une fugacité λ aux ions :
Z =∑
(α j)
λ
∑
j |α j |δ
 N∑
j=1
α j
exp −βH[α] . (7.3)
Dans cette équation δ représente le symbole de Kronecker ; en utilisant sa représentation de
Fourier δ(n) =
∫ 2pi
0
einxdx , on peut réécrire la fonction de partition
Z =∑
(α j)
λ
∑
j |α j |
∫ 2pi
0
exp
γ
4
N∑
i, j=1
|i− j|αiα j + iθ
N∑
j=1
α j
dθ . (7.4)
On utilise maintenant une transformation d’Hubbard-Stratonovich pour un champ discret :
exp
γ
4
N∑
i, j=1
|i− j|αiα j
=N ∫ exp
− 1
2γ
N∑
j=0

φ j −φ j+1
2− i N∑
j=1
α jφ j
 N+1∏
j=1
dφ j . (7.5)
N est une constante de normalisation dépendante de la taille du système et qui sera fixée en
écrivant que la pression est nulle en l’absence d’ions (c’est à dire quand λ = 0). Maintenant
que les variables α j sont découplées, nous pouvons faire la somme sur les configurations pour
obtenir la fonction de partition
Z =N
∫
exp
 −S[φ] N+1∏
j=0
dφ j , (7.6)
où l’intégrale sur θ a été remplacée par une intégrale sur φ0, dont il faut se rappeler qu’elle
ne porte que sur l’intervalle [0, 2pi]. L’action est
S[φ] =
1
2γ
N∑
j=0

φ j −φ j+1
2− N∑
j=1
ln(1+ 2λ cos[φ j]). (7.7)
En regardant le cas particulier où λ = 0, il apparaît que la constante de normalisation est
N = (2piγ)−N/2 et la fonction de partition s’écrit
Z =
∫
exp
 −S[φ] N+1∏
j=0
dφ jp
2piγ
. (7.8)
Introduisons maintenant des charges Qq sur le site 0 et −Qq sur le site N + 1, où Q n’est
pas nécessairement entier. Il suffit d’ajouter les termes correspondants à l’action, qui devient
S[φ] =
1
2γ
N∑
j=0

φ j −φ j+1
2− N∑
j=1
ln(1+ 2λ cos[φ j]) + iQ
 
φ0−φN+1 . (7.9)
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7.1.2 Formulation avec une matrice de transfert
Le champ évolue entre deux sites consécutifs avec le « propagateur libre »
p
 
φ,φ′= 1p
2piγ
exp

−[φ −φ
′]2
2γ

. (7.10)
Il permet de réécrire la fonction de partition
Z =
∫
e−iQφ0 p  φ0,φ11+ 2λ cos(φ1)× · · · × p  φN ,φN+1eiQφN+1 N+1∏
j=0
dφ j . (7.11)
On définit la racine carrée du propagateur libre
p1/2
 
φ,φ′= 1p
piγ
exp

−[φ −φ
′]2
γ

(7.12)
qui vérifie
∫
p1/2
 
φ,φ′′ p1/2  φ′′,φ′dφ′′ = p  φ,φ′, et enfin le propagateur, ou matrice
de transfert [Baxter, 2007],
K(φ,φ′) =
∫
p1/2
 
φ,φ′′1+ 2λ cos φ′′ p1/2  φ′′,φ′dφ′′. (7.13)
Définissons enfin la fonction
ψQ(φ0) =
∫
p1/2
 
φ0,φ
′eiQφ′dφ′. (7.14)
Avec ces notations, on peut réécrire la fonction de partition de manière plus compacte, en
notation vectorielle,
Z = 〈ψQ|KN |ψQ〉. (7.15)
Dans ce cadre, le fait que l’intégrale sur φ0 soit limitée à l’intervalle [0, 2pi] se traduit par la
définition
〈 f |g〉=
∫ 2pi
0
f ∗(x)g(x)dx . (7.16)
Nous avons ainsi le grand potentiel
Ω =−T ln〈ψQ|KN |ψQ〉, (7.17)
qui permet de calculer la pression. Pour obtenir la charge moyenne, il est facile de voir qu’il
suffit d’introduire l’opérateur
L(φ,φ′) =
∫
p1/2
 
φ,φ′′ (−2iλ) sin φ′′ p1/2  φ′′,φ′dφ′′, (7.18)
et la charge moyenne au site j vaut
¬
α j
¶
=
〈ψQ|K j−1 LKN− j|ψQ〉
〈ψQ|KN |ψQ〉 . (7.19)
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7.1.3 Réduction de la matrice de transfert
Les expressions (7.15) et (7.19) ne manquent peut-être pas d’élégance, mais ne nous ap-
portent rien pour l’instant : il faut diagonaliser la matrice de transfert pour les calculer. Nous
allons montrer qu’en écrivant la matrice de transfert dans une base appropriée, on peut avec
une très bonne approximation se ramener à une matrice de transfert de dimension finie.
Pour déterminer cette base, commençons par regarder quelles sont les fonctions générées
par nos opérateurs appliquées aux fonctionsψQ(φ) = eiQφ . L’opérateur p1/2 est diagonal dans
l’espace de Fourier, et la multiplication par cos(φ) présente dans la matrice de transfert génère
des modes de Fourier de vecteur d’onde Q+ n, avec n ∈ Z. Cela nous donne la base à utiliser,
qui dépend de la charge de surface Q :
ψk : φ 7→ eikφ , k ∈ Z+Q

. (7.20)
Écrivons maintenant les éléments de matrice des opérateurs dans cette base :
〈ψk|p1/2|ψl〉= e−γk2/4δk−l , (7.21)
où δ est le symbole de Kronecker et un facteur 2pi sans importance a été oublié. On a aussi
〈ψk|K |ψl〉= e−γ(k2+l2)/4  δk−l +λδk−l+1+δk−l−1 , (7.22)
et
〈ψk|L|ψl〉= e−γ(k2+l2)/4λ δk−l+1−δk−l−1 . (7.23)
Les modes k tels que exp(−γk2/4) 1 sont très vite amortis par la matrice de transfert et
ne contribuent pas à la fonction de partition. On peut donc restreindre l’espace des fonctions
(7.20) aux modes |k| < kmax avec exp(−γk2max/4) 1 ; on prendra ici kmax = 25. Il est facile
de vérifier que nos résultats ne dépendent pas de cette coupure, ce qui rend notre résolution
« exacte ». L’espace sur lequel nous travaillons est maintenant de dimension 50, ce qui rend
les opérateurs K et L très faciles à diagonaliser numériquement.
7.2 Résultats
Nous présentons ici les résultats pour la pression puis pour la densité de charge. Ces résultats
sont obtenus par calcul numérique de (7.15) et (7.19) avec une coupure sur le module du
mode.
7.2.1 Pression
La pression est donnée par la différence de grand potentiel quand le nombre de sites varie :
PN+ 1
2
= ΩN −ΩN+1. (7.24)
La position N + 1/2 est choisie arbitrairement. Quand le nombre de sites devient très grand,
la pression tend vers la pression de cœur Pc = limN→∞ PN+ 1
2
. Il est plus intéressant de regarder
la pression de disjonction P ′ = P − Pc, qui dérive de l’enthalpie libre G = Ω+ PcN .
L’enthalpie libre adimensionnée g = G/T est tracée FIG. 7.2 en fonction de la taille du
système. Nous y remarquons deux caractéristiques principales :
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FIGURE 7.2 – Enthalpie libre adimensionnée g = G/T en fonction de la taille du système pour
γ= 1, λ= 10 et différentes valeurs de la charge de surface Q.
• La pression de disjonction est négative jusqu’à une taille N ' 2Q, nulle ensuite. Pour un
système assez grand, les charges de surface sont écrantées par les ions et n’interagissent
pas. Comme il faut Q sites pour écranter une charge de surface Q, l’écrantage est incom-
plet si la taille du système est inférieure à 2Q, et on observe alors une attraction entre
deux plaques inversement chargées.
• L’enthalpie libre présente des oscillations où les nombres pairs de sites sont plus stables.
Comme le potentiel chimique choisi ici est assez important (λ = 10), laisser un site
vide coûte beaucoup d’énergie. Or les systèmes contenant un nombre impair de sites
doivent laisser un site vide pour satisfaire l’électroneutralité (il faut un nombre pair
d’ions dans le système) ; ils sont ainsi pénalisés. Ces oscillations s’estompent quand la
taille augmente, car l’entropie favorise à ce moment là l’apparition de sites vides.
Parlons maintenant de la pression de cœur, qui est donnée par la valeur propre maximale
λ0 de la matrice K :
Pc = T lnλ0. (7.25)
Cette valeur propre dépend de l’espace sur lequel l’opérateur K agit, qui est défini par
(7.20). Cet espace dépend clairement de Q modulo 1, c’est à dire de θ = Q − bQc ∈
[0,1[. Ainsi, la valeur propre λ0 dépend de θ , et la pression de cœur aussi, Pc(θ) =
T lnλ0(θ). Cette dépendance correspond à ce qui est appelé vide θ pour un gaz de Coulomb
[Aizenman et Fröhlich, 1981] (« θ -vacuum » en anglais).
La pression de cœur est donnée FIG. 7.3 en fonction de la charge de surface, et on observe :
• La pression de cœur varie très peu en fonction de la charge de surface, la variation
relative est ∆pc/pc ∼ 10−3.
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FIGURE 7.3 – Pression de cœur adimensionnée pc = Pc/T en fonction de la charge de surface
modulo 1 θ pour γ = 1 et différentes valeurs de la fugacité. Sans normalisation, on a pc(θ =
0,µ= 1) = 0,66 et pc(θ = 0,µ= 10) = 2, 50.
• Le sens de variation dépend de la valeur de la fugacité. Quand la pression de cœur aug-
mente, le grand potentiel diminue et les états concernés sont favorisés ; ici les charges
demi-entières sont favorisées pour λ = 1 et les charges entières sont favorisées pour
λ= 10.
Sans rentrer dans les détails techniques, il est possible d’imposer la différence de ten-
sion entre les armatures plutôt que leur charge. En faisant varier la tension, la charge
moyenne présente des plateaux aux charges qui sont favorisées [Démery et al., 2012].
7.2.2 Densité de charge
La densité de charge moyenne 〈α j〉 près d’une des surface est donnée FIG. 7.4. À faible
densité, elle présente une variation monotone comme pour le calcul de champ moyen
[Borukhov et al., 2000]. Quand la densité augmente, une structure de couches de charges al-
ternées émerge ; l’épaisseur de ces couches est la taille du réseau a, qui correspond à la taille
des ions. La longueur sur laquelle ces oscillations se produisent correspond à la longueur de
corrélation du système, qui semble ici être de l’ordre de la fugacité, ξ ' λ. Cette observation
est cohérente avec le fait qu’à peu près un site vide est observé pour λ sites, et que ce site vide
peut être responsable de la décorrélation de la distribution de charge.
Nous observons aussi que ces couches alternées en charge ne sont présentes que pour
des charges de surface non entières (leur amplitude est maximale pour des charges demi-
entières). Cela vient du fait qu’il n’est pas possible d’écranter une charge qui n’est pas entière :
quand un anion est attirée près d’une charge de surface Q = 0,5, la charge effective vue par
le système devient −0, 5, et un cation est attiré, et ainsi de suite. Cela ne se produit bien sûr
pas avec une charge entière.
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FIGURE 7.4 – Charge moyenne en fonction de la position près de l’armature gauche pour γ= 1,
Q = 0, 5 et différentes valeurs de λ.
Ce résultat reproduit celui d’expériences [Mezger et al., 2008] et de simulations de dyna-
mique moléculaire [Fedorov et Kornyshev, 2008], et il n’a pas été observé dans une théorie de
champ moyen simple : il constitue l’apport principal de cette résolution exacte.
7.3 Conclusion
Notre modèle simple de liquide ionique présente l’avantage de pouvoir être résolu exactement.
Sa solution donne notamment la distribution de charge, qui correspond qualitativement aux
observations antérieures des expériences et simulations numériques. Il constitue une avancée
dans la compréhension théorique de ces oscillations et nous permet d’en dégager les ingré-
dients essentiels : la taille finie des ions et la prise en compte des corrélations entre eux. Il faut
mentionner ici qu’une théorie de champ moyen rendant compte des oscillations de la charge
a été proposée [Bazant et al., 2011], mais elle inclut à la main un terme dans l’action, sans
aucun fondement physique. Nous avons montré que ce n’est pas le modèle de base qui est en
question, mais la précision de sa résolution.
Insistons toutefois sur le fait que cette étude ne met pas un point final à l’explication
de l’oscillation de la charge. Premièrement, l’accord que nous avons trouvé est seulement
qualitatif. Deuxièmement, il s’agit d’un modèle à une dimension. Bien que le modèle soit facile
à généraliser, il en va tout autrement de sa résolution. En attendant des avancées théoriques
sur le modèle tridimensionnel, des simulations numériques peuvent éventuellement confirmer
sa pertinence pour expliquer les phénomènes observés.
Enfin, évoquons la capacité de ce condensateur ; elle a été étudiée [Démery et al., 2012]
mais les résultats ne sont pas présentés ici. Là encore nos résultats correspondent à ceux du
champ moyen [Kornyshev, 2007], mais avec des oscillations.
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Ions polarisables aux interfaces
Nous reprenons le modèle simple de l’introduction, mais avec des ions polari-
sables. Nous traitons le couplage faible en calculant la solution de champ moyen
mais aussi les fluctuations gaussiennes autour de cette solution. D’un autre côté,
nous présentons la solution en couplage fort. Des divergences apparaissent dans
les deux limites et doivent être régularisées par une longueur de coupure, qui
peut avoir plusieurs interprétations.
Dans l’introduction, nous avons évoqué l’effet Hofmeister : l’ajout de sel dans une solution
y modifie la solubilité des protéines, mais cet effet dépend fortement du type de sel, y compris
pour des sels de même charge [Kunz et al., 2004]. Ceci pointe clairement une limite de la
description d’une solution ionique proposée dans l’introduction : dans ce modèle, les ions
sont complètement décrits par leur charge. Pour prendre en compte cette dépendance, il faut
introduire un autre paramètre : nous choisissons la polarisabilité.
La polarisabilité des ions modifie la permittivité diélectrique du milieu. Il y a deux origines
à ce phénomène : d’une part, l’ion n’a pas les mêmes propriétés qu’une molécule d’eau, or
c’est le moment dipolaire de l’eau qui confère au milieu sa grande permittivité (sa permittivité
relative est εe ' 80). D’autre part, l’ion modifie l’organisation des molécules d’eau autour
de lui, en orientant les moments dipolaires des molécules ; ces molécules d’eau ne s’alignent
plus selon le champ électrique, et la permittivité diélectrique décroît. Les molécules d’eau
concernées forment la couche d’hydratation, schématisée FIG. 8.1. À cause de ce dernier effet,
la polarisabilité effective des ions est généralement négative [Ben-Yaakov et al., 2011a], et
nous nous restreignons à ce cas.
En dehors de la polarisabilité, le système est celui étudié dans l’introduction. Il a déjà été
résolu au niveau du champ moyen dans [Ben-Yaakov et al., 2011a].
8.1 Modèle et fonction de partition
L’ « énergie » d’un ion non polarisable de charge q et de position r 0 dans un champ φ(r ) vaut
e(r 0) =−iqφ(r 0) (6.5). Avec une polarisabilité α, elle devient
e(r 0) =−iqφ(r 0) + α2 [∇φ(r 0)]
2. (8.1)
Les longueurs caractéristiques sont les mêmes que dans l’introduction, et après avoir défini la
polarisabilité adimensionnée
α˜=
α
β
 
qlGC
2 , (8.2)
on peut écrire l’action adimensionnée,
S

φ

=
1
2
∫
" (r )
∇φ (r )2 dr −λ∫ expiφ (r )− α
2
[∇φ(r )]2

dr + i
∫
∂ V
φ (r )d′r .
(8.3)
Rappelons que la fonction de partition vaut
Z =
∫
exp

−S[φ]
Ξ

[dφ]. (8.4)
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FIGURE 8.1 – Organisation des molécules d’eau au voisinage d’un ion : les molécules de la
couche d’hydratation sont orientées par l’ion, alors que les autres s’alignent sur le champ
électrique.
La densité vaut maintenant
n(r ) = λexp

iφ(r )− α
2
[∇φ(r )]2

. (8.5)
8.2 Couplage faible
8.2.1 Champ moyen
L’équation du champ moyen se dérive comme dans l’introduction, et on obtient ici, après avoir
introduit ψ=−iφ∗,
∇ ·  "(r ) +αn∗(r )∇ψ(r )=−n∗(r ) + 1∂ V (r ). (8.6)
Le rôle de la polarisabilité apparaît clairement ici : elle modifie la constante diélectrique pro-
portionnellement à la concentration. Contrairement au cas sans polarisabilité, où l’existence
d’une solution analytique relevait du miracle, cette équation doit être résolue numériquement.
Comme précédemment, l’énergie libre qui permet de calculer la pression est
F0 =
S[iψ]
Ξ
+
2
Ξ
ln(λ). (8.7)
Les résultats seront présentés plus loin.
8.2.2 Fluctuations autour du champ moyen
L’approximation du champ moyen est l’ordre 0 du développement de couplage de couplage
faible. À l’ordre suivant, on considère que de petites fluctuations θ sont autorisées autour
du champ moyen. La contribution des fluctuations à la pression a déjà été calculée pour des
ions non polarisables avec la méthode du déterminant séculaire [Kanducˇ et Podgornik, 2007].
Nous passons ici par l’action des fluctuations, qui permet d’obtenir en plus l’effet des fluctua-
tions sur la densité.
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Nous voulons obtenir l’action de ces fluctuations, qui est gaussienne à cet ordre,
S[iψ+ θ] = S[iψ] +
∫
δ2S[iψ]
δφ(r )δφ (r ′)θ(r )θ
 
r ′drdr ′ = S[iψ] + S(2)[θ]. (8.8)
Avec cette action, l’énergie libre s’écrit au second ordre
F2 = F0− ln
Z (2)= F0− ln∫ exp−S(2)[θ]Ξ

[dθ]

. (8.9)
On obtient assez facilement pour l’action des fluctuations
S(2)[θ] =
1
2
∫  
"+αn∗ (∇θ)2+ n∗α2(∇ψ ·∇θ)2+  1∂ V −∇ · ("∇ψ)θ2 (8.10)
(l’intégrale porte naturellement sur la position, omise ici par souci de légèreté). Étant don-
née la géométrie de notre problème, l’équation du champ moyen est unidimensionnelle ; il
est alors judicieux de développer les fluctuations en modes de Fourier selon les directions x
perpendiculaires aux plaques :
θ(x , z) =
∫
eik·x θ˜(k, z) dk
(2pi)2
. (8.11)
Comme l’action est gaussienne, les modes n’interagissent pas entre eux et on peut décomposer
l’action
S(2)[θ] =
∫
S(2)k

θ˜(k, ·) dk
(2pi)2
, (8.12)
avec
S(2)k [θ] =
1
2
∫ 
"+αn∗+α2n∗ψ′2

θ ′2+
 
"+αn∗ k2−  "ψ′′θ2
+
1
2

θ

− L
2
2
+ θ

L
2

(8.13)
= S(2)k,c[θ] + S
(2)
k,s[θ]. (8.14)
On a écrit l’action comme somme d’un terme de cœur S(2)k,c[θ] et d’un terme de surface S
(2)
k,s[θ].
Il faut remarquer que le dernier terme de l’intégrale ci-dessus contient un terme de surface,
car
 
"ψ′′ n’est pas continu aux interfaces. Nous mettons cette discontinuité dans l’action de
surface :
S(2)k,s[θ] =
C
2

θ

− L
2
2
+ θ

L
2
2
, (8.15)
avec
C = 1− "ψ′−L/2+−L/2− , (8.16)
où on a noté [ f (z)]z2z1 = f (z2)− f (z1).
L’action (8.13) devient pathologique si, par exemple, " + αn∗ + α2n∗ψ′2 devient négatif.
Comme le dernier terme de cette somme est négatif, on rencontre un problème dès que "+αn∗
est négatif. Ce terme représente la permittivité effective de la solution dans l’équation de
champ moyen (8.6), et une permittivité locale négative est synonyme de divergence pour les
fluctuations du champ. Les fluctuations divergent donc au-delà d’une certaine concentration,
ce qui se produit notamment si les plaques sont trop rapprochées.
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Pression
Après avoir décomposé les fluctuations en modes de Fourier, l’énergie libre s’écrit
F2 = F0− 12pi
∫ ∞
0
ln

Z (2)k

kdk, (8.17)
où la fonction de partition est calculée dans l’appendice 8.A. La pression est donnée par
P2 =−∂ F2∂ L . (8.18)
Numériquement, il apparaît que l’intégrale sur les modes de Fourier diverge. Ceci vient de
notre modèle de dipôles ponctuels. Pour la régulariser, il faut donner une longueur de coupure
R en dessous de laquelle les ions ne répondent plus aux fluctuations du champ électrique.
Nous discuterons plus loin de ce que cette longueur représente. Les intégrales sur les modes
de Fourier sont alors coupées à
kmax =
pilGC
R
. (8.19)
Les résultats du calcul numérique sont présentés FIG. 8.3, et l’effet des fluctuations est
isolé FIG. 8.5. Comme dans l’introduction, la pression est positive1, et elle décroît avec la
polarisabilité (en valeur absolue). Ceci est un effet des fluctuations, car la pression augmente
avec la polarisabilité au niveau du champ moyen [Ben-Yaakov et al., 2011a].
Densité
Nous voulons maintenant voir comment les fluctuations affectent la densité,
n2(r ) =
­
exp

−α
2
[∇φ(r )]2+ iφ(r )
·
2
, (8.20)
l’indice « 2 » signifiant que les fluctuations sont prises en compte. Nous n’avons pas fait appa-
raître la fugacité, car nous n’avons besoin de connaître la densité qu’à une constante près ; la
densité sera ensuite normalisée avec l’électroneutralité. Commençons par une transformation
d’Hubbard-Stratonovich visant à n’avoir que des termes linéaires en le champ,
n2(r ) = (−2piα)−3/2
∫
exp

p2
2α


exp
 
p ·∇φ(r ) + iφ(r )2 dp, (8.21)
où α < 0. Pour calculer cette moyenne, écrivons le champ comme somme du champ moyen et
des fluctuations, φ = iψ+ θ , alors
n2(r ) = (−2piα)−3/2
∫
exp

p2
2α

exp
 
ip ·∇ψ(r )−ψ(r )
exp p ·∇θ(r ) + iθ(r )2 dp.
(8.22)
La moyenne est maintenant facile à calculer car les fluctuations sont gaussiennes. Avec le
corrélateur des fluctuations G
 
r , r ′= 
θ(r )θ  r ′2, elle s’écrit

exp
 
p ·∇θ(r ) + iθ(r )2 = exp12 tp∇t∇′G(r , r )p + 12ip ·∇G(r , r )− 12 G(r , r )

.
(8.23)
1Le théorème que nous avions mentionné [Neu, 1999] ne concerne que le champ moyen. Avec les fluctuations,
la pression pourrait être négative.
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FIGURE 8.2 – Plan des paramètres α et R et zone interdite, qui représente des ions qui induisent
une permittivité locale et négative et n’a aucun sens physique.
Nous avons utilisé ∇ pour le gradient par rapport à la première variable de G  r , r ′, ∇′ pour
le gradient par rapport à la seconde variable, et ∇=∇+∇′. En insérant cette moyenne dans
l’expression de la densité et en calculant l’intégrale gaussienne sur p, il apparaît qu’on peut
introduire un champ renormalisé et une polarisabilité renormalisée (qui devient une matrice
dépendante de la position)
ψ2(r ) = ψ(r ) +
1
2
G(r , r ), (8.24)
α2(r ) = α

1+α∇t∇′G (r , r )−1 . (8.25)
Ces quantités permettent d’écrire la densité incluant les fluctuations (presque) comme la den-
sité de champ moyen :
n2(r ) = det

α2(r )
α
1/2
exp

1
2
t∇ψ2(r )α2(r )∇ψ2(r )−ψ2(r )

. (8.26)
Cette expression n’est plus définie si le déterminant est négatif, ce qui arrive si α est trop
négatif. On remarque que la valeur critique de α dépend du corrélateur, et donc de la longueur
de coupure. Il s’agit ici encore du signe de la permittivité effective au niveau de l’ion, qui ne
doit pas devenir négative. Si l’ion perturbe la permittivité sur un volume V , la permittivité
effective dans ce volume est schématiquement 1+ α/V (en quantités adimensionnées). Phy-
siquement, cette quantité ne peut pas être négative, ce qui interdit une région du plan (α, R).
La région accessible est définie par une relation de la forme α/R3 ≥ −constante, représentée
FIG. 8.2.
Nous avons donc besoin de connaître G(r , r ) et ∇t∇′G(r , r ) en chaque point. Nous utili-
sons la décomposition de Fourier en modes transverses pour écrire la fonction de Green
G
 
r , r ′= ∫ eik·(x−x ′)Gk  z, z′ dk(2pi)2 , (8.27)
où Gk
 
z, z′ est le corrélateur unidimensionnel pour l’action (8.13). On a alors besoin des
fonctions Gk(z, z) et ∂ ∂ ′Gk(z, z) ; elles sont calculées dans l’appendice 8.A. Nous avons fina-
lement
G(r , r ) =
∫
Gk(z, z)
dk
(2pi)2
=
1
2pi
∫ ∞
0
Gk(z, z)kdk, (8.28)
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et la matrice
∇t∇′G(r , r ) =
∫ 
∂ ∂ ′ −itk∂
ik∂ ′ k tk

Gk(z, z)
dk
(2pi)2
=
1
2pi
∫ ∞
0

∂ ∂ ′ 0
0 k
2
2
12

Gk(z, z)kdk,
(8.29)
où 12 est la matrice identité 2× 2.
Au final, tout ce que nous avons à faire numériquement est d’intégrer les équations de
Pauli-van Vleck pour chaque mode. Le calcul de la pression est plus long car il faut les intégrer
pour différentes valeurs de la taille du système.
La densité est tracée en fonction de la position FIG. 8.4, et la correction par rapport au
champ moyen est donnée FIG. 8.5. L’effet de la polarisabilité très marqué que nous observons
est principalement dû au champ moyen : la polarisabilité repousse les ions des interfaces.
Les fluctuations apportent une petite correction, visible seulement quand la polarisabilité est
grande. Globalement, elles repoussent les ions des interfaces ; ceci peut être interprété comme
un effet des images, car les fluctuations dépendent de la permittivité du milieu extérieur,
contrairement au champ moyen.
8.3 Couplage fort
L’approximation de couplage fort est très similaire à celle développée dans l’introduction. Le
développement reste le même,
Z ' Z0+ λΞZ1. (8.30)
La fonction de partition sans ion est bien sûr inchangée,
Z0 =
∫
exp

− 1
Ξ

1
2
∫
"(r )[∇φ(r )]2dr + i
∫
∂ V
φ(r )d′r

[dφ]. (8.31)
La fonction de partition à un ion s’écrit toujours Z1 =
∫
z1(r 0)dr 0, avec maintenant
z1(r 0) =∫
exp

− 1
Ξ

1
2
∫
"(r )[∇φ(r )]2dr + i
∫
∂ V
φ(r )d′r

+ iφ(r 0)− α2 [∇φ(r 0)]
2

[dφ].
(8.32)
8.3.1 Pression
Comme dans l’introduction, l’énergie libre s’écrit de manière générale
FCF =− ln(Z0)− 〈N〉Ξ ln

Z1
Z0

. (8.33)
Comme Z0 est inchangé, nous n’avons qu’à calculer Z1. Ici, il faut d’abord utiliser une trans-
formation d’Hubbard-Stratonovich pour « linéariser » le terme [∇φ(r 0)]2 ; ensuite, on peut
intégrer sur le champ comme dans l’introduction,
z1(r 0) = Z0(−2piα)−3/2
∫
exp

p2
2α
− 1
2
−tpA(r 0)p + 2ip · B(r 0) + C(r 0)dp. (8.34)
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Les fonctions A(r 0), B(r 0) et C(r 0) sont données par
A(r 0) = ∇t∇′G(r 0, r 0), (8.35)
B(r 0) = ∇G(r 0, r 0)− 1Ξ∇
∫
∂ V
G(r 0, r )d
′r , (8.36)
C(r 0) = G(r 0, r 0)− 2Ξ
∫
∂ V
G(r 0, r )d
′r . (8.37)
Il est alors facile de calculer l’intégrale sur p, ce qui donne
z1(r 0) = Z0 det
 
1+αA(r 0)
−1/2 exp1
2
tB(r 0)

α−1+ A(r 0)
−1
B(r 0)− C(r 0)2

. (8.38)
On retrouve le problème rencontré dans la limite de couplage faible si le déterminant est
négatif. Comme les corrélateurs sont différents, la polarisabilité critique n’est pas exactement
la même, mais on a la même forme de zone interdite (FIG. 8.2).
Pour calculer les fonctions A(r 0), B(r 0) et C(r 0), il faut décomposer le champ en modes
de Fourier transverses et utiliser le corrélateur unidimensionnel (6.36). En ne retenant que les
dépendances qui nous intéressent (en L et z0), il reste
A(r 0) =
1
2pi
∫ kmax
0

∂ ∂ ′ 0
0 k
2
2
12

Gk(z0, z0)kdk, (8.39)
B(r 0) =
Ξ
2pi

1
0
∫ kmax
0
k2 sh(2kz0)
∆−1ekL −∆e−kL dk, (8.40)
C(r 0) =
Ξ
2pi
∫ kmax
0
ch(2kz0)
∆−1ekL −∆e−kL kdk+ L. (8.41)
Pour calculer le premier élément de la matrice apparaissant dans A(r 0), il faut encore utiliser
la régularisation, mais elle peut se calculer explicitement :
∂ ∂ ′Gk(z0, z0) =
Ξ
pi

qmax(k)− k arctan

qmax(k)
k

+Ξk2
ch(2kz0)−∆e−kL
∆ekL −∆e−kL , (8.42)
où le mode de coupure qmax(k) est défini dans l’appendice, (8.76).
Ensuite, comme dans l’introduction générale, l’énergie libre est donnée par
FCF = FC+
L
2Ξ
− 2
Ξ
ln

Z ′1
Z0

, (8.43)
où on a défini Z1 = e−L/2Z ′1 pour rendre plus explicite la partie extensive de l’énergie libre,
qui vient du dernier terme de C(r 0) (8.41).
La pression est tracée FIG. 8.3 en fonction de la séparation des plaques. Comme dans
l’introduction, la pression est négative, et comme en couplage faible, la pression apporte un
terme négatif à la pression. Les paramètres explorés ne sont pas les mêmes pour les deux
limites étudiées car la polarisabilité critique change, et qu’il faut s’approcher de cette valeur
critique pour observer l’effet de la polarisabilité.
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FIGURE 8.3 – Pression en fonction de la séparation des plaques, pour "ext = 0,05, R = 1, et
pour différentes valeurs de α. Gauche : en couplage faible, Ξ = 1. Droite : en couplage fort,
Ξ = 10.
0,2
0,3
0,4
0,5
−4 −3 −2 −1 0
n
z
0
0, 1
0, 2
0, 3
−4 −3 −2 −1 0
z
α=−1,5
α=−1
α=−0,5
α=−0,05
α=−0,01
α=−0,001
FIGURE 8.4 – Densité en fonction de la position, pour L = 8, "ext = 0, 05, et pour différentes
valeurs de α. Gauche : en couplage faible, Ξ = 1 et R = 0, 3. Droite : en couplage fort, Ξ = 10
et R= 1.
8.3.2 Densité
Il n’y a aucun calcul supplémentaire à faire pour connaître la densité, elle est proportionnelle
à z1(r 0) et est normalisée par l’électroneutralité.
Le résultat apparaît FIG. 8.4. Comme dans le cas du champ moyen, la polarisabilité tend à
repousser les ions des interfaces. On remarque que les ions sont moins repoussés ici que dans
l’introduction, quand ils n’étaient pas polarisables (voir FIG. 6.3). Ceci vient de la coupure que
nous avons introduit, qui donne une étendue à la distribution de charge et réduit par là l’effet
des images.
8.4 Conclusion
La polarisabilité des ions peut être inclue facilement dans l’action du « champ électrostatique ».
Le champ moyen donne une équation de Poisson-Boltzmann modifiée, qui doit être résolue
exactement. Le calcul des fluctuations autour du champ moyen est plus lourd, et fait apparaître
des divergences dues à la présence de dipôles ponctuels : il faut introduire une longueur
de coupure en-dessous de laquelle les ions ne modifient plus la permittivité du milieu. La
limite de couplage fort se calcule comme sans polarisabilité, à une transformation de Hubbard-
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Stratonovich près. Là encore, une divergence apparaît et est régularisée de la même manière.
Les effets observés sont plutôt faibles, sauf lorsqu’on s’approche de la zone interdite pour les
paramètres α et R.
Du point de vue du formalisme, notre dérivation rigoureuse de la fonction de partition
grand canonique montre que la polarisabilité ne peut pas être prise en compte en ajoutant sim-
plement un terme dans l’action, comme des études le supposent [Edwards et Williams, 2004].
Revenons sur les significations possibles de la longueur de coupure R. Elle peut être iden-
tifiée à la taille des ions, mais dans ce cas les ions ne pourraient pas s’approcher aussi près
des interfaces. Nous avons vu que l’entité qui explique la polarisabilité négative est l’ion en-
touré de la couche d’hydratation (FIG. 8.1) : dans ce cas, R représenterait la taille de cette
cellule. Les ions pourraient s’approcher à une distance nettement inférieure à R des inter-
faces, en perdant environ la moitié de leur couche d’hydratation. On pourrait considérer en
plus le coût énergétique de la perte de la couche d’hydratation, qui dépend du type d’ions
[dos Santos et Levin, 2011]. Enfin, il pourrait s’agir de la taille des molécules d’eau, qui ne ré-
pondent pas aux trop courtes longueurs d’onde . D’un autre côté, les surfaces sont rugueuses et
il est difficile de définir précisément la distance entre un ion et la surface. Tous ces paramètres
peuvent intervenir et nous les avons modélisés simplement par une longueur caractéristique.
8.A Étude de l’action des fluctuations
L’action des fluctuations est simple à traiter à l’extérieur des plaques (c’est une action gaus-
sienne invariante par translation), elle contient des termes de surface au niveau des plaques
et perd son invariance par translation entre les plaques. Nous montrons dans un premier
temps comment calculer le propagateur entre les plaques, puis nous appliquerons ces calculs
à l’action des fluctuations sur tout l’espace.
8.A.1 Action gaussienne non invariante par translation
Entre les plaques, nous avons à faire à une action de la forme (nous omettons la constante de
couplage et la fonction de partition est Z = ∫ exp(−S)),
S[θ] =
1
2
∫ 
A(z)θ ′(z)2+ B(z)θ(z)2

dz. (8.44)
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Les fonctions A et B valent, entre les plaques (nous ne noterons pas la dépendance en k de la
fonction dans cette première section de l’annexe),
A(z) =
1
Ξ

1+αn∗(z) +α2n∗(z)ψ′(z)2

, (8.45)
B(z) =
1
Ξ
 
1+αn∗(z) k2−ψ′′(z) . (8.46)
Nous reprenons ici l’analyse de cette fonction de partition faite dans [Dean et al., 2010].
Nous souhaitons calculer le propagateur,
K
 
θ0,θ1, z, z
′= ∫ θ(z′)=θ1
θ(z)=θ0
exp (−S[θ]) [dθ], (8.47)
où l’action est prise implicitement sur l’intervalle

z, z′.
Le propagateur doit vérifier la relation de composition
K
 
θ0,θ1, z, z
′= ∫ K  θ0,θ2, z, z′′K  θ2,θ1, z′′, z′dθ2. (8.48)
Cette relation s’écrit matriciellement K
 
z, z′= K  z, z′′K  z′′, z′.
Comme l’action est gaussienne, le propagateur doit lui aussi être gaussien, il s’écrit donc
sous la forme
K
 
θ0,θ1, z, z
′= r b(z, z′)
2pi
exp

−ai(z, z
′)
2
θ20 −
af(z, z′)
2
θ21 + b(z, z
′)θ0θ1

, (8.49)
où le facteur multiplicatif est fixé par la relation de composition (8.48). Il ne reste plus qu’à
connaître ces trois fonctions pour pouvoir tout calculer. Pour cela, nous allons utiliser deux
ingrédients : la relation de composition, et le fait que, sur un petit intervalle, on peut calculer
le corrélateur.
La règle de composition donne
ai(z, z
′+ ζ) = ai(z, z′)− b(z, z
′)2
af(z, z′) + ai(z′, z′+ ζ)
, (8.50)
af(z, z
′+ ζ) = af(z′, z′+ ζ)− b(z
′, z′+ ζ)2
af(z, z′) + ai(z′, z′+ ζ)
, (8.51)
b(z, z′+ ζ) = b(z, z
′)b(z′, z′+ ζ)
af(z, z′) + ai(z′, z′+ ζ)
. (8.52)
Et sur un petit intervalle [z, z + ζ], où A et B sont presque constantes, il est facile de montrer
que les fonctions sont données par (voir [Kleinert, 2004], 2.3)
ai(z, z+ ζ) =
p
A(z)B(z)
th(ω(z)ζ)
, (8.53)
af(z, z+ ζ) =
p
A(z)B(z)
th(ω(z)ζ)
, (8.54)
b(z, z+ ζ) =
p
A(z)B(z)
sh(ω(z)ζ)
, (8.55)
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où ω(z) =
p
B(z)/A(z). Des équations (8.50-8.55), on en déduit que les fonction ai, af et b
satisfont les équations différentielles suivantes
∂ b
∂ z′ (z, z
′) = −af(z, z
′)b(z, z′)
A(z′) , (8.56)
∂ ai
∂ z′ (z, z
′) = − b(z, z
′)2
A(z′) , (8.57)
∂ af
∂ z′ (z, z
′) = B(z′)− af(z, z
′)2
A(z′) . (8.58)
avec les conditions initiales
b(z, z′) ∼
z′→z ai(z, z
′) ∼
z′→z af(z, z
′) ∼
z′→z
A(z)
z′− z (8.59)
Les équations (8.49) et (8.56-8.59) sont les formules de Pauli-van Vleck.
Voilà tout ce que l’on peut dire pour ce corrélateur. Si l’on est chanceux, une solution
analytique existe. Dans notre cas, les fonctions A et B, issues de la solution de l’équation de
champ moyen, ne sont pas connues analytiquement ; il faut donc intégrer les formules de
Pauli-van Vleck numériquement.
8.A.2 Fonctions de partition et de corrélation des fluctuations
Revenons au cas précis de l’action des fluctuations. À l’extérieur des plaques, les fonctions
valent
A(z) =
"ext
Ξ
, (8.60)
Bk(z) =
"extk
2
Ξ
. (8.61)
On peut utiliser les relations (8.53-8.55) valables sur un petit intervalle, mais aussi sur un
intervalle où les fonctions A et B sont constantes. On trouve donc, sur une longueur l de
milieu extérieur,
Kext(θ0,θ1, l, k) =
r
"extk
2piΞ sh(kl)
exp

− "extk
2Ξ th(kl)

θ20 + θ
2
1

+
"extk
Ξ sh(kl)
θ0θ1

. (8.62)
Appelant Kint le propagateur entre les plaques, la fonction de partition pour l’action (8.13)
vaut, en notation matricielle,
Z (2)k = liml→∞〈1|Kext(l, k)exp

−Cθ
2
2Ξ

Kint

− L
2
,
L
2
, k

exp

−Cθ
2
2Ξ

Kext(l, k)|1〉. (8.63)
Calculons le vecteur
Kext(l, k)|1〉=
∫
Kext
 
θ0,θ1, l, k

=
1p
ch(kl)
exp

−"extk th(kl)
2Ξ
θ20

. (8.64)
Il est clair que la limite l →∞ est problématique : ce vecteur tend vers 0. Comme on cherche
au final la dépendance en L de l’énergie libre, on peut retirer le terme 1/
p
ch(kl). Physique-
ment, cela revient à retirer l’énergie infinie des fluctuations en dehors des plaques, de façon
indépendante de L. On définit ainsi le vecteur des conditions aux limites,
|ext, k〉= exp

−C + "extk
2Ξ
θ2

, (8.65)
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qui permet d’écrire très simplement la fonction de partition
Z (2)k = 〈ext, k|Kint

− L
2
,
L
2
, k

|ext, k〉. (8.66)
Nous allons maintenant utiliser la formule de Pauli-van Vleck pour avoir le propagateur,
et nous définissons pour alléger les notations aki (L) = a
k
i
− L
2
, L
2

, de même pour af et b ;
l’exposant « k » indique que ces fonctions dépendent du mode k. La fonction de partition est
ainsi
Z (2)k =
√√√√ 2pibk(L)h
aki (L) +
C+"extk
Ξ
i2− bk(L)2 . (8.67)
Nous avons tiré parti de la symétrie z→−z du système, qui implique aki
 
z, z′= akf  −z′,−z
et bk
 
z, z′ = bk  −z′,−z. Cette expression conduit à une pression contenant un terme
indépendant de L, venant du fait que le volume total de l’espace dépend de L, dans notre
formulation. Concrètement, on remarque qu’il vient de la décroissance exponentielle de la
fonction bk, bk(L) ∼ exp(−kL). En enlevant cette pression « artificielle », l’expression que
nous retenons pour la fonction de partition est
Z (2)k = ekL/2
√√√√ 2pibk(L)h
aki (L) +
C+"extk
Ξ
i2− bk(L)2 . (8.68)
Nous avons aussi besoin de la fonction de corrélation, mais entre les plaques seulement ;
celle-ci s’écrit
Gk
 
z, z′= 〈ext, k|Kint − L2 , z, kθKint  z, z′, kθKint z′, L2 , k |ext, k〉〈ext, k|Kint − L2 , L2 , k |ext, k〉 . (8.69)
Pour z = z′, cela donne, avec les expressions que nous avons dérivées plus haut,
Gk(z, z) =
akf − L2 , z

− b
k
− L
2
, z
2
C+"extk
Ξ + a
k
i
− L
2
, z
 + [z→−z]
−1 . (8.70)
où [z→−z] représente le terme obtenu en remplaçant z par −z dans le premier terme.
Le second terme qu’il nous faut, ∂ ∂ ′Gk(z, z), peut être défini par la limite
∂ ∂ ′Gk(z, z) = lim
ζ→0(2ζ)
−2 Gk(z+ ζ, z+ ζ)− 2Gk(z− ζ, z+ ζ) + Gk(z− ζ, z− ζ) . (8.71)
Comme attendu, cette limite diverge. Mais comme on connaît bien ce système localement,
on peut calculer analytiquement la divergence. On peut donc aussi la régulariser analytique-
ment. Pour être cohérent avec la régularisation (8.19) utilisée pour l’énergie libre, il faut la
régulariser dans l’espace de Fourier.
Commençons par décomposer le corrélateur de la façon suivante :
Gk = G
num
k − Glock + Glock . (8.72)
Gnumk est le corrélateur calculé en intégrant numériquement les équations de Pauli-van Vleck
(il est connu dans l’espace réel) ; Glock est le corrélateur calculé en supposant que les fonctions
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A(z) et Bk(z) sont constantes autour de z, il contient la divergence que l’on souhaite régula-
riser. Ainsi, le terme Gnumk − Glock ne contient pas de divergences quand on calcule sa dérivée
seconde, et on peut facilement écrire le dernier terme Glock dans l’espace de Fourier et enlever
sa divergence.
Le corrélateur local vaut
Glock
 
z, z′= e−ωk(z)|z−z′|
2A(z)ωk(z)
, (8.73)
et s’écrit dans l’espace de Fourier
G˜lock (q) =
1
A(z)

q2+ωk(z)2
 . (8.74)
Sa contribution régularisée à la dérivée seconde vaut
∂ ∂ ′Grégk (z, z) =
∫
|q|<qmax(k)
q2
A(z)

q2+ωk(z)2
 dq
2pi
=
1
piA(z)

qmax(k)−ωk(z)arctan

qmax(k)
ωk(z)

. (8.75)
L’exposant « rég » indique que la régularisation a été appliquée. La coupure longitudinale
dépend naturellement de la coupure tridimensionnelle et du mode transverse,
qmax(k)
2+ k2 = k2max. (8.76)
Passons à la dérivée seconde du corrélateur « numérique », qui est donnée avant passage
à la limite par 
∂ ∂ ′ζ Gnumk (z, z) = a+ a′− 2b4ζ2  aa′− b2 , (8.77)
où
a = aki (z− ζ, z+ ζ) + akf (0, z− ζ)−
bk(0, z− ζ)2
C+"extk
Ξ + a
k
i (0, z− ζ)
, (8.78)
a′ = akf (z− ζ, z+ ζ) + akf (0, L− z− ζ)−
bk(0, L− z− ζ)2
C+"extk
Ξ + a
k
i (0, L− z− ζ)
, (8.79)
b = bk(z− ζ, z+ ζ). (8.80)
Notons qu’il suffit de connaître les fonctions aki , a
k
i , et b
k entre −L/2 et tout point z pour
retrouver ces fonctions entre deux points z et z′ en inversant les relations de composition
(8.50-8.52).
Il faut enfin la dérivée seconde, avant passage à la limite, du corrélateur local (8.73),

∂ ∂ ′ζ Glock (z, z) = 1− e−2ωk(z)ζ4ζ2A(z)ωk(z) . (8.81)
La dérivée seconde régularisée du corrélateur s’écrit donc
∂ ∂ ′Gk(z, z) = lim
ζ→0

∂ ∂ ′ζ Gnumk (z, z)− ∂ ∂ ′ζ Glock (z, z)+ ∂ ∂ ′Grégk (z, z). (8.82)
Cette fois, la limite est bien définie. Concrètement, on prend pour ζ le plus petit pas de dis-
crétisation du calcul numérique.
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Conclusion
Nous avons suivi le programme fixé dans l’introduction, qui n’est autre que l’objectif général
de la physique statistique : partant d’un système dont les lois fondamentales sont connues, in-
tégrer les degrés de liberté microscopiques pour en déduire les lois effectives pour les degrés
de liberté macroscopiques. Nous avons considéré des systèmes calqués sur le système minimal
utilisé pour l’effet Casimir : deux plaques baignant dans un champ fluctuant. Nous sommes
ensuite partis dans deux directions différentes, chacune faisant l’objet d’une partie ; pour cha-
cune d’entre elles, nous récapitulons dans cette conclusion les principaux résultats obtenus et
nous proposons des pistes pour développer notre compréhension de ces systèmes.
9.1 Dynamique
Dans la première partie, nous avons quitté l’équilibre en mettant en mouvement une plaque
(ou une particule). L’ajout de la dynamique du champ nous a permis de calculer la force de
frottement dans deux situations : quand la particule est couplée linéairement ou quadrati-
quement au champ. La dépendance en la vitesse est la même dans les deux cas : la force est
linéaire en la vitesse à petite vitesse, puis inversement proportionnelle à la vitesse à grande vi-
tesse. L’origine de la force est toutefois différente : dans le cas d’un couplage quadratique, elle
est due aux fluctuations du champ, c’est un « frottement de Casimir ». Dans les deux cas, en
reliant le frottement au coefficient de diffusion, nous avons étudié la dynamique des protéines
membranaires, et proposé une méthode de sélection de l’interaction protéine-membrane do-
minante.
Nous avons ensuite regardé la diffusion d’une particule dans un champ fluctuant. Dans la
limite d’un champ rapide, nous avons établi un lien avec le coefficient de frottement. Nous
avons donné des résultats valides en-dehors de cette limite et en accord avec les simulations
numériques. Nous avons notamment expliqué quantitativement la transition, pour une parti-
cule passive, entre un ralentissement dans un champ gelé et une accélération dans un champ
rapide.
Nous avons globalement bien compris les phénomènes de frottement, mais nous n’avons
pas réussi à résoudre exactement le cas du couplage quadratique. Obtenir une expression
analytique est souhaitable, et les calculs numériques que nous avons présentés peuvent nous
guider. Il serait particulièrement intéressant de connaître la dépendance en la vitesse dans
le cas de Casimir, où la constante de couplage est infinie. D’un autre côté, nous ne nous
sommes intéressés qu’aux champs les plus simples, à savoir les champs gaussiens. On pourrait
essayer de calculer le frottement pour des champs plus complexes, dont l’action contiendrait
des termes quartiques, ou pour le modèle d’Ising en deux dimensions sous la transition de
phase.
En ce qui concerne la diffusion, beaucoup reste à faire. Pour un couplage linéaire d’abord,
une solution non perturbative est toujours recherchée. Nous avons proposé une piste pour
étendre numériquement notre résultat perturbatif, et il existe des méthodes approchées non
perturbatives comme la méthode gaussienne variationnelle. Nous n’avons pas du tout étu-
dié la diffusion d’une particule couplée quadratiquement à un champ gaussien, mais cela
semble réalisable dans la limite perturbative avec nos méthodes. Contrairement au cas du
couplage linéaire, la diffusion couplée quadratiquement à un champ gaussien gelé présente
une transition de phase, à une dimension, vers une sous-diffusion à basse température
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[Touya et Dean, 2007]. On peut alors se demander si cette transition de phase survit au pas-
sage à un champ fluctuant. Rappelons toutefois qu’il faut avoir des outils non perturbatifs
pour étudier l’existence d’une transition de phase.
9.2 Systèmes ioniques
La deuxième partie part dans une autre direction : les systèmes étudiés sont à l’équilibre, mais
plus complexes. Il s’agit de systèmes d’ions dans des liquides. Les deux quantités auxquelles
nous nous sommes intéressés sont la pression et la densité d’ions. Nous avons revu en détail
le modèle de base et comment dériver une action portant uniquement sur le champ électro-
statique (multiplié par i pour assurer la stabilité du système). Les calculs peuvent être faits
dans deux limites, celle du couplage faible (où les ions sont faiblement attirés par les surfaces
chargées) et la limite opposée du couplage fort. Ce modèle basique peut être développé dans
plusieurs directions ; nous en avons choisi deux. La première donne une polarisabilité aux
ions : la modification de l’action est relativement simple. Dans les deux limites, les résultats
montrent que la polarisabilité réduit la pression et repousse les ions des interfaces.
La deuxième modification de ce modèle de base est plus brutale : pour tenir compte des
effets d’encombrement, non négligeables dans les liquides ioniques, nous plaçons les ions sur
un réseau, et nous considérons le problème unidimensionnel. Alors, nous pouvons calculer
exactement la pression et la densité (de charge). Cette dernière présente un comportement
observé dans les expériences et les simulations mais toujours pas compris théoriquement : elle
oscille près des surfaces.
Les résultats que nous avons obtenus pour les ions polarisables dépendent assez fortement
des paramètres utilisés, et des simulations numériques seraient les bienvenues. Pour les li-
quides ioniques, la prochaine marche à franchir est de voir si l’oscillation de charge persiste
en trois dimensions. Le problème est que la méthode de matrice de transfert que nous avons
utilisée est dédiée aux problèmes unidimensionnels. Enfin, nous avons observé que la période
des oscillations est donnée par la maille du réseau, qui représente la taille des particules. Rem-
placer le réseau par des sphères dures permettrait de confirmer que c’est bien la taille des ions
qui est responsable des oscillations.
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Interactions induced by a fluctuating environment
Thesis defended by Vincent DÉMERY on June 15th, 2012, in the Université Paul Sabatier.
Work directed by David DEAN in the Laboratoire de Physique Théorique, Université Paul
Sabatier, 118 route de Narbonne, 31062 Toulouse Cedex 4, France, France.
Abstract: The interaction between two objects is, most of the time, carried by their environ-
ment. The properties of the environment allow one to compute the features of the interaction
felt between the objects. This computation is presented in this thesis in two different situa-
tions.
The first part deals with the effect of a fluctuating environment on a moving object.
The mean force is computed for an object moving at constant speed and coupled linearly
or quadratically to its environment. In the last case, the drag force is only due to fluctua-
tions and is thus a Casimir drag. The diffusion coefficient is then computed for a weak linear
coupling, generalising known results for diffusion in a quenched potential. The computations
are valid for a very general form of environment, and can be applied to proteins diffusing in
fluctuating lipid membranes.
The second part is about systems of ions between two charged plates. The first studied
system is a one-dimensionnal model of ionic liquid on a lattice for which the pressure and
the charge density can be computed exactly. The second system contains polarizable ions; the
effects of polarisability on the pressure and the charge density are looked at in two limiting
cases.
Mots-clefs : Thermal Casimir effect, drag forces, diffusion, ions close to interfaces, ionic
liquid.
Interactions induites par un environnement fluctuant
Thèse de physique de la matière soutenue par Vincent DÉMERY le 15 juin 2012 à l’Univer-
sité Paul Sabatier. Travaux encadrés par David DEAN au Laboratoire de Physique Théorique,
Université Paul Sabatier, 118 route de Narbonne, 31062 Toulouse Cedex 4, France.
Résumé : L’interaction entre deux objets est, le plus souvent, transportée par leur environne-
ment. Les caractéristiques de ce dernier permettent de calculer les propriétés de l’interaction
ressentie entre ces objets. Cette thèse présente ce calcul dans deux situations différentes.
La première partie concerne l’effet d’un environnement fluctuant sur le mouvement d’un
seul objet. La force moyenne est calculée pour un objet avançant à vitesse constante et couplé
linéairement puis quadratiquement à son environnement. Dans ce dernier cas le frottement
ressenti est entièrement dû aux fluctuations : il s’agit d’un frottement de Casimir. Le coefficient
de diffusion est calculé pour un couplage linéaire faible, généralisant au passage des résultats
connus pour la diffusion dans un potentiel gelé. Ces calculs sont faits pour une classe très
générale d’environnements, et peuvent être appliqués à la diffusion de protéines dans des
membranes lipidiques fluctuantes.
La deuxième partie traite de systèmes contenant des ions entre deux plaques chargées.
Le premier système étudié est un modèle unidimensionnel de liquide ionique sur réseau pour
lequel la pression et la densité de charge peuvent être calculées exactement. Le deuxième
système est composé d’ions polarisables ; les effets de la polarisabilité sur la pression et la
densité de charge y sont étudiés dans deux limites distinctes.
Mots-clefs : Effet Casimir thermique, frottements, diffusion, ions aux interfaces, liquide io-
nique.
