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BIO-OPTICAL MODELLING FOR ECOSYSTEM MODELS IN CASE II WATERS 
By Violeta Sanjuan Calzado 
 
This thesis presents a thorough critique of bio-optical models and the validity of the parameters 
used to describe the inherent optical properties (IOP) of the ocean that define model behaviour.  
The context of this critique is to assess the feasibility of coupling optical and ecosystem models 
so that the optical model can adequately predict the underwater light field. The study explores 
each step of the forward bio-optical-ecosystem model in case II waters. An available data set of 
optical measurements from the Irish Sea is used to evaluate the errors and uncertainty of 
measured optical properties, and to explore the sensitivity of the predicted radiance field to 
uncertainties in the model parameters. 
The initialization of the bio-optical model is given by IOPs or concentrations of optically active 
constituents (OAC) and specific IOPs (SIOPs) derived from IOPs. Constituent concentrations 
and type determine optical water types. In this dataset, two distinctive water types are found in 
the region in different areas and seasons; chlorophyll dominated waters and mineral dominated 
waters. Uncertainty in IOPs and constituents are quantified in order to derive uncertainty ranges 
in SIOPs used in bio-optical models. Traditional SIOPs calculation significantly enlarges its 
apparent variability due to error propagation affecting the sensitivity of the bio-optical model. 
To overcome this, a new statistical method is presented which can reduce error propagation in 
the derivation of SIOPs from IOPs. The potential impact in reflectance of error propagation in 
optical modelling is studied for SIOPs obtained from both methods and a variety of water types. 
Finally, predefined SIOPs values from literature are evaluated for the best optical description of 
the area. Real limitations are present when using literature values due to the lack of published 
data and in particular scattering and backscattering coefficients. Current definitions of 
constituent IOPs are also mismatched to those OAC found in ecosystem models and this 
prevents the feasibility of coupling forward optical modelling within ecosystem models.  The 
conclusion is reached that further advances in the bio-optics field need to be made before such 
an approach is feasible, especially in the case of optically complex (Case II) waters. Contents 
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Introduction 
 
1.1 Aim of this thesis 
 
The work described in this thesis explores the feasibility of bio-optical modelling of the light 
field within ecosystems having complex, Case II, optical characteristics.  
 
The modelling of biogeochemical processes in natural waters has developed over the last two 
decades to the stage where hindcasting and forecasting of ecosystem behaviour is considered 
feasible.  Ecosystem models seek to reproduce and predict biogeochemical cycles in the ocean 
where the model is constrained by physical parameters such as, wind, currents, density and 
light.  The hydrodynamic and hydrographic aspects of the physical environment of marine 
ecosystems can generally be defined with confidence using ocean circulation models, which are 
largely independent of the ecosystem itself and represent the external forcing of the system.  On 
the other hand the physical optics which determines the light environment are not independent 
of the ecosystem. Because light interacts with particles which are defined by the biogeochemical 
processes, the specification of the optical behaviour of the seawater and its contents should be 
considered as a crucial element of an ecosystem model, although this is often overlooked 
because of the complexity of modelling the biogeochemical interactions themselves.   
 
It is therefore the aim of this work to analyze and improve the incorporation of optics into 
ecosystem models in order to produce an adequate and realistic representation of the light field 
in which the uncertainties are properly characterised and understood.  
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Many light dependent processes occur within an ecosystem and these can govern the dynamics 
of important elements of the model; photosynthesis determining primary production rates, 
photo-oxidation defining the sources or sink of carbon, etc. The addition of light dependent 
processes depends very much upon the complexity of the model. Even though light is the 
principal physical process to define life and other co-related processes, it is typically 
approximated as a simple factor, enormously limiting the dynamics of the light field that 
ultimately drive the ecosystem model. Furthermore, when light interacts with particles, state 
variables of the ecosystem model will be dynamically changing according to the absorption and 
scattering processes occurring. 
 
Therefore, for an accurate definition of ecosystem model processes an adequate characterization 
of the light field driving the ecosystem dynamics is necessary.  This can be given by a parallel 
bio-optical model instantaneously defining light variations and their repercussion on the 
ecosystem model. Some of the state variables in the ecosystem model (phytoplankton, dissolved 
organic carbon, non-algal particles) as well as the water itself are the principal optically active 
constituents (OAC) in natural waters that define the underwater light field by absorption and 
scattering processes. The absorption and scattering processes of these OAC are given by the 
inherent optical properties (IOP) of these constituents.  
Constituent IOPs are the initialization parameter in forward bio-optical modelling and radiative 
transfer modelling which defines the radiance field. But light is a constantly changing property, 
and in order to couple optical modelling with ecosystem models an accurate definition of IOPs 
and an assessment of every step in the forward optical model is needed (figure 1.1).  Given the 
current state of the art in optical oceanography, the outstanding challenge is to define these 
processes in complex coastal and Case II waters - those where phytoplankton is not the main 
OAC as it is in Case I waters - and where particles and dissolved organic matter have a 
significant impact on the underwater radiance field. 
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Retuning
 
Figure 1.1. Diagram of a bio-optical/ecosystem model. 
 
To meet this challenge, the study reported in this thesis addressed the following objectives: 
 
•  IOPs from OAC are comprehensively studied and defined to set up an adequate input 
for the bio-optical modelling according to the OAC within the ecosystem model. 
•  The effect of IOPs uncertainty in the input parameters and different optical water types 
is also studied to analyze the impact on the underwater light field.  
•  When optical observations are not available, IOPs from literature are identified that 
characterize the OAC from the ecosystem model in a Case II water environment. 
 
1.2 Coupling bio-optics and ecosystem models 
 
Many studies have been performed to model the underwater light field based on absorption and 
scattering processes of OAC. There is a wide literature on parameterization of absorption and 
scattering properties of OAC. Several studies have also computed remote sensing reflectance 
from absorption and scattering of OAC using bio-optical modelling and radiative transfer 
modelling. Outputs from the optical model are then assessed against in-situ radiometry, 
observations or remote sensing data in a closure exercise.  Many issues arise when undertaking 
   Chapter 1. Introduction 
 
4
closure exercises (Chang et al., 2003); uncertainties in input data, instrument corrections in 
optical data, assessment of the bio-optical algorithm to be used, and uncertainties on in-situ 
radiometry or remote sensing data. The way these factors impinge on optical modelling 
determine the performance of the bio-optical model but are rarely mentioned let alone taken into 
account. The work in this thesis precisely tackles possible sources of error affecting the output 
of the optical model.  
 
Fuji et al. (2007), have published the first discussion of a coupled optical-ecosystem model. In 
that work, based on the state variables of the ecosystem model, absorption and scattering 
processes of OAC are calculated and radiative transfer modelling is applied to retrieve remote 
sensing reflectance.  However some important issues are not addressed; uncertainties in IOP 
retrieval, adequacy of constituent IOPs used in relation to the state variables of the ecosystem 
model, and sensitivity studies of the optical characterization in IOPs used in different water 
types.  These points are explicitly addressed in this thesis. Ultimately optical modelling is a 
closure exercise in itself and so the issues affecting closure exercises are important factors that 
need to be considered in this work as well. This exercise is even harder in coastal environments, 
where the complexity of constituents within the water makes the computation of a bio-optical 
model particularly challenging. 
 
1.3 Implications: remote sensing data assimilation 
 
Ecosystem model outputs are often assessed and sometimes tuned with remote sensing products 
because of their excellent information content in terms of area coverage and near-real time 
acquisition, which provides an instantaneous assessment of the ecosystem dynamics in an 
operational base. Remote sensing has proved to be a reliable tool in many scenarios and 
provides accurate geophysical parameters. However a high degree of uncertainty is still present 
when the geophysical parameters are transformed into biogoechemical parameters. This is the 
case of products from ocean colour sensors, where the geophysical parameter (radiance) is 
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converted into a biogeochemical parameter such as chlorophyll, atmospheric dust, etc... Satellite 
derived chlorophyll products are used as a proxy for primary production in ecosystem 
modelling. Their use can have major implications for the ecosystem model assessment and 
operation. 
Ocean colour products used to estimate chlorophyll concentration in open ocean waters have 
shown a reasonable agreement with in situ data, but have also presented a high degree of 
uncertainty in shelf seas and coastal regions, typically greatly overestimating chlorophyll.  
Chlorophyll products are generated based on a direct relationship between chlorophyll (as an 
indicator of primary production and light absorption) and water leaving radiance which is 
measured by the satellite. Ocean colour algorithms are derived based on remote sensing 
reflectance ratios at single wavelengths of max/min absorption of chlorophyll. A similar 
procedure is applied to obtain satellite products from other OAC such as total suspended matter 
(TSM), and particulate organic carbon (POC). This technique typically relates remote sensing 
reflectance with the OAC of interest in a one to one approach, discarding the effect of any other 
light interacting particles and weights the algorithm over the most common case scenarios 
encountered in oceanographic environments. 
This approach leads to a high uncertainty when such observations come from complex 
oceanographic environments (coastal regions, upwelling systems, etc) which contain a variety 
of light interacting particles. The representation of these areas and a description of the 
ecological interactions occurring within ecosystem models are great challenges in themselves, 
which can be made harder when inaccurate ocean colour products are used to check the 
performance of the model.  
By using coupled optical-ecosystem models, modelled reflectance from the optical-ecosystem 
model could be directly assimilated with satellite remote sensing reflectance. This approach 
would eliminate added uncertainty from remote sensing products and create a direct comparison 
interface. In an operational approach, the optical-ecosystem model can be re-assessed in a near-
real time approach, dynamically readjusting the OAC within the ecosystem model according to 
remote sensing data assimilations. This approach also generates hyperspectral optical signatures 
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of the biogeochemical interactions ongoing in the ecosystem model. The traditional use of band 
ratio algorithms considerably limits the representation of such interactions. New generation 
satellites such as HICO (Hyperspectral Imager for the Coastal Ocean) provide a hyperspectral 
signature of the ocean colour. The data produced from such sensors can potentially change the 
approach of how remote sensing data has traditionally been used. 
 
 
 
 
Figure 1.2. Flow chart of the research. 
 
1.4 Outline of the thesis 
 
This thesis consists of two distinctive parts. The first chapters introduce a solid background in 
optics and in particular the bio-optics referred to in the later chapters.  The review includes state 
of the art algorithms and parameterisations of OAC which will be critically discussed. The 
second part of this work demonstrates each step of the forward optical model as in figure 1.2, 
using previously summarized and discussed parameterisations with an independent dataset from 
coastal and Case II waters. 
Derived from constituent IOPs  Constituents 
Chl, MSS, CDOM 
Constituent 
SIOPs 
Measurement 
 error 
Measurement 
 error 
RADIANCE 
Constituent 
IOPs 
Radiative 
Transfer 
Water type 
Literature SIOPs 
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As a beginning, chapter 2 provides brief background information in optical theory, stressing the 
optical quantities related to this work. IOPs and AOPs related with bio-optical modelling are 
summarized and described. Elastic and inelastic scattering are important when computing the 
underwater light field and a description of them is given here as well. The solution of the 
radiative transfer equation is presented which calculates the radiance field. Finally, relationships 
between IOPs and AOPs and simple bio-optical models to retrieve reflectance are also 
presented. 
 
Chapter 3 provides a comprehensive overview in bio-optics. This chapter centres on the four 
main components interacting with light in the sea and its optical properties; phytoplankton, 
coloured dissolved organic matter, suspended particles and water itself. An extensive literature 
review is provided on the retrieval of the optical properties of these constituents as well as a 
critical discussion of calculation techniques and methodological issues. 
Chapter 4 begins the substantive data analysis of the work and introduces the optical dataset 
from the Irish Sea used in this study. An overview of the region’s oceanography is given 
together with a quantitative description of the optical properties. These prompt a discussion 
about the different optical water types found in the seawater and their relationship to its 
biogoechemical composition.  Finally, a bio-optical model is introduced to describe the optical 
behaviour that characterises this region. 
Chapter 5 introduces the issue of uncertainty in optical data.  It discusses the variability in 
optical data, which is partly due to natural variability of the optical measurement itself and is 
partly a consequence of uncertainty in data measurements. Estimates of such uncertainty are 
given. The core of this chapter considers the statistical methods used to calculate derived optical 
quantities (specific IOPs) from IOPs and the error propagation when deriving SIOPs from IOPs. 
Finally it presents an alternative statistical method to derive SIOPs from IOPs which greatly 
reduces the variability due to error propagation.  
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Chapter 6 studies the propagation of uncertainties when IOPs are used in optical modelling. It 
presents simulations of IOP error propagation using a radiative transfer model (Hydrolight). 
Different case scenarios are introduced to test SIOP error propagation and the relevance of 
SIOPs in different water types. Ultimately this chapter presents sensitivity studies of reflectance 
spectra to error propagation and to variable biogeochemical environments, revealing the 
relevance of SIOPs to the quality of optical modelling. 
Chapter 7 evaluates the suitability of different constituent parameterizations of IOPs when real 
time optical data are not available for input in the bio-optical model. Parameterisations of the 
main OAC are reviewed and tested to establish their suitability when used in bio-optical 
modelling in an optical Case II environment. 
Finally, the thesis concludes with a summary of achievements of this work and their 
implications for the feasibility of coupled bio-optical – ecosystem models, together with some 
recommendations. It also presents a critical review on whether the actual research in bio-optics 
can support such a complex exercise and proposes some future research lines to materialize the 
possibility of coupling optics and ecosystem models. 
 
 
 
 
 
 
 
 
 
 
 Chapter 2 
Optical theory and fundamental definitions in ocean optics 
 
This chapter summarises those aspects of underwater optical theory which underpin the rest of 
the thesis, identifying the variables and defining the optical properties that are used throughout.  
A more complete and systematic treatment of underwater optics can be found in standard texts 
like Mobley (1994) or Spinrad (1994), on which this chapter is based. 
 
2.1 The radiance field 
 
As sunlight enters the ocean, it interacts with the particulates and dissolved materials within the 
water, as well as the water molecules themselves. These interactions produce two physical 
processes; absorption and scattering that will determine the underwater light field or radiance.  
Radiance, L, is the measure of light energy leaving an extended source in a particular direction. 
The definition of radiance is given by flux per unit area per unit of solid angle in a given 
direction in W m
-2 sr
-1: 
  
θ cos A
L
Ω
Φ
=    (2.1) 
where  Φ is the radiant flux or power, defined as the time rate of radiant energy flow as 
measured in watts (or joules per second), θ is the angle between the surface normal and the 
specified direction, A is the area of the source (m
2), and Ω is the solid angle (sr) subtended by 
the measurement. Spectral radiance is measured per unit wavelength and defines the variation of 
L with λ. Since radiance is a quantity difficult to measure, most light field measurements 
involve integrals of the radiance distribution.  The planar irradiance represents the energy flux 
impinging on a plane from one side.  Considering the integral of radiance coming from the 
upper or lower side of a horizontal plane leads to the definition of downwelling irradiance: 
    (2.2)  ∫
Ω
Ω =
d
d z L z Ed θ λ φ θ λ cos ) , , , ( ) , (
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and upwelling irradiance: 
    (2.3)  ∫
Ω
Ω − =
u
d z L z Eu θ λ φ θ λ cos ) , , , ( ) , (
in Wm
-2 nm
-1, where Ωd and Ωu represent integration over the lower and upper hemisphere 
respectively and z represents depth. Another useful optical property is scalar irradiance, denoted 
by E0 when radiance is integrated over the whole sphere and by E0d or E0u when radiance is 
integrated over the lower or upper hemisphere: 
    (2.4)  ∫
Ω
Ω = d z L z E ) , , , ( ) , ( 0 λ φ θ λ
    (2.5)  ∫
Ω
Ω =
d
d z L z E d θ λ φ θ λ cos ) , , , ( ) , ( 0
    (2.6)  ∫
Ω
Ω =
u
d z L z E u θ λ φ θ λ cos ) , , , ( ) , ( 0
where θ defines the direction of the measurement from the vertical. The average cosine of the 
downwelling radiance field is represented by:  
  
) , (
) , (
) , ( ~
0 λ
λ
λ μ
z E
z E
z
d
d
d =  (2.7) 
and similarly for the upwelling field.  Its maximum value is 1 when all the radiance is vertically 
downwards or upwards.  It reduces as the light field becomes more directionally diffuse. 
 
As shown in figure 2.1, when irradiance from the sun (both the direct solar radiance and 
irradiance from solar radiation scattered by the atmosphere) reaches the sea surface some is 
reflected at the surface, to produce the reflected light field with radiance Lr, and some, Lt,  is 
transmitted through the surface where it interacts with the water and its contents. This 
interaction generates the upwelling radiance field Lu measured just below the sea surface, and 
this becomes the water leaving radiance Lw, after transmission through the surface and into the 
atmosphere.  Note that the upwelling radiance measured in the atmosphere above the sea surface 
is the sum of the water leaving radiance and reflected radiance. The water leaving radiance is 
the optical property of interest since it is the result of the underwater light interacting with 
marine particles. 
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Lr(θ, Φ, λ) 
 
Figure 2.1. Schematic representation of the radiance field in relation to the sea surface. 
 
2.2 Apparent Optical Properties 
 
Apparent optical properties, AOP’s, are used to characterise the integrated optical response of a 
water body when it is illuminated.  The AOP’s depend both on the optical properties of the 
medium and on the directional structure of the light field. Some radiometric quantities, such as 
irradiance, can change greatly depending on the radiance field. However, there are certain ratios 
of radiometric quantities that are relatively insensitive to environmental factors. An ideal AOP 
changes only slightly with external environmental changes, but changes sufficiently with the 
optical response of the medium to be able to characterize one water body and distinguish it from 
another.  
One of the most used AOP’s is the spectral irradiance reflectance at a depth z that provides the 
ratio of spectral upwelling to downwelling plane irradiances. In field measurements, R(z,λ) is 
commonly evaluated just below the water surface, R(0
-, λ), or above the water surface, R(0
+, λ). 
  
) , (
) , (
) , (
λ
λ
λ
z E
z E
z R
d
u =  (2.8) 
R being dimensionless. For measurements in remote sensing a hybrid variable is used which 
provides the ratio of the light leaving through the surface in direction (θ,Φ) to the incident  
downwelling light (figure 2.1). This is the remote sensing reflectance, usually defined in the 
nadir-viewing direction: 
Ed(λ)
Lt(θ, Φ, λ)
Lw(θ, Φ, λ) 
Lu(θ, Φ, λ) 
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) , 0 (
) , , ; 0 (
) , , (
λ
λ φ θ
λ φ θ
=
=
≡
z E
z L
R
d
w
rs . (2.9) 
measured in sr
-1. Rrs presents very little dependence on sun angle and strong dependence on 
water optical properties, absorption and scattering, which makes it an ideal AOP in optical 
modelling. 
The most widely-used AOP in ecological models for light penetration is the downwelling 
diffuse attenuation coefficient Kd .Kd is essentially the attenuation with depth experienced by 
sunlight.  Its value depends on depth, sun angle, sky conditions, and shadowing by objects on 
the surface, as well as the absorption and scattering of light by the water and its contents.  
However as depth increases, the influence of the surface illumination characteristics decreases, 
and  Kd  eventually reaches an asymptotic value that is in fact an IOP.   Thus the distinction 
between IOPs and AOP’s can sometimes be misleading.   
Under typical conditions, the various radiances and irradiances decrease exponentially with 
depth. The spectral downwelling diffuse attenuation coefficient for spectral downwelling plane 
irradiance, Kd(z;λ), is measured in m
-1and is expressed, for a particular wavelength of light, as: 
  
dz
dE
z E z K
d
d d ) , ( ) , ( λ λ − =  (2.10) 
A similar expression defines the upwelling diffuse attenuation coefficient, Ku, which in general 
is not the same as the downwelling coefficient, especially near the surface.  
 
2.3 Inherent Optical Properties 
 
The scattering and absorption properties of a natural water body are called its Inherent Optical 
Properties (IOPs).  These are optical properties that depend only upon the medium, and are 
independent of the light field within the medium. There are also other IOPs such as index of 
refraction, beam attenuation coefficient and single scattering albedo.  
To define some of these quantities let us consider a volume ∆V of water, of thickness ∆r, 
illuminated by a narrow collimated beam of monochromatic light of spectral radiant power 
Φi(λ), where part of the incident power, Φa(λ), is absorbed within the volume of water (see 
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figure 2.2). Some part Φs(λ) is scattered out of the beam at an angle ψ, and the remaining power 
Φt(λ) is transmitted though the volume with no change in direction. Then Φs(λ) is the total 
power scattered into all directions.  
 
Φa 
Fig 2.2. Schematic representation of a narrow collimated beam illuminating a volume of 
water (Mobley, 1994). 
 
The spectral absorptance A(λ) is defined as the fraction of incident power that is absorbed 
within the volume: 
  
) (
) (
) (
λ
λ
λ
i
a A
Φ
Φ
≡  (2.11) 
and the spectral scatterance B(λ) is the fractional of the incident power that is scattered out of 
the beam: 
  
) (
) (
) (
λ
λ
λ
i
s B
Φ
Φ
≡ . (2.12) 
The spectral transmittance T(λ) is: 
  
) (
) (
) (
λ
λ
λ
i
t T
Φ
Φ
≡  (2.13) 
and  
   1 ) ( ) ( ) ( = + + λ λ λ T B A  (2.14) 
The inherent optical properties of interest for this work are the spectral absorption and scattering 
coefficients, which are respectively the spectral absorptance and scatterance per unit distance in 
the medium. The spectral absorption coefficient a(λ) is defined as: 
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r
A
a
r Δ
≡
→ Δ
) (
lim ) (
0
λ
λ  (2.15) 
And the spectral scattering coefficient b(λ) is: 
  
r
B
b
r Δ
≡
→ Δ
) (
lim ) (
0
λ
λ  (2.16) 
The spectral beam attenuation coefficient c(λ) is defined as: 
   ) ( ) ( ) ( λ λ λ b a c + ≡  (2.17) 
where c, a and b are measured in m
-1. 
ψ is the scattering angle; its values lie in the interval 0 ≤ ψ ≤ π.  B(ψ;λ) is the fraction of 
incident power scattered out of the beam through an angle ψ into a solid angle ∆Ω centred on ψ.  
The angular scatterance per unit distance and unit solid angle, B(ψ;λ), is: 
 
  
ΔΩ Δ Φ
Φ
=
ΔΩ Δ
≡
→ ΔΩ → Δ → ΔΩ → Δ r r
B
i
s
r r
) ; (
lim lim
) ; (
lim lim ) ; (
0 0 0 0
λ ψ λ ψ
λ ψ β  (2.18) 
 
The spectral power scattered into the given solid angle ∆Ω is just the spectral radiant intensity 
scattered into direction ψ times the solid angle: Φs(λ) = Is(λ)·∆Ω.  Moreover, if the incident 
power Φi(λ) falls on an area ∆A, then the corresponding incident irradiance is Ei(λ) = Φi(λ)/∆A. 
Noting that ∆V = ∆r·∆A is the volume of water that is illuminated by the incident beam gives: 
  
V E
I
i
s
v Δ
=
→ Δ ) (
) ; (
lim ) ; (
0 λ
λ ψ
λ ψ β  (2.19) 
which is the volume scattering function, also VSF, and gives the scattered intensity per unit of 
incident irradiance per unit of volume of water (sr
-1 m
-1). The spectral scattering coefficient is 
the result of integrating β(ψ;λ) over all directions:  
    (2.20)  ∫ ∫ = Ω =
π
ψ ψ λ ψ β π λ ψ β λ
0
sin ) ; ( 2 ) ; ( ) ( d d b
This integration is often divided into forward scattering, 0≤ ψ ≤ π/2, and backward scattering 
π/2≤  ψ  ≤  π. The corresponding spectral forward and backward scattering coefficients are 
respectively: 
    (2.21)  ∫ ≡
2 /
0
sin ) ; ( 2 ) (
π
ψ ψ λ ψ β π λ d bf
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    (2.22)  ∫ ≡
π
π
ψ ψ λ ψ β π λ
2 /
sin ) ; ( 2 ) ( d bb
For the scope of this work the most important scattering process is the backward scattering 
coefficient also called backscattering coefficient. 
Another inherent optical property commonly used in hydrologic optics is the spectral single 
scattering albedo, ω0, dimensionless, defined as: 
   c b/ 0 = ω  (2.23) 
In waters where the beam attenuation is due primarily to scattering, the value of ω0 approaches 
1 whereas in those where the beam attenuation is due primarily to absorption, ω0 is close to 
zero. 
 
The scattering phase function, P(ψ,λ), (sr
-1) specifies the angular dependence of the scattering 
without regard to its magnitude. 
   b P / β =  (2.24) 
In practice, any measure of β is extremely difficult. An approximate way to represent the 
direction of scattering is to use the backscattering ratio, B (Mobley, Sundman et al. 2002): 
   b b B b / =  (2.25) 
which represents the probability that a photon will be scattered through an angle ψ ≥ 90˚ in any 
scattering event. 
 
2.4 Elastic and inelastic scattering 
 
Since different components can be found in the water, when light interacts with them it can lead 
to different responses.  There are different scattering interactions according to the nature of the 
particle.  Rayleigh scattering is applied when the interaction is elastic and the photon energies of 
the scattered photons are not changed. Scattering in which the scattered photons have either a 
higher or lower photon energy is called Raman inelastic scattering. A loss of energy results in a 
shift to longer wavelengths and vice versa. Usually this kind of scattering involves exciting 
some vibrational mode of the molecules, giving lower scattered photon energy, or scattering of 
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an excited vibrational state of a molecule which adds its vibrational energy to the incident 
photon. This type of scattering is involved in phytoplankton fluorescence. 
Like Rayleigh scattering, Raman scattering depends upon the polarizability of the molecules. 
For polarizable molecules, the incident photon energy can excite vibrational modes of the 
molecules, yielding scattered photons which are diminished in energy by the amount of the 
vibrational transition energies. Raman spectroscopy also has application in remote monitoring 
for pollutants. For example, the scattering produced by a laser beam directed to the plume of a 
waste pipeline can be used to monitor the effluent for levels of molecules which will produce 
recognizable Raman lines. This laser produces scattered light which includes one or more 
"sidebands" that are offset by rotational and/or vibrational energy differences which can also 
provide information about the type of pollutant. Raman scattering is significant in the study of 
different optically active constituents of the water in Case II situations (Mobley, 1994).  
The scattering from molecules and very tiny particles (< 1/10 wavelength) is predominantly 
Rayleigh scattering. When the particle size is comparable to or bigger in diameter than the 
incident wavelength, Mie theory is used to compute scattering. This scattering produces a 
pattern like an antenna lobe, with a sharper and more intense forward lobe for larger particles 
(figure 2.3). 
 
Figure 2.3. Directional dispersion of light in Rayleigh and Mie scattering. 
 
Mie theory is used to compute scattering for particles in a homogeneous medium whose index 
of refraction is real. Mie theory assumes that the particles are sufficiently diluted so that 
scattering is independent, and that particles are spherical and homogeneous. Mie scattering is 
not wavelength dependent and the solutions are given in terms of absorption and scattering 
cross-sections.  
 Chapter 2. Optical theory  17
Fluorescence 
  
Different components in the water can generate luminescence, but one of the most significant 
processes is chlorophyll fluorescence from phytoplankton. 
Light energy absorbed by chlorophyll can be used to drive photosynthesis. Excess energy can be 
dissipated as heat or it can be re-emitted as light. These three processes occur in competition. 
Fluorescence is the process of re-emission of absorbed energy as a photon, when an electron 
relaxes from an electronic exited state. The fraction of energy absorbed at shorter wavelengths 
is re-emitted as a photon at longer wavelengths. The total amount of chlorophyll fluorescence is 
about 1% or 2% of total light absorbed. Fluorescence, F, is expressed as: 
   f conc E F Φ ⋅ ⋅ = ) (λ    or    f a E F Φ ⋅ ⋅ = ) ( ) ( λ λ  (2.26) 
where E(λ) is the excitation energy, conc is concentration, a(λ) is phytoplankton absorption, and 
Фf is quantum yield of fluorescence (moles photon fluoresced / moles photon absorbed). Фf 
depends on temperature and environment, physiological state, etc... Typical values of Фf 
chlorophyll a fluorescence in vitro are ~0.33 and ~<0.03-0.05 in vivo (living cell). 
 
In coastal environments, where the water leaving radiance signal can be significantly attenuated 
by the components in the water, the fraction of water-leaving radiance due to fluorescence could 
be significant. The radiance due to fluorescence is expressed as (Huot et al., 2005): 
   dz e z A Q
C
z dL
z a
abs em a
f
em f
em f ⋅ ⋅ ⋅ ⋅ ⋅ =
⋅ − ) ( * ) ( ) (
4
1
) , (
λ λ
ϕ
π
λ  (2.27) 
where the factor 1/4π (sr
-1) converts an isotropic fluorescence field to radiance; Cf (nm) is the 
ratio of the emission in the whole fluorescence band to that observed over Δλ;  Qa* is a 
parameter accounting for emitted radiation at λem not reabsorbed within the cell; Aabs(z) is the 
flux absorbed by phytoplankton at depth z (mol
-3sr
-1); and af is the attenuation coefficient for 
upwelling fluoresced radiance at 678 nm.  
Other sources of fluorescence in natural waters are from phycoerithrins, coloured dissolved 
organic matter (CDOM) and bioluminescence.  
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2.5 Radiative transfer equation 
 
The radiance distribution is related to the inherent optical properties through the radiative 
transfer equation, RTE. In a medium where the IOPs depend only on depth, where inelastic 
processes are ignored and there are no internal sources, the RTE is 
 
' ) ' , ' , , ( ) , ' , ' , , ( ) , , , ( ) , (
) , , , (
cos
4
Ω ⋅ → + ⋅ − = ∫ d z L z z L z c
dz
z dL
φ θ λ φ θ φ θ λ β φ θ λ λ
φ θ λ
θ
π
 
     (2.28) 
where  ' ' ' sin φ θ θ d d d = Ω
'
and the 4π on the integral means that the integration is to be carried 
out over all θ  and  ' φ . The first term on the right hand side represents the loss of radiance in the 
direction ( φ θ,  scattering and absorption, while the second term provides the gain in 
radiance due to scattering of radiance from all other directions ( '
) by
, ' φ θ ) into the direction ( φ θ, ). 
 
Analytical solutions to the RTE are possible only in the simplest case for which scattering is 
negligible, when ω0 = 0 (equation 2.23).  Otherwise it must be solved with numerical solutions. 
The most complete and accurate is the successive orders of scattering solution used in radiative 
transfer modelling such as the Hydrolight model. The basic idea is to successively compute the 
radiance that is scattered once, twice... and then to sum these contributions to obtain the total 
radiance.  
Adopting this approach, the radiance can be explained in a power series in ω0: 
    (2.29)  ... ) , , ( ) , , ( ) , , ( ) , , (
) 2 (
0
) 1 (
0
) 0 ( + + + = φ θ ω φ θ ω φ θ φ θ z L z L z L z L
 
The RTE is satisfied if the individual L
(n) satisfy 
  
) 0 (
) 0 (
cos L
dz
dL
− = θ   
   ' cos
)' 0 ( ) 1 (
) 1 (
Ω + − = ∫ d L P L
dz
dL
θ   
   ' cos
)' 1 ( ) 2 (
) 2 (
Ω + − = ∫ d L P L
dz
dL
θ   
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:  
   ' cos
)' 1 ( ) (
) (
Ω + − =
− ∫ d L P L
dz
dL n n
n
θ  (2.30) 
 
2.6 Relations among AOP and IOP. Bio-optical models 
 
Manipulating the RTE gives us some relations between AOP and IOP that are exact when no 
contributions from internal sources are present (Spinrad et al., 1994): 
   c K a d d ≤ ≤ μ ~  (2.31) 
  
u d net K R K
R a
K
a
⋅ −
− ⋅
= =
) 1 ( ~ μ  (2.32) 
  
d u
d d
a K
a K
R
μ
μ
~
~
⋅ +
⋅ −
=  (2.33) 
 
Figure 2.4 from Mobley (1994) shows some other relationships that can be obtained upon 
simplification of the radiative transfer equation that relate IOPs and AOPs. 
 
Bio-optical models 
 
Relationships between IOPs and AOPs are also used to explain OAC in the water and radiance 
field. Calculation of the radiance field is given by the RTE, which ultimately can be 
approximated as a ratio of backscattering and absorption to radiance (Gordon et al., 1988):   
i
b
b
i
i b a
b
l
Q
R
⎟ ⎟
⎠
⎞
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⎝
⎛
+
=∑
−
2
1
 (7.30) 
 
where l1 = 0.0949 and l2 = 0.0794. Q is defined as the ratio of the upwelling radiance to the 
upwelling irradiance towards the zenith. Q equals π for a totally diffuse radiance distribution 
and appears to be between 4 and 5 for radiance distributions observed in nature (Austin 1979). 
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Figure 2.4. Relations among AOP and IOP (Mobley, 1994). 
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Variations on this parameterization have been presented in further studies where absorption and 
backscattering have been defined in terms of the individual OAC contributions. Garver and 
Siegel (1997) presented a revision of this model which has been widely used in inversion 
exercises from reflectance to IOPs  (IOCCG 2006). Lee et al. (2002), also presented a bio-
optical model for IOP retrieval derived from the RTE. In contrast to the Garver model, the IOPs 
are not defined as spectral parameterizations from literature and it is developed for IOPs 
retrieval from remote sensing reflectance from different sensors. 
The brief optical theory introduced in this chapter is sufficient to provide the basis for the 
subsequent work in this thesis.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 Chapter 3 
Bio-optics: parameterization of inherent optical properties 
 
3.1 Optically Active Constituents in the water 
 
The inherent optical properties of the water, absorption, scattering and backscattering can be 
expressed as a function of the optically active constituents in the water (OAC). The most 
relevant OAC are phytoplankton, coloured dissolved organic matter (CDOM) or gelbstoff and 
suspended particulate matter (SPM) as well as water itself. In the context of linking a bio-optical 
model to an ecosystem model, these components can usually be found as state variables of the 
ecosystem model itself with the exception of CDOM, which is a fraction of the dissolved 
organic matter (DOM) represented in the model. Thus, the light field that defines the 
biogeochemical interactions within the ecosystem model, driven by the processes of  absorption 
(a) and scattering (b), can in principle be expressed as the sum of the individual constituent parts 
of a and b: 
  
spm ph w
spm cdom ph w
b b b b
a a a a a
+ + =
+ + + =
 (3.1) 
where CDOM does not contribute to the scattering signal. Turbulence, viruses and bubbles 
(Stramski et al., 2001; Stramski and Tegowski, 2001) can also have a significant impact on the 
scattering coefficient of clear sea water in the open ocean, but it is usually very difficult to 
measure. For the context and aim of this work these will not be discussed further since their 
effect is unlikely to be relevant for optical modelling in coastal environments where 
phytoplankton, SPM and CDOM have a stronger optical signature.  
This chapter discusses the absorption and scattering properties of water (Section 3.2), CDOM 
(3.3), SPM (3.4) and phytoplankton (3.5). After this a review on measurement techniques of Chapter 3. Bio-optics  23
 
these OACs is presented (3.6), leading to a critical review of sources of uncertainty in 
constituent IOPs. 
 
3.2 Water 
 
Sea water plays a significant role in total absorption and scattering properties (Sullivan et al., 
2006). Pure water presents a tetrahedral structure, distorted because of the two non-bonding 
electron pairs which create an angle H-O-H of 104.5˚. The polar nature of the molecule allows 
hydrogen bonds to create dimers, trimers and larger clusters. The strength of the hydrogen 
bonds is dependent on temperature, with higher thermal motion tending to break the clusters. 
Also in seawater, the presence of inorganic salts (such as NaCl, KCl, MgSO4, and CaSO4) 
causes larger, more tightly bound clusters and therefore affects the characteristics of absorption 
and scattering of light by water. When light of wavelengths longer than 450 nm is absorbed, the 
energy is transferred to one or more of the vibrational modes of the O-H bond. As the 
temperature decreases the number of hydrogen bonds increases which causes the absorption 
peaks to shift to longer wavelengths. The variations in absorption and scattering are due to 
changes in density which in the sea depends on temperature, salinity and pressure. 
Water absorbs weakly in the blue and green regions of the spectrum but increases from about 
550 nm and is significant in the red (Kirk, 1994). Measurements of absorption coefficient in the 
visible region are difficult because of the low absorption values in this part of the spectrum. At 
wavelengths greater than 580 nm, scattering by water molecules becomes essentially 
insignificant when compared to absorption. Thus, the attenuation of light at wavelengths greater 
than 580 nm becomes essentially a consequence of molecular absorption. For values of λ in the 
range of 400-520 nm, scattering is dominant compared to absorption by water molecules. Sea 
water has two principal features that provide the scattering property; fluctuations of the 
orientation of the water molecules and the presence of dissolved inorganic salts. These salts are 
usually present in their dissociated form due to the bipolarity of the water molecule. The Chapter 3. Bio-optics  24
fluctuations of the orientation of the molecule are caused by changes in density, so it depends on 
temperature, pressure and salinity. However since these fluctuations are minor, a standard 
backscattering coefficient is usually adopted for pure seawater.  
The backscattering coefficient for pure seawater can be calculated theoretically (Morel, 1974) 
from electrodynamics and thermodynamic considerations. The scattering of sea water is 
assumed to be isotropic. The directional scattering at visible wavelengths by water molecules 
was modelled by Morel as: 
    (3.2)  θ β θ β
2 cos ) 835 . 0 1 )( 90 ( ) ( + =
°
sw sw
where  ) (θ βsw
)
°
) 90
°
 is the volume scattering function at wavelength λ and scattering angle θ and 
 is the volume scattering function at wavelength λ and scattering angle 90˚. The value 
of has been estimated at λ = 550 nm as 0.93×10
-4 m
-1 sr
-1. From this equation it is seen 
that  β (180˚) = β (0˚). Therefore scattering in the backward direction is assumed to equal 
scattering in the forward direction. 
90 ( sw β
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The total scattering coefficient is given by: 
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Smith and Baker, (1981) also made a careful study of the spectral absorption and scattering 
coefficient in the range 200 nm ≤ λ ≤ 800 nm. They assumed negligible absorption by salt ions 
and no inelastic scattering for natural waters. With these assumptions the absorption coefficient 
can be expressed as (based in radiative transfer theory): 
   ) ( 2 / 1 ) ( ) ( λ λ λ sw d w b K a − ≤  (3.5) 
Standard values for absorption coefficient are usually taken from accurate measurements of the 
absorption coefficient using an integrating cavity absorption meter with high sensitivity 
independent of backscattering effects (Pope and Fry, 1997). Scattering estimates are usually 
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taken from Smith and Baker (1981), who derived values for scattering and backscattering based 
on Morel’s equations. 
 
3.3 Coloured Dissolved Organic Matter 
 
Definitions for absorption by dissolved organic matter (DOM) are based entirely on 
methodology. DOM includes the matter contained in seawater that passes through a small pore 
size filter, usually a polycarbonate membrane filter with a 0.2 μm pore size.  The fraction of 
DOM with optical activity in the water is called colored dissolved organic matter (CDOM), with 
alternative names of gelbstoff, yellow substance or gilvin. Ratios of CDOM to DOM are highly 
variable (Siegel et al., 2002) hence it is difficult to define the absorption coefficient of DOM in 
an ecosystem model. 
 CDOM contains humic and fulvic acids (Kowalczuk, 1999), associated with decomposition of 
vegetal tissue that provides a characteristic yellowish appearance. Humic and fulvic acids have 
been largely documented from inland sources, associated with terrigenous activity and 
therefore, when incorporated in the sea shows high salinity gradients (Nelson and Guarda, 
1995). The origin of CDOM in coastal waters therefore may in some areas be river discharge, 
but in oceanic water away from the coastal zone, CDOM is probably entirely due to 
phytoplankton cell breakdown and zooplankton messy feeding. Jerlov, (1976) noticed the 
presence of CDOM in the upwelling region west of South America, and attributed it purely to 
marine origin since this area is practically devoid of river or inland discharge. Some products of 
the humic substance are phenols derived from lignin, a structural polymer present only in land 
plants with a very low degradation rate.  Meyers-Schulte and Hedges (1986), measuring lignin-
specific phenols concluded that 10 % of the humic material in the eastern equatorial Pacific is 
terrestrially derived. Since this part of the ocean is not greatly affected by river and inland 
discharges, it is likely that some of the CDOM comes from the slow degradation of material 
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In coastal regions which are strongly influenced by river discharge CDOM can also affect the 
amount and quality of the photosynthetically active radiation available to phytoplankton, 
decreasing primary productivity and affecting ecosystem structure. In remote sensing 
applications, the individual absorption spectra of CDOM, detritus and Chlorophyll a overlap, 
making it very difficult to distinguish the separate contributions of each one of these 
components in Case II waters to the total reflectance spectra. 
CDOM, from an optical classification point of view, is described as those dissolved substances 
that absorb light at the blue end of the spectrum. This is a rough classification regardless of its 
chemical nature or ecological origin. CDOM absorption spectra follow a decreasing exponential 
pattern and are usually fitted to an exponential expression for purposes of data smoothing and to 
reduce the effect of instrumental noise. Maximum values are found at the shortest wavelengths 
in the visible domain, decreasing towards a minimum in the yellow region of the spectra. 
CDOM together with the pigment composition and nonliving material determines the shape of 
the absorption spectra in the visible domain. Absorption by CDOM can be parameterised as an 
exponential expression such as (Bricaud et al., 1981; Carder et al., 1989) : 
   )] ( exp[ ) ( ) ( 0 0 λ λ λ λ − − = S a a cdom cdom  (3.6) 
where the coefficient S, called the ‘mean slope’, can be calculated by fitting each sample to an 
exponential expression using a reference wavelength ( λ0 = 440 nm). Bricaud et al. (1981), 
observed a slope value of 0.014 ± 0.0032 m
-1nm
-1 and noted a spread of values for the 
absorption coefficient for CDOM between 0.06 and 4.2 m
-1 at 375 nm, although values over 1 
m
-1 were found only in the Baltic Sea or in highly contaminated areas.  
Specific absorption values of fulvic and humic acids extracted from marine waters have also 
been studied. The mass-specific absorption coefficient of fulvic acids has been reported to be 
low because of the aliphatic carbons which are built into its structure, having a high slope 
coefficient, with highest values of (0.018-0.020) recorded in marine waters. In contrast, the 
specific absorption coefficient of humic acids is reportedly high because of strongly absorbing 
aromatic circles built into its structure, with a low slope coefficient around 0.010 (Kowalczuk, 
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1999). However in natural waters, a solution of variable fractions of fulvic and humic acids 
forms the CDOM. Thus the final slope value of CDOM would vary between these values.  
Concerning the choice of reference wavelength, later studies have shown the convenience of 
using λ of 350 nm or lower for natural waters, in order to define UV light levels in natural 
waters. Remote sensing studies in which absorption by CDOM competes with that by 
phytoplankton pigments in the blue region often employ a reference value for acdom at 440 nm 
(Carder et al., 1989).  
CDOM can also generate fluorescence when excited in the UV region and can be used to 
identify particular chromomorphic substances in CDOM (Coble, 1996). 
 
3.4 Suspended Particulate Matter 
 
Suspended particulate matter (SPM) is defined as the entire unpigmented fraction retained on a 
Whatman GF/F filter with an approximate effective pore size of 0.7 μm. This suspended matter 
consists of the seston, which includes mineral particles of terrigenous origin, plankton (that 
includes zooplankton, algae, bacteria and algal fungi), and detritus (residual products of the 
decomposition of phytoplankton and zooplankton cells as well as macrophytic plants along with 
their excretions). SPM absorption is measured after pigment extraction of phytoplanktonic cells; 
however phytoplankton detritus and cellular by-products are accounted as part of the SPM pool. 
Phytoplankton pigments and suspended particulate matter are separated by different extractive 
methods that will be discussed later.  
The presence of terrigenous suspended particles in the SPM is a consequence of river discharge, 
resuspension, shore erosion or long and short range aeolic transport of atmospheric particulates 
followed by dry deposition. These particles are diverse in shape and size. Suspended terrigenous 
matter generally has negligible impact in open ocean waters except for dust plumes episodes, Chapter 3. Bio-optics  28
but is very significant in coastal waters, where it can comprise 40-80 % of the suspended matter 
(Kirk, 1994). 
Other components of the suspended matter to be taken into account are iron and manganese 
hydroxides and calcium carbonate. Substantial concentrations of these components can produce 
significant absorption and scattering in the water. Precipitates of these components will depend 
not only on their chemical composition but also on the environmental pH (Bukata et al., 1995). 
An example of where these components are significant is in coccolithophore blooms. 
 
The absorption properties of SPM depend very much on the constituents measured. Absorption 
properties of non-living organic material can be substantially different to the absorption 
properties of inorganic material such as mineral particles. 
The spectral form of the absorption by SPM follows an exponential profile and it is commonly 
agreed to fit absorption values to an exponential expression such as:  
   [ ] ) 400 ( exp ) 400 ( ) ( − ⋅ − = λ λ spm spm spm S a a  (3.7) 
where Sspm is the slope coefficient of the exponential equation in m
-1nm
-1. The value of Sspm 
varies according to region and water type sampled. Different values have been proposed for the 
slope coefficient; Roesler et al., (1989) propose a value of Sspm = 0.011 found on the 
Washington coast. Babin et al., (2003) found an average of Sspm = 0.0123 m
-1nm
-1 with SD = 
0.0013 nm
-1 in coastal European waters. It has also been suggested that the similarity between 
the exponential spectral shapes of aspm and acdom is because these two components may share 
some common chromophores (Babin et al., 2003).  
The differentiation between different sources of SPM could provide a more accurate 
characterization of its absorption coefficient but methodologically this is extremely difficult. 
SPM contains particles both from organic and inorganic origins. Some studies have shown that 
the absorption coefficient of mineral particles presents approximately an exponential profile, but 
the absorption values can be significantly different from those observed in detrital particles of 
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organic origin (Babin and Stramski, 2004). An unclear definition of the SPM pool can lead to 
substantial error when attempting parameterizations of its absorption and scattering coefficient. 
Furthermore when attempting to couple optical and ecosystem models the sources of SPM in the 
optical model cannot be identified in the ecosystem model. Babin et al., (2003) discussed the 
possibility of attributing organic or inorganic origin to SPM samples based on the slope 
coefficient,  Sspm. In that study, low slope values were found in samples with high mineral 
content and high slope values were found for those with organic origin. However, this type of 
classification may be affected by variations in the chemical composition of mineral particles. 
 
These problems are also present when parameterising the scattering coefficient of SPM which 
implies certain assumptions. Rigorous modelling would be impossible since particles vary in 
terms of particle size, shape and refractive index. Usually marine particles are modelled using 
Mie scattering theory assuming that the particles are homogeneous, with a given refractive 
index, and a Junge type power law function for the particle size distribution (Ulloa et al., 1994), 
where the distribution is fitted to a hyperbolic curve. It is also assumed that the backscattering 
ratio is wavelength independent when particles are not strongly pigmented (Ulloa et al., 1994).  
Then, the particle scattering coefficient is parameterised as (Babin et al., 2003): 
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where λ0 is the reference wavelength, usually 555 nm where absorption is minimum, and γ is 
related to the slope parameter of the Junge-type model. This parameterization for particles 
includes any particle in the water column, including the effect of phytoplankton and its 
photosynthetic pigments. Recent studies discuss the use of the commonly assumed power law 
distribution as a descriptor for the particle size distribution in natural waters (McKee et al., in 
press), and it has been shown that pigmented particles have a spectrally variable backscattering 
ratio. This could significantly affect the validity of this type of parameterisation and its effect 
when used to compute the radiance field. 
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Parameterizations of the backscattering coefficient for non-algal particle scattering are difficult 
to find because of the problems related with separation of different types of particles 
contributing to the SPM pool.  
 
3.5 Phytoplankton 
 
Phytoplankton has a strong optical influence in Case I waters and determine the shape of the 
total absorption spectrum. They have a wide range of size, type and cell structures. They can be 
found as individual species or larger chains of associated unicellular organisms. The coloration 
of phytoplankton cells is dependent upon their pigment composition (Bukata et al., 1995).   
Different pigment compositions result in green algae or Chlorophyta (dark green), red algae or 
Rhodophyta (dark red), blue-green algae or Cyanophyta (olive green, yellow-green, pink, violet 
or brown), and dinoflagelates or Pyrrophyta (reddish), diatoms or Bacilariophyceae (brownish) 
among others.  
According to their pigment composition, the absorption coefficient of phytoplankton can vary 
greatly. To differentiate between taxonomic groups, a classification based on indicative or 
‘diagnostic’ pigments is often used (Babin et al., 2003). Usually phytoplankton species are 
grouped into three size classes in which phytoplankton species have similar pigment 
composition. Picoplankton represents phytoplankton cells under 2 μm, nanoplankton represents 
cells between 2-20 μm and microplankton cells greater than 20 μm.  
These groups are defined according to their concentration of pigment composition or diagnostic 
pigments (table 3.1) as (Vidussi et al., 2001); (Babin et al., 2003): 
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[] [ ] [ ]
[]
100
' 19 ' 19
(%) ×
⋅
+ +
=
pigments diagnostic
n Fucoxanthi in BFucoxanth n alloxanthi
on Nanoplankt (3.10) 
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Table 3.1. Taxonomic pigments and cell size. (Vidussi et al., 2001) 
 
Diagnostic pigments  Taxonomic significance  Size μm 
Zeaxanthin  Cyanobacteria and prochlorophytes  <2 
Divinyl – chlorophyll a  Prochlorophytes  <2 
Chlorophyll b + Divinyl-chlorohyll 
b 
Green flagellates and prochlorophytes  <2 
19’ hexanoyloxyfucoxanthin  Chromophytes nanoflagellates  2-20 
19’ butanoyloxyfucoxanthin  Chromophytes nanoflagellates  2-20 
Alloxanthin Cryptophytes  2-20 
Fucoxanthin Diatoms  >20 
Peridinin Dinoflagellates  >20 
 
This classification was developed for open ocean waters but it has also shown good agreement 
when used in coastal areas (Babin et al., 2003). Recently, new studies have proposed the use of 
phytoplankton absorption and its spectral shape as unique indicators for taxonomic groups 
(Hirata et al., 2008). 
Chlorophyll and related pigments strongly absorb the light in the red and blue parts of the 
spectrum, and thus, when concentrations are high, predominate in determining the spectral 
absorption of sea water. Absorption by chlorophyll maxima in the blue and the red regions of 
the spectra peaks at 430 and 665 nm. Chlorophyll concentration usually refers to the sum of 
chlorophyll a, the main pigment in cells and pheophytin a. Chlorophyll concentrations vary in 
the range from < 0.01 mg/m
3 in the clearest ocean waters to 10 mg/m
3 in productive coastal 
upwelling regions to > 100 mg/m
3 in eutrophic estuaries or lakes (Kirk, 1994).  
Even though the pigment concentration and type does not generate the totality of the absorption 
signal, the phytoplankton absorption coefficient, aph, is sometimes referred to as the chlorophyll 
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absorption coefficient, achl, since chlorophyll is the most common pigment present in 
phytoplankton species. 
The mass specific absorption coefficient of phytoplankton, aph*, is expressed in terms of 
chlorophyll a and divinyl a concentration. The specific absorption coefficient varies between 
species as well as within species grown under different environmental conditions of irradiance, 
nutrients and temperature. High values of aph* have reportedly been found in warm, low 
pigmented surface waters (Sosik and Mitchell, 1995). This variability both between and within 
species is due to differences in taxonomic pigments and pigment efficiency.  
 
Phytoplankton cells are generally much larger than the wavelength of visible light and are 
efficient scatterers especially via diffraction, thus strongly influencing the total scattering 
properties of sea water. Large particles scatter strongly at small forward angles, and thus 
contribute less to the backscattering coefficient. Therefore the larger phytoplankton contribute 
less to backscatter (Kirk, 1994). Phytoplankton cells that contain on their external structure 
silicate and calcium can scatter considerably as is the case for diatoms and coccolithophores. 
The calcite of coccolitophores produces a strong scattering signal which creates a milky 
appearance in oceanic waters (Balch et al., 1996). 
Reynolds et al., (2001) developed a parameterisation for particle backscattering coefficient 
based on phytoplankton content in the form: 
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where γ is a dimensionless parameter describing the spectral dependency of total backscattering 
relative to a reference wavelength, λ0, here 555 nm, and bbp for phytoplankton is defined as: 
    (3.13) 
667 . 0 3 10 ) 555 ( Chl bbp ⋅ =
−
these numbers being for the Ross Sea, with r
2=0.85.  
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Total scattering and backscattering is commonly measured with volume scattering meters, but 
measurements involving only phytoplankton are extremely difficult due to the presence of 
different OAC in the water. As shown in equation 13, relationships between phytoplankton 
backscattering and chlorophyll content are usually applied for the retrieval of bbp for 
phytoplankton. 
Another source of scattering in phytoplankton cells is fluorescence. The fluorescence peak 
appears at 685 nm due to the emission by chlorophyll a which absorbs visible light and re-emits 
or fluoresces red light. Fluorescence signal strongly depends on the quantum yield of 
fluorescence whose determination is difficult and often values from previous literature are 
taken. The assumption of a fixed quantum yield of fluorescence can lead to substantial errors on 
the fluorescence retrieval (Letelier and Abbott, 1996). Further explanation of fluorescence 
equations and efficiency is provided in chapter 2.4. 
 
Packaging effect 
 
The estimation of phytoplankton absorption coefficient, aph, faces the problem of determining 
the absorption coefficients for each pigment in vivo. Pigment absorption presents significant 
differences when measured in the cell, in vivo, or extracted, in vitro. Photosynthetic pigments 
are present in the cells in the tilakoids of the chloroplasts, in ‘packages’ which can limit its 
energy absorption efficiency. When pigments are extracted they can absorb at their maximum 
efficiency rate and in vitro pigment absorption values are usually greater than in vivo values 
(Bricaud et al., 1995). Even though this technique is commonly used in bio-optics, it is not 
representative of real pigment absorption in natural waters. 
The package effect is defined as the ratio of the specific absorption coefficient of pigmented 
cells to the specific absorption coefficient of the same cellular matter dispersed into a solution. 
The package effect is measured as (Morel and Bricaud, 1981; Sathyendranath et al., 1987): Chapter 3. Bio-optics  34
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where Qa, the mean efficiency factor for absorption by phytoplanktonic cells, is a function of 
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and ρ′  is the product of the cellular matter absorption, acm, and the cell size d: 
   d acm = ' ρ  (3.16) 
Q*a continuously decreases from 1 (no package effect) to 0 (maximal package effect) with 
increasing ρ′ values. The decrease of aph*(λ) with increasing chlorophyll has been attributed to 
an increase of packaging effect from oligotrophic to eutrophic waters (Yentsch and Phinney, 
1989). 
Package effects are most extreme in large highly pigmented cells because of attenuation by 
surrounding pigment molecules. This results in lower aph* with flatter peaks for phytoplankton 
cells which have significant package effects due to larger cell size or higher intracellular 
chlorophyll a concentrations (Sosik and Mitchell, 1995). 
As well as a reduced packaging effect in oligotrophic waters (Bricaud and Stramski, 1990), a 
shift has been observed in the absorption blue peak by 6-8 nm to longer wavelengths (Bricaud et 
al., 1995; Bricaud and Stramski, 1990) corresponding to the shift of the in vivo absorption 
maximum of divinyl Chl a (around 447 nm) compared with that of Chl a ( around 440 nm). 
 
3.6 Issues associated with measurements of IOPs and constituents 
 
As in other disciplines, advances in science and on technical instrumentation have led to a 
constant evolution of optical definitions. In modern optical oceanography, Jerlov, (1976) stated 
definitions for absorption and scattering coefficients in terms of the additive contribution of 
constituents in dissolved or particulate form as in equation 3.1. It must be noted that in this 
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approach the classification of the constituents is based purely on a methodological perspective 
rather than according to the natural optical properties. This dependence on the methodology for 
separating the different constituents, together with the different methods proposed to calculate 
the coefficients, leads to inconsistency in the calculations. This can be critical for accuracy 
when optical parameters are used to derive other optical quantities. This section presents a 
detailed review of the methods to retrieve optical parameters, and the correction factors applied 
to optical parameters to adjust for their sensitivity to different measurement methods.  It also 
develops a critical discussion about the latest research into optical instrumentation accuracy, 
corrections factors for filter pad measurements, pigment measurements and in situ 
spectrophotometers. 
 
Filter pad measurements 
 
In oceanographic applications, the definitions of CDOM and SPM are operationally based on 
filtration of seawater with a certain type of filter. Since parameterisations of these coefficients 
are based on methodology any issue related with the retrieval method can greatly influence 
them. 
Dissolved organic matter includes the matter contained in seawater that passes through a small 
pore size filter, typically a 0.2 μm polycarbonate membrane filter and SPM absorption 
corresponds to the fraction retained in a 0.7 μm GF/F filter. Therefore there is a fraction 
corresponding to particles sized between 0.2 and 0.7 μm that are not accounted for in the 
absorption coefficient. Furthermore, the definition of pore size in filter pad measurements is 
purely nominal; when aggregates are formed on the retained fraction in the filter pad, the 
effective pore size in the filtration method can be reduced. 
The use of different measurement techniques for a and b involves some mismatch between the 
particulate assemblages contributing to the particulate absorption and scattering (ap and bp). 
When measuring absorption with the filter pad technique, ap includes the fraction of particles Chapter 3. Bio-optics  36
 
retained on a Whatman GF/F filter and bp is determined from measurements of unfiltered water 
with in situ scattering meters. While ap excludes particulates that pass through the filter, bp 
includes the contribution of all colloidal particles.  
Secondly, a and b include contributions of all suspended particles regardless of their origin, 
size, shape or composition. Although the fraction of SPM is often divided into phytoplankton 
and non-algal particles, this is still insufficient to explain the different optical behaviour of 
particulates. Even though the role of phytoplankton is usually computed as another coefficient, 
this classification is still insufficient to explain the diverse optical responses to the different 
constituents of the water in the ocean. A more accurate division for the absorption and scattering 
coefficient is needed that will characterise its diverse composition. 
Another problem arises when separating living from non-living contributions. One of the most 
widely used techniques to separate living from non-living particles was proposed by Kishino et 
al., (1985). A fixed volume of water is filtered on a membrane filter (usually Whatman GF/F 
filters) for preconcentration, since particle concentration is generally low, and then resuspended 
in a small volume. Methanol is used as a bleaching agent to extract most of the photosynthetic 
pigments of natural phytoplankton. Absorption is measured before and after the bleaching 
process and the difference between these two measurements provides the absorption for 
phytoplankton. Modifications on this technique have been applied to the chemical components 
used for extraction and sodium hypochlorite is currently the most widely used. 
After the chemical extraction, the residual absorption is due to unpigmented particles, but also 
to non-extractable pigments (phycobilins) and to ‘bleached’ cells. The difference of absorption 
before and after the extraction is due not only to in vivo pigments, but also to extractable 
pheopigments and detrital carotenoids. This method shows in general an efficiency of 90% in 
the pigment extraction. Detrital particles contain a negligible amount of extractable pigments, 
but in the euphotic zone it is possible to obtain detrital particles that contain photosynthetic 
pigments in decomposed form (pheopigments) extractable with sodium hypoclorite. This 
technique is widely used to extract the major part of the photosynthetic pigments of natural Chapter 3. Bio-optics  37
phytoplankton. Stramski, (1990) pointed out the possible pigment degradation related with this 
technique which introduces errors on the absorption measurements. 
 
Other problems arise when applying correction factors. Filter pad measurements are affected by 
scattering from particles and filter pad fibres that amplify the mean path length that the photons 
travel through the filter particle system, artificially enhancing the derived absorption 
coefficients. The required correction factor is known as the “β path length amplification factor”. 
It is also defined as the ratio of the optical thickness of the diffusing material to its geometric 
thickness (Kiefer and SooHoo, 1982). The path length amplification factor is assumed to be 
wavelength independent and it is calculated as (Kishino et al., 1985): 
   cuv f OD OD = β  (3.17) 
where  ODf represents the optical density of the sample measured in the filter pad and ODcuv is 
the optical density of the same sample measured in suspension in a cuvette.  
Different correction factors have been proposed in the literature; 2.43 to 4.71, (Kishino et al., 
1985); 2.63 to 4.06, (Gallegos et al., 1990).  It has also been suggested that there is a possible 
wavelength dependence of β, significant at low absorbance (Mitchell and Kiefer, 1984).  Two 
different approaches are commonly used to calculate β: 
The theoretical approach (Roesler, 1998): assuming that the filter creates an isotropic light field, 
the optical path length is two times the geometric path length. 
The empirical approach (Mitchell, 1990): the relationship between the optical path length,   
, and the geometrical path length,  , is non linear of the form:  f OD cuv OD
    (3.18) 
2
2 1 f f f OD C OD C corrected OD ⋅ + ⋅ =
With C1 = 0.29 to 0.48 and C2 = 0.05 to 0.75 
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Consensus in this topic has not been reached, although new measurement techniques of 
absorption by particles have been proposed (Allali et al., 1995) that may overcome problems 
with the β factor correction.  
A different technique for separating living from non-living fractions was proposed by Iturriaga 
and Siegel, (1989) using efficiency factors for absorption of individual living and detrital 
particles. Using multiple regressions it can be partitioned into phytoplankton and detrital 
components. This technique, as well as requiring multiple measurements, is restricted to 
particles bigger than 2.5 μm, and is not efficient for field studies where smaller particles are 
common.  
Filter pad measurements are also corrected for any light scattered by particles outside the 
acceptance angle of the detector. This is achieved by subtracting the optical density measured in 
the near-IR (usually 750 nm) from the measured optical density spectrum (Babin and Stramski, 
2004; Mitchell and Kiefer, 1988). This correction is certainly valid for phytoplankton cells 
where absorption in the near-IR is zero, but when measuring SPM absorption in highly loaded 
filter pads the absorption coefficient might be significant in this region of the spectrum (Bowers 
and Mitchelson-Jacob, 1996). This correction could be a significant source of error when 
measuring absorption coefficients with the filter pad technique in coastal turbid environments. 
 
Pigment measurements 
 
High Performance liquid Chromatography (HPLC) is the most widely recommended technique 
for determining pigments in natural waters. Uncertainty on their retrievals has been reported to 
be 7% for total Chl a, whereas for other pigments it has been observed to be 21.5% on average 
(Claustre et al., 2004). This technique provides a very good accuracy for chlorophyll 
measurements but measures pigments in vitro, and hence overestimates the real pigment 
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The trichromatic equations of (Jeffrey and Humphrey, 1975),  is another in vitro technique to 
retrieve pigment concentration. It converts algal absorbance spectra from acetone extracts of 
pigments from cells retained on filter pads. Two different methods are suggested in their 
protocols to retrieve chlorophylls and phaeopigments.  
Method 1: For mixed phytoplankton populations of Chls a, b, c1 and c2, chlorophylls can be 
calculated as: 
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where E stands for absorbance of the sample at different wavelengths obtained as above and 
corrected by the 750 reading. Then total content of chlorophyll is obtained as: 
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where v is the volume of acetone in ml used for chemical extraction of pigments, V is the 
volume of seawater filtered through the filter pad, l is the path length of the cuvette (cm) and 
Chl a is the spectrophotometric measure of chlorophyll a as above. 
Method 2: This method was originally described to retrieve phaeopigments, but can provide 
chlorophyll a as well. 
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where 6650 is the extinction at 665 nm before pigment extraction, 665a is the extinction at 665 
nm after pigment extraction, v is the volume of acetone used in ml,  V is the volume of seawater 
filtered and l is the path length of the cuvette.  
 
In situ spectrophotometers 
In situ spectrophotometers are also widely used in field observations for absorption and 
attenuation measurements. Some of the most commonly used are the AC-s or AC-9 
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commercialized by Wetlabs ( Inc.), which was used for this study. Absorption and attenuation is 
measured in a dual tube spectrophotometer. Correction factors are applied to these data for 
temperature and salinity effects on the sample referenced against the blank measured in the lab, 
typically ultra pure fresh water and at lab temperature. Both temperature and salinity affect the 
molecular structure of the water, and therefore its optical properties. 
Pegau et al., (1997) studied the effect of temperature and salinity on field measurements of 
spectrophotometers and presented a correction equation for absorption and attenuation 
measurements:  
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Where amts and cmts stands for measured absorption and attenuation corrected for temperature 
and salinity effects, am and cm are measured absorption and attenuation, Ψt is the correction 
coefficient for temperature effect, Ψsa  and Ψsc are the correction coefficients for salinity effect 
on absorption and attenuation respectively. 
AC-9 measurements are usually corrected for any scattering effect produced within the 
absorption tube. There is usually assumed to be zero absorption at 715 nm and a wavelength 
independent scattering correction (Zaneveld et al., 1994).  Absorption at 715 nm is used as the 
scattering correction factor applied to the total spectrum as: 
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where aTS(λ) indicates temperature and salinity corrected absorption observations, b(λ) = cTS(λ) 
– aTS(λ), and b(715) = cTS(715) – aTS(715).  
It has been previously discussed that assuming zero absorption at the near IR could lead to 
substantial sources of error, particularly in mineral dominated environments where mineral 
absorption is not negligible at the near infra-red region of the spectrum. Assuming a similar 
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correction for in situ absorption-attenuation meters and applying this correction factor to the 
whole spectrum could have a massive impact on the data accuracy. 
Recent studies have proposed different scattering correction factors for absorption attenuation 
meters that do not imply zero absorption at 715 nm (McKee et al., 2008). The correction factor 
proposed by Zaneveld also assumes a wavelength independent scattering phase function. It was 
previously stated that recent studies question the wavelength independence of the backscattering 
ratio (McKee et al., 2009) which is used to approximate the scattering phase function (Mobley 
et al., 2002). 
 
Review 
 
Optical theory currently extends far beyond our real capability for measuring optical properties. 
The optical variables used in hydrological optics are constrained by the capability of the present 
measurement techniques, and constituent IOPs as presently defined do not describe well enough 
their optical behaviour. Current standard protocols for ocean optics measurements (Mueller et 
al., 2003) are outdated and still insufficient to explain bio-optics with respect to fundamental 
optics and the physical processes involved in the interaction of light with particles. Moreover, 
questioning the validity of certain basic assumptions in hydrological optics is a healthy exercise 
although the community does not seem ready to discuss it. 
Recent studies about wavelength dependence of the particle backscattering ratio can have major 
implications when this parameter is further used in models of the underwater light field for 
remote sensing and primary productivity. Furthermore, the implications for historic 
measurements of optical properties will be crucial and a re-evaluation of correction factors 
applied to these measurements will need to be performed.  
A similar situation exists with correction factors applied on filter pad data such as the β factor 
which is still under discussion and can vary the measurement by an order of magnitude.  The Chapter 3. Bio-optics 
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scattering correction factor applied in filter pad data will also have major implications when 
SPM is measured in coastal environments, as it is for this work. Finally the greatest problem at 
the moment is the unclear definition of the individual assemblages contributing to each 
constituent IOP which presently makes impossible a clear connection between bio-optics and 
ecosystem modeling. 
Following, chapter 4 introduces the dataset used in this study. In the chapter, an optical water 
type classification is applied that can help to differentiate IOPs signature for different OAC 
based on their optical characteristics. The effect of added uncertainty on IOPs data from 
methodological and correction factors is also evaluated in chapter 5 and 6. In chapter 5, IOPs 
and constituent uncertainties are further discussed and quantified. The potential impact of these 
in the radiance field is presented in chapter 6. 
 
 
 
 
 
 
 
 
 
 
 
 
 Chapter 4 
Characterization of optical data: modeling the Irish Sea 
 
4.1 Introduction 
 
Attempting bio-optical modelling in coastal and complex Case II waters is the most difficult 
scenario for optical modelling.  It requires access to a complete optical dataset containing 
coastal and Case II samples, which has been carefully quality controlled, in order to study error 
estimates and uncertainties in bio optical modelling.  Complete optical datasets are very scarce 
and difficult to obtain.  For the purpose of this study it was also crucial to be able to assess the 
reliability of the data acquisition process and to have full information about the sampling 
procedure.  The data made available to the author for use in this thesis were collected in the 
Irish Sea during optical oceanography cruises by the University of Strathclyde.  This region 
provides an excellent context for optically complex waters, where both Case I type and Case II 
type waters can be found in different areas and seasons and non-algal materials have a 
significant impact on optical properties (Bowers and Mitchelson-Jacob, 1996). 
 
This chapter introduces the dataset, with an overview of the oceanographic area sampled, 
discussing the topography and hydrography of the region. The methodology section discusses 
the sampling procedure, instruments used and corrections applied to the data acquired from the 
various instruments. The biogeochemical content of the region and the related optical properties, 
as determined from the cruise data are presented and discussed. What emerges from 
consideration of the optical behaviour of the Irish Sea is that there exists a clear distinction 
between different optical water types based on their biogeochemical composition and reflected 
in their optical response. This novel classification is used to set a model to describe the optical Chapter 4. Characterization of optical data  44
properties of the region. The chapter concludes with a discussion of the implication from this 
result that optical models need to be chosen to match the character of the ecosystem.  
 
The data used here were provided courtesy of the University of Strathclyde (Prof. Alex 
Cunningham and Dr. David McKee) and collected by them during four cruises between 2001 
and 2002, in different locations of the Irish Sea (see Figure 4.1). This optical dataset includes 
biogeochemical constituents, IOP and radiometry, collected and processed by Dr McKee. 
(McKee and Cunningham, 2005, 2006; McKee et al., 2007).  
 
Topography 
 
The Irish Sea, a shallow shelf sea lying between the islands of Ireland and Great Britain, 
provides a wide range of water types in a relatively small geographical area. The Irish Sea 
region covers approximately 51˚-55˚ N and 3˚- 8˚W. The Irish Sea consists of a deeper channel 
in the west, with shallower embayments in the east. The channel is open-ended, forming part of 
a loop connected at both ends to the Atlantic Ocean, in the south via the Celtic Sea and St. 
George’s Channel, and in the north via the North Channel and the Malin Shelf Sea.  Hence the 
Irish Sea receives Atlantic water and influences through both entrances.  The channel is about 
300 km long and 30 – 50 km wide, with a minimum depth of 80 m and a maximum exceeding 
275 m in Beaufort’s Dyke in the North Channel. The two principal shallower embayments, each 
with depths less than 50 m are Cardigan Bay in the south and the eastern Irish Sea (to the east of 
the Isle of Man) in the north, and there is also the smaller Caernarfon Bay. The width of the 
Irish Sea varies between 75 and 200 km but decreases to 30 km in the North Channel.  
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Figure 4.1. Map of the Irish Sea and location of the stations of the entire dataset 
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Hydrography 
 
The complexity of the Irish Sea is a consequence of regional differences in tidal mixing, 
freshwater inflow and bathymetry that create distinct hydrographical regions (Gowen et al., 
1995). Coastal regions of the eastern Irish Sea are characterized by low salinity water that 
reflects the high volume of freshwater inflow (Bowden, 1955). Offshore waters of the western 
Irish Sea become seasonally stratified each year from May until October, showing strong 
nearbed density gradients (Gowen et al., 1995; Horsburgh et al., 2000). In spring, salinity has a 
dominant influence on the density structure, but from June until October temperature controls 
the density stratification (Horsburgh et al., 2000).   
Differences in tidal mixing result in the formation of offshore mixed and stratified regions in the 
NW Irish Sea during spring and summer. The northern coastal and offshore mixed regions are 
characterized and distinguished from the southern coastal and summer stratified regions by the 
presence of more saline, cool nearsurface water and incomplete depletion of dissolved inorganic 
nutrients (Gowen et al., 1995). 
As stratification develops (typically in late April and May), cold water becomes isolated below 
the thermocline, and the density gradients associated with this ‘cold water dome’ drive a near 
surface gyre (Hill et al., 1994). The low turbulence in the stratified region together with the 
retentive nature of the gyre, creates conditions for a sedimentary environment (Trimmer et al., 
2003), and waters in this region tend to be Case I or close to Case I in spring and summer. To 
the south and north of the stratified region, particularly in St. George’s Channel and the North 
Channel, tidal mixing is sufficient to ensure that the water column is vertically mixed 
throughout most of the year. Stratified western Irish Sea waters are separated from these mixed 
waters by tidal mixing fronts. The most pronounced of these is the western Irish Sea front which 
runs approximately from the southwest tip of the Isle of Man to Dublin (Simpson and Hunter, 
1974).   
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4.2 Cruises 
 
Figure 4.1 shows locations of the sampling stations occupied during four optical cruises made 
between 2001 and 2002.  
 
During the first cruise, in August 2001, stations were taken along the western boundary of the 
Irish Sea from Wicklow to Howth, and across the Irish Sea, towards the Isle of Man, following 
the tidal mixing front southwest of the Isle of Man.  Figure 4.2 (left) shows temperature, salinity 
and chlorophyll profiles for the tidal mixing front in the front region. The region is shown to be 
strongly stratified, with a consistent gradient of density where stratification is developed due to 
temperature (Horsburgh et al., 2000). The shallow embayment of Liverpool Bay was sampled as 
well (figure 4.2, right) where salinity is significantly lower due to freshwater inputs from rivers 
Clwyd, Dee and Alyn mainly, and also from the Conwy area. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.2. Profiles of salinity (red dashed line), temperature in degrees C (blue solid line) 
and fluorescence (dotted grey line) from two stations taken in August 2001. Profiles 
correspond to a station taken along the tidal mixing front southwest of the Isle of Man (IS01-
12, left), and to a station taken in Liverpool Bay (IS01-2, right). 
 
On the second cruise in November 2001, stations were taken in Liverpool bay, from Rhyl to the 
north of Anglesey Island and around Holyhead. Waters in this region, especially the mouths of 
the Dee and Mersey estuaries, north of Anglesey and the Menai Strait, tend to be more Case II 
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and have a higher content of TSM, especially in winter and autumn (Bowers et al., 1996; 
Bowers and Mitchelson-Jacob, 1996). Strong winds and shallow stations generated high mineral 
resuspension. Liverpool Bay has a strong influence of river inputs with low salinity values in 
the uppermost surface layer, but in this case CDOM levels were not as strong as in other regions 
of the Irish Sea.  
The third cruise was carried out in April 2002, mainly sampling the gyre southwest of the Isle of 
Man, where due to the retentive nature of the gyre, Case I waters are more typically found. The 
gyre presents the onset of thermal stratification – a key process producing the stable surface 
layer where the spring bloom can take place (Hill et al., 1994). Salinity values were higher than 
expected in that region which could indicate a calibration problem; however these data won’t be 
used in further analysis in this thesis. This is shown in figure 4.3 (left). Some stations were also 
taken in Liverpool Bay, from Rhyl to the north of Anglesey Island. 
The fourth cruise in July 2002 was sampled through the Celtic Sea, St George’s Channel and a 
few stations in Cardigan Bay. This region is strongly influenced by tidal mixing; tidal currents 
induce resuspension of sediments (Bowers et al., 1998). To the south of this region in the Celtic 
Sea, thermal stratification develops in summer (figure 4.3, right) (Buchan et al., 1967). 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.3. Profiles of salinity (red dashed line), temperature in degrees C (blue solid line) 
and fluorescence (dotted black line) from 2 stations taken in April 2002 and July 2002. 
Profiles correspond to a station taken on the gyre southwest of Isle of Man (left) and to a 
station taken in the Celtic Sea (right). Strong tidal mixing induces a well mixed water column.  
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4.3 Data acquisition. 
 
The dataset was collected and processed by Dr McKee and specifications on the sampling 
protocols and data processing were provided by him.  For this thesis, a comprehensive quality 
control process was initiated that resulted in acceptance of 70 stations with a complete dataset 
(IOP’s, radiometry and constituents) from a total of 120. In this study, only sub-surface data 
were analyzed. 
 
Operation of the AC-9 
 
A 25-cm path length WET Labs AC-9 was used to measure the absorption coefficient and beam 
attenuation coefficient of materials other than water at nine wavelengths (10 nm FWHM) across 
the visible spectrum. Optical blanks for the AC-9 were regularly measured using ultrapure 
Millipore water treated with ultraviolet light, and calibration of the two optical channels 
remained within the manufacturer’s specifications of ±0.005 m
-1. Absorption and attenuation 
signals were corrected for temperature and salinity dependent water absorption (Pegau et al., 
1997) and data were averaged over 1 m depth intervals. Total absorption, a, and attenuation, c, 
coefficients were obtained by adding partial coefficients for pure water obtained from the 
literature using Pope and Fry (1997) for absorption and Smith and Baker (1981) for scattering. 
Procedures for the correction of in situ reflecting tube absorption measurements for scattering 
artefacts were applied. The scattering correction of Zaneveld (1994) was used in the dataset, but 
it may not fully account for the effects of wavelength dependent scattering phase functions in 
shelf seas (McKee and Cunningham, 2005; McKee et al., 2003; McKee et al., 2008).  
 
Hydroscat 
 
Total backscattering, bb, at 470 and 676 nm was derived from Hydroscat-2 (HOBI Labs) 
measurements using the manufacturer conversion factors to bb and correction factors for path 
 Chapter 4. Characterization of optical data  50
length absorption effects. Particulate backscattering, bbp, was obtained by subtracting values for 
pure water backscattering derived from the measurements of Smith and Baker (1981). The 676 
nm backscattering channel has a 20 nm FWHM filter to permit dual use as a chlorophyll 
fluorometer and therefore there is potential for fluorescence contamination in this channel. 
Given the limited range of chlorophyll concentration encountered in this data set, it is suggested 
that backscattering signals at 676 nm may be slightly overestimated for some stations (McKee 
and Cunningham, 2006).  
 
Filter pad measurements 
 
Filter pad absorption was measured using a custom-built spectrophotometer with a blank filter 
used as a reference to give the absorbance of all particulate material retained on the filter. Algal 
pigments were extracted by soaking the filters in 90% (neutralised) acetone overnight. Detrital 
absorbance was measured by remeasuring the absorption of material on the filter pad after 
pigment extraction. Phytoplankton absorption was obtained by subtracting detrital absorption 
from total particulate absorption. 
 Absorption coefficients were obtained by converting absorbance to natural logarithms (a = 
(2.303*absorbance*V)/A) and applying a β correction factor (β = 2, Roesler 1998) to correct for 
amplified light absorption effects in glass fibre filters. Algal absorption at 750 nm was assumed 
to be zero.  
 
Pigment measurements 
 
Pigment concentration was obtained using the Jeffery and Humphrey (1975) spectrophotometric 
method. Two different methods were applied to retrieve Chlorophyll a and phaeopigments. All 
samples were measured in triplicate. 
The absorbance of pigments extracted in 90% (neutralised) acetone was measured in a 1 cm 
cuvette in a custom-built spectrophotometer. The trichromatic equations were used to calculate 
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chlorophyll concentrations. The concentration of phaeopigments was measured by acidifying 
the pigment extract with a few drops of 1 % hydrochloric acid and measuring the absorbance of 
the acidified extract. The Jeffery and Humphrey equations were used to determine 
concentrations of both Chlorophyll a and phaeo-pigment.  
The protocol for this method suggests using a 10 cm cuvette and 15 ml acidified pigment 
extraction. In this dataset, for practical reasons, 8 ml of extraction were used and a 1 cm cuvette, 
due to unavailability of a 10 cm versions. Using a smaller cuvette and shorter path length, 
worsens the measurement (x10 worse) by reducing the signal to noise. However by using half 
the pigment extraction suggested in the protocol the quality of the measurement was improved 
by a factor of two in signal to noise. Overall accuracy is likely to be five times lower than 
suggested in the protocol (3% error).  
 
Coloured dissolved organic material (CDOM) samples were filtered through 0.2-μm membrane 
filters, with the filtrate being collected in acid-rinsed glass bottles with nalgene caps and stored 
under refrigeration. Absorption by CDOM was measured in a custom-built spectrophotometer 
using 10 cm cuvettes and UV treated ultrapure water as a reference. Absorption values of 
CDOM at 715 nm were assumed to be zero. This offset was subtracted from the whole 
spectrum. 
 
The requirements of this work led us to a quality reassessment of the data. Some data obtained 
with filter pad measurements were removed from the original dataset, where the acetone 
bleaching extraction method for pigments was not complete, and uncertainty would be added to 
the phytoplankton absorption signal and the non-algal particle (NAP) absorption signal. 
Samples where chlorophyll absorption spectra were negative or the spectral values of the NAP 
were contaminated by incomplete pigment extraction were removed. Previously published 
works have shown this type of problem on the NAP absorption signal (Babin et al., 2003) that 
was resolved by fitting the exponential expression of the NAP absorption to the spectrum region 
not affected by pigment absorption. Since the aim of this work is to characterise uncertainty 
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estimates in optical modelling, these data were removed to avoid added sources of uncertainty. 
A final quality controlled dataset of 70 stations was used in this work. 
 
Constituents 
 
Total suspended solids (TSS) samples were obtained by filtering 5 litres of seawater through 
pre-weighed 90-mm GF/F filters and rinsing with 50 ml of distilled water. Samples were stored 
frozen until returned to the laboratory where they were dried in an oven at 100 ˚C for 3 hours 
and reweighed. The concentration of mineral suspended solids (MSS) was obtained by re-
weighing samples after they had been placed in a furnace at 500 ˚C for 3 hours, at which point it 
was assumed that all organic materials had been combusted. 
 
4.4 Distribution of constituents  
 
Figure 4.4 shows Total Suspended Sediments (TSS) content, which appeared to be highly 
variable across all stations sampled. Higher levels of mineral suspended sediment (MSS) were 
found off the north coast of Anglesey, and along the north coast of Wales, as well as in shallow 
stations (McKee and Cunningham, 2006).  
Some stations sampled in this region during July 2002 and November 2001 that showed very 
high concentrations of TSS were removed to maintain consistency of the data. The absorption 
coefficient associated with suspended particulate matter (SPM) is expressed as an exponential 
form and assumes absorption is zero at 750nm. It was previously discussed in chapter 3 that this 
assumption might lead to a significant source of error in highly loaded filter pad samples, where 
SPM absorption in the near-IR is not negligible. That is why for data quality purposes, data 
from these stations were removed.  
 
Chlorophyll content in the region appeared to be fairly low, with an average value of 1.16 mg 
m
-3 and a maximum of 3 mg m
-3  even during spring and summer, when phytoplankton is 
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expected to be more abundant. Previous chlorophyll studies in the region have shown high 
concentrations in the Liverpool Bay area (Gowen et al., 2000) in spring and summer and in the 
front region in the NW of the Irish Sea (Gowen et al., 1995). It might be possible that high 
chlorophyll waters were undersampled, but it is also possible that productivity in this area is not 
as high as in other shelf seas. 
Absorption values of CDOM at 440 nm for this dataset were relatively low. Maximum values of 
acdom 440 were 0.25 m
-1, even though a number of samples were taken close to outflows of 
rivers (e.g., in Conwy Bay). These values were low compared to some other UK coastal waters, 
particularly the fjord systems of the Scottish west coast (McKee et al., 2002). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.4. Histograms of the concentrations of seawater constituents (TSS, MSS, Chl and 
CDOM) for surface samples. 
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4.5 IOP distributions and optical water types 
 
To study IOP’s in this region, filter pad data were used for particle absorption coefficients 
because of the hyperspectral sampling they provide. Particle scattering and backscattering 
coefficients were retrieved from AC-9 and Hydroscat-2 respectively. 
Figure 4.5 shows the total absorption coefficient from filter pad measurements for this 
subsurface dataset, and the particle backscattering coefficient, bbp, at 676 nm. Both total 
absorption and backscattering coefficients presented a range of variability. The absorption 
coefficient appears to be divided into two well defined groups of stations with two different 
spectral shapes. One of the patterns seems to correspond to stations with a predominant content 
of particulate matter and CDOM, presenting a well defined decreasing exponential pattern, but 
with a clear feature at around 670 nm corresponding with the second absorption peak of 
chlorophyll. A second group of stations appear to be dominated by phytoplankton whose 
spectral shape governs the total absorption coefficient. 
 
 
 
 
 
 
 
 
 
Figure 4.5. Total absorption spectra for dataset and frequency values of bbp470. 
 
The total absorption coefficient ranged from 0.05 m
-1 to 0.6 m
-1 at 440 nm, spanning one order 
of magnitude with an average of 0.16 m
-1. Stations with a clear exponential pattern for the total 
absorption coefficient presented a wider variability in the blue region than those with an 
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absorption coefficient dominated by phytoplankton. Total absorption at 676 nm was always 
below 0.1 m
-1 for all samples in different seasons, which indicates a fairly low presence of 
phytoplankton in this region. 
Particle backscattering at 676 nm was below 0.025 m
-1 for a significant group of stations. 
Values from 0.025 m
-1 to 0.1 m
-1 are uniformly distributed between different stations.  
Particulate backscattering ratio (bb/b) at 470 nm (not shown here) varied by an order of 
magnitude, from 0.005 – 0.05 with an average value of 0.025. At 676 nm, highest 
backscattering ratios (bb/b = 0.33) were found in the north coast of Anglesey, where the highest 
concentrations of mineral particles were found. Lowest bb/b were observed during the April 
2002 cruise in the north-west of the Irish Sea, with values of bb/b = 0.005 in the cyclonic gyre. 
Waters in this region appeared relatively clear at that time of the year, with low chlorophyll 
content as well as few mineral particles. Spectral dependence of bb/b has been observed in a 
recent study in this region (McKee et al., 2009, in press), and therefore the use of this parameter 
in bio-optical modelling could have major implications in the output of the model.  
 
The two distinctive spectral patterns for the absorption coefficient might be indicative of two 
different optical water types within the overall region. The wide range of variability of the 
absorption coefficient together with the wide variation of bb/b could also be indicative of 
different water types in this region.  
To examine this hypothesis, particle absorption at 676 nm is plotted against particle absorption 
at 440 nm (figure 4.6). These wavelengths correspond to the two absorption peaks of 
chlorophyll. In the near red region of the spectrum, the most significant OAC are phytoplankton 
and water itself. In contrast, mineral absorption can be significant in the blue, decreasing 
exponentially with wavelength. Therefore, low ap440/ap676 ratios will correspond to a total 
absorption coefficient dominated by phytoplankton, whereas high ap440/ap676 ratios will 
correspond to an absorption coefficient dominated by particles.  
By using this ratio the dataset appears to be divided into two clusters. Samples in Group A show 
higher values of ap440/ap676 ratio, whereas samples in Group B presents lower values of 
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ap440/ap676. The same sample partitioning is present on the bbp676/ap676 scatter plots (McKee 
and Cunningham, 2006). Group A, with higher bbp676/ap676 ratios, could be identified as 
waters with predominant mineral content coming from sediments resuspension and river inputs. 
Group B with lower bbp676/ap676 ratios are attributable to waters with predominant 
phytoplankton content. 
 
 
 
 
 
 
 
 
Figure 4.6. Total absorption at 676 nm vs total absorption at 440 nm. Total absorption at 676 
nm vs backscattering at 676 nm. 
 
Group A waters were mainly found in the Liverpool Bay area (figure 4.7) which presents a 
significant terrigenous content. Stations in this area were relatively shallow, with average depths 
of 30 m and presented a well mixed temperature-salinity profile. Group B waters were found in 
St George’s channel, along the western boundary of the Irish Sea and on the cyclonic gyre 
located SW of the Isle of Man. These stations were deeper than group A stations and waters 
were generally stratified, with the exception of St George’s channel, strongly influenced by tidal 
mixing. The classification adopted here is completely based on the ratio of bbp676/ap676  and 
could be dubious when high chlorophyll and minerals are found in a particular region as occurs 
for some group A stations located in the cyclonic gyre.  
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Figure 4.7. Location of Group A stations, mineral dominated, and Group B stations 
phytoplankton dominated.  
 
 
4.6 Constituent IOP’s. 
 
Minerals and detritus 
 
Further analysis was applied to these data in order to identify the constituent composition of 
each water type. Figure 4.8 shows the relationship between MSS and chlorophyll for all 
samples. The two groups, group A predominantly mineral and group B predominantly 
chlorophyll, are clearly separated.  Group A, along with mainly high mineral concentrations, 
also contains some fairly high chlorophyll concentrations, but their ratio still indicates a 
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predominant mineral content in these waters but with some phytoplankton content as well. 
Group B waters correspond to phytoplankton dominated water even though a small mineral 
fraction could be observed. Skeletonema, Chaetoceros or Thalassiosira are genera of 
phytoplankton diatoms commonly observed in the Irish Sea, which contain a small mineral 
biogenic fraction (McKinney et al., 1997).    
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.8. MSS vs chlorophyll for Group A and Group B. 
 
Figure 4.9 (upper panels) plots the detrital absorption coefficient at 440 nm vs MSS content for 
group A, presenting a determination coefficient of 0.97 between them, which confirms that the 
detrital fraction is mineral for Group A waters. Similar values of mineral absorption have been 
found for clay samples with ochre coloration (Babin and Stramski, 2004), featuring spectral 
shoulders correspondent to the variable mineral composition of the sample. From now on, the 
detrital absorption coefficient in Group A waters will be named mineral absorption coefficient, 
amss. Mean amss spectral coefficient is also presented in figure 4.9. In group B waters, the detrital 
fraction is poorly correlated with both chlorophyll and MSS content (figure 4.9, lower panels).  
 
The absorption coefficient associated with detritus includes any remaining unpigmented organic 
material with absorbing properties as well as the effect of intracellular material of living 
phytoplankton cells. Regression analysis between detritus and chlorophyll is clearly low, since 
samples have been bleached to eliminate any remaining pigment. A low slope regression value 
will also affect the correlation coefficient. However this is largely a result of limited signal 
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ranges in both X and Y variables and significant trends can be discerned. For these Group B 
waters it can reasonably be concluded that the detrital absorption signal is generally associated 
with the algal population though there is scope for contributions from other particle types too. 
 
The range of variability for the detrital absorption coefficient at 440 nm for Group B is very 
low, with an average of 0.0367 m
-1. The very small range of variation in detrital absorption can 
also indicate a phytoplankton related detrital fraction. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.9. (upper panels) Detrital absorption vs. MSS for Group A and mean amss spectra. 
(lower panels) Detrital absorption vs. chlorophyll for Group B and detrital absorption vs. 
MSS for Group B. 
 
 
To explore in further depth the source of the detrital fraction in Group B, figure 4.10 presents 
the average Group B specific detrital absorption coefficient, adet* based on mineral 
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concentration,  adet/MSS, and based on  chlorophyll concentration, adet/Chl. In the case of 
adet/MSS, the spectral values are significantly lower than for amss in Group A (figure 4.9, upper 
right panel) and the spectral shape smoothly decreases, in contrast to the amss spectra in figure 
4.9 with marked slope changes in the spectrum. Changes in slope have been observed in amss 
spectra corresponding to a variable mineral composition (Babin and Stramski, 2004). Hence, we 
can conclude that the detrital fraction in Group B is chlorophyll related. Similar values for the 
amss coefficient to those presented here were also reported by Babin and Stramski (2004) for 
clay samples. 
 
 
 
 
 
 
 
 
Figure 4.10. Specific detrital absorption coefficient calculated from MSS and Chl. 
 
The detrital absorption coefficient is explicitly not related to total SPM, distinguishing our 
approach from that of other studies (Babin et al 2003; Bowers et al 1996), since to do so would 
separately include mineral biogenic content and organic content even though they possibly 
come from the same source, and therefore would double count the real phytoplanktonic pool.  
 
Phytoplankton 
 
Phytoplankton absorption spectra were obtained using the filter pad technique for the whole 
dataset. In figure 4.11 (upper left panel) phytoplankton absorption spectra and mean 
phytoplankton absorption spectrum (red line) are presented.  
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In this region, pigment concentration was generally low compared with previous studies in the 
region even though three of the four cruises were performed in spring and summer. 
Phytoplankton absorption values were, in contrast, found higher than other studies that suggest a 
ratio for the phytoplankton absorption to the chlorophyll concentration of 0.02 (Mitchell and 
Kiefer, 1988; Stramski and Morel, 1990).  These higher values found in this study might be due 
to: (1) problems with the chlorophyll retrieval method, (2) in low irradiance, coastal, 
oligotrophic wasters a higher efficiency of phytoplankton and higher absorption curves have 
been observed (Sosik and Mitchell, 1995) or (3) choice of β factor for scattering effects. 
Variability on the phytoplankton absorption spectra in general was low, presenting variability in 
the blue of 2.5 times the mean value (Figure 4.11).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.11. Phytoplankton absorption spectra, CDOM absorption spectra, mean 
phytoplankton scattering spectrum, mean MSS scattering spectrum. 
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CDOM 
 
Absorption by CDOM was also found to be generally lower compared with previous studies in 
the region (McKee et al., 2002; Tilstone et al., 2005).  As figure 4.11 shows (upper right panel), 
the acdom values varied over a reasonably small range even though three cruises were carried out 
in spring and summer and close to river outflows.  Typical acdom values at 440 nm have been 
reported from 0.01 to 0.1 m
–1 in oceanic waters and from 0.04 to 20.0 m
–1 in coastal, estuarine 
and inland waters (Kirk, 1994) whereas acdom(440) was 0.06 m
-1 in this dataset.  In this region 
however it has also been documented that there is low CDOM contribution to total absorption 
signals (Bowers and Mitchelson-Jacob, 1996). For comparison purposes with other studies acdom 
spectra were fitted to the exponential parameterization. During the COASTlOOC experiment 
for coastal sampling around Europe, average slope coefficient of acdom was 0.0176 nm
-1 with a 
standard deviation of 0.002 nm
-1 (Babin et al., 2003) whereas in this dataset it was significantly 
lower, 0.0129 m
-1nm
-1.  
A dependence of acdom on temperature and salinity has been reported at 740 nm (Sullivan et al., 
2006), but this effect has not been corrected for in this dataset.  CDOM absorption data were not 
fitted to an exponential expression for data smoothing in order to avoid added uncertainty at the 
extremities of the visible spectrum of the measured data. 
Phytoplankton and MSS scattering coefficients were obtained after classification by applying 
optical water type criteria for distinguishing Group A and Group B waters. Thus, in a singular 
location the scattering coefficient is assigned either to phytoplankton or MSS. Figure 4.11 
(lower panels) shows mean spectra of bph and bmss presenting wavelength independency. This 
will have profound implications when deriving and applying particulate backscattering ratios for 
bio-optical modelling. 
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4.7 A four component model for the Irish Sea  
 
Using a similar expression to that proposed by other authors (Babin et al., 2003; Carder et al., 
1991; Prieur and Sathyendranath, 1981; Roesler et al., 1989), we can express the complex 
absorption and scattering properties of the Irish Sea as a four component model:  
 
    (4.1) 
MSS b Chl b b b
a MSS a Chl a a a a
mss chl w
cdom mss chl w
⋅ + ⋅ + =
+ ⋅ + ⋅ + + =
* *
* *
det
* ) (
 
where every specific IOP is related with its constituent concentration.  Decomposing the 
absorption coefficient for the two water types identified in sections 4.5 and 4.6, it can expressed 
as: 
 
Group A      cdom mss chl w a MSS a Chl a a a + + ⋅ + =
* *
 
Group B      cdom chl w a Chl a Chl a a a + ⋅ + ⋅ + =
*
det
*
 
By setting up this model, the Irish Sea has been optically characterized based upon constituents 
and specific IOP’s.  Even in complex waters such as the Irish Sea and without taxonomical 
information for phytoplankton species, different optical water types can be envisaged, 
depending on its composition and differentiation between biogenic and non-biogenic sources 
and using basic relationships between constituents and IOP’s. An explicit characterization of 
constituent IOP’s is crucial to evaluate variability in IOP’s caused by variations in constituents 
or optical uncertainties.   From that we gain the capability to estimate uncertainty in bio-optical 
modeling. 
 
Using biogenic and non-biogenic partitioning also has important consequences in ecosystem 
modeling: the use of different water types allows a precise characterization of constituents and 
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hence of the optical properties. For a given region from Group A waters, as defined above, its 
optically active constituents are mineral sediments, phytoplankton and colored dissolved 
organic matter and hence the underwater light field can be calculated based upon them (Fuji et 
al., 2007).  Similarly for a region with Group B waters that are phytoplankton dominated. 
Furthermore, the partitioning into biogenic and non-biogenic sources allows the possibility for 
ecosystem models to establish pools and sources of detritus or particulate carbon from 
phytoplankton or other sources, and mineral particles as by-products of phytoplankton or 
mineral sediment from resuspended materials. 
This chapter has described the data used and defined the IOP’s present in the dataset. 
Furthermore it has shown that by using simple optical ratios, the biogeochemical source of 
IOP’s can be defined, when no other compositional information is available. By using this 
partitioning analysis, it has been possible to establish an optical model for the Irish Sea. This 
model can be used to define total absorption and scattering for different water types in a forward 
optical model according to their biogeochemical composition. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Chapter 5 
Uncertainties on constituent IOPs:  
A new approach to reduce uncertainties in optical data. 
 
5.1 Introduction  
 
Optical parameters defining the properties of sea water and its content are used for assimilation 
in radiative transfer modelling and so an accurate characterization of them is necessary when 
using numerical optical models to compute the underwater light field. Variability in optical 
measurements can be attributed to changes in the concentration and composition of OACs. 
However, some of the observed variability will also be attributable to measurement 
uncertainties, a fact that has often been overlooked in previous studies. 
Some of this variability arises from random uncertainties in data; instrument noise, changing 
illumination conditions, etc. Some is caused by systematic uncertainties in the acquisition 
process and data processing. Correction factors applied in measuring absorption coefficients, 
such as the AC9 scattering correction factor and the path length amplification factor when using 
the filter pad method (chapter 3), are likely to introduce substantial error to the measurement of 
the optical properties. Furthermore, when optical data from different sources are combined to 
derive other optical parameters, uncertainties can potentially be amplified greatly.  
 
Uncertainties in IOPs have been reported to be one of the major problems when attempting to 
perform closure exercises, i.e. computing water leaving radiance from IOPs using numerical 
modelling and comparing with in-situ radiometry (Bulgarelli et al., 2003).  Chang et al. (2003), 
reported that some of the problems associated with closure exercises might arise from faulty 
scattering corrections applied to AC-9 data. Other sources of uncertainty in IOPs have been 
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chlorophyll-specific absorption coefficient for the red wavelength (discussed here in chapter 3), 
as well as radiance measurements inaccuracies (Gordon and Ding, 1992; Leathers and Downes, 
2001). 
 
The goal of this chapter is to quantify the uncertainties of IOPs and constituents, and how these 
two propagate when deriving specific IOPs (SIOPs). Here different statistical approaches are 
compared with a view to obtaining a clearer understanding of natural variability in SIOPs taking 
account of measurement uncertainties. For this, constituent IOPs are introduced in 5.2, leading 
to an analysis and discussion of the constituent SIOPs for the Irish Sea dataset, and their 
associated variability. In 5.3 we analyze separately the variability in IOP data and in the 
constituent measurements, followed in 5.4 by considering how the uncertainties of both IOPs 
and constituents are combined and may be amplified in the constituent SIOP errors. Finally in 
5.5 an alternative statistical approach is introduced to retrieve constituent SIOPs in a way that 
reduces SIOP variability arising from measurement uncertainty, and it is compared with 
traditional calculations of constituent SIOPs. 
 
5.2 Variability of constituent IOPs 
 
The importance of the variability of measured IOPs is the uncertainty which that variability 
creates for the output of optical models that use those IOPs.  IOPs are the initialization variables 
of the optical model, which describe a specific water mass with particular concentrations of 
OACs. When IOP data are available, these can be introduced in the optical model. However, it 
is common to generalise this approach by the use of IOPs normalized by the mass of the 
constituent so they can be used as optical descriptors for a particular region independently of its 
OAC concentration. The IOP signature across the spectrum depends on the constituent type and 
concentration: 
  ) ], [ ], ([ λ ion concentrat t constituen type t constituen f IOP const − − =  (5.1) 
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This is generally simplified by assuming that the spectral shape of the constituent, which we can 
write as Sconst(λ) is determined by the type of constituent, while its magnitude depends on the 
absolute concentration of the constituent, Cconst.  Thus: 
 
   )) ( , ( λ const const const S C f IOP =  (5.2) 
 
This function is often further simplified as a simple product of the concentration and the 
spectral shape function, now assumed to be invariant with the constituent concentration and 
which is then referred to as the specific IOP or SIOP.  Then 
 
   ) (λ SIOP C IOP const const ⋅ =  (5.3) 
 
In principle this approach should simplify the way of estimating constituent IOPs for use in bio-
optical models. If Cconst is known (for example by measurement or as a prediction from within 
an ecosystem model) then as long as the SIOP is known as a function of wavelength for that 
constituent, equation 5.3 provides the estimated IOPconst.  
 
However, this requires knowledge of the SIOP, which must be derived empirically.  The SIOP 
cannot be directly measured, but is derived from a set of paired measurements of IOPconst and 
Cconst. Such measurements include the range of variability identified in chapter 4. Thus, 
although the reported variability in constituent SIOPs is mostly attributed to natural variability, 
it may also be a result of measurement uncertainty in both Cconst and IOPconst and also the way in 
which the SIOP is derived from those measurements. This chapter focuses on the variability in 
SIOPs which is introduced by measurement uncertainties, and is therefore potentially capable of 
reduction, with the ultimate goal of improving the performance of bio-optical models when such 
SIOPs are applied.  
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SIOPs are usually derived in a point-by-point approach as the optical cross section of an 
optically active constituent, OAC, divided by its corresponding constituent mass per unit water 
volume concentration:  
   [] m
m
const
IOP
SIOP =  (5.4) 
SIOPs cannot be directly measured and are always obtained through direct measurements of 
measured IOPs (IOPm) and measured constituent concentration ([constm]). 
 
Figure 5.1 presents an ensemble of the specific absorption coefficients of chlorophyll, detrital 
particles, mineral suspended sediments, and coloured dissolved organic matter, as derived from 
individual sampling stations.  Specific scattering coefficients of chlorophyll and MSS are 
presented as well. All SIOPs were normalized by the corresponding OAC mass concentration 
measured at the same sampling station. Phytoplankton specific absorption coefficient, aph*, is 
called phytoplankton specific absorption coefficient by chlorophyll from now on, achl*, since the 
optical cross section of phytoplankton is related only with Chl a content.  Chl a is the most 
optically significant component, but not the only one (chapter 4) and although most studies 
would approximate achl* to aph* here it will not be done to preserve rigour in the data 
presentation. In the case of acdom*, acdom440 was used as a proxy for CDOM concentration.  
In this dataset, the mean observed values of achl* 676 were 0.0356 m
2(mg Chl a)
-1, with a range 
of 0.0165-0.0822 m
2(mg Chl a)
-1. As previously discussed in chapter 4, these values appear to 
be slightly higher than others found in the literature, but within similar ranges. Cota et al., 
(1994) reported a value of achl* of 0.023 ± 0.011 m
2 (mg Chl a)
-1 and Moisan and Mitchell 
(1999), observed a range of variation for achl* of 0.012-0.030 m
2(mg Chl a)
-1 for lab cultures. 
The results presented here were obtained from in situ samples which usually have a lower achl*. 
However, higher phytoplankton efficiency absorption in coastal waters has also been reported 
(Sosik and Mitchell, 1995) comparable with this dataset.  These high values could also be the 
result of the protocol used for Chl a measurement (chapter 4) or the path length correction 
amplification factor selected (β = 2). McKee and Cunningham (2006), presented AC-9 and acdom Chapter 5. Uncertainties on constituent IOPs  69
values for this dataset whose combined result to obtain particulate absorption was still lower 
than those obtained here for particulate absorption from filter pad measurements. It is believed 
that the choice of path length amplification factor could be responsible for the high achl* values 
(see chapter 3). 
Detrital absorption in this region is due mostly to phytoplankton by-products, organic material 
from different sources as well as a small mineral fraction possibly biogenic (diatoms). adet* was 
obtained by normalizing the SPM fraction from Group B waters to Chl a concentration (as 
justified in chapter 4). Mean observed values of adet* at 440 nm were 0.033 m
2 mg
-1 with a range 
of variation of 0.040 - 0.112 m
2 mg
-1. adet* spectra were not fitted to any exponential expression, 
as is often done in the literature, in order to avoid added uncertainty in further analysis. For 
comparison purposes, exponentially fitted spectra were examined and the average slope 
coefficient was 0.0124 which is within literature observed values. Studies from a well defined 
detrital fraction from organic origin are difficult to find. Most of them include absorption effects 
from mineral particles since separating absorption signatures of organic and inorganic pool is 
only possible in lab experiments. Babin et al., (2003) observed a slope coefficient for the detrital 
faction of 0.0123 nm
-1 which reportedly includes effects from mineral particles. Bowers et al., 
(1996) reported similar slope values for mineral particles in the Irish Sea. Field studies for the 
absorption coefficient of detrital fraction are ambiguous in terms of their chemical origin, which 
is key to interpret their optical properties.  
Specific absorption coefficient of mineral suspended sediments, amss*, was obtained by 
normalizing the detrital fraction from Group A, mineral dominated (chapter 4) with MSS 
concentration, since regression analysis showed a determination coefficient of 1 with MSS 
content. Mean amss* at 440 nm was 0.0405 m
2 g
-1 with a range of 0.0296-0.0617 m
2 g
-1. Babin 
and Stramski, (2004) found similar values in coastal mineral water samples of clay extracts with 
characteristic ochre coloration and for iron oxides samples with less than 5% POC content. For 
clay samples, those with highest Fe content presented highest amss* values and Fe appeared to 
dominate the amss* signal. Also, changes in the spectral slope of clay samples were evident as in 
our data, a result of the variable composition on the mineral fraction. Chapter 5. Uncertainties on constituent IOPs  70
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
Figure 5.1. Specific absorption coefficients of chlorophyll (upper left), detritus (upper right), 
MSS (middle left) and CDOM (middle right). Mean specific scattering coefficient of 
chlorophyll (bottom left) and MSS (bottom right). 
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Specific absorption spectra by CDOM, acdom*, were also not fitted to an exponential expression 
to avoid added uncertainty by the data smoothing procedure.  Low variability can be observed 
in this data even though samples were taken in different regions and seasons in the Irish Sea 
(chapter 4). The acdom* data appears noisier than filter pad absorption data as the filter pads had 
effective path lengths of the order of 1-2 m, while acdom was measured with a 0.1 m cuvette. 
acdom data have therefore got poorer signal to noise. 
Specific scattering coefficients were obtained from individual measurements of scattering 
coefficients, applying optical water type criteria (chapter 4) and then divided by the appropriate 
constituent concentration. For scaling reasons we have presented mean chlorophyll specific 
scattering coefficient bchl* and mean MSS specific scattering coefficient bmss* so their spectral 
features can be observed. 
bchl* and bmss* presented low spectral dependency with minimum values at 440 and 660 nm 
corresponding with the blue and red chlorophyll absorption. bchl* spectrum can be explained as 
a result of the intracellular chlorophyll concentration, cell diameter and Qb, scattering efficiency 
factor (Ahn et al., 1992),  where the efficiency factor is defined as the ratio of attenuated energy 
scattered by this mean cell to the energy impinging on its geometric cross section. The 
chlorophyll minimum also present in bmss* shows that the water type criteria partitioning applied 
to the scattering coefficient might not be very precise since a fraction of phytoplankton can be 
clearly observed in bmss*. 
 
5.3 Quantifying uncertainties  
 
The constituent SIOPs shown and discussed above were calculated in a “point-by-point” 
approach as shown in equation 5.4, where every IOP measured value is referenced against its 
constituent concentration measured value. Both of these measurements, IOP and constituent 
concentration, present variability. Some of it can be attributable to natural variability, but part of 
this variability will be also due to measurement uncertainty.  Chapter 5. Uncertainties on constituent IOPs  72
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Some authors have identified the problems related with IOP measurement uncertainty (Prieur 
and Sathyendranath, 1981)  and their impact on derived parameters such as SIOP precisely due 
to this calculation method (Bricaud et al., 1995). Therefore it is important to distinguish 
between natural variability and variability due to uncertainty. SIOPs are also used as optical 
descriptors for a given area in optical modelling, and often are used to obtain theoretical 
constituent IOPs (IOPt), reconstructing IOPs from SIOPs based on the above approach as: 
 
   () ( ) const t const SIOP IOP ε ε + ⋅ ± = ] [  (5.6) 
 
Figure 5.2 presents as an example aph440 values vs Chl a concentration for this dataset. As 
shown, data are homogeneously distributed along a prediction line for aph440 vs Chl a values. 
By using SIOPs derived in point-by-point, a theoretical IOP (IOPt) can be obtained from the 
SIOPs based on equation 5.6. With this approach, uncertainties on calculated SIOP will 
propagate and increase when retrieving IOPt. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.2. aph 440 measured vs Chla concentration measured. Max/min ranges of aph 
theoretical. 
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In this case, aph theoretically can be obtained from achl* given the Chl a concentration range 
introduced in equation 5.4. Using this approach, the IOPt values obtained will include 
variability from SIOP uncertainty and constituent uncertainty whose combined uncertainty 
results in an IOPt range given by the maximum and minimum value observations for the dataset 
(figure 5.2). Part of the apparent variability introduced in IOPt will be due to measurement 
uncertainty.  
 
To estimate uncertainty associated with SIOPs the individual contributions to the total 
uncertainty in SIOPs have to be identified, coming both from IOP measurements and from 
constituent concentration measurements.  
For constituent IOP uncertainty, consecutive wavelengths have been taken for regression 
analysis. Assuming a slow variation on the IOP signal, the variability between 2 consecutive 
wavelengths is attributed to noise in the measurement. For phytoplankton absorption, detrital 
absorption, MSS absorption and CDOM absorption, regressions have been applied for 500 and 
505 nm (figure 5.3). The signal generally decreases with wavelength in this spectral range. 
Geometric mean regression analysis is applied to model observations. Modelled values minus 
observed values will provide the range of variability attributable to uncertainty, since true 
variation in the signal is assumed to be adequately accounted for by the linear regressions. 
 
Geometric mean regression 
 
To ensure regression data are given equal weighting, a geometric mean regression (GMR) 
technique has been applied to the study of consecutive wavelengths. The slope of the GMR is 
the geometric mean of the two slopes determined by regressing Y on X and X on Y. As 
opposite to the ordinary least squares regression, which assumes no error on the independent 
variable x, the GMR (or reduced major axis regression) minimizes the horizontal residuals as 
well as the verticals. The slope and the intercept of the GMR can be expressed as: Chapter 5. Uncertainties on constituent IOPs  74
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where bGMR and bOLS are the slopes of the geometric mean regression and the ordinary least 
squares regression, r is the correlation coefficient and x and y are the average of data.  
 
IOP uncertainty 
 
In figure 5.3 is presented GMR studies for aph, adet, amss, and acdom together with error estimates 
from modelled constituent IOPs minus observed constituent IOPs.  
The method provides excellent agreement at consecutive wavelengths for aph, adet and aMSS, 
which proves the consistency of the method. For aph, adet and amss, correlation coefficients are 
0.997, 0.999 and 1 respectively and measurement uncertainties are 0.004 m
-1 for aph and 0.002 
m
-1 for adet and amss. All three measures for these coefficients come from filter pad 
measurements and from the same sample and we can observe a consistent random uncertainty in 
the measurement. In the case of aph, the slightly higher variability could be associated with 
natural variability from sample to sample. In general we can say that absorption measurements 
with filter pad present a random uncertainty in the measurement of ± 0.002 m
-1.  
For acdom measurements (figure 5.4), GMR regression is worse than for those from filter pad 
measurements with a correlation coefficient of 0.893. acdom measurements have a path length an 
order of magnitude lower than filter pad measurements, and therefore an order of magnitude 
worse signal to noise (± 0.02 m
-1 compared to ±0.002 m
-1 random uncertainty ranges). 
GMR for phytoplankton scattering and MSS scattering is excellent, with a correlation 
coefficient of 0.99. It was previously stated that these coefficients have low spectral 
dependency. The linear fitting provides a slope value close to 1 which explains the spectral 
variability between these two wavelengths. AC-9 specifications provide an instrument accuracy 
of 0.01 m
-1 and the measurement uncertainty observed in this analysis is very closely related, 
0.02 m
-1. 
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Figure 5.3. GMR analysis at consecutive wavelengths for phytoplankton absorption, detrital 
absorption and MSS absorption (left panels). Error estimates from predicted values by 
regression minus observations for phytoplankton absorption, detrital absorption and MSS 
absorption (right panels). 
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Figure 5.4. GMR analysis at consecutive wavelengths for CDOM absorption, phytoplankton 
scattering and MSS scattering (left panels). Error estimates from predicted values by 
regression minus observations for CDOM absorption, , phytoplankton scattering and MSS 
scattering (right panels).  Chapter 5. Uncertainties on constituent IOPs  77
Constituent uncertainty 
 
The same statistical approach was used to measure uncertainties in constituent concentration in 
figure 5.5. Since SIOPs are the result of the optical measurement and the constituent 
concentration, error uncertainties on constituents are necessary for an adequate characterization 
of total error uncertainties on SIOPs. For our constituents measurements, only chlorophyll was 
obtained by 2 different methods, which were compared for error estimates on the chlorophyll 
concentration. acdom440 was used as a proxy for CDOM concentration since it has been used to 
normalize acdom spectral values throughout this study. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.5. GMR analysis for 2 different methods for chlorophyll a concentration retrieval 
and for acdom440 (left panels). Error estimates from predicted values by regression minus 
observations for chlorophyll a concentration, and for acdom440 (right panels). 
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Chlorophyll concentrations were obtained with the Jeffrey and Humphrey method, where Chl a 
concentration is retrieved from spectrophotometric measurements. Sample absorbance is 
measured before and after extraction with 90% acetone (chapter 3 and 4). Two different sets of 
equations were used to estimate Chl a concentration, the trichromatic equations and the 
equations to simultaneously calculate phaeopigment concentration after acidification with dilute 
Hydrochloric acid. 
 
GMR regressions are shown in figure 5.5 for the comparison of the 2 retrieval methods of 
chlorophyll a. The agreement between the two methods is reasonably good, with 81% of the 
observed variability accounted for by the GMR. The two methods present an r = 0.91 of 
agreement. Error estimates indicates a mean bias of 0.5 mg m
-3 chlorophyll between methods. 
This systematic uncertainty can be due to:  
 
•  Protocol for chlorophyll a retrieval: a modification to the standard protocol proposed by 
Jeffrey and Humphrey was used on this dataset which could have led to reduced 
accuracy in the method (chapter 4). 
•  Equations for chlorophyll a retrievals: from the two sets of equations for sample 
absorbance, the first one was optimal for chlorophyll a retrievals whereas the second 
one provided chlorophyll a concentration as complementary information to phaeophytin 
concentration (chapter 4). 
•  Choice of β path length amplification factor. 
 
acdom 440 variability was evaluated using GMR with a neighboring wavelength, in this case 
applying GMR for acdom 440 and acdom445. Its measurement uncertainty is within the same range 
observed at 500 nm, which predicts a constant uncertainty measurement throughout the 
spectrum. 
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5.4 Variability accounted by measurement uncertainty 
 
The errors in SIOPs are the result of calculations from measurements, and contain errors as 
expressed in equation 5.5 (repeated below). These SIOP errors can also be expressed as the 
combined uncertainty of IOP uncertainty and constituent uncertainty:  
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 (5.5  repeated) 
In this expression, IOPs and constituent concentration errors are expressed as a constant value. 
This was demonstrated in figures 5.3 and 5.4, where the measurement uncertainty was 
approximated as a constant value to express variability on the measurement. The fact that the 
measurement uncertainty in each signal is constant rather than proportional to the signal is very 
significant when the apparent variability in SIOPs is assessed. In this case, when errors in IOPs 
and constituent concentrations are small, SIOPm will tend towards the true SIOP value but when 
errors are significant, SIOPm may significantly deviate from the true SIOP value. Furthermore 
this will be particularly important at low signal values where most of the signal would be due to 
uncertainty. 
In figure 5.6, uncertainty retrieved in IOP measurements is combined with systematic 
uncertainty obtained in constituent measurement. Best fit relation was taken from the GMR 
best-fit slope at a particular wavelength (440 nm in this case) between the IOP and its 
constituent, shown in solid line, and added uncertainties from IOPs and constituents, shown in 
dashed line. 
The spread of data points can be confined by the added uncertainty, previously observed both in 
constituent IOPs and concentration. For achl*, an uncertainty was observed of 0.004 m
-1 on the 
optical measurement and 0.5 mg m
-3 for Chl a concentrations which defines the spread of data 
points. Similarly, this procedure was applied for adet*, with an uncertainty of 0.002 m
-1 on adet 
and 0.5 mg m
-3 for Chl a.   The amss* data spread could be confined with an uncertainty of 0.002 
m
-1 on amss and 1g
-1 m
2 for MSS concentrations.    
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Figure 5.6. Combined uncertainty on IOP and constituent concentration for achl*, adet*, amss*, 
acdom*, bchl* and bmss*. 
 
 Chapter 5. Uncertainties on constituent IOPs  81
The  acdom* combined uncertainty had a single source of measurement, and the 0.02 m
-1 
uncertainty observed on the acdom measurement was sufficient to define the data spread. The 
bchl* data were constrained by the combined uncertainty in Chl a measurement (0.5 mg m
-3) and 
the uncertainty on the bph signal (0.02 m
-1). Doing the same for bmss* gave a combined 
uncertainty of 1g
-1 m
2 for MSS and 0.02 m
-1 for bmss.  These plots show the effect of constant (as 
opposed to fractional) measurement uncertainty ranges, and its significance at small signal 
values. 
 
5.5 An alternative approach: regression SIOPs 
 
In 5.3 it was stressed that SIOPs calculated in a point-by-point approach could significantly 
enlarge the range of variability of SIOPs as per equation 5.5. Figure 5.7, presents aph 440 (IOP) 
vs. chlorophyll concentration (constituent). Both of them are naturally distributed along a 
prediction line. Using a point-by-point calculation on SIOP could enlarge artificially the range 
of possible values for reconstructed IOPs to the maximum and minimum values. 
 
 
 
 
 
 
 
 
 
Figure 5.7. Regression analysis with confidence interval and prediction interval for aph440 
and Chl a concentrations. The maximum and minimum ranges for point-by-point approach 
are also shown. 
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Given the distribution of data, SIOPs could be obtained by linear regression analysis as in figure 
5.7. The slope value of the GMR applied for a constituent IOP and constituent concentration 
will be the constituent SIOP and any significant offset could indicate a potential systematic 
measurement error. Data distribution would define the mathematical function that associates an 
IOP with its constituent. In this case, simple linear regression provides the best fit, but other 
functions could be applied (cubic, exponential as per Chl a absorption saturation curve, etc...). 
In this approach, data are treated as an ensemble. All constituent IOP values observed at a 
particular wavelength are related with the observed constituent concentrations that generates the 
constituent SIOPs. A 95% confidence interval is given to explain natural variability on 
constituent SIOPs. The SIOPs obtained in regression analysis will be the SIOP descriptors for 
the dataset used.  Regression analysis works on the data range and is less affected by signal to 
noise issues than the point-by-point approach, as is the case for Chl a retrievals. 
SIOPs obtained in point-by-point and regression approaches have been compared 
hyperspectrally in figure 5.8. For regression SIOPs, a linear regression is applied at every 
wavelength with 95% confidence interval. For point-by-point SIOPs, mean SIOPs are presented 
as well as maximum and minimum ranges, where any value lying between this range could be 
representative of an SIOP as we have been showing through this chapter. It can be observed that 
regression SIOPs have similar spectral shapes and magnitudes as mean SIOPs obtained from the 
point-by-point approach.  
Analyzing in detail the variability range between both approaches (figure 5.8.), achl* with 
regression ± confidence intervals gives an 8.85% variation on average over the entire spectra for 
achl*, whereas achl* with point-by-point analysis has a 14.3% variation on the mean spectra and 
270% variability range to the mean achl* spectrum. Table 5.1 summarizes the variability ranges 
in SIOPs comparing both calculation methods and appendix A provides full SIOPs values. 
The adet* in the point-by-point approach shows also a variability of up to 10 times the mean 
value in the blue region of the spectrum, whereas the regression approach show a variability of 
40%.   On the other hand, amss* does present a smaller variability compared with achl* and adet*, 
where most of the variability was induced by the uncertainty in the Chl a measurement.    Chapter 5. Uncertainties on constituent IOPs  83
 
  
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
Figure 5.8. achl*, adet* and amss*  calculated in regression approach (left panels). achl*, adet* 
and amss*  calculated in point –by-point approach (right panels). 
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Figure 5.9. bchl* and bmss* calculated in regression approach (left panels). bchl* and bmss* 
calculated in point-by-point approach (right panels). 
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The range of variability of acdom* in the point-by-point approach is also very large; up to 5 times 
the average spectrum whereas the regression approach was about 25% for the regression SIOP 
spectrum. 
 
Specific scattering coefficients of chlorophyll and MSS, bchl* and bmss*, were calculated by the 
GMR and point-by point approaches from bph and bmss, obtained after water type partitioning 
applied to particle scattering data as in chapter 4. Variability in specific scattering data is 
naturally large because of the nature of the measurement itself (figure 5.9), but calculation of 
the specific scattering coefficient in the point-by-point approach enormously increases its 
apparent variability. Also, possible errors introduced into the scattering calculation after 
applying the AC-9 scattering correction could enlarge the variability range in the scattering 
coefficient (chapter 3). 
 
 
Table 5.1. Variation of SIOPs calculated in point-by-point (pbp) or regression (reg) analysis. 
 
  Range pbp (m
-1)  Range reg (m
-1)  Δ% pbp  Δ% reg 
achl*  0.02-0.16 (440 mn)  0.05-0.06 (440 mn)  273.4  28.5 
adet*  0.007-0.32 (440 mn)  0.02-0.03 (440 mn)  882  40.2 
amss*  0.03-0.06 (440 mn)  0.03-0.04 (440 mn)  142  13.6 
acdom*  - - 449  25 
bchl*  1.83-0.14 (555 mn)  0.34-0.46 (555 mn)  332  28.7 
bmss*  0.26-0.53 (555 mn)  0.34-0.38 (555 mn)  76  11.6 
bb/bchl  0.001-0.08 (676 nm)  0.009-0.01 (676 nm)  698  53.9 
bb/bmss  0.001-0.04 (676 nm)  0.021-0.025 (676 nm)  358  15 
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The backscattering ratio presented in table 5.1 was obtained applying regression and point-by-
point analysis to both the bb and b coefficients.  bbph and bbmss were also obtained after water 
type partitioning applied to particle backscattering data. In this case, variations in bb/bchl and 
bb/bmss were given by varying bchl* and bmss* respectively, both in regression analysis ± 
confidence intervals and point-by-point analysis, with mean, maximum and minimum. The two 
calculation methods differ enormously on the results they provide for bb/bchl and bb/bmss.  
 
5.6 Summary 
 
Throughout this chapter it has been emphasised how important SIOP are as optical descriptors 
of a water mass and their relevance when used in forward optical modelling. In the light of these 
results, some conclusions can be drawn about the use of field measurements to provide 
appropriate SIOPs for optical models: 
 
•  Optical measurements have errors associated with the data acquisition process and data 
processing (correction factors in AC9, β factor in filter pad data, etc...). 
•  Optical variables such as SIOPs, derived from optical measurements, will propagate 
and enlarge errors associated with the measurement. 
•  Uncertainty in optical measurements must be quantified in order to provide an accuracy 
range for the measurements. 
•  Uncertainty in optical measurements have constant ranges (i.e. do not scale with signal, 
e.g. ±0.02m
-1 rather than 2%) and this will be relevant when optical signals are low.  
•  The point-by-point calculation to derive SIOPs significantly enlarges and propagates 
variability due to uncertainty. 
•  Regression calculations minimizes error propagation in SIOPs by distributing 
uncertainties through the data ensemble. 
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It has been demonstrated that point-by-point calculation of SIOPs significantly enlarges their 
apparent variability. Part of this variability is due to uncertainties in the measurement. Deriving 
any optical quantity from optical measurements can potentially increase the apparent variability 
of the derived optical variables and the calculation method is crucial for the magnitude of these 
errors. This is particularly important when optical variables are used in optical modelling, 
because of the potential impact it could have on the model output, to be examined in the next 
chapter. 
Here it has been presented a statistical approach using linear regressions that provides equal 
weighting to the data and hence minimizes error propagation, although other mathematical 
functions could also be applied to define the relationship between two optical variables. This 
statistical method reduces variability on derived parameters, most of which can be attributed to 
measurement uncertainty. SIOPs obtained in the literature are typically calculated as in the 
‘point-by-point’ approach, which can introduce significant error simply by its calculation 
method although published results rarely provide confidence ranges for the derived SIOPs. 
These SIOPs can be further applied in optical modelling propagating SIOPs errors. By applying 
this analysis not only provides reliable derived parameters, but also provides accuracy range. 
This is extremely important when these are used in optical modelling, so confidence intervals 
are given for the model outcome.  
 
 
 
 
 
 
 
 
 
 Chapter 6 
Impact of SIOPs and water types in radiance field 
 
6.1 Introduction 
 
When using forward bio-optical modelling, SIOPs are the initialization variables employed for 
the forcing of the model and their accuracy is crucial for the output of the model. Furthermore, 
when using a coupled bio-optical/ecosystem model these will be the optical descriptors of the 
state variables from the ecosystem model and an adequate characterization is needed in order to 
have well defined state variables in the ecosystem model and to represent accurately light-
dependent biogeochemical cycles. Chapter 5 studied in detail SIOP variability and examined the 
variability in SIOPs due to measurement uncertainty. Chapter 4 studied the optical properties of 
the Irish Sea and defined two different optical water types according to their OAC.  
 
This chapter studies the combined effect of SIOP variability and water types in optical 
modelling. SIOPs and constituent concentrations define the initialization stage in optical 
modelling. The contribution of the variation of these two factors towards uncertainty in the total 
IOPs (absorption, scattering and backscattering ratio) and the radiance field will be analyzed, 
studying the impact both in magnitude and spectral shape. This will be achieved by defining a 
number of hypothetical scenarios with a range of OACs broadly covering the range of optical 
water types such as the Case II waters found in the Irish Sea data set and (1) looking at 
variability of SIOPs calculated by different methods (as per chapter 5), and (2) varying 
constituent concentrations to determine which SIOPs provide the most sensitivity for radiance 
signals under different conditions. HYDROLIGHT (Sequoia, Inc), a radiative transfer model 
will be used for the radiance modelling simulations.  
The sensitivity of radiance values obtained from radiative transfer simulations to each SIOP will 
depend on: (1) variability of each SIOP, (2) the relative concentration of each OAC given by Chapter 6. Impact of SIOPs and water types in radiance field  89
different case scenarios and (3) wavelength, as the fractional contribution of each constituent 
IOP to the total IOP varies with wavelength. The chapter finishes with an appraisal of the 
significance of the results and what they reveal about the potential impact of different OACs on 
the light field. 
 
6.2 SIOPs to define the underwater light field: 
Regression SIOPs vs point-by-point SIOPs 
 
Previously in chapter 5, the traditional calculation method to retrieve constituent SIOPs (point-
by-point analysis) was compared against a regression analysis that can significantly reduce any 
variability in SIOPs due to measurement uncertainty. It was shown that SIOPs calculated in a 
point-by-point approach can have a large variability range due to error propagation in the 
calculation method, (chapter 5, figure 5.6) which will result in a wide maximum and minimum 
range of SIOP values. 
 SIOPs are used as optical descriptors of the water mass and these are used to reconstruct IOPs 
given the concentration of the OAC in the water. When SIOPs are used in optical modelling, 
they can potentially introduce added uncertainty (chapter 5). In this chapter the potential impact 
of SIOPs on the underwater radiance field is tested and compared for SIOPs calculated using 
both the point-by-point approach and the regression approach. 
 
To obtain radiometric values both in the water column and above surface, a radiative transfer 
model, HYDROLIGHT version 4.1 (Sequoia, Inc) has been used. HYDROLIGHT (Mobley, 
1994), computes radiance distributions and related quantities (irradiances, reflectances, diffuse 
attenuation functions, etc.) in the ocean. The user can specify the water absorption and 
scattering properties, the sky conditions, and the bottom boundary conditions in various ways: 
by selection of built-in defaults, by reading in user-supplied data (such as WETLabs® AC-9 
data), or by providing their own subroutines to define their input. HYDROLIGHT then 
computes the in-water light field and other quantities of interest to optical oceanography, such 
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as water-leaving radiance and remote-sensing reflectance. Within the set-up modes to run 
HYDROLIGHT, the “case 2 water” model was chosen for this study. This is a four component 
model where the OAC are water, phytoplankton and derived products, minerals and CDOM and 
the SIOPs can be either supplied by the user, as in here, or taken from previous literature. The 
optical model for the Irish Sea obtained in chapter 4 was used to define absorption and 
scattering coefficients as: 
 
    (6.1) 
MSS b Chl b b b
a MSS a Chl a a a a
mss chl w
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Runs were set to compute radiance distributions from 400 to 750 nm in 5 nm intervals, in a 20 
m deep water column infinitely deep, with outputs in 1 m steps. The incoming irradiance was 
obtained with RADTRAN (Gregg and Carder, 1990) using a 30˚ solar zenith angle and 
0.75 m s
-1 of wind for the surface conditions. For this analysis it was always used radiance 
reflectance (Lu/Ed) just below the surface as the principal output product. Using the subsurface 
reflectance at zero depth instead of the above-water reflectance will avoid the added 
dependence on variables that have an effect on the interphase change, such as wind roughness, 
albedo, etc… 
The impact of SIOP variability on radiometry was tested by using SIOPs calculated using the 
point-by-point approach and the regression approach. For the point-by-point approach, mean, 
maximum and minimum calculated SIOPs were used for every OAC, so the entire range of 
possible SIOPs values retrieved in a point-by-point calculation is tested (chapter 5 and appendix 
A). For the regression approach, regression values ± 95 % confidence intervals were used, 
where the confidence interval allows natural variability for every OAC (chapter 5 and appendix 
A).  
For an initial test, a baseline case scenario was set, representing fairly typical Case II water 
conditions, where the concentrations of the OAC were 1 mg m
-3 for chlorophyll, 1 mg m
-3 for 
MSS and 0.15 mg m
-3 for CDOM concentration. In each run, one SIOP was varied at a time. 
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For SIOPs obtained by the regression approach, runs were done for regression SIOP, regression 
SIOP + 95% confidence interval and regression SIOP - 95% confidence interval. For SIOPs 
obtained in the point-by-point approach, runs were done with mean SIOP, max SIOP and min 
SIOP. 
Figures 6.1 and 6.2 presents model outputs of radiance reflectance using SIOPs calculated in 
both the point-by-point and regression approach. 
In Figure 6.1 radiance reflectance from specific absorption coefficients of every OAC is shown. 
Effects of variation in achl*, adet*, amss* and acdom* are separately presented. Regardless of the 
SIOP calculation method, higher absorption values generate lower reflectance signals and vice-
versa.  
In this figure, specific absorption coefficients calculated in the point-by-point approach generate 
a significantly wider variability in the reflectance spectra than those calculated by regression 
approach. The difference between radiance reflectance from the two SIOP calculation methods 
is of more than an order of magnitude, compared with which the variability range generated by 
regression SIOPs is very small. It must be noted that radiance reflectance spectrum from the 
point-by-point mean SIOPs are almost identical to those from regression SIOPs. It was 
previously observed in chapter 5 that regardless of the calculation method, regression SIOPs 
and mean point-by-point SIOPs were similar (appendix A) effectively showing that the two 
methods ‘normalize’ SIOPs with similar results but that the variability introduced due to error 
propagation is much less for the regression analysis. 
Radiance reflectance from the extremes of the point-by-point SIOPs present ranges that are not 
balanced either side of the mean. This is most likely due to the fact that max/min SIOPs are 
highly sensitive to outliers in the distribution, and are likely therefore to be skewed in this 
manner. This result highlights the potential danger of using individual spectra with individual 
concentrations of OAC to calculate SIOPs for use in radiative transfer simulations.  
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Figure 6.1. Radiance reflectance spectra evaluated individually from achl*, adet*, amss* and 
acdom* calculated by point-by-point analysis (upper panel) and by regression analysis (lower 
panel).  
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Figure 6.2. Radiance reflectance spectra evaluated individually from bchl*, bmss*, bb/bchl and 
bb/bmss calculated by point-by-point analysis (upper panel) and by regression analysis (lower 
panel). 
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Using the standard deviation on the point-by-point calculation method would generate more 
balanced distributions than using individual SIOPs or max/min of the distribution, but 
traditional studies use any SIOPs calculated in point-by-point method between max and min 
ranges as representative of that water type. Note that the 95% confidence intervals are 
inherently balanced around the regression slope. 
 
In figure 6.2, scattering related quantities used to obtain radiance reflectance also show a wide 
range of variability particularly bchl* and bb/bchl, which have the highest variability range for 
these concentrations and this set of SIOPs. Scattering and backscattering ratio appear to have a 
strong effect on radiance reflectance and can determine the magnitude of the spectra. When 
running HYDROLIGHT, the backscattering ratio is assumed to be a constant value both 
spectrally and through the water depth. Given the large impact that the backscattering ratio 
appears to have in the radiance field, these assumptions could lead to significant errors when 
introduced in an optical model. It was also mentioned in chapter 3 that recent studies question 
the spectral independence of the backscattering ratio (McKee et al., in press). 
To analyze in finer detail the effect of every SIOP calculated by point-by-point and regression 
analysis, figure 6.3 presents the percentage of variation of reflectance spectra for every SIOP 
calculated by the two methods. Percentage of variation was calculated using reflectance from 
each regression SIOP as a baseline. The percentage of variation on radiance reflectance is 
always significantly higher using SIOPs from point-by-point analysis than those from 
regression analysis. Among the specific absorption coefficients and for this set of OAC 
concentrations, acdom* variability generates the highest variability in radiance reflectance and in 
particular in the region of 440 – 600 nm. This is precisely within the range used to fit 
exponential expressions to CDOM for data smoothing.  
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Figure 6.3. Percentage of variation on radiance reflectance for achl*, adet*, amss*, acdom*, bchl* 
and bmss*, all them in point-by-point approach and regression approach.  
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Figure 6.3. (cont.) Percentage of variation on radiance reflectance for bb/bchl and bb/bmss in 
point-by-point approach and regression approach.  
 
As explained in chapter 4, acdom was not fitted to any exponential expression as is always done 
in the literature (Bricaud et al., 1981; Carder et al., 1989), since this procedure could be an 
added source of uncertainty on the data. Here it can be observed that the 440-600 nm region can 
potentially generate variability of up to 60% in the radiance reflectance from point-by-point 
SIOPs, and part of this variability could also be due to uncertainty in the exponential fitting of 
acdom for data smoothing. This is particularly relevant since acdom can significantly attenuate 
available radiance for biogeochemical processes in coastal environments (Kirk, 1994). Similar 
reasoning applied to acdom* can be applied to adet*.  It should be recalled that adet and amss were 
obtained upon optical partitioning of the absorption coefficient by non-algal particles (chapter 
4). The adet coefficient is also usually fitted to an exponential expression (Babin et al., 2003; 
Roesler et al., 1989) and it is obtained after chemical extraction of phytoplanktonic pigments 
(chapter 3). When the pigment extraction method is incomplete, remaining absorption peaks of 
chlorophyll can easily be observed in the adet spectra (Babin et al., 2003). In these plots can be 
observed a significantly wide percentage of variability on radiance reflectance from adet* in the 
spectral region of 480-600 nm, which lies within the range used for exponential fitting 
expressions on adet* (480-620 nm, following (Babin et al., 2003)). There are potential artefacts 
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from incomplete pigment extraction that can appear in adet data and applying an exponential 
fitting may further contribute to inaccuracy at certain wavelengths. 
 
amss* variability presents the lowest impact on radiance reflectance for this dataset in both 
calculation methods. It was observed in chapter 4, that the correlation between absorption by 
non-algal particles, anap, and MSS for Group A waters was excellent, with an R=0.977.   
Therefore the smaller variability of MSS related quantities, amss* and bmss* could be due to the 
highly well defined MSS fraction belonging to a reduced number of types of sediments 
conforming the MSS fraction (Babin and Stramski, 2004). In general, radiance reflectance from 
regression specific absorption coefficients presents variability of less than 5%, whereas for 
point-by-point calculations it is up to 25% for achl*, 35% for adet*, 8% for amss* and up to 60% 
for acdom*.  
For specific scattering coefficients, the potential effect of variability of bchl* in radiance 
reflectance can be up to 118%, whereas the regression bchl* generates a maximum variability of 
8% at 550 nm. Radiance reflectance variability from bmss* is significantly smaller than it is for 
amss*; 5% for regression bmss* and 17% for point-by-point bmss*. It can be observed that 
scattering values dramatically define the spectral shape and magnitude of the radiance 
reflectance spectrum. 
 
The significantly wider variability of radiance reflectance from point-by-point SIOPs effectively 
shows the impact of error propagation in optical modelling. Previously chapter 5 showed the 
variability range of SIOP in table 5.1 (see also appendix A), where among the specific 
absorption coefficients acdom* presented the widest variability in this dataset, followed by adet*, 
achl* and amss*. When introduced in Hydrolight, acdom* still presents the widest variability 
towards radiance reflectance, with an average of 25% variability over the spectrum, followed by 
adet*, achl* and amss*. For the scattering related properties, bb/bchl and bchl* have the widest 
variability impact towards radiance reflectance, followed by bb/bmss and bmss*. Table 6.1 
summarizes the variability range in radiance reflectance from different SIOPs.   
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Figure 6.4 presents together the potential variability contributed by each SIOP and 
backscattering ratio towards the radiance reflectance for both calculation methods in this 
particular case scenario. It is clear that bb/bchl and bchl* present the highest variations, followed 
by mineral backscattering ratio. This identifies the significant effect of light scattering on the 
radiance field. It must also be noted that this optical model has been set up with SIOPs obtained 
from coastal and Case II waters. Even though the case scenario defined does not attempt to 
reproduce precisely the observations obtained in the Irish Sea, it aims to reproduce a realistic 
case scenario in coastal environments as represented by equation 6.1. In this type of 
environment, phytoplankton and detritus are not as relevant as CDOM towards the absorption 
signal. However, here phytoplankton scattering appears to dominate the variability in the optical 
signal.  
 
 
 
Table 6.1. Variability range of radiance reflectance from SIOPs in point-by-point and 
regression analysis at a reference wavelength.  Percent of variation of radiance reflectance on 
the entire spectra 
 
  Δ Lu/Ed pbp 
SIOP 
Δ Lu/Ed reg 
SIOP 
 Mean  %  Δ 
Lu/Ed pbp 
SIOP 
Mean % Δ 
Lu/Ed reg 
SIOP 
achl* 440  0.0049-0.0050  0.0038-0.0047  achl* 12.12  1.16 
adet* 440  0.0033-0.0045  0.0049-0.050  adet* 17.6  1.5 
amss* 440  0.0042-0.0044  0.0049-0.0050  amss* 3.2  0.5 
acdom* 440  -  -  acdom* 24.9  1.5 
bchl* 555  0.0039-0.0138  0.0066-0.0071  bchl* 79.94  5.73 
bmss* 555  0.0051-0.0063  0.0067-0.0071  bmss* 12  4 
bb/bchl 555  0.0037-0.179  0.0065-0.0074  bb/bchl  158.6 9.7 
bb/bmss 555  0.0043-0.0094  0.0067-0.0071  bb/bmss 53.4  4.9 
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Figure 6.4.  Percentage of variation in radiance reflectance from SIOPs and backscattering 
ratios calculated in point-by-point analysis and regression analysis. 
 
Using a fairly typical Case II water type, it has been noted that variability in the SIOP 
calculation method introduces very large potential variation on the radiance field based on the 
calculation method. The significance of every SIOP in both methods is conserved; however the 
range of variation is massively enlarged for the SIOP obtained in point-by-point analysis. This 
demonstrates that SIOPs from point-by-point calculations can have a dramatical impact when 
used in bio-optical modelling. 
SIOPs derived from point-by-point analysis can obscure other important sources of variation in 
the light field such as different water types. Therefore in the subsequent analyses described in 
this chapter, only the SIOPs from regression analysis will be used. 
 
6.3 Case Scenarios. Impact of SIOPs in different water types 
 
The optical characteristics of a particular water body are defined by their SIOPs and their OAC 
concentrations. Having previously studied the potential effect of variation in SIOPs towards the 
radiance field in a general Case II waters scenario, we now consider the effect of different water 
types, where the concentrations of OAC are variable combined with SIOP natural variability. 
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For this, four different case scenarios are set up to test the combined effect of SIOP variability 
and OAC concentration. In the previous section it was concluded that SIOPs obtained from 
point-by-point calculations can introduce an enormous variability which a significant part of it 
will be due to error propagation within the optical model. Here, only SIOP for regression 
analysis will be used.  
 
Table 6.2. Case scenarios generated for HYDROLIGHT runs and constituent concentrations 
in each scenario. 
 [Chlorophyll] 
(mg m
-3) 
[MSS] 
(g m
-3) 
[CDOM] 
(mg m
-3) 
CASE 1: Baseline scenario  1  1  0.15 
CASE 2: High MSS  1  10  0.15 
CASE 3: High Chl  5  1  0.15 
CASE 4: High CDOM  1  1  1 
 
 
The baseline case scenario that was previously introduced defines a water type with low 
concentrations of OAC. These new case scenarios are designed to cover extreme conditions 
found in the dataset used here, although even more variability could be encountered in other 
natural systems. 
Case 2 represents a scenario with high concentration of mineral particles that could be observed 
in a Case II water environment with high terrestrial inputs or resuspension of sediments. Bloom 
conditions are defined in case 3 with high chlorophyll concentration. Case 4 represents a high 
CDOM scenario with significant terrestrial freshwater inputs, such as have been observed in 
Scottish coastal waters (McKee at el., 2003).  
These case scenarios are not intended to reproduce conditions observed in the Irish Sea, 
although most of these conditions and OAC concentrations can be observed at different areas 
and times in the Irish Sea. Scattering defined for these runs, bchl* and bmss*, was obtained by 
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regressing total particulate scattering against OAC concentrations as there was no effective 
means available to partition the particulate scattering into constituent components (see chapter 
4). There is a risk that using them together in this manner may lead to a general overestimation 
of scattering compared to real values. 
The contribution of variability in each SIOP to the total IOP case scenario will be studied. Only 
when the contribution of the SIOP towards reflectance is significant (more than 5% variation) 
full radiative transfer simulations will be performed for the radiance sensitivity studies in 
section 6.4. 
 
Figure 6.5 presents the results. In each of the four upper panels the different spectra reveal 
variability of the total absorption coefficient, a, across the four case scenarios.  Each panel 
shows the results from varying a single SIOP ± confidence intervals is tested in each case 
scenario. The variability introduced in total absorption can only be observed when a SIOP is 
tested in a case scenario high in its constituent concentration. As an example, variability in a 
total from achl*, (figure 6.5, upper panel left) is only noticeable in case 3 scenario with high 
chlorophyll concentration. For the other case scenarios, variability in achl* ± confidence 
intervals is indistinguishable; total absorption from regression achl* ± confidence intervals are 
almost superimposed. Similar results are obtained for adet*, where variability is only observed in 
case 3 with high chlorophyll concentration. amss* and acdom* variation is only observed in case 2 
and case 4 respectively, with high MSS and high CDOM. For achl*, adet* and amss*, variation 
towards total absorption is noticeable up to 600 nm. From 600 nm onwards, water absorption 
dominates the total absorption signal and the variation of achl*,  adet* and amss* in any case 
scenario is indistinguishable. In the case of acdom* this does not happen, and the impact of the 
SIOP variability towards total absorption is conserved throughout the entire spectrum.  
The lower four panels show the percentage of variability on total a resulting from variation of a 
particular SIOP in each case scenario. Again, percentage of variation in total absorption from 
Δachl* is only relevant in case 3 scenario with high chlorophyll and case 1, baseline case 
scenario. Similarly for adet*, amss* and acdom*.  
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Figure 6.5. Four top panels:  Each panel represents the total absorption spectra for the 4 
different case scenarios (shown in different colours) with upper and lower limits showing any 
significant response to the variability of the SIOP named in the panel.  Two lower panels: 
Each panel shows percentage change to the total absorption in 4 different case scenarios, 
caused by varying the named SIOP by its standard deviation. 
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Figure 6.5. cont : Each panel shows percentage change to the total absorption in 4 different 
case scenarios, caused by varying the named SIOP by its standard deviation. 
 
 
Again, for amss* and acdom* variation is relevant in case 2 and case 4 respectively. Among all 
specific absorption coefficients, adet* is the one that generates the widest variability in a total 
within a high chlorophyll case scenario. Figure 6.6 shows the percentage of variability on total a 
for each specific absorption coefficient within its most sensitive case scenario. The highest 
contributions are given by adet* (5.8%) and acdom* (5.5%), followed by achl* (4.4%) and amss* 
(3.7%) across the spectrum. 
 
 
 
 
 
 
 
 
 
Figure 6.6. Percentage of variability in total absorption from SIOP variation in its particular 
case scenario.  
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Scattering variability from bchl* and bmss* is presented in figure 6.7. As in previous plots, a 
significant variability in total scattering from variation in bchl* is mainly observed in case 3, 
high chlorophyll concentration and also in case 1. bmss* variation is relevant mainly in case 2, 
high MSS and in case 1. Scattering coefficients appear flatter as a result of plot scaling.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.7. Top row: Variability in total scattering from SIOP variation in 3 different case 
scenarios shown in different colours.  Left panel shows the upper and lower limits due to 
variability in bchl*. Right panel shows upper and lower limits due to changes in bmss*.   
Bottom row:  Percentage of variability in total scattering in 3 different case scenarios (shown 
in different colours)  from SIOP variation.  Left panel is the response to variability in bchl*. 
Right panel is response to variability in bmss*. 
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6.4 Significance of SIOPs in the radiance field 
 
To complete this chapter, figure 6.8 presents the impact of variability of each SIOP on the 
radiance reflectance within the case scenario for which it has high constituent concentration. 
Among specific absorption coefficients, amss* presents the maximum significance in reflectance, 
bmss* for specific scattering coefficients and bb/bchl for backscattering ratios. Table 6.3 also 
summarizes the percentage variability observed in each regression SIOP, and the resulting 
percentage variability it causes for total a and b and for the radiance reflectance.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.8. Impact of variation of specific absorption, specific scattering and backscattering 
ratio in radiance reflectance. 
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Table 6.3. Variability of SIOPs, variation on total a and b and variation on radiance 
reflectance. 
  % Δ  %Δ in a % Δ in R 
Δ achl*  28.5  4.4 4.5 
Δ adet*  40.2  5.8 5.9 
Δ amss*  13.6  3.7 8.8 
Δ acdom*  25  5.5 1.7 
    %Δ in b % Δ in R 
Δ bchl*  28.7  21 20 
Δ bmss*  11.6  10 27 
    %Δ in bb/b % Δ in R 
Δ bb/bchl*     33 
Δ bb/bmss*     27 
 
 
 
Some conclusions can be drawn from this. The variability of an SIOP towards total a and b is 
not closely related to the potential variability it can introduce into the reflectance. Impact on 
reflectance depends on variability of the constituent IOP, given by the SIOP and the constituent 
concentration and it is a fractional contribution to the total IOP. The results obtained here are 
dependent on the case scenarios set and the constituent concentrations given. 
Δamss* is the SIOP that presents lowest variability and hence lowest variation in total a. 
However it has a strong optical signature and among the absorption parameters contributes the 
most to reflectance. The situation is similar for Δbmss*, whose variability is smaller but 
introduces a large variability in reflectance.  It is clear from Table 6.3 that the backscattering 
ratios define the potential magnitude and spectral shape of radiance reflectance. These results 
are critical, since the backscattering ratio is often assumed to be spectrally flat. This assumption 
could introduce significant errors when further applied in bio-optical modelling. Most 
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importantly, the use of a constant backscattering ratio can completely modify the spectral shape 
of the radiance reflectance. 
 
This analysis demonstrates that the sensitivity of the radiance field to SIOP modelling depends 
on the variability of each SIOP, the fractional contribution of each constituent IOP and the 
variability throughout the spectrum. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Chapter 7 
The use of IOPs from the published literature 
 
7.1 Introduction 
 
The initialization of a bio-optical model requires the specification of constituent IOPs or, 
alternatively, constituent SIOPs and the corresponding concentrations of OACs. Ideally these 
parameters should be measured for the location or region to which the model refers, but in 
practice this is often unfeasible. When running a forward optical model, the availability of real 
time optical measurements is almost impossible and hence recourse must be made to IOP data 
or parameterizations reported in the scientific literature. 
Some optical studies provide parameterizations of SIOPs for the region of study of the dataset 
in an attempt to model the optical properties of a particular water body. These can be applied in 
forward optical modelling to define the individual constituent SIOPs and constituent 
concentration, in order to specify absorption and scattering coefficients used in the radiative 
transfer equation (see chapter 2). 
The previous chapters have discussed the importance of an adequate characterization of 
constituent IOPs (chapter 4), the potential error propagation from constituent IOPs when used in 
forward optical modelling (chapter 5 and 6), and the importance of particular SIOPs in different 
water types (chapter 6). 
The appropriate characterization of constituent SIOPs is a very active topic in bio-optical 
modelling in natural waters (IOCCG, 2006). In the past, various SIOPs reported in scientific 
papers (hereafter referred to as “literature SIOPs”) have been proposed for use in published bio-
optical models (Garver and Siegel, 1997; Lee et al., 2002) or as input to radiative transfer 
models such as Hydrolight. One of the main problems when applying literature SIOPs in Chapter 7. Literature IOPs  109
general optical modelling is the scarce availability of them and their limitations when, despite 
being retrieved from a regional or local analysis, they are applied to models in a general context. 
A good example of this approach can be found in the important recent study by Fuji et al. 
(2007), who presented a coupled optical-ecosystem model in which a particular set of SIOPs 
was selected to describe the absorption and scattering properties of the OAC within the 
ecosystem model. Ultimately these SIOPs are used as input in radiative transfer modelling to 
define the radiance field within the ecosystem model and their light dependent processes.  
To complete the research objectives of this thesis, this chapter addresses the question of whether 
there is adequate information already available about SIOPs to support the needs of optical 
models, especially in the context of linking them to ecosystem models. The utility of different 
SIOPs reported in the literature will be analyzed and compared with values obtained in the Irish 
Sea based on the regression calculation.  The impact of literature SIOPs in different case 
scenarios (as per chapter 6) will be studied by determining the sensitivity of the modelled 
reflectance to those SIOPs.  When SIOPs are used as optical descriptors of the OACs used as 
variables within an ecosystem model, a rigorous examination of each constituent IOP and its 
relation to type and concentration of constituent is necessary. This chapter aims to provide a 
critical assessment of how each literature SIOP is defined and matched to the compositional 
content of a model. Their adaptability for different water types and especially their suitability 
for case II waters scenarios is discussed. 
 
7.2 Phytoplankton absorption coefficient 
 
Phytoplankton is the determinant for the available radiation in Case I waters, where 
phytoplankton is the main OAC and its contribution to the absorption coefficient accounts for 
73 % and 27% for non-algal particles (NAP) (Bricaud and Stramski, 1990). In Case II waters 
phytoplankton is still the largest absorption signal (43%) but the relative contribution to total a 
is significantly lower than for Case I, with 25% by anap and 20% by acdom (Tilstone et al., 2005). 
Hence, an adequate characterization of aph coefficient is extremely important. The following Chapter 7. Literature IOPs  110
subsections consider three of the aph parameterizations presented in the literature and often used 
in bio-optical modelling. 
 
Prieur and Sathyendranath, (1981) 
 
The Prieur and Sathyendranath (1981) parameterization of achl* has been widely used in bio-
optical modelling (Garver and Siegel, 1997; Mobley, 1994), and as the base line for further 
developments aimed at improving achl*  parameterization (Bricaud et al., 1995; Morel, 1988).  
This study presented an optical model for coastal and oceanic waters based on the spectral 
shape of specific absorption coefficient of phytoplankton, non-chlorophyllous particles and 
CDOM. Scattering was also based on Chl a concentration and the model was developed for 
potential retrievals of reflectance. Here only achl* will be examined for its value as a literature 
SIOP. In their approach, absorption values were deduced from radiometric measurements using 
the expression by Morel and Prieur (1977): 
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Where Kd is downwelling attenuation coefficient, R is irradiance reflectance and j expresses the 
solar zenith angle. Assuming a four component model for the absorption coefficient, it is 
expressed as:  
 
    (7.2)  ) ( ) ( ) ( ) ( ) (
* * * λ λ λ λ λ y P c w a Y a P a C a a ⋅ + ⋅ + ⋅ = −
 
ac
*(λ), ap
*(λ)  and a y*(λ) are the specific absorption coefficients of phytoplankton, non-
chlorophyllous particles and yellow substance or CDOM and C, P and Y represent their 
concentrations. The absorption by water alone, aw(λ), and ay*(λ) are known parameters. Each of 
the characteristic specific absorption curves was normalized to its respective value at 440 nm: 
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    (7.4) 
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ac*′(λ) and ap*′(λ) were calculated with an iterative method based on predefined spectral shapes. 
ay*′(λ)  was predefined for the study. Results of the analysis for ac*′(λ), ap*′(λ) and ay*′(λ) are 
presented in table 2 of Prieur and Sathyendranath (1981). 
The coefficients Ci′ + Pi′  + Yi′  were obtained by ridge regression (Jones, 1972) giving: 
   [ ]
602 . 0 06 . 0 ' C C =  (7.5) 
C′ being in m
-1 and C in mg m
-3. The ridge regression was a result of possible correlation 
between independent variables with least squares analysis. 
Then phytoplankton absorption was expressed as: 
    (7.6) 
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Reliability of these parameterizations (Ci’ + Pi’ + Yi’) was only assured from 400-570 nm. 
Higher wavelength values were omitted because of the significant increase of water absorption 
above 570 nm inducing errors in the radiometric measurements. 
 
Bricaud et al., (1995) 
 
The Bricaud et al. (1995) parameterization of achl* has been proposed as standard achl* 
parameterization in bio-optical modelling (IOCCG, 2006) and for IOP inversion in neural 
networks (Schiller and Doeffer, 1999). The study by Bricaud measured the variability in the 
phytoplankton absorption coefficient with a large dataset of 815 samples comprising eutrophic, 
oligotrophic and mesotrophic waters around coastal Europe.  
In the protocols, phytoplankton absorption coefficient was obtained as in Kishino et al. (1985). 
Chl a specific absorption coefficients of phytoplankton were obtained by dividing aph(λ) (m
-1) 
by the Chl a concentration (mg m
-3) in a point-by-point approach, where Chl a concentration 
included dvinyl chl a and pheophytin. Pigment concentrations were determined using HPLC, 
broadband fluorometry, spectrofluorometry and spectrophotometry. Spectrofluorometric 
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using HPLC as a reference baseline. Pigment concentrations in the study ranged from 0.03 to 
24.5 mg m
-3. In the present study in case II waters, pigment concentration ranged from 0.2-2.7 
mg m
-3, significantly lower than those of Bricaud’s study. However, the Bricaud phytoplankton 
absorption model is widely used and claimed to be also representative of coastal and case II 
waters and so must be considered in this study.  
From examination of aph* versus Chl a concentration a power law was found to relate both 
quantities Therefore aph* was fitted to a power function of chlorophyll concentration for every 
wavelength as: 
    (7.7) 
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where coefficients A and B were determined at each wavelength (Bricaud et al., 1995, table 2). 
This parameterization reproduces properly the ”flattening” of the absorption spectra with 
increasing Chl a concentration, resulting both from the package effect and from the decrease in 
the relative concentrations of accessory pigments. The same study points out the potential effect 
of errors both in aph and Chl a concentration when obtaining achl* (as considered in chapter 5). 
 
Ciotti et al., (2002) 
The Ciotti et al. (2002) parameterization was chosen for consideration because it is among the 
SIOPs employed in the study by Fuji et al. (2007) to define IOPs in a coupled optical-ecosystem 
model. In their study, the photoadaptative state of phytoplankton and the carbon-to-chlorophyll 
ratios are included for an accurate definition of the photosynthetic processes within the 
ecosystem model. Here, the analysis will be centred solely on the parameterization proposed by 
Ciotti. The photoadaptative state is given by the ecosystem dynamics which are out of the scope 
of this research. 
This parameterization was obtained using a dataset obtained in the Bering Sea and the Bedford 
Basin. Phytoplankton absorption spectra were normalized using the mean absorption as: 
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with the spectral resolution Δλ = 1 nm. To account for natural variability among spectra, a size 
factor was introduced which classified the spectra into those from picoplankton and those from 
microplankton. The total variability in phytoplankton spectra was expressed as a combination of 
both: 
 
   )] ( ) 1 [( )] ( [ ) ( ˆ λ λ λ micro f pico f ph a S a S a ⋅ − + ⋅ =  (7.9) 
 
where  ) (λ pico a  and  ) (λ micro a  are the basis vectors corresponding to the normalized absorption 
spectra for the smallest and largest cells (Ciotti et al., 2002, table 3), and Sf is the size factor 
given for different phytoplanktonic species (Ciotti et al., 2002, table 4). 
Skeletonema Costatum and Chaetoceros are the main phytoplankton groups present in a case II 
environment such as the Irish Sea (McKinney et al., 1997). For comparison purposes with likely 
phytoplankton composition, an average aph parameterization has been selected based on values 
given for Skeletonema Costatum and Chaetoceros, provided by the size factor Sf. Average Sf 
factor used for these groups was 0.262.  
 
Figure 7.1 presents these achl* parameterizations compared with the values obtained for the Irish 
Sea form the local observations.  On the left panel, achl* obtained in this dataset by regression 
analysis is compared against the parameterizations given by Prieur (1981), Bricaud (1995) and 
Ciotti (2002). Among all of them, the Prieur (1981) is closest to the achl* values obtained in the 
Irish Sea. On the right panel, these parameterizations are tested in different case scenarios as in 
chapter 6. Here case 1, the baseline scenario with Chl = 1 mg m
-3 and case 3, the high 
chlorophyll scenario, Chl = 5 mg m
-3 are used to evaluate their adaptability to different water 
types. Chapter 7. Literature IOPs  114
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.1. Left panel: achl* parameterizations of Prieur 81, Bricaud 95 and Ciotti 02 with 
achl* from this dataset. Right panel:. aph from Prieur 81, Bricaud 95, Ciotti 02 and Irish Sea 
dataset using case 1 (solid lines) and case 3 scenario (dashed lines). Bottom panel: Impact of 
aph from Prieur 81, Bricaud 95, Ciotti 02 and Irish Sea dataset in radiance reflectance, using 
case 1 (solid line) and case 3 (dashed line) scenarios. 
 
For the high chlorophyll scenario, all achl* parameterizations are smaller than the achl* values for 
this dataset. The Prieur (1981) and Bricaud (1995) parameterizations introduce an exponential 
expression that relates phytoplankton absorption with chlorophyll concentration. In this 
example, the Prieur parameterization is closest to the achl* obtained from this dataset. It was 
previously stated that the retrieved values in this dataset are higher than typical observations of 
achl* (chapter 4) and uncertainties in the retrieval method and calculation might have affected 
the result (chapter 5). The best-fit relationship for aph and chlorophyll concentration used in the Chapter 7. Literature IOPs  115
present study was linear, applying regression analysis between these two parameters. However 
it was noted in chapter 5 that the regression analysis could be applied with other fitting 
functions. The literature parameterizations used here propose a variable dependence of 
chlorophyll concentration on the aph spectra which might be a better representation of the aph 
coefficient measured in natural waters. 
 
Sensitivity of radiance reflectance to these parameterizations is presented in figure 7.1 bottom 
panel for the two case scenarios tested. The Prieur parameterization introduces less variability in 
reflectance, 20 % variation across spectrum between the two scenarios tested, whereas the 
regression achl* from this dataset was 35 % variation. The Bricaud and Ciotti parameterizations 
had a 75 % and 49 % of variation respectively between case scenarios. The parameterization 
proposed by Ciotti, where specific phytoplankton groups were introduced, appears to have a 
closer response to the dataset used here.  
 
7.3 MSS absorption coefficient 
 
Absorption by mineral particles can be a significant contribution to the total absorption 
coefficient in case II waters. In bio-optical modelling in case II waters, terrigenous contributions 
in coastal areas and mineral resuspension in turbulent regions will have an impact on the 
radiance field and an adequate characterization of them is needed. Individual measurements of 
mineral particles (Babin and Stramski, 2004) are rare to find, as are parameterizations of the amss 
coefficient. Separating the individual contributions in the unpigmented particle fraction from 
filter pad measurements is difficult unless measurements are made from lab samples (chapter 3), 
and therefore clear descriptions of the composition of the unpigmented particle fraction is very 
uncommon. As previously discussed in chapter 3, an unclear definition of the unpigmented 
particle fraction prevents establishing a robust link between the bio-optical model and the OAC 
in the ecosystem model, since the constituents generating the IOP are not adequately defined. At Chapter 7. Literature IOPs  116
the time of this study, only one parameterization of the amss* was found, which relaters the 
unpigmented fraction related with MSS content. 
 
Bowers et al., (1996) 
 
A relevant study for this work was performed by Bowers et al., (1996) based in the Menai strait 
region, in the eastern boundary of the Irish Sea, whose waters are covered within the dataset 
used in this study. To obtain measurements solely from the mineral fraction, samples were 
filtered in Whatman GF/F filters and rinsed to eliminate any salt. Samples were furnaced at 500 
˚C to remove any organic particles including phytoplankton. Even for combusted mineral 
particles, a CDOM-like spectrum was observed that was fitted to an exponential function. This 
procedure might hide particular features of the spectra (chapter 4) that are often present in the 
mineral absorption spectra (Babin, 2004). Based on 121 samples, were obtained the following 
statistics: 
 
•  Mean slope: -0.011nm
-1 
•  Standard error of slope: 0.0021 nm
-1 
•  Mean correlation coefficient (r
2): 0.95 
 
From these results, a good correlation was observed between absorption and mineral suspended 
sediment at any wavelength. Choosing 440 nm as reference wavelength and applying lineal 
regression analysis between filter absorption data and MSS with null intercept the following 
relationship was reported:  
   ] [ 097 . 0 440 MSS af =  (7.10) 
Combining equation 7.10 with the wavelength dependence gives an equation for amss as: 
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The regression for af 440 with MSS was corrected for path length amplification factor, β = 4 as 
derived in the study, dividing the slope of the regression by 4, obtaining: 
   ] [ 02425 . 0 440 MSS amss ⋅ =  (7.12) 
Combining this equation with the slope value proposed by Bowers, the following expression is 
obtained:  
   )) 440 ( 011 . 0 exp( ] [ 02425 . 0 ) ( − − ⋅ ⋅ = λ λ MSS amss  (7.13) 
 
It is worth noting that although other studies have previously addressed the MSS absorption 
coefficient, the study of Bowers was probably the first one that published a parameterization for 
the MSS absorption coefficient. The generalization and applicability of their results is, however, 
limited with regard to the following points: (1) particles may have been altered by the heat 
treatment, and (2) the error associated with measurement of absorption was not assessed 
although this error may be especially high for mineral particles whose absorption-to-scattering 
ratio is expected to be very low. 
 
Figure 7.2 (left panel) presents the amss* obtained from Bowers and the amss* obtained in this 
dataset. On initial examination of the data, a significant difference between the two coefficients 
was observed, which might have been caused by the chosen β path length amplification factor 
applied on filter pad data. The amss coefficient from this dataset had a β factor of 2 (chapter 4), 
whereas Bowers used a β factor of 4.  Once the amss* from this dataset was corrected for β factor 
by multiplying by 2 (the results shown in the figure), both coefficients appear closely related, 
with the exception of the blue region of the spectra, which could be an artefact of the 
exponential fitting used by Bowers. This fitting could also obscure particular spectral features of 
mineral particles relevant in the UV and blue region of the spectra (Babin and Stramski, 2004).  
 
 
 Chapter 7. Literature IOPs  118
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.2. Left panel:  amss* parameterizations of Bowers 96 with amss* from this dataset.  
Right panel: amss from Bowers 96 and Irish Sea dataset using case 1 and case 2 scenario.   
Bottom panel:  Impact of amss from Bowers 96 and Irish Sea dataset in radiance reflectance, 
using case 1 (solid line) and case 2 (dashed line) scenarios. 
 
 
The case 1 scenario and case 2 scenario (high MSS content, MSS = 10 g m
-3) were used to 
investigate the adaptability of the different SIOPs to different water types, as shown in the right 
panel. Both coefficients varied similarly with difference in the blue region. Variations in 
radiance reflectance were similar (bottom panel) with a variation of 11 % across the spectrum in 
this dataset and 4% for the amss parameterization by Bowers.  
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7.4 Detritus absorption coefficient 
 
Previously it was pointed out that there is a significant contribution of anap towards the total 
absorption, which in case II waters can generate 25% of the signal. As with the MSS absorption 
coefficient, clear distinctions between absorption behaviour based on the composition of the 
NAP are rare. The detritus absorption coefficient, as defined in this work, is conformed of 
phytoplankton by-products and organic material. In practice, the NAP fraction includes these 
plus any other contribution of material after subtracting photosynthetic pigments. This will 
usually include a mineral fraction. The parameterization chosen here is widely used to define 
the absorption coefficient by the non-pigmented organic fraction (Fuji et al., 2007). 
 
 Babin et al., (2003) 
 
The study published by Babin et al. (2003) presented the results of phytoplankton absorption, 
non-algal particle absorption (anap) and CDOM absorption from the COASTLOOC campaigns, 
measuring optical properties in European coastal waters. This study proposed a 
parameterization of anap based on the observations obtained, which covers a wide range of 
optical water types and concentrations of OAC. 387 samples were used in this study. The anap 
signal was observed to be highly correlated with suspended particulate matter, SPM, which 
reportedly included some mineral content. 
Measurements were obtained on Whatman GF/F filters. Corrections for path length 
amplification factor were applied (Tassan and Ferrari, 1995). Corrections for scattering effect in 
the sample were made by subtracting anap at 750 nm from all the measured spectral values of 
anap. Residual pigment absorption from incomplete bleaching was observed in some samples. 
This problem was overcome by fitting an exponential function in those regions not affected by 
main pigment absorption; this is excluding the regions of 400-480 nm and 620-710 nm. 
However it is likely to have remaining pigment absorption in the region of 480-620 nm, hence Chapter 7. Literature IOPs  120
some uncertainty can be assumed in these results (chapter 3). The observed slope values from 
the exponential parameterizations obtained were similar to those reported in other studies in 
case I and case II waters regardless of its primarily mineral or phytoplanktonic content. 
Applying a regression analysis for anap 443 and suspended particulate matter (SPM) resulted in:  
   ] [ 036 . 0 443 SPM anap ⋅ =  (7.14)   
 
where suspended particulate matter includes phytoplankton by-products and can contain mineral 
particles too. The anap was found to follow the expression: 
   )) 443 ( 0123 . 0 exp( 75 . 0 ) 443 ( ) ( − − ⋅ ⋅ = λ λ NAP NAP a a  (7.15) 
 
Combining both equations, anap* is expressed as a function of SPM concentration: 
 
    (7.16)  )) 443 ( 0123 . 0 exp( ] [ 027 . 0 ) (
* − − ⋅ ⋅ = λ λ SPM aNAP
 
This parameterization from Babin has been compared with the absorption by detritus from this 
dataset, which was obtained after water type partitioning for those stations with predominant 
chlorophyll content.  
For comparison purposes, detritus spectra were fitted to an exponential expression as proposed 
by Babin. In their study, average slope values, S, were 0.0123 nm
-1 with a standard deviation of 
0.0013 nm
-1. In the Irish Sea data, S was 0.0148 nm
-1 with a standard deviation of 0.0064 nm
-1. 
Figure 7.3 left panel, presents the distribution of slope values in Babin and mean S obtained in 
this dataset, outlier for this distribution. On the right panel, it is presented regression analysis for 
adet440 and SPM from this dataset, in a similar approach as the Babin study, in order to relate 
the detrital fraction with SPM concentration. It presents a poor correlation for these two 
parameters but previously in chapter 4 it also presented a low correlation of the detrital fraction 
with chlorophyll. It is also possible that the number of observations from Babin study will 
generate a higher correlation coefficient.  
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Figure 7.3. Left panel: Frequency distribution of SNAP coefficient from Babin 2003 and mean 
SNAP coefficient for this dataset.  Right panel: adet 440 vs SPM concentration for this dataset. 
 
 
 
 
 
 
 
 
 
 
Figure 7.4. Left Panel: adet from Babin 03 and Irish Sea dataset using case 1 and case 2 
scenario.  Right Panel: Impact of adet from Babin 03 and Irish Sea dataset in radiance 
reflectance, using case 1 (solid line) and case 3 (dashed line) scenarios. 
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In figure 7.4 adet has been used in two case scenarios, baseline case 1 scenario (1 mg m
-3 
chlorophyll) and case 3, high chlorophyll case scenario (5 mg m
-3 chlorophyll). The Babin 
parameterization adapts well to the adet coefficient derived from the Irish Sea dataset when used 
in different case scenarios (left panel) and when further used to retrieve reflectances from the 
different case scenarios (right panel). The parameterization by Babin introduced a 5.86% 
variation in spectral reflectance from different case scenarios, whereas the detrital fraction from 
the dataset had a 5.39% of spectral variation. 
 Although  the  adet  coefficient from the Irish Sea dataset was related only with chlorophyll 
content, and this parameterization relates the absorption signal by organic and inorganic 
material with total SPM, its effect in different case scenarios is similar, suggesting that the 
exponential expression could well approximate the adet coefficient in case II waters modelling. 
 
7.4 Absorption by CDOM 
 
CDOM absorption together with MSS absorption can significantly attenuate the available 
radiation in case II waters (Morel and Prieur 1977) compromising photosynthetical processes. 
During this work it has been mentioned that acdom is always fitted to an exponential expression 
to correct for disturbances on the acdom spectrophotometric measurement. acdom is therefore 
expressed as: 
   )] ( exp[ ) ( ) ( 0 0 λ λ λ λ − − = S a a CDOM CDOM  (7.17) 
 
where acdom(λ0) and the slope coefficient S are given to describe acdom from a particular water 
body. Different values are provided in the literature for acdom(λ0) and S for a given water body. 
The appropriate selection of these coefficients will ultimately define the goodness of the 
parameterization. Comparison is made between the acdom derived in this work and one example 
from the literature. 
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Tilstone et al., (2005) 
 
This study performed in the Irish Sea region was chosen for its representativeness of case II 
waters and its region of study, coincident with this dataset. Measurements were taken during 
spring and summer in different locations across the Irish Sea which is influenced by terrigenous 
inputs contributing to the dissolved organic carbon (DOC) pool. Samples were filtered through 
0.2  μm Whatman nuclepore membrane filters. Absorption coefficient was measured on a 
Perkin-Elmer lambda-2 spectrophotometer in a 10 cm quartz cuvette from 350 to 750 nm, 
relative to a reference blank.  The acdom was calculated from the optical density, and the cuvette 
path length and baseline offset were subtracted from acdom. CDOM slopes, S, were calculated 
using an offset exponential fit which corrects for water absorption effects above 700 nm 
(Sullivan et al., 2006). 
The mean slope value retrieved in the study was S = 0.016 m
-1 nm
-1. acdom(λ0) was taken from 
previous observations of this dataset, being 0.124 m
-1. The final parameterization of acdom is then 
expressed as: 
   )] ( 016 . 0 exp[ 124 . 0 ) ( 0 λ λ λ − ⋅ − ⋅ = CDOM a  (7.18) 
 
The parameterization is given independent of the CDOM concentration. CDOM to DOM ratios 
are highly variable regionally (Siegel et al., 2002) and this is one of the great challenges when 
relating acdom to DOM present in an ecosystem model. Here, for comparison purposes, CDOM 
concentration was multiplied by acdom.  
 
The exponential fitting of acdom was compared with the acdom spectra obtained in the Irish Sea in 
figure 7.5, left panel, being both normalized by acdom 440. The Tilstone parameterization failed 
to reproduce the observed acdom spectra from 470 nm onwards. This difference is preserved 
when acdom is calculated for two case scenarios, case 1 baseline in solid line (0.15 mg m
-3) and 
case 4, high CDOM content in dashed line (1 mg m
-3) (right panel). Variability in radiance 
reflectance for the Tilstone parameterization and for this dataset in the two case scenarios is Chapter 7. Literature IOPs  124
given in the bottom panel. Reflectance obtained from the Tilstone parameterization is very close 
to that from this dataset, although some evident differences are observed in the 500-600 nm 
region in the high CDOM scenario. These differences could potentially be substantial when 
band ratio algorithms are applied. Average spectral variability in reflectance between the two 
scenarios was, from this dataset 22 %, and 19 % by the proposed parameterization by Tilstone. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.5 acdom* parameterization from Tilstone 05 and acdom* from this dataset (left panel). 
acdom from Tilstone 05 and Irish Sea dataset using case 1 and case 4 scenario (right panel). 
Impact of acdom from Tilstone 05 and Irish Sea dataset in radiance reflectance, using case 1 
(solid line) and case 4 (dashed line) scenarios (bottom panel). 
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7.5 Phytoplankton scattering coefficient 
 
It was demonstrated in the previous chapter how important the contribution of the 
phytoplankton scattering signal is to the radiance field in the context of this study. 
Phytoplankton contribution to the radiance field can be more significant than anticipated; 
predominant phytoplankton species in shelf seas are diatoms with a silicate structure that 
scatters light, while total phytoplankton absorption through the water column in turbid waters is 
lower due to the limited available radiation. Thus the combination of low absorption and high 
scattering by phytoplankton can potentially increase the radiance signal. 
As in the case of particle absorption, few parameterizations are available in the literature that 
accounts for the individual scattering signal of each OAC. As was presented in chapter 6 for this 
dataset, the potential impact of scattering is significant, and therefore an adequate description of 
scattering signal of OAC is needed. 
The particle backscattering coefficient is often related to the total chlorophyll content when 
assuming case I waters, because in that case there is no other source of particles contributing to 
the scattering signal. Two different parameterizations are considered here that introduce spectral 
dependency of the phytoplankton scattering coefficient as a power law function and as a linear 
function. 
 
Loisel and Morel, (1998) 
 
This parameterization proposes a revisit to the Gordon and Morel (1983) study, which relates 
scattering and chlorophyll as a power law function, where phytoplankton is the only scattering 
component in case I waters. This type of parameterization has been widely used to describe 
particle scattering in bio-optical models in case I and II waters (Garver and Siegel, 1997; 
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and it is provided as the  standard bph parameterization to define IOPs input for case II waters in 
radiative transfer modelling (Mobley, 1994).  
In the reported study, the attenuation coefficient (c) at 660 nm was measured with a SeaTech 
transmissometer. Once attenuation by pure sea water was subtracted, the particle attenuation 
coefficient, cp, was assumed to result only from particle scattering, bp. To demonstrate this, the 
(Bricaud et al., 1995) relationship for aph was used to derive chlorophyll absorption at 660 nm: 
    (7.18) 
878 . 0 ) ( 012 . 0 Chl a ph ⋅ =
with a r
2 = 0.234. For the range of chlorophyll values observed in the study, 0.02 – 4.5 mg m
-3, 
aph varied from 0.00038 m
-1 to 0.0044 m
-1. These values are assumed negligible compared to 
those of cp, ranging from 0.03 to 1.5 m
-1, and representing less that 3% of the measured values. 
Chlorophyll concentrations were measured with HPLC, where chlorophyll and diviniyl a 
accounted for pigment concentration. Best fit relationship was observed for a subset of near-
surface chlorophyll values and cp, named bp by phytoplankton in the study was: 
    (7.19) 
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Then, spectral dependency was introduced by using 660 nm as a reference wavelength as in 
Gordon and Morel (1983): 
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The influence of wavelength on bph was established on the basis of two observations; 1) at low 
pigment concentrations (<0.1 mg m
-3) the scattering coefficient for ocean waters exhibits a λ
-1 
wavelength dependence; 2) at wavelengths which particles are strongly absorbing, their 
scattering is reduced such that  their total attenuation is only weakly dependent on wavelength.  
 
Gould et al., (1999) 
 
Based on scattering observations with AC-9 in a variety of water types, (Gould et al., 1999) 
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waters. 555 nm was the reference channel selected, due to the low absorption at that wavelength 
in coastal waters. For each of the remaining eight wavelengths a linear function was fitted as: 
   I b M b + ⋅ = ) 555 ( ) ( ) ( λ λ  (7.21) 
 
where r
2 always exceeded 0.99.  Intercepts from linear regression analysis were alluded to as 
errors in the measurement or instrument calibration and hence were neglected on further 
analysis. Then, assuming the slopes obtained, M, are linear functions of the wavelength of light: 
   i m M + ⋅ = λ λ) (  (7.22) 
 
where the coefficients were determined to be m = -0.00113, i = 1.62517 and r
2 = 0.997. Solving 
equation 7.21 for a reference wavelength λr and at any wavelength: 
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and combining equation 7.22 with 7.24 and solving for b(λ):  
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The Morel (1988) model, similar to the Loisel and Morel (1998) model previously described, 
was introduced to relate scattering at 555 nm to chlorophyll concentration. Best fit coefficients 
were retrieved for measurements in case II waters, resulting in: 
    (7.26) 
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where C stands for chlorophyll concentration. Combining the spectral dependence previously 
obtained and chlorophyll dependence: 
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These two parameterizations express the scattering coefficient as a linear function of 
wavelength. They are compared with bchl* obtained in this dataset in figure 7.6. On the left Chapter 7. Literature IOPs  128
panel, bchl* from Loisel-Morel and from Gould are compared to bchl* obtained in the Irish Sea. 
The specific scattering coefficient from the Irish Sea dataset has significantly less spectral 
variability than that introduced by these parameterizations. When applied in two different case 
scenarios (right panel), case 1 baseline and case 3 high chlorophyll scenario (as per chapter 6), 
both parameterizations fail to reproduce the range of scattering values in the case 3 scenario and 
both of them have decreasing scattering spectra. 
. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.6. Left Panel: bchl* parameterization from Loisel-Morel 98, Gould 99 and bchl* from 
this dataset.  Right panel: bchl from Loisel-Morel 98, Gould 99 and Irish Sea dataset using 
case 1 (solid line)  and case 3 (dashed line) scenario.  Bottom panel:  Impact of bchl from 
Loisel-Morel 98, Gould 99 and Irish Sea dataset in radiance reflectance, using case 1 (solid 
line) and case 3 (dashed line) scenarios (bottom panel). 
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This is further demonstrated when they are applied in radiative transfer modelling. On the 
bottom panel of figure 7.6, the Loisel-Morel and Gould parameterizations are compared with 
bchl* from the Irish Sea in the case 1 scenario (solid line) and case 3 scenario (dashed line). The 
range of spectral variability introduced from both case scenarios is significantly reduced with 
these reviewed parameterizations - 33% for Loisel-Morel and 19% for Gould – whereas the 
Irish Sea dataset has 140 % of spectral variability. The two parameterizations studied here not 
only introduce more spectral dependency into bchl* in the form of (opposite) spectral trends than 
the observed SIOPs, but also fail to reproduce the spectral structure in which scattering reduces 
due to phytoplankton absorption at 440 nm and 660 nm. This could have significant 
implications when band ratio algorithms are used in inverse modelling to derive OAC 
 
7.6 Mineral scattering coefficient 
 
Scattering coefficient by mineral particles can be a significant contribution to radiance, 
controlled by the refractive index and the particle size distribution of mineral particles. 
However, progress in the development of high quality optical scattering measurements related 
to the size and mineralogy of particles has lagged behind the comparable studies of absorption 
related to organic material in sea water, so that stand alone measurements of scattering 
coefficient by mineral particles are very difficult to find. At the time this thesis was written, 
parameterizations of bmss* that could be considered representative of mineral particles from case 
II waters could not be found. With the arrival of new optical sensors measuring scattering and 
volume scattering function, more studies have recently tackled the study of mineral scattering 
properties (Babin et al., 2003; Snyder et al., 2008; Stramski et al., 2001), but parameterizations 
or published data of bmss* usable for case II water simulations still seem to be non-existent. The 
measurements presented here for mineral scattering were selected for the closeness of their 
environmental conditions to those obtained in the Irish Sea. 
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Stavn and Richter, 2008 
 
The Stavn and Richter (2008) study measured scattering coefficient with an AC-9 (Wetlabs, 
Inc) instrument in Mobile Bay, Alabama, a highly turbid region with strong terrigenous 
contributions comparable to the case of some locations in the western boundary of the Irish Sea. 
Based on fundamental optics, the mineral scattering coefficient was defined as:  
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where σm(λ) is particle scatter cross section, ρm is the density (g m
-3) of the mineral particle, vm is 
the volume of a single mineral particle and PIM is the mass concentration of particulate 
inorganic material. Thus, the spectral-mass specific scattering cross section is 
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Particle scattering coefficient obtained from AC9 measurements were partitioned into specific 
particle organic and inorganic scattering coefficient, using least square regression or Model I, 
and Model II univariate regression, to obtain best estimate of regression slopes, this is, specific 
scattering coefficient as in the regression method presented in this thesis from field 
observations. Figure 7.7 presents the results of bmss* from the Stavn study and from the Irish Sea 
data on the left panel. The bmss* values from Stavn presents higher spectral dependency. These 
measurements were carried out in a particular location with highly turbid waters, whereas the 
Irish Sea data, while it can be approximated as case II water, has significant differences 
geographically and seasonally. Whereas bmss* obtained from the Irish Sea might have 
contribution from other particles with less spectral dependence, the significant spectral 
dependence observed in Stavn study could be explained by a very well defined mineral fraction. 
The spectral dependence in the Stavn study remains apparent when applied to evaluate the 
mineral scattering IOP in different case scenarios (right panel).  Following the earlier pattern, 
the scenarios compared are; case 1 baseline scenario (MSS = 1 g m
-3) and case 3, high mineral 
case scenario (MSS = 10 g m
-3). Results from radiative transfer modelling in the two case Chapter 7. Literature IOPs  131
scenarios are presented in the bottom panel, comparing the use of  bmss* from the Stavn study 
and bmss* obtained in the Irish Sea. Given the significance of the bmss coefficient in optical 
modelling (chapter 6), variations for each coefficient between cases scenarios are expectedly 
large.  The bmss* from Stavn produces a reflectance signal 125 % higher than that from this 
dataset. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.7  Left panel:  bmss* values from Stavn 08 and bmss* from this dataset .  Right panel: 
bmss from Stavn 08 and Irish Sea dataset using case 1 (solid line) and case 2 (dashed line) 
scenario. Bottom panel:  Impact of bchl from Stavn 08 and Irish Sea dataset in radiance 
reflectance, using case 1 (solid line) and case 3 (dashed line) scenarios. 
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7.7 Backscattering ratio 
 
The radiative transfer equation depends both on the absorption and angular characteristics of the 
medium, given by the volume scattering function, VSF, which is extremely important for 
deriving the radiance field. This parameter is difficult to measure and, to date, the only 
published study that measured VSF at a variety of angles was performed by T.J. Petzold in 
1972. The VSF can also be reasonably approximated by the backscattering ratio (Mobley et al., 
2002) and backscattering ratio is widely assumed to be wavelength independent if the particles 
are not strongly pigmented and the particle size distribution follows the commonly assumed 
power law distribution (Ulloa et al., 1994). Then, VSF is used to derive backscattering 
coefficients when such measurements are not available. 
 
Petzold, 1972 
 
Backscattering sensors are still relatively new and such measurements are not widely performed 
by the optics community. For years, the VSF data taken by Petzold were and are still being used 
in radiative transfer modelling, as reference values for backscattering ratio and used to derive 
backscattering coefficients.  
Petzold’s measurements were taken with a general angle scattering meter, measuring VSF at a 
variety of angles between 0.085˚ to 170˚ in the backward direction and centred at 470 nm with a 
wide acceptance angle. Experiments were taken in 3 singular locations; Bahamas, offshore 
southern California and San Diego harbour, which are classified as oceanic, coastal ocean and 
turbid waters, respectively. Backscattering ratios observed (approximated from VSF) were 
0.013 for coastal ocean waters and 0.019 for turbid waters in San Diego Harbour. Average 
particle backscattering ratio observed in this dataset was 0.0145 which lies between those 
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function from Petzold’s measurements has been used to compare with that obtained in this 
dataset when used in radiative transfer modelling. 
Figure 7.8 shows radiance simulations for the average backscattering ratio from Irish Sea 
measurements and for the average backscattering ratio from Petzold.  The maximum difference 
observed between both coefficients is 0.0002 sr
-1 at 575 nm. This represents a maximum 
variation of 7% of the radiance signal. Given the importance of the backscattering signal in 
radiative transfer calculations, these results are quite good compared to those from mineral 
scattering and phytoplankton scattering parameterizations. 
 
 
 
 
 
 
 
 
 
Figure 7.8 Impact of average backscattering ratio from Petzolds and Irish Sea data in radiance 
reflectance. 
  
7.8 Overview 
 
This chapter has performed a review and assessed the application of literature SIOPs capable of 
use in bio-optical modelling. In order to establish a bio-optical model generating constituent 
IOPs that will constrain the radiative transfer model, SIOP parameterizations or SIOP measured 
data are needed. After an extensive literature review, it is concluded that although many studies 
have been undertaken to measure constituent IOPs and SIOPs, it is rare that the detailed 
observational data are published in sufficient detail that they could be used to calculate Chapter 7. Literature IOPs  134
constituent IOPs for a given concentration of OAC. This is an obstacle to the development of 
optical models given that extensive databases of constituent SIOP are needed in order to 
adequately describe constituent IOPs for optical-ecosystem models in a particular region. 
 
SIOPs are strongly dependent on the water mass measured, and for those values that have been 
published, their applicability would usually be limited to bio-optical modelling in similar 
scenarios. It has however been demonstrated that SIOPs measured by independent studies in the 
Irish Sea region have, in general, good accordance with the values measured in this dataset, 
which could be sufficient to describe constituent IOPs in the Irish Sea. Using literature IOPs 
from the region in which optical modelling is applied could well approximate their radiance 
field.  Nevertheless, there are certain seasonal and small geographical variations that would be 
impossible to constrain and would compromise the sensitivity of the bio-optical model. 
Finally, a rigorous description of the composition of constituent IOPs is needed to establish a 
robust parameterization based on constituents with similar optical characteristics. At the 
moment, the description of the absorption coefficient by non-algal particles (particle absorption 
with photosynthetic pigments removed) is mismatched with the OAC found in the ecosystem 
model. When the separation of the optical cross-section of each constituent is limited by 
methodology, regression analysis could be a useful tool to obtain constituent SIOPs (McKee 
and Cunningham, 2006; Stavn and Richter, 2008).  
 
 
 
 
 
 
 
 
 
 
 
 Chapter 8 
Conclusions 
 
8.1 Overview 
 
The broad goal of the research work reported in this thesis was to explore and discuss the issues 
affecting the feasibility of using bio-optical models to predict the light field within ecosystem 
models in optically complex (case II) waters. The approach adopted has placed detailed 
emphasis on the description of constituent inherent optical properties, IOPs, used as inputs to 
the bio-optical model, basing the discussion on an observational dataset of bio-optical variables 
and constituents measured in the Irish Sea. From the outset it has stressed the importance of an 
adequate description of those optically active constituents (OACs) which control the IOP signal, 
that is which dominate the amplitude and spectral shape of the IOPs. At the same time the 
approach had to recognise the necessity of measuring constituent IOPs that correspond to OACs 
that can be associated with variables in the ecosystem model. A key element of the research has 
been to evaluate the impact of uncertainties in IOP measurements and whether that potential 
impact changes when introduced into bio-optical modelling of different water types. Finally, a 
review of state of the art constituent IOP measurements and parameterizations has been 
investigated, with the aim of identifying predefined constituent IOPs from literature that could 
be used in coupled optical-ecosystem models in case II waters.  
 
8.2 Summary of achievements 
 
The content of chapter 3, with an extensive description and review of what constituent IOPs are 
and how they are currently retrieved, already includes some points that contribute to the aim of 
the thesis. Certain issues were pointed out that could determine the feasibility of coupling optics Conclusions  136
in ecosystem models. The absorption coefficient of CDOM is a parameter that is well 
understood and measured, but CDOM makes up only a fraction of the DOM described by the 
ecosystem model. Defining the optical properties of DOM as it is represented in the ecosystem 
model is a challenge, since ratios of DOM to CDOM are highly variable and therefore 
parameterizations of this ratio are difficult. Another point that has recurred throughout the thesis 
is how to characterise the absorption coefficient of un-pigmented SPM.  This includes a diverse 
composition with different optical properties and hence it is very difficult to establish a 
universal parameterization that could be used in optical-ecosystem modelling. From the 
opposite perspective, an important factor that is often neglected in ecosystem modelling is 
mineral particles, whereas it has been demonstrated in the Irish Sea dataset that these can 
primarily determine the radiance field in coastal and case II waters systems. The incorporation 
of a term for MSS in the ecosystem model would be necessary for successful coupled optical-
ecosystem modelling.  
Chapter 3 also discussed the importance of correction factors applied in optical measurements, 
where their validity is sometimes questionable. The corrections applied to absorption data for 
scattering effects beyond 700 nm, assuming zero absorption in this region, is not valid for 
mineral particles, which have strong absorption properties that are not negligible in the near-
infrared. Also, the validity of the Zaneveld et al. (1994) scattering correction factor applied in 
the analysis of AC9 measurements has also recently been questioned (McKee et al., 2008). This 
will have profound implications in the optics community given that this is the primary 
instrument used for in-situ absorption and attenuation measurements, and a large number of 
optical studies have been developed upon them. In fact, this demonstrates that our 
understanding of ocean optics is presently limited by our measurement capability. Optical 
oceanography is a constantly evolving research field and exercises to revisit the observational 
methodology must be performed regularly to allow progress towards more reliable optical 
models.  
The motivation and validity of this thesis work is framed in the context of case II waters. 
Chapter 4 introduced the importance of defining the optical water types in which measurements Conclusions  137
are made and introduced a bio-optical model that defines the absorption and scattering 
processes in the Irish Sea. Using simple scattering-to-absorption ratios two distinctive water 
types were isolated. This approach also resolved the problem of defining the constituents 
measured in the un-pigmented SPM fraction by partitioning them into detrital absorption and 
MSS absorption. With this approach, constituents with different optical characteristics, minerals 
and detritus, were assigned separately to IOPs corresponding principally to these two 
constituents and hence a clear relationship between the unpigmented SPM fraction and optics is 
established, in a way that can be related with OACs in the ecosystem model. 
There are two principal elements that define IOPs measured in a particular water body; the 
water type in which they are measured, given by the combination of concentrations of OACs, 
and the SIOPs. Optical measurements are extremely variable, given the nature of light, and 
hence extremely sensitive to error uncertainties. However, optical measurements are rarely 
reported with uncertainty ranges, which is crucial when these are further used to derive other 
optical parameters through the use of bio-optical modelling. Chapter 5 focused on quantifying 
uncertainties in SIOPs which are dependent on the measurement uncertainties in IOPs and 
constituent concentrations.  Both of these are needed to derive SIOPs. Uncertainties in these two 
measurements can introduce a large range of variability in SIOPs. Correction factors applied, 
such as β path length amplification factor in filter pad data, or the AC9 scattering correction, 
will introduce uncertainties in IOPs measurements. Therefore part of the reported IOP 
variability is artificial, and this can be further enlarged by error propagation in the SIOP 
calculation method. Various SIOP parameterizations and measurements from the literature have 
been presented in this thesis work, where the derived SIOPs are likely to have introduced 
uncertainty from error propagation (Bricaud et al., 1995), although generally no error estimates 
are reported for the data presented. Providing uncertainty ranges in bio-optical modelling is 
necessary before applying SIOPs so the performance of the model can be assessed. Another 
important outcome from chapter 5 was the demonstration of a statistical method that reduces 
error propagation in derived optical parameters and provides confidence intervals for the 
resulting SIOPs. Conclusions  138
 
The propagation of these SIOP uncertainties in optical and radiative transfer modelling will 
determine the variability ranges of the radiance field and its sensitivity to each constituent 
SIOP. This is what chapter 6 aimed for; to quantify the impact of SIOP variation on the radiance 
field predicted by bio-optical modelling in a variety of optically complex coastal case scenarios. 
The variability range in SIOPs generated from the choice of SIOP calculation method had a 
dramatic impact on the predicted radiance reflectance: it was demonstrated that traditional 
SIOPs calculated from a few point-by-point derivations produced a very large variability range 
in radiance reflectance compared to SIOPs from regression calculations on a larger 
representative ensemble of IOP and AOC samples. This confirmed that quantifying error 
uncertainties in SIOPs and providing information of these is necessary if it is to become 
possible to evaluate the sensitivity and performance of a coupled optical-ecosystem model 
system. Another important outcome of chapter 6 was to demonstrate the relevance of mineral 
particles and scattering in bio-optical modelling in case II waters such as the Irish Sea. Again, 
the importance of including this constituent in optical-ecosystem models in case II waters is 
crucial to adequately define the radiance field.   
 
The final aim of this thesis work was to study the feasibility of coupling optical models and 
ecosystem models. In order to have operational optical-ecosystem models, input optical data are 
needed to initialize the model, ideally given by real time IOP measurements. Present retrieval 
methods for constituent IOPs makes this unfeasible, and therefore the use of alternative input 
sources, such as literature values, needed to be explored.  This could be a realistic approach 
when historic optical data or parameterizations are available for the region where the optical-
ecosystem model is performed. This was the background to chapter 7 which reviewed state of 
the art parameterizations and IOP data that could be applied in a case II water region such as the 
Irish Sea. First conclusions when reviewing the existing literature were that: 1) very few studies 
publish in full their IOP measurements. This fact tremendously limits the possible study of 
coupling optics and ecosystem models. 2) Published IOP data or parameterizations often do not Conclusions  139
provide error uncertainty ranges, which makes it difficult to perform sensitivity studies for 
applicability of that particular parameterization to serve as optical data in the model. 3) IOP data 
are not always measured in accordance to the OAC constituents present in the model (for 
example the case of the NAP fraction) and vice-versa (as for mineral absorption and scattering 
coefficients). At the present time, this point is where most effort needs to be applied by the 
optics community, before the results of marine optical studies can be applied usefully in wider 
interdisciplinary fields such as ecosystem modelling. 
 
8.3 Alternatives to radiative transfer modelling 
 
This thesis has explored the use of constituent IOPs embedded in radiative transfer modelling. 
However, approximations of the reflectance solution to the radiative transfer equation have been 
developed by others that link constituent IOPs with radiance as a simplified function of 
absorption and backscattering (chapter 2). The use of such bio-optical models can represent a 
significant time reduction in the computation of the radiance field, an important consideration if 
the optical calculations are eventually to be embedded in a three-dimensional ecosystem model 
of a shelf sea. The sensitivity and accuracy of such an approximate approach is worth being 
studied further, although such work lay beyond the planned scope of this thesis. One of the 
strengths of such models is the introduction of spectral variability into the backscattering 
coefficient. The current Hydrolight version (4.1) assumes spectral independence of the 
backscattering ratio, used to approximate for volume scattering function, VSF, for which the 
backscattering coefficient is defined as spectrally constant. Given the significance of the 
backscattered light in the radiance field, and the results of recent studies which contradict the 
assumption of spectrally insensitive backscattering (McKee et al., 2009), this could compromise 
the calculation of underwater radiance. On the contrary, bio-optical models with a simplified 
treatment of radiation transfer physics would be computationally much cheaper and could 
reproduce the true spectral variability in reflectance, given by absorption and backscattering 
coefficients. Conclusions  140
 
8.4 Conclusion: The feasibility of linking optical and ecosystem models  
 
This project set out to assess how feasible it is to link bio-optical models of the light field to 
ecosystem models which require accurate knowledge of how the light field is influenced by 
those state variables of the ecosystem model that influence the underwater optics. It has 
considered the subject entirely in relation to the reliability of the predictions of the light field 
rather than the structure of the modelling interface between optical and ecosystem processes.  
The achievements of the work as outlined above have identified that there are a number of 
weaknesses, limitations and uncertainties in the present capacity to predict the underwater light 
field from best estimates of the constituent optical properties. The conclusion must be drawn 
that as long as there are some quite large uncertainties in the bio-optical modelling of Case II 
waters, it would be premature to start embedding optical subsystems into ecosystem models.  
However, it is also clear from the radiance modelling of different case scenarios presented in 
chapters 6 and 7 that the models do predict significant differences in radiances for different 
combinations of optically active constituents.  Therefore, once the modelling uncertainties can 
be reduced with confidence to levels that are much smaller than the modelled differences 
between different water types, it will be appropriate to start embedding optical models into 
ecosystem models in a variety of different ways that should improve the overall performance of 
the ecosystem model.  
 
In order to achieve the necessary reduction in bio-optical modelling uncertainties, the following 
recommendations, based on the results from this thesis, are made for future bio-optical research 
in support of improved ecosystem modelling in Case II waters: 
 
•  Optical measurements on which the optical model relies must be corrected using state 
of the art correction factors, and review exercises must be undertaken for updates. Conclusions  141
•  Error uncertainties in optical measurements need to be quantified, so that derived 
coefficients and parameterizations used in the optical-ecosystem model have 
uncertainty ranges from which the internal error propagation within the model can be 
evaluated. 
•  Alternative statistical methods, such as regression analysis should be considered to 
reduce error propagation when deriving SIOPs from measured constituent IOPs and the 
concentration of the matching OACs. 
•  Definition of the optical water type that the optical-ecosystem model attempts to 
reproduce is necessary, in order to determine which OACs and SIOPs are required to 
represent the dominant optical processes. At the same time the selection of OACs (and 
matching constituent IOPs / SIOPs) for the optical model must be made with regard to 
the available state variables in the ecosystem model. 
•  For a successful description of constituent IOPs in the optical-ecosystem model 
previous measurements should be undertaken in the same region as that to which the 
model is applied. 
•  Exploring the use of simpler bio-optical models vs radiative transfer modelling is 
strongly recommended in order to reduce computational time. 
 
These recommendations provide some insights of future directions for progress in this field. 
Explicit optical ecosystem modelling has been conducted by Fuji (2007) who proved that it 
provided a better description of the light field and therefore of light dependent processes. 
However this thesis has shown that there is not only scope for further improvement, but 
indeed an urgent necessity for further efforts to be made that will improve optical 
observational procedures and the retrieval of error-quantified SIOPs.  The goal must be to 
confidently reduce the uncertainty of predicted light fields to acceptable levels that will not 
compromise the forecast of the ecosystem models to which they are attached. 
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8.5 Implications for remote sensing 
 
The use of bio-optical models to define the radiance field does also facilitate the comparison 
interface of ecosystem model outputs with remote sensing data. Water leaving radiance as 
calculated in the optical-ecosystem model can be directly compared with remote sensing 
measurements, discarding the use of derived products (chlorophyll, etc...) that have low 
reliability in coastal and case II waters regions. This approach also permits an instantaneous 
assessment of the ecosystem model, readjusting OAC within the ecosystem model according to 
the remote sensing observations for better accuracy. Furthermore, the optical model computes 
the radiance field hyperspectrally which allows a full picture of the light dependent processes 
occurring within the ecosystem model, instead of limiting this information to single 
wavelengths, as remote sensing products do with band ratio algorithms.  
 
Nevertheless, the standard approach used nowadays for remote sensing data is inversion 
exercises, obtaining OACs from remote sensing measurements using different techniques. 
Amongst these, inversion methods based on artificial neural network analysis are presently 
being increasingly used to retrieve OACs (Schiller and Doeffer, 1999). But major issues arise 
from this technique, since its constituent retrieval is based on constituent IOP values obtained 
from the literature the accuracy of which is often not reported. Even though the statistical 
approach is robust, the reliability of the retrieval result is dependent on experimental 
observations of constituent IOPs where no uncertainty ranges are given.  The insights gained 
from this thesis can therefore also be applied to improving the specification of SIOPs used in 
satellite ocean colour product retrieval algorithms.   
 
 
 
 Appendix A 
SIOPs 
 
  Regression  Point by point     
λ a chl* achl*c.i. achl*mean achl*median achl*max achl*min 
400 0.0446 0.0040 0.0503  0.0466  0.1349 -0.0001 
405 0.0462 0.0040 0.0533  0.0483  0.1381 0.0049 
410 0.0489 0.0042 0.0567  0.0525  0.1491 0.0026 
415 0.0510 0.0042 0.0593  0.0536  0.1508 0.0087 
420 0.0525 0.0043 0.0611  0.0557  0.1527 0.0005 
425 0.0541 0.0042 0.0631  0.0573  0.1538 0.0115 
430 0.0562 0.0045 0.0661  0.0605  0.1586 0.0186 
435 0.0588 0.0045 0.0693  0.0632  0.1704 0.0213 
440 0.0592 0.0046 0.0695  0.0643  0.1675 0.0216 
445 0.0569 0.0045 0.0674  0.0624  0.1612 0.0187 
450 0.0540 0.0043 0.0643  0.0592  0.1524 0.0188 
455 0.0524 0.0043 0.0622  0.0560  0.1451 0.0177 
460 0.0520 0.0042 0.0617  0.0549  0.1441 0.0168 
465 0.0518 0.0042 0.0613  0.0551  0.1426 0.0177 
470 0.0508 0.0041 0.0603  0.0542  0.1458 0.0160 
475 0.0489 0.0039 0.0574  0.0522  0.1372 0.0160 
480 0.0465 0.0038 0.0545  0.0503  0.1304 0.0161 
485 0.0439 0.0036 0.0512  0.0468  0.1196 0.0132 
490 0.0413 0.0035 0.0481  0.0442  0.1097 0.0130 
495 0.0387 0.0032 0.0449  0.0409  0.1016 0.0101 
500 0.0360 0.0030 0.0413  0.0365  0.0904 0.0105 
505 0.0334 0.0027 0.0381  0.0339  0.0848 0.0092 
510 0.0308 0.0025 0.0349  0.0320  0.0800 0.0064 
515 0.0285 0.0023 0.0321  0.0298  0.0718 0.0078 
520 0.0268 0.0022 0.0297  0.0278  0.0689 0.0015 
525 0.0250 0.0021 0.0278  0.0256  0.0637 0.0056 
530 0.0234 0.0020 0.0257  0.0233  0.0621 0.0054 
535 0.0218 0.0019 0.0241  0.0223  0.0598 0.0003 
540 0.0204 0.0018 0.0226  0.0197  0.0590 0.0048 
545 0.0189 0.0017 0.0210  0.0184  0.0572 0.0028 
550 0.0170 0.0017 0.0189  0.0160  0.0548 0.0015 
555 0.0153 0.0016 0.0173  0.0145  0.0525 0.0004 
560 0.0135 0.0016 0.0153  0.0125  0.0483 -0.0001 
565 0.0120 0.0015 0.0138  0.0116  0.0467 -0.0031 
570 0.0111 0.0014 0.0128  0.0113  0.0457 -0.0062 
575 0.0106 0.0013 0.0124  0.0109  0.0435 -0.0024 
580 0.0105 0.0013 0.0122  0.0104  0.0422 -0.0020 
585 0.0105 0.0012 0.0122  0.0105  0.0406 -0.0029 
590 0.0106 0.0012 0.0122  0.0105  0.0399 -0.0027 
595 0.0104 0.0011 0.0120  0.0104  0.0397 -0.0044 
600 0.0100 0.0011 0.0115  0.0103  0.0375 -0.0025 
605 0.0100 0.0011 0.0114  0.0104  0.0372 -0.0023 
610 0.0102 0.0010 0.0117  0.0105  0.0373 -0.0026 
615 0.0109 0.0010 0.0125  0.0110  0.0366 0.0019 
620 0.0113 0.0010 0.0126  0.0111  0.0359 0.0009 Appendix A.SIOPs  144
625 0.0116 0.0010 0.0129  0.0117  0.0358 0.0001 
630 0.0118 0.0010 0.0131  0.0120  0.0340 -0.0026 
635 0.0122 0.0010 0.0136  0.0123  0.0344 0.0022 
640 0.0123 0.0010 0.0137  0.0122  0.0327 0.0039 
645 0.0122 0.0010 0.0137  0.0122  0.0330 0.0033 
650 0.0124 0.0010 0.0138  0.0126  0.0326 0.0046 
655 0.0137 0.0010 0.0151  0.0137  0.0345 0.0053 
660 0.0173 0.0011 0.0192  0.0176  0.0399 0.0086 
665 0.0234 0.0014 0.0260  0.0243  0.0506 0.0126 
670 0.0292 0.0017 0.0325  0.0303  0.0577 0.0165 
675 0.0310 0.0019 0.0347  0.0326  0.0692 0.0165 
680 0.0279 0.0017 0.0312  0.0293  0.0606 0.0161 
685 0.0211 0.0013 0.0230  0.0212  0.0457 0.0113 
690 0.0131 0.0009 0.0140  0.0134  0.0333 0.0027 
695 0.0075 0.0007 0.0079  0.0072  0.0210 -0.0030 
700 0.0045 0.0006 0.0048  0.0043  0.0141 -0.0078 
705 0.0030 0.0005 0.0032  0.0029  0.0123 -0.0067 
710 0.0021 0.0005 0.0023  0.0022  0.0093 -0.0074 
715 0.0017 0.0004 0.0017  0.0016  0.0079 -0.0083 
720 0.0012 0.0003 0.0012  0.0011  0.0064 -0.0063 
725 0.0008 0.0003 0.0008  0.0007  0.0062 -0.0069 
730 0.0005 0.0003 0.0004  0.0004  0.0048 -0.0068 
735 0.0003 0.0002 0.0001  0.0003  0.0036 -0.0066 
740 0.0002 0.0001 0.0001  0.0000  0.0023 -0.0025 
745 0.0001 0.0001 0.0000  0.0000  0.0017 -0.0040 
750 0.0000 0.0000 0.0000  0.0000  0.0000 0.0000 
 
  Regression  Point by point     
λ a det* adet* c.i.  adet* mean  adet* edian  adet* max  adet* min 
400 0.0409 0.0086 0.0538 0.0485 0.4386 0.0101 
405 0.0396 0.0083 0.0519 0.0469 0.4210 0.0110 
410 0.0386 0.0081 0.0504 0.0448 0.4083 0.0113 
415 0.0372 0.0078 0.0487 0.0435 0.3952 0.0116 
420 0.0356 0.0076 0.0462 0.0415 0.3823 0.0100 
425 0.0340 0.0072 0.0442 0.0390 0.3667 0.0113 
430 0.0322 0.0069 0.0418 0.0370 0.3507 0.0099 
435 0.0303 0.0066 0.0393 0.0350 0.3355 0.0088 
440 0.0285 0.0063 0.0372 0.0326 0.3199 0.0076 
445 0.0264 0.0060 0.0344 0.0299 0.3030 0.0066 
450 0.0246 0.0057 0.0321 0.0275 0.2858 0.0055 
455 0.0228 0.0054 0.0299 0.0255 0.2736 0.0029 
460 0.0214 0.0051 0.0280 0.0234 0.2591 0.0035 
465 0.0199 0.0049 0.0262 0.0216 0.2482 0.0020 
470 0.0185 0.0048 0.0243 0.0202 0.2384 0.0004 
475 0.0173 0.0046 0.0229 0.0183 0.2281 -0.0028 
480 0.0163 0.0044 0.0217 0.0167 0.2183 -0.0011 
485 0.0151 0.0042 0.0204 0.0170 0.2098 -0.0031 
490 0.0142 0.0040 0.0191 0.0150 0.2031 -0.0031 
495 0.0134 0.0039 0.0179 0.0145 0.1936 -0.0045 
500 0.0127 0.0037 0.0170 0.0133 0.1849 -0.0049 
505 0.0121 0.0036 0.0160 0.0120 0.1768 -0.0061 
510 0.0115 0.0035 0.0150 0.0110 0.1711 -0.0060 
515 0.0108 0.0033 0.0142 0.0109 0.1622 -0.0068 
520 0.0101 0.0032 0.0134 0.0105 0.1552 -0.0074 
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525 0.0094 0.0031 0.0126 0.0092 0.1487 -0.0082 
530 0.0088 0.0029 0.0117 0.0081 0.1408 -0.0081 
535 0.0083 0.0028 0.0110 0.0076 0.1341 -0.0089 
540 0.0077 0.0027 0.0101 0.0066 0.1281 -0.0098 
545 0.0072 0.0026 0.0093 0.0057 0.1209 -0.0096 
550 0.0066 0.0024 0.0086 0.0054 0.1133 -0.0099 
555 0.0060 0.0023 0.0077 0.0045 0.1047 -0.0118 
560 0.0055 0.0022 0.0070 0.0047 0.0985 -0.0115 
565 0.0051 0.0021 0.0065 0.0042 0.0916 -0.0119 
570 0.0047 0.0019 0.0059 0.0034 0.0845 -0.0116 
575 0.0044 0.0019 0.0054 0.0032 0.0794 -0.0114 
580 0.0043 0.0018 0.0053 0.0030 0.0740 -0.0108 
585 0.0041 0.0017 0.0050 0.0029 0.0710 -0.0113 
590 0.0038 0.0016 0.0046 0.0025 0.0670 -0.0105 
595 0.0035 0.0016 0.0042 0.0024 0.0635 -0.0102 
600 0.0032 0.0014 0.0038 0.0025 0.0586 -0.0098 
605 0.0028 0.0014 0.0034 0.0017 0.0551 -0.0094 
610 0.0025 0.0013 0.0030 0.0017 0.0529 -0.0095 
615 0.0022 0.0012 0.0027 0.0017 0.0494 -0.0092 
620 0.0021 0.0012 0.0026 0.0018 0.0471 -0.0089 
625 0.0019 0.0011 0.0024 0.0013 0.0453 -0.0086 
630 0.0018 0.0011 0.0023 0.0014 0.0423 -0.0083 
635 0.0017 0.0010 0.0022 0.0012 0.0402 -0.0081 
640 0.0016 0.0010 0.0020 0.0011 0.0382 -0.0082 
645 0.0015 0.0009 0.0018 0.0010 0.0351 -0.0075 
650 0.0014 0.0009 0.0017 0.0011 0.0341 -0.0072 
655 0.0013 0.0008 0.0016 0.0010 0.0320 -0.0072 
660 0.0013 0.0008 0.0016 0.0011 0.0308 -0.0067 
665 0.0013 0.0008 0.0016 0.0009 0.0300 -0.0060 
670 0.0011 0.0008 0.0014 0.0008 0.0280 -0.0060 
675 0.0007 0.0007 0.0009 0.0006 0.0270 -0.0061 
680 0.0003 0.0007 0.0006 0.0004 0.0280 -0.0061 
685 0.0002 0.0006 0.0002 -0.0001 0.0214 -0.0063 
690 -0.0001 0.0005 -0.0003 -0.0003 0.0156 -0.0068 
695 -0.0003 0.0005 -0.0003 -0.0002 0.0169 -0.0065 
700 -0.0004 0.0005 -0.0005 -0.0004 0.0148 -0.0061 
705 -0.0005 0.0004 -0.0006 -0.0006 0.0107 -0.0056 
710 -0.0006 0.0004 -0.0008 -0.0006 0.0094 -0.0057 
715 -0.0007 0.0004 -0.0009 -0.0007 0.0077 -0.0083 
720 -0.0006 0.0003 -0.0008 -0.0008 0.0055 -0.0039 
725 -0.0005 0.0002 -0.0005 -0.0005 0.0056 -0.0032 
730 -0.0004 0.0002 -0.0004 -0.0003 0.0036 -0.0029 
735 -0.0003 0.0001 -0.0003 -0.0003 0.0018 -0.0025 
740 -0.0001 0.0001 -0.0001 -0.0002 0.0023 -0.0011 
745 -0.0001 0.0001 -0.0001 -0.0001 0.0019 -0.0010 
750 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
 
 
  Regression  Point by point     
λ a mss* amss* c.i.  amss* mean  amss*median amss* max  amss* min 
400 0.0537 0.0027 0.0544  0.0514  0.0854 0.0401 
405 0.0525 0.0026 0.0531  0.0505  0.0824 0.0393 
410 0.0511 0.0025 0.0515  0.0489  0.0796 0.0383 
415 0.0496 0.0024 0.0501  0.0477  0.0770 0.0371 
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420 0.0481 0.0024 0.0483  0.0463  0.0748 0.0357 
425 0.0462 0.0022 0.0465  0.0448  0.0717 0.0342 
430 0.0445 0.0021 0.0445  0.0431  0.0680 0.0328 
435 0.0426 0.0021 0.0424  0.0410  0.0651 0.0307 
440 0.0407 0.0020 0.0405  0.0391  0.0617 0.0296 
445 0.0390 0.0019 0.0385  0.0371  0.0588 0.0267 
450 0.0373 0.0018 0.0366  0.0355  0.0555 0.0255 
455 0.0357 0.0018 0.0350  0.0337  0.0531 0.0240 
460 0.0343 0.0017 0.0335  0.0320  0.0511 0.0227 
465 0.0329 0.0016 0.0320  0.0307  0.0489 0.0215 
470 0.0317 0.0016 0.0306  0.0294  0.0466 0.0192 
475 0.0305 0.0015 0.0295  0.0285  0.0451 0.0188 
480 0.0294 0.0015 0.0283  0.0274  0.0430 0.0175 
485 0.0284 0.0014 0.0272  0.0264  0.0418 0.0175 
490 0.0273 0.0014 0.0262  0.0255  0.0397 0.0166 
495 0.0263 0.0014 0.0251  0.0244  0.0386 0.0152 
500 0.0253 0.0013 0.0240  0.0235  0.0368 0.0150 
505 0.0243 0.0013 0.0230  0.0226  0.0353 0.0135 
510 0.0232 0.0012 0.0219  0.0217  0.0334 0.0126 
515 0.0223 0.0012 0.0210  0.0208  0.0318 0.0123 
520 0.0214 0.0011 0.0201  0.0199  0.0301 0.0115 
525 0.0205 0.0011 0.0192  0.0193  0.0283 0.0108 
530 0.0196 0.0010 0.0183  0.0184  0.0276 0.0102 
535 0.0187 0.0010 0.0173  0.0176  0.0256 0.0091 
540 0.0177 0.0010 0.0164  0.0167  0.0244 0.0083 
545 0.0167 0.0009 0.0154  0.0158  0.0228 0.0076 
550 0.0157 0.0008 0.0145  0.0149  0.0214 0.0082 
555 0.0147 0.0008 0.0134  0.0137  0.0199 0.0059 
560 0.0137 0.0008 0.0125  0.0129  0.0186 0.0053 
565 0.0128 0.0007 0.0116  0.0120  0.0172 0.0045 
570 0.0120 0.0007 0.0108  0.0112  0.0159 0.0047 
575 0.0112 0.0007 0.0100  0.0104  0.0149 0.0036 
580 0.0105 0.0006 0.0094  0.0098  0.0141 0.0029 
585 0.0100 0.0006 0.0088  0.0091  0.0131 0.0026 
590 0.0094 0.0006 0.0083  0.0086  0.0123 0.0024 
595 0.0089 0.0005 0.0079  0.0083  0.0114 0.0020 
600 0.0085 0.0005 0.0074  0.0079  0.0107 0.0015 
605 0.0080 0.0005 0.0070  0.0075  0.0102 0.0014 
610 0.0077 0.0005 0.0067  0.0071  0.0098 0.0014 
615 0.0073 0.0005 0.0064  0.0068  0.0094 0.0010 
620 0.0069 0.0005 0.0060  0.0065  0.0091 0.0009 
625 0.0066 0.0004 0.0057  0.0061  0.0086 0.0010 
630 0.0063 0.0004 0.0054  0.0058  0.0081 0.0008 
635 0.0059 0.0004 0.0052  0.0056  0.0077 0.0004 
640 0.0057 0.0004 0.0049  0.0054  0.0074 0.0006 
645 0.0054 0.0004 0.0047  0.0052  0.0072 0.0001 
650 0.0051 0.0004 0.0044  0.0049  0.0067 0.0002 
655 0.0049 0.0003 0.0042  0.0047  0.0064 0.0001 
660 0.0047 0.0003 0.0040  0.0044  0.0062 -0.0001 
665 0.0044 0.0003 0.0038  0.0041  0.0059 0.0000 
670 0.0042 0.0003 0.0036  0.0037  0.0056 0.0013 
675 0.0038 0.0003 0.0033  0.0034  0.0052 -0.0005 
680 0.0035 0.0003 0.0029  0.0030  0.0047 -0.0007 
685 0.0031 0.0002 0.0026  0.0027  0.0043 -0.0006 
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690 0.0027 0.0002 0.0022  0.0024  0.0037 -0.0009 
695 0.0024 0.0002 0.0020  0.0021  0.0036 -0.0007 
700 0.0021 0.0002 0.0017  0.0019  0.0034 -0.0012 
705 0.0019 0.0002 0.0015  0.0016  0.0029 -0.0008 
710 0.0016 0.0002 0.0012  0.0013  0.0026 -0.0002 
715 0.0013 0.0001 0.0010  0.0011  0.0021 -0.0005 
720 0.0011 0.0001 0.0008  0.0009  0.0017 -0.0007 
725 0.0009 0.0001 0.0006  0.0007  0.0013 -0.0006 
730 0.0007 0.0001 0.0005  0.0006  0.0010 -0.0003 
735 0.0005 0.0001 0.0003  0.0004  0.0007 -0.0005 
740 0.0003 0.0001 0.0003  0.0003  0.0006 -0.0003 
745 0.0002 0.0000 0.0001  0.0001  0.0005 -0.0003 
750 0.0000 0.0000 0.0000  0.0000  0.0000 0.0000 
 
 
  Regression  Point by point     
λ a cdom* acdom* c.i.  acdom*mean acdom*median acdom* max  acdom* min 
400 1.6277 0.0567  1.6594  1.6050  4.2363 0.6603 
405 1.5760 0.0491  1.5976  1.5736  3.2184 0.6703 
410 1.5099 0.0398  1.5605  1.5312  3.1611 0.8440 
415 1.4374 0.0376  1.5003  1.4735  2.8789 0.7155 
420 1.3534 0.0356  1.3917  1.3740  2.8249 0.7500 
425 1.2696 0.0293  1.3431  1.2661  3.6184 0.9163 
430 1.1318 0.0292  1.1659  1.1563  1.8002 0.7975 
435 1.0712 0.0255  1.0927  1.0701  1.7293 0.6400 
440 1.0000 0.0000  1.0000  1.0000  1.0000 1.0000 
445 0.9189 0.0215  0.9197  0.9126  1.8068 0.4507 
450 0.8470 0.0218  0.8635  0.8478  2.0518 0.4487 
455 0.7869 0.0214  0.8279  0.7907  2.2763 0.4338 
460 0.7404 0.0206  0.7418  0.7434  1.5964 0.3291 
465 0.6964 0.0194  0.6861  0.6937  1.3904 -0.0335 
470 0.6486 0.0212  0.6510  0.6564  1.5746 0.0273 
475 0.6031 0.0218  0.5798  0.5961  0.9196 -0.5716 
480 0.5682 0.0214  0.5642  0.5726  1.0196 0.1376 
485 0.5509 0.0193  0.5556  0.5431  1.2505 -0.0240 
490 0.5030 0.0225  0.5037  0.5128  0.9512 -0.0035 
495 0.4795 0.0203  0.4773  0.4833  1.2096 -0.1535 
500 0.4569 0.0240  0.4604  0.4552  0.9386 -0.2556 
505 0.4417 0.0202  0.4498  0.4389  1.1124 0.0432 
510 0.4052 0.0200  0.3952  0.3987  0.7008 -0.2626 
515 0.4065 0.0198  0.4090  0.4019  0.8517 -0.1943 
520 0.3750 0.0202  0.3721  0.3775  0.7471 -0.2059 
525 0.3531 0.0206  0.3427  0.3548  0.7711 -0.2385 
530 0.3567 0.0215  0.3530  0.3591  0.6815 -0.1177 
535 0.3285 0.0182  0.3276  0.3243  0.8224 -0.3183 
540 0.3178 0.0191  0.3112  0.3208  0.6238 -0.2824 
545 0.3044 0.0225  0.3072  0.3120  0.7240 -0.1517 
550 0.2970 0.0176  0.2997  0.3047  0.6001 -0.1413 
555 0.2800 0.0186  0.2821  0.2674  0.7057 -0.3141 
560 0.2713 0.0172  0.2585  0.2714  0.5037 -0.4324 
565 0.2539 0.0179  0.2479  0.2498  0.8860 -0.2163 
570 0.2425 0.0184  0.2443  0.2360  0.7354 -0.1840 
575 0.2239 0.0201  0.2203  0.2329  0.6524 -0.3950 
580 0.2334 0.0158  0.2434  0.2349  0.5837 -0.0323 
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585 0.2154 0.0192  0.1969  0.2111  0.8335 -0.6181 
590 0.2092 0.0209  0.2097  0.2115  0.7186 -0.7942 
595 0.1979 0.0179  0.2023  0.1924  0.7825 -0.2631 
600 0.1814 0.0153  0.1749  0.1681  0.3863 -0.2189 
605 0.1768 0.0167  0.1674  0.1730  0.3683 -0.5867 
610 0.1884 0.0166  0.1951  0.1978  0.5132 -0.1712 
615 0.1883 0.0155  0.2059  0.2059  1.2577 -0.0444 
620 0.1752 0.0150  0.1892  0.1824  0.9390 -0.0625 
625 0.1606 0.0143  0.1781  0.1692  0.8062 -0.0092 
630 0.1674 0.0140  0.1802  0.1705  0.5110 -0.0285 
635 0.1640 0.0158  0.1872  0.1781  0.6985 -0.0408 
640 0.1488 0.0146  0.1617  0.1523  0.7323 -0.0859 
645 0.1487 0.0150  0.1674  0.1558  1.0534 -0.1694 
650 0.1387 0.0143  0.1491  0.1404  0.6839 -0.1469 
655 0.1322 0.0131  0.1594  0.1458  1.2924 -0.0346 
660 0.1160 0.0156  0.1304  0.1309  0.5480 -0.2190 
665 0.1298 0.0136  0.1511  0.1368  0.9282 -0.0743 
670 0.1154 0.0139  0.1393  0.1215  1.0087 -0.1988 
675 0.1142 0.0141  0.1268  0.1152  0.5633 -0.0738 
680 0.1049 0.0169  0.1249  0.1122  0.6457 -0.0438 
685 0.0911 0.0132  0.1026  0.0900  0.3225 -0.0386 
690 0.0778 0.0120  0.0897  0.0877  0.4224 -0.0484 
695 0.0551 0.0143  0.0620  0.0669  0.2724 -0.4701 
700 0.0514 0.0124  0.0572  0.0456  0.4055 -0.0991 
705 0.0247 0.0216  0.0171  0.0315  0.1864 -1.2802 
710 0.0150 0.0128  0.0115  0.0108  0.3420 -0.1793 
715 0.0000 0.0000  0.0000  0.0000  0.0000 0.0000 
720 -0.0100 0.0103  -0.0216  -0.0188  0.1626 -0.5685 
725 -0.0434 0.0139  -0.0565  -0.0411  0.3061 -0.8103 
730 -0.0906 0.0180  -0.1412  -0.1142  0.1762 -1.5762 
735 -0.1363 0.0194  -0.1636  -0.1382  0.1239 -1.4859 
740 0.0052 0.0206  0.0394  0.0306  0.4735 -0.2258 
745 0.1125 0.0226  0.1875  0.1706  1.0683 -0.1456 
750 0.1735 0.0239  0.2545  0.2348  1.0544 -0.0604 
 
 
 
 
  Regression  Point by point     
λ b chl* bchl* c.i.  bchl* mean  bchl*median bchl* max  bchl* min 
412 0.42217  0.061388  0.54527 0.48526  1.9638 0.14838 
440 0.40265  0.058958  0.51978 0.45986  1.8239 0.13842 
488 0.40287  0.05895  0.51975 0.45838  1.8844 0.13305 
510 0.40658  0.058912  0.52388 0.45949  1.8625 0.13666 
532 0.40693  0.058587  0.52306 0.45626  1.8573 0.14055 
555 0.40546  0.057409  0.52025 0.45555  1.8311 0.14029 
650 0.39045  0.05489  0.50076  0.4322  1.7827 0.13463 
676 0.36912  0.053778  0.47641 0.40927  1.7753 0.12416 
715 0.38751  0.053459  0.49284 0.42825  1.8022 0.13612 
 
 
  Regression  Point by point     
λ b mss* bmss* c.i.  bmss* mean  bmss*median bmss* max  bmss* min 
412 0.35498  0.023274  0.37224  0.34449  0.60682 0.26577 
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440 0.35637  0.022279  0.36734  0.33671  0.58876 0.25173 
488 0.36379  0.021638  0.37116  0.34453  0.56699 0.26558 
510 0.36663  0.021617  0.37114  0.34691  0.55677 0.2659 
532 0.36767  0.021498  0.37039  0.34454  0.54621 0.26385 
555 0.36847  0.020942  0.36917  0.34345  0.53424 0.26189 
650 0.36493  0.019556  0.35931  0.3332  0.49032 0.25649 
676 0.36157 0.01984 0.35352  0.32944  0.47936 0.25103 
715 0.36338  0.019197  0.35479  0.33483  0.48486 0.25792 
 
 
  Regression  Point by point     
λ bb/bchl*  bb/bchl*  c.i.  bb/bchl*mean bbchl* median  bbchl* max  bbchl* min 
            
676 0.004758  0.001143  0.005717  0.005802  0.040437  0.000829 
 
  Regression  Point by point     
λ bb/bmss*  bb/bmss*  c.i.  bb/bmss*mean bb/bmss* median  bb/bmss* max  bb/bmss* min 
            
676 0.008557  0.000639  0.004094  0.008632  0.014311  0.000569 
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