Abstract-An important issue that needs to be addressed when using data mining tools is the validity of the rules outside of the data set from which they are generated. Rules are typically derived from the patterns in a particular data set. When a new situation occurs, the change in the set of rules obtained from the new data set could be significant. In this paper, we provide a novel model for understanding how the differences between two situations affect the changes of the rules, based on the concept of fine partitioned groups that we call caucuses. Using this model, we provide a simple technique called Combination Data Set, to get a good estimate of the set of rules for a new situation. Our approach works independently of the core mining process and it can be easily implemented with all variations of rule mining techniques. Through experiments with real-life and synthetic data sets, we show the effectiveness of our technique in finding the correct set of rules under different situations.
INTRODUCTION
A SSOCIATION rule mining [1] is a valuable data mining technique. Researchers have studied many aspects of the technique, but there is little attention to address the validity of the rules outside of the data set from which these rules are derived. In general, the rules are derived from patterns of a particular data set. For a new situation, the only available rules to help make a decision are those from a data set collected for an earlier situation. For example, when a retail chain plans to open a store in a new location, decisions have to be made including the inventory of retailed goods and space allocation for the new store-a job for which association rules would be very useful. However, the only sales information the decision maker has is from the stores that are already operational. The question that arises then is, to what extent the rules derived from the data sets of the existing stores in different locations are effective when they are applied to a store in an entirely new location. Is there any way to obtain a "correct" set of rules for the new store, without the availability of the sales transactions at the new store?
In this paper, we address this issue of extending the applicability of association rules. Our model provides an analytical framework for understanding the differences between two sets of rules from data sets at different situations. It helps us estimate the effectiveness of the set of rules applied in a new situation, which are derived from given data sets collected earlier over a common domain. Our model is based on the concept of using a common set of fine-partitioned groups for every situation. We call these groups caucuses. We provide a simple technique called Combination Data Set, which yields this new set of rules without modifying the core mining process. We then show the effectiveness of this technique over the obvious alternative, which just applies the old set of rules for the new situation. The solution that we provide to extend the applicability of association rules is applicable to any scenarios including the retail-stores. Whenever factors affecting the rules can be modeled as distinct sets of groups (caucuses), our techniques can be applied to generate the rules for a new situation based on the availability of the data from an existing situation.
Research on studying aspects of association rule mining includes improving the performance of rule generation [3] , [4] , [5] , [15] , [19] , [20] , [22] , [28] , [30] , [31] , [33] , extending the scope of association rule mining to cover diverse data types and data sources [6] , [11] , [13] , [16] , [18] , [24] , [25] , [29] , constraint-based and user-guided approaches to association rule mining [10] , [14] , [17] , [32] and the usage of the discovered association rules for further data mining processes [2] , [12] , [34] . The main contribution of our work to the association rule mining in area of data mining is to define a new model with a technique that can be used to generate rules for a new situation using the data available from previous situations. The model can be outlined as: Given a data set of previous situations, a set of caucuses of a new situation, and proportions of the caucuses expected in the new situation, sample the original data set according to the new proportions (i.e., select random transactions from different caucuses, but select these caucuses with probabilities according to the new proportions) and, finally, learn association rules from the new sample (we call this sample a Combination Data Set).
From the above outline, we can see that the main point of our model is to formulate and sample the Combination Data Set, which is independent of any core mining algorithm. As how to discover association rules, we can use existed algorithms proposed on the papers mentioned above. For different cases, we could use different algorithms. For example, if the taxonomies (is-a hierarchies) over items are available in the data set, we can use the algorithm proposed in [24] , since it has studied the problem of mining association rules, where taxonomies over items are available. If the classification hierarchy over items is available and the parallel algorithm is preferred, then we can use the algorithm proposed in [29] to discover the association rules.
The rest of the paper is organized as follows: Section 2 describes the type of the association problem that we use in our experiments. Though we use this particular variation of the association problem, our conclusions are valid for the entire spectrum of association rule mining, since our model and implementation are independent from the involved data types and the core mining algorithm. Section 3 describes the problem that we are addressing in detail. It also describes our approach, the Combination Data Set, to solve the problem. Section 4 explains our experimental setup and the observations with results from our experiments. In Section 5, we discuss an alternative approach to solve the same problem. This approach might be feasible to tackle some other related issues. We explain why such an approach would not be feasible for our particular problem. Finally, the conclusions and suggestions for future work in this area are stated in Section 6.
ASSOCIATION RULE MINING
In this section, the Association rule mining problem is described based largely on the work of Agrawal et al. [1] , [3] . Let I ¼ fI 1 ; I 2 ; . . . ; I n g be the domain of literals called items. A record called transaction contains a set of items I 1 ; I 2 ; . . . ; I k & I. The input to the association rule mining algorithm is a set of transactions, T. We call any set of items I 1 ; I 2 ; . . . ; I m & I collectively as an itemset. An association rule is an implication of the form A ) B in T, where A, B are itemsets, and A \ B ¼ 0. A is the antecedent of the rule and B is the consequent of the rule.
An itemset has a measure of statistical significance associated with it called support. Support for an itemset X in T (support(X)) is the number of transactions in T containing X. For a rule, A ) B, the associated support is supportðA [ BÞ. A support fraction is the ratio of the support value to the total number of transactions. The strength of a rule is given by another measure called confidence. The confidence of A ) B is the ratio supportðA [ BÞ=supportðAÞ.
The problem of association rule mining is to generate all rules whose support and confidence are greater than some user-specified support and confidence thresholds. Itemsets that have support greater than the user-specified support are called large itemsets. For a large itemset S, if A & S and support(S)/support(A) ! confidence threshold, then A ) S À A is an association rule. The problem of association rule mining is then broken down into:
1. The task of determining all large itemsets, and 2. The task of determining the rules with sufficient confidence, from the large itemsets. In association rule mining, the input data is used for determining the large itemsets. Once they are determined, the rule-generation phase does not require any more information from the data. Thus, only the process of determining the large itemsets is influenced by the data at hand.
PROBLEM DESCRIPTION AND SOLUTIONS

Importance of Background Attributes
The importance of the rules identified by the association rule mining (or, for that matter, any rule mining technique) is often decided by the applicability of the discovered rules. Consider a company managing a chain of retail stores that discovers association rules in the sale transactions of one of its stores. For opening a new store, the company would make use of the knowledge obtained from the discovered association rules. However, if the demography of the two regions is quite different, it is possible that many of the rules are not pertinent or applicable to the new store. It is important for the company to know which rules discovered from the transactions at the first store are applicable to the new store at a different location.
The example in Fig. 1 shows the association rules discovered from two stores having the same inventory, located in different locations. The rule diaper ) beer is valid for the first store, but not for the second, while diaper ) ice cream is valid only for the second store. The price of beer, ice cream, and diapers and the conditions for their purchases are the same in both stores. Further study shows that 80 percent of the customers for store 1 are men and 70 percent of the customers for store 2 are women, and the men have a strong preference for beer while the women have a preference for ice cream; then, the discrepancies in the rules begin to make sense. Thus, gender is a causative factor for the two rules. When applying association rules derived from one data set to a new situation, it is necessary to ensure that the factors deriving the rules are consistent between the source of the rules and the situation, where the rules are applied. Such knowledge for identifying different factors has to be incorporated into the data mining procedure for generating a better set of rules for the new situation.
In the preceding example, we notice that the different ratios of men and women at two stores in different locations yield different sets of association rules. Thus, the gender of the customer played a role in determining the association rules discovered among the items in a transaction. We call such attributes as background attributes. Though, not directly involved in the rules to be mined or in the mining process, the values for these attributes affect the relation between the attributes in the foreground (in this case, the items involved in a sale). The knowledge of the distribution of values in a background attribute (gender) helped us understand the discrepancy in the rules observed at the two stores. This information can also be used to predict the rules for another store.
Problem Definition
In this paper, we will look at estimating the association rules generated for a situation based on the data collected for another situation with a different distribution of background attributes. To explain the method in estimating the rules generated, we introduce and define a basic set of terms used in the rest of the paper. The set of fields/ attributes from which association rules are determined are called items. A background attribute whose value affects the relation between the items is called a factor. In general, a set of factors together with their specific values (or sets of values) affects the relation between items. Factors that are of demographic characteristics are used to identify a particular group of people having similar characteristics. For instance, the gender (male or female) is a factor in the example considered above. Members of a group tend to have a similar behavior. For example, men, in general, like beer. Hence, they buy beer instead of ice cream when they buy diapers.
A set of factors together with the associated values/ value-ranges that causes specific sets of rules is called a caucus. With N factors, we obtain an N-dimensional factorspace for specifying the caucuses. In Section 3.3.2, we will propose some methods to generate caucuses.
Our model for generating association rules is as follows: Every caucus has a strong affinity for producing a certain set of association rules. Regardless of which situation a caucus is found, the set of rules produced by a caucus has little change. (The rationale here, is that people from the same caucus will behave in the same way). Each situation has a mixture of different caucuses in some specific proportion. The difference in the mixture proportions of the caucuses for different situations gives rise to the difference between the overall set of association rules for each situation.
We now define the problem of estimating association rules generated as follows: Given three conditions,
1.
The data set for the first situation (referred to as source data set)-a database of transactions involving items with corresponding values for all the factors, 2. the set of caucuses that make up two situations, and 3. the proportions of the caucuses for the second (new) situation. The task is to determine a good estimate of the association rules for the second situation. Since the data-dependent portion of the rule mining process is simply the phase when the large itemsets are determined, determining a good estimate of the large itemsets (including the right values for their support) for a new situation is equivalent to determining a good estimate of the rules for it. So, we define a method to construct Combination Data Set, which is a data set sampled from the source data set by the proportions of the caucuses for the new situation, to obtain a good estimate of the large itemsets for the new situation. It is based on the fact that the large itemsets in the transactions of a caucus are more or less fixed regardless of the situation for the caucus.
As the method is based on the previous three conditions, a natural question to ask is whether the three conditions are satisfiable in real world. Condition 1 is not difficult to be satisfied, there are many ways, like member card, internet account, and credit card, etc., from which we can get source data set with background values. For example, many supermarkets around the world have their own member cards that acquired customers' background information when they registered. Hence, for each transaction by a member, we could obtain the relevant member's background values. Condition 2 is also easy to be satisfied. We will propose some methods to construct caucuses in Section 3.3.2. For Condition 3, a survey on the background attributes on the new situation can be conducted. There are several available methods to do the survey, such as questionnaire, telephone interview, and so on. From the survey result, we can get the proportions of the caucuses for the new situation. The survey approach is a widely acceptable and practical scheme in the real world. So, the three conditions are satisfiable in real world.
Combination Data Set
The caveat of the above mentioned approach is the availability of sample representatives for each caucus (that can occur in a target) in the source situation. However, this is a necessary requirement (for any approach), otherwise, it is hard to estimate the behavior of a group without sample from that group.
The simplicity of our approach lies in its ability to be used independently of the core mining process. This approach can be applied to many association rule mining techniques that handle different kinds of data. Most of them use the same notion of support as the measure of significance for large itemsets. So, they can extend their applicability through the use of our technique. Those using other measures of significance can replace an appropriate support in the data combinations process in order to estimate rules for new situations.
Proportionate Sampling Technique
The behavior of a caucus is considered to be consistent in any situation. This behavior is inherent from the transactions of that caucus and is represented in the form of mined patterns/rules. Since the transactions of a particular caucus contain all its patterns/rules for constructing a Combination Data Set for a new situation, the caucus with larger proportion in the overall population must have more transactions in the data set to reflect its importance. This is the idea behind the Proportionate Sampling technique.
In the proportionate sampling method, a Combination Data Set for the new situation is constructed from a source data set. The relative proportion of a caucus in the new situation determines the number of transactions for that caucus in the Combination Data Set. The total number of transactions for a particular caucus in the Combination Data Set is equal to the product of the size of the Combination Data Set and the relative proportions of the particular caucus. For example, let the proportions of caucuses A and B in the new situation be S A and S B , respectively, and the total number of transactions (or size) for the Combination Data Set be N. Then, the number of transactions of caucuses A and B would be S A Ã N and S B Ã N (round to integer), respectively. From the transactions of each caucus in the source's data set, the corresponding number of transactions is selected (by random sampling) to make up the Combination Data Set for the new situation.
Once the Combination Data Set has been constructed, the association rule mining can be performed on it to obtain the rules for the new situation. Several issues need to be addressed here.
Construction of Caucuses
Although the construction of caucuses is not our focus in this paper, the caucuses are important in constructing the Combination Data Set. In this section, we will discuss the methods used in constructing caucuses. The caucuses should keep as much demographic information as possible, that is, the people in each caucus should have similar behavior.
For a factor, if it is a categorical attribute or a quantitative attribute having only a few values, it is meaningless to combine these values. However, if the factor is a quantitative attribute and the domain of its values is large, we will need to partition these values into intervals. A simple method is to partition the quantitative attributes equally and construct the caucuses as the combinations of all the factors' intervals. However, this method may result in a loss of important demographic information. A better method is to choose caucuses by commissioning a market research on the factors that determine the customer buying behaviors for the product items that are going to be mined. The market research is acceptable and widely used by many companies. Furthermore, an experts' opinion could be useful and may lead to better caucuses. Another method is to partition the quantitative attribute according to the information entropy minimization heuristic that is widely used in the machine learning algorithms. We term the method as EMH-Caucuses, and the following gives its description.
Let S be the source data set in which each transaction has corresponding background values. Let I be the set of items and I ¼ fI 1 ; I 2 ; . . . I n g. If n is very large, we could use large 1-itemsets instead. Let F be the set of factors and 
. . . ; v N g, each value set can have one or more values. We write V Fi as V if F i is understood. For each value set v in V , and a caucus C j , there is vector f v;F i ;C j , whose dimension is n. We write f v;Fi;Cj as f v if F i and C j are understood. For the kth dimension in f v ,
where T C j is the number of transactions in S having item I k bought by people in caucus C j and T Cj^Fi¼v is the number of transaction in S having item I k bought by people in caucus C j whose attribute F i 's value is in the value set v. We use entropy measure proposed in [8] , which is given as:
where S rs is the similarity value normalized to [0,1], between f vr and f vs . The similarity value S rs ¼ e ÀDrs , where D rs is the distance between f vr and f vs , and is a parameter. In [8] , is calculated automatically by assigning 0.5, since it is robust for all kinds of data sets. Euclidean distance measure is used to calculate the distance D rs . It is defined as:
where max k and min k are the maximum and minimum values for the kth dimension. Based on previous caucuses, the algorithm to further construct caucuses is shown in Fig. 2 . From the entropy theory [9] , we know that entropy is low for orderly configurations, and more for disorderly configurations. In the above algorithm, each step will divide one caucus into two caucuses with maximal entropy for this division, which means that the two new caucuses have the most different buying behavior.
To decide a perfect number of caucuses is hard and performance dependent. If the number of caucuses is large, it will require a large amount of storage space. The processing time will also increase since samples need to be drawn for each caucus. On the other hand, there could be some loss of demographic information if the number of caucuses we obtain is small. Therefore, the trade-off is between less caucuses, which saves execution time cum storage space at the cost of more demographic information lost and more caucuses, which preserve more demographic information, but increases the execution time cum storage space.
Size of a Sample Data Set
How many samples are enough to generate a good Sample Data Set? This question has been answered in [15] , [25] , [33] , and a theoretical formula was given. In this section, we will explain briefly, the derivation of the formula and give a simplified version of the formula.
Let p be the support (as a percentage) of a given itemset X. Consider a random sampling with replacement of size n from the database of transactions. Then, the number of transactions in the sample that contains the itemset X is a random variable x distributed according to a binomial distribution of n trials, each having success probability p. The probability that support x differs from the expected support np by (where is a percentage of np) or more can be computed precisely as Prðjx À npj > npÞ.
The binomial distribution, when n is large, can be further approximated by a normal distribution of mean np and variance npð1 À pÞ. Hence, the variable
has standard normal distribution with mean 0 and variance 1. By the Chernoff bounds for the standard normal random variable, if Z is a standard normal random variable, then we have the following formulas [23] :
PrfZ >ag e Àa 2 =2 for a >0 and PrfZ < ag e Àa 2 =2 for a < 0:
Thus, the probability P rðjx À npj > npÞ can be approximated as
For example, from Table 1 , if the support level is 5 percent, we know that a sample size of 10,000 will give an approximation of a large itemset with 86 percent chance that an error is within 10 percent.
Bernoulli Trials with Variable Probabilities
In previous discussion of sampling size, it is assumed that every sample has the same probability of success. (A success here, means that the sample contains a large itemset X.) The question in our problem is, if the n samples are divided in to k subsets, n 1 ; n 2 ; . . . ; n k and each n i is proportional to the size of the caucus i, then what the sample size n should be.
Notice that a sample selected from caucus i may have a different probability of success from a sample chosen from caucus j.
Let X 1 ; . . . ; X n be mutually independent random variables such that X k assumes the values 1 and 0 with probabilities p k and q k = 1 À p k , respectively. Then, the mean of X k ; EðX k Þ = p k and the variance of
The variable S n may be interpreted as the total number of successes in n independent trials, each of which results in success or failure. Then, p ¼ ðp 1 þ . . . þ p n Þ=n is the average probability of success and it seems natural to compare the present situation to Bernoulli trials with the constant probability of success p. Such a comparison leads us to the following result: We may rewrite (1) in the form V arðS n Þ ¼ np À P n k¼1 p 2 k . Next, it is easily seen that among all combinations fp k g such that AEp k ¼ np the sum AEp 2 k assumes its minimum value when all p k are equal. It follows that, if the average probability of success p is kept constant, V arðS n Þ assumes its maximum value when
The implication of the above to our sampling problem is the sample size n obtained in Section 3.3.3 is sufficient. Furthermore, we may even need a smaller n, if the probability of success in each caucus is not the same.
Criteria for Applying the Technique
We have explained the technique, Combination Data Set, to forecast association rule for a new situation. In this section, we describe other new situations where the technique can be applied besides the different store location case and the criteria to apply the technique.
Consider a company managing a chain of retail stores that discovers association rules in the sale transactions in Ànp the current year. The company wants to know the rules for the next year or even five years ahead. One natural choice is to make use of the knowledge obtained from the discovered association rules. However, if the demography of the retail stores changes a lot during these years, many of the rules may no longer be applicable. Thus, in this case, the technique will be helpful if the company can estimate the proportions of caucuses in the new time. In the new time case, to evaluate the proportions of caucuses is much more difficult than to get the proportions of caucuses for the new location case. It will need more information from demography to get the proportions.
We have shown two cases for the new situation: Space (different locations) and time (different years). There could be some other cases where the technique is applicable. However, the criteria for applying the technique are simple: 1) the items in the original situation and the new situation should be compatible (they are the same or very similar) and 2) the people in the same caucuses in the two situations have similar behavior (homogenous behavior). Since factors that are used to identify caucuses have similar demographic characteristics, members of a caucus tend to have a similar behavior.
EXPERIMENTAL RESULTS
Since the accuracy of the rules is directly dependent on the accuracy of the large itemsets, we demonstrate the efficiency of the techniques from the quality of large itemsets generated.
We tested our method with two different types of data: Synthetic data and real life data. In both cases, we use the data generation procedure described below to generate two data sets, one for the source and another for the target (target is the real data set occurs in the second situation). Both data sets are mined to obtain the correct set of large itemsets for them-denoted as L s and L t for the source and target, respectively. We then generate the Combination Data Set using our technique, and mine the Combination Data Set to obtain its large itemsets, denoted as L v . The extent of matching between L s and L t determines the accuracy of using only the source data set, and the extent of matching between L v and L t determines the accuracy of our approach.
Data Generation
In this section, we shall present the synthetic and real life data sets.
Synthetic Data Set
We use a popular method for generating transactions containing associations, originally presented by Agrawal and Srikant [3] . We use the same probability distributions mentioned in [3] . We also follow its notations. For our purpose, we modify their method to include the presence of multiple caucuses in a single data set. We generate data sets for two situations; one is used as the source and the other as target. Each of the two data sets is partitioned into a common set of G caucuses. For each data set, the generation program assigns a random proportion to every caucus. The relative proportion of a caucus for the source has no relation to the relative proportion of any caucus for the target. Given the total number of transactions in a data set, the relative proportion of a caucus determines the number of transactions in that caucus. The set of items involved in different caucuses is a major source that causes the difference of the large itemsets/rules among the caucuses. Therefore, the items assigned to caucuses are different from caucus to caucus. These two together (i.e., different proportions and different sets of items among caucuses) give rise to the overall difference between the large itemsets/rules of the two data sets.
As input to the program for generating data, we provide the set of items involved in the transactions for each caucus. The program generates the itemsets and the transactions for each caucus C from the set of items specified for that caucus. Every item in a caucus has a weight associated with it, which corresponds to the probability that it will be selected when the itemset is created for that caucus. This weight is derived from an exponential distribution with unit mean.
Generating itemsets. An itemset for a caucus is generated by selecting initially the size of the itemset from a Poisson distribution with mean which is equal to jI Ij, the average size of an itemset. A fraction of items in an itemset is chosen from the previous itemset. An exponentially distributed random variable with mean that is equal to the correlation level decides this fraction for each itemset. This models the phenomenon that large itemsets usually have common items. The remaining items in the itemset are picked according to the weights associated with the items. The total number of itemsets for a caucus is an input, jL Lj, to the program. There is a weight distribution for the itemsets for each caucus, which is derived from an exponential distribution with unit mean. These weights correspond to the probability for choosing the corresponding itemsets when creating transactions. The set of itemsets and their weights for a caucus are the same for both data sets.
Generating transactions. Transactions are created by the addition of itemsets. All transactions of a particular caucus C are generated using the itemsets for that particular caucus, I C . First, the size for each transaction is chosen from a Poisson distribution with mean given by an input parameter, jT T j. Itemsets are added to a transaction until the total number of items is equal to or exceeds the number of items for that transaction. When the length of the transaction is exceeded, the itemset is added to the transaction with a probability of 0.5. The phenomenon that all items in a large itemset are not always bought together is modeled as follows: An item is dropped from an itemset being added to a transaction as long as a uniformly distributed random number between 0 and 1 is less than a metric c c. The metric c c is the fixed corruption level associated with each itemset, obtained from a normal distribution with mean 0.5 and variance 0.1. Table 2 gives the various input parameters and the values used for them in our experiments.
Real Life Data Sets
In order to get a real life result for our method, we test our technique on two real life data sets. The first one is "adult data set," which has a total of 48,842 tuples with 15 attributes. The adult data set is downloaded from UCI repository of machine learning databases [35] . The original owner of database is US Census Bureau. The second one is TIC data set [38] , which contains information on customers of a real world insurance company. The data consists of 86 variables and includes product usage data and sociodemographic data. More information about the data set can be found in [37] , where the data set is downloaded. The data set has information from a total of 9,822 customers.
For the purpose of our data mining, we modify the adult data set to form our database. Of the 15 attributes from the adult data set, 14 attributes are used in our database. The attribute education# is not used in our database because it uniquely identifies the attribute education.
We take all possible (field, value) pairs as items. In total, this yields a very large number of different items. However, the large itemsets are potential in a great number. This is because the census data has several important differences from the synthetic data. As explained in [5] , in census data, many items are extremely popular, such as work hours is 40. Many of the items correlate strongly too.
Although the number of items is very large, each transaction has exactly 14 items. To create data sets from the adult database for testing purpose, the following steps are used:
1. Select some attributes as the background attributes and set the remaining attributes as foreground attributes. Caucuses are then formed as described previously. 2. Assign the caucuses for two data sets D1 and D2: a. Proportions of the caucuses for D1 are the same as the original adult database, but the size of D1 is smaller than the size of the original database. b. Proportions of the caucuses for D2 are different from the original database, and also with its size smaller than the original database. 3. Generate data sets D1 and D2, according to their size and the corresponding proportions of caucuses. 4. Generate the large itemsets for D1 and D2 (these are considered as truly large itemsets).
Similarly, we can generate more test data sets, each of which has different proportions of caucuses.
In our tests, we select three attributes, namely gender, marital status, and education level as the background attributes, and form 12 caucuses, which are common to all the four data sets D1, D2, D3, and D4. We regroup the attribute marital status into two values {married: marriedcivilian-spouse, married-spouse-absent, married-AirForcespouse} and {single: divorced, never-married, separated, widowed}. Analogously, we regroup the attribute education level into three values {Education level 1: Preschool, 1st-4th, 5th-6th, 7th, 8th, 9th, 10th, 11th, 12th, HS-grad}, {Education level 2: Assoc-acdm, Assoc-voc, Some-college, Prof-school, Bachelors}, and {Education level 3: Masters, Doctorate}.
Details of data sets D1-D4 used in our experiments are listed in Table 3 . The number of tuples in Dataset D1, D2, D3, and D4 are 10,000, 10,000, 5,000, and 5,000, respectively.
In the TIC data set, we take all insurance polices in it as items. There are a total of 21 items. We then treat the insurance policies contributed by each customer as a transaction. Since the data set has the customer's background attributes, we can obtain a data set of transactions having background values associated with it. Caucuses are generated using the method proposed in Section 3.3.2. The number of caucuses is 12. To test our technique, we divide the data set into two parts, i.e., source data set and target data set, with different proportions on caucuses. The source data set has 6,822 transactions and the target data set has 3,000 transactions.
Performance
The comparison between the correct set of large itemsets and the estimated set of large itemsets is based on two factors:
1. The actual items in the itemsets and 2. the support values associated with the matching itemsets.
Performance on Synthetic Data
For synthetic data, to detect any variation in the efficiency of the technique, we study three conditions:
1. All the caucuses involve the same set of items-similar caucuses, 2. half of the items for a caucus is common to all and half is unique to that caucus, and 3. all the items for a caucus are distinct from the items of any other caucus-most dissimilar caucuses. For all three cases, the total number of items for each caucus is set to 100 as indicated in Table 2 . We used a support value of 5 percent in our experiments (a reasonable value for items in retail transactions). Fig. 3 shows the relative accuracy of the different conditions in terms of the number of large itemsets that are correctly predicted by them. Fig. 3a shows the results for the case when all caucuses involve the same set of 100 items, Fig. 3b shows the case when there are 50 distinct items per caucus with the other 50 items being common to all, and Fig. 3c shows the case when all the caucuses have their own distinct set of 100 items. The y-axis shows the number of large itemsets. The charts compare the extent of correct identification of large itemsets for the target, with and without the Combination Data Set technique. The bar marked "Target" presents the number of large itemsets of the target in comparison with the other two bars. The bar marked "Source" stands for the case when large itemsets of the source are used as estimates for the large itemsets of the target. For simplicity, we call this as direct approach. The bar CD stands for case when the large itemsets obtained using Combination Data Set are used as estimates for the large itemsets of target. Similarly, we call this as CD approach. For each case, the lower component of the corresponding bar indicates the number of correct large itemsets predicted by that condition and the higher component indicates the number of excess (incorrect) itemsets predicted by that condition.
The percentage of correct large itemsets captured with the CD approach varies from 97.9 percent to 95.6 percent and the excessive itemsets from 1.6 percent to 3.9 percent. In contrast to this, direct approach results in the percentage of correct itemsets varying from 83.6 percent to 30.9 percent, and the percentage of excessive itemsets varying from 17.1 percent to 73.4 percent. For the variation in efficiency, in the three conditions, we observe that the error with direct approach increases largely as we move from similar caucuses to more distinct caucuses (from 1 to 3), while the error with CD approach is almost the same from similar caucuses to more distinct caucuses. These results show that when the items among caucuses are more distinct, the CD approach will get more correct large itemsets than the direct approach does. That is, the CD approach is more and more effective when the items among caucuses are moving from similar to more distinct. Similarly, we can also see this efficiency from Fig. 4 . Fig. 4 shows the distribution of the error percentage in support values for the correctly predicted itemsets. The error percentage in support value for a correctly predicted itemset in Source (Combination Data Set) is defined as follows:
For an itemset A, suppose the support value in Source (Combination Data Set) is x and the support value in Target is y, then the error percentage in support value for itemset A in Source (Combination Data Set) is given by:
The bars marked Source and CD are associated with the direct approach and the CD approach, respectively. Each bar is broken down into many components, where each component is proportional to the number of itemsets with a particular error percentage (range) in the support value. The legend specifies each component that corresponds to a specific range in the support error percentage. It can be seen that for the CD approach the error percentage in the support values is almost always less than 20 percent (and mostly less than 10 percent), whereas using the direct approach there are plenty of itemsets with large errors in the support values.
The results indicate that, in the presence of different proportions of the caucuses for different situations, using CD approach improves the accuracy of estimating association rules quite dramatically. Our technique is not only quite accurate in capturing the correct set of itemsets, but even the values for their actual support. It also seems to be equally effective across the entire range of item-composition for the caucuses-from identical items to completely distinct set of items for each caucus. As opposed to this, we observe that the error of the direct approach increases as the item-composition of the caucuses become more and more distinct from one another.
Performance on Real Life Data
In the real life tests, we use the four data sets D1-D4 for the adult data set and the source and target data sets for the TIC data set as described in Section 4.1.2. Details of the test results are omitted in this paper and can be downloaded from [36] .
Figs. 5 and 6 show the results on adult data set, and Fig. 7 shows the result on TIC data set. Analogous to Fig. 3 , the charts of Figs. 5 and 7a show the relative accuracy of using and without using Combination Data Set. In Fig. 5, D2 , D3, and D4 are the target data sets used, as shown in Figs. 5a, 
ALTERNATIVE APPROACH
In our CD approach, we use the knowledge of the existence of the fine partitioned groups or the caucuses. The consistency of the caucuses for all situations is used for obtaining the rules for new situations. An alternative approach is to modify the rule generating process by including the background attributes in the core mining process. The idea behind this is to obtain rules that are qualified by the values of the corresponding background attribute values for these rules, e.g., (For Men: Diaper ) beer), and (For Women: Diaper ) ice cream). This approach does not require the identification of the caucuses beforehand.
The problems of this approach are manifold. First, this requires the recognition of the factors (disjoint background attribute values) by the mining process-potentially additional attributes to be handled by the mining technique (which typically scale exponentially with number of attributes). These background attributes, however, could be different in nature from which the association rules are mined. For example, the attributes could be quantitative (such as income, age, etc.) and those attributes involved in rules could be categorical. Numerous methods have been proposed to handle quantitative attributes [11] , [12] , [13] , [16] , [24] , but all involve significant changes to the rule mining algorithm for categorical attributes.
Second, the nature of association between the factors and the items could be very different from those between the factors or between the items. The nature of the relation between the factors and the rules is intuitively causative. A number of techniques have been proposed in contemporary research that addresses discovery of causative rules between items [7] , [21] , [26] , [27] . However, these techniques could be adapted to look for causal relations only between the factors and the rules, while looking for the required association rules between the items themselves. This implies that different metrics are used for the identification of patterns between the factors and the items (rules), and for patterns between the items alone. This would significantly increase the mining complexity, even if it were to be feasible.
Moreover, it may not be easy to interpret directly, the qualified rules discovered by the above process. Qualifying a rule in terms of values for the causative factors may need to be simplified or eliminated when trying to get the whole picture of the set of rules for a new situation. For example, there might be a number of rules of the form (Qualifier: Diaper ) ice cream) and a number of rules of the form (Qualifier: Diaper ) beer), where the qualifiers could be more complicated, like for Women in the ages 15-20 in rural areas or for Men in the ages 30-40 who watch sports on television. For any decision maker, deciding which one of the rules is more dominating (and take further action based on it) may require further processing to customize the qualifications for the new situation under consideration. Such customized rules are those that are produced directly using the CD approach.
In view of the additional complexity and large number of unsolved problems that need to be tackled together with this approach, we have decided to pursue the simple approach of Combination Data Set for obtaining the association rules for a new situation. Our experiment results indicate that a significant improvement in the accuracy of the rules can be obtained with the simple CD approach.
CONCLUSIONS
The mining association rules derived from data has been investigated in data mining. Most of the research is focused on optimizing the process, developing methods to handle different kinds of data, developing appropriate significance metrics, and improving the user's control of the process. However, the ability to apply the discovered association rules is an equally important role in the knowledge discovery process. In this paper, we provide a technique to address this issue in the data mining phase. In particular, we provide an approach to apply the association rules discovered from the data set of one situation to another situation with different characteristics.
We provide a model that distinguishes the difference between different situations using the concept of caucuses or fine-partitioned groups. Different situations have their caucuses in different proportions. The behavior of a particular caucus is consistent across situations. However, different sets of rules are caused by the different proportions of the caucuses for different situations. Using this model, given the data set for one situation, we give a simple approach for estimating the set of rules derived for the second situation. Our CD approach requires no modification to the core mining process and, thus, can be applied to a variety of association rule mining techniques.
When rules are required for a new situation, using the rules from the available data set of the source situation is one option, if only the data set for the first one is available. The results are erroneous when the relative proportion of caucuses for both situations is quite different. Using our techniques to obtain rules from the Combination Data Set can dramatically reduce these errors.
We have shown that the errors could be aroused by directly applying association rules derived from the data set of one situation to another situation. We have demonstrated the effectiveness of the CD approach in deriving the rules for the second situation with a high degree of accuracy. We conclude that our approach provides a simple, yet powerful means to apply correctly the association rules from one situation to another.
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