We suggest censored maximum likelihood estimators for the first and second order parameters of a heavy tailed distribution by incorporating the second order regular variation into the censored likelihood function. This approach is different from the bias-reduced MLE proposed by Feuerverger & Hall (1999) . In comparison with Feuerverger & Hall (1999), we derive the joint asymptotic limit for the first and second order parameters under a weaker assumption. We also demonstrate through a simulation study that our estimator for the first order parameter is better than that proposed by Feuerverger & Hall (1999) although these two estimators have the same asymptotic variances.
Introduction
In order to estimate high quantiles or extreme tail probabilities of an unknown distribution function, we have to estimate beyond the observations, so extra assumptions on the underlying distribution function are needed. One approach is to assume that the underlying distribution has a heavy tail; see Hall & Weissman (1997) , Danielsson, Hartman & de Vries (1998) , Danielsson & de Vries (1997) , and Embrechts, Resnick & Samorodnitsky (1998) . Thus, estimating the tail index of a heavy tailed distribution is of both practical and methodological importance, and many different estimators have been proposed. See, e.g., Hill (1975) , Hall (1982b) , Csörgő, Deheuvels & Mason (1985) , Csörgő & Viharos (1997) , and de Haan & Peng (1998) . Since we make inference about the tail quantity, we can only employ upper k order statistics of a sample size n, where k = k(n) → ∞ and k/n → 0 as n → ∞. When k is small, the variance of the tail index estimator is large. However, the use of large k will introduce a big bias in the estimation, so the choice of k plays an important role. Recently, several procedures have been proposed to choose the optimal k in the sense of asymptotic minimal mean squared error; see Hall (1990) , Dekkers & de Haan (1993) , Beirlant et al. (1996) , Drees & Kaufmann (1998) , and Danielsson et al. (2001) . Since the optimal choice of k depends on the second order regular variation parameter, which is usually hard to estimate accurately, some new estimators are proposed to reduce the bias term (see Beirlant et al. (1999) and Guillou & Hall (2001) ).
Suppose X 1 , . . . , X n are i.i.d. random variables with common distribution function F which satisfies
where α > 0 is termed as the tail index or first order regular variation parameter. One of the well-known estimators for the index α is Hill estimator (Hill, 1975) defined aŝ
, where X n,1 ≤ · · · ≤ X n,n denote the order statistics of the random variables X 1 , · · · , X n . Let
where the (W i , 1 ≤ i ≤ k) are independent exponential random variables with mean one (see, e.g, Weissman (1978) ). Therefore, the Hill estimator can be viewed as the asymptotic sample mean of the random variables (α
For the consistency ofα H (k) we refer to Mason (1982) . In order to derive the asymptotic normality ofα H (k), we need a stricter condition than (1). Suppose that as x → ∞,
where c > 0, d = 0, and β > α > 0. Here β is called the second order regular variation parameter. Note that (2) is a special case of the general second order regular variation (see de Haan & Stadtmüller (1996) ). Under condition (2) it can be shown that, if
(see Hall & Welsh (1985) or de Haan & Peng (1998) ). Hence the optimal choice of sample fraction is
in the sense of minimal asymptotic mean squared error of the Hill estimator. By noting that
where Feuerverger & Hall (1999) regarded Y i as exponential with mean α
, and then estimated α, D 1 , β 1 by the maximum likelihood method. This results in the estimator
where (D 1 , β 1 ) was chosen to minimize
This approach reduces bias by an order of magnitude without inflating the order of variance. The determination of the optimal sample fraction k * in (4) depends on both the first and the second order parameters, α and β, of the underlying distribution (2). Thus the estimation of the second order parameter is also desired in practice. In this paper we first derive the Hill estimator as the maximum likelihood estimator for left censored data, rather than based on an asymptotic exponential distribution, and then we can incorporate the second order regular variation into the censored likelihood, which introduces new estimators for the first and second order parameters. This new procedure allows a simultaneous estimation for both α and β, and permits a larger range of sample fraction for the new estimator of the first order parameter α without introducing any bias. The detailed methodology and main results are given in Section 2, which shows that our new estimator for α has the same asymptotic variance asα F H (k) defined in (5). In comparison with Feuerverger & Hall (1999) , we are able to derive the joint asymptotic distribution for estimators of the first and second order parameters under a weaker assumption. A simulation study and a real application are presented in Section 3, where our new estimator for the first order parameter is shown to have a better performance thanα F H (k) in Feuerverger & Hall (1999) , although these two estimators have the same asymptotic variances. All proofs are deferred till Appendix.
Methodology
Let T = T (n) → ∞ as n → ∞, and define δ i = I(X i > T ) for i = 1, · · · , n. Since we can only use a part of upper order statistics to make inference, we view our observations as
Hence we have
So if T is chosen as X n,n−k , thenα becomes the Hill estimatorα H (k). A somewhat similar approach was used by Hall (1982a) to derive the MLE for the endpoint of a distribution. Next let us approximate 1 − F (x) by cx
Therefore our new estimators can be obtained as
i.e., (ᾱ,c,β,d ) is the solution of the following equations (7) - (10):
It follows from (7) - (10) that
See Appendix for detail. Write
Substituting (12) and (13) into (10), we obtain
Substituting (12) and (13) into (9) and using (14) we have
For simplicity, take T = X n,n−k and define
Thus (14) and (15) 
Put
The reason why we confine β >α H (k) is that β =α H (k) is an obvious solution to (16) for any fixed α <α H (k). Note that for any fixed β > α 0 , where α 0 is the true parameter,
where
Suppose there exists a function B(t) → 0, with constant sign near infinity, such that
where ρ ≤ 0 may be called the third order regular variation parameter. Our main result is as follows. 
as n → ∞. Assume there exists a solution to (16) 
where (18) ( See the proof of Theorem 1 in Appendix). We suspect that the theorem in Feuerverger & Hall (1999) requires the consistency of the estimator of β 0 since the expansion Feuerverger & Hall (1999, p.776) 
Remark 2. By a tedious calculation we found that the complicated variance forα F H (k) given by Feuerverger & Hall (1999) is exactly E(N 2 1 ), i.e., our new estimatorα(k) has the same asymptotic variance asα F H (k). Note that condition (4.1) in Feuerverger & Hall (1999) is slightly stronger than our condition (20). On the other hand, we expect thatα(k) behaves better thanα F H (k) sinceα(k) is based on censored likelihood function rather than an approximate exponential distribution likeα F H (k). This is confirmed in Section 3.
Remark 3. Note that Feuerverger & Hall (1999) did not give the asymptotic variance for estimating the second order parameter β. There are a few consistent estimators for β in the literature, but as far as we know, no asymptotic properties for them are established. Remember that our estimator for β is a sort of maximum likelihood estimator, so it may be considered to be efficient.
, we could show, by a refinement of the proof of Theorem 1 in Appendix, that the limit in Theorem 1 has a bias term.
Remark 5. In comparison with the Hill estimator, the same conclusions as in Feuerverger & Hall (1999) can be drawn, i.e., our new estimatorα(k) allows to use a larger number of sample fraction k.
3. Simulation study and real application 3.1. Simulation study. In this subsection we report a simulation study which examined the finite sample properties of our estimatorα(k), and compare it with theα F H (k) proposed by Feuerverger & Hall (1999) .
We generated 200 pseudorandom samples of size n = 1000 from one of the following two Table 1 . Here we use the theoretical value of k * rather than estimated value, since we will investigate the effect of the choice of sample fraction in our next comparison. Second, we compareα(k) withα F H (k) by employing different choice of sample fraction for distributions Burr(0.5,0.7) and Burr(2.0,3.0); see Table 2 . We can conclude from Tables 1 and 2 that our new estimatorα(k) is better thanα F H (k), although both estimators have the same asymptotic variance. The reason is that our new estimator is based on censored likelihood function rather than an approximate exponential distribution likeα F H (k). 
Real application.
The data set we shall analyze consists of 2156 Danish fire losses of over one million Danish Krone (DKK) from the years 1980 to 1990 inclusive (see Figure 1) . The loss figure is a total loss figure for the event concerned, and includes damage to buildings and damage to furnish and personal property, as well as loss of profits. This Danish fire data set was analyzed by McNeil (1997) . We computeα(k) andα F H (k) for k = 50 + i * 5, i = 1, . . . , 100; see Figure 2 . We observe from Figure 2 that our new estimatorα(k) is much more robust than α F H (k) as the sample fraction k becomes large. Appendix A. Derivation of (12) and (13). It follows from (7)+(9) that c n i=1 
Inserting (25) into (24), we obtain
Hence, (12) and (13) follow from (25) and (26).
B. Proof of Theorem 1. Before we prove Theorem 1, we need two lemmas.
Lemma 1. Suppose (20) holds. Then
In addition, for any > 0 there exists
in case l 0 = ±∞, and
in case l 0 ∈ (−∞, ∞).
Proof. The relations (27) and (30) follow from Theorem A and Lemma 4.2 of Draisma et al. (1999) , respectively. We can show (28) and (29) by expanding log (tx)
. Using an argument similar to the proof of Lemma 4.2 of Draisma et al. (1999) we can show (31) and (32).
Lemma 2. Let Y n,1 ≤ · · · ≤ Y n,n be the order statistics of a random sample of size n from the distribution function
Proof. Similar to the proof of Lemma 3.4 of Dekkers et al. (1989) .
Proof of Theorem 1. Put
Then (16) and (17) become
and
Hence by Lemma 1,
So (34) and (35) become
and α
Using those expansions, we can further reduce (36) and (37) to
To solve these two equations, we need to estimate the order of magnitude for both α − α 0 and β − β 0 . First we can cancel the A(n/k) term by subtracting (39) from (38), after multipling by an appropriate constant. Then we get that α (21), and thus, the right-hand sides of both (38) and (39) are of order o P (1/ √ k). Since both P 2 (1−β/α 0 )−α 0 /β and P 1 − 1 are of order
A similar expansion is applied to
. Now we expand the left-hand sides of both (38) and (39) at β = β 0 and get
and α 
