Abstract. Let F = F q (T ), A = F q [T ]. Given two non-isogenous rank r Drinfeld A-modules φ and φ over K, where K is a finite extension of F , we obtain a partially explicit upper bound (dependent only on φ and φ ) on the degree of primes ℘ of K such that P ℘ (φ) = P ℘ (φ ), where P ℘ ( * ) denotes the characteristic polynomial of Frobenius at ℘ on a Tate module of * . The bounds are completely explicit in terms of the defining coefficients of φ and φ , except for one term, which can be made explicit in the case of r = 2. An ingredient in the proof of the partially explicit isogeny theorem for general rank is an explicit bound for the different divisor of torsion fields of Drinfeld modules which detects primes of potentially good reduction.
Introduction
Let A = F q [T ], F = F q (T ), F be a fixed algebraic closure of F , K a finite extension of F in F , K the algebraic closure of K in F , O the ring of integers of K, and F q a finite field of order q.
By a prime ℘ (or place) of K, we mean a discrete valuation ring R with field of fractions K and maximal ideal ℘, and v denotes the discrete valuation associated to a prime ℘ of K. For each place v of K, we fix a choice of K v , and extend v to K v , which by abuse of notation, we also call v. Also, when we speak of a finite extension of K v , we assume they are initially given as subfields of K v .
Let ∞ be the infinite prime of F with corresponding discrete valuation v ∞ (f /g) = deg g − deg f, where f, g ∈ A. Let S homomorphism φ : A → K{τ } such that φ a has constant term i(a) for any a ∈ A, and the image of φ is not contained in K.
A rank r Drinfeld A-module φ over K is completely determined by φ T = i(T ) + a 1 (φ)τ + · · · + a r−1 (φ)τ r−1 + ∆(φ)τ r ,
where a i (φ), a r = ∆(φ) ∈ K for 1 ≤ i ≤ r − 1. We call ∆(φ) the discriminant of φ.
For any monic a ∈ F q [T ], we have
for some a i (φ, a) ∈ K, where M = r deg K a.
For any a ∈ A, a = 0, we define the A-module of a-torsion points as
If I is a non-zero ideal of A, we similarly define the A-module of I-torsion points φ[I] = {λ ∈ K | φ a (λ) = 0 for every a ∈ I}.
We have that φ In the following, we briefly explain the definition of good reduction of a Drinfeld module. For more details, refer to [9, 21] . Let φ be a rank r Drinfeld A-module over K and let ℘ be a prime of K. Let O ℘ be the valuation ring of ℘ with the maximal ideal ℘ and residue field F ℘ := O ℘ /℘. We say that φ has integral coefficients at ℘ if φ a has coefficients in O ℘ for all a ∈ A and the reduction modulo ℘ of these coefficients defines a Drinfeld module over ℘. The reduced Drinfeld module is denoted by φ ℘ .
We say that φ has good reduction at ℘ if there exists a Drinfeld module ψ over K which is isomorphic to φ over K and ψ has integral coefficients at ℘, and ψ ℘ is a Drinfeld module of rank r.
By [20] (cf. [9, Theorem 4.10.5], cf. also [10, Theorem 3.2.3] for one direction), we have that φ has good reduction at ℘ if and only if the
] is unramified at ℘, where G K is the absolute Galois group of K and L is a prime ideal of A different from ℘. This is the analog for Drinfeld modules of the classical result of Ogg-Néron-Shafarevich in the theory of abelian varieties.
If φ is a Drinfeld A-module defined over K, and all its defining coefficients a i (φ) lie in O, then we say that φ integral over O. If φ is integral over O, then it has good reduction outside any set of primes S of K which includes the primes lying over ∞ and the primes dividing the discriminant ∆(φ) of φ. In particular, the G K -modules φ[L ∞ ] and φ[L] are unramified outside S ∪ {primes of K lying over L}.
Let ℘ be a finite prime of K. The ℘-torsion points of φ in K give rise to a representation ρ φ,℘ :
where G K is the absolute Galois group of K. Let Frob ℘ ∈ Gal(K/K) denote a Frobenius conjugacy class at an unramified prime ℘ of K. If φ has good reduction at ℘, then the L-adic Tate module T L (φ) of φ is unramified at ℘ if ℘ = L. Let a ℘ (φ) denote the trace of Frob ℘ on the T L (φ), and more generally, let P ℘ (φ)(X) be the characteristic polynomial of Frob ℘ on the T (φ). It is known that a ℘ (φ) and P ℘ (φ)(X) are independent of L [9, Theorem 4.12.12].
The following is the Tate conjecture for rank r Drinfeld A-modules over K which is proven in [18] .
Theorem 1.1. Let φ, φ be rank r Drinfeld A-modules over K and A L be the L-adic completion of A. Then the natural homomorphism
is an isomorphism, where T L ( * ) is the L-adic Tate module of * .
A consequence of the Tate conjecture is the isogeny theorem which states that two Drinfeld A-modules φ, φ over K are K-isogenous if and only if P ℘ (φ)(X) = P ℘ (φ )(X) for all but finitely many primes ℘ [17, Proposition 3.1].
We prove the following partially explicit and effective version of the isogeny theorem for rank r Drinfeld A-modules over K. For a Drinfeld A-module φ and a place ℘ of K, define
It is known that the constant field of
, where Λ φ,∞ is the lattice associated to the uniformization of φ over C∞. Then we have that
One can bound g φ,∞ using knowledge of the successive minima of the lattices Λ φ,∞ associated to φ [6, Proposition 4(i)]. Unfortunately, an explicit bound for these successive minima is not currently known except in the case of rank ≤ 2 [2] , so this term is currently inexplicit in general.
Throughout, ln x denotes the natural logarithm of x, log q x the logarithm of x to base q, and log * q x = log q max {x, 1}. Theorem 1.2. Let φ 1 , φ 2 be rank r Drinfeld A-modules which are integral over O and not K-isogenous. Let S be the set consisting of the primes of K lying over the prime ∞ and the primes dividing ∆(φ 1 )∆(φ 2 ). Suppose ℘ ∈ S is a prime of K of least degree such that P ℘ (φ 1 ) = P ℘ (φ 2 ). Then
where
Note that any Drinfeld A-module defined over K is isomorphic over K to a Drinfeld A-module which is integral over O. In order to reduce the bounds given by the above theorem, in particular the quantity deg K rad K ∆(φ 1 )∆(φ 2 ), one should use minimal models of φ 1 and φ 2 (cf. [19, Section 2] ).
The proof follows the strategy in [16] as adapted to the Drinfeld module situation with the notable difference that the effective Chebotarev Density Theorem we use [12] is stronger and unconditional because GRH holds for function fields. Also, unlike the number field case, it is necessary to deal with wild ramification when bounding the different divisor. The bound we obtain on the different divisor is completely explicit in terms of the defining coefficients of the Drinfeld modules involved, unlike the results in [6] , which are effective but not explicit. In addition, the bounds are sensitive to primes of potentially good reduction, unlike the bounds in [17] .
We discuss some of the differences between our method and [6] in more detail later in Section 7. In the rank 2 case, it is possible to make explicit the quantities involved in Gardeyn's bounds for the different divisor of torsion fields, by determining the Newton polygons of exponential functions attached to Drinfeld modules [2] . However, the computation of Newton polygons grows in complexity for higher rank, so new techniques using weaker information will likely be required to obtain explicit bounds for successive minima so we can apply the bounds of [6] for the different divisor and g φ . Further remarks about this will be made in the concluding section 7.
Preliminaries
Let L be a finite extension of K, and O L be the maximal order of 
for every prime ℘ of K, and then extended by linearity, where e(B/℘) denotes the ramification index of B over B.
For B a prime of L lying over the prime ℘ of K, denote by f (B/℘) the inertia degree of B over ℘.
where n is the geometric extension degree of L/K.
Proof. cf. [13, Proposition 7.7] Let L/K be a finite extension. Writing divisors in terms of places instead of primes,
and its degree is given by
where w ranges through all normalized places of L, and
For convenience, we also define the degree with respect to
where v ranges through all normalized places of K. Similarly, we define the degree
Proof. By the definition, we have
where F L and F K are the constant fields of L and K respectively, f (w/v) denotes the relative degree of w over v, and we use the identity
which is valid as our constant fields are finite and hence perfect [13, Proposition 7.4] . 
Lemma 2.5. Let E/K and L/K be finite extensions of local fields, with O the ring of integers of K, O E the ring of integers of E, O EL the ring of integers of EL, O L the ring of integers of L.
As f ∈ O[X] is monic and x ∈ O EL is a root of f , we may apply Lemma 2.
The result thus follows. Lemma 2.6. Let E/K and L/K be finite extensions of global fields. Then
Proof. This follows by localization and applying Lemma 2.3 and Lemma 2.5.
Effective Chebotarev Density Theorem
Lemma 3.1. Let K be a finite extension of F = F q (T ) with constant field F q , where F q is a finite field of order q, and let g be the genus of K. Let S(N ) be the number of primes ℘ of K with
Proof. From the Prime Number Theorem for L [13, Theorem 5.12], we have that
We recall the proof in loc. cit. to make the constant explicit.
Let Z K (u) be the zeta function of K. Using the Euler product decomposition of Z K (u) and [13, Theorem 5.9], we obtain
Taking the logarithmic derivative of both sides, multiplying by u, and equating coefficients of u N yields the relation:
Using the Möbius inversion formula yields
Following the argument in [13, Theorem 2.2], we obtain
Similarly, using the Riemann Hypothesis [13, Theorem 5.10], we obtain
It follows that . Let E be a finite Galois extension of K with Galois group G, F q m the algebraic closure of F q in E, and K = F q m K be the maximal constant field extension of K in E.
Let C ⊆ G = Gal(E/K) be a non-empty conjugacy class in G whose restriction to F q m /F q ∼ = K /K is τ k , where τ is the Frobenius map τ (x) = x q , and D be the different divisor of E/K . Let Σ be the divisor of K which is the sum of the primes of K which are ramified in E, and suppose Σ is a divisor of K such that Σ ≥ Σ.
Proof. The situation at the outset is that we start with F = F q 0 (T ) and K a finite extension of F with possibly larger constant field F q , where q = q n 0 . Next, we replace F = F q 0 (T ) by F = F q (T ) so that K is a geometric extension of F = F q (T ). This allows us to use Lemma 3.1 without modification, but now q 0 is replaced by q.
Another remark is that if there exists a prime
It suffices to find a lower bound
In fact, the genus g of K over F q is the same as that of K over F q m (refer to [13, Prop. 8.9] ). We know that the genus of K over F q m and the genus of E over F q m are related by the Riemann-Hurwitz Theorem [13, Theorem 7.16 ]. Thus, letting g E be the genus of E, we have
The effective Chebotarev Density Theorem in [12,
Remark 3.3. When Σ = Σ, this is what is proved in [12, Theorem 1] . However, the proof carries over with Σ replaced by Σ . In particular, the key identity (2.1) still holds with y ∈ Y r unramified replaced by y ∈ Y r not in the support of Σ ≥ Σ.
We have that
Thus,
It is therefore enough to find a lower bound for N such that
From Lemma 3.1 we have (7) q
N .
Therefore, combining (6) through (8), we obtain
where c 0 = 2g + 1 + 2g + .
We thus need to find a lower bound of N such that the right hand side of the inequality of (9) is positive, or equivalently
using (4). B + 1. Therefore, we have that
where the last inequality uses 
Bounds for the different divisor
Proposition 4.1. Let φ be a rank r Drinfeld A-module which is integral over K and let L = (a) be a finite prime of A with a monic.
Proof. This is a slightly modified version of [4, Lemma 4.2] which is derived from [17] . 
This shows that if v(a∆(φ)) = 0 for a finite place v, then v(D(K φ,L,w /K v )) = 0. Furthermore, taking the degree with respect to K of (13), we obtain
Although it is possible to obtain a bound on deg K D(K φ,L /K) based on Proposition 4.1 and Lemma 4.2, we shall give a slightly more refined bound in Proposition 4.3, using additional techniques.
Lemma 4.2. Let∞ be an infinite prime of K, K∞ be the completion of K at∞, O∞ the valuation ring of∞, v∞ the valuation associated to∞, and e be the ramification index of∞ over ∞.
Let ω 1 = max e, − v∞(a i ) q i , i = 1, . . . , r and ω n = nω 1 . Then
Proof. We use induction on n. First note that
The result is true for n = 1 as ω 1 = max e, − v∞(a i )
: i = 1, . . . , rn . Now, consider the terms in the product
where there are 2(r + 1) types of terms to consider:
. . .
We need to show ω n+1 ≥ the valuations of the coefficients of each type of term, namely, that for each i with 1 ≤ i ≤ rn,
q i+j + ω 1 for j = 0, 1, · · · , r and i = 1, 2, . . . , rn, so (14) and (15) are satisfied. Since ω 1 = max e, − v∞(a j ) q j , j = 1, . . . , r ,
so the last inequalities in (16) and (17) are satisfied.
In the following proposition, we obtain an upper bound on the degree of the different divisor of K φ,L /K, which uses mild information from the Newton polygons of φ a (X), and takes into account primes of potentially good reduction.
Proposition 4.3. Let φ be a rank r Drinfeld A-module which is integral over K and let L = (a) be a finite prime of A with a monic.
where s denotes the geometric extension degree of Over K ℘ , φ T is isomorphic to a Drinfeld A-module φ T (X) = T X +a 1 X q +. . .+a r X q r , where
From the Newton polygon of f (X), we have that
Pick a µ ∈ K ℘ such that v ℘ (µ) = δ + where 0 ≤ <
and we know that g(X) = i (X − µα i ) is monic and lies in O ℘ [X], where O ℘ is the ring of integers of K ℘ . Thus, g (X) = µ q rn −1 a/b rn . Hence,
It follows that
, we have that
From Proposition 4.1, we know for a finite place
It follows that we in fact have that
where ν = 1 if v ℘ (aa r ) > 0 and ν = 0 if v ℘ (aa r ) = 0.
Let∞ ∈ S K ∞ be an infinite prime of K with corresponding valuation v∞, and let K ∞ /K∞ be a totally tamely ramified extension with ramification index Over K ∞ , φ T is isomorphic to a Drinfeld A-module φ T (X) = T X +a 1 X q +. . .+a r X q r , where
From Lemma 4.2, we know that
From the Newton polygon of f (X), it follows that
Let µ∞ be such that v∞(µ∞) = δ∞ + ∞ , where 0 ≤ ∞ <
and we know that g(X) = 
It follows that (19) 
Let D(K(α)/K) be the different divisor of K(α) over K, and Ω P be the set of conjugates of α over K P . Using (18) and (19), we obtain
where the summation runs through all the primes P of K, s is the geometric extension degree of K/F , and we use the fact that P v P (x) deg K P = 0 for x ∈ K. Remark that P τ P deg K P ≤ 0, so we finally get
Using transitivity of the different (cf. Lemma 2.3), and the fact that K φ,L is generated by r of the roots α i , the result follows. 
Proof. The result follows from Lemma 2.6 and Proposition 4.3.
Proof of Theorem 1.2
We first recall some intermediate results which are function field analogues of those found in [16] (cf. [6] ).
Lemma 5.1. We have that
for all positive integers N , where the sum is over finite primes L of F .
Proof. The product of all finite primes L of F such that deg L divides N is equal to T q N − T , so the inequality follows.
Lemma 5.2. For any non-zero n ∈ A, there exists a finite prime L of F such that
Choose k := 1 + log q deg F n , so that k − 1 ≤ log q deg F n < k, and hence
For the proof of Theorem 1.2, we will require an estimate of the form (20) γx t ≤ x 1 + log q x , for x ≥ C. . Then we have
Proof. The inequality
For a fixed t, taking the derivative of f with respect to x,
(1 − t)(ln q + ln x) ≥ 1.
Assuming t < 1, (22) is equivalent to x ≥ e 1 1−t q := β(t). Thus, for a fixed t < 1, f (x, t) is increasing with respect to x, when x ≥ β(t); that is, f (x, t) ≥ f (β(t), t) if x ≥ β(t). Now, β(t * ) = c * and t * < 1, so we obtain
Lemma 5.4.
Proof. In order to have z ≥ log q (x + y), it suffices to have
which is equivalent to z ≥ log q (2x) and z ≥ log q (2y).
Thus, taking z = max{log q (2x), log q (2y)}, we have log q (x+y) ≤ max{log q (2x), log q (2y)}.
Conclusion of the proof of Theorem 1.2
Let ℘ ∈ S be a prime of K with least degree such that P ℘ (φ 1 ) = P ℘ (φ 2 ), where S is the given finite set of primes of K outside of which both φ 1 and φ 2 have good reduction. Let α 0 be a non-zero coefficient of
It is known that a root γ of P ℘ (φ 1 ) or P ℘ (φ 2 ) satisfies [6, Proposition 9] ). This implies that each coefficient β of P ℘ (φ 1 ) and P ℘ (φ 2 ) satisfies deg F β ≤ deg K ℘ and hence each coefficient α of
We choose a finite prime L of F by Lemma 5.2 such that
and write L = (a), where a is monic in A.
Suppose ℘ lies above the prime p of F . For x ≥ 7, we have that log q x < (x − 1) − log q x, then f (x) > 0 for x ≥ 7 and f (7) > 0). Hence, we obtain that x < q 1 2 (x−1) , so
, if x ≥ max 1 + 2 log q s, 7 , we get that
. But then if L = ℘, we would have that
in other words, q
,
Therefore, we either have that deg F p ≤ max 1 + 2 log q s, 7 or L = p by the above inequality. In the former case, it follows that deg K ℘ ≤ s max 1 + 2 log q s, 7 .
Suppose we are now in the latter case where L = p. Consider the representation
Let G L be the image of this homomorphism. Let C L be the subset of G L consisting of pairs (a, b) such that the characteristic polynomials of a and b are not equal. Note that C L is invariant under conjugation so it is a union of conjugacy classes in G L . Since L = p, we have that C L = ∅, in particular, there is some conjugacy class
LetK/K be the field extension associated to ψ L and let n (resp. n ) be its degree (resp. geometric extension degree). Applying Corollary 3.4 toK/K, and using Lemma 2.2 together with the bound for the degree with respect to K of D = D(K/K) given in Corollary 4.4, we deduce that there is a prime P ∈ S L such that Frob P = C ⊆ C L and
using B ≥ 2 and Lemma 5.4. Note that regarding B, the terms deg K Σ and 2 |Gal(E/K )| − 2 are less than the bound we use for degK D, so we can ignore them later on when we bound B.
Using Lemma 5.4, we obtain
and V 2 := log q 2 2s
Thus, log q B ≤ log q rn + V 1 + log q 8s + log q deg K a = log q rn + log q 16s + log q r − 1
we finally obtain log q B ≤ log q 16rs 2 + (2r 2 + r) log q + log q log q + log q (Λ(
Note that if log q (Λ(φ 1 , φ 2 ) + 2 deg K rad K ∆(φ 1 )∆(φ 2 )) = 0, the derivation of the bound (27) above can be modified so as to obtain log q B ≤ log q 16rs 2 + (2r 2 + r) log q + log q log q .
Thus, we have that log q 4 3 B ≤ log q 64 3 rs 2 + (2r
Returning to (26), we obtain
By construction of C L , we have that P P (φ 1 ) ≡ P P (φ 2 ) (mod L). Thus, deg K ℘ ≤ deg K P , and from (25), it follows that
As 1 + log q x ≥ 1,
≤ 1, we have that
where c r = 2r 2 + r + 1, d r := c r + log q 86rs 2 (g + 1), and
If x ≥ d r , then using Lemma 5.3 with c * = d r and x = deg K ℘, we obtain
where γ is as in Lemma 5.3. This implies that 
, so in the end, we get
Finally, we note from the discussion in the introduction that m ≤ g φ 1 g φ 2 .
6. The case of rank 2
In this section, we consider the case of rank 2 and K = F , and explain how to make all the terms explicit in our isogeny theorem.
For a Drinfeld A-module φ of rank 2 over K = F = F q (T ), the successive minima of the lattices associated to the uniformizations of φ are determined in [2] and this is used to obtain an explicit bound for the valuation
) at a finite prime p of K, following the work of [9] .
The infinite prime case is obtained using the explicit information about the Newton polygon of the exponential map e φ,∞ attached to φ from its uniformization over C ∞ .
Assume the same notation as in the proof and statement of Proposition 4.3, taking K = F = F q (T ) and∞ = ∞, the explicit bounds given in [2] are as follows. Putting this together yields the following explicit bound on the different divisor of F (φ[a])/F when φ has rank 2, which can be used in place of the more general bound that we use in this paper. See Section 7 for a comparison of the two bounds in the context of our application. where δ is the (monic) denominator of j(φ) as represented by a fraction in reduced form, and η is the product of finite primes p such that φ has bad reduction over F p .
Concerning the term g φ , we have from [6] that g φ = g φ,∞ ≤ (q 2 − 1)(q 2 − q)ν 2,φ,∞ /ν 1,φ,∞ where ν i,φ,∞ is the i-th successive minima of φ associated to its uniformization over C ∞ . In [2] , the ν i,φ,∞ are determined as follows. in Case 2, and m, κ are as above.
Comparison with work of Gardeyn
In this section, we make some detailed comparisons with the work in [6] , where an effective isogeny theorem is proven.
For the proof of our Theorem 1.2, an essential ingredient is the bound on the different divisor given in Proposition 4.3,
where we recall Λ(φ) = − v τ v (φ) deg K v. The counterpart of (36) in [6] is
where ∆ φ is a divisor of K which is determined from the Newton polygons of the exponential functions associated to uniformizations of φ over C ℘ , where ℘ is a prime of K.
Although there is a larger dependence on in our different bounds when we take degrees with respect to K, what is required in the application is the degree with respect to K φ,L , which necessitates multiplying the degree with respect to K by n < r 2 . This means both bounds end up being comparable in their dependence on , as we later take the log q of this degree with respect to K φ,L .
The quantity ∆ φ is more difficult to make explicit and compare, as we saw in Section 6, where its determination in the case of rank 2 and K = F = F q (T ) is recalled from [2] . The method in [2] yields the entire Newton polygon and uses Gekeler's theory of Drinfeld modular forms as well as Rosen's theory of formal Drinfeld modules. It may be possible to obtain weaker information using the more elementary approach of [3] in the infinite prime case, and to generalize Rosen's work to higher rank in the finite prime case, in such a way that Gardeyn's bounds can be made explicit.
As for the terms g φ , it would seem that this also requires some knowledge relating to the successive minima of the lattices associated to the uniformization of φ over infinite primes.
Finally, two other places of difference are in our use of [12] for the Chebotarev Density Theorem instead of [8] , and in our analytic estimation methods, which differ slightly from both [6, 16] , because we have attempted to reduce the size of the constants in the different divisor bound, especially in front of the dominating terms.
