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We define an equational relation as the union of some components of the least solution
of a system of equations of tree transformations in a pair of algebras. We focus on
equational tree transformations which are equational relations obtained by considering
the least solutions of such systems in pairs of term algebras. We characterize equational
tree transformations in terms of tree transformations defined by different bimorphisms.
To demonstrate the robustness of equational tree transformations, we give equational
definitions of some well-known tree transformation classes for which bimorphism
characterizations also exist. These are the class of alphabetic tree transformations, the
class of linear and nondeleting extended top-down tree transformations, and the class
of bottom-up tree transformations and its linear and linear and nondeleting subclasses.
Finally, we prove that a relation is equational if and only if it is the morphic image of an
equational tree transformation.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Equational semantics is a way to define the meaning (also called semantics) of syntactical objects in computer science.
Its essence is that we interpret the syntactical object as a system of equations and solve the system in the space of meanings.
Usually, the solution is obtained as the least fixpoint of a continuous mapping between partially ordered sets. Therefore, the
equational semantics is also referred to as fixpoint semantics. Several arguments for using equational semantics in formal
language theory can be found in the Introduction of [14, Part I.].
In their pioneer paper [25], Mezei and Wright developed a general theory of equational subsets of an arbitrary algebra.
They introduced the concept of a systemof equations and showed that the least solutions of such systems in the term algebra
are the same as the recognizable subsets of the term algebra. (They defined a subset of an algebra to be recognizable if it is
the union over the classes of a congruence of finite index on that algebra.) This equational characterization of recognizable
tree languages was then rediscussed among others in [18, Ch. II.7] and [19, Sect. 11] in a tree automata setting. Moreover,
they proved that the solution of a system of equations in any algebra is the morphic image (i.e., the interpretation) of its
solution in the term algebra. Variants of this theorem are frequently cited asMezei–Wright like results. Several other papers
in the literature deal with different interpretations of the equational approach of [25]. For instance, the main theorem of
[25] was generalized to many-sorted algebras in [14] and to tree series in [7]. Instead of listing that vast literature, we only
refer to [10], which provides a unified theory of recursive program schemes, context-free grammars, grammars on arbitrary
structures and several other recursive definitions by means of regular equation systems, and [11], which reviews the basic
properties of the equational and recognizable subsets of general algebras and some instances of the equational semantics.
In this paper, we consider an equational approach to tree transformations. While it is more or less clear how a tree
automaton can be considered as an equation system (and vice versa), the same is not true for tree transducers and other
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syntactic objects that compute tree transformations. The most widely used semantics for tree transducers is based on term
rewriting, see e.g. [13,18,19]. Roughly speaking we consider the tree transducer as a term rewrite system and an input tree
s is associated with an output tree t by the transducer if s can be reduced to t by the term rewrite system. Sometimes, the
algebraic semantics for tree transducers is also used and even the equivalence of the two approaches is proved, cf. e.g. [13,
Lm. 5.5 and 5.6]. However, an equational definition of tree transformations has not been considered yet.
We introduce the concept of an equational relation and, as a particular case of it, an equational tree transformation in
the following way. We generalize [IO]- and OI-substitution of tree languages (cf. [8] and [14]) to [IO]- and OI-evaluation of
tree transformations with variables, respectively, at subsets of the direct product of two arbitrary algebras. Moreover, we
introduce the concept of a system of equations of tree transformations. Such a system (E) consists of n ≥ 1 equations of
the form xi = Ri, where Ri ⊆ TΣ (Xn) × T∆(Xn) is a finite tree transformation over the ranked alphabets Σ and ∆ and
the variable set Xn = {x1, . . . , xn} for every 1 ≤ i ≤ n. For any algebras A = (A,Σ) and B = (B,∆), the system (E)
under the evaluation mode u =[IO], OI induces a continuous mapping ΦA,BE,u over the complete poset P (A× B)n. Then the
classical fixpoint theorem guarantees that the least fixpoint fixΦA,BE,u of Φ
A,B
E,u exists, which we call the least u-solution of
(E) in (A,B). A relation U ⊆ A × B is u-equational if it appears as the union of some components of the least u-solution
of a system (E) of equations of tree transformations in (A,B). Finally, a tree transformation S ⊆ TΣ × T∆ is u-equational,
if it is the union of some components of the least u-solution of a system (E) of equations of tree transformations in the pair
(TΣ , T∆) of the corresponding term algebras.
In the rest of the paper, we focus on equational tree transformations. It turns out that they can be characterized by
tree transformations defined by bimorphisms of [2,3] (cf. also [12]). In fact, we show that the class of [IO]-equational
tree transformations coincides with the class of tree transformations defined by (general) bimorphisms (Theorem 19)
and that the class of OI-equational tree transformations coincides with the class of tree transformations defined by linear
bimorphisms (Theorem 21).
The above two results can also be thought of as equational characterizations for tree transformation classes defined
by certain bimorphisms. In addition, there are some further, well-known and fundamental classes of tree transformations
which are either defined by or characterized in terms of bimorphisms. Then the natural question arises if we can give
equational characterizations for these classes too. The answer is positive. In fact, we give an equational characterization
for the class of alphabetic tree transformations of [6] (Theorem 24), for the class of linear and nondeleting extended tree
transformations [2,20] (cf. also [21,22]) (Theorem 25), as well as the class of bottom-up tree transformations [13], and its
linear and linear and nondeleting subclasses (Theorem 27).
Finally, we establish a Mezei–Wright like relationship between u-equational tree transformations and u-equational
relations for u = [IO],OI . Namely we show that a relation is u-equational if and only if it is, roughly speaking, the morphic
image of a u-equational tree transformation.
The paper is organized as follows. In Section 2 we introduce the necessary notions and notation. In Section 3 we
define [IO]- and OI-evaluations of tree transformations in pairs of algebras, and in Section 4 the concept of a system
of equations of tree transformations and of [IO]- and OI-equational relations and tree transformations. In Section 5 we
give the characterization of [IO]-equational and of OI-equational tree transformations in terms of tree transformations
defined by bimorphisms. In Section 6 we give equational characterizations for the mentioned fundamental classes of tree
transformations. In Section 7, we prove the Mezei–Wright like characterization of equational relations. Finally, in Section 8
we conclude our results and give some possible further research topics.
2. Preliminaries
2.1. General notation
We denote by dom(R) the domain of a relation R ⊆ A× B.
For a set V , we denote by P (V ) the power set of V . Any subset of the identity relation {(a, a) | a ∈ V } is called a partial
identity over V . Moreover, if V is an alphabet we denote by V ∗ the set of strings over V , ε is the empty string. For a string
u ∈ V ∗, |u| denotes its length and, for a symbol a ∈ V , |u|a denotes the number of occurrences of a in u.
For every m ≥ 1 and 1 ≤ j ≤ m, we denote the jth component of a vector a ∈ Vm by aj, hence a = (a1, . . . , am). For
m = 0, we define Vm = {( )} (even if V = ∅), where ( ) is the empty vector.
2.2. Fixpoint theorem
A partially ordered set (for short: poset) is a pair (V ,≤), where V is a set and ≤ is a partial order, i.e., a reflexive,
antisymmetric, and transitive relation on V . We will write just V for (V ,≤). A poset V is called ω-complete if it has a least
element⊥ and every ω-chain a0 ≤ a1 ≤ . . . in V has a least upper bound in V , denoted by sup{ai | i ≥ 0} or supi≥0 (ai).
Let f : V → V be a mapping. A fixpoint of f is an element a ∈ V such that f (a) = a. A fixpoint a of f is the least fixpoint
if a ≤ a′ for every fixpoint a′ of f . Moreover, f is called ω-continuous if for every ω-chain a0 ≤ a1 ≤ . . . in V which has a
supremum, the supremum of {f (ai) | i ≥ 0} exists and f (sup{ai | i ≥ 0}) = sup{f (ai) | i ≥ 0}. We will use the following
result, called fixpoint theorem, cf. e.g. [29, Sect. 1.5, Thm. 7].
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Proposition 1. Let (V ,≤) be an ω-complete poset and f : V → V an ω-continuous mapping. Then f has a least fixpoint fix f ,
and fix f = sup{f (i)(⊥) | i ≥ 0}, where f (i) denotes the i-fold application of f .
2.3. Trees
A ranked alphabet is a pair (Σ, rk) (simply denoted byΣ) whereΣ is a finite set and rk : Σ → N is the rank function. As
usual, we setΣk = {σ ∈ Σ | rk(σ ) = k} for every k ≥ 0. In the rest of the paperΣ ,∆, and Γ will denote ranked alphabets.
Let V be a finite set with V ∩ Σ = ∅. The set TΣ (V ) of finite trees overΣ and V is defined to be the smallest set T such
that (i) V ⊆ T and (ii) if k ≥ 0, σ ∈ Σk, and t1, . . . , tk ∈ T , then σ(t1, . . . , tk) ∈ T . If σ ∈ Σ0, then we write just σ for
σ( ) and we write TΣ for TΣ (∅). Note that TΣ = ∅ iffΣ0 = ∅. Therefore we assume that every ranked alphabet we consider
contains at least one nullary symbol.
Any subset of TΣ (V ) is called a tree language and any relation of the form S ⊆ TΣ (V )×T∆(V ) is called a tree transformation.
Let X = {x1, x2, . . .} be a countably infinite set of variables, which is disjoint from any ranked alphabet considered in the
paper. We set Xn = {x1, . . . , xn} for n ≥ 0, and hence X0 = ∅.
Let t ∈ TΣ (Xn) be a tree. The size of t , the set of subtrees of t , and the set of variables in t are defined by size(t) = 1, sub(t) =
{t}, and var(t) = {t} if t ∈ Xn, and size(t) = 1 +∑ki=1 size(ti), sub(t) = {t} ∪ki=1 sub(ti), and var(t) = ki=1 var(ti) if
t = σ(t1, . . . , tk) for some k ≥ 0, σ ∈ Σk and t1, . . . , tk ∈ TΣ (Xn). Moreover, t is called linear (in Xn) (resp. nondeleting (in
Xn)) if |t|xi ≤ 1 (resp. |t|xi ≥ 1) for every 1 ≤ i ≤ n, where the tree t is viewed as a string over the alphabetΣ∪Xn∪{(, ), ‘‘, "}.
A subset L ⊆ TΣ (Xn) is linear (resp. nondeleting), if each t ∈ L is linear (resp. nondeleting). A pair (s, t) ∈ TΣ (Xn)× T∆(Xn)
is linear (resp. nondeleting) if both s and t are linear (resp. nondeleting) and it is variable symmetric if |s|xi = |t|xi for all
1 ≤ i ≤ n. We lift these concepts to a tree transformation R ⊆ TΣ (Xn)× T∆(Xn) in the obvious way.
Let nowΞ = {ξ1, ξ2, . . .} be another set of variables, also disjoint from any ranked alphabet considered in the paper, and
letΞn = {ξ1, . . . , ξn} for every n ≥ 0.We define tree substitution. For this, let V ⊆ X or V ⊆ Ξ , let t, t1, . . . , tn ∈ TΣ (V ) and
v1, . . . , vn be pairwise different elements of V . We denote by t[t1/v1, . . . , tn/vn] the tree which we obtain by substituting
simultaneously ti for every occurrence of vi in t for every 1 ≤ i ≤ n. In particular, we abbreviate t[t1/x1, . . . , tn/xn] by
t[t1, . . . , tn]
A tree homomorphism fromΣ to∆ is a family of mappings (hk)k≥0 such that for every k ≥ 0, hk : Σk → T∆ (Ξk). Such a
tree homomorphism is called linear (for short l) (resp. nondeleting or complete, for short c) if for every k ≥ 1 and σ ∈ Σk the
tree hk(σ ) is linear in Ξk (resp. nondeleting in Ξk). Moreover, it is called alphabetic (for short al) if it is linear and for every
k ≥ 0 and σ ∈ Σk we have hk(σ ) = δ(ξi1 , . . . , ξim) for some δ ∈ ∆m (k ≥ m ≥ 0) or hk(σ ) = ξi. Finally, it is a relabeling
if for every k ≥ 0 and σ ∈ Σk we have hk(σ ) = δ(ξ1, . . . , ξk) for some δ ∈ ∆k. Hence each relabeling is an alphabetic tree
homomorphism. We note that our relabeling is a restricted (in fact deterministic) version of the one introduced in [13, Def.
3.1].
For every finite set V , the tree homomorphism (hk)k≥0 from Σ to ∆ induces a mapping h : TΣ (V ) → T∆ (V ) defined
inductively in the following way. For every t ∈ TΣ (V )we let
• h(t) = t if t ∈ V , and
• h(t) = hk(σ )[h (t1) /ξ1, . . . , h (tk) /ξk] if t = σ (t1, . . . , tk)with k ≥ 0, σ ∈ Σk, and t1, . . . , tk ∈ TΣ (V ).
As usual, we also call the induced mapping h tree homomorphism. We denote by H the class of all tree homomorphisms
and, for any combination w of l, c , and al we denote by w-H the class of w-tree homomorphisms, respectively. Moreover,
we denote by REL the class of all relabelings.
We will freely use the concept of a recognizable tree language. The reader unfamiliar with these matters may consult the
works [18,19], and [9].
2.4. Algebras
A Σ-algebra (or just algebra) is a pair A = (A,ΣA) where A is a nonempty set, called the domain set of A, and ΣA is
a family (σA | σ ∈ Σ) of operations on A such that for every k ≥ 0 and σ ∈ Σk, we have σA : Ak → A (in particular,
σA ∈ A for every σ ∈ Σ0). If no confusion arises, we may dropA fromΣA and σA. Given twoΣ-algebrasA = (A,Σ) and
B = (B,Σ), a morphism fromA toB is a mapping H : A → B such that H σA(a1, . . . , ak) = σB (H(a1), . . . ,H(ak)) for
σ ∈ Σk, k ≥ 0, and a1, . . . , ak ∈ A. Hence H

σA
 = σB for every σ ∈ Σ0. An obvious example of aΣ-algebra is the term
algebra TΣ (V ) = (TΣ (V ),Σ) of all trees over Σ and V , where σ TΣ (V )(t1, . . . , tk) = σ(t1, . . . , tk) for every k ≥ 0, σ ∈ Σk,
and t1, . . . , tk ∈ TΣ (V ). In fact it is the freeΣ-algebra generated by V in the class of allΣ-algebras. It is well-known that, for
everyΣ-algebraA, there is a unique morphism from TΣ = (TΣ ,Σ) toA. We denote this morphism by HA.
3. Evaluations of terms and pairs of terms
In this section we introduce the IO- and the OI-evaluation of terms in algebras and of pairs of terms in pairs of algebras,
where IO and OI are mnemonics for ‘‘inside-out’’ and ‘‘outside-in’’, respectively, which stand for two derivation modes in
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[17], cf. also [14]. We extend the evaluation of pairs to evaluation at subsets. In the IO-case we slightly deviate from the
natural extension, and denote the extension by [IO], for reasons explained in the next section. From these operations we
derive [IO]- and OI-substitutions of tree transformations. Then we reobtain the well-known [IO]- and OI-substitutions of
tree languages (cf. [8, p. 191] and [14, Def. 2.1.1], resp.) as substitutions of domains of partial identities over trees.
LetA = (A,Σ) be aΣ-algebra, s ∈ TΣ (Xn), and a1, . . . , an ∈ A. The IO-evaluation of s at (a1, . . . , an) inA is denoted by
s[a1/x1, . . . , an/xn]A (or simply by s[a1, . . . , an]A) and is defined inductively in the following way.
(i) If s = xi, then s[a1, . . . , an]A = ai.
(ii) If s = σ (s1, . . . , sk) for some k ≥ 0, σ ∈ Σk and s1, . . . , sk ∈ TΣ (Xn), then s[a1, . . . , an]A = σA(s1[a1, . . . , an]A,
. . . , sk[a1, . . . , an]A).
Hence σ [ ]A = σA for every σ ∈ Σ0. Note that if xi does not occur in s, then s[a1, . . . , ai, . . . , an]A = s[a1, . . . , a, . . . , an]A
for every further element a ∈ A.
Furthermore, let λi = |s|xi and a(i) =

a(i)1 , . . . , a
(i)
λi

∈ Aλi for every 1 ≤ i ≤ n. The OI-evaluation of s at (a(1), . . . , a(n))
inA is denoted by s

a(1)/x1, . . . , a(n)/xn

A
(for shortness by s

a(1), . . . , a(n)

A
) and is defined as follows.
(i) If s = xi, then s

a(1), . . . , a(n)

A
= a(i)1 . (Note that in this case λi = 1, hence a(i) = (a(i)1 ), and a(j) = ( ) for j ≠ i.)
(ii) If s = σ(s1, . . . , sk) for some k ≥ 0, σ ∈ Σk, and s1, . . . , sk ∈ TΣ (Xn), then let λ1,i = |s1|xi , . . . , λk,i = |sk|xi and let
a(1,i), . . . , a(k,i) be the unique decomposition of the vector a(i) into components of dimension λ1,i, . . . , λk,i, respectively,
for every 1 ≤ i ≤ n. (Note that λi = λ1,i + · · · + λk,i.) Then let
s

a(1), . . . , a(n)

A
= σA s1 a(1,1), . . . , a(1,n)A , . . . , sk a(k,1), . . . , a(k,n)A .
If no confusion arises, we may dropA from s[a1, . . . , an]A and s

a(1), . . . , a(n)

A
.
Remark 2. If s is linear in Xn, then s

a(1), . . . , a(n)
 = s[a1, . . . , an], where ai = a(i)1 if λi = 1 and ai is an arbitrary element
of A otherwise.
We will mainly consider IO- and OI-evaluations in the term algebra TΣ (V ). In this particular case their extension to tree
languages will lead to the well-known [IO]- and OI-substitutions of tree languages (cf. [8,14], respectively). To make this
important case even clearer, let s1, . . . , sn ∈ TΣ (V ) and for every 1 ≤ i ≤ n let s(i) =

s(i)1 , . . . , s
(i)
λi

∈ (TΣ (V ))λi . Then
s[s1, . . . , sn] stands for the result of the tree substitution defined in Section 2.3 and s

s(1), . . . , s(n)

is the tree which we
obtain by substituting simultaneously the trees s(i)1 , . . . , s
(i)
λi
for the occurrences of xi in s from left to right for every 1 ≤ i ≤ n.
If λi = 0, there is no occurrence of xi to be replaced. The main difference between these two substitution modes is that in
the case of IO every occurrence of a variable is substituted by the same tree, while in the OI mode different occurrences of
the same variable may be substituted by different trees. By Remark 2, the two substitution modes coincide if s is linear.
LetA = (A,Σ) andB = (B,∆) any algebras. Let also (s, t) ∈ TΣ (Xn)×T∆ (Xn) for some n ≥ 0with |s|xi = λi, |t|xi = µi,
mi = max{λi, µi}, and v(i) ∈ (A× B)mi for every 1 ≤ i ≤ n.
The OI-evaluation of (s, t) at (v(1), . . . , v(n)) in (A,B) is denoted by (s, t)

v(1)/x1, . . . , v(n)/xn

(A,B)
(for short
(s, t)

v(1), . . . , v(n)

(A,B)
) and is defined by
(s, t)

v(1), . . . , v(n)

(A,B)
= s a(1), . . . , a(n)
A
, t

b(1), . . . , b(n)

B

,
where v(i) =

a(i)1 , b
(i)
1

, . . . ,

a(i)mi , b
(i)
mi

, a(i) =

a(i)1 , . . . , a
(i)
λi

, and b(i) =

b(i)1 , . . . , b
(i)
µi

for every 1 ≤ i ≤ n.
Now we extend the evaluations of pairs of terms to evaluations at subsets. In the IO-case we slightly deviate from the
natural extension and therefore we denote the extension by [IO]. Let U1, . . . ,Un ⊆ A × B. The [IO]-evaluation of (s, t) at
U1, . . . ,Un in (A,B) is the relation defined by
(s, t) [U1, . . . ,Un](A,B),[IO] = {(s [a1, . . . , an]A , t [b1, . . . , bn]B) | (ai, bi) ∈ Ui ifmi > 0,
and (ai, bi) is an arbitrary pair in A× B otherwise, 1 ≤ i ≤ n}.
We note, that the natural extension of the IO-evaluation to subsets is ‘‘(ai, bi) ∈ Ui for every 1 ≤ i ≤ n’’. However, this
implies that the IO-evaluation at subsets propagates ∅, i.e., Ui = ∅ implies (s, t) [U1, . . . ,Un](A,B),[IO] = ∅. We will see in
the next section that this phenomenon is not desirable for us, and therefore we define the extension in the above way.
Moreover, the OI-evaluation of (s, t) at U1, . . . ,Un in (A,B) is the relation
(s, t) [U1, . . . ,Un](A,B),OI =

(s, t)

v(1), . . . , v(n)

(A,B)
| v(i) ∈ Umii , 1 ≤ i ≤ n

.
Note that if mi = 0, then (s, t) [U1, . . . ,Ui, . . . ,Un](A,B),[IO] = (s, t) [U1, . . . ,U, . . . ,Un](A,B),[IO] for every U ⊆ A × B and
that the analogous statement holds for the OI-evaluation.
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Finally, for every R ⊆ TΣ (Xn)× T∆ (Xn) and u = [IO], OI, we set
R [U1, . . . ,Un](A,B),u =

(s,t)∈R
(s, t) [U1, . . . ,Un](A,B),u .
If no confusion arises, then we drop (A,B) from (s, t) [U1, . . . ,Un](A,B),u and R [U1, . . . ,Un](A,B),u. We will need later the
next obvious property of the [IO]- and the OI-evaluation.
Proposition 3. For every n ≥ 0, any linear tree transformation R ⊆ TΣ (Xn)× T∆ (Xn) and any relations U1, . . . ,Un ⊆ A× B,
we have R [U1, . . . ,Un][IO] = R [U1, . . . ,Un]OI .
Proof. It suffices to show that (s, t) [U1, . . . ,Un][IO] = (s, t) [U1, . . . ,Un]OI for every (s, t) ∈ R. However, this can be seen
easily by using the property described in Remark 2. 
If we consider the [IO]- and the OI-evaluations in (TΣ (V ), T∆(V )), then U1, . . . ,Un ⊆ TΣ (V ) × T∆(V ) are themselves
tree transformations and hence both R [U1, . . . ,Un][IO] and R [U1, . . . ,Un]OI are tree transformations. In this case we call the
[IO]- and the OI-evaluations [IO]- and OI-substitutions of tree transformations, respectively. Now we give examples of both
the [IO]- and the OI-substitution of tree transformations.
Example 4. Let σ ∈ Σ3, δ ∈ ∆2, (s, t) = (σ (x1, x1, x3), δ(x3, x1)). Moreover, let S1 = {(s1, t1), (s′1, t ′1)}, S2 = ∅, and
S3 = {(s3, t3)} be subsets of TΣ (V )× T∆(V ). Then
(s, t) [S1, S2, S3][IO] = {(σ (s1, s1, s3), δ(t3, t1)), (σ (s′1, s′1, s3), δ(t3, t ′1))}
and
(s, t) [S1, S2, S3]OI ={(σ (s1, s1, s3), δ(t3, t1)), (σ (s1, s′1, s3), δ(t3, t1)),
(σ (s′1, s
′
1, s3), δ(t3, t
′
1)), (σ (s
′
1, s1, s3), δ(t3, t
′
1))}.
However, for (s′, t) = (σ (x1, x1, x2), δ(x3, x1)), we have
(s′, t) [S1, S2, S3][IO] = (s′, t) [S1, S2, S3]OI = ∅.
If we restrict ourselves in the substitution of tree transformations to tree transformations which are partial identities,
then we reobtain the u-substitution of tree languages for u = [IO], OI. More exactly, let R be a partial identity over TΣ (Xn),
L = dom(R), Si a partial identity over TΣ (V ), and Li = dom(Si) for every 1 ≤ i ≤ n. Moreover, let us denote by L [L1, . . . , Ln]u
the u-substitution of tree languages introduced in [8, p. 191] for u = [IO] and [14, Def. 2.1.1] for u = OI. Then it is easy to
verify that
dom(R [S1, . . . , Sn]u) = L [L1, . . . , Ln]u
for every u = [IO], OI. Hence, the following is a consequence of Proposition 3.
Proposition 5. For every n ≥ 0, any linear tree language L ⊆ TΣ (Xn), and any tree languages L1, . . . , Ln ⊆ TΣ (V ), we have
L [L1, . . . , Ln][IO] = L [L1, . . . , Ln]OI .
4. Systems of equations of tree transformations and of tree languages
In this sectionwe introduce systems of equations of tree transformations and consider their solutions in pairs of algebras.
We define the concept of a u-equational relation as a union of some components of the least u-solution of such a system for
u = [IO], OI. We derive u-equational tree transformations by considering the least u-solutions of such systems in pairs of
term algebras. Moreover, we prove that the class of OI-equational relations, the class of linear OI-equational relations, and
the class of linear [IO]-equational relations are the same.
Again, letA = (A,Σ) andB = (B,∆) be algebras. It is clear that, for everym ≥ 1, the set P (A× B)m is an ω-complete
poset with respect to the inclusion defined componentwise on m-tuples because (∅, . . . ,∅) is its least element and, for
every ω-chain

U1,k, . . . ,Um,k

k≥0 in it, we have
sup
k≥0

U1,k, . . . ,Um,k
 = 
k≥0
U1,k, . . . ,

k≥0
Um,k

.
First, for every tree transformation R ⊆ TΣ (Xn)× T∆ (Xn) and u = [IO], OI, we define the mapping
Φ
(A,B)
R,u : P (A× B)n → P (A× B)
by (U1, . . . ,Un) −→ R [U1, . . . ,Un](A,B),u. It can easily be seen that
R

k≥0
U1,k, . . . ,

k≥0
Un,k

(A,B),u
=

k≥0
R

U1,k, . . . ,Un,k

(A,B),u
for every ω-chain

U1,k, . . . ,Un,k

k≥0 in P (A× B)n, which proves the following fact.
Lemma 6. For every R ⊆ TΣ (Xn)× T∆ (Xn) and u = [IO], OI, the mappingΦ(A,B)R,u is ω-continuous.
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Remark 7. The above equality does not necessarily hold for a family

U1,k, . . . ,Un,k

k≥0 that is not an ω-chain. It does
not hold in general even for substitutions of tree languages. For instance, consider the ranked alphabet Σ with Σ2 = {δ},
Σ0 = {a, b} and the tree language L = {δ(x1, x2)}. Furthermore, let Li,0 = {a}, Li,1 = {b}, Li,k = ∅ for i = 1, 2 and k ≥ 2.
Then
L

k≥0
L1,k,

k≥0
L2,k

u
= {δ(a, a), δ(a, b), δ(b, a), δ(b, b)},
while
k≥0
L

L1,k, L2,k

u = {δ(a, a), δ(b, b)}
for both u = [IO] and u = OI.
Nowwe define themain concept of this paper. A system of equations of tree transformations overΣ and∆ (or over (Σ,∆))
is a system
(E) x1 = R1, . . . , xn = Rn,
where R1, . . . , Rn ⊆ TΣ (Xn) × T∆ (Xn) are finite tree transformations. The system (E) is called linear (resp. nondeleting,
variable symmetric) if for every 1 ≤ i ≤ n the tree transformation Ri is linear (resp. nondeleting, variable symmetric). For
every u = [IO], OI, we associate with (E) the mapping
Φ
(A,B)
E,u : P (A× B)n → P (A× B)n ,
defined by Φ(A,B)E,u ((U1, . . . ,Un)) = (Φ(A,B)R1,u ((U1, . . . ,Un)) , . . . ,Φ(A,B)Rn,u ((U1, . . . ,Un))) for every (U1, . . . ,Un) ∈ P (A ×
B)n. By Lemma 6, the mappings Φ(A,B)Ri,u (1 ≤ i ≤ n) are ω-continuous, hence Φ(A,B)E,u is also ω-continuous. Then, by
Proposition 1, the least fixpoint fixΦ(A,B)E,u exists. In fact,
fixΦ(A,B)E,u = sup
k≥0

U1,k, . . . ,Un,k

,
where Ui,0 = ∅, for 1 ≤ i ≤ n, and Ui,k+1 = Ri

U1,k, . . . ,Un,k

(A,B),u, for 1 ≤ i ≤ n and k ≥ 0. In the following we also call
a fixpoint ofΦ(A,B)E,u a u-solution of (E) in (A,B), and fixΦ
(A,B)
E,u the least u-solution of (E) in (A,B).
For u = [IO], OI, a relation U ⊆ A × B is called u-equational (resp. l-u-equational) if it is the union of some components
of the least u-solution in (A,B) of a system (resp. linear system) of equations of tree transformations over (Σ,∆). We will
denote by EQUAu (resp. l-EQUAu) the class of all u-equational (resp. l-u-equational) relations.
Now we are able to explain why we do not consider the natural IO-evaluation at subsets (and hence the IO-solutions
of a system of equations). As we mentioned, the natural IO-evaluation propagates ∅ in any component of the vector to be
substituted (see e.g. [14, Def. 2.1.1] for IO-substitution of tree languages). This leads to the fact that the least IO-solution of
(E) in (A,B) is (∅, . . . ,∅). Therefore, we rather consider [IO]-evaluation at subsets in this paper.
We give an example of an equational (string) relation.
Example 8. The translation of a well-formed infix arithmetic expression to its prefix Polish representation (see e.g. [1]) can
be given as the least [IO]-solution (and also OI-solution) of a linear system of equations. Let A = {a, b,+, ∗, ⟨, ⟩} be an
(unranked) alphabet and consider the monoid A∗ as aΣ-algebra, whereΣ = Σ2 ∪Σ0 withΣ2 = {·} andΣ0 = A∪ {e} and
the interpretation of ·, c ∈ A and e in A∗ is concatenation, c , and ε, respectively. Consider the system (E) of equations
x1 = {(x1 + x2,+x1x2), (x2, x2)}
x2 = {(x2 ∗ x3, ∗x2x3), (x3, x3)}
x3 = {(⟨x1⟩, x1), (a, a), (b, b)},
of tree transformations over (Σ,Σ), where we represent a tree in TΣ (X3) by its frontier, i.e., the sequence of symbols
formed by the leaves of the tree from left to right. For instance, x1 + x2 represents the tree ·(·(x1,+), x2) or ·(x1, ·(+, x2)).
(The representation is ambiguous, however it has no significance because we evaluate trees in A∗ and the concatenation
is associative.) Then the least [IO]-solution of (E) in (A∗, A∗) is the string translation U ⊆ A∗ × A∗ which consists of all
pairs (x, y) such that x is a well-formed arithmetic expression over the symbols a, b,+, ∗, ⟨, and ⟩ and y is the prefix Polish
representation of x. For instance (a∗ ⟨a+ b⟩, ∗a+ ab) ∈ U . Since the system (E) is linear, by Proposition 3, U is also the least
OI-solution of (E) in (A∗, A∗).
The above approach can be generalized to define equational string transformations. In particular, the right-linear system
of equations of [4, Sect. III., Ex. 3.4] is covered by our definition. However, due to right linearity, monadic ranked alphabets
suffice to model such systems.
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Fig. 1. The tree transformation S.
We are mainly interested in u-equational relations that are tree transformations. They are obtained by considering the
least u-solution of systems (E) of equations of tree transformations in (TΣ , T∆). For the sake of simplicity, we call a u-solution
(resp. the least u-solution) of (E) in (TΣ , T∆) just a u-solution (resp. the least u-solution) of (E). Using this terminology, for u =
[IO], OI, we call a tree transformation S ⊆ TΣ × T∆ u-equational (resp. l-u-equational) if it is the union of some components
of the least u-solution of a system (resp. linear system) of equations of tree transformations over (Σ,∆). We will denote by
EQUT u (resp. l-EQUT u) the class of all u-equational (resp. l-u-equational) tree transformations.
Now we give an example of an [IO]-equational tree transformation.
Example 9. Let Σ = {σ , γ , α, β} and ∆ = {δ, ω, γ , α, β} with rk(σ ) = rk(δ) = rk(ω) = 2, rk(γ ) = 1, and
rk(α) = rk(β) = 0. For the sake of better readability, we write γ n(α) for the tree γ (. . . γ (α) . . .) with n occurrences of
γ . In Fig. 1 we visualize the tree transformation S ⊆ TΣ × T∆, where m ≥ 0, and for every 1 ≤ i ≤ m, ni ≥ 0 denotes the
number of γ ’s in the ith γ -chain of the input tree. Moreover, if ni is even, then tni = γ ni(α), i.e., the corresponding γ -chain,
and otherwise tni is the fully balanced binary tree of height ni over {ω, α}. (The fully balanced tree bn of height n over {ω, α}
is defined by b0 = α and bn = ω(bn−1, bn−1) for n ≥ 1.) In casem = 0, both the input and output tree are β .
Consider the following system (E) of equations of tree transformations over (Σ,∆):
x0 = {(α, α), (γ (x1), γ (x1))}
x1 = {(γ (x0), γ (x0))}
y0 = {(α, α), (γ (y1), ω(y1, y1))}
y1 = {(γ (y0), ω(y0, y0))}
z = {(β, β), (σ (z, x0), δ(x0, z)), (σ (z, y1), δ(y1, z))}.
For better readability, we also use the variables y and z. Now it is clear that the x0-component of the least [IO]-solution
of (E) is the tree transformation {(γ n(α), γ n(α)) | n is even} and that the y1-component of it is the tree transformation
{(γ n(α), tn) | n is odd}. Then it follows that the z-component of the least [IO]-solution of (E) is the tree transformation S of
Fig. 1.
Unfortunately, the y1-component and hence also the z-component of the least OI-solution of (E) cannot be described in
such a compact way.
Next we introduce proper systems and show that each proper and nondeleting system has a unique solution. The
corresponding concept and result for systems of linear equations can be found in [5, Prop. 6.1] and for right-linear systems in
[4, Sect. III., Ex. 3.4]. A system x1 = R1, . . . , xn = Rn, of equations of tree transformations is proper if Ri ⊆ (TΣ (Xn) \ Xn)×
(T∆ (Xn) \ Xn) for every 1 ≤ i ≤ n. We can prove the following.
Theorem 10. Any proper and nondeleting system of equations of tree transformations has a unique [IO]-solution. If, in addition,
the system is variable symmetric, then it has a unique OI-solution.
Proof. Let
(E) x1 = R1, . . . , xn = Rn
be a proper and nondeleting system of equations of tree transformations over (Σ,∆).
We prove the first statement. Let (S1, . . . , Sn) be the least and (T1, . . . , Tn) be a further [IO]-solution of (E). We show
that Ti ⊆ Si for every 1 ≤ i ≤ n. It is sufficient to prove that, for every N ≥ 2 and (s, t) ∈ TΣ × T∆ with size(s, t) ≤ N , if
(s, t) ∈ Ti, then (s, t) ∈ Si, where size(s, t) = size(s)+ size(t). We prove this statement by induction on N .
N = 2: Since size(s, t) = 2, we have (s, t) ∈ Σ0×∆0 and since (E) is properwe have (s, t) ∈ Ri. Then of course (s, t) ∈ Si.
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N ⇒ N + 1: Let us assume that size(s, t) = N + 1. Now if (s, t) ∈ Ri, then also (s, t) ∈ Si and we are done. Otherwise,
there exists (u, v) ∈ Ri and pairs (sj, tj) ∈ Tj, 1 ≤ j ≤ n, such that (s, t) = (u[s1, . . . , sn], v[t1, . . . , tn]). Since (E) is proper
and nondeleting, it holds for every j that sj is a proper subtree of s (meaning that sj ∈ sub(s) and sj ≠ s) and tj is a proper
subtree of t . Hence we have size(sj, tj) < size(s, t) and thus by the induction hypothesis (sj, tj) ∈ Sj, which proves that
(s, t) ∈ Si. The second statement can be proved in a similar way. 
It is an open questionwhether the above theoremholds for proper systems. In the followingwewill show some equalities
between some classes of equational relations, which we need later. An immediate consequence of Proposition 3 is the
following.
Proposition 11. l-EQUA[IO] = l-EQUAOI .
We can show that OI-equational relations are the same as l-OI-equational ones. For this, define the rank of a pair (s, t) ∈
TΣ (Xn)× T∆(Xn) by rk((s, t)) = card({j | 1 ≤ j ≤ n, |s|xj > 1 or |t|xj > 1}) and define the rank of a system (E) of equations of
tree transformations by rk(E) =∑ni=1 rk(Ri), where rk(Ri) =∑(s,t)∈Ri rk((s, t)). If (E) is linear, then rk(E) = 0.
Lemma 12. EQUAOI = l-EQUAOI .
Proof. We need to show that EQUAOI ⊆ l-EQUAOI . For this, letA = (A,Σ) andB = (B,∆) be arbitrary algebras, and
(E) x1 = R1, . . . , xn = Rn,
a system of equations of tree transformations over (Σ,∆). We effectively give a linear system (F) of tree transformations
over (Σ,∆) such that the least OI-solution of (E) in (A,B) is formed by the first n components of the least OI-solution of
(F) in (A,B). The idea behind the proof comes from the proof of [25, Lm. 3.1].
If (E) is linear, then we may set (F) = (E). Otherwise, there is an 1 ≤ i0 ≤ n such that Ri0 contains a nonlinear pair
(s, t) ∈ TΣ (Xn)× T∆(Xn). This means that for some 1 ≤ j ≤ n, λ = |s|xj , and µ = |t|xj we have max{λ,µ} > 1.
We first transform (E) to a system
(E′) x1 = R′1, . . . , xn+m = R′n+m,
where m = max{λ,µ}, such that the least OI-solution of (E) is formed by the first n components of the least OI-solution of
(E′) and that rk(E ′) = rk(E)− 1. Let the first n equations of (E′) be those of (E) except that R′i0 = (Ri0 \ {(s, t)}) ∪ {(s′, t ′)},
wherewe obtain (s′, t ′) by replacing the occurrences of xj in s and t from left to right by xn+1, . . . , xn+λ and by xn+1, . . . , xn+µ,
respectively. Moreover, let R′n+k = {(xj, xj)} for every 1 ≤ k ≤ m.
To prove the statement concerning the least OI-solution of (E) and of (E′), we introduce the system (G) which consists of
the n equations of (E) and the equations xn+k = R′n+k, 1 ≤ k ≤ m of (E′). Since (E) does not contain any of the variables
xn+1, . . . , xn+m it should be clear that the least OI-solution of (E) is formed by the first n components of the least OI-solution
of (G). Moreover, (G) can be obtained from (E′) by replacing the occurrences of xn+1, . . . , xn+λ in s′ and xn+1, . . . , xn+µ in t ′
by xj, where the equations xn+k = {(xj, xj)}, 1 ≤ k ≤ m belong to (E′). From this fact and the definition of the OI-substitution
of tree transformations it follows that each solution of (E′) is a solution of (G). By a similar argument, we can show that each
solution of (G) is a solution of (E′). Altogether this means that the least OI-solution of (E) is formed by the first n components
of the least OI-solution of (E′).
Since rk(E ′) = rk(E) − 1, we can obtain the desired linear system (F) by applying the above procedure a finite number
of times. 
Corollary 13. EQUAOI = l-EQUA[IO].
Proof. It follows from Proposition 11 and Lemma 12. 
To close this section we recall some concepts and facts concerning equational tree languages which we will need later.
A system of equations of tree languages overΣ is a system
(E) x1 = K1, . . . , xn = Kn,
whereKi ⊆ TΣ (Xn) is a finite tree language for every 1 ≤ i ≤ n. The concept of the leastOI-solution of (E) can be defined as for
systems of equations of tree transformations usingOI-substitution of tree languages rather than that of tree transformations.
Obviously, the leastOI-solution of (E) is ann-tuple (L1, . . . , Ln) ∈ P (TΣ )n of tree languages. Similarly to tree transformations,
a tree language is OI-equational if it is the union of some components of the least OI-solution of a system of equations of tree
languages. By the results of [25, Sect. IV], a tree language is recognizable if and only if it is OI-equational, (cf. also [18, Thm.
7.9], [19, Prop. 11.4]).
In the rest of this section we introduce some restrictions for systems of equations of tree languages which we will need
later. The system (E) is called linear if the set Ki is linear for every 1 ≤ i ≤ k. An easy adaptation of Lemma 12 to tree
languages shows the following fact.
Proposition 14. A tree language overΣ is OI-equational if and only if it is the union of some components of the least OI-solution
of a linear system of equations of tree languages overΣ .
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The system (E) is reduced if each component of the leastOI-solution of (E) is nonempty. By Lemma 3.8 of [25], a nonempty
tree language is OI-equational if and only if it is the union of some components of the least OI-solution of a reduced system
of equations of tree languages. In fact, in Definition 3.6 of the same paper the authors give an algorithm which constructs
for every system (E) a reduced system (G) such that the components of the least OI-solution of (G) are exactly the nonempty
components of the least OI-solution of (E). Moreover, this algorithm preserves the linearity of the equation system of tree
languages and hence we have the following result.
Proposition 15. A nonempty tree language over Σ is recognizable if and only if it is the union of some components of the least
OI-solution of a (linear and) reduced system of equations of tree languages overΣ .
The system (E) is called deterministic if the sets Ki form a partition of the set Σ0 ∪ {σ(xi1 , . . . , xik) | k ≥ 1, σ ∈
Σk, and 1 ≤ i1, . . . , ik ≤ n}. Let us recall the following result (cf. [25, Thm. 3.9]; also [18, Thm. 7.9] and [19, Prop. 11.4]).
Proposition 16. A tree language overΣ is recognizable if and only if it is the union of some components of the least OI-solution
of a deterministic equation system of tree languages overΣ .
5. Characterizing equational tree transformations in terms of bimorphisms
In this section we give a characterization of the classes EQUT [IO] and of EQUTOI of equational tree transformation classes
in terms of certain bimorphisms, whichwere defined in [2,3] (cf. also [12]). Moreover, we show that in fact the class EQUT [IO]
is the closure of EQUTOI under tree homomorphisms.
We begin by introducing a notation. Let h : TΓ → TΣ and h′ : TΓ → T∆ be tree homomorphisms. For every finite set V ,
t ∈ TΓ (V ), we denote the pair (h(t), h′(t)) by ⟨h, h′⟩(t). Moreover, for every L ⊆ TΓ (V ), we put ⟨h, h′⟩(L) = {⟨h, h′⟩(t) |
t ∈ L}. Note that ⟨h, h′⟩(L) ⊆ TΣ (V )× T∆ (V ). We will also need the following preliminary result.
Lemma 17. Let K ⊆ TΓ (Xn) and L1, . . . , Ln ⊆ TΓ be tree languages, and let h : TΓ → TΣ and h′ : TΓ → T∆ be tree
homomorphisms.
(a) Then 
h, h′
 
K [L1, . . . , Ln][IO]
 ⊆ h, h′ (K) [h, h′ (L1) , . . . , h, h′ (Ln)][IO].
Moreover, if one of the conditions
(1) the tree languages L1, . . . , Ln are nonempty,
(2) var(h(u)) ∪ var(h′(u)) = var(u) for every u ∈ K, or
(3) h and h′ are nondeleting,
holds, then
h, h′
 
K [L1, . . . , Ln][IO]
 = h, h′ (K) [h, h′ (L1) , . . . , h, h′ (Ln)][IO].
(b) If, in addition, K , h, and h′ are linear, then
h, h′

(K [L1, . . . , Ln]OI) ⊆

h, h′

(K) [h, h′ (L1) , . . . , h, h′ (Ln)]OI .
Moreover, if one of the above conditions (1), (2), or (3) holds, then
h, h′

(K [L1, . . . , Ln]OI) =

h, h′

(K) [h, h′ (L1) , . . . , h, h′ (Ln)]OI .
Proof. First we prove (a) as follows.

h, h′
 
K [L1, . . . , Ln][IO]
 = h, h′ 
u∈K
u[L1, . . . , Ln][IO]

=

u∈K

h, h′
 
u[L1, . . . , Ln][IO]

⊆Ď

u∈K

h, h′

(u)[h, h′ (L1) , . . . , h, h′ (Ln)][IO]
= h, h′ (K) [h, h′ (L1) , . . . , h, h′ (Ln)][IO],
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where the inclusion Ď is justified by the following computation. For every (s, t) ∈ TΣ × T∆ and u ∈ K , we have
(s, t) ∈ h, h′ u[L1, . . . , Ln][IO]
⇐⇒ (s, t) = ⟨h, h′⟩(u[t1, . . . , tn]) for some t1, . . . , tn such that
ti ∈ Li if |u|xi > 0 and ti is any tree in TΓ otherwise for every 1 ≤ i ≤ n,⇐⇒ s = h(u[t1, . . . , tn]) and t = h′(u[t1, . . . , tn]) for some t1, . . . , tn such that
ti ∈ Li if |u|xi > 0 and ti is any tree in TΓ otherwise for every 1 ≤ i ≤ n,=⇒ s = h(u)[h(t1), . . . , h(tn)] and t = h′(u)[h′(t1), . . . , h′(tn)]
for some t1, . . . , tn such that ti ∈ Li if |h(u)|xi > 0 or |h′(u)|xi > 0
and ti is any tree in TΓ otherwise for every 1 ≤ i ≤ n,
⇐⇒ (s, t) = (h(u)[h(t1), . . . , h(tn)], h′(u)[h′(t1), . . . , h′(tn)])
for some t1, . . . , tn such that ti ∈ Li if |h(u)|xi > 0 or |h′(u)|xi > 0
and ti is any tree in TΓ otherwise for every 1 ≤ i ≤ n,
⇐⇒ (s, t) ∈ h, h′ (u) [h, h′ (L1) , . . . , h, h′ (Ln)][IO].
Now let us assume that (1) or (2) holds. Then the inclusion Ď becomes an equality, because the implication in the third
step of the proof of Ď turns out to be an equivalence. Finally, we observe that (3) implies (2).
Next we prove (b). By Proposition 5, we have
h, h′
 
K [L1, . . . , Ln][IO]
 = h, h′ (K [L1, . . . , Ln]OI)
because K is linear, and by Proposition 3
h, h′

(K) [h, h′ (L1) , . . . , h, h′ (Ln)][IO] = h, h′ (K) [h, h′ (L1) , . . . , h, h′ (Ln)]OI
because also h and h′ are linear. Hence (b) immediately follows from the above equalities and (a). 
Let
(E) x1 = K1, . . . , xn = Kn,
be a system of equations of tree languages over the ranked alphabet Γ . Moreover, let h : TΓ → TΣ and h′ : TΓ → T∆ be
tree homomorphisms. The system of equations of tree transformations associated with (E), h and h′ is the system
h, h′

(E) x1 =

h, h′

(K1) , . . . , xn =

h, h′

(Kn) .
Lemma 18. Let
(E) x1 = K1, . . . , xn = Kn,
be a linear system of equations of tree languages over Γ and let h : TΓ → TΣ and h′ : TΓ → T∆ be tree homomorphisms. Let
(L1, . . . , Ln) be the least OI-solution of (E).
(a) If one of the conditions
(1) (E) is reduced,
(2) var(h(u)) ∪ var(h′(u)) = var(u) for every 1 ≤ i ≤ n and u ∈ Ki, or
(3) h and h′ are nondeleting,
holds, then the least [IO]-solution of

h, h′

(E) is

h, h′

(L1) , . . . ,

h, h′

(Ln)

.
(b) If h and h′ are linear and, in addition, one of the conditions (1), (2) or (3) holds, then the least OI-solution of

h, h′

(E) is also
h, h′

(L1) , . . . ,

h, h′

(Ln)

.
Proof. First we prove (a). Let us assume that the condition (c) holds for some c = 1, 2, 3. Then we have
h, h′

(Li) =

h, h′

(Ki[L1, . . . , Ln]OI)
= h, h′ Ki[L1, . . . , Ln][IO]
= h, h′ (Ki) [h, h′ (L1) , . . . , h, h′ (Ln)][IO],
for every 1 ≤ i ≤ n, where the second equality follows from Proposition 5, and the third follows from Lemma 17(a) because
condition (c) of that lemma holds. Hence

h, h′

(L1) , . . . ,

h, h′

(Ln)

is an [IO]-solution of

h, h′

(E).
Now assume that (S1, . . . , Sn) is another [IO]-solution of

h, h′

(E) and that
(L1, . . . , Ln) = sup
k≥0

L1,k, . . . , Ln,k

,
where Li,0 = ∅, for 1 ≤ i ≤ n, and Li,k+1 = Ki

L1,k, . . . , Ln,k

OI , for 1 ≤ i ≤ n and k ≥ 0.
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We show by induction that, for every 1 ≤ i ≤ n and k ≥ 0, we have h, h′ Li,k ⊆ Si. For k = 0 this is true by definition.
Then, for every k ≥ 0, we have
h, h′
 
Li,k+1
 = h, h′ Ki[L1,k, . . . , Ln,k]OI
= h, h′ Ki[L1,k, . . . , Ln,k][IO]
⊆ h, h′ (Ki) [h, h′ L1,k , . . . , h, h′ Ln,k][IO]
⊆ h, h′ (Ki) [S1, . . . , Sn][IO] = Si,
where the second equality follows from Proposition 5, and the two inclusions follow from Lemma 17(a) and the induction
hypothesis, respectively. We conclude

h, h′

(Li) ⊆ Si for every 1 ≤ i ≤ n, therefore

h, h′

(L1) , . . . ,

h, h′

(Ln)

is the least
[IO]-solution of

h, h′

(E).
Now we prove (b). Let us assume again that condition (c) holds (c = 1, 2, 3). Then a proof of (b) can be obtained from
the proof of (a) by writing OI for [IO] and Lemma 17(b) for Lemma 17(a). 
Next we recall the concept of a bimorphism from [2,3]. A bimorphism (over Γ ,Σ , and ∆) is a triple (h, L, h′), where
L ⊆ TΓ is a recognizable tree language, and h : TΓ → TΣ and h′ : TΓ → T∆ are the input and the output tree homomorphism,
respectively. The tree transformation defined by (h, L, h′) is ⟨h, h′⟩(L). For all combinationsw1 andw2 of l, c , and al (including
the empty combination), we denote by B(w1-H, w2-H) the class of all tree transformations defined by bimorphisms with
input tree homomorphism of type w1 and output tree homomorphism of type w2. We call the bimorphism (h, L, h′) linear
(resp. complete, alphabetic) if both h and h′ are of type l (resp. c , al).
Now we are able to give the following characterization of EQUT [IO] in terms of tree transformations defined by
bimorphisms.
Theorem 19. EQUT [IO] = B(H,H).
Proof. B(H,H) ⊆ EQUT [IO]: Assume that S = ⟨h, h′⟩(L), where L ⊆ TΓ is a recognizable tree language and h : TΓ → TΣ and
h′ : TΓ → T∆ are tree homomorphisms. If L = ∅, then obviously S = ∅ ∈ EQUT [IO]. Otherwise, by Proposition 15, we can
assume that L is the union of some components of the least OI-solution (L1, . . . , Ln) of a linear and reduced system
(E) x1 = K1, . . . , xn = Kn,
of tree languages over Γ . Then condition (1) of Lemma 18(a) holds, hence by this lemma

h, h′

(L1) , . . . ,

h, h′

(Ln)

is the
least [IO]-solution of

h, h′

(E). This implies that S is the union of some components of the least [IO]-solution of

h, h′

(E),
i.e., that S ∈ EQUT [IO].
EQUT [IO] ⊆ B(H,H): Let S ⊆ TΣ × T∆ be the union of some components of the least [IO]-solution of a system
(E) x1 = R1, . . . , xn = Rn,
of equations of tree transformations over (Σ,∆).
For every 1 ≤ i ≤ n and every (s, t) ∈ Ri, we specify a new symbol σs,t with rank m = |var(s) ∪ var(t)|. Let Γ be the
ranked alphabet consisting of all such symbols. Consider the system of equations
(E′) x1 = K1, . . . , xn = Kn,
of tree languages over Γ , where
Ki =

σs,t(xi1 , . . . , xim) | (s, t) ∈ Ri, var(s) ∪ var(t) = {xi1 , . . . , xim}, 1 ≤ i1 < · · · < im ≤ n

for every 1 ≤ i ≤ n. It should be clear that (E′) is linear. Now consider the tree homomorphisms h : TΓ → TΣ and
h′ : TΓ → T∆ determined by hm

σs,t
 = s[ξ1/xi1 , . . . , ξm/xim ] and h′m σs,t = t[ξ1/xi1 , . . . , ξm/xim ] for every σs,t ∈ Γ .
Clearly,

h, h′

(σs,t(xi1 , . . . , xim)) = (s, t), and hence

h, h′

(Ki) = Ri for every 1 ≤ i ≤ n, i.e., (E) =

h, h′

(E′). Moreover,
var(h(σs,t(xi1 , . . . , xim))) ∪ var(h′(σs,t(xi1 , . . . , xim))) = var(s) ∪ var(t) = {xi1 , . . . , xim} = var(σs,t(xi1 , . . . , xim))
for every 1 ≤ i ≤ n and (s, t) ∈ Ri. Then condition (2) of Lemma 18(a) holds, hence we obtain that S =

h, h′

(L), where L
is the union of some components of the least OI-solution of (E′). Since L is recognizable, we are ready. 
In order to demonstrate the proof of the second part of Theorem 19 we give an example.
Example 20. Let us consider the system (E) of equations of tree transformations in Example 9 and give the equation system
(E′) of tree languages. For better readability, we write symbols of the ranked alphabet Γ in the form (s, t) rather than σs,t
for each pair (s, t) of trees appearing in (E). We obtain the system (E′), where the arity of a bared symbol is the number of
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the variables in parenthesis after it.
x0 = {(α, α), (γ (x1), γ (x1))(x1)}
x1 = {(γ (x0), γ (x0))(x0)}
y0 = {(α, α), (γ (y1), ω(y1, y1))(y1)}
y1 = {(γ (y0), ω(y0, y0))(y0)}
z = {(β, β), (σ (z, x0), δ(x0, z))(z, x0), (σ (z, y1), δ(y1, z))(z, y1)}.
It is an exercise to figure out, e.g., the z-component of the least OI-solution of (E′). Next we give the homomorphisms h and
h′ by the following table.
Γ h h′
(α, α) α α
(β, β) β β
(γ (x1), γ (x1)) γ (ξ1) γ (ξ1)
(γ (x0), γ (x0)) γ (ξ1) γ (ξ1)
(γ (y1), ω(y1, y1)) γ (ξ1) ω(ξ1, ξ1)
(γ (y0), ω(y0, y0)) γ (ξ1) ω(ξ1, ξ1)
(σ (z, x0), δ(x0, z)) σ (ξ1, ξ2) δ(ξ2, ξ1)
(σ (z, y1), δ(y1, z)) σ (ξ1, ξ2) δ(ξ2, ξ1)
Thus, for instance, ⟨h, h′⟩((α, α)) = (α, α), ⟨h, h′⟩((γ (x1), γ (x1))(x1)) = (γ (x1), γ (x1)), and ⟨h, h′⟩((σ (z, x0), δ(x0, z))
(z, x0)) = (σ (z, x0), δ(x0, z)). It is easy to see that S = ⟨h, h′⟩(L), where S is the tree transformation of Example 9 and L is
the z-component of the least OI-solution of (E′).
For the class EQUTOI , we can give the following characterization in terms of tree transformations defined by linear
bimorphisms.
Theorem 21. EQUTOI = B(l-H, l-H).
Proof. B(l-H, l-H) ⊆ EQUTOI : The proof is the same as that of the corresponding inclusion of Theorem 19, except that we
write Lemma 18(b) for Lemma 18(a) and OI for [IO].
EQUTOI ⊆ B(l-H, l-H):We can adapt the proof of that of the corresponding inclusion of Theorem 19 in the followingway.
Let us write OI for [IO]. By Lemma 12, we can assume that (E) is linear. This yields that the tree homomorphisms h and h′ are
linear. Then we can finish the proof by writing Lemma 18(b) for Lemma 18(a). 
Finally, we show that in fact the class of [IO]-equational tree transformations is the closure of the class of OI-equational
tree transformations under tree homomorphisms. We begin by introducing a notation.
Let (s, t) ∈ TΣ×T∆ and g : TΣ → TΣ ′ and g ′ : T∆ → T∆′ two tree homomorphisms.We set

g, g ′

((s, t)) = (g(s), g ′(t)).
Furthermore, for every tree transformation S ⊆ TΣ × T∆ we let

g, g ′

(S) = {g, g ′ ((s, t)) | (s, t) ∈ S}. For a class C of tree
transformations, we let ⟨H,H⟩ (C) = {g, g ′ (S) | S ∈ C, S ⊆ TΣ × T∆, g, g ′ ∈ H, g : TΣ → TΣ ′ , and g ′ : T∆ → T∆′}.
Nowwe can present thementioned result, which is a generalization of the corresponding one concerning equational tree
languages, see [8, Thm. 23].
Corollary 22. ⟨H,H⟩ (EQUTOI) = EQUT [IO].
Proof. ⟨H,H⟩ (EQUTOI) ⊆ EQUT [IO]: Let S be anOI-equational tree transformation over (Σ,∆) and g : TΣ → TΣ ′ , g ′ : T∆ →
T∆′ two tree homomorphisms. By Theorem21, S = ⟨h, h′⟩(L), where L ⊆ TΓ is a recognizable tree language and h : TΓ → TΣ
and h′ : TΓ → T∆ are linear tree homomorphisms. Thus, we have

g, g ′

(S) = g, g ′ ⟨h, h′⟩(L) = ⟨g ◦h, g ′◦h′⟩(L), where ◦
denotes the composition of tree homomorphisms. Since tree homomorphisms are closed under composition ([13, Lm. 3.4]),
by the Theorem 19, we get

g, g ′

(S) ∈ EQUT [IO].
EQUT [IO] ⊆ ⟨H,H⟩ (EQUTOI): Let S be an [IO]-equational tree transformation over (Σ,∆). By Theorem 19, S = ⟨h, h′⟩(L),
for some recognizable tree language L ⊆ TΓ and tree homomorphisms h : TΓ → TΣ and h′ : TΓ → T∆. It is clear, that
the identity mapping idΓ over TΓ is a linear tree homomorphism. By Theorem 21, the tree transformation S ′ defined by the
linear bimorphism (idΓ , L, idΓ ) is in EQUTOI . Finally, S = ⟨h, h′⟩(S ′). 
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6. Characterizing some tree transformation classes in terms of equational tree transformations
In the previous section we saw that the classes EQUT [IO] and EQUTOI of equational tree transformations can be
characterized in terms of bimorphisms. On the other hand, there are some further well-known and fundamental classes of
tree transformationswhich are either defined by or characterized in terms of bimorphisms. These are, the class B(al-H, al-H)
of alphabetic tree transformations [6], the class ln-XTOP of linear and nondeleting extended tree transformations [2,
20] (cf. also [21,22]), as well as the class BOT of bottom-up tree transformations [13], and its linear and linear and
nondeleting subclasses, which we denote by l-BOT and ln-BOT , respectively. Hence, the question arises whether there exist
characterizations in terms of equational tree transformations also for the above tree transformation classes. In this section
we give effectively such an equational characterization for each of these classes. For this, we do not recall the original
definition of all these classes, but we just recall the bimorphism characterization of them, which will be enough for our
purpose.
As a preparation, we define some concepts. A tree transformation R ⊆ TΣ (Xn)× T∆(Xn) is called
- letter-like if it is linear and, for every pair (s, t) ∈ R, we have s = xi or s = σ(xi1 , . . . , xik) for some k ≥ 0, σ ∈ Σk and
t = xj or t = δ(xj1 , . . . , xjm) for somem ≥ 0, δ ∈ ∆m,
- rule-like if each pair in R has the form (σ (xi1 , . . . , xik), t), where k ≥ 0, σ ∈ Σk, σ(xi1 , . . . , xik) is linear, and
t ∈ T∆({xi1 , . . . , xik}) or the form (xj, xj).
A system of equations
(E) x1 = R1, . . . , xn = Rn,
of tree transformations over (Σ,∆) is letter-like (resp. variable symmetric, rule-like) if Ri is letter-like (resp. variable
symmetric, rule-like) for every 1 ≤ i ≤ n. (For the definition of a variable symmetric tree transformation, see Section 2.3).
Let u =[IO] or u =OI. A tree transformation S ⊆ TΣ × T∆ is called lt-u-equational (vs-u-equational, rl-u-equational)
if it is the union of some components of the least u-solution of a letter-like (variable symmetric, rule-like) system of
tree transformations over (Σ,∆). We shall denote by lt-EQUT u (vs-EQUT u, rl-EQUT u) the class of all lt-u-equational (vs-
u-equational, rl-u-equational) tree transformations. Linear vs-u-equational, rl-u-equational, and vs-rl-u-equational tree
transformations are defined in an obvious way. We denote the corresponding class of tree transformations by l-vs-EQUT u,
l-rl-EQUT u, and l-vs-rl-EQUT u, respectively.
Wewill need the following result. The proof follows from the fact that if we apply the linearization procedure of the proof
of Lemma 12 to a variable symmetric system (E), then the linear system (F) obtained eventually will be variable symmetric.
Proposition 23. vs-EQUTOI = l-vs-EQUTOI .
Next we give equational characterizations for several tree transformation classes which are defined by particular
bimorphisms. Then we will use these results to give equational characterization of some fundamental tree transformation
classes.
Theorem 24. (a) lt-EQUTOI = B(al-H, al-H)
(b) vs-EQUTOI = B(lc-H, lc-H)
(c) rl-EQUT [IO] = B(REL,H)
(d) l-rl-EQUTOI = B(REL, l-H)
(e) l-vs-rl-EQUTOI = B(REL, lc-H).
Proof. (a) B(al-H, al-H) ⊆ lt-EQUTOI : Assume that S = ⟨h, h′⟩(L), where L ⊆ TΓ is a recognizable tree language and
h : TΓ → TΣ and h′ : TΓ → T∆ are alphabetic tree homomorphisms. We can assume that L ≠ ∅. By Proposition 16,
we can assume that L is the union of some components of the least OI-solution (L1, . . . , Ln) of a deterministic system
(E) x1 = K1, . . . , xn = Kn,
of tree languages over Γ . By Proposition 14 (using the fact that its proof is an adaptation of the method described in
Lemma 12), there is a linear system
(E′) x1 = K ′1, . . . , xn+m = K ′n+m,
obtained from (E), such that L is the union of some components of the least OI-solution

L′1, . . . , L′n+m

of (E′). Moreover,
(E′) can be considered to be (linear and) reduced by Proposition 15.
The tree homomorphisms h and h′ are alphabetic and the right-hand sides of the equations of (E′) contain linearized trees
from the right-hand sides of the equations of (E) and trees of the form xj for 1 ≤ j ≤ n. Hence the system

h, h′

(E′) is letter-
like. Moreover, by Lemma 18(b),

h, h′
 
L′1

, . . . ,

h, h′
 
L′n+m

is the least OI-solution of

h, h′

(E′). Hence, S ∈ lt-EQUTOI .
lt-EQUTOI ⊆ B(al-H, al-H): We follow the proof of the corresponding inclusion of Theorem 19. We write OI for [IO] and
observe that the tree homomorphisms h, h′ are alphabetic because the system (E) is letter-like. Then we finish the proof by
writing Lemma 18(b) for Lemma 18(a). Hence S ∈ B(al-H, al-H).
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(b) B(lc-H, lc-H) ⊆ vs-EQUTOI : The proof is the same as that of the corresponding inclusion of Theorem 21. We just note
that since (E) is linear and the homomorphisms h and h′ are now linear and nondeleting, the equation system

h, h′

(E)will
be variable symmetric.
vs-EQUTOI ⊆ B(lc-H, lc-H): Again, we follow the proof of the corresponding inclusion of Theorem 19. By Proposition 23
we may assume without loss of generality that S is the union of some components of the least OI-solution of a system (E) of
equations of linear and variable symmetric tree transformations. Construct the system (E′) of equations of tree languages
and the homomorphisms h and h′ in the same way as in the mentioned proof. Now the tree homomorphisms h and h′
will be linear and nondeleting and, again, (E) = h, h′ (E′). Thus, condition (3) of Lemma 18(b) holds and we obtain that
S = h, h′ (L), where L is the union of some components of the least OI-solution of (E′).
(c) B(REL,H) ⊆ rl-EQUT [IO]: Assume that S = ⟨h, h′⟩(L), where L ⊆ TΓ is a recognizable tree language, h : TΓ → TΣ is a
relabeling, and h′ : TΓ → T∆ is a tree homomorphism. Again, we can assume that L ≠ ∅ because the proof of the other case
is trivial. In the same way as in the proof of (a), we construct a linear and reduced system
(E′) x1 = K ′1, . . . , xn+m = K ′n+m,
of tree languages such that L is the union of some components of the least OI-solution

L′1, . . . , L′n+m

of (E′).
Since h is a relabeling, the system

h, h′

(E′) of tree transformations is rule-like. Moreover, by Lemma 18(a),
h, h′
 
L′1

, . . . ,

h, h′
 
L′n+m

is the least [IO]-solution of

h, h′

(E′). Hence, S ∈ rl-EQUT [IO].
rl-EQUT [IO] ⊆ B(REL,H): The proof is similar to that of the corresponding part of Theorem 19. However, we define the
sets Ki, 1 ≤ i ≤ n, in a slightly different way in order to assure that the tree homomorphism h is a relabeling. More exactly,
for every 1 ≤ i ≤ n, let Vi = Ri ∩ {(xj, xj) | 1 ≤ j ≤ n}, and for every (s, t) ∈ (Ri \ Vi)with s = σ(xi1 , . . . , xim)we specify a
new symbol σs,t with rankm. Then we let
Ki = {σs,t(xi1 , . . . , xim) | (s, t) ∈ (Ri \ Vi), s = σ(xi1 , . . . , xim)} ∪ {xj | (xj, xj) ∈ Vi}.
Now h is a relabeling since the system (E) is rule-like. We already saw in the proof of Theorem 19 that
var(h(σs,t(xi1 , . . . , xim))) ∪ var(h′(σs,t(xi1 , . . . , xim))) = var(σs,t(xi1 , . . . , xim))
for every 1 ≤ i ≤ n and (s, t) ∈ (Ri \ Vi). Moreover, we have
var(h(xj)) ∪ var(h′(xj)) = {xj} ∪ {xj} = var(xj)
for every (xj, xj) ∈ Vi. Thenwe can finish the proof in the sameway as the proof of Theorem19 and obtain that S ∈ B(REL,H).
Finally, we get (d) and (e) as easy corollaries of (c). 
Now we consider the class ln-XTOP of linear and nondeleting extended top-down tree transformations. By [21, Thm. 4],
we have B(lc-H, lc-H) = ln-XTOP as a characterization of ln-XTOP in terms of bimorphisms. Hence by Theorem 24(b) we
immediately obtain the following characterization of ln-XTOP in terms of equational tree transformations.
Theorem 25. vs-EQUTOI = ln-XTOP.
Finally, we turn to bottom-up tree transformations. The following characterization of bottom-up tree transformations in
terms of bimorphisms can be obtained by an appropriate modification of the proof of Theorems 3.5, 4.5, and 4.6 of [13]. We
just observe that the (nondeterministic) relabeling appearing in the proof of Theorem 3.5 is the inverse of a relabeling in our
sense and that REL−1 ⊆ RELAB, where RELAB is the class of relabelings of [13].
Proposition 26. (a) B(REL,H) = BOT
(b) B(REL, l-H) = l-BOT
(c) B(REL, lc-H) = ln-BOT .
Summarizing the above consideration, we obtain the following characterization of (subclasses of) the class of bottom-up
tree transformations in terms of equational tree transformations.
Theorem 27. (a) rl-EQUT [IO] = BOT
(b) l-rl-EQUTOI = l-BOT
(c) l-vs-rl-EQUTOI = ln-BOT .
Proof. It follows from Proposition 26, Theorem 24(c), (d), and (e), respectively. 
Example 28. It is easy to see that the system (E) of equations of tree transformations in Example 9 is rule-like. It is also clear
that the tree homomorphism h of Example 20 is a relabeling. Any of these justifies that S ∈ BOT . In fact, the reader can easily
give a bottom-up tree transducer which computes S.
Note that, by [15, Thm. 2.8], l-BOT = l-TOPR, where l-TOPR denotes the class of tree transformations computed by linear
top-down tree transducerswith regular look-ahead.Moreover, by [13, Thm. 2.9], ln-BOT = ln-TOP . Hence, by Theorem27(b)
and (c), we obtain equational characterizations for the classes l-TOPR and ln-TOP , too.
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7. A Mezei–Wright like theorem
In this section we establish a Mezei–Wright like relationship between u-equational tree transformations and u-
equational relations. For this we will need some auxiliary results.
Lemma 29. Let A = (A,Σ) be an arbitrary algebra, s ∈ TΣ (Xn) for some n ≥ 0 with |s|xi = λi, 1 ≤ i ≤ n. Moreover, let
s1, . . . , sn ∈ TΣ and s(i) =

s(i)1 , . . . , s
(i)
λi

∈ (TΣ )λi for every 1 ≤ i ≤ n. Then
(a) HA (s [s1, . . . , sn]) = s [HA(s1), . . . ,HA(sn)]A.
(b) HA

s

s(1), . . . , s(n)
 = s HA(s(1)), . . . ,HA(s(n))A, where HA s(i) = HA s(i)1  , . . . ,HA s(i)λi  for every 1 ≤ i ≤ n.
Proof. Both statements can be proved by induction on s. Since (a) is rather obvious (and follows frommore general algebraic
considerations), we prove only (b). In case s = xi both sides of (b) yield HA(s(i)1 ). Now let us assume that s = σ(t1, . . . , tk)
for some k ≥ 0, σ ∈ Σk, and t1, . . . , tk ∈ TΣ (Xn). Let λ1,i = |t1|xi , . . . , λk,i = |tk|xi and let s(1,i), . . . , s(k,i) be the unique
decomposition of the vector s(i) into components of dimension λ1,i, . . . , λk,i, respectively, for 1 ≤ i ≤ k. Then we get
HA

σ(t1, . . . , tk)

s(1), . . . , s(n)

(by the definition of OI-evaluation)
= HA

σ

t1

s(1,1), . . . , s(1,n)

, . . . , tk

s(k,1), . . . , s(k,n)

(since HA is a homomorphism)
= σ HA t1 s(1,1), . . . , s(1,n) , . . . ,HA tk s(k,1), . . . , s(k,n)
(by the induction hypothesis)
= σ t1 HA s(1,1), . . . , s(1,n)A , . . . , tk HA s(k,1), . . . , s(k,n)A
(by the definition of OI-evaluation)
= σ(t1, . . . , tk)

HA

s(1)

. . . ,HA

s(n)

A
. 
For any algebrasA = (A,Σ) and B = (B,∆), and any (u, v) ∈ TΣ × T∆ and S ⊆ TΣ × T∆ we define H(A,B)((u, v)) =
(HA(u),HB(v)) and H(A,B)(S) =(u,v)∈S H(A,B)((u, v)). Now we can prove the following
Lemma 30. LetA = (A,Σ) andB = (B,∆) be algebras. For every n ≥ 0, R ⊆ TΣ (Xn)× T∆(Xn), S1, . . . , Sn ⊆ TΣ × T∆, and
u = [IO], OI, we have
H(A,B) (R [S1, . . . , Sn]u) = R

H(A,B)(S1), . . . ,H(A,B)(Sn)

(A,B),u .
Proof. We show the equality just for the [IO]-evaluation; the OI-case is similar. It suffices to show that
H(A,B)

(s, t) [S1, . . . , Sn][IO]
 = (s, t) H(A,B)(S1), . . . ,H(A,B)(Sn)(A,B),[IO]
for every (s, t) ∈ R. Let |s|xi = λi, |t|xi = µi, andmi = max{λi, µi}, 1 ≤ i ≤ n. Then
H(A,B)

(s, t) [S1, . . . , Sn][IO]

= H(A,B)({(s [s1, . . . , sn] , t [t1, . . . , tn]) | (si, ti) ∈ Si ifmi > 0,
and (si, ti) is an arbitrary pair in TΣ × T∆ otherwise, 1 ≤ i ≤ n})
= {(HA (s [s1, . . . , sn]) ,HB (t [t1, . . . , tn])) | (si, ti) ∈ Si ifmi > 0,
and (si, ti) is an arbitrary pair in TΣ × T∆ otherwise, 1 ≤ i ≤ n}
= {(s [HA(s1), . . . ,HA(sn)]A , t [HB(t1), . . . ,HB(tn)]B) | (si, ti) ∈ Si ifmi > 0,
and (si, ti) is an arbitrary pair in TΣ × T∆ otherwise, 1 ≤ i ≤ n}
= (s, t) H(A,B)(S1), . . . ,H(A,B)(Sn)(A,B),[IO] ,
where the third equality follows from Lemma 29(a). To prove the case OIwe use Lemma 29(b). 
Now we are able to state a Mezei–Wright (cf. [25, Thm. 5.5]) like correspondence between u-equational relations and
u-equational tree transformations for u= [IO], OI.
Theorem 31. LetA = (A,Σ) andB = (B,∆) be arbitrary algebras and u = [IO], OI. A relation U ⊆ A× B is u-equational iff
there exists a u-equational tree transformation S ⊆ TΣ × T∆ such that H(A,B)(S) = U.
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Proof. Assume first that U is u-equational. Then there is a system
(E) x1 = R1, . . . , xn = Rn,
of equations of tree transformations over (Σ,∆) such that U is the union of some components of its least u-solution
(U1, . . . ,Un) in (A,B). Let (S1, . . . , Sn) be the least u-solution of (E) in (TΣ , T∆). We show that H(A,B)(Si) = Ui for every
1 ≤ i ≤ n. By Lemma 30 we have
H(A,B)(Si) = H(A,B) (Ri [S1, . . . , Sn]u) = Ri

H(A,B) (S1) , . . . ,H(A,B) (Sn)

(A,B),u ,
i.e.,

H(A,B) (S1) , . . . ,H(A,B) (Sn)

is a u-solution of (E) in (A,B). We show that in fact it is its least u-solution. For this let
(S1, . . . , Sn) = sup
k≥0

S1,k, . . . , Sn,k

,
where Si,0 = ∅, for 1 ≤ i ≤ n, and Si,k+1 = Ri

S1,k, . . . , Sn,k

u, for 1 ≤ i ≤ n and k ≥ 0. We show by induction that, for
every 1 ≤ i ≤ n and k ≥ 0, we have H(A,B)(Si,k) ⊆ Ui. For k = 0 this is true by definition. Then, for every k ≥ 0, we have
H(A,B)(Si,k+1) = H(A,B)

Ri

S1,k, . . . , Sn,k

u

= Ri

H(A,B)

S1,k

, . . . ,H(A,B)

Sn,k

(A,B),u
⊆ Ri [U1, . . . ,Un](A,B),u = Ui,
where the second equality holds by Lemma 30 and the inclusion holds by the induction hypothesis. We conclude
H(A,B)(Si) = Ui for every 1 ≤ i ≤ n and this proves one half of our theorem. The other direction can be proved by using
similar arguments. 
As an application of the above theorem we mention that each equational string translation (cf. Example 8) is a morphic
image of a particular equational tree transformation.
8. Conclusion and future research
We introduced [IO]- and OI-evaluations of tree transformations with variables at subsets of the direct product of two
arbitrary algebras. We considered systems of equations of tree transformations and their least solutions with respect to
both the [IO]- and the OI-evaluation. The existence of least u-solutions (for u = [IO], OI) is ensured by the classical fixpoint
theorem. We defined a relation to be u-equational if it is the union of some components of the least u-solution of a system
of equations of tree transformations in a pair of algebras. In particular, u-equational tree transformations are u-equational
relations which appear as least u-solutions of such systems in pairs of the corresponding term algebras. We showed that the
class EQUT [IO] (resp. EQUTOI ) of [IO]-equational (resp. OI-equational) tree transformations is the same as the class B(H,H)
(resp. B(l-H, l-H)) of tree transformations defined by bimorphisms (resp. linear bimorphisms). As a generalization of a result
of [8] concerning tree languages, we proved that EQUT [IO] is the closure of EQUTOI under tree homomorphisms. We gave
equational characterizations for well-known (and fundamental) classes of tree transformations, namely the alphabetic tree
transformations [6], the linear and nondeleting extended tree transformations [2,20–22], as well as the class of bottom-up
tree transformations [13], and its linear and linear andnondeleting subclasses. For this,we used thewell-knownbimorphism
characterization for each one of these classes. We established a Mezei–Wright like relationship between u-equational tree
transformations and u-equational relations for u = [IO], OI. There are even further classes of tree transformations which are
defined by bimorphisms or have a bimorphism characterization. Such classes are the class of tree transformations computed
by ground term rewrite systems (by the results of [16]), the class of quasi-alphabetic tree transformations [27,28] (cf. also
[23,24]) and the class of linear and complete embedded tree transformations [26]. These classes have practical applications,
so it would be interesting to give an equational characterization for them in a future research. For this, a study of systems
of equations of tree transformations will be necessary in a more general setting.
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