Summary
The method of selective coloring of neurons discovered in 1875 enabled the structure of neural tissue to be shown as a complex network of specific cells-neurons. Neurons occur in a wide variety of shapes and sizes, have a large number of inputs (synapses) at their receptive zones (dendrites), and a single output line (axon) branched into multiple synaptic endings. The microelectrode was the starting point of ideas that led to the binary threshold model of a neuron's electrical activity. In 1949 a physiological rule was proposed for synaptic plasticity as a basic adaptive principle of neural assemblies. However, despite the extensive and detailed knowledge accumulated in the last century, the learning principles of biological neural assemblies still continue to be a strong motivation for the further search for suitable neural network models. About 1960 the perceptron was proposed-the most popular artificial neural network-and the convergence of a heuristic learning rule was proven. Optimism initiated by the perceptron convergence theorem was damped by material published in 1969 demonstrating the fundamental limits of the perceptron networks. A new interest in neural networks came with new approaches and learning algorithms. One of the most influential methods, self-organizing maps, has been proposed to demonstrate the principles of topologically ordered maps in the brain. The widely used back-propagation algorithm was designed to solve the difficult optimization problem in multilayer networks. The present approaches are frequently used as tools to solve practical problems without biological analogies. The axon's purpose is the transmission of generated neural activity to other neurons via synapses. The synapses are located either directly at the soma or at the dendrites of the subsequent neurons. It means that the dendrites serve as receptors of incoming signals.
At the synapse the two neurons are separated by a tiny gap, only about 0.2 μm wide. In relation to the synapse, the structures are called presynaptic and postsynaptic, such as presynaptic neuron, postsynaptic membrane, and so on.
Nervous signals are of an electrical nature. In the state of inactivity, the interior of the neuron-the protoplasm-is negatively charged against the surrounding neural liquid. This resting potential of about -70 mV is caused by a selective permeability of the cell membrane that is impenetrable for Na + ions. The resulting deficiency of positive ions in the protoplasm is responsible for its negative charge.
Signals arriving from synaptic connections may result in a transient weakening, or depolarization, of resting potential. When the polarization is reduced to a critical level of approximately -60 mV, the membrane suddenly loses its impermeability against Na + ions, which then enter into the protoplasm and neutralize the negative internal potential of the neuron. The quick discharge, called the spike or action potential, is followed by a gradual recovery of the membrane properties and by the corresponding regeneration of negative resting potential. During this recovery period of several milliseconds, the neuron remains incapable of further excitation.
The discharge, which initially occurs in the cell body, then propagates along the axon to the synapses without decay, because the depolarization of each new segment of the axon is always complete. This all-or-nothing rule, resembling the properties of binary electronic circuits, was a strong motivation for the first simple model of a neuron as a binary threshold unit-proposed in 1943. However, the intensity of a nervous signal can be coded by the output frequency of spikes in the range from 1 Hz to about 100 Hz because the interval between two electrical spikes can take any value longer than the regeneration period.
When the spike signal arrives at the synapse, special substances called neurotransmitters , Cl -). The arising flows of ions change the local postsynaptic potential. In case of depolarization, the synapse is termed excitatory; in case of increased polarization, the synapse is called inhibitory, because it counteracts excitation of the neuron. According to Dale's Law, all synaptic endings of an axon are either of an excitatory or an inhibitory nature. There are also significant structural differences between those two types of synapses.
Just as each axon sends synapses to the dendrites and bodies of a number of downstream (efferent) neurons, so is each neuron connected to many upstream (afferent) neurons that transmit their signals to it. The soma of a neuron acts as a kind of summing device that adds the local depolarizing (or polarizing) effects of different synapses. The depolarizing effect of a synapse decays with a characteristic time of 5 ms to 10 ms and, therefore, the excitatory effects of successive spikes may accumulate at the same synapse. A high rate of spike repetition can therefore express high signal intensity. When the total magnitude of depolarization exceeds the threshold of about 10 mV, for example when the potential in the cell body achieves the critical level of -60 mV, the neuron fires, and generates an electrical spike.
In principle, a single synapse can cause a neuron to fire, though the depolarizing contribution of the synapses generally diminishes with the increasing distance of their location from the cell body. On the other hand a synapse placed at a thin dendritic branch is more likely to trigger a spreading depolarization wave with a resulting spike. The influence of a given synapse may depend on many different aspects in a complex way, but the following three factors seem to play a dominant role: the inherent strength of the depolarizing effect of the synapse, its location with respect to the cell body, and the repetition rate of the arriving spikes.
There is a great deal of evidence that the inherent strength of a synapse is not fixed but that it is changing in time dependence on the activity of both the presynaptic and postsynaptic neurons. According to one hypothesis, originally postulated by Donald Hebb, it is assumed that:
When an axon of cell A is near enough to excite cell B, and repeatedly or persistently takes part in firing it, some growth process or metabolic changes take place in one or both cells such that A's efficiency as one of the cells firing B is increased (see Adaptive Systems). In other words, an active synapse that repeatedly triggers the activation of its postsynaptic neuron will grow in strength while others will gradually weaken. The mechanisms of synaptic plasticity corresponding more or less exactly to the above rule appear to play a dominant role in the complex process of learning.
It should be emphasized that real neurons and neural systems involve many complications that have been ignored in the above selective and purpose-oriented description. To illustrate our simplifications let us remark that
• the structural organization of the human brain is complex, only partly recognized, and still less understood
• at different locations in the brain there are usually different types of neurons with specific properties (e.g., receptor neuron, motor neuron, interneuron) • there are qualitatively different types of synapses (e.g., axo-somatic, axo-dendritic, axo-axonal, dendro-dendritic) with unknown properties and unclear meanings • the speed of propagation of the discharge signal along the axon is increased by electrically insulating myelin sheath-segments • more than 20 chemically different neurotransmitters have been identified • the excitatory and inhibitory effects of synapses are added to neurons in a complex way, nonlinearly in space and time, many details of which are unclear • the mechanism of release of the neurotransmitter in the process of synaptical transmission is widely accepted, but discussion about some important details is not complete • there are many internal structural elements of neurons of which the roles are not fully recognized • there are mechanisms of a short-term synaptical plasticity (so-called potentiation) with unknown properties and unclear backgrounds and meanings.
In spite of the fact that the neuron is an inaccurate and rather unreliable functional unit, the global performance of the nervous system is surprisingly perfect. The brain is robust and fault tolerant. Many neurons die daily without significant consequence for the brain's performance. It is flexible. It can easily adjust to a new environment by learning. It can deal with information that is fuzzy, probabilistic, noisy, or inconsistent. It is able to perform creatively in a way not previously trained for. It is highly parallel, small, compact, and dissipates little power. The brain outperforms standard computers except in tasks based on simple arithmetic. A good example is the processing of visual information: a one-year-old baby is much better and faster at recognizing objects or faces than even the most advanced AI system running on the fastest supercomputer (see
Biological and Computational Intelligence).
A fundamental question arises about the basic functional principles of the brain, which are robust and reliable enough to guarantee its outstanding properties (see Adaptive Systems, Biological and Computational Intelligence, Cybernetics, and Artificial Intelligence) . Since the 1950s it became increasingly obvious that the functioning of the brain could not be explained without understanding the functional principles of the interconnected neural assemblies-the neural networks. Despite great effort and the many interesting results achieved in the last decades, this problem remains a strong motivation for the further research of different neural network models and learning algorithms. 
