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Abstract. In this paper we propose a novel technique for constructing timed au-
tomata from properties expressed in the logic MTL, under bounded-variability as-
sumptions. We handle full MTL and include all future operators. Our construction
is based on separation of the continuous time monitoring of the input sequence
and discrete predictions regarding the future. The separation of the continuous
from the discrete allows us to determinize our automata in an exponential con-
struction that does not increase the number of clocks. This leads to a doubly
exponential construction from MTL to deterministic timed automata, compared
with triply exponential using existing approaches.
We offer an alternative to the existing approach to linear real-time model check-
ing, which has never been implemented. It further offers a unified framework for
model checking, runtime monitoring, and synthesis, in an approach that can reuse
tools, implementations, and insights from the discrete setting.
1 Introduction
The ability to write high-level, intuitive specifications in temporal logic is what, in many
cases, underlies the success of applications in model checking, runtime monitoring,
and controller synthesis. In this paper we concentrate on applications where linear-time
temporal logic (LTL) [20] is used to describe ongoing behaviors. In the case of model-
checking the specification ϕ is effectively translated to a nondeterministic automaton
Aϕ that is composed with the system and analyzed in the search of bad behaviors. In
runtime monitoring, it is not enough to translate ϕ to a nondeterministic automaton.
Indeed, an individual behavior of the system may induce multiple runs, which have
to be followed simultaneously. Resolving nondeterminism on-the-fly induces an extra
computational cost at every step of the monitoring. Thus, it is best to use a determinis-
tic automaton. As monitoring is usually concerned only with finite input sequences, a
simple determinization, based on the subset construction, suffices. Finally, in controller
synthesis, we would like to automatically generate an implementation of a system S
that satisfies a specification ϕ [24]. Synthesis requires to convert ϕ to a deterministic
automaton, however, full determinization of ω-automata is required [26, 23].
Here, we are interested in these three applications in the context of real-time. The
main model for reasoning quantitatively about time is timed automata [3]. Timed au-
tomata are suitable for modeling certain time-dependent phenomena, and their reacha-
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bility (or empty language) problem is decidable, facts that have been exploited in veri-
fication tools, e.g., Kronos [29] and Uppaal [15].
As in the untimed case, we would like to combine the model of timed automata
with a powerful logic and apply algorithms for model checking, runtime monitoring,
and controller synthesis. Many variants of real-time logics [14, 5, 12, 11] have been
proposed. However, unlike in the untimed case, the correspondence between simply-
defined logics and variants of timed automata is not simple. One of the most popular
dense-time extensions of LTL is the logic MITL introduced in [4] as a restriction of
the logic MTL [14]. The principal modality of MITL is the timed until U I , where I is
some non-singular interval. A formula pU (a,b)q is satisfied by a model at any time in-
stant t that admits q at some t0 ∈ (t + a, t + b), and where p holds continuously from
t to t0. Decidability of MITL was established in [4] by converting an MITL formula
to a nondeterministic timed automaton and analyzing the structure of that automaton.
Further investigations of MITL and MTL suggested alternative translations of MITL to
nondeterministic timed automata [17, 18] and used alternating timed automata to show
decidability of MTL in certain circumstances [22].
The mentioned translations of MITL to nondeterministic timed automata provide
the necessary theory for MITL model checking. However, to the best of our knowledge,
(due to their complexity) there are no tools implementing linear-time model checking
of timed systems. In addition, these constructions do not offer a viable solution for run-
time monitoring or controller synthesis, as they do not produce deterministic automata.
In general, for MITL it is impossible to construct deterministic automata [16]. Con-
sider, for example, the formula ϕ = 0(0,a)(p →1(a,b) q), which says that for every
t ∈ (0, a), if p is true at time t then there is a time point t′ ∈ (t + a, t + b) in which
q holds. A deterministic automaton for ϕ would require infinite memory to remember
all possible occurrences of p within (0, a). Even if we find a fragment of MITL that
can be translated to deterministic timed automata, the known constructions [4, 17] can-
not be used, as arbitrary timed automata cannot be determinized [3]. Determinization
constructions rely on the ability to create a finite representation of a set of runs. When
clocks are involved, it is impossible to finitely represent all the values of the clocks
in a deterministic timed automaton. Even worse, the realizability problem for MITL is
undecidable [10]; and for MTL, realizability is undecidable even for finite words, but
becomes decidable if one restricts the number of clocks used by the controller [8].
Synthesis from specifications given as deterministic timed automata is possible [21].
In order to produce deterministic automata one has to resolve two sources of nondeter-
minism in timed automata arising from MITL:
1. Unbounded variability: there can be an unbounded number of events in a fixed inter-
val of time, which the automaton needs to remember. It follows that one cannot fix a
bound on the number of clocks that the timed automaton needs to use for memorizing
relevant events. Most examples showing that timed automata cannot be determinized
or complemented use unbounded variability.
2. Acausality: the satisfaction of a formula at time t may depend on values of inputs
at time t′ > t. In order to determine whether the input sequence satisfies the for-
mula at time t, the automaton “predicts” the future values of inputs, and aborts later
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(at t′) computations corresponding to wrong predictions. Acausality is a source of
nondeterminism for both untimed and real-time temporal logics.
Wilke showed that removing the first source of nondeterminism (i.e., bounding the
variability of input signals) enables complementation and determinization of timed au-
tomata [28]. His proof uses monadic-second order logic and offers no practical solu-
tion. Several classes of timed automata that can be determinized are identified in [7].
These automata include strongly non-Zeno timed automata, which reject words that
vary more than a certain bound. The construction in [7] is impractical for MITL speci-
fications as it is doubly exponential and uses an exponential number of clocks; leading
to a triple exponential construction with a doubly exponential number of clocks. Also,
determinization is considered only for finite words.
In [18] a construction from MTL under bounded variability to deterministic timed
automata is suggested. This solution, however, only partially solves acausality: only
invariants “always ϕ” are handled, where ϕ is an MTL formula with past temporal oper-
ators and bounded future operators. Bounded future operators in the scope of an always
are syntactically changed to past operators. As the past is naturally deterministic [16],
the standard construction of [17] produces a deterministic automaton. Compared with
[7], the construction is single exponential instead of triple exponential.
It follows that bounded variability is a practical solution for constructing determinis-
tic timed automata from real-time specifications. For many applications, bounded vari-
ability is a very reasonable assumption [6]. High variability arises from the frequency
at which systems operate; and almost all systems have a bound on the frequencies in
which they operate. In general, high frequencies are hard to produce making systems
more complicated. In practice, bounded variability covers the most interesting cases.
Using the assumption of bounded-variability, we show how to fully handle acausal-
ity of MTL semantics. For that, we devise a completely new construction for converting
MTL formulas to nondeterministic automata, which relies on bounded variability. Our
construction separates the timed automata into two parts: (i) a standard timed automaton
that monitors changes in the inputs and memorizes events with clocks; and (ii) a depen-
dent timed automaton, that makes passive use of clocks controlled by the first part. The
first part is deterministic by construction. The second part, namely the dependend timed
automaton, generates discrete predictions regarding future events.
We then show that dependent timed automata with the following properties can be
determinized: (i) transitions cannot be enabled throughout the stay in a state (no dense
nondeterminism); and (ii) when a transition is enabled the automaton can stay for a
little while in the target state. Both conditions hold for the automata we construct. The
determinization itself is a slight variant of determinization for untimed finite automata
on infinite words [26, 23]. The determinization is exponential and does not change the
number of clocks. The overall result is doubly exponential construction from MTL to
deterministic timed automata.3
Our new construction has many additional advantages even when producing non-
deterministic automata. In our construction the number of clocks depends on the num-
ber of propositions, the depth of the longest chain of nested timed operators, and the
3 In contrast, an exponential determinization for general timed automata under bounded vari-
ability is impossible. The doubly exponential determinization in [7] is optimal.
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bounded variability of the input. Updates to clocks are extremely simple and depend
directly on the input. In previous constructions clocks are allocated according to vari-
ability and depth of each operator separately. In our construction the number of states
associated with every unbounded-until is constant, while in previous constructions ev-
ery temporal operator requires states that are proportional to the number of active inter-
vals that the temporal operator may have. For the fragment of bounded future operators
considered in [18] our automata are deterministic by construction and do not require the
extra determinization step. Finally, previous translations read “singular” (zero-duration)
and “open” intervals, while in our construction automata use only left-closed right-open
intervals, which matches existing tools, such as Kronos [29] and Uppaal [15].
2 Signals and MTL
Let AP be a set of atomic propositions. A signal over AP is a function w : T→ 2AP ,
where T is either the non-negative reals R≥0 (infinite-length) or an interval [0, r) (finite
length). We denote bywp the projection ofw to the proposition p. Concatenation of two
finite signals w1 and w2 defined over [0, r1) and [0, r2), respectively, is the finite signal
w = w1 ·w2, defined over [0, r1+ r2) as w[t] = w1[t] for t < r1 and w[t] = w2[t− r1]
for t ≥ r1. Consider signal w over AP and signal w′ over AP ′ of the same length such
that AP ∩ AP ′ = ∅. Their product w × w′ is the signal such that for p ∈ AP we have
(w × w′)p = wp and for p ∈ AP ′ we have (w × w′)p = w′p. Product is defined for
sets of words in the natural way. We say that w is of bounded-variability l if for every
proposition p, every t ∈ T, and every t0 < t1 < · · · < tl ∈ [t, t+1) there is i such that
wp[ti] = wp[ti+1]. That is, proposition p changes its value at most l − 1 times in every
interval of length 1. In this paper we consider only signals of bounded variability.
The syntax of the future fragment of MTL interpreted over dense-time signals is
defined by the grammar ϕ := p | ¬ϕ | ϕ1 ∨ ϕ2 | ϕ1 U I ϕ2, where p belongs to a set
AP = {p1, . . . , pn} of propositions and I is an interval of one of the following forms:
[b, b], (a, b), or (a,∞) where 0 ≤ a < b are integers. An until U I is unbounded if I is
(a,∞), otherwise it is bounded.
The semantics of an MTL formula ϕ with respect to a signal w is defined recursively
via the satisfiability relation (w, t) |= ϕ, indicating that signal w satisfies ϕ at time t:
(w, t) |= p ↔ wp[t] = 1
(w, t) |= ¬ϕ ↔ (w, t) 6|= ϕ
(w, t) |= ϕ1 ∨ ϕ2 ↔ (w, t) |= ϕ1 or (w, t) |= ϕ2
(w, t) |= ϕ1 U Iϕ2 ↔ ∃ t′ ∈ t+ I st (w, t′) |= ϕ2 ∧ ∀ t′′ ∈ (t, t′) (w, t′′) |= ϕ1
A formula ϕ is satisfied by w if (w, 0) |= ϕ and L(ϕ) = {w | (w, 0) |= ϕ}. Other
Boolean and temporal operators are derived as usual. In particular,1I ϕ = T U I ϕ
and 0I ϕ = ¬1I ¬ϕ are the eventually and always operators. Similarly, intervals
such as [a, b], [a, b), [a,∞) can be expressed. When I = (0,∞), we simply omit it.
We suggest a new construction from MTL under bounded variability to timed au-
tomata. The construction is based on computing a bound f such that the automaton at
time tmemorizes the input signal at the interval [t−f, t). The truth value of the formula
is computed with a delay: when the automaton is reading time t it computes the value
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fut(p) = 0, where p is a proposition.
fut(ϕ1 ∨ ϕ2) = max(fut(ϕ1), fut(ϕ2))
fut(¬ϕ1) = fut(ϕ1)
fut(ϕ1 U Iϕ2) = a+ 2 +max(fut(ϕ1), fut(ϕ2)),where I = (a,∞).
fut(ϕ1 U Iϕ2) = b+max(fut(ϕ1), fut(ϕ2)),where I = (a, b) or I = [b, b].
Fig. 1. The function fut()
of the formula for time t− f . The function fut, which determines the interval’s size, is
defined in Figure 1.
We compute the truth value of a formula ϕ at time t by looking on the inter-
val [t, t+ fut(ϕ)). The only non-trivial part of this definition is the unbounded until
ϕ = ϕ1 U (a,∞)ϕ2, which, apart from a, requires two additional lookaheads (a+ 2). In
this paragraph, we give an informal overview of the ingredients needed for our construc-
tion of determinizable timed automata from an unbounded until formula. The formal
definition of the construction is presented in Section 4 and illustrated by Figure 4. We
want an automaton to know for sure that ϕ is true without remembering how long ϕ1
held. For that, the interval (t, t+ a] is never sufficient: if ϕ1 holds throughout (t, t+ a],
we must guess that ϕ1 continues until ϕ2 holds later and if ϕ1 holds until ϕ2 holds
within [t, t+ a), then we need to know whether ϕ1 held also before t. Thus, we mem-
orize ϕ1 and ϕ2 in (t, t+ a+ 1], which is sometimes sufficient to know for sure that
ϕ is true. For example, ϕ holds for sure if ϕ1 holds throughout (t, t+ a+ 0.5] and ϕ2
holds at t+ a+ 0.5. We use the information recorded in (t, t+ a+ 1], combined with
a purely discrete guess about the satisfaction of the untimed formula ϕ1U≥0ϕ2 at time
t + a + 1, to construct an automaton that determines the truth value of ϕ at t. It dis-
tinguishes between three situations: (1) ϕ2 is true at some t′ ∈ (t + a, t + a + 1] and
ϕ1 holds throughout (t, t′), hence ϕ clearly holds at t; (2) ϕ1 does not hold at some
t′ ∈ (t, t + a + 1] and ϕ2 is false during (t + a, t′), hence ϕ is false at t; (3) ϕ1 is
true during (t, t + a + 1] and ϕ2 is false throughout (t + a, t + a + 1], and we need
to predict the truth value of ϕ1U≥0ϕ2 at t+ a+ 1. The automaton is nondeterministic:
it makes wrong guesses and aborts runs. We use the additional lookahead to eliminate
one type of wrong guess. Consider, for example, some t > 0 and the case that ϕ1 holds
continuously throughout [0,∞) and ϕ2 holds in (0, t+a) and (t+a+1,∞). For every
t′ < t we have ϕ holds at time t′ and our automaton sees that ϕ is true. At exactly time
t, the automaton is blind: ϕ2 does not hold throughout (t+ a, t+ a+ 1]. It has to guess
whether ϕ continues to hold. If it guesses that ϕ is false, then at every t′′ > t it realizes
its mistake and aborts as, indeed, ϕ2 holds at t′′+a+1. Hence, the “length of error” was
0: exactly at time t. We eliminate 0-duration errors using the second lookahead t+a+2,
which provides enough ‘prediction’ power to avoid such errors. It follows that the 0-
duration error elimination results in an automaton that remains non-deterministic, but
this step is important for its determinization described in Section 5.
The function fut is used also to decide where the truth value of a formula expires.
For example, if at time t we know the value of q and r in [t − 8, t), our knowledge for
the formula qU (2,∞)r expires at time t− 2− 2. As qU (2,∞)r is unbounded, this truth
value may depend further on a guess.
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3 Timed Automata
We use a variant of timed automata that differs slightly from the classical definitions
[3, 13, 1]. Our automata read multi-dimensional dense-time Boolean signals and output
Boolean signals. Input and output are associated with states and transitions. We also
extend the domain of clock values to include the special symbol ⊥ indicating that the
clock is currently inactive and extend the order relation on R≥0 accordingly by letting
⊥ < v for every v ∈ R≥0. We freely use multiplication by −1 and comparison with
negative values. It follows that −⊥ > −v for every v ∈ R≥0. For a set A ⊆ Rn≥0 we
use cl(A) to denote its (topological) closure.
The set of valuations of a set C = {x1, . . . , xn} of clock variables, each denoted as
v = (v1, . . . , vn), defines the clock space H = (R≥0 ∪ {⊥})n. A configuration of a
timed automaton is a pair of the form (q, v) with q being a discrete state. For a clock
valuation v = (v1, . . . , vn), v + t is the valuation (v′1, . . . , v
′
n) such that v
′
i = vi if
vi = ⊥ and v′i = vi + t otherwise. An atomic clock constraint is a condition of the
form x ./ y + d or x ./ d, where x and y are clocks, ./ ∈ {<,≤,≥, >}, and d is
an integer. Let A(C) denote the set of atomic constraints over the set C of clocks. For
a set X , let B+(X) denote the set of positive Boolean formulas over X (i.e., Boolean
formulas built from elements in X using ∧ and ∨). Let C(C) = B+(A(C)) denote the
set of constraints over the set of clocks C. We view a constraint c ∈ C(C) as a subset
c ⊆ H. We also introduce free real variables to constraints and quantify over them. That
is, we use constraints in the first-order theory of the reals, where clocks in C are free
variables. In the full version we show that application of quantifier elimination results
in clock constraints in C(C). We used the tool in [19] to eliminate quantifiers in some
of the examples below.
Definition 1. A timed automaton (TA) is A = 〈Σ,Q, C, λ, I,∆, q0,F〉, where Σ is
the input alphabet, Q is a finite set of discrete states, and C is a set of clock variables.
We assume that Σ is 2AP for some set of propositions AP . We freely use Boolean
combinations of propositions to denote sets of letters. The labeling function λ : Q→ Σ
associates an input letter with every state. The staying condition (invariant) I assigns
to every state q a constraint I(q) ∈ C(C). The transition relation∆ consists of elements
of the form (q, g, ρ, q′) where q and q′ are discrete states, the transition guard g is a
subset ofH defined by a clock constraint, and ρ is the update function, a transformation
of H defined by an assignment of the form x := 0, x := ⊥, or x := y or a set of such
assignments. Finally, q0 is the initial state. Transitions leaving q0 have the guard True
and use only updates of the form x := 0. We consider generalized Bu¨chi automata,
where F ⊆ 2Q, and parity automata, where F = 〈F0, . . . , Fk〉 partitions Q. Unless
mentioned explicitly, automata are of the first type.
The behavior of a TA as it reads a signal w consists of a strict alternation between
time progress periods, where the TA stays in a state q as long as w[t] = λ(q) and I(q)
holds, and discrete instantaneous transitions guarded by clock conditions. Formally, a
step of the TA is one of the following:
– A time step (q, v) σ
t
−→ (q, v+ t) t ∈ R>0 where σ = λ(q) and (v, v+ t) ⊆ cl(I(q)).
– A discrete step: (q, v) δ−→ (q′, v′), for some transition δ = (q, g, ρ, q′) ∈ ∆, such
that v ∈ g and v′ = ρ(v).
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Let v⊥ = (⊥, . . . ,⊥) be the assignment of⊥ to all clocks. A run of the TA starting from
a configuration (q0, v⊥) is a finite or infinite sequence of strictly alternating time and
discrete steps of the form ζ : (q0, v0)
δ0−→ (q1, v1) σ
t1
1−→ (q1, v1 + t1) δ1−→ (q2, v2) σ
t2
2−→
(q2, v2 + t2)
δ2−→ · · · , such that∑i ti diverges. We denote by ζ[t] the valuation of the
clocks in ζ at time t. That is, at t =
∑i
j=1 tj we have ζ[t] = vi+1 and for t
′ < ti+1 we
have ζ[t+ t′] = ζ[t]+ t′. Given a run ζ, the set inf(ζ) is the set of states q such that the
set of time instants in which q is visited is unbounded. A run is accepting according to
the generalized Bu¨chi conditionF if for every F ∈ F we have F ∩inf(ζ) 6= ∅. A run is
accepting according to the parity condition F if the minimal i such that Fi∩inf(ζ) 6= ∅
is even. The input signal carried by the run is σt11 · σt22 · · · , where we abuse notation
and denote by σtii the concatenation of the punctual signal σi and the open signal σ
ti
i .
That is σi : [0, ti) → Σ such that forall t ∈ [0, ti) we have w(t) = σi. An input signal
is accepted if it is carried by an accepting run. The language of A, denoted L(A), is the
set of accepted input signals.
LetAi=〈Σi,Qi, Ci, λi, Ii,∆i, qi0,Fi〉, for i ∈ {1, 2}, be two TA such that C1∩C2 =
∅. The composition A1 ‖ A2 = 〈Σ1 ×Σ2, Q1 ×Q2, C1 ∪ C2, λ, I,∆, (q10 , q20),F〉,
where λ(q1, q2) = (λ1(q1), λ2(q2)), I(q1, q2) = I1(q1)∧I2(q2), andF = {S×T | S ∈
F1 and T = Q2, or S = Q1 and T ∈ F2}. The transition relation ∆ includes:
– Simultaneous transitions ((q1, q2), g, ρ, (q′1, q′2)), where (qi, gi, ρi, q′i) ∈ ∆i for i ∈
{1, 2}, g = g1 ∧ g2 and ρ = ρ1 ∪ ρ2,
– Left-side transitions ((q1, q2), g, ρ, (q′1, q2)), where (q1, g1, ρ, q′1) ∈ ∆1 and g =
g1 ∧ I2(q2), and
– Right-side transitions ((q1, q2), g, ρ, (q1, q′2)), where (q2, g2, ρ, q′2) ∈ ∆2 and g =
I1(q1) ∧ g2.
These three types of transitions reflect the asynchronicity of the composed TA, allowing
one to take a discrete step while the other is in the middle of a time step. Note that the
alphabets of A1 and A2 are disjoint.
Lemma 1. L(A1 ‖ A2) = L(A1)× L(A2)
A TA is deterministic if from every reachable configuration every event and every
‘non-event’ leads to exactly one configuration:
Definition 2. A deterministic timed automaton is an automaton whose guards and stay-
ing conditions satisfy:
1. For every two distinct transitions (q, g1, ρ1, q1) and (q, g2, ρ2, q2) we have either
λ(q1) 6= λ(q2) or g1 ∧ g2 is unsatisfiable.
2. For every transition (q, g, ρ, q′), either λ(q) 6= λ(q′) or the intersection of g and
I(q) is either empty or isolated, i.e., there does not exist an open interval (t, t′) such
that (t, t′) ⊆ I(q) and (t, t′) ∩ g 6= ∅.
Dependent timed automata (DTA) are transducers of runs of TA. Accordingly, DTA
have output and composition of DTA allows one automaton to read the output of the
other. DTA passively read clocks of other TA and have no clocks of their own. Thus,
they depend on other TA to supply them the clocks.
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Definition 3. A dependent timed automaton (DTA) isB = 〈Σ,Γ,Q, C, γ, I,∆, q0,F〉,
where Σ, Q, C, q0, and F are as in timed automata. DTA have, in addition, an output
alphabet Γ , and an output function γ : Q→ Γ . The labeling function is replaced by a
more general staying condition I that assigns to every state a Boolean combination of
atomic constraints and input letters I : Q → B+(A(C) ∪ Σ). The transition relation
∆ consists of elements of the form (q, g, o, q′), where g ∈ B+(A(C) ∪Σ) is a Boolean
combination of atomic constraints and input letters, o ∈ Γ is an output, and the clock
update is removed. We assume that Γ = 2AP for a set AP of propositions and freely
use propositions to define staying conditions and transition guards.
Let ζ be the run of TA A on input signal w. A run of the DTA reading ζ and w is a
finite or infinite sequence of states and transitions, where the states are annotated by
the time the DTA stayed in them. Formally, ζ ′ : q0
δ0−→ qt11 δ1−→ qt22 · · · , such that for
every i ≥ 0, there are gi and oi such that δi = (qi, gi, oi, qi+1) and gi is satisfied by
the values ζ[~ti] and w[~ti], where ~ti =
∑i
j=1 tj . Furthermore, for every t ∈ (~ti,~ti+1)
we have I(qi) is satisfied by ζ[t] and w[t]. Acceptance is defined as for runs of TA. An
accepting run ζ ′ carries the signal w′ over Σ × Γ such that w′Σ = w, w′[~ti]Γ = oi, and
for all t ∈ (~ti,~ti+1) we have w′[t]Γ = γ(qi). Given a TA run ζ carrying signal w, we
denote by B(w, ζ) the set of signals carried by accepting runs of B.
Consider two DTA Bi = 〈Σi, Γi, Qi, C, γi, Ii, ∆i, qi0, Fi〉 for i ∈ {1, 2}, where
Σ2 = Σ1 × Γ1. The composition B1 ⊗ B2, where B2 reads the output of B1, is the
following DTA. Let B1 ⊗ B2 = 〈Σ1, Γ1 × Γ2, Q1 × Q2, C, γ, I , ∆, (q10 , q20), F 〉,
where γ(q1, q2) = (γ1(q1), γ2(q2)) and F = {S × T | S ∈ F1 and T = Q2, or S =
Q1 and T ∈ F2}. The staying condition is I(q1, q2) = I1(q1) ∧ simp(γ1(q1), I2(q2))
where simp(γ1(q1), ϕ) is the constraint obtained from ϕ by replacing γ1(q1) by true
and all other letters in Γ1 by false. The transition relation ∆ includes:
– simultaneous transitions ((q1, q2), g, (o1, o2), (q′1, q′2)), where (qi, gi, oi, q′i) ∈ ∆i for
i ∈ {1, 2} and g = g1 ∧ simp(o1, g2),
– left-side transitions ((q1, q2), g, (o1, γ2(q2)), (q′1, q2)), where (q1, g1, o1, q′1) ∈ ∆1
and g = g1 ∧ simp(o1, γ2(q2)), and
– right-side transitions ((q1, q2), g, (γ1(q1), o2), (q1, q′2)), where (q2, g2, o2, q′2) ∈ ∆2
and g = I1(q1) ∧ simp(γ1(q1), g2).
Lemma 2. For every run ζ and signal w, B1 ⊗B2(w, ζ) = B2(B1(w, ζ), ζ).
Consider a TA A1 = 〈Σ1, Q1, C, λ1, I1, ∆1, q10 , F1〉 and a DTA B2 = 〈Σ1, Γ2, Q2,
C, γ2, I2, ∆2, q20 , F2〉. Their composition A1⊗B2 is the TA 〈Σ1, Q1×Q2, C, λ, I , ∆,
(q10 , q
2
0),F〉, where λ(q1, q2) = λ1(q1), andF = {S×T | S ∈ F1 and T = Q2, or S =
Q1 and T ∈ F2}. The staying condition is I(q1, q2) = I1(q1) ∧ simp(λ1(q1), I2(q2)).
The transition relation ∆ includes:
– simultaneous transitions ((q1, q2), g, ρ1, (q′1, q′2)), where (q1, g1, ρ1, q′1) ∈ ∆1, (q2,
g2, o2, q′2) ∈ ∆2, g = g1 ∧ app(ρ1, simp(λ1(q′1), g2)), and app(ρ1, g2) applies the
effect of ρ1 on g2, e.g., if ρ1 includes x := y we replace x in g2 by y,
– left-sided transitions ((q1, q2), g, ρ1, (q′1, q2)), where (q1, g1, ρ1, q′1) ∈ ∆1 and g =
g1 ∧ app(ρ1, simp(λ1(q′1), γ2(q2))) , and
– right-sided transitions ((q1, q2), g, ∅, (q1, q′2)), where (q2, g2, o2, q′2) ∈ ∆2 and g =
I1(q1) ∧ simp(λ1(q1), g2).
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∆ = {(qin, True, ∅, q0), (qin, True, x1 := 0, q1)} ∪
{(q2i, y1 < f, xi+1 := 0, q2i+1), (q2i+1, y1 < f, yi+1 := 0, q2i+2)} ∪
{(q2i+2, y1 = f, {x1 := x2, y1 := y2, . . . , xi := xi+1, yi := yi+1,
xi+1 := ⊥, yi+1 := ⊥}, q2i)} ∪
{(q2i+2, y1 = f, {x1 := x2, y1 := y2, . . . , xi := xi+1, yi := yi+1,
xi+1 := 0, yi+1 := ⊥}, q2i+1)} ∪
(q2i+3, y1 = f, {x1 := x2, y1 := y2, . . . , xi := xi+1, yi := yi+1,
xi+1 := ⊥, yi+1 := ⊥}, q2i+1)} ∪
{(q2i+3, y1 = f, {x1 := x2, y1 := y2, . . . , xi+1 := xi+2, yi+1 := 0,
xi+2 := ⊥}, q2i+2)}
Fig. 2. The transition of proposition monitor.
Lemma 3. L(A1 ⊗B2) = {w | ∃ζ1 accepting run of A1 carrying w and B2(w, ζ1) 6=
∅}.
As TA have no output, the composition of a TA with a DTA removes the output.
Thus, as in the composition B1⊗B2 DTA B2 may read the output of B1, the composi-
tion A⊗ B1 ⊗ B2 should be read as A⊗ (B1 ⊗ B2). If A1 is generalized Bu¨chi with
F1 = {Q1} and B1 is parity with F2 = 〈F0, . . . , Fk〉 their composition A1 ⊗ B2 is a
parity automaton with F = 〈F ′0, . . . , F ′k〉, where F ′i = Q1×Fi. We do not define other
compositions of parity conditions.
4 MTL to Nondeterministic Timed Automata
We suggest a novel construction for the conversion of MTL formulas to nondetermin-
istic TA. The advantage of this construction is that it effectively distinguishes between
discrete guesses relating to occurrences in the future (made by DTA) and the accumula-
tion of knowledge with clocks (made by deterministic and extremely simple TA). This
separation allows us to construct a deterministic automaton for the formula in Section 5.
This section starts by introducing proposition monitors, deterministic TA that log infor-
mation about the input. We then show how to construct the DTA that handle general
MTL formulas. Note that the number of clocks depends on the structure of the formula
through the function fut and the construction of the proposition monitors.
We introduce a TA that memorizes the times in which a proposition is true. Given
a formula ϕ let f = fut(ϕ). The automaton is going to memorize all events occurring
in the interval [t− f, t). Let k be the bounded-variability value (i.e., the limit on the
number of changes possible in a proposition in 1 time unit). It follows that in the interval
[t− f, t) there can be at most d fk2 e different sub-intervals in which the proposition is
true. Thus, we need 2 · d fk2 e clocks to memorize their start and end times. Let n =
d fk2 e. Formally, for a proposition p, let Ap = 〈2{p}, Q, C, λ, I,∆, qin, {Q}〉, where
Q = {qin, q0, . . . , q2n}, λ(q2i) = ∅, λ(q2i+1) = {p}, C = {xp1, . . . , xpn, yp1 , . . . , ypn},
for j > 1 we have I(qj) = y
p
1 < f and I(q0) = I(q1) = True and ∆ is given in
Figure 2. One such proposition monitor is given in Figure 3.
We use the TA Az with one state and one clock z, which measures the time since
time 0, to check whether the bound f has been reached. Formally, Az = 〈2∅, {qin, q},
9
x1 := 0
y1 = f;
x1 := ⊥, y1 := ⊥
x2 := ⊥, y2 := ⊥
y1 = f;
x1 := x2, y1 := y2
x2 := ⊥
y1 = f;
x1 := x2, y1 := ⊥
x2 := ⊥
y1 = f;
x1 := x2, y1 := 0
¬p ¬p ¬p
x1
p py1<f y1<f y1<f
x1, y1,
x2, y2
x1, y1
x2
x1, y1
y1 < f; y1 < f;
x1 := 0
y1 := 0 x2 := 0 y2 := 0
y1 = f;
x1 := 0, y1 := ⊥qin
Fig. 3. Proposition monitor for p, where f = fut(ϕ) and d fk
2
e = 2. State labels consist of: the
label p or ¬p; the invariant true (blank) or y1 < f ; and clocks active in the state. Transition labels
consist of: the transition guard, e.g., y1 < f ; and the clock update, e.g., y1 := ⊥.
g
4
;¬
p
ψz < f
g
1 ; p
ψ
I1 I3
I4I2
s1 s3
s2 s4
pψ ¬pψ
¬pψpψ
g2; pψ
g4;¬pψ
z = f ∧ g4;¬pψ
g 3
;¬
p ψ
z = f ∧ g3;¬pψ
g
1
;
p
ψ
g
2
;
p
ψ
g
3
;
¬
p
ψ
z =
f ∧
g2 ; p
ψ
z
=
f
∧ g
1
; pψ
Fig. 4. A DTA for unbounded until. States s1 and s3 correspond to 0(0,a+1) ϕ1 ∧
¬(ϕ1 U (a,a+1)ϕ2), state s2 corresponds to ϕ1 U (a,a+1)ϕ2, and state s4 corresponds to
¬(0(0,a+1) ϕ1) ∧ ¬(ϕ1 U (a,a+1)ϕ2).
{z}, λ, I,∆, qin, {q}〉, where λ(q) = True, I(q) = z > 0, and ∆ = {(qin,True, {z :=
0}, q)}. Let Am denote the composition of all proposition monitors and Az .
We turn to the construction of DTA. Consider an MTL formula ϕ. We construct a
sequence of DTA that use each other’s outputs and eventually are all composed with
Am, which supplies all the clocks that are read by them. For most subformulas ψ of
ϕ, the truth value of ψ can be deduced from the values of clocks in Am and the DTA
of their subformulas. For such formulas, we define constraints cψ(t) that depend on
mentioned DTA and Am and, intuitively, characterize the truth value of ψ at time t.
These constraints are ultimately staying conditions and transition guards in DTA for
superformulas of ψ. For an unbounded subformula ψ (i.e., Until where the upper limit
is∞) we construct a small DTA that computes the value of ψ at exactly the time point
fut(ψ) − fut(ϕ) (i.e., fut(ϕ) − fut(ψ) before the current time point). This DTA uses
constraints defined for subformulas of ψ. Similar to other formulas, based on the DTA
for ψ, we also define the constraint cψ(t), which characterizes the truth value of ψ at
other times t 6= fut(ψ)−fut(ϕ). This constraint is again used for staying conditions and
transition guards in superformulas of ψ. Finally, we construct a DTA for the formula ϕ
itself. Then, we take the composition of all DTA constructed and compose them with
Am to produce the TA that accepts the language of ϕ. Formally, we have the following.
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The mentioned constraints are in the first-order theory of the reals with clocks of
Am as free variables. By eliminating quantifiers these constraints can be converted to
clock constraints that are used in staying conditions and transition guards. We think
about the current time point as 0. For example, if xr1 = 2.37 and y
r
1 = 1.49, from
our point of view r was true during the interval [−2.37,−1.49). Formally, we define by
induction the DTA and constraints. For a subformula ψ, the constraintCψ(t) is valid for
t ∈ [−f,−fut(ψ)). We assume that quantifier elimination is applied on all constraints.
– For a proposition p and for t ∈ [−f, 0). We define Cp(t) =
∨
i .−xpi ≤ t∧−ypi > t.
The finite disjunction on i depends on the number of clocks in Ap (part of Am).
– For subformula ψ of the form ¬ψ1, ψ1∨ψ2, or ψ1∧ψ2 we defineCψ(t) usingCψ1(t)
and Cψ2(t) in the obvious way. The range allowed for t is the minimal range allowed
by Cψ1 and Cψ2 . For example, we define Cψ1∨ψ2(t) = Cψ1(t) ∨ Cψ2(t).
– For ψ = ψ1 U Iψ2, where I = (a, b) or I = [b, b], by definition fut(ψ) = b +
max(fut(ψ1), fut(ψ2)). It follows that Cψ1(t) is defined for t ∈ [−f,−fut(ψ1)) and
Cψ2(t) is defined for t ∈ [−f,−fut(ψ2)). So, for t ∈ [−f,−fut(ψ)) it is always the
case that t + b is in the range where Cψ1(t) and Cψ2(t) are defined. In the case that
I = (a, b), for t ∈ [−f,−fut(ψ)) we formally define Cψ(t) = ∃t′ ∈ (t + a, t +
b).Cψ2(t
′) ∧ ∀t′′ ∈ (t, t′).Cψ1(t′′). In the case that I = [b, b], for t ∈ [−f,−fut(ψ))
we formally define Cψ(t) = Cψ2(t+ b) ∧ ∀t′ ∈ (t, t+ b).Cψ1(t′).
– Consider a formula ψ = ψ1 U (a,∞)ψ2.
By definition4 fut(ψ) = a + 2 + max(fut(ψ1), fut(ψ2)). It follows that Cψ1(t) is
defined for t ∈ [−f,−fut(ψ1)) and Cψ2(t) is defined for t ∈ [−f,−fut(ψ2)). So,
for t ∈ [−f,−fut(ψ)] it is always the case that (t, t+a+2) is contained in the range
where Cψ1 and Cψ2 are defined. We construct a DTA for ψ and use its output for
defining Cψ .
• We construct a DTA for the truth value of ψ at time t = −fut(ψ). Formally, let Bψ
be the automaton in Figure 4, where the guards and the invariants are as follows.
I1, I3 : ∀t ∈ (−fut(ψ),−fut(ψ) + a+ 1).Cψ1(t)∧
∀t ∈ (−fut(ψ) + a,−fut(ψ) + a+ 1).¬Cψ2(t)
I2 : ∃t ∈ (−fut(ψ) + a,−fut(ψ) + a+ 1). Cψ2(t) ∧ ∀t′ ∈ (−fut(ψ), t).Cψ1(t)
I4 : ∃t(−fut(ψ),−fut(ψ) + a+ 1).¬Cψ1(t) ∧ ∀t′ ∈ (−fut(ψ) + a, t).¬Cψ2(t)
g1, g3 : I1 ∧ ∃t ∈ [−fut(ψ) + a+ 1,−fut(ψ) + a+ 2).
∀t′ ∈ [−fut(ψ) + a+ 1, t).Cψ1(t′) ∧ ¬Cψ2(t′)
g2 : I2 ∨ (I1 ∧ ∃t ∈ (−fut(ψ),−fut(ψ) + 1).
∀t′ ∈ (−fut(ψ), t).∃t′′ ∈ (t′ + a, t′ + a+ 1).Cψ2(t′′) ∧ ∀t′′′ ∈ (t, t′′)Cψ1(t′′′)
g4 : I4 ∨ (I3 ∧ ∃t ∈ (−fut(ψ),−fut(ψ) + 1).∀t′ ∈ (−fut(ψ), t).
∃t′′ ∈ (t′, t′ + a+ 1).¬Cψ1(t′′) ∧ ∀t′′′ ∈ (t′ + a, t′′)¬Cψ2(t′′′)
States s1, s2 and their incoming transitions are labeled by pψ , all other states and
transitions by ¬pψ , and s1 is the only unfair state.
Intuitively, the invariants realize the intuitive meaning of the states as explained in
Figure 4. The transition guards, in addition, use the extra 1 in order to make sure
that when going to the next state it is possible to stay in it (eliminate 0-duration
4 We note that replacing a + 2 by a + 2 for every  > 0 would not affect the correctness of
the construction. We choose integer values for the lookaheads to avoid normalizing the largest
constant in the guards and invariants of the timed automaton
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errors). This is required in order to be able to apply determinization. In case that
determinization is not pursued, the extra lookahead can be removed and the guards
are I1 for transitions into s1 and s3, I2 ∨ I1 for transitions into s2, and I4 ∨ I3 for
transitions into s4.
• For every t ∈ [−fut(ϕ),−fut(ψ)] the constraint Cψ(t) that describes the truth
value of ψ is formally defined as follows:
(t = −fut(ψ) ∧ pψ) ∨ (t < −fut(ψ) ∧ pψ ∧ ∀t′ ∈ (t,−fut(ψ)].Cψ1(t))∨
(t < −fut(ψ) ∧ ∃t′ ∈ (t+ a,−fut(ψ)).Cψ2(t′) ∧ ∀t′′ ∈ (t, t′).Cψ1(t))
This completes the inductive part of the construction5. Let ψ1, . . ., ψn be all the un-
bounded temporal operators in ϕ such that if ψi is a subformula of ψj then i < j. Let
Bψ1 , . . ., Bψn be the DTA constructed in the inductive part, AP ′ = {pψ1 , . . . , pψn},
and Γ = 2AP
′
. That is, Γ includes the output of all DTA constructed by induction.
Note that for every i we have Bψi is merely informative. That is, Bψi accepts all inputs
and adorns them with the proposition pψi .
We now construct a final DTA B for ϕ itself. Let B be 〈Σ×Γ, {o}, {q0, q1, q2}, C, γ,
I,∆, q0, {{q1}}〉, where γ(q0) = γ(q1) = γ(q2) = o, I(q0) = z < f , and I(q1) =
I(q2) = True. The transition relation is ∆ = {(q0, g1, o, q1), (q0, g2, o, q2)}, where
g1 = Cϕ(−f) ∧ z = f and g2 = ¬Cϕ(−f) ∧ z = f . That is, B enters state q1 if ϕ is
true at time 0 and state q2 if ϕ is false at time 0. State q1 is an accepting sink state and
state q2 is a rejecting sink state. Let Bϕ = Bψ1 ⊗ · · · ⊗ Bψn ⊗B. Finally, the TA for ϕ,
denoted by Aϕ, is Am ⊗ Bϕ.
Lemma 4. L(Aϕ) = L(ϕ)
Corollary 1. For every MTL formula ϕ with m propositions, n unbounded temporal
operators, and inputs of bounded variability k, there exists a nondeterministic timed
automaton with 2mdk·fut(ϕ)2 e+1 clocks and ((2dk·fut(ϕ)2 e+1)m+1)(2 ·4n+1) states
that accepts the language of ϕ.
5 Deterministic Timed Automata
We show that the automata constructed in Section 4 can be determinized. The sepa-
ration of the construction to deterministic proposition monitors and nondeterministic
DTA makes this part possible. We use a variant of Piterman’s version of Safra’s de-
terminization [23] to determinize DTA. The differences are mostly syntactic, taking
into account the ‘asynchronicity’ of transitions from a set of states. We assume that
every transition (q, g, o, q′) of a DTA the intersection of g and I(q) is either empty or
isolated, i.e., there does not exist an open interval (t, t′) such that (t, t′) ⊆ I(q) and
(t, t′) ∩ g 6= ∅ and if (q, g, o, q′) is enabled at time t then there is a small interval (t, t′)
such that (t, t′) ⊆ I(q′). The DTA from Section 4 satisfy this condition. We also as-
sume that the DTA takes infinitely many steps and that its acceptance set F contains
exactly one set. It is simple to modify the automaton to an automaton that takes in-
finitely many steps by adding (or reusing) a clock that keeps resetting itself and taking
5 Due to the lack of space, we restrict attention to intervals of the form [b, b], (a, b) and (a,∞)
and include a full treatment of all other types of intervals in the full version of the paper.
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a transition whenever this clock reaches some value. Converting an automaton where
|F| > 1 to an automaton where |F| = 1 is standard. We make this assumption solely
to simplify presentation.
Let B = 〈Σ,Γ,Q, C, γ, I,∆, q0,F〉 be a DTA satisfying these conditions. We con-
struct an ‘equivalent’ DTAD. The construction is based on the subset construction [25].
Thus, every state of D is associated with a set of states of B. A state of D associated
with Q′ ⊆ Q follows a set of runs of B ending in the states Q′. For a set Q′ ⊆ Q let
I(Q′) be
∧
q∈Q′ I(q) and I(Q
′) be
∧
q∈Q′ ¬I(q). Let ∆(Q′) = {(q, g, o, q′) ∈ ∆ | q ∈
Q′}. For a set ∆′ ⊆ ∆ let g(∆′) be ∧(q,g,o,q′)∈∆′ g and g(∆′) be ∧(q,g,o,q′)∈∆′ ¬g. A
set of runs of B that end in states in Q′ can be extended in three different ways: Some
runs are extended by staying in the same state, some runs are extended by crossing
discrete transitions (and cannot be extended by crossing other discrete transitions), and
some runs cannot be extended. We represent such a choice by a set T ⊆ Q′∪∆(Q′). Let
stay(T ) = T ∩Q′ be the states whose runs are extended by staying in the same state.
In particular, all transitions from stay(T ) have to be disabled. Let ∆(T ) = ∆(Q′) ∩ T
be the discrete transitions taken by states in Q. Let deadend(Q′, T ) be the set of states
q ∈ Q′ such that q /∈ T and for every (q′, g, o, q′′) ∈ T we have q′ 6= q. That is, the
states whose runs cannot be extended. Let move(T ) = Q′ \ (stay(T )∪ deadend(T )),
the set of states that have some transitions going out of them in T . Let succ(Q′′, T ) be
stay(T ) ∩ Q′′ ∪ {q | ∃(q′, g, o, q) ∈ T ∩∆(Q′′)}. For every T as above, a state of D
associated with Q′ can take a T -transition with guard g(T ):
I(stay(T )) ∧ g(∆(stay(T ))) ∧ g(T ∩∆) ∧ g(∆(move(T )) \ T ) ∧
I(deadend(Q′, T )) ∧ g(∆(deadend(Q′, T )))
That is, states whose run is extended by staying in the same state contribute their invari-
ants and the negation of transitions exiting them; transitions that are crossed contribute
their guards and the negation of transitions that are not crossed; and states whose run
is going to end contribute the negation of their invariants and the guards of transitions
exiting them. The case when both deadend(T ) and T ∩∆ are empty is not interesting
as all runs are extended.
Definition 4. [23] A compact Safra tree t overQ is 〈N,M, 1, p, l, e, f〉, where the com-
ponents of t are as follows. Let |Q| = n. (a) N ⊆ [n] is a set of nodes. (b) 1 ∈ N is the
root node. (c) p : N → N is the parent function. (d) l : N → 2Q is a labeling of the
nodes with subsets of Q. The label of every node is a proper superset of the union of the
labels of its sons. The labels of two siblings are disjoint. (e) e, f ∈ [n + 1] are used to
define the parity acceptance conditions. For a tree t, let set(t) =
⋃
i∈[n] l(i) be the set
of states that label at least one node in t.
The deterministic DTA is D = 〈Σ, {o} ,S, C, γ′, I ′, ∆′, s0 , α〉, where components
are defined as follows. Differences from the construction in [23] are in bold.
– S is the set of compact Safra trees over Q.
– s0 is the tree with a single node 1 labeled {q0}, where e = 2 and f = 1.
– The parity acceptance condition α = 〈F0, . . . , F2n−1〉, where F2i = {s ∈ S | f =
i+ 1 and e > f} and F2i+1 = {s ∈ S | e = i+ 2 and f ≥ e}.
– For every state s ∈ S we have γ′(s) = o and I′(s) = I(set(s)).
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– For every tree s ∈ S and every set T ⊆ set(s) ∪ ∆(set(s)) we add to ∆′
the transition (s, g(T ), o, s′) where s′ is obtained from s using the following
transformations.
1. For every node v with label Q′ replace Q′ by succ(Q′, T ).
2. For every node v with label Q′ such that Q′ ∩ α 6= ∅, create a new son v′ /∈ N of
v. Set its label to Q′ ∩ α. Set its name to the minimal value greater than all used
names. We may have to use temporarily names in the range [(n+1)..(2n)].
3. For every node v with label Q′ and state q ∈ Q′ such that q belongs also to some
sibling v′ of v such that M(v′) < M(v), remove q from the label of v and all its
descendants.
4. For every node v whose label is equal to the union of the labels of its children,
remove all descendants of v. Call such nodes green. Set f to the minimum of n+1
and all green nodes. Notice that no node in [(n+1)..(2n)] can be green.
5. Remove all nodes with empty labels. Set e to the minimum of n+1 and all nodes
removed during all stages of the transformation.
6. Let Z denote the set of nodes removed during all previous stages of the transfor-
mation. For every node v let rem(v) be |{v′ ∈ Z |M(v′) < M(v)}|. That is, we
count how many nodes that are smaller than v are removed during the transforma-
tion. For every node v such that l(v) 6= ∅ we change v to M(v)− rem(v).
Theorem 1. For every deterministic timed automaton A, we have A ⊗D is determin-
istic and L(A⊗D) = L(A⊗B).
Corollary 2. For every MTL formula ϕ with m propositions, n unbounded temporal
operators, and inputs of bounded variability k, there exists a deterministic timed au-
tomaton with 2mdk·fut(ϕ)2 e+ 1 clocks and ((2dk·fut(ϕ)2 e)m + 1) · 22
O(nlog n)
states that
accepts the language of ϕ.
We note that the double exponent in the number of unbounded temporal operators
is unavoidable, as follows from the same for LTL.
6 Conclusions
We developed a novel construction for translating full MTL to timed automata, under
bounded variability assumptions. Our construction provides a unified framework for
model checking, runtime monitoring, and controller synthesis, and offers an alternative
translation that improves exponentially on the complexity of securing a deterministic
timed automaton, avoiding a doubly exponential number of clocks.
In the future, we intend to investigate further improvements of our construction:
– Consider MTL with past operators. This extension does not increase the complexity
of the construction as satisfaction of past operators depends only on the observation
of memorized events in the proposition monitors.
– Interpret the logic over finite signals, in the context of monitoring timed behaviors.
– Optimize and improve the translation. One straightforward improvement would re-
quire a smarter memorization of events in the proposition monitors.
– Implement the translation presented in this paper and evaluate it in the context of
model checking, runtime monitoring, and controller synthesis.
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