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This paper is focused on the numerical simulation of the interaction of an ultrasound wave
with a bubble. Our interest is to develop a fully compressible solver in the two phases and
to account for surface tension effects.
As the volume oscillation of the bubble occurs in a low Mach number regime, a specific
care must be paid to the effectiveness of the numerical method which is chosen to
solve the compressible Euler equations. Three different numerical solvers, an explicit HLLC
(Harten–Lax–van Leer-Contact) solver [48], a preconditioning explicit HLLC solver [14] and
the compressible projection method [21,53,55], are described and assessed with a one
dimensional spherical benchmark. From this preliminary test, we can conclude that the
compressible projection method outclasses the other two, whether the spatial accuracy or
the time step stability are considered.
Multidimensional numerical simulations are next performed. As a basic implementation of
the surface tension leads to strong spurious currents and numerical instabilities, a specific
velocity/pressure time splitting is proposed to overcome this issue. Numerical evidences of
the efficiency of this new numerical scheme are provided, since both the accuracy and the
stability of the overall algorithm are enhanced if this new time splitting is used. Finally, the
numerical simulation of the interaction of a moving and deformable bubble with a plane
wave is presented in order to bring out the ability of the new method in a more complex
situation.
1. Introduction
The interaction of a bubble with ultrasound waves can lead to volume oscillations and to deformations of the bubble,
generating microstreaming in its vicinity. If the amplitude of the ultrasound waves is sufficiently large, the bubble collapses 
and it can break up into daughter bubbles, generating a shock wave during the phase of separation. These phenomena can 
be useful in many industrial and medical applications. In waste water purification, chemical, pharmaceutical, mechanical 
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and food industry, as well as for ordinary instrument cleaning, sonicators and sonochemical reactors are based on the 
action of bubbles submitted to ultrasound. In medicine, current clinical applications of high-intensity focused ultrasound, 
namely extracorporeal kidney stone destruction and prostate tumor ablation, also involve ultrasound bubbles [32]. Moreover, 
promising investigations concern new therapy modalities specifically based on these phenomena, aiming notably to targeted 
drug delivery [39], extracorporeal sonothrombolysis [41] and cell sonoporation [33]. These ultrasound techniques are subject 
to active research, concerning in particular the interaction between a bubble and a solid wall or a living cell [28,52,58]. 
Numerical and theoretical investigations are required to help understanding the mechanisms of bubble action involved in 
these applications.
The development of numerical methods for compressible solvers in the framework of interface capturing (Level-Set 
method) or interface-tracking methods (Front-Tracking method) for two-phase flows is still an active topic of research. 
Many existing works [5,8,16,25,35,47] propose numerical strategies to compute the interaction of bubbles or drops with 
shock waves. In these studies, full explicit shock-capturing solvers are used for the simulations of compressible flows. It is 
well known that these solvers are perfectly suited to compute the formation and the propagation of shock waves, but works 
poorly in the low Mach number regime [14,49].
As a result, such solvers are not efficient to compute the collapse of a bubble due to the interaction with ultrasound 
waves. Indeed, the collapse of the bubble can be divided in different steps involving very heterogeneous values of the local 
Mach number. In the first one, the volume of the bubble oscillates due to the interaction with the ultrasound waves. This 
initial step occurs essentially in a low Mach number regime (in the liquid phase). In the second one, if the ultrasound 
wave amplitude is sufficiently strong, a bubble break-up occurs and leads to the formation of a shock wave. Therefore, the 
computation of this second step requires the use of a full explicit shock capturing solver to compute accurately the shock 
wave propagation whereas this solver is not efficient to compute the initial step of the physical process. In the Ref. [42], the 
authors have performed numerical simulations with a HLLC solver of the expansion of a bubble interacting with ultrasound 
waves in a one-dimensional spherical coordinate system. In that paper, they present computations with a number of grid 
points up to 10000 in order to achieve a sufficient spatial convergence of the computation with only one bubble. This 
drastic constraint on the spatial cell size limits tremendously the ability of explicit compressible solvers, to deal with more 
complex problems involving multidimensional features, as it occurs in many practical situations. For example, during the 
interaction of a bubble with an ultrasound plane wave, the bubble can displace and undergo non-spherical deformations. 
A multidimensional modeling is relevant in many others situations of interest, as the bubble collapse close to a wall in 
order to compute the mechanical stresses acting on a wall, or if an increasing complexity approach is considered, to model 
the collective effects during the collapse of several bubbles interacting with ultrasound waves.
Several other studies [38,57] have been dedicated to the initial step of the bubble oscillation before the collapse. As the 
Mach number remains low in this step, these studies assume that the liquid remains incompressible and that the bubble 
pressure is spatially constant. The temporal value of the pressure in the bubble can then be imposed as a Dirichlet bound-
ary condition to solve the pressure field in the incompressible liquid. Whereas these approaches provide very satisfactory 
results to compute the volume bubble oscillation since an incompressible solver works perfectly well in the Low Mach 
number regime, they are limited in their representation of the physical reality. Indeed, they are unable to capture the shock 
formation during the bubble collapse and its propagation in the liquid phase. Moreover, it is not always relevant to con-
sider that the pressure remains uniform inside the bubble if it is strongly deformed, since the variations of curvature along 
the interface will involve variations on the pressure jump condition. Thus, novel numerical tools, which allow computing 
accurately the various steps of the bubble collapse, are still required to improve our overall understanding of this complex 
phenomenon. In particular, a few studies [4,13,37,56] have been dedicated to the development of numerical methods to per-
form the direct numerical simulations of the interaction of an interface, separating a compressible liquid and a compressible 
gas, with an acoustic or an ultrasound wave in the low Mach number regime.
In the framework of one-phase flow, different numerical strategies [2,14,18,21,49,50,54,55] exist to overcome the issue 
of computing compressible low Mach number flow. A usual strategy consists in enhancing a HLLC (Harten–Lax–van Leer-
Contact) solver with a preconditioning method [14,49] to improve the spatial accuracy in the low Mach number regime. 
However, when an explicit temporal discretization is used, this simple method leads to a time step even more stringent 
than the classical HLLC solver (already too small for the low Mach number regime). An implicit temporal discretization can 
be used to increase the time step, but its implementation is much more complex [27]. Another kind of methods, based on 
the incompressible projection method, can be considered. This compressible projection method consists in a semi-implicit 
temporal scheme to solve the compressible Euler equations [21,53–55]. It allows splitting the computation of convective 
terms in an explicit temporal scheme and the acoustic terms in an implicit temporal scheme. In comparison to HLLC solver, 
it improves both the spatial accuracy in the low Mach number regime and the temporal stability of the numerical scheme, 
since the sound velocity can be removed from the convective time step constraint. It has ever been used in the framework 
of two-phase flows in [17] but only for the liquid phase since the authors made the assumption of a uniform gas pressure. 
Moreover, the numerical method, which is described in that paper, do not allow to account for surface tension effect.
Thus, we propose in this paper, a new time splitting projection scheme for compressible two-phase flows, which takes 
into account surface tension effects and allows computing the pressure, the density and the velocity field in the two phases. 
The interface motion is described with a Level Set method [36,43]. The jump conditions are imposed following the frame-
work of the Ghost Fluid Method to compute an accurate and sharp description of the interface. Our approach mixes features 
of numerical methods dedicated to incompressible [19,30] and supersonic compressible [8] two-phase flows. The main nov-
elty of this paper is a new time splitting compressible projection method to compute accurately the surface tension effects 
in the compressible low Mach number regime. In particular, this new method prevents from numerical instabilities occurring 
when the jump condition on pressure, due to surface tension, is roughly incorporated in the pressure computation.
A numerical test has been designed in a one dimensional spherical configuration and can be compared to the solution of 
the Rayleigh–Plesset equation. Comparisons between an explicit HLLC solver, a preconditioned explicit HLLC and a compress-
ible projection method are next presented. As the compressible projection method outclasses the other two, the extension 
of the compressible projection method to multidimensional flows accounting for surface tension effects is proposed. The 
requirement to develop a new time splitting to include accurate and stable computations of surface tension is highlighted, 
and the convergence of the new method is shown on a multidimensional test-case. Finally, a simulation of a moving droplet, 
which undergoes non-spherical deformations due to the interaction with an ultrasound plane wave, is presented.
2. Governing equations and numerical methods for a one-phase flow
2.1. Governing equations
2.1.1. Euler equations system
Inviscid compressible flows can be computed by solving the following system of partial differential equations (1) which 
express respectively the conservation of the mass, momentum and energy. This system, known as Euler equations, can be 
expressed with a conservative formulation:
∂ρ
∂t
+ ∇ · (ρu) = 0
∂ρu
∂t
+ ∇ · (ρu ⊗ u) + ∇p = 0
∂ρE
∂t
+ ∇ · ((ρE + p)u) = 0
(1)
Or with a primitive formulation:
∂ρ
∂t
+ u · ∇ρ + ρ∇ · u = 0
∂ u
∂t
+ u · ∇u + ∇p
ρ
= 0
∂p
∂t
+ u · ∇p + ρc2∇ · u = 0
(2)
where ρ is the density, u the velocity, p the pressure, E the total energy (E = e + 12 u · u, where e is the internal energy)
and c the sound speed.
As inviscid flows are considered, all the dissipative effects are neglected, thus the entropy is also a conservative variable. 
It can be expressed with the following equation:
Ds
Dt
= 0 (3)
In one-dimensional Cartesian coordinate, System (2) reads
∂W
∂t
+ A(W ) ∂W
∂x
= 0 (4)
with W = (ρ u p)T , and
A(W ) =
⎛
⎜⎝
u ρ 0
0 u 1ρ
0 ρc2 u
⎞
⎟⎠ (5)
Three eigenvalues of A matrix are λ1 = u − c, λ2 = u and λ3 = u + c, and its three left eigenvectors are
l1 =
⎛
⎝ 0−ρc
1
⎞
⎠ , l2 =
⎛
⎝−c20
1
⎞
⎠ , l3 =
⎛
⎝ 0ρc
1
⎞
⎠ .
The compressible Euler equations System (2) is hyperbolic which means that the solutions of System (2) have wave 
properties: a disturbance propagates along the characteristics of the system. This mathematical property is the basis of the 
acoustical waves propagation in fluid mechanics.
If an incompressible flow is considered, the Euler equations simply writes:
∇ · u = 0
∂ u
∂t
+ u · ∇u + ∇p
ρ
= 0 (6)
2.1.2. System closure: equation of state
The system of Euler equations is not complete, and an equation of state must be added to close the system. An expression 
of the sound speed in the fluid is required. Let us remind the definition of the sound speed:
c2 = ∂p
∂ρ
)
s=cste
(7)
If a perfect gas is considered, p = ρrT (r = R/M where R = 287,058 J kg−1 K−1), the sound speed is:
c2 = γ p
ρ
. (8)
If a liquid is considered, the Tait equation of state [8] can be used, p = B(( ρρ0 )γ − 1) + p0. It leads to the following 
relation for the sound speed in a liquid phase
c2 = γ B
ρ0
(
ρ
ρ0
)γ−1. (9)
with the following value for water: p0 = 105 Pa and B = 3,31× 108 Pa.
2.2. Numerical methods
We present in this section some usual numerical methods used to solve the compressible Euler equations.
2.2.1. Riemann type solver
This solver is commonly used to compute compressible flows. For the sake of simplicity, we detail the method in a 
one dimensional Cartesian coordinate system, but multidimensional extensions can be easily derived. The Euler system in 
conservative form (1) can be expressed as:
∂U
∂t
+ ∂ F
∂x
= 0 (10)
with U = (ρ ρu ρE)T , F = (ρu ρu2 + p (ρE + p)u)T .
The Godunov scheme reads
Un+1i = Uni −
t
x
(Fni+1/2 − Fni−1/2) (11)
Fluxes are computed using the HLLC solver [48].
FHLLCi+1/2 = F (U Li+1/2,U Ri+1/2) (12)
The state at edge mesh U Li+1/2 and U
R
i+1/2 is calculated with a WENO scheme [15] on the characteristic variables vectors 
XLi+1/2 and X
R
i+1/2 which reads
X = ((p − ρcu) (p + ρc2) (p + ρcu))T (13)
XLi+1/2 and X
R
i+1/2 are respectively calculated with the left stencil and the right one.
The maximum time step is estimated by tHLLC = max( x|u+c| , x|u−c| ).
Other Riemann solvers exist such the Roe solver [40], the HLL or HLLE solvers [7], but the HLLC solver is the most com-
monly used due to its accuracy to compute high Mach number flows such as shock waves propagation. However, if the Mach 
number is low, as for the simulations which are considered in this paper, its efficiency considerably decreases. Therefore, 
we are now going to introduce some specific numerical methods which are able to compute accurately compressible flows 
in the low Mach number regime.
2.2.2. Low Mach preconditioning
The misleading behavior of the HLLC solver for low Mach number can be theoretically justified [14,27,49] by demonstrat-
ing that the compressible Euler equations does not converge to the incompressible Euler equations when the Mach number 
M tends to zero. This demonstration, based on an asymptotic expansion depending on Mach number, is briefly reminded 
here.
Compressible Euler system limit when the Mach number Ma tends to zero The primitive formulation of the Euler equations (2) is 
expressed with dimensionless variables to carry out the asymptotic expansion. The variables are written as α = α˜[α], where 
[α] is a characteristic scale and α˜ is the corresponding dimensionless variable. For sake of simplicity, a one-dimensional 
Cartesian coordinate system is still considered. Choosing [u] = [x]/[t], the Euler dimensionless system can be expressed:
∂ρ˜
∂ t˜
+ u˜ ∂ρ˜
∂ x˜
+ ρ˜ ∂ u˜
∂ x˜
= 0
∂ u˜
∂ t˜
+ u˜ ∂ u˜
∂ x˜
+ [p][ρ][u]2
1
ρ˜
∂ p˜
∂ x˜
= 0
∂ p˜
∂ t˜
+ u˜ ∂ p˜
∂ x˜
+ [ρ][c]
2
[p] ρ˜ c˜
2 ∂ u˜
∂ x˜
= 0
(14)
The corresponding entropy dimensionless equation reads:
Ds˜
Dt˜
= 0 (15)
In order to show up the Mach number, we chose [p] = [ρ][c]2. The dimensionless system becomes
∂ρ˜
∂ t˜
+ u˜ ∂ρ˜
∂ x˜
+ ρ˜ ∂ u˜
∂ x˜
= 0
∂ u˜
∂ t˜
+ u˜ ∂ u˜
∂ x˜
+ 1
Ma2
1
ρ˜
∂ p˜
∂ x˜
= 0
∂ p˜
∂ t˜
+ u˜ ∂ p˜
∂ x˜
+ ρ˜ c˜2 ∂ u˜
∂ x˜
= 0
(16)
We now calculate the limit of this previous system by an asymptotic analysis. Each variable is expressed as α = α0 +
α1 + 2α2 where  −→ 0. System (16) is expanded by considering that the Mach number tends to zero, so Ma =  . To 
alleviate the notation, ∼ is removed, but in the rest of the demonstration all the variables are dimensionless.
At order −2, we obtain
∂p0
∂x
= 0 (17)
at the order −1,
∂p1
∂x
= 0 (18)
and at the order 0,
∂ρ0
∂t
+ u0 ∂ρ0
∂x
+ ρ0 ∂u0
∂x
= 0
∂u0
∂t
+ u0 ∂u0
∂x
+ 1
ρ0
∂p2
∂x
= 0
∂p0
∂t
+ ρ0c20
∂u0
∂x
= 0
(19)
We can observe that the limit of the compressible Euler system does not match to the incompressible Euler system 
which reads after the same asymptotic analysis procedure:
ρ = cste
∂u0
∂x
= 0
∂u0
∂t
+ 1
ρ0
∂p2
∂x
= 0
(20)
Indeed, the velocity divergence is different of zero. To insure that the velocity field will be divergence-free, a coefficient 
can be added in the pressure equation of the System (19) allowing to uncouple the two terms of the equation for the limit 
calculation. This idea has been initially proposed by Turkel [49].
∂ρ0
∂t
+ u0 ∂ρ0
∂x
+ ρ0 ∂u0
∂x
= 0
∂u0
∂t
+ u0 ∂u0
∂x
+ 1
ρ0
∂p2
∂x
= 0
∂p0
∂t
+ M2ρ0c20
∂u0
∂x
= 0
(21)
This preconditioning allows the System (21) to tend to the incompressible System (20) when the Mach number tends to 
zero, with M = Ma . The System (21) is hyperbolic, and the following wave speeds can be defined: u, u + c∗+ and u − c∗− , 
where
c∗+ =
(1− M2)u +√(M2 − 1)u2 + 4M2c2
2
c∗− =
(M2 − 1)u +√(M2 − 1)u2 + 4M2c2
2
(22)
These waves speeds are only used for the computation of the fluxes, since the overall scheme remains identical to the 
HLLC solver [14] and the maximum time step is estimated by tLM = MtHLLC [27].
2.2.3. Semi-implicit scheme: projection method
This method has been originally proposed by Yabe [55] and has been pursued by Xiao [53] and Kwatra et al. [21] for 
one phase flows. The main idea consists in a splitting of the Euler equations in two subsystems. The first one contains 
the convective part of the Euler equations, and the second one contains the acoustic part of the Euler equations. As the 
second part is solved with an implicit temporal discretization, the restrictive time step condition due to the propagation of 
acoustic waves is removed. Thus, the time step restriction only depends on the maximum convective velocity. As a result 
a significant benefit on the overall time step can be expected if this method is used in a low Mach number regime. For 
example in [21], the authors report a speed-up of 300 on the time step in comparison to a HLLC solver. Moreover, this 
compressible projection method is identical to the incompressible projection method if the Mach number tends to zero. 
This remarkable feature guarantees that this solver will behave accurately in the incompressible limit. The method is now 
briefly described by applying the following splitting to the system of Euler equations:⎛
⎝ ρρu
ρE
⎞
⎠
t
+ F1 + F2 = 0 (23)
with
F1 = ∇.
⎛
⎝ ρuρu ⊗ u
ρEu
⎞
⎠ (24)
and
F2 =
⎛
⎝ 0∇p
∇ · (pu)
⎞
⎠= 0 (25)
F1 is the advection part and F2 the non-advection part.
Advection sub-system The first sub-system contains the mass conservation terms, and the advection part of velocity and 
pressure equations. It reads:
∂ρ
∂t
+ u · ∇ρ + ρ∇ · u = 0
∂ u
∂t
+ u · ∇u = 0
∂p
∂t
+ u · ∇p = 0
(26)
In one-dimensional Cartesian coordinate, the advection sub-system reads
∂W
∂t
+ A(W ) ∂W
∂x
= 0 (27)
with
A(W ) =
⎛
⎝u ρ 00 u 0
0 0 u
⎞
⎠ (28)
The matrix A has 3 eigenvalues which are all λ = u, and three left eigenvectors:
l1 =
⎛
⎝00
0
⎞
⎠ , l2 =
⎛
⎝01
0
⎞
⎠ , l3 =
⎛
⎝00
1
⎞
⎠ .
Because l1 is zero, the A matrix is non-diagonalizable, consequently the advection sub-system is not hyperbolic. Nev-
ertheless, the time step restriction is calculated with t = xMax(u) . This sub-system is solved with an explicit temporal 
discretization.
Acoustical sub-system The remaining terms of the Euler system are grouped in the second sub-system. It corresponds to the 
acoustic part of the main system. If an explicit HLLC solver is used, this acoustic part is responsible for the stringent time 
step restriction due to the propagation of acoustic waves.
∂ρ
∂t
= 0
∂ u
∂t
+ ∇p
ρ
= 0
∂p
∂t
+ ρc2∇ · u = 0
(29)
In one-dimensional Cartesian coordinates, System (29) reads
∂W
∂t
+ A(W ) ∂W
∂x
= 0 (30)
with
A(W ) =
⎛
⎝0 0 00 0 1ρ
0 ρc2 0
⎞
⎠ (31)
Three eigenvalues of A matrix are λ1 = −c, λ2 = 0 and λ3 = +c, and its three left eigenvectors are
l1 =
⎛
⎝ 0−ρc
1
⎞
⎠ , l2 =
⎛
⎝10
0
⎞
⎠ , l3 =
⎛
⎝ 0ρc
1
⎞
⎠ .
Consequently, System (29) is hyperbolic which is relevant to correctly compute the acoustical waves propagation. If an 
implicit temporal discretization is applied to solve this subsystem, the ‘acoustical’ time step restriction will be removed, the 
restriction will be based on the maximum of the convection velocity u, and neither on u + c nor u − c as it would be with 
a fully explicit solver.
Time discretization Following the semi-implicit strategy introduced above, the time discretization of System (2) is now 
described:
ρn+1 − ρn
t
+ ∇ · (ρu)n = 0
un+1 − un
t
+ (u · ∇u)n + (∇p)
n+1
ρn+1
= 0
pn+1 − pn
t
+ (u · ∇p)n + (ρc2)n+1(∇ · u)n+1 = 0
(32)
Firstly, the fluid density is updated by solving the mass conservation equation which is used in a primitive formulation:
ρn+1 = ρn − t((u · ∇ρ)n + ρn∇ · un) (33)
To compute the pressure, the energy conservation equation can be expressed as follows:
pn+1 + t(ρc2)n+1(∇ · u)n+1 = pn − t(u · ∇p)n (34)
The following time splitting, typical of incompressible projection methods, can next be applied:
u∗ = un − tun · ∇un (35)
and
un+1 = u∗ − t∇p
n+1
ρn+1
(36)
By using the equation (36), we can express the divergence of the velocity field as a function of u∗ and pn+1.
∇ · un+1 = ∇ · u∗ − t∇ ·
(∇pn+1
ρn+1
)
(37)
This relation can be injected in the pressure equation (34) in order to obtain the following system for the pressure:
pn+1 − t2(ρc2)n+1∇ ·
(∇p
ρ
)n+1
= p∗ − t(ρc2)n+1∇ · u∗ (38)
with p∗ = pn − t(u · ∇p)n the pressure solution of the advection sub-system.
The system (38) is a Helmholtz-type equation which can be solved as a linear system provided we can compute an 
approximation of (ρc2)n+1. Once the pressure field is known, the velocity field can be computed with the Eq. (36).
The equation (38) is a discrete formulation resulting from System (2). We have to remark that this formulation is correct 
if isentropic flows are considered. This condition is always respected in this paper since viscous effects and heat conduction 
are neglected. The way we use to formulate the conservation energy equation would be still valid for entropic flows but 
only for a perfect gas equation of state, provided that additional terms due to viscous friction and heat conduction were 
added. A more general framework which allows dealing with compressible two-phase flows involving viscous friction, heat 
conduction with any equation of state is proposed in [4]. In this reference, a pressure evolution equation has been derived, 
this equation looks similar to Eq. (38), but it accounts for an additional term on the coupling between the pressure evolution 
and the entropic temperature evolution.
3. Governing equations and numerical methods for two-phases flows
To our knowledge, the compressible projection method has never been applied to multidimensional simulations of two-
phase flows accounting for surface tension effect. We propose in the rest of this paper a numerical method based on a new 
time splitting in order to achieve this task. The relevance of our new method will be highlighted in the result section of 
this paper.
3.1. Governing equations
The equations are identical to the one phase case (System (2)), except for the momentum conservation equation where 
the surface tension force must be included.
∂ρ
∂t
+ u · ∇ρ + ρ∇ · u = 0
∂ u
∂t
+ u · ∇u + ∇p
ρ
= σκnδ
ρ
∂p
∂t
+ u · ∇p + ρc2∇ · u = 0
(39)
Where σ is the surface tension coefficient, κ is the local curvature of the interface, n is the normal vector at the interface, 
and δ is a Dirac distribution localized on the interface .
Another significant difference lies in the description of the density field which is discontinuous in the grid cells which 
are crossed by the interface. Some equations of state have been described earlier to compute the speed sound in the gas 
phase (perfect gas law) and in the liquid phase (Tait equation).
3.2. Level-set method
The interface motion is captured by solving the following convection equation of a Level Set Function [36]:
∂φ
∂t
+ uint · ∇φ = 0 (40)
where uint is the interface velocity. If the normal component of the velocity field is continuous across the interface the 
interface velocity can be easily extrapolated by using the fluid velocity field. It is noteworthy to remind that such a simple 
extrapolation could not be used in more complex situations where shock waves or phase change occur since these situations 
involve a discontinuity of the normal component of the velocity field, see the following references for more details on this 
topic [3,11,34,45,46]. However as the test-cases which are considered in this paper do not induce any shock waves or 
discontinuities of the normal velocity component, we have observed that the standard extrapolation of the velocity field 
used for incompressible flows, uint = u, was well suited for the simulations presented in this paper.
The non-zero level curves of the level-set function are useful to compute interface geometrical properties such as the 
curvature:
κ = ∇ · n (41)
where
n = ∇φ‖∇φ‖ (42)
A reinitialization equation must be solved at the end of each time step to ensure that the Level Set function will remain 
a signed distance [43]. It is well known that this further equation can induce some slight displacements of the interface 
position during the reinitialization. However if sufficiently refined grids are used this spurious displacement tends toward 
zero.
∂d
∂τ
= sign(φ)(1− ‖∇d‖) (43)
In this equation, τ is a fictitious time. The steady solution of Eq. (43) provides a function d which is the signed distance to 
the interface.
3.3. Projection method
3.3.1. Basic projection method
We describe in this section, a first attempt to incorporate the surface tension in the framework of the compressible 
projection method. The method, which is proposed here, is directly instigated by the classical approach used to compute 
the surface tension term for incompressible two-phase flows. In particular, the following splitting is carried out on the 
velocity field:
u∗ = un − tun · ∇un (44)
un+1 = u∗ − t∇p
n+1
ρn+1
+ t
(
σκnδ
ρ
)n+1
(45)
This splitting is used in the following works [19,23,44] in the framework of the Ghost Fluid Method for incompressible flows. 
This method allows imposing sharp jump conditions across the interface with an accurate discretization of the singular 
terms. Sharp approximations of singular terms as δ have been derived in [30] in order to avoid an artificial smoothing of 
these terms on the interface. If a compressible projection method is considered, it leads naturally to the following Helmholtz 
equation for the pressure:
pn+1 − t2(ρc2)n+1∇ ·
(∇p
ρ
)n+1
= p∗ − t(ρc2)n+1∇ · u∗ + t(ρc2)n+1∇ ·
(
σκnδ
ρ
)n+1
(46)
In a first time, we have applied this quite simple method, but it is illustrated in Fig. 9 that it provides very poor results 
due to strong parasitic currents which develop on the interface. Whereas the Ghost Fluid Method is known as an accurate 
method to compute the surface tension in the framework of projection methods for incompressible flows since it produces 
parasitic currents with very low amplitudes [19,44], its generalization to the compressible projection method seems to be 
more challenging. For more details, refer to Appendix A.
3.3.2. Splitting method for surface tension resolution
We present now a new time splitting method in order to perform accurate and stable computations accounting for 
surface tension effects. As stated above, the Ghost Fluid Method provides an accurate and stable representation of the 
surface tension effects if it is used with an incompressible projection method. According to the Helmholtz–Hodge theorem, 
the compressible velocity field can be decomposed as the sum of the gradient of a scalar field with a divergence-free vector 
field. We propose to incorporate the surface tension in the part of the velocity field which is divergence-free. Thus, the 
surface tension term will be computed in a similar way as for an incompressible projection method. For that purpose, we 
isolate the surface tension contribution on the solutions of system (39) by splitting each variable as following:
ρ = ρ0 + ρST
u = u0 + uST
p = p + p
(47)0 ST
with the subscript ’ST’ which indicates the corresponding variable takes into account the surface tension effects. The vector 
field uST is the divergence-free part of the Hodge decomposition of the velocity field. Using this decomposition, the system 
(39) can be splitted in two sub-system (48) and (49). Transport and acoustical terms are contained in the first sub-system:
∂ρ0
∂t
+ u · ∇ρ0 + ρ∇ · u0 = 0
∂ u0
∂t
+ u · ∇u + ∇p0
ρ
= 0
∂p0
∂t
+ u · ∇p0 + ρc2∇ · u0 = 0
(48)
and the surface tension terms are included in the second sub-system (49):
∂ρST
∂t
+ u · ∇ρST + ρ∇ · uST = 0
∂ uST
∂t
+ ∇pST
ρ
= σκnδ
ρ
∂pST
∂t
+ u · ∇pST + ρc2∇ · uST = 0
(49)
Spurious currents due to surface tension come from the second sub-system. Recall that uST is defined to respect the 
divergence-free condition. System (49) is incompressible: ∇.uST = 0 ⇐⇒ ρST = cste. For sake of simplicity, we choose 
ρST = 0 and ρ = ρ0. The System (49) becomes simply:
∂ uST
∂t
+ ∇pST
ρ
= σκnδ
ρ
∇ · uST = 0
(50)
Thus, the pressure pST field can be classically computed by solving a Poisson equation:
∇ ·
(∇pST
ρ
)
= ∇ ·
(
σκnδ
ρ
)
(51)
Finally, the whole system, that we have to solve, can be summarized as follows:
∂ρ
∂t
+ u · ∇ρ + ρ∇ · u = 0
∂ u0
∂t
+ u · ∇u + ∇p0
ρ
= 0
∂p0
∂t
+ u · ∇p0 + ρc2∇ · u0 = 0
∂ uST
∂t
+ ∇pST
ρ
= σκnδ
ρ
∇ · uST = 0
(52)
where u = u0 + uST and p = p0 + pST .
3.3.3. Time discretization
We describe now the temporal discretization used to solve the overall System (52). In a first time, the interface motion 
is computed:
φn+1 = φn − t(u · ∇φ)n (53)
Next, the density field can be updated by solving the following equation:
ρn+1 = ρn − t ((u · ∇ρ)n + ρn∇ · un) . (54)
In the third step, the pressure pST field is solved due to the Eq. (51) corresponding to a Poisson equation which leads to a 
symmetric positive definite linear system:
∇ ·
(∇pST
ρ
)n+1
= ∇ ·
(
σκnδ
ρ
)n+1
(55)
The fourth step consists in computing the intermediate velocity u∗ and the pressure p∗ fields:0 0
u∗0 = un0 − tun · ∇un (56)
p∗0 = pn0 − tun · ∇pn0 (57)
In the fifth step, the following Helmholtz type Eq. (58) for the pressure p0 is computed by solving a linear system:
pn+10
(ρc2)n+1
− t2∇ ·
(∇p0
ρ
)n+1
= p
∗
0
(ρc2)n+1
− t∇ · u∗0 (58)
Let us notice, that the resolution of this equation has been eased by dividing the Eq. (38) by ‘ρc2’, in order to obtain a 
symmetric definite positive linear system. (ρc2)n+1 is computed knowing the density at time (n + 1) thanks to Eq. (33). As 
the flow is assumed to be isentropic, the gas obeys to the Laplace law: pργ = cste. Thanks to Eq. (8), we obtain (ρc2)n+1 =
γ p0
(
ρn+1
ρ0
)
for air. For water, we just use Eq. (9): (ρc2)n+1 = γ B 
(
ρn+1
ρ0
)
.
Finally, the velocity field is computed by
un+1 = un+10 + un+1ST = u∗0 + unST − t
(
∇pn+10
ρn+1
+ ∇p
n+1
ST
ρn+1
−
(
σκnδ
ρ
)n+1)
(59)
The redistance algorithm is then applied at the end of the temporal iteration.
3.3.4. Spatial discretization
The spatial discretizations are detailed in this section for a 2D Cartesian mesh, but it can be easily generalized to an ax-
isymmetric mesh or a 3D Cartesian mesh. All of the convective derivatives are computed using a WENO scheme [15] which 
is well-known for its accuracy and stability. As it is usual for an incompressible projection method, velocity components are 
computed on staggered grids relative to the centered grid for the interface, density and pressure fields. Thus, the velocity 
divergence is computed as follows:
∇ · ui, j = ui+1/2, j − ui−1/2, j
x
+ vi, j+1/2 − vi, j−1/2
y
(60)
where u and v are the velocity components following the x-axis and the y-axis, and the components of the pressure 
gradient are
∂p
∂x
)
i+1/2, j
= pi+1, j − pi, j
x
(61)
∂p
∂ y
)
i, j+1/2
= pi, j+1 − pi, j
y
(62)
This standard discretization of the Laplace operator is used to compute the pressure p0 and pST :
∇ ·
(∇p
ρ
)n+1
i, j
=
pn+1i+1, j−pn+1i, j
ρn+1i+1/2, j
− p
n+1
i, j −pn+1i−1, j
ρn+1i−1/2, j
x2
+
pn+1i, j+1−pn+1i, j
ρn+1i, j+1/2
− p
n+1
i, j −pn+1i, j−1
ρn+1i, j−1/2
y2
(63)
For the segments of the grid which are crossed by the interface, the density is interpolated on the border of the computa-
tional cells with a harmonic average as it is usually done in the framework of the Ghost Fluid Method for incompressible 
two-phase flows [19,30,44]. The discretization of the surface tension term in the Eq. (55) is also performed following the 
efficient approach developed in these papers. As previously stated, this approach allows a sharp description of the singular 
terms by remarking the equivalency between Eq. (51) and Eq. (64):
∇ ·
(∇pST
ρ
)n+1
= 0 with [pST ] = σκ (64)
See [23,29] for more details on this specific point.
3.3.5. Ghost fluid method
Since the pioneering works of [8,19,30], the Ghost Fluid Method became a popular approach to deal with discontinuities 
in heterogeneous media, see for example the following Refs. [1,3,11,12,23,34,47,45,46,51]. However, it is noteworthy to 
remind that global denomination can refer to many different techniques. In particular, if the basic principle of the Ghost 
Fluid Method is always the same, its implementation can be very different whether an explicit or an implicit resolution 
is performed. Indeed, if an explicit resolution is considered, an extrapolation of a known field must be computed on the 
other side of the interface in order to build a continuous field before the discretization. On the other hand, if an implicit 
discretization is carried out, the singular terms are interpolated on the interface in order to impose the correct value of the 
jump conditions. Thus, as the development presented above was mainly focused on the computation of the pressure, we 
have essentially referred to numerical tools well suited to impose jump conditions with an implicit temporal discretization. 
Unlike the pressure field, an explicit algorithm is used to update the density field. Therefore, it is required to build a 
continuous extrapolation of the density field of each phase on the other side of the interface. It is performed by transporting 
the corresponding density in the ghost fields along the normals n to the interface by an iterative resolution of the following 
equation [8]:
∂ρ
∂τ
± n · ∇ρ = 0 (65)
where τ is a fictitious time. Moreover, the density values close to the interface (in a layer thickness of one cell in the 
real field) are updated by the extended field computed with Eq. (65). This method, known as the “isobaric fix”, has been 
proposed in [9] to prevent from a density overshooting close to the interface. Let us remark that it is not required to use 
any extrapolation to compute the explicit convective derivative on pressure in Eq. (48) since this split pressure does not 
contain the jump condition due to the surface tension effects.
3.3.6. Some considerations on the time step stability and on the cost of a temporal iteration
A classical time-step constraint accounting for the stability conditions on convection, and surface tension is imposed if 
the compressible projection method is used.
tconv = 1
2
x
max‖u‖ (66)
tSurf_Tens. = 14
√
ρliqx3
σ
(67)
Finally, the global time step restriction can be computed with the following relation:
1
t
= 1
tconv
+ 1
tSurf_Tens.
(68)
As it has been explained previously, for low Mach number flows, the compressible projection method strongly alleviates 
the time step restriction in comparison to an explicit HLLC solver. However, one could point out this improvement on the 
temporal stability leads to an important additional cost of a temporal iteration since one linear system must be solved 
to compute the pressure field (two linear systems if the surface tension is taken into account), unlike the classical HLLC 
solver, which is only based on an explicit temporal discretization. This last assertion could be relevant in some situations, 
for instance if an Incomplete Cholesky Conjugate Gradient (ICCG) method is used to solve the linear system. But herein, 
the Black Box Multi-Grid method [6] is used to compute the solution of our linear systems. This method, which is perfectly 
suited to deal with Poisson (or Helmholtz) type-equation with strongly inhomogeneous diffusion coefficient [31], allows 
saving an important computational time, to such an extent that solving the linear system is no longer the temporal limiting 
factor, but instead the many calls to the WENO scheme for computing the convective derivatives. Therefore, the cost of a 
temporal iteration can be approximately the same with a compressible projection method or a HLLC solver.
4. Results
4.1. Rayleigh–Plesset theory
The Rayleigh–Plesset equation describes the radius temporal evolution of a spherical bubble surrounded by an incom-
pressible fluid in an infinite medium. It reads
R
d2R
dt2
+ 3
2
(
dR
dt
)2
= pB(t) −
2σ
R − p∞
ρL
(69)
where R is the bubble radius, pB the pressure in the bubble supposed to be uniform, p∞ the pressure of the liquid far from 
the bubble and σ the surface tension coefficient.
It is derived from the incompressible Euler equations (20) in one-dimensional spherical geometry, as shown in [26]. No 
analytical solution has been found yet, but a numerical solution can be easily computed.
Yang and Prosperetti [57] proposed an extension of the Rayleigh–Plesset equation accounting for the containment effects 
by supposing that the incompressible liquid domain is finite. This modified equation is expressed as follows:(
S − R
S
)
R
d2R
dt2
+ [2− (S
2 + R2)(S + R)
2S3
]
(
dR
dt
)2
= pB(t) −
2σ
R − pS(t)
ρL
(70)
where S is the radius of the incompressible liquid domain, and pS the pressure of the liquid at the distance S of the bubble 
center.
Fig. 1. Comparison between Rayleigh–Plesset and Rayleigh–Plesset–Prosperetti equation. The containment cannot be neglected.
The influence of the containment effect on the temporal evolution of the bubble radius is investigated on the following 
configuration presented in [42]. An air bubble is surrounded by water. On the domain boundary, a spherical ultrasound 
wavefront is generated. The surface tension is neglected. R0 is the initial radius. The wavefront is simulated by setting 
the pressure: pS(t) = p0 − Asin(wt). For this test case, R0 = 10−5 m, S = 32 × 10−5 m, p0 = 105 Pa, A = 4 × 105 Pa and 
w = 5 × 105 rad s−1.
The bubble radius evolution has been plotted in the Fig. 1 to compare the solution of the Rayleigh–Plesset equation 
with the solution of the Rayleigh–Plesset–Prosperetti equation. We observe that the amplitude of the radius oscillation 
is increasing and the time of the collapse is reduced if the containment effect is accounted for. As we target to design 
a relevant benchmark for the validation of our numerical approaches, we can conclude from this preliminary test that 
benchmark should be based on a reference solution which includes the containment effect in our reference solution, since 
a simulation must be performed in a finite size computational domain.
The influence of the liquid compressibility can be considered by solving the more complex Keller–Miksis equation [20]. 
This equation provides similar results as the Rayleigh–Plesset equation on the configuration which is considered above. To 
our knowledge, it does not exist any equations accounting for both the containment and the compressibility of the liquid 
phase. Therefore, as it has been demonstrated above that the containment should not be neglected, the solution of the 
Rayleigh–Plesset–Prosperetti equation will be considered in the rest of this paper as our reference solution.
4.2. Comparison between the different compressible numerical methods on a 1D spherical bubble oscillating test case
In this section, we perform a comparative study between the different numerical methods which have been previously 
presented by using the test-case described in Section 4.1. This preliminary test is computed in a one dimensional spherical 
coordinate system in order to assess the suitability of the different solvers to deal with low Mach number flows. Therefore, 
as it is not required to account for the surface tension, it will be neglected.
In a first time, the HLLC solver has been tested. The results are presented in Fig. 2 for different mesh sizes. As it has been 
previously reported in [42], if this solver is used, a very important number of grid cells is required to obtain an accurate 
solution. This test illustrates the low efficiency of such a solver in the low Mach number regime, since the maximum Mach 
number measured in the water is about 10−2. As expected, we can conclude this solver is not suitable to perform numerical 
simulations in the low Mach number regime of the interaction between a liquid–gas interface with acoustical or ultrasound 
waves.
Assessments of the preconditioning Low Mach HLLC solver are now presented on the same test-case for several values 
of the Mach coefficient. The bubble radius is discretized with 16 computational cells at the initial time. M = 1 corresponds 
to the HLLC solver without the Low Mach preconditioning. It is clear in Fig. 3 that the lower the Mach coefficient is, the 
more accurate are the results. Due to the Low Mach preconditioning, a sufficient accuracy can be achieved with much less 
computational cells. However, if this method is used, the time step which was already small with the classical HLLC solver, 
is even smaller. An implicit computation method can be performed [27], but it is much more complex since it leads to a 
coupled non-linear system.
The results obtained with the compressible projection method have been plotted in Fig. 4. We first note that the spatial 
convergence is strongly enhanced in comparison to the results obtained with the HLLC solver. In particular, relevant results 
can be obtained with very few points in the initial bubble radius. Secondly, due to the semi-implicit temporal discretization, 
the time step is 16 times larger than tHLLC . Thus, if a low Mach number flow is considered, in comparison to the HLLC 
Fig. 2. Convergence study of HLLC solver on the Rayleigh–Plesset–Prosperetti test case. The number of cells which is indicated is the one contained in the
initial radius of the bubble. This number must be multiplied by 32 to obtain the total number of cells.
Fig. 3. Influence of the M parameter on the spatial accuracy of the Low Mach Preconditioning method with 16 computational cells on the initial bubble
radius. The time step is M times smaller than the acoustical time step from the HLLC solver.
Fig. 4. Convergence study of the compressible projection method. The number of cells which is indicated is the one contained in the initial radius of the
bubble. The total number of cells is 32 times higher.
Fig. 5. Comparison between the different numerical methods with 16 computational cells to discretize the initial radius of the bubble. The Mach coefficient
of preconditioning is set to M = 1/4.
Table 1
Convergence study of the different numerical methods. N is the number of cells in the initial bubble radius.
N HLLC Preconditioning HLLC (M = 14 ) Projection method
Relative error Order Relative error Order Relative error Order
4 91.84% 35.69% 11.95%
8 74.76% 0.30 15.45% 1.21 6.34% 0.65
16 36.86% 1.02 6.99% 1.14 3.23% 0.92
32 18.03% 1.03 3.31% 1.08 1.58% 0.97
64 8.98% 1.01 1.65% 1.01 0.75% 1.03
128 4.71% 0.93 0.86% 0.94 0.33% 1.18
256 3.46% 0.44 0.12% 1.47
solver, this method allows saving computational time both by using a fewer number of grid cells and by performing a fewer 
number of temporal iterations.
The results obtained with the three different solvers are plotted in Fig. 5 for computations involving 16 computational 
cells to discretize the initial bubble radius. As stated before, the HLLC solver provides very poor results in comparison 
to other solvers. Moreover, its time step restriction is stringent, since its value is about tHLLC = 2 × 10−10 s. The Low 
Mach preconditioning HLLC method increases significantly the spatial accuracy of the HLLC solver. However, the time step 
restriction is even more stringent than with the simple HLLC solver, since it is equal to: tHLLCPrecond = 5 × 10−11 s. Finally, it 
highlights that the spatial accuracy of the compressible projection method is improved in comparison to the other two. As 
this method also allows using a higher time step (16 times than HLLC one): tProj = 32 × 10−10 s, we can conclude from 
these preliminary simulations that the compressible projection method outclasses the other two for computing the volume 
oscillations of a bubble in a low Mach number regime.
In the Table 1, the evolution of the error on the bubble radius is reported for different computational grids and at a given 
time. We can conclude that the three solvers are first order accurate in space when the coarsest grids are used, whereas the 
values of the errors are very different. Moreover we can observe that the accuracy of the compressible projection method 
increases when the spatial resolution increases, it means that the computation tends toward an asymptotic regime which 
could lead to an almost second order accuracy. On the other side, the accuracy of the HLLC Solvers seems to decrease when 
the spatial resolution is increasing. It confirms that these solvers are not well suited to compute this kind of applications 
involving low Mach number regime.
Therefore, this compressible projection method will be used in the following to perform multidimensional computations 
accounting for surface tension.
4.3. Multidimensional computations of the interaction of a bubble with an ultrasound wavefront
4.3.1. Shape oscillation
We present in this section some computations of the shape oscillation of a deformed bubble. This classical test-case for 
the numerical simulation of incompressible two-phase flows [10,22] will allow us bringing out the suitability of the time 
Fig. 6. Temporal evolution of the bubble displacement in the x direction.
Table 2
Comparison of the shape oscillation frequency between theory and computations.
Number of cells Oscillation frequency (kHz) Relative error (%)
32× 32 110.62 1.45
64× 64 111.09 1.03
128× 128 111.46 0.70
256× 256 111.53 0.63
splitting projection scheme for compressible two-phase flows in the strictly incompressible limit. The oscillation frequency 
is provided by the following relation [24]:
fl = 2π
√
σ
R3
(l − 1)l(l + 1)(l + 2)
lρL + (l + 1)ρG (71)
where R is the equivalent radius of the droplet, and l the oscillation mode number. In this test case, we only consider the 
mode l = 2, and ρL = 103 kgm−3, ρG = 1.226 kgm−3 and σ = 7 × 10−2 Pam.
Initially, the interface is defined by an ellipsoid equation:
x2
a2
+ y
2
b2
+ z
2
c2
= 1 (72)
with a = 10−5 m, b = 10−5 m and c = 1.25 × 10−5 m. This corresponds to R = 1.077 × 10−5 m.
The numerical computations are performed on an axisymmetric Cartesian mesh. Moreover, an additional symmetry is 
imposed following the radial plane in order to save computational time. The whole computational domain is a square with 
a length side equal to 2 × 10−5 m.
We observe the position of the interface crossing the radial plane over time in Fig. 6, and we compare the oscillations 
frequency for different meshes with the theoretical frequency f2 = 112,24 kHz. A good agreement between the computa-
tions and the theory is reported in the Table 2, since the relative error on the frequency is always less than 2%. We also 
remark in the Fig. 6 that the oscillation amplitude is decreasing with time due to the numerical dissipation of the numerical 
scheme. However by using more refined grids, this numerical dissipation tends to zero and the oscillation amplitude is well 
maintained along the simulation. In the Fig. 7, the interface location, the pressure field and the velocity field have been plot-
ted in order to highlight the suitable behavior of the numerical solver on this specific situation involving an incompressible 
flow. In the droplet, we notice that the pressure field directly depends on the interface curvature.
4.3.2. Interaction of a bubble with a spherical wavefront
We now investigate the ability of the compressible projection method to compute multidimensional bubble oscillations. 
The surface tension is now considered, and it tends to keep the bubble spherical. The initial bubble radius is R0 = 10−5 m. 
Spherical boundary conditions are imposed on the boundary of the computational field in order to generate a spherical 
wavefront. At R1, the wavefront is created by setting the pressure on the boundary: pS (t) = p0 − Asin(wt + S/c), where 
S = 4 × 10−5 m, p0 = 105 Pa, A = 8 × 104 Pa, w = 5 × 105 rad s−1, σ = 7 × 10−2 Pam and c is the sound speed in water 
computed with Eq. (9).
Fig. 7. Interface location, pressure (Pa) and velocity (ms−1) fields at different times. The grid contains 256× 256 computational cells.
Fig. 8. Comparison between the solutions of the Rayleigh–Plesset–Prosperetti equation with and without surface tension effects.
Eqs. (69) and (70) show that the surface tension decreases the amplitude of the bubble volume. This observation is 
verified in Fig. 8. These effects are significant for micro-bubbles. Indeed, the pressure jump across the interface is inversely 
proportional to the bubble radius. For this test, with σ = 7 × 10−2 Pam the pressure jump is 2σR0 = 14 000 Pa which cannot
be neglected compared to the magnitude of the pressure p0.
The computations are performed on an axisymmetric Cartesian mesh. As before, a symmetry is imposed on the radial 
plane. The sizes of the computational field are lr = 4 × 10−5 m and lz = 4 × 10−5 m. In a first time, we have attempted to 
perform this test case by using the basic projection method described in the Section 3.3.1. We have observed this method 
Fig. 9. Comparison between the basic projection method (left) and the time-splitting compressible projection method for surface tension (right). The grids
contain 256 × 256 computational cells. Thanks to splitting projection method, spurious currents disappear.
Fig. 10. Temporal evolution of the bubble radius. Comparison between the computation and the reference solution for different grids.
was subject to numerical instabilities if the surface tension effect is taken into account. See for example the snapshots of 
velocity field in the Fig. 9, at time t = 1.55 × 10−6 s with a mesh containing 256 × 256 cells, where very strong spurious 
currents have appeared on the interface. Moreover, we have observed that with the basic projection method, the finer is 
the mesh, the stronger are the spurious currents. This leads to a quite unstable method which requires some improvements. 
This observation has motivated us to design the new time splitting method which is presented in Section 3.3.2 to overcome 
this difficulty. For more details on these misleading behaviors, refer to Appendix A.
In Fig. 9, a snapshot of the velocity field has also been plotted with the time-splitting compressible projection method 
for surface tension. If this method is used, a clean velocity field is obtained since the unstable spurious currents have 
vanished. Therefore, this time-splitting will be used in all the simulations which are presented in the rest of this paper. 
In particular, the spatial convergence on the bubble radius temporal evolution is studied in Fig. 10. It clearly demonstrates 
that the numerical algorithm converges to the reference solution. Whereas, the simulation, which is performed with the 
coarsest grid (only 16 grid cells in the initial radius), provides accurate result on the amplitude of the first oscillation, we 
observe that 128 computational cells in the initial bubble radius are required to compute accurately the amplitude of the 
fifth oscillation. It corresponds to 512 ×512 cells in the whole domain. In addition, the temporal convergence on the bubble 
radius temporal evolution is also studied in Fig. 11. It clearly shows the temporal convergence of the numerical algorithm, 
since the discrepancy between the theory and the simulation decreases when the time step decreases. With a 128 × 128
grid, dividing the time step (Eq. (68)) by 8 allows to obtain about the 256 × 256 grid accuracy without dividing the time 
step.
In the Table 3, the variation of the error on the maximum radius during the first oscillation is reported for several 
computational grids. We can observe a similar behavior as for the 1D test-case, since the spatial accuracy is first order for 
the coarsest grids and next it increases to a second order accuracy, which is compatible with the second order centered 
schemes which are used in several steps of the compressible projection method.
Fig. 11. Temporal evolution of the bubble radius. Comparison between the computation and the reference solution for different time steps. Computations
are done with the same grid (128 × 128 cells). For each computations, tm = t × (1/2)m , where t is the time-step calculated with Eq. (68).
Table 3
Error on the maximum radius during the first oscillation for several computational
grids.
Relative error Order
32× 32 11.31%
64× 64 5.10% 1.15
128× 128 2.04% 1.32
256× 256 0.61% 1.74
512× 512 0.10% 2.68
Fig. 12. Mass temporal evolution of the static bubble for different grids.
As it is well known that the Level-Set method is not a mass-conserving method, we have performed further investigations 
in order to quantify this lack of mass conservation in our simulations. The results are summarized in Fig. 12 which clearly 
points out that the mass conservation is not strictly imposed, but the method converges toward a mass-conserving solution.
According to the second principle of thermodynamics, the entropy is also a conservative variable in the situation which 
is considered here. It has been checked that property was satisfied by plotting the temporal evolution of the bubble entropy. 
In Fig. 13, we can observe that conservation property is perfectly preserved when the grid cells are sufficiently refined.
Fig. 13. Entropy temporal evolution of the static bubble for different grids.
Finally, the shape of the interface, the velocity field and the pressure fields are represented in Fig. 14 for different times. 
We observe the expansion and the compression of the bubble evolving with time. The velocity field is free from parasitic 
currents on the vicinity of the interface, and the pressure jump due to the surface tension is correctly captured.
To summarize, we have presented results for the interaction of a bubble with a spherical wave-front which allow a strong 
validation of the new time splitting compressible projection method for surface tension in a multidimensional configuration. 
Once this milestone has been addressed, simulations involving more complex configurations can be performed.
4.3.3. Interaction of a bubble with a plane wave-front
Low shape oscillation of a bubble We now study the interaction of a bubble and a plane wave-front, which is a more real-
istic situation than with a spherical wave-front. In the previous test-case, the symmetries induce that the bubble remains 
spherical and static. If a plane wave-front is considered, as the spherical symmetry is broken, the bubble can displace and 
its shape can evolve. Let us notice however, that an axial symmetry is still preserved, which allows performing an axisym-
metric simulation instead of a more costly 3D computation. The initial bubble radius is still R0 = 10−5 m. At the top of the 
domain, the wavefront is generated by setting the pressure at p(t) = p0 − Asin(wt), where p0 = 105 Pa, A = 6 × 104 Pa and 
w = 5 × 105 rad s−1.
The amplitude of the wave-front is lower than in the previous test case to prevent from the bubble break-up. The sizes 
of the computational field are lr = 8 × 10−5 m and lz = 16 × 10−5 m. This simulation has been carried out with 4 three 
different grids, corresponding to a number of elements 64 × 128, 128 × 256, 256 × 512, 512 × 1024. Similarly as in the 
previous test case, the evolution of the equivalent radius is plotted in Fig. 15. The Rayleigh–Plesset–Prosperetti solution is 
no longer valid for this test-case test, but it is still marked as an indication. In particular, as it can be observed in Fig. 15, 
this simulation is still in accordance with the theory during the initial step of the computation. That can be explained by 
considering both that the wavelength λ = 18.85 × 10−3 m is much more important than the bubble radius and because 
the transmission coefficient of the ultrasound wave-front across the interface is almost zero. Indeed, it can be visualized 
on the snapshots of the pressure field in Fig. 16 that the wave wraps around the bubble, the pressure contours adopting 
an almost spherical shape. In Fig. 17, the average vertical velocity of the bubble has been plotted in order to bring out 
that the coupling between the bubble oscillation and its displacement is effective. In particular, it clearly appears that the 
velocity oscillations are strongly correlated with volume oscillations. The convergence study on the average vertical velocity 
is satisfactory since the two more refined grids provide very close results.
As in the previous section, we have also checked on these computations that the mass conservation and the entropy 
conservation were preserved if the grid cells are sufficiently refined (see respectively Fig. 18 and Fig. 19). Finally, the in-
terface position, the velocity field and the pressure field have been plotted in the Fig. 16 for different times. These figures 
allow visualizing the temporal evolution of the bubble shape and its displacement. It also brings out that the pressure jump 
condition is correctly computed and that the velocity field is free from parasitic currents.
High shape oscillation of a bubble In the previous section, the numerical simulations have involved a coupling between the 
volume oscillations and the translation of the bubble. However, as it can be visualized in the Fig. 16, the bubble undergoes 
weak shape deformations. We present in this section simulations where the amplitude of the wave front has been increased 
in order to induce strong deformations of the bubble shape. The parameters of the simulations are the same as in the 
former section, except the amplitude of the wave front which is equal to A = 7 × 104 Pa. In the Fig. 20 and Fig. 21, the 
pressure field, the velocity field and the interface location have been plotted for different times. These snapshots allow 
Fig. 14. Interface location, pressure (Pa) and velocity (ms−1) fields at different times.
strengthening the ability of the time splitting projection method for compressible flows to perform an efficient coupling 
between strong interface deformation and volume oscillation. In the Fig. 22 and in the Fig. 23, the temporal evolution of the 
equivalent radius and the average vertical velocity of the bubble are plotted for different grids in order to check the spatial 
convergence of the overall algorithm. Although the simulation performed on the thinnest grid seems to be well converged 
in the first time of the simulation, more important deviations appear in the end of the simulations. It suggests that a more 
refined grid could be used to improve the numerical results. However, we must also notice that our numerical model is 
based on the Euler equations which do not include the viscous dissipation effects. As a rotational flow and a deformed 
bubble are considered in this situation, the computations could not converge since the model does not account for any 
spatial cut-off due to the low scale viscous dissipation. Indeed, in such a situation the Reynolds number is infinite due to 
the zero viscosity in the two phases. Therefore, hydrodynamic instabilities in the wake of the bubble or shape instabilities 
can develop in a way which could depend on the mesh size. This is why the spatial convergence can sometimes be difficult 
to achieve for infinite Reynolds number simulations involving rotational flows. Moreover, as stronger deformations of the 
bubble are involved in this case than in the previous section, we can assume that a more refined grid could be required to 
obtain a better spatial convergence in this situation.
Finally, the Fig. 24 and the Fig. 25 demonstrate that the mass conservation and the entropy conservation are still suitably 
respected if the grid is refined.
Fig. 15. Temporal evolution of the bubble radius for different grids.
Fig. 16. Interface location, pressure (Pa) and velocity (ms−1) fields at different times.
Fig. 17. Temporal evolution of the bubble average velocity for different grids.
Fig. 18. Mass temporal evolution of the moving bubble for different grids.
Fig. 19. Entropy temporal evolution of the moving bubble for different grids.
Fig. 20. Interface location, pressure (Pa) and velocity (ms−1) fields at different times.
Fig. 20. (continued)
5. Conclusion
In this paper, numerical simulations of the interaction between an ultrasound wavefront and an air bubble surrounded
by liquid water have been performed.
In a first step, several numerical methods have been assessed by using a one dimensional benchmark based on a ref-
erence solution computed from the Rayleigh–Plesset–Prosperetti equation. As a low Mach number flow is considered, the 
compressible projection method clearly appears as the most suitable one.
In a second step, this method has been developed both in a multidimensional framework and with surface tension 
effects. Our first attempt was a simple implementation of the surface tension terms which was instigated from the usual 
approach for an incompressible two-phase flow. We report that this simple implementation is affected by strong parasitic 
currents and numerical instabilities. Therefore, a novel velocity/pressure splitting method is proposed to overcome this 
issue. The multidimensional numerical simulations clearly highlight that by applying this velocity/pressure splitting method, 
the spurious currents are strongly reduced. Moreover, the spatial convergence of this new algorithm toward a physically 
consistent solution is successfully investigated. Thus, the velocity/pressure splitting for the compressible projection method 
proves to be an efficient numerical tool to compute the interaction of acoustic or ultrasound waves with a liquid–gas 
interface for low Mach number flows.
This work opens many new perspectives, but other developments are required to study accurately the mechanism of 
shock formation during the bubble collapse. Previous works, in [21,53,55], have ever demonstrated that the compressible 
projection method can be an efficient method to compute the formation and the propagation of shock waves for a one 
phase flow, provided that the spatial discretization is applied to a conservative formulation of the fundamental equations. 
It is noteworthy that we use in this work a primitive formulation of these equations. Therefore, as it stands, this numerical 
method is not able to compute accurately supersonic flows. If a conservative formulation is used in a two-phase flow ap-
proach, computing the convective derivatives is a more complex task. Indeed, the density jump condition must be accounted 
accurately if the interface crosses the stencil of the numerical scheme which is used. Therefore, future investigations will 
be dedicated to the extension of this new numerical solver to all Mach number two-phase flows. A more complete model 
should also include dissipative effects as the viscous friction and the heat conduction.
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Appendix A. Comparison on the spurious currents between the basic projection method and the time splitting projection 
method
We provide here some evidences on the misleading behavior of the basic implementation of the surface tension in the 
framework of the compressible projection method. Some qualitative elements have already been mentioned in the paper, as 
for instance in the Fig. 9(a).
In this appendix, we provide more quantitative elements on this specific point. In order to demonstrate more precisely 
the failure of the method, we present here more detailed results with this method. The configuration of the test case is 
described in Section 4.3.2. We use a coarse mesh of 32 × 32 computation cells. For each computation, the time step is 
tm = t × (1/2)m where t is the time step calculated with Eq. (68). The temporal convergence of the basic projection 
method is investigated by plotting the temporal evolution of the bubble mass in the Fig. 26. It shows that this method does 
not converge since the mass loss increases when the time step decreases.
Fig. 21. Interface location (3D) at different times.
Fig. 22. Temporal evolution of the bubble radius for different grids.
Fig. 23. Temporal evolution of the bubble average velocity for different grids.
Fig. 24. Mass temporal evolution of the moving bubble for different grids.
Fig. 25. Entropy temporal evolution of the moving bubble for different grids.
Fig. 26. Temporal evolution of the bubble mass. For each computation, the time step is tm = t × (1/2)m .
Fig. 27. Evolution of the maximum tangent velocity at the interface for the first oscillation.
This mass decrease is linked to spurious currents. We have plotted in the Fig. 27 the temporal evolution of the maximum 
tangential velocity in the vicinity of the interface for a volume oscillation test-case. Indeed, as the theoretical solution 
assumes a radial flow the tangential velocity should be equal to zero in this situation. The Fig. 27 clearly shows that the 
spurious currents are much lower with the time splitting projection method than with the basic projection method for 
different computational grids. Moreover, we can observe in this figure that the amplitude of the spurious currents decreases 
if the computational grid is refined for the time splitting projection method, whereas it increases with the spatial resolution 
if the basic projection method is used. It confirms the misleading behavior of the latter and the relevance of the time 
splitting projection for this kind of simulations. Finally, if the basic projection method is used we have observed that the 
parasitic currents are so important that they can lead to the divergence of the simulation, especially if refined grids are 
used.
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