We argue that model selection uncertainty should be fully incorporated into statistical inference whenever estimation is sensitive to model choice and that choice is made with reference to the data. We consider different philosophies for achieving this goal and suggest strategies for data analysis. We illustrate our methods through three examples. The first is a Poisson regression of bird counts in which a choice is to be made between inclusion of one or both of two covariates. The second is a line transect data set for which different models yield substantially different estimates of abundance. The third is a simulated example in which truth is known.
Introduction
There is a considerable amount of literature devoted to methods for quantifying precision of statistical estimators. Disagreement is not uncommon over, for example, alternative methods of setting confidence intervals, as illustrated by the debate in the recent bootstrap literature over whether percentile confidence intervals are backwards (Efron and Tibshirani, 1993) . Often, much effort is expended in developing better confidence limits for specialized applications, and pathological examples are used to demonstrate the supposed superiority of the new method over other contenders. For moderate sample size, differences between competing methods are often trivial when compared with the potential impact of incorporating model selection into the statistical inference.
Although model selection is widely recognized as central to good inference, paradoxically, it has seldom been integrated fully into inference. For example, there are many methods in multiple regression for identifying an appropriate subset of covariates. Having identified them, subsequent inference is usually conditional on the selected model; that is, we assume that the model is correct. It is more defensible to recognize the uncertainty in model selection when quantifying the precision of an estimator. Under this philosophy, model misspecification bias is not bias at all, but merely a component of the variance. In practice, some degree of bias will remain and will be a decreasing function of the richness of the set of competing models. Several recent researchers have considered how to incorporate model selection into inference, and an excellent discussion of their work is provided by Chatfield (1995) .
The reason that inference is generally conditional on the selected model is the complexity encountered when attempting inference unconditional on that model. This may be circumvented to a useful extent using simple weighting methods, by adopting computer intensive or simulated inference, or by some combination of both. In this paper, we have two goals: we demonstrate the importance of integrating model selection with statistical inference through simple examples, and we provide the applied statistician with easy-to-use tools. Integration is achieved using simple weighting methods, where the weights are obtained from information criteria or by using the bootstrap. Different philosophies suggest different methodologies for incorporating model selection uncertainty into inference. Our philosophy is that truth is high (effectively infinite) dimensional. The more information that is gathered, the greater is the model complexity that the data can 2. Model Weighting We outline here a philosophy for weighting contending models, in preference to selecting between them. This can be done within a Bayesian framework, so that model selection is replaced by estimated probabilities that different models are correct. However, such an approach raises the issue of how to set priors. Raftery (1996) and Kass and Raftery (1995) use Bayes factors to incorporate model selection uncertainty in a Bayesian context, but the method can be sensitive to the choice of prior. The method is also problematic if there are many possible models. Solutions to both problems, for example using intrinsic Bayes factors (Berger and Pericchi, 1996) for the first or implementing a Markov chain Monte Carlo algorithm for moving through the model space (Madigan et al., 1994) for the second, add to the complexity of the Bayesian method. The complexity also forces the user to adopt computer-intensive methods, often substantially more computer intensive than the bootstrap.
Here, we explore simpler philosophies that allow applied statisticians to integrate model selection into inference routinely. We seek weights that can be associated with estimates derived under each of the contending models, Mk, k 1, . . . , K. Using these weights Wk, scaled so that E wk 1, the estimate of a parameter 0 (assumed to be common to all models) is taken to be 0 WkAk, The problem arises of how to estimate the covariance. We could resort to simulated inference (below) and estimate the sample covariance between estimates from analyses of bootstrap resamples. Alternatively, we might argue that the covariance will be high because each model is fitted to the same data set and then choose the conservative strategy of setting it equal to its maximum possible value, which is the geometric mean of the variances of the estimates under models k and 1. This variance may be estimated by substituting /3k = k-0 and var(0k 3k). The estimates Sk and va'(0k 3k) are found by normal inference methods, assuming that model k is the true model, and 0 is given by equation (1).
How can we avoid assuming that the estimators are perfectly correlated? The bootstrap avoids the problem by generating resamples from the data and assuming that these resamples are independent data sets. If there are sufficient data, a less computer-intensive solution is to divide the data into K equal (or nearly equal) groups, where K is the number of models. Each model is fitted to one of these data sets to obtain the estimates Sk and corresponding variances var(Ok I 3k). The above analysis conditions on the weights Wk, and these will be estimated more reliably by fitting each model to the full data set. Independence of the Sk can now be assumed, so that equation ( (10) k Note that the above inference can only be applied to parameters that are in common to all contending models (e.g., E(yi), the expectation of the ith observation, or p = E(y)). For parameters that are not present in all models, we can apply the above methods for the subset of models in which the parameter occurs and use the sum of weights for that subset as an indicator of the importance of that parameter.
In the above development, we have assumed the weights are known constants, whereas in practice they will be estimated. How should we do this? Choice is intrinsically linked with choice of model selection criterion. Key components of model selection are expert (or subjective) opinion and model availability. The latter cannot be integrated with inference; if none of the available models (including composite models) adequately reflect reality, inference will be poor irrespective of whether model selection uncertainty is incorporated. Expert opinion can be integrated by adopting a Bayesian framework, using subjective priors, or by creating bootstrap resamples and using expert opinion to select a model 'independently' for analyzing each resample. The latter strategy is only implementable if an expert system is developed, allowing the thought processes of the expert to be automated. Hypothesis testing is widely used for model selection, and there are examples of specific applications in the literature for which the hypothesis testing has been fully incorporated into inference. However, there are problems in developing a general approach based on hypothesis tests. We prefer instead to work with information criteria of the form By defining the weights in this way, we ensure that two models with the same value for I are given the same weight, whether or not they have the same penalty q. The Bayes factor might more descriptively be termed the relative likelihood factor. We term the ratio {Liexp(-qi/2}/{Ljexp(-qj/2)} the relative penalized likelihood factor.
Simulated Inference
A key tool of simulated inference is the bootstrap (Efron, 1979) , which allows resamples to be generated. Each resample is analyzed exactly as if it were the original sample. Thus, a simple method of incorporating model selection uncertainty into inference is to apply the model selection procedure independently to each resample (Buckland, 1982; Sauerbrei and Schumacher, 1992; Hjorth, 1994; Norris and Pollock, 1996) .
To implement the nonparametric bootstrap, observations are sampled with replacement from the original data set until sample size is equal to that for the real data. These observations comprise the first bootstrap resample. The process is repeated to give, say, b resamples. Any estimator of interest is evaluated using the data from each resample in turn. The sample variance of the bootstrap estimates provides an estimated variance, either for the estimate from the real data or for the mean of the bootstrap estimates. An approximate 100(1 -2a)% 'percentile' confidence interval is given by ordering the bootstrap estimates from smallest to largest and selecting the rth and sth values from the list, where r = (b + 1)a and s = (b + 1)(1 -a) (Buckland, 1984) . It is convenient to choose b so that r and s are integer. Otherwise, if b is large, they may be rounded to the nearest integer values; for smaller b, linear interpolation between the rth and [r + 1]st values may be used for the lower limit and similarly for the upper limit.
For regression problems, Efron (1979) noted that resampling should be from the residuals ri, so that analysis remains conditional on the covariate values. If the bootstrap is used to allow for model selection uncertainty, this strategy assigns too much weight to the model from which the residuals were obtained. Possible solutions to this are considered in our first example.
The nonparametric bootstrap assumes that the sampling units (usually observations or residuals) are independently and identically distributed. For generalized linear models, observations are assumed to be independently distributed, but their variance is a function of their expectation. This difficulty may be resolved using the parametric bootstrap, in which the ith bootstrap observation is generated from the assumed parametric distribution fitted at the covariate values associated with observation yi. However, if counts are overdispersed, this procedure fails to recreate the overdispersion in the bootstrap resamples. Bravington (1993) has proposed a generalization of the nonparametric bootstrap that requires observations to be independently, but not identically, distributed and that preserves any overdispersion. His proposal is to transform observation yi to Ui = Fi(yi), where Fi(yi) is the cumulative distribution function of yi. A bootstrap resample is now generated by selecting a sample of size n with replacement from these ui. If the ith value in the resample is uj, then the ith bootstrap observation is calculated as F1 (uj). The process is repeated to generate b bootstrap resamples. In the absence of overdispersion, the method replicates the parametric bootstrap, and the sample of u values would be uniform on (0,1) if the cumulative distribution function were known rather than estimated.
The above provides a computer intensive framework for incorporating model selection bias into inference. It also provides an alternative method of obtaining weights, a method which recognizes that the weights are not known constants: the weight for model k is estimated by the proportion of resamples in which model k is identified as the best approximating model. These weights differ in one important respect from those of equation (14). Suppose that two models, A and B, are indistinguishable in that their respective likelihoods are identical (whatever the data). The bootstrap selects a 'winner' for each resample (in this case, we might choose to pick one of the two models at random), so that the total weight assigned to these two models would be the same as the weight assigned to either one if the other were omitted. By contrast, adopting equation (14), the total weight WA + WB would be larger (up to double) by including both models rather than just one.
The bootstrap, with model selection applied independently to each resample, allows us to estimate variance and to generate robust confidence intervals when we do not wish to condition our analyses on a single selected model. Suppose we wish to assign weight Wk to model k, where Wk is as found from equation (14). The weight Wk will not in general equal the proportion of times model k was selected in the analyses of the resamples, so we must reweight the bootstrap samples. In the unweighted percentile method, bootstrap estimates are ordered and each is given equal weight to determine the required percentiles of the distribution. In what we term the weighted percentile method, a weight of vi = wkb/bk is assigned to bootstrap estimate i, where k indicates the model selected when analyzing resample i, and bk is the number of resamples for which model k was selected. To obtain the lower percentile limit, find the largest integer r such that
In the weighted case, it is not possible to choose b such that equality holds, and linear interpolation may be preferred. The upper limit may be found similarly.
Examples 4.1 Poisson Regression
The first example considers a simple multiple regression problem with two correlated explanatory variables, an assumed Poisson error distribution and a log link function (Table 1) . In these fictitious data, transect counts of singing males of the songbird Troglodytes invisibilis were made on consecutive days, and we wish to predict future counts, given temperature and wind speed. In practice, date might also be a useful predictor but, to keep the example simple, we ignore it.
The problem is to predict the count on day 19. Both covariates are highly correlated with the count and with each other (Figure 1) , making model selection difficult. Traditional inference based on selecting the model that explains most of the variation, subject to excluding covariates that offer no significant improvement over the fit without them, is compromised. Unless the analyst knows that one of the covariates is irrelevant, prediction for day 19 will appear to be more precise than is justified because we assume that the true model is known.
How can inference be improved? One solution is to adopt a Bayesian framework. In the absence of better information, equal prior probabilities for the two regression models with a single covariate might be defensible, but what of the model with no covariates or both covariates?
A second option is to use relative penalized likelihood factors as defined above to provide weights for the estimates from each contending model (see equation (14)), from which the weighted average and its estimated variance are easily calculated.
Instead, we might opt to generate bootstrap resamples and apply our model selection criterion separately to each resample. If we adopt Bravington's (1993) method, the Poisson error distribution Table 2 The models with temperature alone, with wind speed alone, and with both yield predicted counts for day 19 of 30.0, 26.1, and 27.8 birds, respectively. Using weights from equation (14), the predicted count from equation (1) is 27.4 birds. Equation (9) yields a variance estimate of 9.4, from which an approximate 95% confidence interval for the expected count of (22.1, 34.1) was obtained, assuming log-normality. We show the bootstrap distribution of predictions of the count on day 19 using method (b) in Figure 2 . In Table 3 
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where n is the number of animals detected and L is the total length of transect travelled . We use a ruffed grouse data set taken from Gates (1979) , in which n = 218, as an example of the effect of incorporating model selection uncertainty in inference. The statistical problem is to model the probability density function f(x). The program DISTANCE (Laake et al., 1993) was used. It first fits a user-specified parametric key function to the data, then allows polynomial or cosine Figure 4 , we show the distribution of bootstrap estimates of f (0) under each model, using kernel density estimation to smooth each distribution. Each curve is scaled so that the area under it is equal to the proportion of times the corresponding model was selected in the bootstrap resamples. Also shown is the sum of these four curves; the area under this composite curve is unity. For each curve, the endpoints of a 95% percentile confidence interval are shown. It can be seen that the lower confidence limit under the negative exponential model lies above the upper limit for the hazard-rate model. The two remaining models yield confidence intervals intermediate between these, although the lower limit under the negative exponential model is close to the upper limit under all three of the other models. The limits corresponding to the composite curve better reflect uncertainty in the true value f (0) than do those from any of the individual curves.
In the above, we have allowed the bootstrap to determine weights for the different estimators. These weights are equal to the proportion of times each estimator was selected by AIC when analyzing the resamples. In Table 4 , we show these weights in column (a), together with those obtained from equation ( (0) is log-normally distributed, an approximate 95% confidence interval is then (0.0826, 0.1526) . Although the analytic method assumes the weights are known and four models are too few to estimate adequately the contribution of model misspecification to the variance, the differences in precision estimates are again remarkably small. As noted earlier, the methods are based on different philosophies. The bootstrap estimates are based on the assumption that one of the four models is the true model; as the data fail to rule out any of the possible models, the bootstrap interval effectively includes any estimate of f (0) that is plausible under at least one of the models. The analytic method treats each estimate of f (0) as a valid estimate in its own right. If each estimate had been assumed independent of the others, the analytic interval would have been shorter than the bootstrap interval; by assuming perfect correlations between the estimates, we have largely eliminated the difference between the methods. The bootstrap replicates can be used to estimate these correlations, although we then forego the advantage of avoiding simulated inference methods. Instead, we randomly subdivided the data into four groups, fitted one model to each group (thus allowing us to assume that the estimates under each model are independent), and applied equation (10). We obtained self (0)} = 0.0238; assuming a log-normal distribution gives a corresponding confidence interval of (0.0745, 0.1694).
In Table 6 Table  4 Relative penalized likelihoods for four line transect models fitted to ruffed grouse data. Likelihoods were penalized using Akaike's Information Criterion (AIC7). Also given Z's the proportion of times each model was selected by AIC when analyzing 1000 bootstrap resamples (a) allowing the number of adjustment terms used for a particular model to vary between resamples and (b) fixing the number of adjustment terms to equal that determined in the analysis of the original data. (Standard errors in parentheses. Table 5 Components of estimation using simulation-free approach. Equation (1) (bearing in mind that 0 log(0) -0). It was also convenient to specify a maximal model (i.e., value of k) to consider for data analysis. These are nested models. In data analysis under model k, survival rates for all ages greater than k are estimated as Sk. We only tabulated and examined survival rate estimators out to age 10. Age-specific survival rates change appreciably with age (time) at the younger ages, with only small annual changes at older ages. Due to mortality, data are sparse at the older ages, rendering identification of the true model from the data an unachievable goal. Even the most general true model allowed here is simpler than reality, wherein we expect possibly complex age (e.g., senescence) and time effects (nonsmooth time effects and possibly disasters) and individual heterogeneity in survival fitness. Thus, truth in this simulation is simpler than reality is likely to be, but the true generating model here can be sufficiently high dimensional to avoid the pitfall of many simulation studies: (1) there is a simple (low dimension), true model, which (2) is included as one of the contending models and (3) the goal is to select that true model. Studies of this type favor (at least for large sample sizes) BIC over AIC because BIC is designed for this circumstance. For real data analysis in life sciences we contend that no simple true model generated the data and the statistical goal is to select the best approximating model (to conceptual truth) from the set of models considered.
For our simulation, we specified ni, the Si, m, and a maximal model (max-k) to consider. A thousand data sets were simulated, and each model (1 to max-k) was fitted by maximum likelihood Table 6 Relative penalized likelihoods for four line transect models fitted to ruffed grouse data. Likelihoods were penalized using the Bayes Information Criterion (BIC). Also given is the proportion of times each model was selected by BIC when analyzing 1000 bootstrap resamples (a) allowing the number of adjustment terms used for a particular model to vary between resamples and (b) fixing the number of adjustment terms to equal that determined in the analysis of the original data. Table 7 Number of simulations out of 1000 in which each survival model was selected by AIC, and by BIC. Model 1 assumes a constant survival rate across the full 10 years, model 2 assumes a different survival rate in year 1 from subsequent years, through to model 10 (the true model), in which survival is different for each year. AICc weights were calculated from each simulation using equation (14) Draper (1995) note that traditional methods of model selection can lead to models that appear to have strong predictive power even for randomly generated data for which there is no true relationship. They show that allowance for model selection uncertainty using a Bayesian framework can resolve this difficulty. We have presented ideas for likelihood-based solutions to the problem that avoid the complexities of Bayesian methods and allow philosophies other than the usual philosophy of Bayesian researchers-that one of the fitted models is the true model. We hope that these ideas will stimulate others to address the issue of model selection uncertainty. The widespread practice of using sophisticated model selection methods, followed by inference that ignores the uncertainty in those methods, is inconsistent and too often leads to overoptimistic estimates of precision. Given the potential impact on conclusions of allowing for model selection in inference, it seems surprising that more authors have not addressed this issue. In some fields, it would seem essential that the issue be addressed. One example is the use of mark-recapture models in epidemiology, where numbers of people suffering from a disease are estimated from data from lists of sufferers. The lists are treated as captures, with many people appearing on more than one list, corresponding to multiple recaptures. The problem is to estimate the number of sufferers appearing on no list. Heterogeneity and lack of independence are fundamental difficulties; the presence of sufferers on a list may depend heavily on where they live, on income, or on whether they appear on another list. Different plausible models may fit the data equally well, but give rise to confidence intervals on total number of sufferers that do not overlap. Hook and Regal (1995) review the methods and their limitations, and Madigan and York (1995) use Bayesian methods to average across models in this circumstance.
To defend the policy of carrying out inference conditional on the selected model, the analyst must be willing to affirm that the true model has been identified. If the true model were known, then model selection would not be required. However, there are cases where the range of models could, and should, be restricted. In the example of mark-recapture models in epidemiology, we can rule out models that allow for trap response (useful for analyzing data from experiments in which animals are trapped), as the lists cannot usually be ordered chronologically. In our line transect example, we included the negative exponential model, which is spiked at zero distance from the trackline (Figure 3) . For surveys that are designed well, such spiked models can be ruled out, and, in the case of our example, this reduces considerably the uncertainty in estimating f(0). The negative exponential model was included for illustrative purposes. Nevertheless, Figure 4 shows that the bootstrap distribution of f(0) estimates differs appreciably among the three remaining models, with the hazard-rate distribution strongly skewed to the left and the other two skewed to the right. Estimation is appreciably more uncertain than would appear if any single model were selected.
If knowledge of appropriateness of models was extensive, prior weights could be assigned and Bayesian methods could be used to downweight models that are intrinsically less plausible, such as the negative exponential line transect model. By analogy with Bayesian methods, if we denote the prior 'probability' that model Mi is true by P(Mi), then both sides of equation (13) We have considered two main strategies of averaging across models that lead to different inference. In one, we assume that there is an infinity of models to choose from and those fitted are a random sample. The bias arising from any single model then becomes the contribution of model selection uncertainty to variance of the weighted estimator. The assumption that models are essentially selected at random from a large population of models is often poor. It is likely to be an acceptable assumption in our line transect example, for which each model had a parametric key that was dissimilar from the others, but the assumption clearly fails in the Poisson regression, as the models with one covariate are both special cases of the model with both covariates and cannot be considered to be independent of it. Another shortcoming of this approach is that estimators of the common parameter of interest under the different models cannot be assumed independent when they are estimated from the same data. As an alternative, we adopt the philosophy that we are seeking to identify the best approximating model from a set of competing models. We recognize that identification of this model is an estimation problem by assigning a weight for each model in proportion to its relative penalized likelihood. The weight for model k is estimated by observing the proportion of bootstrap samples in which that model was identified as the best approximating model. Under this philosophy, we require that the set of contending models includes at least one that approximates well the true model, which might be complex and high dimensional.
