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POINCARE´’S POLYHEDRON THEOREM FOR
COCOMPACT GROUPS IN DIMENSION 4
Sasha Anan′in, Carlos H. Grossi, Ju´lio C. C. da Silva
Abstract. We prove a version of Poincare´’s polyhedron theorem whose requirements are as local as possible.
New techniques such as the use of discrete groupoids of isometries are introduced. The theorem may have
a wide range of applications and can be generalized to the case of higher dimension and other geometric
structures. It is planned as a first step in a program of constructing compact C-surfaces of general type
satisfying c2
1
= 3c2.
To Misha Verbitsky on no particular occasion
1. Introduction
1.1. One of the few powerful tools for constructing compact manifolds (or orbifolds) carrying a
prescribed geometry is closely related to Poincare´’s polyhedron theorem (PPT). A compact manifold X
in question is the quotient of a model spaceM by a discrete cocompact group G of automorphisms. One
can associate to G a polyhedron P ⊂M into which X =M/G can be ‘cut and unfolded.’ For instance,
at the presence of metric, there is the compact Dirichlet polyhedron Pc :=
{
x ∈ M | ∀ g ∈ G d(x, c) ≤
d(x, gc)
}
centred at a generic point c ∈ M ; it has finitely many codimension 1 faces (contained in
hypersurfaces equidistant from two points) and face-pairing isometries between such faces. In general,
the settings of PPT include a polyhedron whose face-pairing automorphisms generateG and, a posteriori,
the discreteness of G turns out to be a consequence of the tessellation of M by the G-copies of the
polyhedron. In this way, PPT transforms constructing compact manifolds into verifying tessellation.
Generally speaking, the tessellation of M resides in the mutual position of certain G-copies of codi-
mension 1 faces of P . In the case of classic geometries [AGr1], the hypersurfaces equidistant from two
points are real algebraic and rather simple. They constitute a reasonable choice for codimension 1 faces
of P . Nevertheless, inferring the tessellation of M from an analysis of the mutual position of some G-
copies of codimension 1 faces is frequently impossible to perform. In this paper, we follow the strategy
taken from [AGr2] and develop a version of PPT whose requirements providing the tessellation are as
local as possible, hence, easily verifiable in practice. This allows to avoid the mentioned difficulty.
1.2. In few vague words, Theorems 4.1 and 4.3 claim that the following requirements provide a
tessellation of M . A small neighbourhood of a generic point of every codimension 1 or 2 face of P
is required to be tessellated by ‘expected’ copies of P . Another condition asks the polyhedron to
remain locally connected after removing its codimension 3 faces. The last requirement (empty in the
3-dimensional case) is that the stabilizer in G of every codimension 3 face induces on the face a finite
group of isometries, where G stands for the group generated by the face-pairing isometries.
Local tessellation around a generic point in a face of codimension 1 or 2 is translated in Lemmas 3.10
and 3.12 into infinitesimal conditions called ‘interior into exterior’ and ‘total angle’ conditions; the latter
takes the form ‘sum of angles = 2π.’
Second author partially supported by FAPESP (grant 2012/07587-4) and CNPq (grant 304671/2012-6).
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Speaking of tessellation around generic points in codimension 3 faces, one can formulate in a similar
fashion a ‘solid angle’ condition. The readily verifiable connectedness near codimension 3 is a topological
form of such a ‘solid angle’ condition. Example 3.16 shows that PPT fails without this connectedness
requirement.1
By definition, the discreteness of G means that gK ∩K 6= ∅ only for finitely many g ∈ G if K ⊂M
is a compact set. Taking for K a codimension 3 face we conclude the necessity of the requirement
concerning the stabilizer. In high dimension, this sort of condition does not seem verifiable in general.
Already in dimension 4, it falls into the verifiable category only because those codimension 3 faces that
may cause a problem have to be round circles (allegedly, a rare case). So, it is hopeless to dream of a
general version of PPT (with easily verifiable hypothesis) for dimension ≥ 5.
In literature, there are many versions of PPT requiring that the polyhedron modulo face-pairing is
equipped with a naturally induced complete metric; see, for instance, [Mas, Condition H. 10, page 75].
In our settings, completeness would be automatic as polyhedra are compact, but the induced pseudo-
metric is not always a metric (the quotient can even be non-Hausdorff). Verifying the induced pseudo-
metric to be a metric is not in general a task that can be performed in practice.
1.3. In section 3, we introduce and study a concept of smooth compact polyhedra. On one hand,
this concept allows us to proceed by induction on dimension. On the other hand, it suits all possible
practical needs.
A crucial feature of the theorems is the extensive use of groupoids caused by the necessity of dealing
with nonconnected spaces and polyhedra in the proofs. The lack of sufficient symmetries makes it
impossible to apply induction on dimension and to keep simultaneously the symmetries at the level of a
group of isometries of the ambient space. Curiously, adapting [AGr2, Section 2] to the case of groupoids
required only a few changes.
It does not seem to be difficult to generalize the results of this paper to higher dimension just by
following the presented proofs (though this may not be as easy as simply writing this phrase). Our
interest lies in dimension 4 : this paper is intended as a first step in the program [Ana] of construct-
ing compact C-surfaces of general type satisfying the equality in Bogomolov-Miyaoka-Yau’s inequality
c21 ≤ 3c2 between Chern numbers. Such surfaces are compact complex hyperbolic manifolds [Yau] and
attract considerable interest [Rei]. They are hard to construct. The few known examples include those
in [Mos] and the fake projective planes [Mum], [CaS].
1.4. The scope of possible applications of the theorems lies far beyond the originally planned one.
As far as compact manifolds are concerned, the ideas involved in the proofs seem to be adaptable to
constructing manifolds carrying other geometric structures. For instance, it seems possible to modify
them and incorporate the case of compact affine manifolds.
Theorems 4.1 and 4.3 are not free from the defect indicated at the end of [AGr2, Subsection 1.3].
It is still necessary to verify the simplicity of the polyhedron, i.e., to study the mutual position of
its codimension 1 faces. Nevertheless, there is some progress in the direction of getting rid of the
global requirement of simplicity. Groupoids allow us to work effectively with nonconnected polyhedra.
So, we can partially escape the verification that the faces intersect properly by a priori cutting the a
posteriori problematic polyhedron into small pieces and placing them distantly by means of arbitrary
isometries.
2. Discrete groupoids of isometries
In this section, we reformulate the corresponding [AGr2, Section 2] in a bit more general form as we
need to drop the assumption that M or P is connected.
1We are grateful to the referee who stimulated us to state the conjecture in [AGr2, Subsection 4.3]; unfortunately, our
conjecture lacks the condition of connectedness near codimension 3.
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Let M be a locally path-connected metric space with finitely many connected components, denoted
by Mi, i ∈ I (in applications, each Mi will be simply-connected). For convenience, we assume that
d(x1, x2) = ∞ for points x1, x2 ∈ M from different components. Denote by B(x, ε) the open ball of
radius ε > 0 centred at x and let N(X, ε) :=
⋃
x∈X
B(x, ε) for X ⊂ M . In this section, we regard a
polyhedron in M as being a closed, locally path-connected subspace P ⊂M such that
• P has finitely many connected components;
• P is the closure of its nonempty interior:
◦
P 6= ∅ and P = Cl
◦
P ;
• the nonempty boundary of P is decomposed into the union of nonempty path-connected subsets
s ∈ S called faces : ∂P := P \
◦
P =
⋃
s∈S
s.
The isometry groupoid IsomM of M is the category whose objects are Mi, i ∈ I, and morphisms are
all possible isometries between the Mi’s. (By definition, a groupoid is a category whose morphisms are
isomorphisms.) When writing g ∈ IsomM , we mean that g is a morphism whose domain and codomain
are therefore prescribed, i.e., g :Mi →Mj is an isometry for suitable Mi,Mj.
A face-pairing of a polyhedron P is an involution : S → S and a family of isometries Is ∈ IsomM
satisfying Iss = s and Is = I
−1
s for every face s ∈ S. Since the faces s, s are connected, they determine
the corresponding components Mi,Mj, hence, we have Is : Mi → Mj . We denote Pi := P ∩Mi. Note
that Pi is not necessarily connected.
We need a brief elementary introduction to groupoids. Groupoids in this section will always have their
objects indexed by I and all functors will be identical at the level of objects. Frequently, the objects in a
groupoid will be topological spaces. In this case, we think of the disjoint union of these objects as of an
I-graded topological space. Any I-graded topological space T gives raise to a groupoid HomeoT of its
homeomorphisms. An action of a groupoid G on an I-graded space T (by homeomorphisms) is simply a
functor G→ HomeoT . In this case, we say that T is a G-space. In order to define an action of G on T
(by homeomorphisms), one only needs to associate to every G ∋ g : i → j a homeomorphism Ti → Tj
(we will denote it by the same letter g : Ti → Tj) so that the composition in G provides the composition
of the associated homeomorphisms. (By convention, when we write gt, we silently require that g ∈ G
is applicable to t ∈ T .) For example, IsomM acts on M (by isometries, hence, by homeomorphisms)
due to the inclusion IsomM ⊂ HomeoM . Given I-graded G-spaces T, T ′, an I-graded continuous map
f : T → T ′ is said to be a G-map if f(gt) = gf(t) for all g ∈ G and t ∈ T .
Let P be a polyhedron with a given face-pairing and letG ⊂ IsomM denote the subcategory generated
by the face-pairing isometries. Assuming the discrete topology on G, we equip P , G× P , and G ∗ P :=⊔
iG×i P ⊂ G×P with their natural topologies, where G×i P :=
{
(g, x) | x ∈ Pj , G ∋ g :Mj →Mi
}
.
The rule (g, x) 7→ gx defines an I-graded continuous map ψ : G ∗ P →M , i.e., ψ(G×i P ) ⊂Mi.
We introduce a relation in G ∗ P by putting (g, x) ∼ (h, y) exactly when x ∈ s for some s ∈ S,
Isx = y, and h
−1g = Is. Taking the closure of this symmetric relation with respect to transitivity (and
reflexivity), we obtain an equivalence relation also denoted by ∼. Let J := G ∗ P/ ∼, let [g, x] denote
the class of (g, x) in J , and let π : G ∗ P → J , (g, x) 7→ [g, x], be the quotient map. We equip J with
the quotient topology. We have J =
⊔
i Ji, where Ji := G×i P/ ∼. Indeed, (g, x) ∼ (h, y) implies that
gx = hy; hence, (g, x), (h, y) ∈ G×i P for some i ∈ I. The map π is clearly I-graded continuous.
G ∗ P ✲
π
J
❆
❆❆❯
ψ
✁
✁✁☛
ϕ
M
The groupoid G acts (by homeomorphisms) on G ∗ P by means of the composition of
(composable) arrows: h(g, x) := (hg, x). If (g, x) ∼ (h, y) and fg is defined, then (fg, x) ∼
(fh, y). So, we obtain the induced action h[g, x] := [hg, x] of G on J . It follows from
the definition of quotient topology and from π−1(gp) = gπ−1p that G acts on J by
homeomorphisms. We get a commutative diagram of I-graded continuous G-maps ψ, π,
and ϕ[g, x] := gx.
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Let
[Pi] :=
{
[1i, x] | x ∈ Pi
}
, [
◦
P i] :=
{
[1i, x] | x ∈
◦
P i
}
, [P ] :=
⋃
i
[Pi].
Clearly, J =
⋃
g,i
g[Pi] and g[
◦
P i] ∩ h[
◦
P j ] 6= ∅ implies g = h. In other words, [P ] is a fundamental region
for the action of G on J .
We assume that π−1[1i, x] is finite for every i ∈ I and x ∈ ∂Pi, hence, for every x ∈ Pi. Take
x ∈ Pi. Let π
−1[1i, x] =
{
(g1, x1), . . . , (gn, xn)
}
for some gk ∈ G and xk ∈ Pjk with (gk, xk) ∈ G×i P .
The polyhedra gkPjk are the formal neighbours of Pi at x. For δ > 0, define
Nxk,δ :=
{
y ∈ Pjk | d(y, xk) < δ
}
⊂ Pjk , Nx,δ :=
n⋃
k=1
(gk, Nxk,δ) ⊂ G×i P, Wx,δ := πNx,δ ⊂ Ji,
where d(·, ·) stands for the distance function on M . Using this notation, we state the
2.1. Tessellation condition. A polyhedron P with a given face-pairing satisfies tessellation condi-
tion if
(1) for all i ∈ I and x ∈ Pi, there exists some δ(x) > 0 such that π
−1Wx,δ = Nx,δ and ϕWx,δ = B(x, δ)
for any 0 < δ ≤ δ(x);
(2) for every i ∈ I, some open metric neighbourhood Ni of Pi in Mi is tessellated; this means that
N(Pi, ε) ⊂ Ni for some ε > 0 and that there exists a function fi : Pi → R taking positive values such
that ϕ :WPi,fi → Ni is bijective, where WPi,fi :=
⋃
x∈Pi
Wx,fi(x) ⊂ Ji.
The proof of the following proposition follows closely that of [AGr2, Proposition 2.2].
2.2. Proposition. Tessellation condition 2.1 implies that ϕ is a regular covering.
Proof. First, using only (the finiteness of π−1[1, x] and) tessellation condition 2.1 (1), we will
show that ϕ is an open map. Indeed, tessellation condition 2.1 (1) and the fact that G acts on J by
homeomorphisms imply that gWx,δ is open in J for every (g, x) ∈ G ∗ P and 0 < δ ≤ δ(x). Moreover,
if (g, x) ∈ G ∗ P and 0 < δ ≤ δ(x), then ϕ(gWx,δ) = gϕWx,δ = gB(x, δ) = B(gx, δ) is open in M .
Hence, it suffices to prove that B :=
{
gWx,δ | (g, x) ∈ G ∗ P, 0 < δ ≤ δ(x)
}
is a base of the topology
on J . Let [g, x] = g[1i, x] ∈ Jj and let U ⊂ Jj be an open neighbourhood of [g, x], where g : Mi →Mj .
The open set π−1U ⊂ G ×j P is a union π
−1U =
⋃
h(h, Uh), where each Uh is open in some Pl,
h : Ml → Mj. Let π
−1[1i, x] :=
{
(g1, x1), . . . , (gn, xn)
}
. We have π−1[g, x] =
{
(gg1, x1), . . . , (ggn, xn)
}
.
It follows that xk ∈ Uh for h = ggk, k = 1, . . . , n. Take 0 < δ ≤ δ(x) such that Nxk,δ ⊂ Uh for h = ggk
and all k = 1, . . . , n. Clearly, gNx,δ =
⋃
k
(ggk, Nxk,δ) ⊂ π
−1U . So, [g, x] ∈ gWx,δ = gπNx,δ = π(gNx,δ) ⊂
ππ−1U = U which implies that B is a base of the topology on J and that ϕ is open.
Using the fact that B is a base and that π−1[g, x] is finite for every (g, x) ∈ G ∗ P , it is easy to see
that J is Hausdorff.
If Ji = ∅ for some i ∈ I, then ϕ|Ji : Ji → Mi is a regular covering of degree zero. So, in order to
prove that ϕ is a regular covering, it suffices to show that ϕi := ϕ|Ji : Ji → Mi is a surjective regular
covering in the case of Ji 6= ∅.
We fix such an i ∈ I. Since ϕ is open, ϕJi is open in Mi. Let x ∈ Cl(ϕJi). Then B(x, ε) ∩ gPj 6= ∅
for some g :Mj →Mi and j ∈ I. It follows that x ∈ N(gPj , ε) ⊂ gNj = ϕ(gWPj ,fj ) ⊂ ϕJi. Hence, ϕJi
is closed in Mi. Since Mi is connected, ϕi is surjective.
Take x ∈Mi. Define
Gx :=
{
g ∈ G | Ux ∩ gPj 6= ∅ for g :Mj →Mi, j ∈ I
}
,
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where Ux ⊂ B(x,
1
2ε) is a path-connected open neighbourhood of x. For every Gx ∋ g :Mj →Mi, let
Wg := (ϕ
−1
i Ux) ∩ gWPj ,fj ⊂ Ji.
Being a continuous open bijection, ϕi : gWPj ,fj → gNj is a homeomorphism. Since Ux ∩ gPj 6= ∅
implies that Ux ⊂ B(x,
1
2ε) ⊂ N(gPj , ε) ⊂ gNj, we conclude that ϕi : Wg → Ux is a homeomorphism.
Moreover,
ϕ−1i Ux =
⋃
g∈Gx
Wg.
Indeed, if ϕi[g, y] ∈ Ux with y ∈ Pj and g : Mj → Mi, then gy ∈ Ux, g ∈ Gx, and [g, y] ∈ gWPj ,fj , i.e.,
[g, y] ∈ Wg.
It remains to show that the distinct Wg’s are disjoint. Suppose that Wg1 ∩ Wg2 6= ∅ for some
g1, g2 ∈ Gx. The projection Wg1 ×Wg2 →Wg1 induces a homeomorphism between
X :=
{
(x1, x2) ∈Wg1 ×Wg2 | ϕix1 = ϕix2
}
and Wg1 . The diagonal
∆Wg1∩Wg2 = ∆J ∩ (Wg1 ×Wg2) ⊂ X
is closed in X as J is Hausdorff. Therefore, the image Wg1 ∩Wg2 of ∆Wg1∩Wg2 is closed in Wg1 . Since
Wg1 is connected, we obtain Wg1 =Wg2 
3. Compact smooth polyhedra with face-pairing
In this section, we introduce compact smooth polyhedra equipped with face-pairing and observe some
local properties of such polyhedra.
3.1. Compact smooth polyhedra. Let M be a (not necessarily connected) smooth manifold.
A compact smooth polyhedron P of dimension d = 0 is simply a finite subset P ⊂ M . We define a
compact smooth polyhedron P ⊂M and its faces by induction on the dimension d > 0 of P :
• P is a finite disjoint union P =
⊔
i Fi of its codimension 0 faces Fi. Every Fi is a connected compact
subspace contained in a smooth (connected) submanifold Si ⊂ M of dimension d, Fi ⊂ Si. Every Fi
coincides with the closure of its nonempty interior ∅ 6=
◦
F i ⊂ Si, i.e.,
◦
F i is open in Si and Fi = Cl
◦
F i.
We call Si a submanifold of the face Fi.
• The boundary ∂Fi := Fi\
◦
F i of Fi is decomposed into a (possibly empty) finite union ∂Fi =
⋃
j sij of
connected compact smooth polyhedra of dimension d−1, called codimension 1 faces of P . A codimension
k face f of sij is called a codimension k + 1 face of P . A submanifold of the face f of P is the same as
a submanifold of the face f of sij . For any j1 6= j2, we require that sij1 ∩ sij2 = ∂sij1 ∩ ∂sij2 and that
this intersection is a (possibly empty) union of entire faces.
In a riemannian manifold M , denote by S(x, δ) the sphere of radius δ centred at x ∈M .
3.2. Lemma. Let M be a complete riemannian manifold, let P ⊂M be a compact smooth polyhe-
dron, and let x ∈ P . Then there exists δ(x) > 0 such that S(x, δ) ∩ P is a compact smooth polyhedron
for any 0 < δ ≤ δ(x). We can take δ(x) such that S(x, δ) intersects only the faces of P that properly
contain x, such that the codimension k faces of S(x, δ)∩P are the connected components of S(x, δ)∩f ,
where f is a codimension k face of P containing x, and such that the interior of a face of S(x, δ) ∩ P
comes from the interior of the corresponding face of P .
Proof. Given a point in a submanifold x ∈ S ⊂M , the sphere S(x, δ) intersects S transversally for
all sufficiently small δ and, moreover, S(x, δ)∩S is a smooth sphere. We apply this fact to submanifolds
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of all faces of P and choose δ(x) > 0 so small that, for any 0 < δ ≤ δ(x), the sphere S(x, δ) intersects only
the faces of P that properly contain x. In particular, we can assume that P is connected. By induction
on the dimension of P , we assume that fi := S(x, δ) ∩ si is a compact smooth polyhedron for any
codimension 1 face si of P and 0 < δ ≤ δ(x). Denote by cij the faces of codimension 0 of fi, fi =
⊔
j cij .
By induction,
◦
cij := cij ∩
◦
si. Let S and Si denote respectively submanifolds of P and si. Then
S′i := S(x, δ) ∩ Si is a submanifold of cij and S
′ := S(x, δ) ∩ S is a sphere containing the compact set
F := S(x, δ) ∩ P .
Take p ∈
◦
cij . Note that, in an arbitrarily small open neighbourhood U of p, there exists a smooth
simple path c ⊂ U ∩ F beginning at p such that c \ {p} ⊂ S(x, δ) ∩
◦
P . Indeed, we can assume that U
does not intersect the other proper faces of P and, by routine arguments of transversality, that U is a
smooth chart of M at p such that the submanifolds Si, S, and S(x, δ) are linear subspaces inside U ,
with p as the origin. The linear subspace U ∩ Si divides U ∩ S into two open half-spaces. One of them
H contains a point b ∈
◦
P because U ∩ Si is contained in the closure of U ∩
◦
P . It suffices to show that
S(x, δ) ∩H ⊂
◦
P . Let q ∈ S(x, δ) ∩H \
◦
P . As H is convex, the straight segment [b, q] lies in H , hence,
does not intersect U ∩ Si. The first point of [b, q] that does not belong to
◦
P obviously belongs to the
closure of
◦
P . Consequently, it belongs to a proper face of P . By the choice of U , such a point lies in
si and, hence, in U ∩ Si. A contradiction.
By induction, for any p ∈ F , there exists an arbitrarily short path inside F that begins at p and ends
at a point in S(x, δ) ∩
◦
P .
We will show that every path-connected component C of F is closed in S(x, δ). Let q ∈ ClC \ C.
Then q ∈ F \
◦
P , hence, q belongs to some cij . We choose an open path-connected neighbourhood V of
q in S′ that intersects only those cij ’s that contain q. Since q ∈ ClC, there is a point p ∈ V ∩C. By the
above, there exist a path inside V ∩ F that begins at p and ends at a point in S(x, δ) ∩
◦
P . So, we can
assume that p ∈ V ∩ C ∩
◦
P . There is a simple smooth path c ⊂ V from p to q. The first point b of
c that does not belong to
◦
P belongs to the closure of
◦
P . Hence, b ∈ V ∩ C ∩ cij for some cij . By the
choice of V , we conclude that q ∈ cij . Since cij is path-connected, we obtain q ∈ C.
We can assume that C 6⊂
◦
P for any path-connected component C of F . Otherwise, being open and
closed in the sphere S′, the component C has to coincide with S′ and we are done. Since every cij is
path-connected, any path-connected component C of F contains some cij . Therefore, we have finitely
many components in F .
Moreover, C = Cl
◦
C, where
◦
C := C ∩
◦
P is open in S′. Indeed, suppose that C ∩ cij 6= ∅. Then
◦
cij ⊂ cij ⊂ C. By the above, we can find a simple smooth path c ⊂ F that begins at an arbitrary point
p ∈
◦
cij and such that c \ {p} ⊂
◦
C. So, C ∩ cij 6= ∅ implies
◦
cij ⊂ Cl
◦
C. Since
◦
cij is dense in cij , we see
that C ∩ cij 6= ∅ implies cij ⊂ Cl
◦
C 
3.3. Tesselation at a point. Let M be a d-dimensional smooth manifold.
Let P1, P2 ⊂M be d-dimensional compact smooth polyhedra sharing a common codimension 1 face
s ⊂ P1 ∩ P2, let p ∈ s be a point in the interior of s, and let p ∈ B ⊂ M be a neighbourhood of p.
We say that P1, P2 tessellate B if B = B1 ∪B2 and B1 ∩B2 = B ∩ s, where Bi := B ∩ Pi.
Let Pi ⊂ M , i = 1, . . . , n, be d-dimensional compact smooth polyhedra, let e ⊂
⋂
i Pi be a common
codimension 2 face of the Pi’s, let p ∈ e be a point in the interior of e, and let p ∈ B ⊂ M be
a neighbourhood of p. We say that the polyhedra Pi’s tessellate B if, for every i (the indices are
modulo n), there is a common codimension 1 face si of Pi−1 and Pi containing e such that B =
⋃
iBi,
Bi−1 ∩Bi = B ∩ si, and Bi ∩Bj = B ∩ e for all i, j with |i− j| > 1, where Bi := B ∩ Pi.
3.4. Remark. Let M be a d-dimensional complete riemannian manifold, let Pi ⊂M be d-dimensio-
nal compact smooth polyhedra sharing a common codimension 1 or 2 face f ⊂
⋂
i Pi, and let p ∈ f
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be a point in the interior of f . Suppose that the Pi’s tessellate a neighbourhood of p. Let S(x, δ)
be a sphere related to every polyhedra Pi as in Lemma 3.2 and let p ∈ S(x, δ). Then the polyhedra
S(x, δ) ∩ Pi tessellate a neighbourhood of p in S(x, δ) 
3.5. Smooth polyhedra with face-pairing. Let M be an oriented riemannian manifold with
d-dimensional components and let P ⊂ M be a d-dimensional compact smooth polyhedron. Suppose
that we are given a face-pairing, i.e., an involution : S → S on the set S of all codimension 1 faces of
P and isometries Is ∈ IsomM satisfying Iss = s and Is = I
−1
s for all s ∈ S. If every codimension 2 face
e of P belongs to exactly two codimension 1 faces s1, s2 of P (in symbols: s1 ⋄ e ⋄ s2) and each Is maps
any face of s onto a face of s, we say that P is equipped with face-pairing.
3.6. Geometric cycles. Let P ⊂M be a compact smooth polyhedron equipped with face-pairing.
Start with s0 ⋄ e ⋄ s1. Applying Is1 to s1 and e, we obtain s1 ⋄ Is1e ⋄ s2. Applying Is2 to s2 and Is1e,
we obtain s2 ⋄ Is2Is1e ⋄ s3, and so on. Since the number of faces is finite, we eventually arrive back at
s0 ⋄ e ⋄ s1.
A cyclic sequence
Isn
−→ sn = s0 ⋄ e ⋄ s1
Is1
−→ s1 ⋄ Is1e ⋄ s2
Is2
−→ s2 ⋄ Is2Is1e ⋄ s3
Is3
−→ . . .
Isn−1
−→ sn−1 ⋄ Isn−1 · · · Is1e ⋄ sn
Isn
−→,
where each term is obtained from the previous one by the above rule, is called a cycle of codimension 2
faces. The number n is the length of the cycle and the isometry I := Isn · · · Is1 will be referred to as the
cycle isometry. A cycle can be read backwards, i.e., in opposite orientation, which inverts its isometry.
If the cycle isometry is the identity and if the cycle is the shortest one with this property, then the cycle
is said to be geometric. Clearly, every cycle is a multiple of a shortest, combinatorial one. Note that,
in a geometric cycle, a codimension 2 face e may occur several times in the form s ⋄ e ⋄ s′, where s, s′
are codimension 1 faces containing e (this does not happen to a combinatorial cycle).
3.7. Formal neighbours in codimension ≤ 2. Let P be a compact smooth polyhedron with
face-pairing.
It is easy to describe all formal neighbours (see section 2 for the definition) of P at a point x ∈ s
in the interior of a codimension 1 face s. Since s is a unique codimension 1 face containing x and s
is a unique codimension 1 face containing Isx, we have π
−1[1, x] =
{
(1, x), (Is, Isx)
}
. Hence, the only
formal neighbours of P at x are P, IsP .
Let x ∈ e be a point in the interior of a codimension 2 face e and suppose that e belongs to a geometric
cycle
(3.8)
Isn
−→ sn = s0 ⋄ I0e ⋄ s1
Is1
−→ s1 ⋄ I1e ⋄ s2
Is2
−→ s2 ⋄ I2e ⋄ s3
Is3
−→ . . .
Isn−1
−→ sn−1 ⋄ In−1e ⋄ sn
Isn
−→,
where Ij := Isj · · · Is1 for j = 0, 1, . . . , n (we consider j modulo n). Then π
−1[1, x] =
{
(I−1j , Ijx) |
j = 0, 1, . . . , n − 1
}
and the I−1j P are all the formal neighbours of P at x. Indeed, suppose that
(I−1j , Ijx) ∼ (h, y). We can assume that Ijx ∈ s
′, Is′Ijx = y, and h
−1I−1j = Is′ for some s
′ ∈ S.
In particular, the codimension 1 face s′ intersects the interior of the codimension 2 face Ije. By 3.1,
we have Ije ⋄ s
′. By 3.5, either s′ = sj or s
′ = sj+1. Therefore, either (h, y) = (I
−1
j−1, Ij−1x) or
(h, y) = (I−1j+1, Ij+1x). It remains to observe that the Ij , j = 0, 1, . . . , n− 1, are all distinct because we
could otherwise take a shorter cycle whose isometry would be the identity.
3.9. Interior into exterior condition. Let P be a compact smooth polyhedron equipped with
face-pairing. Assuming that M is oriented, we orient every codimension 1 face s in such a way that the
unit normal vector ns to s points toward the interior of P . We say that the face-pairing isometries of P
send interior into exterior if Isns = −ns for every codimension 1 face s ∈ S. Since every codimension
1 face is connected, it suffices to verify this condition at a single point of every codimension 1 face.
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3.10. Lemma. Let P be a compact smooth polyhedron with face-pairing. Then the face-pairing
isometries of P send interior into exterior iff, for every interior point x ∈
◦
s in any codimension 1 face s,
the polyhedra P, IsP tessellate a neighbourhood of x.
Proof. The proof follows [AGr2, First step of the proof of Theorem 3.5]. Let x ∈ s be an interior
point in a codimension 1 face of P . We choose δ > 0 with the following properties: B(x, δ) does
not intersect the faces of s, B(Isx, δ) does not intersect the faces of s, B(x, δ) ∩ ∂P = B(x, δ) ∩ s,
and B(Isx, δ)∩∂P = B(Isx, δ)∩s. Let B := B(x, δ), B1 := B∩P , and B2 := B∩IsP = Is
(
B(Isx, δ)∩P
)
.
Note that B ∩ s ⊂ B1 ∩B2.
Assume that the face-pairing isometries send interior into exterior. Then B1 6= B2. Pick a point
q0 ∈ B1 \ B2 such that q0 /∈ s. By the choice of δ, a smooth oriented curve γ ⊂ B connecting q0 and
q ∈ B \ s can intersect ∂P and ∂IsP only along (s \ ∂s) ∩ B. We can take such intersections as being
transversal. Due to the interior into exterior condition, when intersecting s, the curve γ leaves B1 and
enters B2 or vice-versa. Hence, q belongs to exactly one of B1 and B2. This implies that B = B1 ∪B2
and B1 ∩B2 = B ∩ s.
The converse is immediate 
3.11. Total angle condition. Let P be a compact smooth polyhedron whose face-pairing isometries
send interior into exterior. Pick a point x ∈ e in a codimension 2 face e and denote by Nx e := (Tx e)
⊥
the plane normal to e at x. By 3.5, we have s0 ⋄ e ⋄ s1 for suitable codimension 1 faces s0, s1. Denote by
n0, n1 the unit normal vectors to s0, s1 at x that point towards the interior of P . Let t0 ∈ Tx s0∩Nx e and
Pt0 t1
n0n1 α0
t1 ∈ Tx s1 ∩ Nx e stand for the unit vectors that point respectively towards
the interiors of s0 and s1. The basis t0, n0 orients Nx e. The interior angle
α0 between s0 and s1 at x is the angle from t0 to t1. Such an angle takes
values in [0, 2π]. Note that interchanging the faces s0, s1 in the definition
does not alter α0.
Suppose that e belongs to a geometric cycle (3.8). Denote by αj the interior angle between sj and
sj+1 at Ijx. The sum
∑n−1
j=0 αj is the total interior angle of the cycle at x. It is easy to see that altering
the orientation of the cycle keeps the same values of the αj ’s. Using the facts that the face-pairing
isometries send interior into exterior and that the cycle (3.8) is geometric, as in [AGr2, Subsection 3.3],
we conclude that α :=
∑n−1
j=0 αj ≡ 0 mod 2π. The total angle condition consists in the requirement
that α = 2π. Since any codimension 2 face is connected, the total angle condition for a single point x
implies the same condition for all interior points of the codimension 2 faces involved in the geometric
cycle.
3.12. Lemma. Let P be a compact smooth polyhedron whose face-pairing isometries send interior
into exterior, let e be a codimension 2 face participating in a geometric cycle (3.8), and let x ∈
◦
e be
an interior point. Then the total angle of the cycle at x equals 2π iff the polyhedra I−1j P tessellate a
neighbourhood of x.
Proof. The proof is similar to that of Lemma 3.10 (see also [AGr2, First step of the proof of
Theorem 3.5]). We choose δ > 0 with the following properties: B(Ijx, δ) does not intersect the faces of
Ije, B(Ijx, δ) does not intersect any face of sj or sj+1 except Ije, and B(Ijx, δ)∩∂P =
(
B(Ijx, δ)∩sj
)
∪(
B(Ijx, δ)∩sj+1
)
for all j = 0, 1, . . . , n−1. Let B := B(x, δ) and Bj := B∩I
−1
j P = I
−1
j
(
B(Ijx, δ)∩P
)
.
Note that B ∩ I−1j sj+1 ⊂ Bj ∩ Bj+1 and that B ∩ e ⊂ Bi ∩ Bj for all i, j. Let Tj ⊂ Nx e stand for the
closed sector containing the interior angle of I−1j P at x and let F := B ∩
⋃
j I
−1
j sj+1.
Assume that the total angle of the cycle at x equals 2π. Since the face-pairing isometries send
interior into exterior, we have
⋃
j Tj = Nxe and
◦
T i ∩
◦
T j = ∅ if i 6≡ j mod n. Hence, Bi 6= Bj for
i 6≡ j mod n. Pick a point q0 that lies in exactly one of the Bj \ F . By the choice of δ, a smooth
oriented curve γ ⊂ B connecting q0 and q ∈ B \ F may intersect
⋃
j ∂I
−1
j P only along F . We can
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assume that γ does not intersect e and is transversal to F . Due to the interior into exterior condition,
when intersecting I−1j sj+1, the curve γ leaves Bj and enters Bj+1 or vice-versa. Hence, q belongs to
exactly one of the Bj ’s. It follows that B =
⋃
j Bj and, by the description of formal neighbours in 3.7,
that Bj ∩Bj+1 = B ∩ I
−1
j sj+1 and Bi ∩Bj = B ∩ e for all i, j with |i− j| > 1.
Conversely, assume that the polyhedra I−1j P tessellate a neighbourhood of x. We can assume (dimi-
nishing δ, if needed) that they tessellate B. Then
⋃
j Tj = Nxe because B =
⋃
j Bj . Finally, we have
◦
T i ∩
◦
T j = ∅ if i 6≡ j mod n since Bj ∩ Bj+1 = B ∩ I
−1
j sj+1 and Bi ∩ Bj = B ∩ e for all i, j with
|i− j| > 1. In other words, the total angle of the cycle at x equals 2π 
As a corollary to the proofs of Lemmas 3.10 and 3.12, the tessellation by formal neighbours at points
in the interior of codimension 1 or 2 faces implies, for such points, a condition that is stronger than
tessellation condition 2.1 (1).
3.13. Corollary. Let P be a compact smooth polyhedron such that every codimension 2 face
participates in a geometric cycle. Assume that, for every point x in the interior of a codimension 1 or
2 face, the formal neighbours of P at x tessellate a neighbourhood of x. Then, for every such x, there
exists δ(x) > 0 such that tessellation condition 2.1 (1) holds and ϕ : Wx,δ → B(x, δ) is a bijection for
all 0 < δ ≤ δ(x).
Proof. Let x be in the interior of a codimension 1 face s. We take δ(x) > 0 such that the open
ball B
(
x, δ(x)
)
is tessellated by the formal neighbours P, IsP of P at x (see 3.7). Let 0 < δ ≤ δ(x).
As in the proof of Lemma 3.10, we can assume that B(x, δ) does not intersect the faces of s, B(Isx, δ)
does not intersect the faces of s, B(x, δ) ∩ ∂P = B(x, δ) ∩ s, and B(Isx, δ) ∩ ∂P = B(Isx, δ) ∩ s.
Let B := B(x, δ), B1 := B ∩ P , and B2 := B ∩ IsP . It follows from B = B1 ∪B2 and B1 ∩B2 = B ∩ s
that ϕ :Wx,δ → B(x, δ) is a bijection. The choice of δ(x) and the description of formal neighbours given
in 3.7 imply that π−1Wx,δ = Nx,δ.
Let x be in the interior of a codimension 2 face e participating in a geometric cycle (3.8). We choose
δ(x) > 0 such that the open ball B
(
x, δ(x)
)
is tessellated by the formal neighbours I−1j P of P at x
(see 3.7). Let 0 < δ ≤ δ(x). We assume that B(x, δ) satisfies the properties in the beginning of the proof
of Lemma 3.12: B(Ijx, δ) does not intersect the faces of Ije, B(Ijx, δ) does not intersect any face of sj
or sj+1 except Ije, and B(Ijx, δ) ∩ ∂P =
(
B(Ijx, δ) ∩ sj
)
∪
(
B(Ijx, δ)∩ sj+1
)
for all j = 0, 1, . . . , n− 1.
Let B := B(x, δ) and Bj := B∩I
−1
j P . Since B =
⋃
j Bj , Bj ∩Bj+1 = B∩I
−1
j sj+1, and Bi∩Bj = B∩e
for all i, j with |i − j| > 1, we conclude that ϕ : Wx,δ → B(x, δ) is a bijection. The choice of δ(x) and
the description of formal neighbours given in 3.7 imply the rest 
The above strengthened tessellation condition 2.1 (1) implies tessellation condition 2.1 (2) :
3.14. Lemma. Let P be a compact smooth polyhedron with face-pairing in a complete riemannian
manifold. Assume that P satisfies tessellation condition 2.1 (1) and that ϕ : Wx,δ → B(x, δ) is a
bijection for every x ∈ P and 0 < δ ≤ δ(x). Then P satisfies tessellation condition 2.1.
Proof. As in section 2, we put [Pi] :=
{
[1i, x] | x ∈ Pi
}
. Note that ϕ : Wx,δ → B(x, δ) is a
homeomorphism for every x ∈ Pi and 0 < δ ≤ δ(x) since ϕ is an open map (see the very beginning of
the proof of Proposition 2.2). In view of the commutative diagram in section 2, the map ϕ : [Pi]→ Pi is
bijective. Due to the compactness of Pi, there exists a family of open neighbourhoods Nn of [Pi] whose
closures are compact, ClNn+1 ⊂ Nn for all n, and
⋂
nNn = [Pi].
Suppose that ϕ|Nn is not injective for every n ∈ N. Hence, there are sequences {pn}, {qn} such
that pn, qn ∈ Nn, pn 6= qn, and ϕpn = ϕqn for every n ∈ N. We can assume that the sequences
converge. Clearly, their limits belong to [Pi]. As the map ϕ : [Pi]→ Pi is bijective, the limits coincide.
This contradicts the fact that ϕ is injective in a neighbourhood Wp,δ of the limit [1i, p]. Therefore,
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ϕ : Nn → ϕNn is a homeomorphism for some n ∈ N which implies tessellation condition 2.1 (2) by the
compactness of Pi 
3.15. Definition. A compact smooth polyhedron P ⊂ M is said to be connected near codimen-
sion 3 if, for every v ∈ F , there exists δ(v) > 0 such that B(v, δ)∩P \F is connected for all 0 < δ < δ(v),
where F stands for the union of all codimension 3 faces of P .
The following example illustrates that the interior into exterior and total angle conditions do not
imply tessellation condition 2.1 in the absence of connectedness near codimension 3.
3.16. Example. Let S2 ⊂ H3
R
be a metric sphere centred at a point s ∈ H3
R
in real hyperbolic
space and let a, b, c ∈ S2 be vertices of a right-angled triangle T1 ⊂ S
2. Denote by m the middle
point of the side bc. Let T2 stand for the triangle T1 reflected in s. The edges and vertices of the
polygon T := T1 ∪ T2 ⊂ S
2 are the edges and vertices of the triangles and the faces of T are the two
disjoint triangles. Face-pairing is given by the rotation about a by π/2 and the rotation about m by π.
The polyhedron P ⊂ H3
R
is the cone of those rays emanated from s to the absolute that pass through
points of T . Extend correspondingly the isometries. One readily verifies the exterior into exterior and
total angle conditions and sees that the copies of P with respect to the (finite) group generated by the
face-pairing isometries tessellate twice the space H3
R 
The idea of the example is that the formally tessellated space J (see section 2) is a pair of disjoint balls
with their centres identified. Even in dimension 3, it seems possible to construct a more sophisticated
example where the tessellation around vertices provides a similar picture but with different numbers of
glued balls at different vertices.
3.17. Lemma. Let P ⊂ M be a connected near codimension 3 compact smooth polyhedron in a
riemannian manifold M of dimension ≤ 4 and let v ∈ F be a point in the union F of all codimension
3 faces of P . Then there exists δ0 > 0 such that S(v, δ) ∩ P \ F is connected for all 0 < δ < δ0.
In particular, S(v, δ) ∩ P is connected for such δ.
Proof. For sufficiently small δ, the sphere S(v, δ) intersects only the faces of P that properly contain
v and is transversal to the submanifolds of these faces. It follows that B(v, δ0) ∩ P \ F → (0, δ0) is a
(locally) trivial bundle with the fibres S(v, δ) ∩ P \ F . The rest follows from the fact that the finite set
S(v, δ) ∩ F lies in the closure of S(v, δ) ∩ P \ F 
The concept of connectedness near codimension 3 has a purely topological nature. For instance,
a compact smooth polyhedron P ⊂M in a 3-manifold M is not connected near codimension 3 iff there
exist a codimension 3 face v ∈ P and an open neighbourhood v ∈ U ⊂M such that the set U ∩P \ {v}
possesses path-connected components C1, C2 with v ∈ ClCi for i = 1, 2. Indeed, suppose that, for some
codimension 3 face v ∈ P , the set B(v, δ)∩P \ {v} is not connected for an arbitrarily small δ > 0. As in
the proof of Lemma 3.17, we have a trivial bundle B(v, δ0) ∩ P → (0, δ0) for some δ0 > 0. So, the fibre
S(v, δ)∩P possesses nonempty path-connected components A1, A2 ⊂ S(v, δ)∩P . It remains to put U :=
B(v, δ0) and Ci := Ai×(0, δ0) in the sense of the identification B(v, δ0)∩P \{v} ≃
(
S(v, δ)∩P
)
×(0, δ0).
The converse is obvious.
3.18. Lemma. Let P ⊂ M be a connected near codimension 3 compact smooth polyhedron in a
complete riemannian 4-manifold M and let v ∈ F be a point in the union F of all codimension 3 faces
of P . Then there exists δ0 > 0 such that the compact smooth polyhedron
2 S(v, δ)∩P in the 3-manifold
S(v, δ) is connected near codimension 3 for any 0 < δ < δ0.
Proof. As in the proof of Lemma 3.17, we have a trivial bundle B(v, δ0)∩P → (0, δ0) with the fibres
S(v, δ) ∩ P . Suppose that S(v, δ) ∩ P is not connected near codimension 3 for some 0 < δ < δ0. Then
2We need the completeness of M in order to be able to apply Lemma 3.2 thus guaranteeing that S(v, δ) ∩ P is a
compact smooth polyhedron for small δ.
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there exist a codimension 3 face f of P , a point p ∈ S(v, δ)∩ f , an open neighbourhood p ∈ U ⊂ S(v, δ)
of p in S(v, δ), and path-connected components C1, C2 of U ∩ P \ {p} such that p ∈ ClCi for i = 1, 2.
In terms of a suitable identification B(v, δ0)∩P \{v} ≃
(
S(v, δ)∩P
)
×(0, δ0) such that {p}×(0, δ0) ⊂ f ,
we obtain the path-connected components Ĉi := Ci × (0, δ0) of
(
U × (0, δ0)
)
∩ P \
(
{p} × (0, δ0)
)
such
that f ⊃ {p} × (0, δ0) ⊂ Cl Ĉi for i = 1, 2. Taking an open ball B(p, ε) ⊂ U × (0, δ0), ε > 0, we arrive
at a contradiction with connectedness of P near codimension 3 
4. Main theorems
4.1. Theorem. Let M be an oriented complete riemannian manifold with 3-dimensional components
and let P ⊂M be a compact smooth polyhedron connected near codimension 3. Suppose that the face-
pairing isometries of P send interior into exterior, that every codimension 2 face participates in a
geometric cycle, and that, for every such cycle, the total interior angle equals 2π at some point of a
codimension 2 face of the cycle. Then tessellation condition 2.1 is satisfied.
Proof. Let v1, . . . , vm denote the codimension 3 faces of P . By combining Lemmas 3.10 and 3.12
with Corollary 3.13 and Lemma 3.14, we reduce the theorem to the following facts:
• For every i, there are finitely many formal neighbours of P at vi.
• There exists δ0 > 0 such that π
−1Wvi,δ = Nvi,δ and ϕ :Wvi,δ → B(vi, δ) is a bijection for all i and
0 < δ ≤ δ0.
4.2.1. Polyhedron Pδ ⊂Mδ and its face-pairing. By Lemma 3.2, there exists a small δ0 > 0 such
that Pδ :=
⊔
i S(vi, δ)∩P is a compact smooth polyhedron in the smooth 2-manifoldMδ :=
⊔
i S(vi, δ) for
any 0 < δ ≤ δ0. Moreover, for any i, the 2-sphere S(vi, δ) intersects only those faces of P that properly
contain vi. The codimension k faces of Pδ are the connected components (vi, f)j of S(vi, δ) ∩ f , where
f ⊂ P is a codimension k face of P containing vi. The interior of (vi, f)j is the intersection of (vi, f)j
with the interior of f . The only possible faces of Pδ are those of codimensions 0, 1, 2. By Lemma 3.17,
we assume that S(vi, δ) ∩ P is connected for all i and 0 < δ ≤ δ0. In other words, S(vi, δ) ∩ P are the
codimension 0 faces of Pδ.
We equip Pδ with face-pairing as follows. Let (vi, s)j be a codimension 1 face of Pδ, where s ⊂ P
is a codimension 1 face of P and vi ∈ s. Since Is maps vi to Isvi, S(vi, δ) onto S(Isvi, δ), and s onto
s, it maps the component (vi, s)j of S(vi, δ) ∩ s onto a certain component (Isvi, s)l of S(Isvi, δ) ∩ s.
We define the involution : Sδ → Sδ on the set Sδ of codimension 1 faces of Pδ as (vi, s)j := (Isvi, s)l.
The isometry I(vi,s)j ∈ IsomMδ is the restriction of Is ∈ IsomM .
Let Gδ ⊂ IsomMδ denote the subcategory generated by the face-pairing isometries of Pδ.
Gδ ∗ Pδ ✲
β
G ∗ P
❄
ψδ
❏
❏❫
πδ ✡✡✢
π
❄
ψJδ✲
γ
J
✡
✡✢
ϕδ ❏❏❫
ϕ
Mδ
✲M
4.2.2. Diagram. The polyhedron P and the subcategory G ⊂ IsomM gen-
erated by face-pairing isometries determine the commutative triangle (see sec-
tion 2) on the right side of the diagram. Analogously, we obtain from Pδ and Gδ
the commutative triangle on the left side of the diagram.
The face-pairing isometries that generateGδ are restrictions of the face-pairing
isometries that generate G. Sending the component S(vi, δ) ofMδ to the compo-
nent ofM that contains S(vi, δ) and using the fact that the composition of restric-
tions is the restriction of the composition, we can define a functor α : Gδ → G. At the level of generators,
α : I(vi,s)j 7→ Is. In order to verify the correctness of the definition of α for morphisms, we need only
to show that an isometry I : Mj → Mj of a component Mj of M containing S(vi, δ) is the identity if
its restriction I|S(vi,δ) is the identity. This can be achieved by a suitable choice of δ0. For sufficiently
small δ0, the sphere S(vi, δ) has a unique centre with respect to the radius δ. Hence, Ivi = vi. If δ0 is
less than the radius of injectivity of M at vi, then I = 1. Indeed, let p ∈ Mj and let Γ be a shortest
geodesic joining vi and p. If necessary, we can extend the geodesic Γ so that it intersects S(vi, δ), say,
at x ∈ S(vi, δ). Since Ivi = vi, Ix = x, and vi, x ∈ Γ, we obtain I|Γ = 1 and, therefore, Ip = p.
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We define a map β : Gδ ∗ Pδ → G ∗ P , β : (g, x) 7→ (αg, x), in the commutative exterior square of
the diagram (we think of Pδ as being included into P ). Note that β : Gδ ∗ Pδ → G ∗ P is injective.
Indeed, β(g, x) = β(h, y) implies x = y, αg = αh, and gx = (αg)x = (αh)y = hy. So, if x ∈ S(vi, δ) and
gx ∈ S(vj , δ), then g, h : S(vi, δ)→ S(vj , δ), g = αg|S(vi,δ), and h = αh|S(vi,δ), implying the fact.
The equivalence relation ∼δ on Gδ ∗ Pδ is induced by the equivalence relation ∼ on G ∗ P , i.e.,
(g, x) ∼δ (h, y) iff β(g, x) ∼ β(h, y) for any (g, x), (h, y) ∈ Gδ ∗ Pδ. Indeed, for x ∈ (vi, s)j , the
relation (I(vi,s)j , x) ∼δ (1, I(vi,s)jx) is nothing but the relation (Is, x) ∼ (1, Isx). The rest follows from
β
(
g(h, x)
)
= (αg)β(h, x). We obtain an injective map γ : Jδ → J in the commutative top square of the
diagram of continuous maps. Since πδ is surjective, the entire diagram is commutative.
4.2.3. Formal neighbours in Mδ and in M . Let x be a point in a codimension 1 face (vi, s)j of
S(vi, δ)∩Pδ and let π
−1[1, x] =
{
(g1, x1), . . . , (gn, xn)
}
. Using the description of formal neighbours given
in 3.7, we are going to show that there exist hk ∈ Gδ such that β(hk, xk) = (gk, xk) for all k = 1, . . . , n.
Suppose that x belongs to the interior of s. Then π−1[1, x] =
{
(1, x), (I−1s , Isx)
}
. The point Isx
belongs to a component of S(Isvi, δ) ∩ s. Taking hk := I
−1
(vi,s)j
, we have β(hk, Isx) = (I
−1
s , Isx).
Suppose that x lies in the interior of a codimension 2 face e ⊂ s of P . The face e belongs to a
geometric cycle and, using the notation from (3.8) with s1 := s, we have π
−1[1, x] =
{
(I−1k , Ikx) | k =
0, 1, . . . , n−1
}
. By induction, we get hk−1 ∈ Gδ such that β(hk−1, Ik−1x) = (I
−1
k−1, Ik−1x) and the point
Ik−1x ∈ S(Ik−1vi, δ)∩Ik−1e ⊂ S(Ik−1vi, δ)∩sk belongs to a component of S(Ik−1vi, δ)∩sk. The isometry
Isk maps this component onto a certain component of S(Ikvi, δ) ∩ sk. Therefore, the corresponding
restriction h−1 ∈ Gδ of Isk provides β(hk−1h, Ikx) = (I
−1
k−1I
−1
sk
, IskIk−1x) = (I
−1
k , Ikx).
In both cases, (hk, xk) ∈ π
−1
δ [1i, x] because γ is injective. Conversely, let (h, y) ∈ π
−1
δ [1i, x]. Then
πβ(h, y) = γ[1i, x] = [1, x] and (h, y) = (hk, xk) for some k as β is injective. In other words, there is a
one-to-one correspondence between formal neighbours of P at x and formal neighbours of Pδ at x.
At the level of M , this correspondence means that the formal neighbours of Pδ at x ∈ (vi, s)j
are the intersections with S(vi, δ) of the corresponding formal neighbours of P at x. Indeed, given
(gk, xk) ∈ π
−1[1, x] and (hk, xk) ∈ Gδ ∗ Pδ as above, let S(vik , δ) ⊂ Mjk denote the components of Mδ
and M that contain xk. Since gkxk = x, we obtain gkS(vik , δ) = S(vi, δ). By the choice of δ0, we have
S(vik , δ)∩Pδ = S(vik , δ)∩Pjk . Hence, ϕδ
[
hk, S(vik , δ)∩Pδ
]
= ϕ
[
gk, S(vik , δ)∩Pjk
]
by the commutativity
of the bottom square. We obtain hk
(
S(vik , δ) ∩ Pδ
)
= gk
(
S(vik , δ) ∩ Pjk
)
= S(vi, δ) ∩ gkPjk .
4.2.4. Tessellation of Mδ. Let x ∈ Pδ. The above bijection between π
−1
δ [1, x] and π
−1[1, x] implies
that π−1δ [1, x] is finite. Combining Lemma 3.10, Lemma 3.12, and Remark 3.4 with the fact obtained in
4.2.3 that the formal neighbours of Pδ at any x ∈ Pδ are the intersections of the formal neighbours of P
with S(vi, δ) ∋ x, we conclude that formal neighbours of Pδ at any x ∈ Pδ tessellate a neighbourhood
of x.
Every codimension 2 face x ∈ S(vi, δ) of Pδ participates in a geometric cycle of Pδ. Indeed, x lies in
the interior of a codimension 2 face e of P and e belongs to a geometric cycle (3.8) of P . As in 4.2.3,
we can ‘restrict’ this cycle to a cycle of Pδ. The isometry of the cycle of Pδ is the identity. The isometry
of a shorter cycle of Pδ cannot be the identity because the corresponding polyhedra I
−1
δ,j Pδ tessellate a
neighbourhood of x inMδ and, hence, the interiors of these polyhedra are disjoint in this neighbourhood,
which makes impossible the equality Iδ,j = 1 for 0 < j < n.
By Corollary 3.13, Lemma 3.14, and Proposition 2.2, ϕδ : Jδ →Mδ is a surjective regular covering.
4.2.5. Let Cδ be a component of Jδ. If (gj , p) ∈ π
−1
δ Cδ and p ∈ Fj belongs to a codimension 0 face
Fj of Pδ, then (gj, Fj) ⊂ π
−1
δ Cδ because Fj is path-connected. Moreover, π
−1
δ Cδ is a finite union of
such pieces, π−1δ Cδ =
k⊔
j=1
(gj , Fj). Indeed, the measure of (the interior of) a codimension 0 face of Pδ
in Mδ is limited from below by a positive constant, ϕδ : Cδ → S(vi, δ) is a homeomorphism for some i,
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and πδ(gj ,
◦
F j) ⊂ Cδ are all disjoint for (gj , Fj) ⊂ π
−1
δ Cδ.
Note that π−1δ Cδ is a minimal nonempty subset of the type
k⊔
j=1
(gj , Fj) closed with respect to taking
∼δ-equivalent elements. Otherwise, Cδ is a disjoint union of two nonempty compacts.
4.2.6. To any (g, v) ∈ π−1[1, vi] and 0 < δ ≤ δ0, we associate
N(g,v),δ := B(v, δ) ∩ P, F(g,v),δ := S(v, δ) ∩ P ⊂ Pδ.
Since the codimension 0 face of P containing v is path-connected, by Lemma 3.17, F(g,v),δ is a (nonempty)
codimension 0 face of Pδ for a suitable choice of δ0. Let
Nvi,δ :=
⊔
(g,v)∈pi−1[1,vi]
(g,N(g,v),δ) ⊂ G ∗ P, Svi,δ :=
⊔
(g,v)∈pi−1[1,vi]
(g, F(g,v),δ) ⊂ β(Gδ ∗ Pδ).
The inclusions easily follow from (g, v) ∈ G ∗P and from a decomposition of g in generators Is’s due to
the choice of δ0. Obviously, ψSvi,δ ⊂ S(vi, δ). We have (g, F(g,v),δ) = β(g
′, F(g,v),δ) for some g
′ ∈ Gδ.
Since Nvi,δ = π
−1[1, vi] ⊔
⊔
0<δ′<δ
Svi,δ′ , in order to show that π
−1(πNvi,δ) = Nvi,δ, it suffices to
observe that π−1(πSvi,δ) = Svi,δ, i.e., that Svi,δ is closed with respect to taking ∼-equivalent elements.
Let (g, Isx) ∈ Svi,δ, where x ∈ s. We need to show that (gIs, x) ∈ Svi,δ. For some vj , we have
(g, vj) ∈ π
−1[1, vi] and Isx ∈ S(vj , δ)∩s. Since vj ∈ s by the choice of δ0, we conclude that (gIs, Isvj) ∼
(g, vj) ∈ π
−1[1, vi] and x ∈ S(Isvj , δ) ∩ P . So, x ∈ F(gIs ,Isvj),δ and (gIs, x) ∈ Svi,δ.
Moreover, πδSδ is path-connected, where Sδ :=
⊔
(g,v)∈pi−1[1,vi]
(g′, F(g,v),δ). Indeed, F(g,v),δ is path-
connected for any (g, v) ∈ π−1[1, vi] by Lemma 3.17 and by the choice of δ0. Let vj ∈ s. Consider
F(g,vj),δ, F(gIs,Isvj),δ, and the corresponding g
′, g′′ ∈ Gδ. Then πδ(g
′, F(g,vj),δ) and πδ(g
′′, F(gIs,Isvj),δ)
have a common point because S(vj , δ) ∩ s 6= ∅ due to the path-connectedness of s and to the choice
of δ0. In particular, πδSδ lies in a component Cδ of Jδ homeomorphic to S(vi, δ), ϕδ : Cδ → S(vi, δ).
On the other hand, Sδ is closed with respect to taking ∼δ-equivalent elements because Svi,δ = βSδ
is closed with respect to taking ∼-equivalent elements and ∼δ is induced by ∼. By 4.2.5, πδSδ = Cδ for
a suitable component Cδ of Jδ such that ϕδ : Cδ → S(vi, δ) is a bijection.
Summarizing, ϕ : πNvi,δ → B(vi, δ) is a bijection and π
−1(πNvi,δ) = Nvi,δ. Since F(g,v),δ 6= ∅ for
every (g, v) ∈ π−1[1, vi], the finiteness of π
−1[1, vi] follows from 4.2.5 
4.3. Theorem. Let M be an oriented complete riemannian manifold with 4-dimensional components
and let P be a compact smooth polyhedron connected near codimension 3. Suppose that the face-pairing
isometries of P send interior into exterior, that every codimension 2 face participates in a geometric
cycle, and that, for every such cycle, the total interior angle equals 2π at some point of a codimension 2
face of the cycle. If the stabilizer of every codimension 3 face in the groupoid generated by face-pairing
isometries induces on the face a finite group of isometries,3 then tessellation condition 2.1 is satisfied.
Proof mostly follows the line of the proof of Theorem 4.1.
4.4.1. Extra codimension 4 faces. First, we introduce additional codimension 4 faces inside
codimension 3 faces in order to make the latter topological segments (not circles).
Let fi be a codimension 3 face of P inside a codimension 1 face si of P , fi ⊂ si for i = 1, 2. We say
that f1, f2 are equivalent if s2 = s1 and f2 = Is1f1 and take the closure of this symmetric relation with
respect to transitivity.
3This condition is obviously satisfied for codimension 3 faces that are not round circles.
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Let f be a face in such an equivalence class. By conditions of Theorem 4.3, the group Γ of isometries
of f induced by the stabilizer of f in the groupoid is finite. Pick an interior point p ∈
◦
f and introduce
the new codimension 4 faces Γp ⊂ f . Then, using face-pairing isometries, we copy these new faces into
the other codimension 3 faces equivalent to f .
4.4.2. By combining Lemmas 3.10 and 3.12 with Corollary 3.13 and Lemma 3.14, we reduce the
theorem to the following facts:
• For every p in a codimension 3 face of P , there are finitely many formal neighbours of P at p.
• For every p in a codimension 3 face of P , there exists δ(p) > 0 such that π−1Wp,δ = Np,δ and
ϕ :Wp,δ → B(p, δ) is a bijection for all 0 < δ ≤ δ(p).
4.4.3. Polyhedron Pε,δ ⊂Mε,δ and its face-pairing. Fix some ε ∈ [0,
1
2 ]. In every codimension 3
face f ⊂ P , we take the points that are on the distance εℓ, measured along f , from one of the vertices
of f , where ℓ stands for the length of f . So, we take a couple of points in every codimension 3 face
f if ε 6= 12 and the middle point of f , otherwise. Denote by v1, . . . , vm all such points (ε is fixed).
By Lemma 3.2, there exists a small δ0 > 0 such that Pε,δ :=
⊔
i S(vi, δ) ∩ P is a compact smooth
polyhedron in the smooth 3-manifold Mε,δ :=
⊔
i S(vi, δ) for any 0 < δ ≤ δ0. Moreover, for any i,
the 3-sphere S(vi, δ) intersects only those faces of P that properly contain vi. The codimension k faces
of Pδ are the connected components (vi, f)j of S(vi, δ) ∩ f , where f ⊂ P is a codimension k face of
P containing vi. The interior of (vi, f)j is the intersection of (vi, f)j with the interior of f . The only
possible faces of Pε,δ are those of codimensions 0, 1, 2, 3. By Lemma 3.17, we assume that S(vi, δ) ∩ P
are connected for all i and 0 < δ ≤ δ0. In other words, S(vi, δ) ∩ P is the codimension 0 faces of Pε,δ.
We equip Pε,δ with face-pairing exactly as in 4.2.1 and denote by Gε,δ ⊂ IsomMε,δ the subcategory
generated by face-pairing isometries of Pε,δ.
4.4.4. Diagram. After adapting notation, this subsection is literally the same as subsection 4.2.2.
4.4.5. Formal neighbours in Mε,δ and in M in codimension ≤ 2. Let x ∈ S(vi, δ) ∩ P be not
a codimension 3 face of Pε,δ. Then, literally following 4.2.3, we show that the formal neighbours of Pε,δ
at x are the intersections with S(vi, δ) of the corresponding formal neighbours of P at x.
4.4.6. Tesselation of Mε,δ. By Lemma 3.18, the polyhedron Pε,δ ⊂Mε,δ is connected near codimen-
sion 3. By 4.4.5, Lemma 3.10, Lemma 3.12, and Remark 3.4, the polyhedron Pε,δ satisfies the conditions
of Theorem 4.1 because the geometric cycles of P being ‘restricted’ to Pε,δ remain geometric. Indeed,
the isometry of a shorter cycle cannot be the identity for the same reason as in 4.2.4. So, by Theorem 4.1
and Proposition 2.2, ϕε,δ : Jε,δ →Mε,δ is a surjective regular covering.
4.4.7. As in 4.2.5, we show that π−1ε,δCε,δ =
k⊔
j=1
(gj , Fj) is a minimal nonempty subset of this type
closed with respect to taking ∼ε,δ-equivalent elements for any component Cε,δ of Jε,δ, where the Fj ’s
are codimension 0 faces of Pε,δ.
4.4.8. Here, after adapting notation, we follow literally 4.2.6 using 4.4.7 in place of 4.2.5 
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