In this paper we review the state of affairs in the area of approximation of largescale systems. We distinguish three basic categories, namely the SVD-based, the Krylov-based and the SVD-Krylov-based approximation methods. The first two were developed independently of each other and have distinct sets of attributes and drawbacks. The third approach seeks to combine the best attributes of the first two.
Introduction and Problem Statement
Differential equations are one of the most successful means of modeling dynamical systems. In this paper we will deal with the problem of simplification or model reduction of dynamical systems described by differential equations. Model reduction has a long history in the systems and control literature. In fact, the general topic of dimension reduction in dynamical systems is pervasive in the applied mathematics literature. The systems we will consider will be denoted by Σ, and will be modeled by means of a set of first-order coupled differential equations, together with a set of algebraic equations:
x(t), u(t) , y(t) = h x(t), u(t) .
(1)
For simplicity, we will use the following notation:
The first constraint above is to be understood as follows. Let the input function u be fed into both Σ andΣ, and let the corresponding responses be y andŷ, respectively. A small approximation error means that y is close toŷ in an appropriately defined sense and for a given set of inputs; in the sequel we will use the following criterion in coming up with reduced-order approximants: the worst error y −ŷ should be minimized for all u (this gives rise to the so-called H ∞ error criterion). In this regard it should be noted that reduced-order systems are often abstract representations which loose physical meaning.
An important special case is that of linear dynamical systems:
y(t) = Cx(t) + Du(t).
(2)
For simplicity, we will use the notation:
The problem in this case consists in approximating Σ witĥ
where, as before, k < n (or k n) and the four conditions above are satisfied.
Motivating Examples
Models of dynamical systems are useful primarily for two reasons: simulation and control. We will illustrate these reasons with two examples, namely, modeling of VLSI circuits, where the effect of interconnections needs to be simulated, and control of the International Space Station (ISS), where low-order controllers are necessary.
A. High-frequency, sub-micron VLSI circuits. The scaling trends in today's VLSI circuits are a decrease in the feature size (by more than 10% per year) and an increase in the chip size (by more than 10% per year); this results in an overall increase in chip complexity (by more than 50% per year). One consequence of these trends is the multi-layered design (currently a chip may consist of up to 10 layers). Furthermore, there is an increase in operating frequency, which has reached the gigahertz range. These developments have had an impact on physical parameters, the most important being the increase in interconnect length. What used to be a piece of wire linking two components on the chip now needs to be modeled. In current sub-micron designs (a feature size in the sub-micron range), the interconnect length is of the order of several kilometers, the number of transistors approaches one billion and the operating frequency surpasses 1 GHz.
In conclusion, before settling on a particular design, it is important to be able to quickly simulate the particular chip layout and check that the signal delays, for instance from an input to a logic gate, do not exceed certain limits. Thus, interconnections must be modeled. The resulting models are very high-order: n ≈ 10 5 up to 10 6 . The usual simulation tool SPICE turns out to be inadequate for such complex circuits. For an account of intertconnect issues see (Stroobandt, 2000) . Model reduction was introduced into this area by Rohrer; see (Pillage and Rohrer, 1990; Gallivan et al., 1994a) .
B. ISS: International Space
Station. This is a complex structure composed of many modules (it is estimated that more than 40 Shuttle flights will be required to complete the assembly). Furthermore, each module is described in terms of n ≈ 10 3 state variables.
In this case controllers will be needed, for instance, to reduce oscillatory motion or to fix the orientation of the space station with respect to some desired direction. It is well-known that generically a controller of a given plant has the same dimension as the plant. Since these controllers have to be implemented on-board, they must have low complexity due to hardware, radiation, throughput or testing limitations. Thus, reduced-order models are very useful for the development of reduced-order controllers. expressed in the number of first-order differential equations is such that a simplification or model reduction will be needed in order to perform a simulation in an amount of time which is acceptable for the application at hand, or for the design of a low-order controller which achieves desired objectives. Thus in all these cases reduced-order models are needed. The issues with large-scale systems are:
Storage,
Computational speed, Accuracy: large-scale problems are likely to be ill-conditioned,
In addition, we need global error bounds and preservation of stability/passivity.
Due to the third item above, what works for dense computations involving lowdimensional systems may not work in a large-scale setting.
Approximation Methods
Approximation methods can be cast into three broad categories: (a) SVD-based methods, (b) Krylov-based methods, (c) iterative methods combining aspects of both the SVD and Krylov methods. We will analyze them in the sequel and point out their strengths and weaknesses.
The SVD-based approximation methods have their roots in the Singular Value Decomposition and the resulting solution of the approximation of matrices by means of matrices of lower rank, which are optimal in the 2-norm (or more generally, in unitarily invariant norms). The quantities which are important in deciding to what extent a given finite-dimensional operator can be approximated by one of a lower rank are the so-called singular values; these are the square roots of the eigenvalues of the product of the operator and its adjoint. What is important is that the ensuing error satisfies an a-priori computable upper bound.
The question which arises is whether this result can be applied or extended to the case of dynamical systems. One straightforward way of applying it to a dynamical system described by (1) is as follows. Choose an input function and compute the resulting trajectory; collect samples of this trajectory at different times and compute the SVD of the resulting collection of samples. Then apply the SVD to the resulting matrix. This is a method which is widely used in computation involving PDEs; it is known as Proper Orthogonal Decomposition (POD). The problem, however, in this case is that the resulting simplification heavily depends on the initial excitation function chosen and the time instances at which the measurements are taken. Consequently, the singular values obtained are not system invariants. The advantage of this method is that it can be applied to high-complexity linear as well as nonlinear systems.
A different approach results in the case of linear systems (2). First, we observe that a linear time-invariant dynamical system Σ can be represented by means of an integral (convolution) operator; if, in addition, Σ is finite-dimensional, then this operator has finite rank and is hence compact. Consequently, it has a set of finitely many non-zero singular values. Thus, in principle, the SVD approximation method can be used to simplify such dynamical systems.
Indeed, there is a set of invariants called the Hankel singular values which can be attached to every linear, constant, finite-dimensional system. These invariants play the same role for dynamical systems as the singular values play for constant finite-dimensional matrices. In other words, they determine the complexity of the reduced system and at the same time they provide a global error bound for the resulting approximation. This gives rise to two model reduction methods, namely, balanced model reduction and Hankel norm approximation. Many have observed that the Hankel singular values of many systems decay extremely rapidly. Hence very low rank approximations are possible and accurate low-order reduced models will result.
The first decisive results in this direction were obtained by Adamjan et al. (1971; 1978) . The theory as it is used today is due to Glover (1984) . Independently, Moore (1981) developed the concept of balancing; this led to the very popular method of approximation by balanced truncation.
The limitation of this approach comes from the fact that the computation of the Hankel singular values involves the solution of two linear matrix equations, the Lyapunov equations. Subsequently, the eigenvalues of the product of two positive definite matrices are required; these are the reachability and observability grammians. The exact solution of such equations requires dense computations and therefore can, roughly speaking, be carried out for systems of a modest dimension (n ≈ a few hundred).
A modification of this method has been developed for nonlinear systems. It is the method of empirical grammians. Its goal is to remedy the issues arising in POD methods, at the expense of added computational complexity (Lall et al., 1998) . 
Approximation methods for dynamical systems
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A different set of approximation methods has been developed. They are iterative in nature and hence can be applied to very high-order systems. These are the Krylov-based approximation methods, which do not rely on the computation of singular values. Instead, they are based on moment matching of the impulse response of Σ. Two widely used methods fall under this category, namely, the Lanczos and the Arnoldi procedures, which were put forward in (Lanczos, 1950) and (Arnoldi, 1951) , respectively. These methods have been very influential in iterative eigenvalue computations and more recently in model reduction. Their drawbacks are that the resulting reduced-order systems have no guaranteed error bound, stability is not necessarily preserved and some of them are not automatic.
Two leading efforts in this area are Padé via Lanczos (PVL) (Bai et al., 1997; Freund, 1999; Feldmann and Freund, 1995) , and multipoint rational interpolation (Grimme, 1997) . The PVL approach exploits the deep connection between the (nonsymmetric) Lanczos process and classical moment matching techniques, i.e., the fundamental connection of Krylov subspace projection methods in linear algebra to the partial realization problem in system theory as laid out in (Gragg, 1972; Gragg and Lindquist, 1983) ; see also (Boley and Golub, 1984; Feldmann and Freund, 1995; Gallivan et al., 1994b; Grimme, 1997; Jaimoukha and Kasenally, 1997; Van Dooren, 1995) . A closely related approach which has been applied to VLSI circuits can be found in (Kamon et al., 2000) ; see also (Li et al., 1999) .
The multipoint rational interpolation approach utilizes the rational Krylov method of (Ruhe, 1984) to provide the moment matching of the transfer function at selected frequencies and hence to obtain an enhanced approximation of the transfer function over a broad frequency range. These techniques have proven to be very effective. PVL has enjoyed considerable success in circuit simulation applications. Rational interpolation achieves a remarkable approximation of the transfer function with very low-order models. Nevertheless, there are shortcomings to both the approaches. In particular, since the methods are local in nature, it is difficult to establish global error bounds. Heuristics have been developed that appear to work, but no global results exist. Secondly, the rational interpolation method requires selection of interpolation points. At present, this is not an automated process and relies on ad-hoc specification by the user.
This brings us to the third class of methods which seek to combine the best features of the SVD-and the Krylov-based methods. We will refer to these as the SVD-Krylov-based approximation methods. The essential feature of the former is the solution of Lyapunov equations and the essential feature of the latter is the use of Krylov spaces (also known in systems theory as reachability-observability subspaces). In particular, it uses an iterative computation of projections onto these spaces. This gives rise to various approaches which have iterative Lyapunov solvers at their center.
The first approach in the third category makes use of a recent advance in the computation of eigenvalues of large matrices called implicit restarting (Sorensen, 1992) . This has been applied with some success to the construction of stable reduced models to known stable LTI systems . The approach proposed in (Jaimoukha and Kasenally, 1997) uses an implicitly restarted dual Arnoldi approach. The dual Arnoldi method runs two separate Arnoldi processes, one for the controllability subspace and the other for the observability subspace, and then constructs an oblique projection from the two orthogonal Arnoldi basis sets. The basis sets and the reduced model are updated using a generalized notion of implicit restarting. The updating process is designed to iteratively improve the approximation properties of the model. Essentially, the reduced model is reduced further, keeping the best features, and then expanded via the dual Arnoldi processes to include new information. The goal is to achieve approximation properties related to balanced realizations. Other related approaches (Boley, 1994; Li et al., 1999; Penzl, 2001 ) work directly with projected forms of the two Lyapunov equations (5) to obtain low-rank approximations to the system grammians.
One problem in working with the two Lyapunov equations separately and then applying dense methods to the reduced equations is consistency. One cannot be certain that the two separate basis sets are the ones that would have been selected if the full system grammians had been available. We are not aware of a consistent implicit restarting scheme that would be effective in converging the two separate processes towards the balancing transformation corresponding to the largest Hankel singular values.
This difficulty led to the approach described in (Antoulas and Sorensen, 2001a) , and makes use of a third type of grammian, called the cross-grammian. The primary goal of this approach is to develop implicit restarting methods that will iteratively produce approximations of a specified rank k to controllability, observability, and cross grammians that are best approximations of rank k to the full grammians. These considerations lead to algorithms within the implicit restarting framework that will iteratively improve a set of k leading singular values and the corresponding kdimensional Krylov basis instead of computing all the singular values and truncating. This reduces computational costs from O(n 3 ) to O(n · k 2 ), and storage costs from
A second approach along the same lines was developed in (Hodel et al., 1996) . It proposes an approximate power method for the iterative solution of the Lyapunov equation.
In the sections that follow we will describe the methods mentioned above in detail.
SVD-Based Approximation Methods
Singular Value Decomposition: SVD
Every matrix A ∈ n×m can be decomposed into a product of three matrices (Golub and Van Loan, 1989) :
where U and V are unitary (orthogonal) and Σ = diag (σ 1 , . . . , σ n ) ∈ n×m , is diagonal with nonnegative diagonal entries called singular values: 
Optimal approximation in the 2-norm. Given A ∈ n×m , find X ∈ n×m , rank X = k < rank A , such that an appropriate norm of the error E = A − X is minimized. This problem can be solved explicitly if we take as norm the 2-norm or any unitarily invariant norm. Although the problem is non-convex, it readily follows that a special decomposition, namely, the singular value decomposition (SVD), provides the solution. The theorem that follows is attributed to several people. Two surveys in this regard are worth noticing, namely, (Chu et al., 1995) and (Hubert et al., 2000) . each entry (pixel) having a value between 0 (white) and 1 (black) in 64 gray levels. Both the matrices have full rank, i.e. 404 and 200, respectively. Their numerical ranks, however, are much lower. The singular values of these two images are shown in the top-left subplot on a log-log scale; both sets of singular values fall off rapidly, and hence low-rank approximations with a small error (distortion) are possible. By superimposing the two singular value plots, we can also draw conclusions on the relative error for approximants of the same rank. Thus for approximants of rank up to 10, the clown image is easier to approximate, while for approximants of rank higher than 10, the converse is true. For the top plots, we have: the singular values, the original, and approximants of rank 20 and 6, respectively. For the bottom plots, clockwise from top: original, and approximants of rank 6, rank 20, and rank 12, respectively.
Theorem 1. (Schmidt-Mirsky, Eckart-Young). The solution of the above problem is:
min rankX≤k A − X 2 = σ k+1 (A).
A non-unique minimizer X # is obtained by truncating the dyadic decomposition of
A: X # = σ 1 u 1 v * 1 + σ 2 u 2 v * 2 + · · · + σ k u k v * k .
Proper Orthogonal Decomposition (POD) Methods
Consider the nonlinear system given by (1). For a fixed input u, the state trajectory at certain instances of time t k is measured:
This is called a matrix of snapshots of the state. In general, N n. Next, the singular value decomposition of X is computed. If the singular values of this matrix fall off rapidly, a low-order approximation of this system can be computed,
Equivalently, we can compute the eigenvalue decomposition of the grammian
, which implies the reduced-order state equation:
Thus the approximation ξ(t) of the state x(t) evolves on a low-dimensional space which is spanned by the k leading columns of U , i.e., by the leading left singular vectors of X . For details, see (Berkooz et al., 1996; Romo et al., 1995; Volkwein, 1999 ). An improved version of this method is given in (Lall et al., 1998) .
Approximation by Balanced Truncation
Consider the system Σ given by (3), with A stable. Following the POD method, we consider the output to a particular input, namely, the impulse u = δ; in this case the output is called the impulse response and is denoted by h(t) = Ce At B, t ≥ 0. This can be decomposed into an input-to-state map x(t) = e At B, and a state-tooutput map η(t) = Ce At . Thus the input δ(t) causes the state x(t), while the initial condition x(0) causes the output y(t) = η(t)x(0). The grammians corresponding to x and η are
Under the state transformationx = T x, the two grammians are transformed by congruence:P = T PT * ,Q = T − * QT −1 ; thus λ i (PQ) are input-output invariants of Σ, called the Hankel singular values of Σ. These are fundamental invariants which determine how well Σ can be approximated by a reduced-orderΣ. They play the same role for dynamical systems that the singular values play for finite-dimensional matrices. Their computation is therefore of primary importance.
Computation of the Singular Values
The key for the computation of the Hankel singular values is the observation that the grammians P and Q are the unique Hermitian positive definite solutions to the following linear matrix equations, which are known as Lyapunov equations:
Then the Hankel singular values σ i (Σ) of the system Σ are the square roots of the eigenvalues of the product PQ.
Numerically stable algorithms to solve these equations are well known (see, e.g., (Varga, 1999) ). One can directly compute an upper triangular U with P = U U * and a lower triangular L with Q = LL * . If A, B, C are real, then so are U and L. The Hankel singular values are computed as the singular values of the product U * L and, with care, this may be computed directly without actually forming the product (Bartels and Stewart, 1972; Heath et al., 1986; Laub et al., 1987) .
Denoting the SVD of U * L by U * L = ZΣY * , a balanced realization can be constructed through a balancing transformation T b defined by
Thus, in order to avoid inverting possibly not so well conditioned matrices, the formulas for T b and T
−1 b
involving only the inverse of Σ are used. Under this transformation, the solutions to the two Lyapunov equations become equal and diagonal: P = Q = Σ = diag (σ 1 , . . . , σ n ), and
b . Model reduction is now possible through simple truncation. Let Σ 2 contain the small Hankel singular values and partition (in the balanced basis)
The reduced-order model is obtained by simple truncation
this system satisfies k-th order Lyapunov equations with diagonal solution Σ 1 . This truncation leads to a balanced reduced-order system. If this truncation is such that the resulting grammians contain the largest k singular values σ 1 through σ k , then the H ∞ -norm of the error system has the following upper (and lower) bound (Enns, 1984; Glover, 1984) :
The H ∞ norm Σ ∞ , of a system Σ is defined as the maximum of the highest peak of the frequency response, i.e., as the largest singular value of the transfer function evaluated on the imaginary axis (i.e., of the frequency response)
. This result provides the rigorous justification for using the reduced-order model to predict behavior and enact control of the full system. The upper bound for the error system given above translates to an upper bound for the energy of the output error signal.
Other Types of Balancing
Besides the balancing based on Lyapunov equations, there are others. The principle is to find a transformation which would make solutions to appropriate Lyapunov and/or Riccati equations equal and diagonal (Ober, 1991) . Here is a short description of each of them:
Lyapunov balancing. Solution to Lyapunov equations equal and diagonal: 
Positive real balancing. The (smallest) positive definite solution to two Riccati equations below, equal and diagonal:
Passivity: σ i < 1. Reduced model: preserves passivity.
Hankel Norm Approximation
A similar method is Hankel norm approximation. This is a direct generalization of the Schmidt-Mirsky, Eckart-Young result regarding integral operators resulting from LTI (linear, time-invariant) systems. We will briefly outline the construction method in what follows. For details we refer to (Adamjan et al., 1971; 1978; Glover, 1984) ; also see (Antoulas, 1998; 1999a) as well as the books (Antoulas, 2002; Obinata and Anderson, 2000) .
Construction of Hankel norm approximants:
1. FindΣ such that Σ −Σ is all-pass 1 with norm σ k .
2. ProjectΣ onto its stable partΣ + ; the optimal approximant isΣ =Σ + . As in the balanced truncation case, a Hankel norm approximation has the following guaranteed properties:
(a) stability is preserved, and (b) the global error bound (6) holds.
Its drawbacks are dense computations, since matrix factorizations/inversions are required; these properties imply that the computations may be ill-conditioned.
The whole transformed system is needed in order to truncate the desired subsystem. This leads to a number of operations of the order O(n 3 ) and storage of the order O(n 2 ).Σ 1 A system Σ is all-pass or unitary if for all input/output pairs u, y the ratio y / u is constant.
We conclude this subsection with a series of remarks concerning balanced and Hankel norm approximations.
Remark 1.
(a) To enhance accuracy, one can obtain the balanced reduced-order model without explicitly computing the balancing transformation; this was first introduced in (Varga, 1991) .
(b) Due to the importance of the Lyapunov or, more generally, of the Sylvester equation in systems theory many authors have studied various aspects of the solution of this equation in detail. For some sample papers we refer besides the classical paper (Lancaster, 1970 ) to more recent works (Avrachenkov and Lasserre, 2000; Ghavimi and Laub, 1996; Simoncini, 1996) ; the Sylvester and Lyapunov equations were also studied in the papers (Datta and Saad, 1991; de Souza and Bhattacharyya, 1981; Ghavimi and Laub, 1996; Hodel and Misra, 1997; Hodel et al., 1996; Hu and Reichel, 1992; Penzl, 2001; Saad, 1990) .
(c) Ill-conditioning in balanced truncation. In (Roth, 1952 ) the following equivalence was developed:
Thus with V
This means that the solution can be computed by determining the eigenspace of the composite matrix belonging to A. This requires the decoupling of the spectra of A and −A * . The conclusion is that ill-conditioning occurs when A has eigenvalues close to the imaginary axis, i.e., Σ has dominant poles close to the imaginary axis.
(d) Canonical form. There is a canonical form associated with balanced representations. In the single-input single-output (SISO) case, with distinct singular values, the three matrices have the form
where s i are ±1, b i > 0 and σ i are the Hankel singular values. For details see (Ober, 1991) .
(e) Interpretation of balanced basis. Given the state x, let E r denote the minimal amount of the input energy needed to steer 0 → x. Let also E o be the maximal output observation energy obtained by observing the output caused by the initial condition x: x → 0. It follows that E 2 o = x * Qx, E 2 r = x * P −1 x, and in a balanced basis the product is equal to one: E r · E o = 1.
(f) As has already been mentioned, balancing for linear systems is equivalent to POD on the impulse response.
(g) Model reduction of unstable or descriptor systems can be carried out by various means, e.g., LQG balancing, frequency domain grammians (Zhou, 1999) , or normalized coprime factorizations (Varga, 1998) .
(h) Weighted approximation is also possible: for instance, frequency weighted balanced truncation with explicit L ∞ error bounds, or a weighted Hankel approximation with anti-stable weighting (Enns, 1984; Kim et al., 1995; Zhou, 1995) .
(i) We conclude these remarks with a comment on the tightness of the bound (6). In fact, equality holds for systems Σ having zeros which interlace the poles; an example of such systems are electric circuits which are composed of resistors and capacitors (RC circuits).
Krylov-Based Approximation Methods
The moments associated with the linear system Σ (3), at some point s 0 ∈ , are defined as the moments of its impulse response h weighted by the exponential e s0t , namely,
These numbers can be expressed in terms of the series expansion of the transfer function H(s) = D + C(sI − A) −1 B of Σ around s 0 ∈ ; the transfer function is the Laplace transform of the impulse response:
The problem now consists in findingΣ of (4), witĥ
such that for appropriate
The key to the success of these methods is that they can be implemented iteratively. These implementation methods are closely related to iterative eigenvalue computations (Sorensen, 1999) . Thus there is a strong interaction between model reduction for large-scale systems and large-scale eigenvalue computations; this is explored in (Antoulas, 2002) .
If the expansion is around infinity, the moments are known as Markov parameters, and the problem is known as partial realization; its solution is computed through the Lanczos and Arnoldi procedures. If the expansion is around zero, the problem becomes Padé approximation. In general, for arbitrary s 0 ∈ , we have the problem of rational interpolation, which amounts to matching moments at the specified point s 0 . This interpolation is obtained indirectly using the so-called rational Lanczos procedure which operates with (A − s 0 I) −1 in place of A. The inverse operation is applied by solving triangular systems obtained from an initial LU decomposition (using a sparse direct method if A is sparse).
It should be noted that the computation of moments is numerically problematic, because the powers of eigenvalues of A grow exponentially fast in general (the eigenvalues of A have negative real parts, many of them are larger in magnitude than one). Thus the key fact for numerical reliability is that if Σ is given by means of (A, B, C) , Krylov methods allow moment matching without explicit computation of moments. For an overview as well as details on the material presented in this section we refer to (Antoulas et al., 1996; Gallivan et al., 1994b; Gragg, 1972; Gragg and Lindquist, 1983; Gutknecht, 1994; Grimme, 1997; Ruhe, 1984; Sorensen, 1999; Van Dooren, 1995) .
Lanczos and Arnoldi Processes
In this section we will briefly review the Lanczos and Arnoldi processes. For simplicity, we will do so in the SISO (Single-Input Single-Output) case, i.e., no block versions will be considered. There are two ways of looking at these algorithms: the conventional one and the system-theoretic one, the latter of which is less common.
Conventional representation. Given A ∈
n×n and vectors B, C * ∈ n , the twosided Lanczos and the Arnoldi processes construct at each step matrices W k , V k ∈ n×k such that the following relationships are satisfied:
Lanczos and Arnoldi algorithms
Lanczos Arnoldi
Initialization
t-th step
where e t ∈ n is the t-th unit vector. The columns of V t in the Arnoldi case are orthogonal, while in the Lanczos case the columns of V t and W t are called biorthogonal. Furthermore, in the Lanczos case T t is tridiagonal and in the Arnoldi case H t is upper Hessenberg.
System theoretic representation. We will first define the t×n observability matrix O t , the n × t reachability matrix R t , and the t × t Hankel matrix H t associated with Σ:
It is well-known that H t = O t R t . The key step in the Lanczos procedure is to compute the LU factorization of H k :
where L is lower triangular and U is upper triangular, with L(i, i) = ±U (i, i). Such a factorization exists provided that det H t = 0, for all t. We now define the projection π R π L , where
Similarly, the key step in the Arnoldi algorithm is the computation of the QR factorization of R t :
where V ∈ n×t , V * V = I t , and U is upper triangular. This yields the projection π R π L , where π R = π * L = V . These two projections are used to define reduced order systemsΣ:Σ = ÂB
In the Lanczos case for the reduced system, let the number of moments matched be 2k. Then: (i)Σ matches 2k Markov parameters; (ii)Â is tridiagonal; (iii)B,Ĉ * are multiples of the unit vector e 1 . In the Arnoldi case, let the number of moments matched be k; the reduced system (i) matches k Markov parameters, (ii)Â is in upper Hessenberg form, and (iii)B is a multiple of e 1 .
Lanczos/Arnoldi: Iterative Implementation
Two-sided Lanczos algorithm
The Arnoldi algorithm
The results quoted above are based on the following result.
Lemma 1. (Degree Lemma).
Arnoldi process. Consider V ∈ n×k and H ∈ k×k , which are generated at the k-th step of the Arnoldi process. For any polynomial φ of degree less than or equal to k, there holds
Lanczos process. Consider V, W ∈ n×k , T ∈ k×k , which are generated at the k-th step by the Lanczos process. For any polynomial φ of degree less than or equal to k, there hold:
From this simple property it follows that
for the Lanczos process. Thus, Arnoldi matches k moments while Lanczos matches 2k moments. In the following table we summarize the three different moment matching methods, together with the moments matched, the points in the complex plane where they are matched, and the number of moments matched. There is no global error bound; for a local result, see (Bai and Ye, 1998 ).
Σ may not be stable, even if Σ is stable. Remedy: implicit restart . Lanczos breaks down if det H i = 0. Remedy: look-ahead methods (Gutknecht, 1994) .
Σ tends to approximate the high frequency poles of Σ. Hence the steady-state error may be significant. Remedy: match expansions around other frequencies (rational Lanczos) (Ruhe, 1984; Gallivan et al., 1995; Grimme, 1997) .
SVD-Krylov-Based Approximation Methods
Up to this point we have briefly reviewed the merits and difficulties associated with two fundamental ways of carrying out model reduction. We reached the conclusion that SVD-based approximation methods have a number of desirable properties, namely, there exists a global error bound and stability is preserved. The drawback, however, is that applicability is restricted to relatively low dimensions. On the other hand, the Krylov-based methods remedied the last issue (i.e., applicability) but had a number of important drawbacks, namely, no guaranteed stability preservation and no global error bound. These considerations give rise to the SVD-Krylov-based approach, which aims at combining the best attributes of the two previously described approximation methods.
The basic ingredients of SVD-based methods which give rise to all the nice properties of this approach are the two Lyapunov equations used to compute the grammians. On the other hand, the basic ingredients of the Krylov-based methods are precisely the Krylov subspaces, i.e., the span of the columns of the reachability and observability matrices, and the iterative way of computing projections onto these subspaces. The SVD-Krylov methods thus aim at combining these two sets of attributes by seeking iterative solutions of Lyapunov or, more generally, of Sylvester equations. In doing so the hope is that there will be devised a method which combines the best attributes of the SVD and Krylov methods. Such a method does not exist yet. The quest, however, continues.
Two methods in this category are (Antoulas and Sorensen, 2001a; Hodel et al., 1996; Jaimoukha and Kasenally, 1997) . In the sequel we will briefly describe the approach in the former reference.
The difficulty (pointed out earlier) of working with two Lyapunov equations separately, as proposed in (Jaimoukha and Kasenally, 1997) , has led to the consideration of a different approach which is based upon the notion of a cross-grammian that was introduced in (Fernando and Nicholson, 1983) . The cross-grammian X is defined for square systems (m = p) as the solution to the Sylvester equation AX +XA+BC = 0. In the SISO (Single-Input Single-Output) case, the solution X is similar to a Hermitian matrix and the eigenvalues of X are actually signed singular values of Σ. In fact, it is possible to show in this case that X 2 = PQ . Our approach consists essentially in constructing low-rank k approximate solutions to this system by setting X = VXW * with W * V = I k and projecting using W and V as the reduced basis. This uses an implicit restart mechanism that allows the computation of the best-rank k approximation to X. This solution leads to an error estimate.
The primary goal of (Antoulas and Sorensen, 2001a) is to develop implicit restarting methods that will iteratively produce approximations of a specified rank k to controllability, observability, and cross grammians that are best approximations of rank k to the full grammians. We observe that the Hankel singular values of such systems decay extremely rapidly. Hence very low-rank approximations to the system grammians are possible and accurate low-order reduced models will result. The approach consists in investigating a non-Krylov method related to the recently developed Jacobi-Davidson method to the large scale eigenvalue problem. This has the advantage of admitting a wider variety of restarting options. However, the advantage is gained at the expense of giving up the Krylov properties which provide deep connections with the fundamental systems theory. Nevertheless, our method will be based on a quantity called the cross-grammian and because of this some important system theoretic properties are indeed retained which are not necessarily related to moment matching. This method uses subspace projection techniques combined with variants of implicit restarting to compute a partially balanced realization directly. Instead of computing all the Hankel singular values and then casting out the smallest ones, an implicit restarting mechanism is used to compute just the largest ones and thereby greatly reduces the computational and storage costs required to produce a k-th order reduced model. Thus computational costs are reduced from O(n 3 ) to O(n · k 2 ), and
We conclude this section by summarizing in the table below the salient features of each one of the three methods. The features of the third column form a wish list, as there is currently no method which fulfills all of them.
Remark 3.
• An approximation method which has been popular is model reduction by modal approximation (Varga, 1995) . This method works well when the dominant eigenfrequencies of the original system are of interest and have to be preserved.
SVD methods
Krylov methods SVD-Krylov methods 1. preservation of stability 1. numerical efficiency 1. preservation of stability 2. global error bound 2. applicability: n 100 2. global error bound 3. applicability n 100 3. numerical efficiency 4. applicability: n 100
• All systems which can be well approximated using SVD-based methods have Hankel singular values which drop off rapidly. Therefore an important issue in model reduction is to determine the rate of decrease in the singular values. Few results in this direction are known, and this remains an open problem (Antoulas, 1999b) .
• We would like to draw the readers' attention to two new books, one of which is already available (Obinata and Anderson, 2000) , and the other is in preparation (Antoulas, 2002; Antoulas and Van Dooren, 2000) .
• SVD-based model reduction has been extended to time-varying systems; for an overview, see (Van Dooren, 2000; Varga, 2000) .
Numerical Experiments
Matlab codes implementing all of the methods mentioned above have already been developed; furthermore, a new software library called SLICOT has been developed for control and contains a package which implements all the dense model reduction methods; for details, we refer to (Varga, 1999) . A package which is used for large-scale eigenvalue computation is ARPACK (Lehoucq et al., 1998) . It should be mentioned that one of the largest examples computed involves the determination of stability of a matrix resulting from the discretization of a 3D Navier Stokes equation. The size is several million (Lehoucq and Salinger, 2001) . This is relevant to the paper at hand because the techniques used are the same as those outlined above.
Most of the problems we have seen exhibit the behavior that is indicative of the success for this approach. Namely, the singular values of Σ decay very rapidly indicating that Σ is typically approximated well with a reduced order system of very low dimension. In the following example we show the results of computingΣ, where its dimension k is determined by a cut off. We determine k by taking the first k such that
A typical value of τ is τ = √ machine precision . The important point is that the specification of this single tolerance determines everything in the SVD-based methods. The order of the reduced model and the eigenvalue placement are completely automatic. Moreover, the value of τ directly determines the error of approximation for y − y k over the entire frequency range. As has already been noted, the key parameters for model reduction are the Hankel singular values. In Fig. 4 , the top plot side compares the Hankel singular values of four systems: a finite-element discretization of a heat plate, a finite-element discretization of a clamped beam, the model of a component of a CD player, and a model of the flex modes of the 1r module of the ISS (International Space Station). It follows from this plot that for a give tolerance the ISS model is the hardest to approximate, as its Hankel singular values decay the least rapidly.
The bottom plot shows results for a finite-element calculation of the displacement and stress in the clamped beam with Rayleigh (or proportional) damping. The input is a force at the unclamped end, while the output is the displacement. The figure shows a Bode plot of the response of the original system which is of order 348 (solid line) and the response of the reduced-order model of order 48 (dashed line). The order of the reduced model is automatically determined once the error requirement is specified.
Unifying Features and Conclusions
The unifying feature of all model reduction methods is that the main operation is projection. Given Σ in (3) and a projection π = π L π R (i.e., π R π L = I k ), a reducedorder modelΣ is obtained by projecting Σ as follows:
The quality of the reduced model is measured in terms of the frequency response
Choices of projectors for the reduction methods discussed above are:
1. Balanced truncation: Project onto the dominant eigenspace of PQ, where P, Q are the grammians.
Optimal Hankel norm approximation:
Solve for grammians. Embed in a lossless transfer function and project onto its stable eigenspace.
3. Krylov-based approximation: Project onto controllability and/or observability spaces, i.e., R and O. (Antoulas and Sorensen, 2001a) : Project onto the dominant eigenspace of the best rank-k approximant X k of the cross-grammian X.
New method
Complexity issues (Antoulas and Van Dooren, 2000) . The major costs associated with computing balanced and Hankel norm approximants are approximately 30n 3 for computing the grammians and approximately 25n 3 for performing the balancing. For rational Krylov at k points, 2 3 kn 3 operations are needed. Of course, various iterative methods (sign, disc, Smith) can accelerate the computation of grammians, in particular on parallel machines. For approximate or sparse decompositions, we need c 1 αkn operations to compute the grammians and O(n 3 ) operations for embedding or balancing. The corresponding number for rational Krylov is c 2 kαn, where k is the number of expansion points and α is the average number of non-zero elements per row in A.
Conclusions
We have outlined the current trends in the computation of reduced-order models for large-scale systems. The SVD-based methods and the Krylov-based methods each enjoy disjoint sets of advantages. Therefore a third approach referred to as SVD-Krylov, which aims at combining the best attributes of these two methods, has emerged.
