In this paper we consider two generalizations of the Skyrme model. One is a variational problem for maps from a compact 3-manifold to a compact Lie group. The other is a variational problem for flat connections. We describe the path components of the configuration spaces of smooth fields for each of the variational problems. We prove that the invariants separating the path components are well-defined for (not necessarily smooth) fields with finite Skyrme energy. We prove that for every possible value of these invariants there exists a minimizer of the Skyrme functional. Throughout the paper we emphasize the importance of holonomy in the Skyrme model. Some of the results may be useful in other contexts. In particular, we define the holonomy of a distributionally flat L 2 loc connection; the local developing maps for such connections need not be continuous.
Introduction
In 1961 T. H. R. Skyrme introduced a model to describe self-interacting meson fields, [19] , [20] , [21] . For a review of the physical and mathematical literature on the Skyrme model see [8] , [6] , [9] .
The static fields of the original Skyrme model may be described as maps u from R 3 into the group of unit quaternions, Sp(1) ≃ SU (2). It is required that these maps satisfy the boundary condition u(∞) = 1 and have finite energy
where
and |q| 2 = q ·q = 4 j=1 (q j ) 2 . In addition, the space of smooth maps satisfying the boundary condition splits into infinitely many different components classified by the degree of the map.
In the very first paper [19] , p.129, Skyrme noted that u −1 du is a flat connection. In terms of the connection a = u −1 du the energy takes the form
Some generalizations of this functional have been considered previously, [12] , [11] . It is natural to generalize the original setting in several directions. First, one may replace R 3 with an arbitrary Riemannian 3-manifold. Second, one may consider maps into arbitrary Lie groups. Third, the model may be described in terms of flat connections on principal G-bundles.
If the manifold, M 3 is non-compact, the existence of ground states is a difficult open problem. On the other hand, if M 3 is compact (and G = SU (2)), the existence of ground states is much easier and has been established in [9] . The purpose of the present paper is to understand the underlying geometry of the space of maps and/or the space of connections together with the interaction between this geometry and the analytical behavior of the Skyrme fields. All the geometric features are present for closed 3-manifolds. For this reason we restrict to the case of closed 3-manifolds. The density
2 requires a metric on the Lie group. For compact Lie groups the Killing metric is bi-invariant. This leads to a symmetry of the Skyrme functional. In addition, maps into a compact Lie group are automatically bounded. For these reasons we restrict our attention to compact Lie groups.
In order to retain similarity with the original model, any generalization should be invariant under the group. For maps this means that E(u · g) = E(u) for any constant g ∈ G. For connections, this means that the constant gauge transformations should contain a copy of the group G and the energy should be invariant under the constant gauge transformations.
A connection on a principle G-bundle, P → M is a Lie algebra valued 1-form, A, on the total space of the bundle, [10] . The energy density is thus a function on the total space, P . This function is not G-equivariant, so it does not descend to a function on M . One way to resolve this problem is to pick a reference connection, B, on P , and write A = B + a, where a may uniquely be identified as an element of Γ(T * M ⊗ Ad * P ), [5] . Thus, L(a) = The energy density is invariant under B-covariantly constant gauge transformations. The B-covariantly constant gauge transformations can be identified with the cenralizer of the holonomy of B, [5] . Thus, the energy density is invariant under the group exactly when B has central holonomy. By the holonomy reduction theorem, [10] , there is a subbundle Q of P with structure group Z, the center of G, so that Ad * P ∼ = Q × Z g. Since Z acts trivially on the Lie algebra g, we have an isomorphism Q × Z g ∼ = M × g, i.e., [(q, X)] → ([q], X). In other words, the gauge group becomes Maps(M, G) in our case. The flat connections on P correspond to the set {a ∈ Γ(T * M ⊗ g) | da + 1 2 [a, a] + F B = 0}, where F B is the curvature of the reference connection B regarded as an element of Γ(Λ 2 M ⊗ g). Given a unitary representation α : G → U (n), the associated complex vector bundle P × α C n has first Chern class − 1 2πi Trace(α(F B )). It follows that the curvature of B is a closed central 2-form with integral periods. Conversely, any closed central 2-form with integral periods arises as the curvature of the cenral connection on the bundle.
To summarize, we have two distinct variational problems, one for equivalence classes of maps from a closed 3-manifold to a compact Lie group, and one for flat connections A = B + a modulo B-covarianly constant gauge transformations.
In this paper we describe the path components of the configuration spaces of smooth fields for each of the above variational problems. We prove that the invariants separating the path components are well-defined for (not necessarily smooth) fields with finite Skyrme energy. We prove that for every possible value of these invariants there exists a minimizer of the Skyrme functional. Throughout the paper we emphasize the importance of holonomy in the Skyrme model. Some of the results may be useful in other contexts. In particular, we define the holonomy of a distributionally flat L 2 loc connection; the local developing maps for such connections need not be continuous.
We now describe the contents of the paper in more detail. In Section 2 below we prove that the homotopy classes of maps from
Here G 0 is the identity component of G, andG is the universal covering group of G 0 . Since the energy, E(u), is G-invariant, the relevant set of classes of maps is [M, G]/G. This set is isomorphic to
We also give a concrete analytic description of the corresponding invariants in Sections 2, 3 and 4.
The topological type of a connection modulo B-covarianly constant gauge is specified by a Chern-Simons invariant and a holonomy representation. These correspond to H 3 (M, H 3 (G)) and H 1 (M, H 1 (G 0 )), respectively. The Chern-Simons invariant is well defined for connections with finite Skyrme energy. In Section 3 we give a definition of holonomy that is valid for distributionally flat L 2 loc connections. In particular, our definition is valid for flat connections with bounded Skyrme energy.
This generalization of holonomy requires a nonlinear version of Poincaré's lemma. More precisely, in Section 3 we prove that any distributionally flat L 2 loc connection is locally trivial. For more regular connections (namely, A ∈ W 1,3/2 ), this follows from a theorem of K. Uhlenbeck, [23] . In Section 4 we prove that the invariants are well defined for maps with bounded Skyrme energy. In Section 5 we consider the minimization problems for the Skyrme functionals. In particular, we prove that for any fixed set of invariants there exists a map attaining these values that minimizes the Skyrme energy E(u) in this class. Moreover, we also solve the analogous problem in the space of flat connections.
Homotopy classes of maps
Let M be a closed 3-manifold. Let G be a comact Lie group, G 0 its identity component, andG the universal covering group of G 0 , with covering projection p :G → G 0 . Denote by [M, G] the free homotopy classes of continuous maps from M to G.
Algebraic description
Proposition 1 As sets,
. Now we will regard [M, G 0 ] as based homotopy classes. The homotopy classes of maps into a Lie group form a group under pointwise multiplication. The covering projection, p :
The homomorphisms from π 1 (M ) to π 1 (G 0 ) form a group under pointwise multiplication. The natural map,
, is a group homomorphism. Consider the sequence
If p * (ū) = 1, there exists a homotopy H : M × I → G 0 to the constant map making the following diagram commute:
By the homotopy lifting theorem, [22] , there is a homotopyH that makes the extended diagram commute. By the unique lifting theorem, [22] ,H 1 is constant; hence, p * is injective. SinceG is simply connected, π 1 (p * •ū) is the trivial homomorphism for allū ∈ [M,G]. So, the image of p * lies in the kernel of π 1 . If π 1 (u) = 1, there is a mapū so that p * •ū = u, by the lifting theorem, [22] . Thus, the sequence (1) is exact at [M, G 0 ].
Any closed, connected 3-manifold admits a Heegaard splitting, [17] , [13] , and, therefore, a CW decomposition with exactly one 0-cell and one 3-cell. Given a homomorphism, α :
α (x 0 ) = 1. Any 1-cell of M specifies an element of π 1 (M ). Pick a representative of the corresponding class in π 1 (G 0 ) and define u α is trivial in π 2 (G 0 ) since π 2 of any Lie group is trivial, [4] . Thus, the composition extends to a map of the 3-disk that may be used to define the map u α = u (3) α . By construction, π 1 ([u α ]) = α, i.e., π 1 is surjective. Thus, the sequence (1) is exact. Given any short exact sequence of groups 1
Let M (k) denote the k-skeleton of M with base point x 0 . Let SX denote the suspension of (X, x * ), i.e., the cylinder X × [0, 1] with both ends and the segment {x * } × [0, 1] collapsed to a single point.
Consider the sequence
The space
is the attaching map for the 3-cell. The sequence (2) is co-exact, [22] . Therefore, it induces the exact sequence induces the exact sequence
These exact sequences may be spliced together to give
Here
) is the suspension isomorphism, and r 3 : 2) ) and r 2 :
)) are the Hurewicz isomorphisms. Note, that the vertical arrows in (4) are isomorphisms. Thus,
Since the fundamental group of a Lie group is abelian,
Recall that the Skyrme functional is invariant under right multiplication by elements of G. We are therefore interested in the classification of maps from M to G up to homotopy and right translation in G.
The following is a corollary of Proposition 1.
Analytical description
We will now develop analytical expressions for the homotopy invariants starting with H 3 (M ; H 3 (G)). Since the second homology of any 3-manifold is torsion free, the universal coefficient theorem gives
The universal covering group is the direct product of R n together with a finite collection of compact, simply -connected, simple Lie groups,
It is known, [2] , that π 3 of any compact simple Lie group is Z. Therefore, H 3 (G) is free, and, by the universal coefficient theorem,
. We are interested in maps from M to G, and not every map can be lifted to a map from M toG. We would like to identify H 3 (G; Z) with a subgroup of H 3 (G; R) in order to express the homotopy H 3 -invariant as the integral over M of the pull-back of a 3-form. The needed identification is the topic of the next lemma.
Let Z be the center of G 0 and Z 0 be the identity component of Z. Let G k be the connected Lie subgroup of G 0 corresponding to the Lie algebra ofG k . Let d k be the degree of the coverG k → G k .
Lemma 1
The covering map, p :G → G, induces a surjective homomorphism
which restricts to an isomorphism
Proof. Consider the diagram:
The homomorphism i Z * :
Therefore, the homotopy exact sequence applied to the top row of (6) 
. Now, G 0 /Z 0 being semisimple, has finite fundamental group. Define a transfer map τ :
) by sending every simplex to the sum of its lifts. The compositions τ • q * and q * • τ are multiplications by |π 1 (G 0 /Z 0 )|, the order of the group. Thus, p * is surjective. The transfer map from
The result now follows from the Künneth formula. For eachG k in the decomposition (5), we have a bi-invariant 3-form onG k defined bỹ
The formΘ k is closed because the Killing form is biinvariant. Integrating it over any SU (2) inG k , we see that it is non-trivial. The constants KGk are chosen so that the integral of this 3-form is 1 on any primitive S 3 inG k . The value of this constant for every simple, simply connected, compact Lie group is listed in Table 1 .
We now summarize how these constants are determined. The first observation is that π 3 of every simple, simply connected, compact Lie group is generated by a homomorphic image of Sp(1) = SU (2) = Spin(3). To see this, one uses the homotopy exact sequence of the fibrations
for B n and D n , and
The exceptional groups are treated separately beginning with the inclusions (see [1] )
Let γ denote the generator of π 3 (Spin(3)). We have already seen that π 3 (Spin (9)) and π 3 (Spin(10)× Z4 S 1 ) are generated by γ. It follows that π 3 (F 4 ) is generated by γ as well. Notice that Spin(3) is naturally included in the Spin(12) factor of Spin(12)× Z2 Sp(1). It follows that γ is primitive in π 3 (Spin(12)× Z2 Sp(1)), thus π 3 (E 6 ) is generated by γ. Once again, γ generates π 3 (SO(16)), and, hence, generates π 3 (E 7 ). Finally, the homotopy exact sequence of the fibration SO(16) → E 8 → E 8 /SO (16) shows that γ generates π 3 (E 8 ) since the perversely named octooctonionic projective plane E 8 /SO(16) is 4-connected, [15] , p.361. For the group G 2 we use the homotopy exact sequence of the fibration SU (3) → G 2 → S 6 . A straightforward evaluation of the integral SU(2)Θ shows that K SU(2) = 1. For the other groups, one must integrateΘ over γ. Let h : SU (2) →G k be a homomorphism generating π 3 (G k ). The constant is then the ratio of the value of the SU (2)-Killing form of a non-zero vector in su(2) to the value of thẽ G k -Killing form of its image under h * . For the classical groups these ratios may be inferred from [18] pp. 197, 199, 201, and 203, for example. For E 6 , E 7 , and E 8 , these ratios may be found in [1] p. 87, 77, and 43. We could not find references listing the constants for F 4 and G 2 , so we compute them here.
A nice description of G 2 may be found in [7] . By definition, G 2 is the group of endomorphisms of the purely imaginary octonions preserving the forms Re(x * y) and Re([x, y] * z). Its Lie algebra may be realized as the space of 7 by 7 matrices of the form 
and the basis of the Lie algebra is obtained by setting each of the 14 parameters in turn to 1 and the others to 0. The Lie algebra of the SU (3) mentioned above is obtained by setting all of the λ's to 0. The homomorphism h induces a homomorphism of Lie algebras. The image of
in the Lie algebra of G 2 is obtained by substituting ν 5 = 1 and setting the rest of the parameters to 0. The 14 by 14 matrix for ad(h * (v)) in the given basis is obtained by direct computation, and the trace of its square is (−16), thus, giving
A matrix representation for F 4 would require 52 by 52 matrices. Instead, we use generators and relations. Recall, that the m-dimensional Clifford algebra CL m has m generators, e 1 , . . . , e m , with relations e 2 i = −1, and e i e j = −e j e i for i = j. The Lie algebra spin(m) has e i e j , i < j, as a basis, together with the usual Lie bracket, [e i e j , e k e ℓ ] = e i e j e k e ℓ − e k e ℓ e i e j . Note, that the only nonzero brackets are of the form [e i e j , e i e ℓ ] = 2e j e ℓ = −[e i e j , e ℓ e i ] when j = ℓ. One may use this to recover the constants K Spin(m) . We identify the 9-dimensional spinors with the positive 10-dimensional spinors, i.e.,
Here CL even 10 is the subspace of CL 10 generated by products of even numbers of e j 's. Define ǫ j = 1 − e 2j−1 e 2j ⊗ i and ω j = e 2j−1 + e 2j ⊗ i. Then
is a basis for ∆ 9 . As a vector space, the Lie algebra f 4 is spin(9) ⊕ ∆ 9 . The Lie bracket of f 4 restricted to spin(9) is the usual spin(9)-bracket. The Lie bracket between the spin(9) and ∆ 9 factors is given by [a, v] = a v, the usual representation induced from Clifford multiplication. For the remaining brackets see [1] , Lemma 6.2. The Lie algebra of the primitive SU (2) in f 4 is generated by e 1 e 2 , e 1 e 3 , and e 2 e 3 . A direct computation generates the 52 by 52 matrix for the f 4 adjoint representation of e 1 e 2 . The trace of the square of this matrix is −72, giving
Recall that G k is the connected subgroup of G 0 with universal covering groupG k . Let Θ k be the 3-form on G given by
where now X g , Y g , and Z g are tangent vectors on G, and
Summarizing, we have the following lemma.
Lemma 2 The cohomology group,
Before we can get numerical expressions for the three dimensional part of the homotopy invariants, we need to consider the second invariant that corresponds to
, solve the system of ordinary differential equations,
This is just the holonomy of the connection. We take up the full description of holonomy in Section 3.
Note, that H 1 (M ; H 1 (G 0 )) is a finitely generated abelian group. Let α 1 , . . . , . . . , α b be its generators, and r ℓ α ℓ = 0 be the relations, where r 1 | r 2 | . . . | r b . There is no canonical choice for the classes α ℓ , but it is not difficult to construct a set given any closed connected 3-manifold. By the proof of Proposition 1, there are maps
. It is usually possible to construct such maps explicitly.
Given a map u : M → G, one obtains the map u 0 = u(
We have a ℓ (u) ∈ Z r ℓ and c
is obtained from some map u : M → G. Two maps are equivalent if and only if they produce the same (b + N )-tuple.
Remark 1 The three dimensional part of this invariant is a torsor, i.e., an affine space modeled on integers
with no canonical choice of 0. Since
these numbers are no longer integers, but the differences
In Section 4 we will see that all of the numbers a ℓ and c k (u) are well defined for maps with finite Skyrme energy.
Connections and holonomy
In the previous section we described the one dimensional component of the homotopy invariant using the solutions of a system of ordinary differential equations. While this is legitimate for smooth maps, it does not directly apply to all maps with finite Skyrme energy. To circumvent this problem, we will give a new definition of holonomy in the spirit ofČech cohomology that is well defined for distributionally flat L 2 -connections and reduces to the usual definition for smooth connections.
Function spaces
Every compact Lie group has a faithful unitary representation, [3] . Pick such a representation and identify G with its image, a subgroup of U (N ) ⊂ C Given a Riemannian manifold Ω, denote by W s,p (Ω, C m ) the Sobolev space of C m -valued functions on Ω. We use these spaces only when s is nonnegative integer, in which case the norm can be chosen as
Remark 3 The space W 1,p (Ω, G) forms a group under pointwise multiplication.
We will sometimes shorten the notation to W s,p and will use the same notation for the corresponding spaces of differential forms on Ω. Different faithful representations of G lead to equivalent norms. For compact manifolds, different Riemannian metrics also lead to equivalent norms provided the boundary is sufficiently regular.
Nonlinear Poincaré Lemma
In this section we prove an important lemma that we use to define the holonomy for Sobolev connections.
Let I m denote a unit cube in R m .
Lemma 3 Given any
in the sense of distributions, there exists u ∈ W 1,2 (I m , G) such that u −1 ∈ W 1,2 (I m , G) and A = u −1 du. Furthermore, for any two such maps, u and v, there exists g ∈ G so that u(x) = g · v(x), for almost every
Proof. Choose coordinates parallel to the edges of the cube. In coordinates, the g-valued 1-form A can be written as
Here and in what follows we use the summation convention. The following observation is important for our construction. Let f be a scalar function in L p (I m ), for some 1 ≤ p < ∞. By Fubini's theorem, for almost all values of
. We will extend f outside of I m by 0. Denote by T ǫ f the mollification of f defined as follows:
where ζ ǫ (t) = ǫ −1 ζ(ǫ −1 t) with ζ a smooth, even, compactly supported bump-function with integral 1. Choose a sequence ǫ k → 0 so that
Then,
This implies that there is a subsetĨ 1 of full measure in I 1 for each point
If there is a finite number of functions f , the setĨ 1 can be chosen to accomodate all of them.
We now return to the connection A ∈ L 2 (I m , G). Using the above observation we translate the coordinates in I m as follows. For almost every point x 1 0 of the interval I 1 , the restrictions of all A i to the hyperplane
). In addition, for almost every such x 1 0 , the restrictions of all Lie brakets [A j , A ℓ ] to the hyperplane
. Fix one such point x 
In addition, the restirctions of all [A j , A ℓ ] to the slices {x
. Almost every point in I m satisfies these "slice" conditions. By translating the coordinates we set x 0 = 0.
After these preliminary remarks we turn to the construction of u. We obtain u(x) as u n (x), where u k : {0} × I k → G is defined inductively, setting u 0 (0) = 1 and defining successive terms via the system of
. . , x n ). We will prove that system (8) has a unique solution in L 2 with dv dt also in L 2 . It is not hard to see that, for any i ≥ n − k, the quantity w i = ∂ i u k+1 − u k+1 A i formally satisfies the differential equation
on the slice {0} × I k+1 with j = n − k − 1. Using the defining differential equation for u k+1 and hypothesis (7), one obtains ∂ j w i = w i A j . The initial condition w i (x j = 0) = 0 follows from the induction step. So, formally, w i = 0, which implies that u k+1 ∈ W 1,2 . We now make this argument precise. The initial value problem
with a ∈ L 2 (I 1 , g), has a unique solution v ∈ W 1,2 (I 1 , G). To prove this, we mollify a to get a ǫ (t) = (ζ ǫ * a)(t) and solve the smooth system
obtaining smooth functions v ǫ with values in G. Since G is compact, the functions v ǫ are uniformly bounded, and they are equicontinuous on I 1 , since
Hence, there is a sequence ǫ k → 0 for which v ǫ k converges uniformly on
the limit is the distributional derivative of v. This shows that v ∈ W 1,2 (I 1 ; G), and that v is a solution of (9). Note, that for all t we have
and this equation is equivalent to (9) . If w ∈ W 1,2 (I 1 ; G) is another solution of (10), then the difference, p(t) = v(t) − w(t), satisfies |p(t)| ≤ t 0 |p(s)| |a(s)| ds , and is therefore identically zero. This argument establishes the base case of the induction, namely, u 1 (0, ·) ∈ W 1,2 (I 1 , G). To complete the induction, we will prove that u k+1 A ℓ {0}×I k+1 = ∂ ℓ u k+1 for ℓ ≥ n − k − 1 and u k+1 ∈ W 1,2 ({0} × I k+1 , G)
We first need to show that the equation
holds in the sense of distributions. We prove this inductively. By the hypothesis of the lemma, we have
for any smooth scalar function η supported in the interior of the cube. When both i and j are larger than 1, equation (13) will also hold for scalar functions of the form
Substitute this η ǫ in (13), integrate by parts to move all derivatives onto φ, and change the order of integration to obtain
Pass to the limit as ǫ goes to 0 along the sequence chosen in the beginning of the proof. The result will be
Repeating this argument, in a finite number of steps we obtain (12) . We next consider a mollified version of system (8),
Let Φ ǫ (t, s; x n−k , . . . , x n ) be the solution of
In terms of Φ ǫ , the solution of (14) can be written as
and it is a smooth function of all of the variables. For any i ≥ n − k, set w
. Differentiate equation (14) to obtain (with j = n − k − 1) (14) and
by equation (12) . Also,
by the induction hypothesis. Thus, w ǫ i (x n−k−1 , x n−k , . . . , x n ) is the solution of the following initial value problem:
), and, due to the choice of the coordinates at the beginning of the argument, (
). In addition, Φ ǫ is smooth and uniformly bounded, so (15)). Both v ǫ and Φ ǫ are smooth and uniformly bounded, thus w
Because the
is bounded, while equation (14) shows that ∂ j v ǫ is bounded in L 1 as well. Thus, v ǫ is bounded in W 1,1 (I k+1 , G). Since in our case the embedding W 1,1 → L 1 is compact, there exists a sequence ǫ m → 0 so that v ǫm converges strongly in L 1 and almost everywhere in I k+1 to some v ∈ L 1 (I k+1 , G). In addition, we have ∂ i v = v A i (0, ·) in the sense of distributions for all n − k − 1 ≤ i ≤ n. Hence, v ∈ W 1,2 (I k+1 , G). We still need to check the initial conditions in (8) . Taking a further subsequence if necessary, we will have
which proves the convergence almost everywhere. To simplify the notation we will omit the subscript m on the subsequence in the future. Multiply equation (14) by an arbitrary η ∈ L 2 (I k ) and an arbitrary smooth ϕ and integrate to obtain
Each of the terms on the right hand side converge, as ǫ → 0, to the corresponding term with v . Hence, the left side must have a limit as well. For almost all t ∈ I 1 this limit must be ϕ(t)(v(t), η). As a result, v is a weakly continuous function from
almost everywhere, and
The fact, that v is the unique solution to equation (8), follows from the argument given in the base case. Thus, we have du = u A. Recall, that u(x) ∈ G ⊂ U (N ) for almost every x. Hence,
This concludes the proof of the existence of u ∈ W 1,2 (I n , G) with u −1 du = A. Now assume thatũ
Hence,ũ(x) = g u(x) for some constant g ∈ G. Now the lemma is proved.
The holonomy representation for L 2 loc connections
Let Ω be an n -dimensional Riemannian manifold. Let P be a principal G-bundle over Ω. Let {ϕ ν : U ν × G → P } ν∈N be a bundle atlas. The transition functions, ψ νµ : U ν ∩ U µ → G , are specified by ϕ ν (x, g) = ϕ ν (x, ψ µν (x) · g). The associated local sections, σ ν : U ν → P , are given by σ ν (x) = ϕ ν (x, 1).
Let A be a connection on P . Locally we may express A via A ν = σ * ν A. The local connection forms satisfy
1-forms with values in g. The curvature of A is defined as F
For smooth flat connections, the usual holonomy map is a map from π 1 (Ω, x 0 ) to G. This map depends on a base point above x 0 in P . Changing the base point in P will conjugate the holonomy map by an element of G. The equivalence class of the holonomy map up to conjugation is called the holonomy representation. We are about to generalize the notion of holonomy representation to distributionally flat L 2 loc connections. Note that the value of the local gauge, u, from the nonlinear Poincaré lemma in the previous subsection, is not defined at every point. This is why we do not generalize the holonomy map. To generalize the holonomy representation, we will triangulate the manifold Ω and use the edge-path group in place of the fundamental group.
We now review the definition of the edge-path group of a pointed simplicial complex, [22] . Let K be a simplicial complex. Denote the vertex set of K by K (0) . Select a vertex p 0 as the base point. In general, vertices will be denoted by letters p, q, . . ., the oriented edges will be denoted by e = [p, q] where i(e) = p is the initial vertex and f (e) = q is the final vertex of e. The closed star of the vertex p will be denoted by st(p). An edge-path, ζ, is a non-empty finite sequence of oriented edges [e 1 , . . . , e ℓ ] with f (e j ) = i(e j+1 ). A closed, pointed edge-path is one with i(e 1 ) = f (e ℓ ) = p 0 . Two edge-paths, ζ 1 and ζ 2 , are called simply equivalent if one can be obtained from the other by replacing a single edge, e = [p, r] by a two-edge path [p, q][q, r] (or vice versa), where p, q, and r are (not necessarily distinct) vertices of the same 2-simplex in K. Two edge-paths are equivalent if one can be obtained from the other by a finite sequence of such moves. The set of equivalence classes of all closed pointed edge-paths forms a group, called the edge-path group, E(K, p 0 ). This group is canonically isomorphic to the fundamental group, π 1 (|K|, p 0 ), [22] , Theorem 3.6.17.
It is known that any smooth manifold admits a unique PL-structure compatible with the smooth structure, [14] . In particular, there exists a simplicial complex, K whose topological realisation, |K|, is homeomorphic to Ω. Furthermore, we may assume that any nonempty intersection of closed stars of vertices is piecewise smoothly equivalent to the unit cube in R n . Any two such complexes have a common subdivision. Given any open cover of Ω, subdividing the complex, if necessary, we may assume that the closed star of any vertex is contained in some element of the cover. Fix a complex K, retaining the properties described above, subordinate to a bundle atlas and fix a vertex, p 0 , as the base point. Let φ : E(K, p 0 ) → π(|K|, p 0 ) be the canonical isomorphism. For each vertex p choose an index ν(p) with st(p) ⊂ U ν(p) . Denote ψ ν(q)ν(p) by ψ qp , ϕ ν(p) by ϕ p , and A ν(p) by A p .
Let us define the holonomy representation of a distributionally flat L 
From the second part of the nonlinear Poincaré lemma it follows, that there exists a g [p,q] ∈ G so that
Definition 1 The holonomy representation of a flat connection, A, is the conjugacy class of the map ρ
Lemma 4 This definition is independent of the representative of the edge-path group, the choice of u p , ϕ p , and the triangulation K.
Proof. Consider a simple equivalence of two edge-paths generated by [p, r] ↔ [p, q][q, r]. Observe that ψ rq ψ qp = ψ rp . Since p, q, and r lie within a single simplex, the set V p,q,r = st(p) ∩ st(q) ∩ st(r) is nonempty. By the definition of g e ,
By the nonlinear Poincare lemma, any other choice of local developing map, u ′ p , is related to u p by u ′ p = h p · u p , for some constants h p . The corresponding edge labels are given by g
q . This implies that ρ A changes by conjugation by h p0 , i.e., ρ ′ is subordinate to the same bundle atlas as K. Thus, we may choose ν(r 1 ) = . . . = ν(r m ) = ν(p) and ν(r m+1 ) = . . . = ν(r k ) = ν(q), and also,
Thus, ρ A does not depend on the triangulation. Let {ϕ ′ ν : U ν × G → P } be a second bundle atlas. By taking intersections, if necessary, we assume that it has the same open cover {U ν }. Subdividing, if necessary, we may assume that the complex K is the same. We may therefore pick the same indexing functions, ν(p). There exist transition functions ϑ ν :
). We will put primes on all objects computed using the second bundle chart. The transition functions satisfy ψ ′ µν = ϑ −1 µ ψ µν ϑ ν . The local connection forms satisfy
and we have u
This completes the proof of the lemma.
Remark 4 One can prove that for smooth connections our definition of the holonomy representation agrees
with the usual one.
Configuration spaces and the Skyrme functional
In this section we generalize the original Skyrme model to two separate settings. In the first setting the fields are maps from a 3-manifold to a compact Lie group. In the second setting, the fields are flat connections on a principle bundle over a 3-manifold.
To define the Skyrme functional for maps, fix a Riemannian metric on the base manifold M , and fix a faithful unitary representation of the compact Lie group G. Define the norm on the Lie algebra g as
Tr(ad(X)ad(X)). With the help of the Riemannian metric, this extends to a norm on Lie algebra valued forms in a standard way. The Skyrme functional for maps is defined to be
The configuration space of Skyrme maps is defined to be
where the equivalence is given by u(·) ∼ u(·) g, for g ∈ G.
To define the Skyrme functional for connections, we need a special type of reference connection. We start with the description of the admissible reference connections. Let P be a principal G-bundle over M , and let B be a (not necessarily flat) smooth connection on P . Given a base point x 0 ∈ M and a liftx 0 ∈ P of x 0 , we define a holonomy homomorphism ̺ B : Ω x0 → G, where Ω x0 is the based loop group of M , as follows. 
Let P be a central bundle with central connection B. Any other connection on P may be expressed as A = B + pr * a, where a is a g-valued 1-form on M . Our generalization of the Skyrme functional uses this description:
The corresponding configuration space of Skyrme potentials is defined to be
where a ∼ g −1 a g for g ∈ G.
Remark 6 The Skyrme functional is not gauge invariant. It is only invariant under constant gauge transformations. This is why the configuration space of Skyrme fields is infinite dimensional.
The transformation u → u −1 du takes the configuration space of Skyrme maps into the configuration space of Skyrme potentials with the trivial reference connection. We may view this as a transformation
. We will reconsider the map D at the end of this section.
In Section 2 we described the path components of the space of smooth maps from M to G up to multiplication by G on the right. It turns out that the numerical invariants specifying these components, Proposition 2, are well defined for Sobolev maps. To show this, we combine the description of these invariants given before Proposition 2 with the general definition of the holonomy representation from Section 3. We need to relate the holonomy of a connection on the trivial bundle M × G to the holonomy of the corresponding connection on the trivial bundle M ×G. The following lemma addresses a slightly more general situation in which the standard mapG → G is replaced by a Lie group homomorphism H → G. Proof. Let R k denote right multiplication by k in a given Lie group. Let L s denote left multiplication by an element s of any space with a right group action. First note thatÃ is right invariant. Indeed,
where we have used the equalitiesf
. Now notice thatÃ satisfies the second condition in the definition of a connection. Indeed,
To compute the holonomy representations we use the trivial bundle atlases and a fixed triangulation. Let p be a vertex of the triangulation andσ p denote the local sectionσ p : st(p) → M × H which is simplỹ σ p (x) = (x, 1). Then, σ p =f •σ p . Letũ p be the associated local developing map forÃ. The following computation shows that u p = f •ũ p is a local developing map for A.
Here we used f • Lũ p = L f (ũp) • f . It follows that g e = f (g e ), and so, ρÃ = f • ρ A establishing the lemma.
Returning to the construction of invariants for Sobolev maps, we will apply the previous lemma to the standard map τ :G → G 0 → G. When u is an element of S G (M ), the form A = θ + pr * Du is a connection on M × G. Here θ is the trivial connection on M × G. Notice that u is a local developing map for A associated to the trivial bundle atlas. The corresponding holonomy representation, ρ A , is therefore trivial. Now, forÃ =θ + pr
In general, the holonomy is only well defined up to conjugation, but in this case, the holonomy is a well-defined map, ρÃ :
is abelian, this must factor through a map from H 1 (M ) to H 1 (G 0 ). Denote the corresponding element of
The constants a ℓ (u) from Proposition 2 are just the coordinates of α u in the basis −1 ) * Θ k is well defined for Sobolev maps. We partition the configuration space of maps into the following sectors:
We do not yet know that two maps have the same invariants if and only if they live in the same path component. It is true for smooth maps, and it would be true if we knew that any finite Skyrme energy Sobolev map could be approximated by smooth maps with uniformly bounded Skyrme energy.
We now turn to Skyrme potentials. As we have shown, the holonomy is well defined for L 2 loc distributionally flat connections. We first partition S B,G [M ] using the holonomy representation as follows:
In the smooth case it is well known that two flat connections are gauge equivalent if and only if they have the same holonomy. To describe the path components of the space of smooth flat connections with fixed holonomy, it is convenient to fix a reference connection in this class. Let B + b be one such connection. Any other connection, B + a, is obtained from B + b by a gauge transformation,
, where u is a map from M to G. Conversely, given any such u, one obtains a connection (B + b) u with the same holonomy. The connections with fixed holonomy modulo constant gauge transformation are in one-to-one correspondence with the maps u : M → G modulo right multiplication by elements of G. The path components of the space of equivalence classes of smooth flat connections with fixed holonomy are determined by the one dimensional invariant and the three dimensional invariant of the gauge, u, as described above. We will now show that these invariants are well defined for Skyrme potentials with fixed holonomy.
We start by showing that two L 2 loc distributionally flat connections have the same holonomy if and only if they are gauge equivalent. We only prove this for connections on central bundles.
Let Ω be a Riemannian manifold with sufficiently smooth boundary. For central principal G-bundles over Ω we define the gauge group to be G = W denote the corresponding edge labels. The holonomy representation is defined up to conjugacy. Multiplying u 2 at the base vertex p 0 by a constant we may assure that the holonomy maps of A 1 and A 2 are the same. Choose a maximal tree in the 1-skeleton of the triangulation with root p 0 . Any vertex is connected to the root by a unique path, (p 0 , p 1 , . . . , p m ). We inductively modify the local developing map u 2 as follows. Set u 
The one dimensional invariant of a is nothing more then α u described previously. In this setting we will denote it α[a]. Define u to be u = uv
The three dimensional invariants are given by
Here k is the index corresponding to the simple factorG k of the covering groupG, and the constants KG k are those presented in Table 1 
When ω 2 is a matrix-valued 2-form and ω 1 is a matrix-valued 1-form, Tr(ω 1 ∧ ω 2 ) = Tr(ω 2 ∧ ω 1 ). Recall that a, b, a ∧ a, and b ∧ b are all in L 2 , and u, u −1 ∈ L ∞ . It follows that each term in (17) As in the case of Skyrme maps, we will show that any two L 2 Skyrme potentials from the same path component are in the same sector. If we knew that every finite energy Skyrme potential could be approximated by smooth Skyrme potentials with bounded energy, then we would conclude that the sectors are the path components.
We conclude this section with a remark about D. 
Existence of minimizers
In this section we prove that each sector of the configuration space of Skyrme maps containes a minimizer and each sector of the configuration space of Skyrme potentials containes a minimizer as well. We use the direct method of the calculus of variations, i.e., we prove that for suitable minimizing sequences the topological invariants are preserved and the energy is lower semicontinuous. We begin by analyzing the holonomy. The following lemma establishes convergence of the holonomy and, therefore, one-dimensional invariants.
Let Ω be an n-dimensional Riemannian manifold. We define a topology on the space of representations π 1 (Ω, x 0 ) → G as follows. We say that ρ n converges to ρ, if for every finite subset {γ 1 , . . . , γ k } ⊂ π 1 (Ω, x 0 ) there exist representativesρ n ,ρ so thatρ n (γ j ) →ρ(γ j ) in G for every j. It is not hard to see that the topology defined by this convergence is Hausdorff when π 1 (Ω, x 0 ) is finitely generated. We next prove a simple lemma about the holonomy representation.
Lemma 8 If A
(n) is a sequence of L that Tr(u −1 n b ∧ bu n ∧ a n ) converges distributionally to Tr(u −1 b ∧ bu ∧ a). Transition from u to u is as in Lemma 7. This proves the lemma.
We are now ready for the existence theorems. Proof. Let a n ∈ S B,b,G ρ,α;c 1 ,...,c N [M ] be a minimizing sequence. As in the proof of the previous lemma, da n = −a n ∧ a n − F B is bounded in L 2 and d(a n ∧ a n ) = 0. After taking a subsequence, we may assume that a n ⇀ a in L 2 (M ) and a n ∧ a n converges weakly to some 2-forms in L 2 (M, g). By the div -curl lemma, a n ∧ a n converges to a ∧ a in the sense of distributions and, hence, weakly in L 2 . By Lemma 8, ρ B+a = ρ B+an = ρ. As in the proof of Lemma 10, taking a subsequence, we produce a sequence u n ∈ W 1,2 (M, G) weakly converging to u ∈ W 1,2 (M, G) such that a n = u 
