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Abstract
The challenges of modelling the behaviour of financial markets, such as non-
stationarity, poor predictive behaviour, and weak historical coupling, have
attracted attention of the scientific community over the last 50 years, and has
sparked a permanent strive to employ engineering methods to address and
overcome these challenges. Traditionally, mathematical formulations of dy-
namical systems in the context of Signal Processing and Control Theory have
been a lynchpin of today’s Financial Engineering. More recently, advances
in sequential decision making, mainly through the concept of Reinforcement
Learning, have been instrumental in the development of multistage stochas-
tic optimization, a key component in sequential portfolio optimization (asset
allocation) strategies. In this thesis, we develop a comprehensive account of
the expressive power, modelling efficiency, and performance advantages of
so called trading agents (i.e., Deep Soft Recurrent Q-Network (DSRQN) and
Mixture of Score Machines (MSM)), based on both traditional system iden-
tification (model-based approach) as well as on context-independent agents
(model-free approach). The analysis provides a conclusive support for the
ability of model-free reinforcement learning methods to act as universal trad-
ing agents, which are not only capable of reducing the computational and
memory complexity (owing to their linear scaling with size of the universe),
but also serve as generalizing strategies across assets and markets, regard-
less of the trading universe on which they have been trained. The relatively
low volume of daily returns in financial market data is addressed via data
augmentation (a generative approach) and a choice of pre-training strate-
gies, both of which are validated against current state-of-the-art models. For
rigour, a risk-sensitive framework which includes transaction costs is con-
sidered, and its performance advantages are demonstrated in a variety of
scenarios, from synthetic time-series (sinusoidal, sawtooth and chirp waves),
ii
simulated market series (surrogate data based), through to real market data
(S&P 500 and EURO STOXX 50). The analysis and simulations confirm
the superiority of universal model-free reinforcement learning agents over
current portfolio management model in asset allocation strategies, with the
achieved performance advantage of as much as 9.2% in annualized cumula-
tive returns and 13.4% in annualized Sharpe Ratio.
iii
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Chapter 1
Introduction
Engineering methods and systems are routinely used in financial market ap-
plications, including signal processing, control theory and advanced statisti-
cal methods. The computerization of the markets (Schinckus, 2017) encour-
ages automation and algorithmic solutions, which are now well-understood
and addressed by the engineering communities. Moreover, the recent suc-
cess of Machine Learning has attracted interest of the financial community,
which permanently seeks for the successful techniques from other areas,
such as computer vision and natural language processing to enhance mod-
elling of financial markets. In this thesis, we explore how the asset allocation
problem can be addressed by Reinforcement Learning, a branch of Machine
Learning that optimally solves sequential decision making problems via di-
rect interaction with the environment in an episodic manner.
In this introductory chapter, we define the objective of the thesis and high-
light the research and application domains from which we draw inspiration.
1.1 Problem Definition
The aim of this report is to investigate the effectiveness of Reinforcement
Learning agents on asset allocation1. A finite universe of financial instru-
ments, assets, such as stocks, is selected and the role of an agent is to
construct an internal representation (model) of the market, allowing it to
determine how to optimally allocate funds of a finite budget to those assets.
The agent is trained on both synthetic and real market data. Then, its perfor-
mance is compared with standard portfolio management algorithms on an
1The terms Asset Allocation and Portfolio Management are used interchangeably through-
out the report.
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out-of-sample dataset; data that the agent has not been trained on (i.e., test
set).
1.2 Motivations
From the IBM TD-Gammon (Tesauro, 1995) and the IBM Deep Blue (Camp-
bell et al., 2002) to the Google DeepMind Atari (Mnih et al., 2015) and the
Google DeepMind AlphaGo (Silver and Hassabis, 2016), reinforcement learn-
ing is well-known for its effectiveness in board and video games. Nonethe-
less, reinforcement learning applies to many more domains, including Robotics,
Medicine and Finance, applications of which align with the mathematical
formulation of portfolio management. Motivated by the success of some of
these applications, an attempt is made to improve and adjust the underly-
ing methods, such that they are applicable to the asset allocation problem
settings. In particular special attention is given to:
• Adaptive Signal Processing, where Beamforming has been success-
fully addressed via reinforcement learning by Almeida et al. (2015);
• Medicine, where a data-driven medication dosing system (Nemati et
al., 2016) has been made possible thanks to model-free reinforcement
agents;
• Algorithmic Trading, where the automated execution (Noonan, 2017)
and market making (Spooner et al., 2018) have been recently revolu-
tionized by reinforcement agents.
Without claiming equivalence of portfolio management with any of the
above applications, their relatively similar optimization problem formula-
tion encourages the endeavour to develop reinforcement learning agents for
asset allocation.
1.3 Report Structure
The report is organized in three Parts: the Background (Part I), the Inno-
vation (Part II) and the Experiments (Part III). The readers are advised to
follow the sequence of the parts as presented, however, if comfortable with
Modern Portfolio Theory and Reinforcement Learning, they can focus on
the last two parts, following the provided references to background mate-
rial when necessary. A brief outline of the project structure and chapters is
provided below:
2
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Chapter 2: Financial Signal Processing The objective of this chapter is
to introduce essential financial terms and concepts for understanding
the methods developed later in the report.
Chapter 3: Portfolio Optimization Providing the basics of Financial
Signal Processing, this chapter proceeds with the mathematical formu-
lation of static Portfolio Management, motivating the use of Reinforce-
ment Learning to address sequential Asset Allocation via multi-stage
decision making.
Chapter 4: Reinforcement Learning This chapter serves as an impor-
tant step toward demystifying Reinforcement Learning concepts, by
highlighting their analogies to Optimal Control and Systems Theory.
The concepts developed in this chapter are essential to the understand-
ing of the trading algorithms and agents developed later in the report.
Chapter 5: Financial Market as Discrete-Time Stochastic Dynamical
System This chapter parallels Chapters 3 and 4, introducing a unified,
versatile framework for training agents and investment strategies.
Chapter 6: Trading Agents This objectives of this chapter are to:
(1) introduce traditional model-based (i.e., system identification) re-
inforcement learning trading agents; (2) develop model-free reinforce-
ment learning trading agents; (3) suggest a flexible universal trading
agent architecture that enables pragmatic applications of Reinforce-
ment Learning for Portfolio Management; (4) assess performance of
developed trading agents on a small scale experiment (i.e., 12-asset
S&P 500 market)
Chapter 7: Pre-Training In this chapter, a pre-training strategy is
suggested, which addresses the local optimality of the Policy Gradient
agents, when only a limited number of financial market data samples
is available.
Chapter 8: Synthetic Data In this chapter, the effectiveness of the trad-
ing agents of Chapter 6 is assessed on synthetic data - from determin-
istic time-series (sinusoidal, sawtooth and chirp waves) to simulated
market series (surrogate data based). The superiority of model-based
or model-free agents is highlighted in each scenario.
Chapter 9: Market Data This chapter parallels Chapter 9, evaluating
the performance of the trading agents of Chapter 6 on real market
data, from two distinct universes: (1) the underlying U.S. stocks of
S¶500 and (2) the underlying European stocks of EURO STOXX 50.
3
Part I
Background
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Chapter 2
Financial Signal Processing
Financial applications usually involve the manipulation and analysis of se-
quences of observations, indexed by time order, also known as time-series.
Signal Processing, on the other hand, provides a rich toolbox for system-
atic time-series analysis, modelling and forecasting (Mandic and Chambers,
2001). Consequently, signal processing methods can be employed to mathe-
matically formulate and address fundamental economics and business prob-
lems. In addition, Control Theory studies discrete dynamical systems, which
form the basis of Reinforcement Learning, the set of algorithms used in this
report to solve the asset allocation problem. The links between signal pro-
cessing algorithms, systems and control theory motivate their integration
with finance, to which we refer as Financial Signal Processing or Financial
Engineering.
In this chapter, the overlap between signal processing and control theory
with finance is explored, attempting to bridge their gaps and highlight their
similarities. Firstly, in Section 2.1, essential financial terms and concepts are
introduced, while In Section 2.2, the time-series in the context of finance
are formalized. In Section 2.3 the evaluation criteria used throughout the
report to assess the performance of the different algorithms and strategies
are explained, while in Section 2.4 signal processing methods for modelling
sequential data are studied.
2.1 Financial Terms & Concepts
In order to better communicate ideas and gain insight into the economic
problems, basic terms are defined and explained in this section. However,
useful definitions are also provided by Johnston and Djuric´ (2011).
5
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Signal Processing
(SP)
Control Theory
(CT)
Finance & Economics
Financial Engineering
(FE)
Dynamical Systems
(DS)
Figure 2.1: Financial Engineering relative to Signal Processing and Control
Theory.
2.1.1 Asset
An asset is an item of economic value. Examples of assets are cash (in hand
or in a bank), stocks, loans and advances, accrued incomes etc. Our main
focus on this report is on cash and stocks, but general principles apply to all
kinds of assets.
Assumption 2.1 The assets under consideration are liquid, hence they can be con-
verted into cash quickly, with little or no loss in value. Moreover, the selected assets
have available historical data in order to enable analysis.
2.1.2 Portfolio
A portfolio is a collection of multiple financial assets, and is characterized
by its:
• Constituents: M assets of which it consists;
• Portfolio vector, wt: its i-th component represents the ratio of the total
budget invested to the i-th asset, such that:
wt =
[
w1,t, w2,t, . . . , wM,t
]T
∈ RM and
M
∑
i=1
wi,t = 1 (2.1)
For fixed constituents and portfolio vector wt, a portfolio can be treated as
a single master asset. Therefore, the analysis of single simple assets can be
6
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applied to portfolios upon determination of the constituents and the corre-
sponding portfolio vector.
Portfolios are more powerful, general representation of financial assets since
the single asset case can be represented by a portfolio; the j-th asset is equiv-
alent to the portfolio with vector e(j), where the j-th term is equal to unity
and the rest are zero. Portfolios are also preferred over single assets in order
to minimize risk, as illustrated in Figure 2.2.
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Figure 2.2: Risk for a single asset and a number of uncorrelated portfolios.
Risk is represented by the standard deviation or the width of the distribution
curves, illustrating that a large portfolio (M = 100) can be significantly less
risky than a single asset (M = 1).
2.1.3 Short Sales
Sometimes is it possible to sell an asset that we do not own. This process
is called short selling or shorting (Luenberger, 1997). The exact shorting
mechanism varies between markets, but it can be generally summarized as:
1. Borrowing an asset i from someone who owns it at time t;
2. Selling it immediately to someone else at price pi,t;
3. Buying back the asset at time (t + k), where k > 0, at price pi,t+k;
4. Returning the asset to the lender
7
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Therefore, if one unit of the asset is shorted, the overall absolute return is
pi,t − pi,t+k and as a result short selling is profitable only if the asset price
declines between time t and t + k or pi,t+k < pi,t. Nonetheless, note that
the potential loss of short selling is unbounded, since asset prices are not
bounded from above (0 ≤ pi,t+k < ∞).
Remark 2.2 If short selling is allowed, then the portfolio vector satisfies (2.1), but
wi can be negative, if the i-th asset is shorted. As a consequence, wj can be greater
than 1, such that ∑Mi=1 wi = 1.
For instance, in case of a two-assets portfolio, the portfolio vector wt =[
−0.5, 1.5
]T
is valid and can be interpreted as: 50% of the budget is short
sold on the first asset (w1,t = −0.5) and 150% of the budget is invested on
the second asset (w2,t = 1.5). Note that the money received from shorting
asset 1 are used in the investment on asset 2, enabling w2,t > 1.
Usually the terms long and short position to an asset are used to refer to
investments where we buy or short sell the asset, respectively.
2.2 Financial Time-Series
The dynamic nature of the economy, as a result of the non-static supply and
demand balance, causes prices to evolve over time. This encourages to treat
market dynamics as time-series and employ technical methods and tools for
analysis and modelling.
In this section, asset prices are introduced, whose definition immediately
reflect our intuition, as well as other time-series, derived to ease analysis
and evaluation.
2.2.1 Prices
Let pt ∈ R be the price of an asset at discrete time index t (Feng and Palo-
mar, 2016), then the sequence p1, p2, . . . , pT is a univariate time-series. The
equivalent notations pi,t and passeti ,t are also used to distinguish between the
prices of the different assets. Hence, the T-samples price time-series of an
8
2.2. Financial Time-Series
asset i, is the column vector ~pi,1:T, such that:
~pi,1:T =

pi,1
pi,2
...
pi,T

∈ RT+ (2.2)
where the arrow highlights the fact that it is a time-series. For convenience
of portfolio analysis, we define the price vector pt, such that:
pt =
[
p1,t, p2,t, . . . , pM,t
]
∈ RM+ (2.3)
where the i-th element is the asset price of the i-th asset in the portfolio at
time t. Extending the single-asset time-series notation to the multivariate
case, we form the asset price matrix ~P1:T by stacking column-wise the T-
samples price time-series of the M assets of the portfolio, then:
~P1:T =
[
~p1,1:T, ~p2,1:T, . . . , ~pM,1:T
]
=

p1,1 p2,1 · · · pM,1
p1,2 p2,2 · · · pM,2
...
...
. . .
...
p1,T p2,T · · · pM,T

∈ RT×M+
(2.4)
This formulation enables cross-asset analysis and consideration of the inter-
dependencies between the different assets. We usually relax notation by
omitting subscripts when they can be easily inferred from context.
Figure 2.3 illustrates examples of asset prices time-series and the correspond-
ing distribution plots. At a first glance, note the highly non-stationary na-
ture of asset prices and hence the difficulty to interpret distribution plots.
Moreover, we highlight the unequal scaling between prices, where for exam-
ple, GE (General Electric) average price at 23.14$ and BA (Boeing Company)
average price at 132.23$ are of different order and difficult to compare.
2.2.2 Returns
Absolute asset prices are not directly useful for an investor. On the other
hand, prices changes over time are of great importance, since they reflect
the investment profit and loss, or more compactly, its return.
9
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Figure 2.3: Asset prices time-series (left) and distributions (right) for AAPL
(Apple), GE (General Electric) and BA (Boeing Company).
Gross Return
The gross return Rt of an asset represents the scaling factor of an investment
in the asset at time (t − 1) (Feng and Palomar, 2016). For example, a B
dollars investment in an asset at time (t− 1) will worth BRt dollars at time
t. It is given by the ratio of its prices at times t and (t− 1), such that:
Rt ,
pt
pt−1
∈ R (2.5)
Figure 2.4 illustrates the benefit of using gross returns over asset prices.
Remark 2.3 The asset gross returns are concentrated around unity and their be-
haviour does not vary over time for all stocks, making them attractive candidates for
stationary autoregressive (AR) processes (Mandic, 2018a).
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Figure 2.4: Asset gross returns time-series (left) and distributions (right).
Simple Return
A more commonly used term is the simple return, rt, which represents the
percentage change in asset price from time (t− 1) to time t, such that:
rt ,
pt − pt−1
pt−1
=
pt
pt−1
− 1(2.5)= Rt − 1 ∈ R (2.6)
10
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The gross and simple returns are straightforwardly connected, but the latter
is more interpretable, and thus more frequently used.
Figure 2.5 depicts the example asset simple returns time-series and their
corresponding distributions. Unsurprisingly, simple returns possess the rep-
resentation benefits of gross returns, such as stationarity and normalization.
Therefore, we can use simple returns as a comparable metric for all assets,
thus enabling the evaluation of analytic relationships among them, despite
originating from asset prices of different scale.
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Figure 2.5: Single Assets Simple Returns
The T-samples simple returns time-series of the i-th asset is given by the
column vector~ri,1:T, such that:
~ri,1:T =

ri,1
ri,2
...
ri,T

∈ RT (2.7)
while the simple returns vector rt:
rt =

r1,t
r2,t
...
rM,t

∈ RM (2.8)
where r1,t the simple return of the i-th asset at time index t.
Remark 2.4 Exploiting the representation advantage of the portfolio over single
assets, we define the portfolio simple return as the linear combination of the simple
returns of each constituents, weighted by the portfolio vector.
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Hence, at time index t, we obtain:
rt ,
M
∑
i=1
wi,tri,t = wTt rt ∈ R (2.9)
Combining the price matrix in (2.4) and the definition of simple return (2.6),
we construct the simple return matrix ~R1:T by stacking column-wise the T-
samples simple returns time-series of the M assets of the portfolio, to give:
~R1:T =
[
~r1,1:T ~r2,1:T · · · ~rM,1:T
]
=

r1,1 r2,1 · · · rM,1
r1,2 r2,2 · · · rM,2
...
...
. . .
...
r1,T r2,T · · · rM,T

∈ RT×M
(2.10)
Collecting the portfolio (column) vectors for the time interval t ∈ [1, T] into a
portfolio weights matrix ~W1:T, we obtain the portfolio returns time-series by
multiplication of ~R1:T with ~W1:T and extraction of the T diagonal elements
of the product, such that:
r1:T = diag(~R1:T ~W1:T) ∈ RT (2.11)
Log Return
Despite the interpretability of the simple return as the percentage change in
asset price over one period, it is asymmetric and therefore practitioners tend
to use log returns instead (Kennedy, 2016), in order to preserve interpreta-
tion and to yield a symmetric measure. Using the example in Table 2.1, a
15% increase in price followed by a 15% decline does not result in the initial
price of the asset. On the contrary, a 15% log-increase in price followed by
a 15% log-decline returns to the initial asset price, reflecting the symmetric
behaviour of log returns.
Let the log return ρt at time t be:
ρt , ln(
pt
pt−1
)
(2.5)
= ln(Rt) ∈ R (2.12)
Note the very close connection of gross return to log return. Moreover, since
gross return is centered around unity, the logarithmic operator makes log
returns concentrated around zero, clearly observed in Figure 2.6.
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time t simple return price ($) log return
0 - 100 -
1 +0.15 110 +0.13
2 -0.15 99 -0.16
3 +0.01 100 +0.01
4 -0.14 86 -0.15
5 +0.16 100 +0.15
Table 2.1: Simple Return Asymmetry & Log Return Symmetry
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Figure 2.6: Single Assets Log Returns
Comparing the definitions of simple and log returns in (2.6) and (2.12), re-
spectively, we obtain the relationship:
ρt = ln(1+ rt) (2.13)
hence we can define all time-series and convenient portfolio representations
of log returns by substituting simple-returns in (2.13). For example, the
portfolio log return is given by substitution of (2.13) into (2.9), such that:
ρt , ln(1+ wTt rt) ∈ R (2.14)
2.3 Evaluation Criteria
The end goal is the construction of portfolios, linear combinations of individ-
ual assets, whose properties (e.g., returns, risk) are optimal under provided
conditions and constraints. As a consequence, a set of evaluation criteria and
metrics is necessary in order to evaluate the performance of the generated
portfolios. Due to the uncertainty of the future dynamics of the financial
markets, we study the statistical properties of the assets returns, as well as
other risk metrics, motivated by signal processing.
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2.3.1 Statistical Moments
Future prices and hence returns are inherently unknown and uncertain
(Kennedy, 2016). To mathematically capture and manipulate this stochastic-
ity, we treat future market dynamics (i.e., prices, cross-asset dependencies)
as random variables and study their properties. Qualitative visual analy-
sis of probability density functions is a labour-intensive process and thus
impractical, especially when high-dimensional distributions (i.e., 4D and
higher) are under consideration. On the other hand, quantitative measures,
such as moments, provide a systematic way to analyze (joint) distributions
(Meucci, 2009).
Mean, Median & Mode
Suppose that we need to summarize all the information regarding a random
variable X in only one number, the one value that best represents the whole
range of possible outcomes. We are looking for a location parameter that
provides a fair indication of where on the real axis the random variable X
will end up taking its value.
An immediate choice for the location parameter is the center of mass of the
distribution, i.e., the weighted average of each possible outcome, where the
weight of each outcome is provided by its respective probability. This corre-
sponds to computing the expected value or mean of the random variable:
E[X] = µX ,
∫ +∞
−∞
x fX(x)dx ∈ R (2.15)
Note that the mean is also the first order statistical moment of the distribu-
tion fX. When a finite number of observations T is available, and there is no
closed form expression for the probability density function fX, the sample
mean or empirical mean is used as an unbiased estimate of the expected
value, according to:
E[X] ≈ 1
T
T
∑
t=1
xt (2.16)
Investor Advice 2.1 (Greedy Criterion) For the same level of risk, choose the
portfolio that maximizes the expected returns (Wilmott, 2007).
Figure 2.7 illustrates to cases where the Greedy Criterion 2.1 is applied. In
case of assets with equal risk levels (i.e., left sub-figure) we prefer the one
that maximizes expected returns, thus the red (µblue = 1 < µred = 4). On the
14
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Figure 2.7: Greedy criterion for equally risky assets (left) and unequally
risky assets (right).
other hand, when the assets have unequal risk levels (i.e., right sub-figure)
the criterion does not apply and we cannot draw any conclusions without
employing other metrics as well.
The definition of the mean value is extended to the multivariate case as the
juxtaposition of the mean value (2.15) of the marginal distribution of each
entry:
E[X] = µX ,

E[X1]
E[X2]
...
E[XM]

∈ RM (2.17)
A portfolio with vector wt and single asset mean simple returns µr has ex-
pected simple returns:
µr = wTt µr (2.18)
An alternative choice for the location parameter is the median, which is the
quantile relative to the specific cumulative probability p = 1/2:
Med[X] , QX
(
1
2
)
∈ R (2.19)
The juxtaposition of the median, or any other quantile, of each entry of a
random variable does not satisfy the affine equivariance property1 (Meucci,
2009) and therefore it does not define a suitable location parameter.
1Med[a + BX] 6= a + BMed[X].
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A third parameter of location is the mode, which refers to the shape of the
probability density function fX. Indeed, the mode is defined as the point
that corresponds to the highest peak of the density function:
Mod[X] , argmax
x∈R
fX(x) ∈ R (2.20)
Intuitively, the mode is the most frequently occurring data point in the dis-
tribution. It is trivially extended to multivariate distributions, namely as the
highest peak of the joint probability density function:
Mod[X] , argmax
x∈RM
fX(x) ∈ RM (2.21)
Note that the relative position of the location parameters provide qualita-
tive information about the symmetry, the tails and the concentration of the
distribution. Higher-order moments quantify these properties.
Figure 2.8 illustrates the distribution of the prices and the corresponding
simple returns of the asset BA (Boeing Company), along with their location
parameters. In case of the simple returns, we highlight that the mean, the
median and the mode are very close to each other, reflecting the symme-
try and the concentration of the distribution, properties that motivated the
selection of returns over raw asset prices.
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Figure 2.8: First order moments for BA (Boeing Company) prices (left) and
simple returns (right).
Volatility & Covariance
The dilemma we faced in selecting between assets in Figure 2.7 motivates
the introduction of a metric that quantifies risk level. On other words, we
are looking for a dispersion parameter that yields an indication of the extent
16
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to which the location parameter (i.e., mean, median) might be wrong in
guessing the outcome of the random variable X.
The variance is the benchmark dispersion parameter, measuring how far the
random variable X is spread out of its mean, given by:
Var[X] = σ2X , E[(X−E[X])2] ∈ R (2.22)
The square root of the variance, σX, namely the standard deviation or volatil-
ity in finance, is a more physically interpretable parameter, since it has the
same units as the random variable under consideration (i.e., prices, simple
returns).
Note that the variance is also the second order statistical central moment of
the distribution fX. When a finite number of observations T is available, and
there is no closed form expression for the probability density function, fX,
the Bessel’s correction formula (Tsay, 2005) is used as an unbiased estimate
of the variance, according to:
Var[X] ≈ 1
T − 1
T
∑
t=1
(xt − µX)2 (2.23)
Investor Advice 2.2 (Risk-Aversion Criterion) For the same expected returns,
choose the portfolio that minimizes the volatility (Wilmott, 2007).
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Figure 2.9: Risk-aversion criterion for equal returns (left) and unequal re-
turns (right).
According to the Risk-Aversion Criterion, in Figure 2.9, for the same returns
level (i.e., left sub-figure) we choose the less risky asset, the blue, since the
red is more spread out (σ2blue = 1 < σ
2
red = 9). However, in case of unequal
return levels (i.e., right sub-figure) the criterion is inconclusive.
The definition of variance is extended to the multivariate case by introducing
covariance, which measures the joint variability of two variables, given by:
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Cov[X] = ΣX , E[(X−E[X])(X−E[X])T] ∈ RM×M (2.24)
or component-wise:
Cov[Xm, Xn] = [Cov[X]]mn = Σmn , E[(Xm −E[Xm])(Xn −E[Xn])] ∈ R
(2.25)
By direct comparison of (2.22) and (2.25), we note that:
Var[Xm] = Cov[Xm, Xm] = [Cov[X]]mm = Σmm (2.26)
hence the m-th diagonal element of the covariance matrix Σmm is the variance
of the m-th component of the multivariate random variable X, while the
non-diagonal terms Σmn represent the joint variability of the m-th with the
n-th component of X. Note that, by definition (2.24), the covariance is a
symmetric and real matrix, thus it is semi-positive definite (Mandic, 2018b).
Empirically, we estimate the covariance matrix entries using again the Bessel’s
correction formula (Tsay, 2005), in order to obtain an unbiased estimate:
Cov[Xm, Xn] ≈ 1T − 1
T
∑
t=1
(xm,t − µXm)(xn,t − µXn) (2.27)
A portfolio with vector wt and covariance matrix of assets simple returns S
has variance:
σ2r = w
T
t Σwt (2.28)
The correlation coefficient is also frequently used to quantify the linear de-
pendency between random variables. It takes values in the range [−1, 1] and
hence it is a normalized way to compare dependencies, while covariances
are highly influenced by the scale of the random variables’ variance. The
correlation coefficient is given by:
corr[Xm, Xn] = [corr[X]]mn = ρmn ,
Cov[Xm, Xn]
σXmσXn
∈ [−1, 1] ⊂ R (2.29)
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Figure 2.10: Covariance and correlation matrices for assets simple returns.
Skewness
The standard measure of symmetry of a distribution is the skewness, which
is the third central moment normalized by the standard deviation, in such a
way to make it scale-independent:
skew[X] ,
E
[
(X−E[X])3]
σ3X
(2.30)
In particular, a distribution whose probability density function is symmetric
around its expected value has null skewness. If the skewness is positive
(negative), occurrences larger than the expected value are less (more) likely
than occurrences smaller than the expected value.
Investor Advice 2.3 (Negatively Skewed Criterion) Choose negatively skewed
returns, rather than positively skewed. (Wilmott, 2007).
Kurtosis
The fourth moment provides a measure of the relative weight of the tails
with respect to the central body of a distribution. The standard quantity
to evaluate this balance is the kurtosis, defined as the normalized fourth
central moment:
kurt[X] ,
E
[
(X−E[X])4]
σ4X
(2.31)
The kurtosis gives an indication of how likely it is to observe a measure-
ment far in the tails of the distribution: a large kurtosis implies that the
distribution displays ”fat tails”.
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2.3.2 Financial Risk and Performance Metrics
Despite the insight into the statistical properties we gain by studying mo-
ments of returns distribution, we can combine them in such ways to fully
capture the behaviour of our strategies and better assess them. Inspired by
standard metrics used in signal processes (e.g. signal-to-noise ratio) and
sequential decision making we introduce the following performance evalua-
tors: cumulative returns, sharpe ratio, drawdown and value at risk.
Cumulative Returns
In subsetion 2.2.2 we defined returns relative to the change in asset prices in
one time period. Nonetheless, we usually get involved into a multi-period
investment, hence we are extending the definition of vanilla returns to the
cumulative returns, which represent the change in asset prices over larger
time horizons.
Based on (2.5), the cumulative gross return Rt→T between time indexes t
and T is given by:
Rt→T ,
pT
pt
=
(
pT
pT−1
)(
pT−1
pT−2
)
· · ·
(
pt+1
pt
)
(2.5)
= RTRT−1 · · · Rt+1 =
T
∏
i=t+1
Ri ∈ R
(2.32)
The cumulative gross return is usually also termed Profit & Loss (PnL),
since it represents the wealth level of the investment. If Rt→T > 1 (< 1) the
investment was profitable (lossy).
Investor Advice 2.4 (Profitability Criterion) Aim to maximize profitability of
investment.
Moreover, the cumulative simple return rt→T is given by:
rt→T ,
pT
pt
− 1 (2.32)=
[ T
∏
i=t+1
Ri − 1
]
(2.6)
=
[ T
∏
i=t+1
(1+ ri)− 1
]
∈ R (2.33)
while the cumulative log return ρt→T is:
ρt→T , ln(
pT
pt
)
(2.32)
= ln
( T
∏
i=t+1
Ri
)
=
T
∑
i=t+1
ln(Ri)
(2.12)
=
T
∑
i=t+1
ρi ∈ R (2.34)
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Figure 2.11 demonstrates the interpretation power of cumulative returns
over simple returns. Simple visual inspection of simple returns is inade-
quate for comparing the performance of the different assets. On the other
hand, cumulative simple returns exhibit that BA’s (Boeing Company) price
increased by ≈ 400%, while GE’s (General Electric) price declines by ≈ 11%,
in the time period 2012 to 2018.
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Figure 2.11: Assets cumulative simple returns.
Sharpe Ratio
Remark 2.5 The criteria 2.1 and 2.2 can sufficiently distinguish and prioritize
investments which either have the same risk level or returns level, respectively.
Nonetheless, they fail in all other cases, when risk or return levels are unequal.
The failure of greedy criterion and risk-aversion criterion is demonstrated
in both examples in Figures 2.7 and 2.9, where it can be observed that the
more risky asset, the red one, has a higher expected returns (i.e., the red
distribution is wider, hence has larger variance, but it is centered around a
larger value, compared to the blue distribution). Consequently, none of the
criteria applies and the comparison is inconclusive.
In order to address this issue and motivated by Signal-to-Noise Ratio (SNR)
(Zhang and Wang, 2017; Feng and Palomar, 2016), we define Sharpe Ratio
(SR) as the ratio of expected returns (i.e., signal power) to their standard
deviation (i.e., noise power2), adjusted by a scaling factor:
SR1:T ,
√
T
E[r1:T]√
Var[r1:T]
∈ R (2.35)
2The variance of the noise is equal to the noise power. Standard deviation is used in the
definition of SR to provide a unit-less metric.
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where T is the number of samples considered in the calculation of the em-
pirical mean and standard deviation.
Investor Advice 2.5 (Sharpe Ratio Criterion) Aim to maximize Sharpe Ratio
of investment.
Considering now the example in Figures 2.7, 2.9, we can quantitatively com-
pare the two returns streams and select the one that maximizes the Sharpe
Ratio:
SRblue =
√
T
µblue
σblue
=
√
T
1
1
=
√
T (2.36)
SRred =
√
T
µred
σred
=
√
T
4
3
(2.37)
SRblue < SRred ⇒ choose red (2.38)
Drawdown
The drawdown (DD) is a measure of the decline from a historical peak in
cumulative returns (Luenberger, 1997). A drawdown is usually quoted as
the percentage between the peak and the subsequent trough and is defined
as:
DD(t) = −max{0, [ max
τ∈(0,t)
r0→τ
]− r0→t} (2.39)
The maximum drawdown (MDD) up to time t is the maximum of the draw-
down over the history of the cumulative returns, such that:
MDD(t) = − max
x∈(0,t)
{[ max
τ∈(0,T)
r0→τ
]− r0→T} (2.40)
The drawdown and maximum drawdown plots are provided in Figure 2.12
along with the cumulative returns of assets GE and BA. Interestingly, the
decline of GE’s cumulative returns starting in early 2017 is perfectly reflected
by the (maximum) drawdown curve.
Value at Risk
The value at risk (VaR) is another commonly used metric to assess the per-
formance of a returns time-series (i.e., stream). Given daily simple returns
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Figure 2.12: (Maximum) drawdown and cumulativer returns for GE and BA.
rt and cut-off c ∈ (0, 1), the value at risk is defined as the c quantile of their
distribution, representing the worst 100c% case scenario:
VaR(c) , Qr(c) ∈ R (2.41)
Figure 2.13 depicts GE’s value at risk at −1.89% for cut-off parameter c =
0.05. We interpret this as ”5% of the trading days, General Electric’s stock
declines more than 1.89%”.
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Figure 2.13: Illustration of the 5% value at risk (VaR) of GE and BA stocks.
2.4 Time-Series Analysis
Time-series analysis is of major importance in a vast range of research top-
ics, and many engineering applications. This relates to analyzing time-series
data for estimating meaningful statistics and identifying patterns of sequen-
tial data. Financial time-series analysis deals with the extraction of under-
lying features to analyze and predict the temporal dynamics of financial
assets (Navon and Keller, 2017). Due to the inherent uncertainty and non-
analytic structure of financial markets (Tsay, 2005), the task is proven chal-
lenging, where classical linear statistical methods such as the VAR model,
and statistical machine learning models have been widely applied (Ahmed
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et al., 2010). In order to efficiently capture the non-linear nature of the finan-
cial time-series, advanced non-linear function approximators, such as RNN
models (Mandic and Chambers, 2001) and Gaussian Processes (Roberts et al.,
2013) are also extensively used.
In this section, we introduce the VAR and RNN models, which comprise the
basis for the model-based approach developed in Section 6.1.
2.4.1 Vector Autoregression (VAR)
Autoregressive (AR) processes can model univariate time-series and specify
that future values of the series depend linearly on the past realizations of
the series (Mandic, 2018a). In particular, a p-order autoregressive process
AR(p) satisfies:
xt = a1xt−1 + a2xt−2 + · · ·+ apxt−p + εt
=
p
∑
i=1
aixt−i + εt
= aT~xt−p:t−1 + εt ∈ R (2.42)
where εt is a stochastic term (an imperfectly predictable term), which is
usually treated as white noise and a = [a1, a2, · · · , ap]T the p model parame-
ters/coefficients.
Extending the AR model for multivariate time-series, we obtain the vec-
tor autoregressive (VAR) process, which enables us to capture the cross-
dependencies between series. For the general case of a M-dimensional p-
order vector autoregressive process VARM(p), it follows that:
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

x1,t−p
x2,t−p
...
xM,t−p

+

e1,t
e2,t
...
eM,t

(2.43)
or equivalently in compact a form:
xt = c + A1xt−1 + A2xt−2 + · · ·+ Apxt−p + et = c +
p
∑
i=1
Aixt−i + et ∈ RM
(2.44)
where c ∈ RM a vector of constants (intercepts), Ai ∈ RM×M for i =
1, 2, . . . , p, the p parameter matrices and et ∈ RM a stochastic term, noise.
Hence, VAR processes can adequately capture the dynamics of linear sys-
tems, under the assumption that they follow a Markov process of finite
order, at most p (Murphy, 2012). In other words, the effectiveness of a p-
th order VAR process relies on the assumption that the last p observations
have all the sufficient statistics and information to predict and describe the
future realizations of the process. As a result, we enforce a memory mecha-
nism, keeping the p last values, ~X t−p:t−1, of the multivariate time-series and
making predictions according to (2.44). Increasing the order of the model
p, results in increased computational and memory complexity as well as a
tendency to overfit the noise of the observed data. A VARM(p) process has:
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|P|VARM(p) = M×M× p + M (2.45)
parameters, hence they increase linearly with the model order. The system-
atic selection of the model order p can be achieved by minimizing an infor-
mation criterion, such as the Akaike Information Criterion (AIC) (Mandic,
2018a), given by:
pAIC = min
p∈N
[
ln(MSE) +
2p
N
]
(2.46)
where MSE the mean squared error of the model and N the number of
samples.
After careful investigation of equation (2.44), we note that the target ~xt is
given by an ensemble (i.e., linear combination) of p linear regressions, where
the i-th regressor3 has (trainable) weights Ai and features xt−i. This interpre-
tation of a VAR model allows us to interpret its strengths and weaknesses
on a common basis with the neural network architectures, covered in subse-
quent parts. Moreover, this enables adaptive training (e.g., via Least-Mean-
Square (Mandic, 2004) filter), which will prove useful in online learning,
covered in Section 6.1.
Figure 2.14 illustrates a fitted VAR4(12) process, where the p = pAIC = 12.
We note that both in-sample (i.e., training) performance and out-of-sample
(i.e., testing) performance are poor (see Table 2.2), despite the large number
of parameters |P|VAR4(12) = 196.
2.4.2 Recurrent Neural Networks (RNN)
Recurrent neural networks (RNN) (Mandic and Chambers, 2001), are a fam-
ily of neural networks with feedback loops which are very successful in pro-
cessing sequential data. Most recurrent networks can also process sequences
of variable length (Goodfellow et al., 2016).
Consider the classical form of a dynamical system:
st = f (st−1, xt; θ) (2.47)
where st and xt the system state and input signal at time step t, respectively,
while f a function parametrized by θ that maps the previous state and the
3Let one of the regressors to has a bias vector that corresponds to c.
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Figure 2.14: Vector autoregressive (VAR) time-series predictive model for
assets simple returns. One step prediction is performed, where the realized
observations are used as they come.
input signal to the new state. Unfolding the recursive definition in (2.47) for
a finite value of t:
st = f (st−1, xt; θ)
st = f ( f (st−2, xt−1; θ), xt; θ)
st = f ( f ( f (· · · ( f (· · · ), xt−1; θ), xt; θ))) (2.48)
In general, f can be a highly non-linear function. Interestingly, a composite
function of nested applications of f is responsible for generating the next
state.
Many recurrent neural networks use equation (2.49) or a similar equation to
define the values of their hidden units. To indicate that the state is the hid-
den units of the network, we now rewrite equation (2.47) using the variable
h to represent the state:
ht = f (ht−1, xt; θ) (2.49)
Then the hidden state ht can be used to obtain the output signal yt (i.e.,
observation) at time index t, assuming a non-linear relationship, described
by function g that is parametrized by ϕ:
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yˆt = g(ht; ϕ) (2.50)
The computational graph corresponding to (2.49) and (2.50) is provided in
Figure 2.15. It can be shown that recurrent neural networks4 are universal
function approximators (Cybenko, 1989), which means that if there is a rela-
tionship between past states and current input with next states, RNNs have
the capacity to model it.
Another important aspect of RNNs is parameter sharing. Note in (2.48) that θ
are the only parameters, shared between time steps. Consequently, the num-
ber of parameters of the model decreases significantly, enabling faster train-
ing and limiting model overfitting (“Supervised sequence labelling with re-
current neural networks. 2012”), compared to feedforward neural networks
(i.e., multi-layer-perceptrons), which do not allow loops or any recursive con-
nection. Feedforward networks can be also used with sequential data when
memory is brute-forced5, leading to very large and deep architectures, and
requiring a lot more time to train and effort to avoid overfitting, in order to
achieve similar results with smaller RNNs (Mandic and Chambers, 2001).
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Figure 2.15: A generic recurrent network computational graph. This recur-
rent network processes information from the input x by incorporating it
into the state h that is passed forward through time, which in turn is used
to predict the target variable yˆ. (Left) Circuit diagram. The black square
indicates a delay of a single time step. (Right) The same network seen as
an unfolded computational graph, where each node is now associated with
one particular time instance (Goodfellow et al., 2016).
Simple RNNs, such that the one implementing equation (2.48), are not used
because of the vanishing gradient problem (Hochreiter, 1998; Pascanu et
al., 2012), but instead variants, such as the Gated Rectified Units (GRU),
4And any neural network with certain non-linear activation functions, in general.
5Similar to VAR process memory mechanics.
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are preferred because of their low computational complexity6 and simple
architecture. The most variants introduce some filter/forget mechanism, re-
sponsible for selectively filtering out (or ”forgetting”) past states, shaping
the hidden state h in a highly non-linear fashion, but without accumulat-
ing the effects from all the history of observations, alleviating the vanishing
gradients problem. Consulting the schematic in Figure 2.15, this filtering
operation is captured by m (in red), which stands for selective ”memory”.
Given a loss function L and historic data D, then the process of training
involves minimization of L conditioned on D, where the parameters θ and
ϕ are the decision variables of the optimization problem:
minimize
θ, ϕ
L(θ,ϕ; D) (2.51)
which is usually addressed by adaptive variants of Stochastic Gradient De-
scent (SGD), such as Adam (Kingma and Ba, 2014), to ensure faster conver-
gence and avoid saddle points. All these optimization algorithms rely on
(estimates of) descent directions, obtained by the gradients of the loss func-
tion L with respect to the network parameters (θ, ϕ), namely ∇θ(L) and
∇ϕ(L). Due to the parameter sharing mechanics of RNNs, obtaining the
gradients is non-trivial and thus Backpropagation Through Time (BPTT)
(Werbos, 1990) algorithm is used, which efficiently calculates the contribu-
tion of each parameter to the loss function across all time steps.
The selection of the hyperparameters, such as the size of the hidden state
h and the activation functions, can be performed using cross-validation or
other empirical methods. Nonetheless, we choose to allow excess degrees
of freedom to our model but regularize it using weight decay in the form of
L1 and L2 norms, as well as dropout, according to the Gal and Ghahramani
(2016) guidelines.
As any neural network layer, recurrent layers can be stack together or con-
nected with other layers (i.e., affine or convolutional layers) forming deep
architectures, capable of dealing with complex datasets.
For comparison with the VAR4(12) process in Section 2.4.1, we train an RNN,
comprised of two layers, one GRU layer followed by an affine layer, where
the size of the hidden state is 3 or h ∈ R3. The number of model parameters
is |P|GRU-RNN(4→3→4) = 88, but it significantly outperforms the VAR model,
as suggested by Figure 2.16 and summary in Table 2.2.
6Compared to LSTM (Ortiz-Fuentes and Forcada, 1997).
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Figure 2.16: Gated recurrent unit recurrent neural network (GRU-RNN)
time-series predictive model for assets simple returns. One step prediction
is performed, where the realized observations are used as they come (i.e.,
set observation yt−1 equal to xt, rather than predicted value ˆyt−1).
Training Error Testing Error
VAR GRU-RNN VAR GRU-RNN
AAPL 0.000411 0.000334 0.000520 0.000403
BA 0.000315 0.000090 0.000415 0.000124
GE 0.000284 0.000132 0.000392 0.000172
XOM 0.000210 0.000140 0.000341 0.000198
Table 2.2: Training and testing Mean Square Error (MSE) of VAR and GRU-
RNN for Figures 2.14, 2.16. Despite the lower number of parameters, the
GRU-RNN model can capture the non-linear dependencies and efficiently
construct a ”memory” (hidden state) to better model temporal dynamics.
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Chapter 3
Portfolio Optimization
The notion of a portfolio has already been introduced in subsection 2.1.2, as
a master asset, highlighting its representation advantage over single assets.
Nonetheless, portfolios allow also investors to combine properties of indi-
vidual assets in order to ”amplify” the positive aspects of the market, while
”attenuating” its negative impacts on the investment.
Figure 3.1 illustrates three randomly generated portfolios (with fixed portfo-
lio weights over time given in Table 3.2), while Table 3.1 summarizes their
performance. Importantly, we note the significant differences between the
random portfolios, highlighting the importance that portfolio construction
and asset allocation plays in the success of an investment. As Table 3.2 im-
plies, short-selling is allowed in the generation of the random portfolios ow-
ing to the negative portfolio weights, such as p(0)AAPL and p
(2)
MMM. Regardless,
portfolio vector definition (2.1) is satisfied in all cases, since the portfolio
vectors’ elements sum to one (column-wise addition).
2012 2013 2014 2015 2016 2017 2018
Date
0.5
0.0
0.5
Po
rt
fo
lio
 S
im
pl
e 
R
et
ur
ns
, r
t Portfolio Simple Returns: Time-Series
p(0)
p(1)
p(2)
0.3 0.2 0.1 0.0 0.1 0.2 0.3
Portfolio Simple Returns, rt
0
20
40
60
Fr
eq
ue
nc
y 
D
en
si
ty
Portfolio Simple Returns: Distributions
p(0)
p(1)
p(2)
Figure 3.1: Simple returns of randomly allocated portfolios.
Portfolio Optimization aims to address the allocation problem in a system-
atic way, where an objective function reflecting the investor’s preferences is
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Randomly Allocated Portfolios Performance Summary
Performance Metrics p(0) p(1) p(2)
Mean Returns (%) 0.334685 0.097516 0.0869129
Cumulative Returns (%) -83.8688 297.869 167.605
Volatility (%) 9.49456 0.94646 2.02911
Sharpe Ratio 1.35885 3.97176 1.65115
Max Drawdown (%) 173.656 44.8894 101.782
Average Drawdown Time (days) 70 7 24
Skewness 0.162362 -0.242675 -0.0217292
Kurtosis 3.27544 1.90174 7.83347
Value at Risk, c = 0.05 (%) -14.0138 -1.52798 -2.88773
Conditional Value at Risk (%) -20.371 -2.18944 -4.44684
Hit Ratio (%) 50.9091 56.633 51.4478
Average Win to Average Loss 1.06156 1.01662 1.06534
Table 3.1: Performance summary of Figure 3.1, illustrating a tremendous
impact of portfolio construction on performance. Portfolio 0 (p(0)) is out-
performed by portfolio 1 (p(1)) in all metrics, motivating the introduction of
portfolio optimization.
p(0) p(1) p(2)
AAPL -2.833049 0.172436 0.329105
GE -2.604941 -0.061177 0.467233
BA 3.622328 0.313936 1.484903
JPM 6.764848 0.233765 0.092537
MMM -3.949186 0.341040 -1.373778
Table 3.2: Random Portfolio Vectors of Figure 3.1.
constructed and optimized with respect to the portfolio vector.
In this chapter, we introduce the Markowitz Model (section 3.1), the first
attempt to mathematically formalize and suggest an optimization method
to address portfolio management. Moreover, we extend this framework to
generic utility and objective functions (section 3.2), by taking transaction
costs into account (section 3.3). The shortcomings of the methods discussed
here encourage the development of context-agnostic agents, which is the
focus of this thesis (section 6.2). However, the simplicity and robustness
of the traditional portfolio optimization methods have motivated the super-
vised pre-training (Chapter 7) of the agents with Markowitz-like models as
ground truths.
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3.1 Markowitz Model
The Markowitz model (Markowitz, 1952; Kroll et al., 1984) mathematically
formulates the portfolio allocation problem, namely finding a portfolio vec-
tor w in a universe of M assets, according to the investment Greedy (Invest-
ment Advice 2.1) and Risk-Aversion (Investment Advice 2.2) criteria, con-
strained on the portfolio vector definition (2.1). Hence, we the Markowitz
model gives the optimal portfolio vector w∗ which minimizes volatility for
a given returns level, such that:
M
∑
i=1
w∗,i = 1, w∗ ∈ RM (3.1)
3.1.1 Mean-Variance Optimization
For a trading universe of M assets, provided historical data, we obtain em-
pirical estimates of the expected returns µ =
[
µ1, µ2, . . . µM
]T ∈ RM,
where µi the sample mean (2.16) of the i-th asset and the covariance Σ ∈
RM×M, such that Σij the empirical covariance (2.27) of the i-th and the j-th
assets.
For given target expected return µ¯target, determine the portfolio vector w ∈
RM such that:
minimize
w
1
2
wTΣw (3.2)
subject to wTµ = µ¯target (3.3)
and 1TMw = 1 (3.4)
where σ2 = wTΣw is the portfolio variance, µ = wTµ the portfolio expected
return and the M-dimensional column vector of ones is denoted by 1M.
For Lagrangian multipliers λ, κ ∈ R, we form the Lagrangian function L
(Papadimitriou and Steiglitz, 1998) such that:
L(w,λ, κ) = 1
2
wTΣw− λ(wTµ− µ¯target)− κ(1TMw− 1) (3.5)
We differentiating the Lagrangian function L 1 and apply the first order
necessary condition of optimality:
1The covariance matrix Σ is by definition (2.24) symmetric, so ∂(w
TΣw)
∂w = Σw.
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∂L
∂w
= Σw− λµ− κ1M = 0 (3.6)
Upon combining the optimality condition equations (3.3), (3.4) and (3.6) into
a matrix form, we have: Σ µ 1MµT 0 0
1TM 0 0

 w−λ
−κ
 =
 0µ¯target
1M
 (3.7)
Under the assumption that Σ is full rank and µ is not a multiple of 1M,
then equation (3.7) is solvable by matrix inversion (Boyd and Vandenberghe,
2004). The resulting portfolio vector wMVP defines the mean-variance opti-
mal portfolio.
wMVP−λ
−κ
 =
 Σ µ 1µT 0 0
1T 0 0

−1  0µ¯target
1
 (3.8)
Note that mean-variance optimization is also used in signal processing and
wireless communications in order to determine the optimal beamformer
(Almeida et al., 2015), using, for example, Minimum Variance Distortion
Response filters (Xia and Mandic, 2013).
3.1.2 Quadratic Programming
Notice that the constraint (3.4) suggests that short-selling is allowed. This
simplifies the formulation of the problem by relaxing conditions, enabling
a closed form solution (3.8) as a set of linear equations. If short sales are
prohibited, then an additional constraint should be added, and in this case,
the optimization problem becomes:
minimize
w
wTΣw
subject to wTµ = µ¯target
and 1TMw = 1
and w  0 (3.9)
where  designates an element-wise inequality operator. This problem can-
not be reduced to the solution of a set of linear equations. It is termed a
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quadratic program and it is solved numerically using gradient-based algo-
rithms (Gill et al., 1981). Optimization problems with quadratic objective
functions and linear constraints fall into this framework.
Remark 3.1 Figure 3.2 illustrates the volatility to expected returns dependency of
an example trading universe (i.e., yellow scatter points), along with all optimal port-
folio solutions with and without short selling, left and right subfigures, respectively.
The blue part of the solid curve is termed Efficient Frontier (Luenberger, 1997),
and the corresponding portfolios are called efficient. These portfolios are obtained by
the solution of (3.2).
Interestingly, despite the inferior performance of the individual assets’ per-
formance, appropriate linear combinations of them results in less volatile
and more profitable master assets, demonstrating once again the power of
portfolio optimization. Moreover, we note that the red part of the solid curve
is inefficient, since for the same risk level (i.e., standard deviation) there are
portfolios with higher expected returns, which aligns with the Greedy Cri-
terion 2.1. Finally, we highlight that in case of short-selling (left subfigure)
there are feasible portfolios, which have higher expected returns than any as-
set from the universe. This is possible since the low-performing assets can be
shorted and the inventory from them can be invested in high-performance
assets, amplifying their high returns. On the other hand, when short-selling
is not allowed, the expected returns of any portfolio is restricted in the inter-
val defined by the lowest and the highest empirical returns of the assets in
the universe.
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Figure 3.2: Efficient frontier for Markowitz model the with (Left) and with-
out (Right) short-selling. The yellow points are the projections of single assets
historic performance on the σ − µ (i.e., volatility-returns) plane. The solid
lines are the portfolios, obtained by solving the Markowitz model optimiza-
tion problem (3.2) for different values of µ¯target. Note that the red points are
rejected and only the blue loci is efficient.
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3.2 Generic Objective Functions
In Section 2.3 we introduced various evaluation metrics that reflect our in-
vestment preferences. Extending the vanilla Markowitz model which mini-
mizes risk (i.e., variance), constraint on a predetermined profitability level
(i.e., expected returns), we can select any metric as the optimization objec-
tive function, constrained on the budget (3.4) and any other criteria we favor,
as long as the fit in the quadratic programming framework. More complex
objectives may be solvable with special non-linear optimizers, but there is
no general principle. In this Section we exhibit how to translate evaluation
metrics to objective functions, suitable for quadratic programming. Any of
the functions presented can be used with and without short-selling, so in or-
der to address the more difficult of the two cases, we will consider that long
positions are only allowed. The other case is trivially obtained by ignoring
the relevant constraint in the sign of weights.
3.2.1 Risk Aversion
Motivated by the Lagrangian formulation of the Markowitz model (3.5, we
define the Risk Aversion portfolio, named after the risk aversion coefficient
α ∈ R+, given by the solution of the program:
maximize
w
wTµ− αwTΣw (3.10)
subject to 1TMw = 1
and w  0
The risk aversion coefficient α is model hyperparameter, which reflect the
trade-off between portfolio expected returns (wTµ) and risk level (wTΣw)
(Wilmott, 2007). For α→ 0 the investor is infinitely greedy, they do not con-
sider volatility and aim to maximize only returns. On the other hand, for
α → ∞, the investor is infinitely risk-averse and selects the least risky port-
folio, regardless its returns performance. Any positive value for α results in
a portfolio which balances the two objectives weighted by the risk aversion
coefficient. Figure 3.3 illustrates the volatility-returns plane for the same
trading universe as in Figure 3.2, but the curve is obtained by the solution of
(3.10). As expected, high values of α result in less volatile portfolios, while
low risk aversion coefficient leads to higher returns.
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Figure 3.3: Risk-Aversion optimization efficient frontier with (Right) and
without (left) short-selling. The yellow points are the projections of single
assets historic performance on the σ− µ (i.e., volatility-returns) plane. The
blue points are the efficient portfolios, or equivalently the solutions of the
risk-aversion optimization problem (3.10) for different values of α, desig-
nated by the opacity of the blue color (see colorbar).
3.2.2 Sharpe Ratio
Both objective functions so far require hyperparameter tuning (µ¯target or α),
hence either cross-validation or hand-picked selection is required (Kennedy,
2016). On the other hand, in Section 2.3 we motivated the use of Sharpe
Ratio (2.35) as a Signal-to-Noise Ratio equivalent for finance, which is not
parametric. Considering the Sharpe Ratio as the objective function of the
program:
maximize
w
wTµ√
wTΣw
(3.11)
subject to 1TMw = 1
and w  0
Unlike the aforementioned methods, by solving the optimization problem
in (3.11) we obtain a single portfolio which is guaranteed to be optimal for
the provided universe.
3.3 Transaction Costs
In real stock exchanges, such as NYSE (Wikipedia, 2018c), NASDAQ (Wikipedia,
2018b) and LSE (Wikipedia, 2018a), trading activities (buying or selling) are
accompanied with expenses, including brokers’ commissions and spreads
(Investopedia, 2018g; Quantopian, 2017), they are usually referred to as
transaction costs. Therefore every time a new portfolio vector is determined
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(portfolio re-balancing), the corresponding transaction costs should be sub-
tracted from the budget.
In order to simplify the analysis around transaction costs we will use the rule
of thumb (Quantopian, 2017), charging 0.2% for every activity. For example,
if three stocks A are bought with price 100$ each, then the transaction costs
will be 0.6$. Let the price of the stock A raising at price 107$, when we
decide to sell all three stocks, then the transaction costs will be 0.642$.
3.3.1 Mathematical Formalization
Given any objective function, J , the transaction costs are subtracted from
the returns term in order to adjust the profit & loss, accounting for the
expenses of trading activities. Therefore, we solve the optimization program:
maximize
w
J − 1TMβ‖w0 −w‖1 (3.12)
subject to 1TMw = 1
and w  0
where β ∈ R the transactions cost (i.e., 0.002 for standard 0.2% commis-
sions), and w0 ∈ RM the initial portfolio, since the last re-balancing. All the
parameters of the model2 (3.12) are given, since β is market-specific, and w0
the current position. Additionally, the transactions cost term can be seen as
a regularization term which penalizes excessive trading and restricts large
trades (i.e., large ‖w0 −w‖).
The objective function J can be any function that can be optimized accord-
ing to the framework developed in Section 3.2. For example the risk-aversion
with transaction costs optimization program is given by:
maximize
w
wTµ− αwTΣw− 1TMβ‖w0 −w‖1 (3.13)
while the Sharpe Ratio optimization with transaction costs is:
maximize
w
wTµ− 1TMβ‖w0 −w‖1√
wTΣw
(3.14)
We highlight that in (3.13) is subtracted from J directly since all terms have
the same units3, while in (3.14) the transaction cost term is subtracted di-
2Not considering the objective function’s J parameters.
3The parameter α is not dimensionless.
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rectly from the expected returns, since Sharpe Ratio is unitless.
3.3.2 Multi-Stage Decision Problem
The involvement of transaction costs make Portfolio Management a Multi-
Stage Decision Problem (Neuneier, 1996), which in simple terms means that
two sequences of states with the same start and end state will have different
value. For instance, imagine two investors, both of which have an initial bud-
get of 100$. On Day 1, the first investor uses all of his budget to construct a
portfolio according to his preferred objective function, paying 0.2$ for trans-
action costs, according to Quantopian (2017). By Day 3, the market prices
have changed but the portfolio of the first investor has not changed in value
and decided to liquidate all of his investment, paying another 0.2$ for sell-
ing his portfolio. On Day 5 both of the investors (re-)enter the market make
identical investments and hence pay the same commission fees. Obviously,
the two investors have the same start and end states but their intermediate
trajectories lead to different reward streams.
From (3.12) it is obvious that w0 affects the optimal allocation w. In a se-
quential portfolio optimization setting, the past decisions (i.e., w0) will have
a direct impact on the optimality of the future decisions (i.e., w), therefore
apart from the maximization of immediate rewards, we should also focus on
eliminating the negative effects on the future decisions. As a consequence,
sequential asset allocation is a multi-stage decision problem where myopic
optimal actions can lead to sub-optimal cumulative rewards. This setting
encourages the use of Reinforcement Learning agents which aim to max-
imize long-term rewards, even if that means acting sub-optimally in the
near-future from the traditional portfolio optimization point of view.
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Chapter 4
Reinforcement Learning
Reinforcement learning (RL) refers to both a learning problem and a sub-
field of machine learning (Goodfellow et al., 2016). As a learning problem
(Szepesva´ri, 2010), it refers to learning to control a system (environment) so
as to maximize some numerical value, which represents a long-term objec-
tive (discounted cumulative reward signal). Recalling the analysis in Section
3.3.2, sequential portfolio management
In this chapter we introduce the necessary tools to analyze stochastic dy-
namical systems (Section 4.1). Moreover, we review the major components
of a reinforcement learning algorithm (Section 4.2, as well as extensions of
the formalization of dynamical systems (Section 4.4), enabling us to reuse
some of those tools to more general and intractable otherwise problems.
4.1 Dynamical Systems
Reinforcement learning is suitable in optimally controlling dynamical sys-
tems, such as the general one illustrated in Figure 4.1: A controller (agent)
receives the controlled state of the system and a reward associated with the
last state transition. It then calculates a control signal (action) which is sent
back to the system. In response, the system makes a transition to a new state
and the cycle is repeated. The goal is to learn a way of controlling the sys-
tem (policy) so as to maximize the total reward. The focus of this report is
on discrete-time dynamical systems, thought most of the notions developed
extend to continuous-time systems.
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4.1. Dynamical Systems
Agent
Environment
reward
rt
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Figure 4.1: High-level stochastic dynamical system schematic (Sutton and
Barto, 1998).
4.1.1 Agent & Environment
The term agent is used to refer to the controller, while environment is used
interchangeably with the term system. The goal of a reinforcement learning
algorithm is the development (training) of an agent capable of successfully
interacting with the environment, such that it maximizes some scalar objec-
tive over time.
4.1.2 Action
Action at ∈ A is the control signal that the agent sends back to the system at
time index t. It is the only way that the agent can influence the environment
state and as a result, lead to different reward signal sequences. The action
space A refers to the set of actions that the agent is allowed to take and it
can be:
• Discrete: A = {a1, a2, . . . , aM};
• Continuous: A ⊆ [c, d]M.
4.1.3 Reward
A reward rt ∈ B ⊆ R is a scalar feedback signal, which indicates how
well the agent is doing at discrete time step t. The agent aims to maximize
cumulative reward, over a sequence of steps.
Reinforcement learning addresses sequential decision making tasks (Silver,
2015b), by training agents that optimize delayed rewards and can evaluate
the long-term consequences of their actions, being able to sacrifice immedi-
ate reward to gain more long-term reward. This special property of rein-
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forcement learning agents is very attractive for financial applications, where
investment horizons range from few days and weeks to years or decades.
In the latter cases, myopic agents can perform very poorly since evaluation
of long-term rewards is essential in order to succeed (Mnih et al., 2016).
However, the applicability of reinforcement learning depends vitally on the
hypothesis:
Hypothesis 4.1 (Reward Hypothesis) All goals can be described by the maxi-
mization of expected cumulative reward.
Consequently, the selection of the appropriate reward signal for each ap-
plication is very crucial. It influences the agent learned strategies since it
reflects its goals. In Section 5.4, a justification for the selected reward sig-
nal is provided, along with an empirical comparison between other metrics
mentioned in Section 2.3.
4.1.4 State & Observation
The state, st ∈ S, is also a fundamental element of reinforcement learning,
but it is usually used to refer to both the environment state and the agent
state.
The agent does not always have direct access to the state, but at every time
step, t, it receives an observation, ot ∈ O.
Environment State
The environment state set is the internal representation of the system, used
in order to determine the next observation ot+1 and reward rt+1. The envi-
ronment state is usually invisible to the agent and even if it visible, it may
contain irrelevant information (Sutton and Barto, 1998).
Agent State
The history~ht at time t is the sequence of observations, actions and rewards
up to time step t, such that:
~ht = (o1, a1, r1, o2, a2, r2, . . . , ot, at, rt) (4.1)
The agent state (a.k.a state) sat is the internal representation of the agent
about the environment, used in order to select the next action at+1 and it
can be any function of the history:
sat = f (~ht) (4.2)
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The term state space S is used to refer to the set of possible states the agents
can observe or construct. Similar to the action space, it can be:
• Discrete: S = {s1, s2, . . . , sn};
• Continuous: S ⊆ RN .
Observability
Fully observable environments allow the agent to directly observe the envi-
ronment state, hence:
ot = set = s
a
t (4.3)
Partially observable environments offer indirect access to the environment
state, therefore the agent has to construct its own state representation sat
(“Supervised sequence labelling with recurrent neural networks. 2012”), us-
ing:
• Complete history: sat ≡ ~ht;
• Recurrent neural network: sat ≡ f (sat−1, ot; θ).
Upon modifying the basic dynamical system in Figure 4.1 in order to take
partial observability into account, we obtain the schematic in Figure 4.2.
Note that f is function unknown to the agent, which has access to the obser-
vation ot but not to the environment state st. Moreover, Ras and Pass′ are the
reward generating function and the transition probability matrix (function)
of the MDP, respectively. Treating the system as a probabilistic graphical
model, the state st is a latent variable that either deterministically or stochas-
tically (depending on the nature of f ) determines the observation ot. In a
partially observable environment, the agent needs to reconstruct the environ-
ment state, either by using the complete history ht or a stateful sequential
model (i.e., recurrent neural network, see (2.49)).
4.2 Major Components of Reinforcement Learning
Reinforcement Learning agents may include one or more of the following
components (Silver, 2015b):
• Policy: agent’s behavior function;
• Value function: how good is each state, or state-action pair;
• Model: agent’s representation of the environment.
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Figure 4.2: High-level stochastic partially observable dynamical system
schematic.
In this Section, we discuss these components and highlight their importance
and impact on algorithm design.
4.2.1 Return
Let γ be the discount factor of future rewards, then the return Gt (also
known as future discounted reward) at time index t is given by:
Gt = rt+1 + γrt+2 + γ2rt+3 + . . . =
∞
∑
k=0
γkrt+k+1, γ ∈ [0, 1] (4.4)
4.2.2 Policy
Policy, pi, refers to the behavior of an agent. It is a mapping function from
”state to action” (Witten, 1977), such that:
pi : S→ A (4.5)
where S and A are respectively the state space and the action space. A
policy function can be:
• Deterministic: At+1 = pi(st);
• Stochastic: pi(a|s) = P[at = a|st = s].
4.2.3 Value Function
State-value function, vpi, is the expected return, Gt, starting from state s,
which then follows a policy pi (Szepesva´ri, 2010), that is:
vpi : S→ B, vpi(s) = Epi[Gt|st = s] (4.6)
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where S and B are respectively the state space and the rewards set (B ⊆ R).
Action-value function, qpi, is the expected return, Gt, starting from state s,
upon taking action a, which then follows a policy pi (Silver, 2015b):
qpi : S×A→ B, qpi(s, a) = Epi[Gt|st = s, at = a] (4.7)
where S,A,B the state space, the action space and and the reward set, re-
spectively.
4.2.4 Model
A model predicts the next state of the environment, st+1, and the correspond-
ing reward signal, rt+1, given the current state, st, and the action taken, at,
at time step, t. It can be represented by a state transition probability matrix
P given by:
P ass′ : S×A→ S, P ass′ = P[st+1 = s′|st = s, at = a] (4.8)
and a reward generating function R:
R : S×A→ B, Ras = E[rt+1|st = s, at = a] (4.9)
where S,A,B the state space, the action space and and the reward set, re-
spectively.
4.3 Markov Decision Process
A special type of discrete-time stochastic dynamical systems are Markov De-
cision Processes (MDP). They posses strong properties that guarantee con-
verge to the global optimum policy (i.e., strategy), while by relaxing some of
the assumption, they can describe any dynamical system, providing a power-
ful representation framework and a common way of controlling dynamical
systems.
4.3.1 Markov Property
A state St (Silver, 2015c) satisfies the Markov property if and only if (iff):
P[st+1|st, st−1, . . . , s1] = P[st+1|st] (4.10)
This implies that the previous state, st, is a sufficient statistic for predicting
the future, therefore the longer-term history, ~ht, can be discarded.
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4.3.2 Definition
Any fully observable environment, which satisfies equation (4.3), can be
modeled as a Markov Decision Process (MDP). A Markov Decision Process
(Poole and Mackworth, 2010) is an object (i.e., 5-tuple) 〈S,A,P ,R,γ〉 where:
• S is a finite set of states (state space), such that they satisfy the Markov
property, as in definition (4.10)
• A is a finite set of actions (action space);
• P is a state transition probability matrix;;
• R is a reward generating function;
• γ is a discount factor.
4.3.3 Optimality
Apart from the expressiveness of MDPs, they can be optimally solved, mak-
ing them very attractive.
Value Function
The optimal state-value function, v∗, is the maximum state-value function
over all policies:
v∗(s) = max
pi
vpi(s), ∀s ∈ S (4.11)
The optimal action-value function, q∗, is the maximum action-value func-
tion over all policies:
q∗(s, a) = max
pi
qpi(s, a), ∀s ∈ S, a ∈ A (4.12)
Policy
Define a partial ordering over policies (Silver, 2015c)
pi ≤ pi′ ⇐ vpi(s) ≤ v′pi(s), ∀s ∈ S (4.13)
For an MDP the following theorems 1 are true:
Theorem 4.2 (Policy Optimality) There exists an optimal policy, pi∗, that is bet-
ter than or equal to all other policies, such that pi∗ ≥ pi, ∀pi.
1The proofs are based on the contraction property of Bellman operator (Poole and Mack-
worth, 2010).
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Theorem 4.3 (State-Value Function Optimality) All optimal policies achieve the
optimal state-value function, such that vpi∗(s) = v∗(s), ∀s ∈ S.
Theorem 4.4 (Action-Value Function Optimality) All optimal policies achieve
the optimal action-value function, such that qpi∗(s, a) = q∗(s, a), ∀s ∈ S, a ∈ A.
4.3.4 Bellman Equation
Given a Markov Decision Process 〈S,A,P ,R,γ〉, because of the Markov
property (4.10) that states in S satisfy:
• The policy pi is a distribution over actions given states
pi(s|a) = P[at = a|st = s] (4.14)
Without loss of generality we assume that the policy pi is stochastic
because of the state transition probability matrix P (Sutton and Barto,
1998). Owing to the Markov property, MDP policies depend only on
the current state and are time-independent, stationary (Silver, 2015c),
such that
at ∼ pi(·|st), ∀t > 0 (4.15)
• The state-value function vpi can be decomposed into two parts: the
immediate reward and the discounted reward of successor state γrt+1:
vpi(s) = Epi[Gt|st = s]
(4.4)
= Epi[rt+1 + γrt+2 + γ2rt+3 + . . . |st = s]
= Epi[rt+1 + γ(rt+2 + γrt+3 + . . .)|st = s]
(4.4)
= Epi[rt+1 + γGt+1|st = s]
(4.10)
= Epi[rt+1 + γvpi(st+1)|st = s] (4.16)
• The action-value function qpi can be similarly decomposed to
qpi(s) = Epi[rt+1 + γqpi(st+1, st+1)|st = s, at = a] (4.17)
Equations (4.16) and (4.17) are the Bellman Expectation Equations for Markov
Decision Processes formulated by Bellman (1957).
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4.3.5 Exploration-Exploitation Dilemma
Search, or seeking a goal under uncertainty, is a ubiquitous requirement of
life2 (Hills et al., 2015). Not only machines but also humans and animals
usually face the trade-off between exploiting known opportunities and explor-
ing for better opportunities elsewhere. This is a fundamental dilemma in
reinforcement learning, where the agent may need to act ”sub-optimally” in
order to explore new possibilities, which may lead it to better strategies. Ev-
ery reinforcement learning algorithm takes into account this trade-off, trying
to balance search for new opportunities (exploration) with secure3 actions
(exploitation). From an optimization point of view, if an algorithm is greedy
and only exploits, it may converges fast, but it runs the risk of sticking to
a local minimum. Exploration, may at first slow down convergence, but it
can lead to previously unexplored regions of the search space, resulting in
an improved solution. Most algorithms perform exploration either by artifi-
cially adding noise to the actions, which is attenuated while the agent gains
experience, or modelling the uncertainty of each action (Gal, 2016) in the
Bayesian optimization framework.
4.4 Extensions
Markov Decisions Processes can be exploited by reinforcement learning
agents, who can optimally solve them (Sutton and Barto, 1998; Szepesva´ri,
2010). Nonetheless, most real-life applications are not satisfying one or more
of the conditions stated in Section 4.3.2. As a consequence, modifications of
them lead to other types of processes, such as Infinite MDP and Partially
Observable MDP, which in turn can realistically fit a lot of application do-
mains.
4.4.1 Infinite Markov Decision Process
In the case of either the state space S, or the action space A, or both be-
ing infinite 4 then the environment can be modelled as an Infinite Markov
Decision Process (IMDP). Therefore, in order to implement the policy pi
or/and the action-value function qpi in a computer, a differentiable function
approximation method must be used (Sutton et al., 2000a), such as a least
2Metaphorically speaking, an agent ”lives” in the environment.
3This does not reflect any risk-sensitive metric or strategy, ”secure” is used here to de-
scribe actions that have been tried in the past and their outcomes are predictable to some
extend.
4Countably infinite (discrete) or continuous.
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squares function approximation or a neural network (Michalski et al., 2013).
An IMDP action-state dynamics are described by a transition probability
function Pass′ and not a matrix, since the state or/and the action spaces are
continuous.
4.4.2 Partially Observable Markov Decision Process
If set 6= sat then the environment is partially observable and it can be modeled
as a Partially Observable Markov Decision Process (POMDP). POMDP is
a tuple 〈S,A,O,P ,R,Z ,γ〉 where:
• O is a finite set of observations (observation space)
• Z is an observation function, Z as′o = P[Ot+1|st+1 = s′, at = a]
It is important to notice that, any dynamical system can be viewed as a
POMDP and all the algorithms used for MDPs are applicable, without con-
vergence guarantees though.
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Chapter 5
Financial Market as Discrete-Time
Stochastic Dynamical System
In Chapter 3, the task of static asset allocation as well as traditional methods
of its assessment were introduced. Our interest in dynamically (i.e., sequen-
tially) constructing portfolios led to studying Reinforcement Learning basic
components and concepts in Chapter 4, which suggest a framework to deal
with sequential decision making tasks. However, in order to leverage the re-
inforcement learning tools, it is necessary to translate the problem (i.e., asset
allocation) into a discrete-time stochastic dynamical system and, in particu-
lar, into a Markov Decision Process (MDP). Note that not all of the strong
assumptions of an MDP (Section 4.3.2) can be satisfied, hence we resort to
the relaxation of some of the assumptions and consideration of the MDP ex-
tensions, discussed in Section 4.4. However, the convergence and optimality
guarantees are obviously not applicable under this formalization.
In this chapter, we mathematically formalize financial markets as discrete-
time stochastic dynamical systems. Firstly, we consider the necessary as-
sumptions for this formalization (Section 5.1), followed by the framework
(Sections 5.2, 5.3, 5.4) which enables reinforcement learning agents to inter-
act with the financial market in order to optimality address portfolio man-
agement.
5.1 Assumptions
Back-test tradings are only considered, where the trading agent pretends to
be back in time at a point in the market history, not knowing any ”future”
market information, and does paper trading from then onward (Jiang et
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al., 2017). As a requirement for the back-test experiments, the following
three assumptions must apply: sufficient liquidity, zero slippage and zero market
impact, all of which are realistic if the traded assets’ volume in a market is
high enough (Wilmott, 2007).
5.1.1 Sufficient Liquidity
An asset is termed liquid if it can be converted into cash quickly, with little
or no loss in value (Investopedia, 2018c).
Assumption 5.1 (Sufficient Liquidity) All market assets are liquid and every
transaction can be executed under the same conditions.
5.1.2 Zero Slippage
Slippage refers to the difference between the expected price of a trade and
the price at which the trade is actually executed (Investopedia, 2018e).
Assumption 5.2 (Zero Slippage) The liquidity of all market assets is high enough
that, each trade can be carried out immediately at the last price when an order is
placed.
5.1.3 Zero Market Impact
Asset prices are determined by the Law of Supply and Demand (Investo-
pedia, 2018b), therefore any trade impacts the balance between them, hence
affects the price of the asset being traded.
Assumption 5.3 (Zero Market Impact) The capital invested by the trading agent
is so insignificant that is has no influence on the market.
5.2 Action Space
In order to solve the asset allocation task, the trading agent should be able
to determine the portfolio vector wt at every time step t, therefore the action
at at time t is the portfolio vector wt+1 at time t + 1:
at ≡ wt+1
(2.1)
,
[
w1,t+1, w1,t+1, . . . , wM,t+1
]
(5.1)
hence the action space A is a subset of the continuous M-dimensional real
space RM:
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at ∈ A ⊆ RM, ∀t ≥ 0 subject to
M
∑
i=1
ai,t = 1 (5.2)
If short-selling is prohibited, the portfolio weights are strictly non-negative,
or:
at ∈ A ⊆ [0, 1]M, ∀t ≥ 0 subject to
M
∑
i=1
ai,t = 1 (5.3)
In both cases, nonetheless, the action space is infinite (continuous) and hence
the financial market needs to be treated as an Infinite Markov Decision Pro-
cess (IMDP), as described in Section 4.4.1.
5.3 State & Observation Space
5.3.1 Observation
At any time step t, we can only observe asset prices, thus the price vector pt
(2.3) is the observation ot, or equivalently:
ot ≡ pt
(2.3)
,
[
p1,t p2,t · · · pM,t
]
(5.4)
hence the observation space O is a subset of the continuous M-dimensional
positive real space RM+ , since prices are non-negative real values:
ot ∈ O ⊆ RM+ , ∀t ≥ 0 (5.5)
Since one-period prices do not fully capture the market state1, financial mar-
kets are partially observable (Silver, 2015b). As a consequence, equation (4.3) is
not satisfied and we should construct the agent’s state sat by processing the
observations ot ∈ O. In Section 4.1.4, two alternatives to deal with partial
observability were suggested, considering:
1. Complete history: sat ≡ ~ht
(4.1)
, (o1, a1, r1, . . . , ot, at, rt);
2. Recurrent neural network: sat ≡ f (sat−1, ot; θ);
1If prices were a VAR(1) process (Mandic, 2018a), then financial markets are pure MDPs.
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where in both cases we assume that the agent state approximates the en-
vironment state sat = sˆ
e
t ≈ set . While the first option may contain all the
environment information by time t, it does not scale well, since the memory
and computational load grow linearly with time t. A GRU-RNN (see Section
2.4.2), on the other hand, can store and process efficiently the historic obser-
vation in an adaptive manner as they arrive, filtering out any uninformative
observations out. We will be referring to this recurrent layer as the state
manager, since it is responsible for constructing (i.e., managing) the agent
state. This layer can be part of any neural network architecture, enabling
end-to-end differentiability and training.
Figure 5.1 illustrates examples of a financial market observations ot and the
corresponding actions at of a random agent.
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Figure 5.1: Example universe of assets as dynamical system, including AAPL
(Apple), GE (General Electric), BA (Boeing Company) and XOM (Exxon Mobil
Corporation). (Left) Financial market asset prices, observations ot. (Right)
Portfolio manager, agent, portfolio vectors, actions at; the portfolio coeffi-
cients are illustrated in a stacked bar chat, where at each time step, they
sum to unity according to equation (2.1).
5.3.2 State
In order to assist and speed-up the training of the state manager, we process
the raw observations ot, obtaining sˆt. In particular, thanks to the represen-
tation and statistical superiority of log returns over asset prices and simple
returns (see 2.2.2), we use log returns matrix ~ρt−T:t (2.10), of fixed window
size2 T. We also demonstrate another important property of log returns,
which suits the nature of operations performed by neural networks, the func-
tion approximators used for building agents. Neural network layers apply
non-linearities to weighted sums of input features, hence the features do not
2Expanding windows are more appropriate in case the RNN state manager is replaced
by complete the history ~ht.
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multiply (Nasrabadi, 2007) with each other3, but only with the layer weights
(i.e., parameters). Nonetheless, by summing the log returns, we equivalently
multiply the gross returns, hence the networks are learning non-linear func-
tions of the products of returns (i.e., asset-wise and cross-asset) which are
the building blocks of the covariances between assets. Therefore, by sim-
ply using the log returns we enable cross-asset dependencies to be easily
captures.
Moreover, transaction costs are taken into account, and since (3.12) suggests
that the previous time step portfolio vector wt−1 affects transactions costs,
we also append the wt, or equivalently at−1 by (5.1), to the agent state,
obtaining the 2-tuple:
sˆt , 〈wt,~ρt−T:t〉 =
〈

w1,t
w2,t
...
wM,t

,

ρ1,t−T ρ1,t−T+1 · · · ρ1,t
ρ2,t−T ρ2,t−T+1 · · · ρ2,t
...
...
. . .
...
ρM,t−T ρM,t−T+1 · · · ρM,t

〉
(5.8)
where ρi,(t−τ)→t the log cumulative returns of asset i between the time inter-
val [t− τ, t]. Overall, the agent state is given by:
sat ≡ f (sat−1, sˆt; θ) (5.9)
where f the state manager non-linear mapping function. When an observa-
tion arrives, we calculate4 sˆt and feed it to the state manager (GRU-RNN).
Therefore the state space S is a subset of the continuous K-dimensional real
space RK, where K the size of the hidden state in the GRU-RNN state man-
ager:
3This is the issue that multiplicative neural networks (Salinas and Abbott, 1996) try to
address. Consider two scalar feature variables x1 and x2 and the target scalar variable y such
that:
f (x1, x2) , y = x1 ∗ x2, x1, x2 ∈ R (5.6)
It is very hard for a neural network to learn this function, but a logarithmic transformation of
the features transforms the problem to a very simple sum of logarithms using the property:
log(x1) + log(x2) = log(x1 ∗ x2) = log(y) (5.7)
4Most terms can be stored or pre-calculated.
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sat ∈ S ⊆ RK, ∀t ≥ 0 (5.10)
Figure 5.2 illustrates two examples of the processed observation sˆt. The
agent uses this as input to determine its internal state, which in term drives
its policy. They look meaningless and impossible to generalize from, with
the naked eye, nonetheless, in Chapter 6, we demonstrated the effectiveness
of this, representation, especially thanks to the combination of the convolu-
tional and recurrent layers combination.
Overall, the financial market should be modelled as an Infinite Partially
Observable Markov Decision Process (IPOMDP), since:
• The action space is continuous (infinite), A ⊆ RM;
• The observations ot are not sufficient statistics (partially observable) of
the environment state;
• The state space is continuous (infinite), S ⊆ RK.
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Figure 5.2: Examples of processed observation 2-tuples for two randomly
selected time steps.
5.4 Reward Signal
The determination of the reward signal is usually the most challenging step
in the design of a reinforcement learning problem. According to the Reward
Hypothesis 4.1, the reward is a scalar value, which fully specifies the goals of
the agent, and the maximization of the expected cumulative reward leads to
the optimal solution of the task. Specifying the optimal reward generating
function is the field of study of Inverse Reinforcement Learning (Ng and
Russell, 2000) and Inverse Optimal Control (Moylan and Anderson, 1973).
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In our case, we develop a generic, modular framework, which enables com-
parison of various reward generating functions5, including log returns, (neg-
ative) volatility and Sharpe Ratio. Section 2.3 motivates a few reward func-
tion candidates, most of which are implemented and tested in Chapter 9.
It is worth highlighting that the reinforcement learning methods, by default,
aim to maximize the expected cumulative reward signal, hence the optimization
problem that the agent (parametrized by θ) solves is given by:
maximize
θ
T
∑
t=1
E[γtrt] (5.11)
For instance, when we refer to log returns (with transaction costs) as the
reward generating function, the agent solves the optimization problem:
maximize
θ
T
∑
t=1
E[γtln(1+ wTt rt − β‖wt−1 −wt‖1)] (5.12)
where the argument of the logarithm is the adjusted by the transaction costs
gross returns at time index t (see (2.12) and (3.3)).
5Transaction costs are included in all case.
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Trading Agents
Current state-of-the-art algorithmic portfolio management methods:
• Address the decision making task of asset allocation by solving a pre-
diction problem, heavily relying on the accuracy of predictive models
for financial time-series (Aldridge, 2013; Heaton et al., 2017), which are
usually unsuccessful, due to the stochasticity of the financial markets;
• Make unrealistic assumptions about the second and higher-order statis-
tical moments of the financial signals (Necchi, 2016; Jiang et al., 2017);
• Deal with binary trading signals (i.e., BUY, SELL, HOLD) (Neuneier,
1996; Deng et al., 2017), instead of assigning portfolio weights to each
asset, and hence limiting the scope of their applications.
On the other hand, the representation of the financial market as a discrete-
time stochastic dynamical system, as derived in Chapter 5 enables the devel-
opment of a unified framework for training reinforcement learning trading
agents. In this chapter, this framework is exploited by:
• Model-based Reinforcement Learning agents, as in Section 6.1, where
vector autoregressive processes (VAR) and recurrent neural networks
(RNN) are fitted to environment dynamics, while the derived agents
perform planning and control (Silver, 2015a). Similar to (Aldridge,
2013; Heaton et al., 2017), these agents are based on a predictive model
of the environment, which is in turn used for decision making. Their
performance is similar to known algorithms and thus they are used as
baseline models for comparison;
• Model-free Reinforcement Learning agents, as in Section 6.2, which
directly address the decision making task of sequential and multi-step
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optimization. Modifications to the state-of-the-art reinforcement learn-
ing algorithms, such as Deep Q-Network (DQN) (Mnih et al., 2015)
and Deep Deterministic Policy Gradient (DDPG) (Lillicrap et al., 2015),
enable their incorporation to the trading agents training framework.
Algorithm 1 provides the general setup for reinforcement learning algo-
rithms discussed in this chapter, based on which, experiments on a small
universe of real market data are carried out, for testing their efficacy and
illustration purposes. In Part III, all the different agents are compared on
a larger universe of assets with different reward functions, a more realistic
and practical setting.
Algorithm 1: General setup for trading agents.
inputs : trading universe of M-assets
initial portfolio vector w1 = a0
initial asset prices p0 = o0
objective function J
output : optimal agent parameters θ∗,ϕ∗
1 repeat
2 for t = 1, 2, . . . T do
3 observe 2-tuple 〈ot, rt〉
4 calculate gradients ∇θJ (rt) and ∇ϕJ (rt) // BPTT
5 update agent parameters θ,ϕ
6 using adaptive gradient optimizers // ADAM
7 get estimate of agent state: st ≈ f (· , ot) // (5.9)
8 sample and take action: at ∼ pi(·|st;ϕ) // portfolio
rebalance
9 end
10 until convergence
11 set θ∗,ϕ∗ ← θ,ϕ
6.1 Model-Based Reinforcement Learning
Upon a revision of the schematic of a generic partially observable environ-
ment (i.e., dynamical system) as in Figure 4.2, it is noted that given the transi-
tion probability function Pass′ of the system, the reinforcement learning task
reduces to planning (Atkeson and Santamaria, 1997); simulate future states
by recursively calling Pass′ L times and choose the roll-outs (i.e., trajectories)
which maximize cumulative reward, via dynamic programming (Bertsekas
et al., 1995):
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st
Pass′→ st+1
Pass′→ · · · P
a
ss′→ st+L (6.1)
at+1 ≡ max
a∈A
J (a|at, st, . . . , st+L) (6.2)
Note that due to the assumptions made in Section 5.1, and especially the
Zero Market Impact assumption 5.3, the agent actions do not affect the envi-
ronment state transitions, or equivalently the financial market is an open loop
system (Feng and Palomar, 2016), where the agent actions do not modify the
system state, but only the received reward:
p(st+1|s, a) = p(st+1|s)⇒ Pass′ = Pss′ (6.3)
Moreover, the reward generating function is known, as explained in section
5.4, hence a model of the environment is obtained by learning only the transition
probability function Pss′ .
6.1.1 System Identification
In the area of Signal Processing and Control Theory, the task under consid-
eration is usually termed as System Identification (SI), where an approxi-
mation of the environment, the ”model”, is fitted such that it captures the
environment dynamics:
Pˆss′︸︷︷︸
model
≈ Pss′︸︷︷︸
environment
(6.4)
Figure 6.1 illustrates schematically the system identification wiring of the cir-
cuit, where the model, represented by Pˆss′ , is compared against the true tran-
sition probability function Pss′ and the loss function L (i.e., mean squared
error) is minimized by optimizing with respect to the model parameters θ.
It is worth highlighting that the transition probability function is by defini-
tion stochastic (4.8) hence the candidate fitted models should ideally be able
to capture and incorporate this uncertainty. As a result, model-based rein-
forcement learning usually (Deisenroth and Rasmussen, 2011; Levine et al.,
2016; Gal et al., 2016) relies on probabilistic graphical models, such as Gaus-
sian Processes (Rasmussen, 2004) or Bayesian Networks (Ghahramani, 2001),
which are non-parametric models that do not output point estimates, but
learn the generating process of the data pdata, and hence enable sampling
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Figure 6.1: General setup for System Identification (SI) (i.e., model-based
reinforcement learning) for solving a discrete-time stochastic partially ob-
servable dynamical system.
from the posterior distribution. Sampling from the posterior distribution
allows us to have stochastic predictions that respect model dynamics.
In this section we shall will focus, nonetheless, only on vector autoregres-
sive processes (VAR) and recurrent neural networks (RNN) for modelling
Pss′ , trained on an adaptive fashion (Mandic and Chambers, 2001), given by
Algorithm 2. An extension of vanilla RNNs to bayesian RNNs could be also
tried using the MC-dropout trick from (Gal and Ghahramani, 2016).
6.1.2 Vector Autoregression (VAR)
Following on the introduction of the vector autoregressive processes (VAR)
in Section 2.4.1, and using the fact that the transition probability model Pˆss′
is a one-step time-series predictive model, we investigate the effectiveness
of VAR processes as time-series predictors.
Agent Model
The vector autoregressive processes (VAR) regress past values of multivari-
ate time-series with the future values (see equation (2.44)). In order to sat-
isfy the covariance stationarity assumption (Mandic, 2018a), we fit a VAR
process on the log-returns ρt, and not the raw observations ot (i.e., price
vectors), since the latter is known to be highly non-stationary1. The model
is pre-trained on historic data (i.e., batch supervised learning training (Mur-
phy, 2012)) and it is updated online, following the gradient ∇θL(ρˆtt, ρt), as
described in Algorithm 2. The model takes the form:
1In the wide-sense (Bollerslev, 1986).
61
6. Trading Agents
Algorithm 2: General setup for adaptive model-based trading agents.
inputs : trading universe of M-assets
initial portfolio vector w1 = a0
initial asset prices p0 = o0
loss function L
historic dataset D
output : optimal model parameters θ∗
1 batch training on D
2 θ← argmaxθ p(θ|D) // MLE
3 repeat
4 for t = 1, 2, . . . T do
5 predict next state sˆt // via Pˆss′
6 observe tuple 〈ot, rt〉
7 get estimate of agent state: st ≈ f (· , ot) // (5.9)
8 calculate gradients: ∇θL(sˆt, st) // backprop
9 update model parameters θ
10 using adaptive gradient optimizers // ADAM
11 plan and take action at // portfolio rebalance
12 end
13 until convergence
14 set θ∗ ← θ
Pss′ : ρt
(2.44)
≈ c +
p
∑
i=1
Aiρt−i (6.5)
planning :
(
st
Pass′→ · · · P
a
ss′→ st+L
)
(6.2)⇒ at+1 ≡ max
a∈A
J (a|at, st, . . . , st+L) (6.6)
Related Work
Vector autoregressive processes have been widely used for modelling finan-
cial time-series, especially returns, due to their pseudo-stationary nature
(Tsay, 2005). In the context of model-based reinforcement learning there
is no results in the open literature on using VAR processes in this con-
text, nonetheless, control engineering applications (Akaike, 1998) have ex-
tensively used autoregressive models to deal with dynamical systems.
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Evaluation
Figure 6.2 illustrates the cumulative rewards and the prediction error power
are illustrated Observe that the agent is highly correlated with the market
(i.e., S&P 500) and overall collects lower cumulative returns. Moreover, note
that the market crash in 2009 (Farmer, 2012), affects the agent significantly,
leading to a decline by 179.6% (drawdown), taking as many as 2596 days to
recover, from 2008-09-12 to 2015-10-22.
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Figure 6.2: Order-eight vector autoregressive model-based reinforcement
learning agent on a 12-asset universe (i.e., VAR12(8)), pre-trained on his-
toric data between 2000-2005 and trained online onward. (Left) Cumulative
rewards and (maximum) drawdown of the learned strategy, against the S&P
500 index (traded as SPY). (Right) Mean squared prediction error for single-
step predictions.
Weaknesses
The order-p VAR model, VAR(p), assumes that the underlying generating
process:
1. Is covariance stationary;
2. Satisfies the order-p Markov property;
3. Is linear, conditioned on past samples.
Unsurprisingly, most of these assumptions are not realistic for real market
data, which reflects the poor performance of the method illustrated in Figure
6.2.
Expected Properties 6.1 (Non-Stationary Dynamics) The agent should be able
to capture non-stationary dynamics.
Expected Properties 6.2 (Long-Term Memory) The agent should be able to se-
lectively remember past events without brute force memory mechanisms (e.g., using
lagged values as features).
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Expected Properties 6.3 (Non-Linear Model) The agent should be able to learn
non-linear dependencies between features.
6.1.3 Recurrent Neural Network (RNN)
The limitations of the vector autoregressive processes regarding stationarity,
linearity and finite memory assumptions are overcome by the recurrent neu-
ral network (RNN) environment model. Inspired by the effectiveness of re-
current neural networks in time-series prediction (Gers et al., 1999; Mandic
and Chambers, 2001; He´naff et al., 2011) and the encouraging results ob-
tained from the initial one-step predictive GRU-RNN model in Figure 2.16,
we investigate the suitability of RNNs in the context of model-based rein-
forcement learning, used as environment predictors.
Agent Model
Revisiting Algorithm 2 along with the formulation of RNNs in Section 2.4.2,
we highlight the steps:
state manager : st
(4.2)
= f (st−1, ρt) (6.7)
prediction : ρˆt+1 ≈ Vσ(st) + b (6.8)
planning :
(
st
Pass′→ · · · P
a
ss′→ st+L
)
(6.2)⇒ at+1 ≡ max
a∈A
J (a|at, st, . . . , st+L)
(6.9)
where V and b the weights matrix and bias vector of the output affine layer2
of the network and σ a non-linearity (i.e., rectified linear unit (Nair and
Hinton, 2010), hyperbolic tangent, sigmoid function.). Schematically the
network is depicted in Figure 6.3.
Related Work
Despite the fact that RNNs were first used decades ago (Hopfield, 1982;
Hochreiter and Schmidhuber, 1997; Mandic and Chambers, 2001), recent ad-
2In Deep Learning literature (Goodfellow et al., 2016), the term affine refers to a neural
network layer with parameters W and b that performs a mapping from an input matrix X
to an output vector y according to
faffine(X; W , b) = yˆ , XW + b (6.10)
The terms affine, fully-connected (FC) and dense refer to the same layer configuration.
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Figure 6.3: Two layer gated recurrent unit recurrent neural network (GRU-
RNN) model-based reinforcement learning agent; receives log returns ρt as
input, builds internal state st and estimates future log returns ρˆt+1. Regu-
larized mean squared error is used as the loss function, optimized with the
ADAM (Kingma and Ba, 2014) adaptive optimizer.
vances in adaptive optimizers (e.g., RMSProp (Tieleman and Hinton, 2012),
ADAM (Kingma and Ba, 2014)) and deep learning have enabled the develop-
ment of deep recurrent neural networks for sequential data modelling (e.g.,
time-series, text). Since financial markets are dominated by dynamic struc-
tures and time-series, RNNs have been extensively used for modelling dy-
namic financial systems (Tino et al., 2001; Chen et al., 2015; Heaton et al.,
2016; Bao et al., 2017). In most cases, feature engineering prior to training
is performed so that meaningful financial signals are combined, instead of
raw series. Our approach was rather context-free, performing pure technical
analysis of the series, without involving manual extraction and validation of
high-order features.
Evaluation
Figure 6.4 illustrates the performance of a two-layer gated recurrent unit
recurrent neural network, which is not outperforming the vector autoregres-
sive predictor as much as it was expected. Again, we note the strong correla-
tion with the market (i.e., S&P 500). The 2008 market crash affects the RNN
agent as well, which manages to recover faster than the VAR agent, lead-
ing to an overall 221.1% cumulative return, slightly higher than the market
index.
6.1.4 Weaknesses
Having developed both vector autoregressive and recurrent neural network
model-based reinforcement learning agents, we conclude that despite the ar-
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Figure 6.4: Two-layer gated recurrent unit recurrent neural network (GRU-
RNN) model-based reinforcement learning agent on a 12-asset universe, pre-
trained on historic data between 2000-2005 and trained online onward (Left)
Cumulative rewards and (maximum) drawdown of the learned strategy,
against the S&P 500 index (traded as SPY). (Right) Mean square prediction
error for single-step predictions.
chitectural simplicity of system identification, who are under-performing.
The inherent randomness (i.e., due to uncertainty) of the financial time-
series (e.g., prices, returns) affects the model training and degrades pre-
dictability.
In spite of the promising results in Figures 2.14, 2.16, where one-step pre-
dictions are considered, control and planning (6.2) are only effective when
accurate multi-step predictions are available. Therefore, the process of first
fitting a model (e.g., VAR, RNN or Gaussian Process) and then use an exter-
nal optimization step, results in two sources of approximation error, where
the error propagates over time and reduces performance.
A potential improvement of these methods would be manually feature en-
gineering the state space, such as extracting meaningful econometric signals
(Greene, 2003) (e.g., volatility regime shifts, earning or dividends announce-
ments, fundamentals) which in turn are used for predicting the returns. This
is, in a nutshell, the traditional approach that quantitative analysts (LeBaron,
2001) have been using for the past decades. The computational power has
been radically improved over the years, which permits larger (i.e., deeper
and wider) models to be fitted, while elaborate algorithms, such as varia-
tional inference (Archer et al., 2015), have made previously intractable tasks
possible. Nonetheless, this approach involves a lot of tweaks and human
intervention, which are the main aspects we aim to attenuate.
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6.2 Model-Free Reinforcement Learning
In the final Section, we assumes that solving a system identification problem
(i.e., explicitly inferring environment dynamics) is easier than addressing
directly the initial objective; the maximization of a cumulative reward signal
(e.g., log returns, negative volatility, sharpe ratio). Nonetheless, predicting
accurately the evolution of the market was proven challenging, resulting in
ill-performing agents.
In this section, we adapt an orthogonal approach, where we do not rely on
an explicit model of the environment, but we parametrize the agent value
function or/and policy directly. At first glance, it may seem counter-intuitive
how skipping the modelling of the environment can lead to a meaningful
agent at all, but consider the following example from daily life. Humans
are able to easily handle objects or move them around. Unarguably, this is a
consequence of experience that we have gained over time, however, if we are
asked to explain the environment model that justifies our actions, it is much
more challenging, especially for an one year old kid, who can successfully
play with toys but fails to explain this task using Newtonian physics.
Another motivating example from the portfolio management and trading
field: pairs trading is a simple trading strategy (Gatev et al., 2006), which
relies on the assumption that historically correlated assets will preserve this
relationship over time3. Hence when the two assets start deviating from one
another, this is considered an arbitrage opportunity (Wilmott, 2007), since
they are expected to return to a correlated state. This opportunity is ex-
ploited by taking a long position for the rising stock and a short position for
the falling. If we would like to train a model-based reinforcement learning
agent to perform pairs trading, it would be almost impossible or too unsta-
ble, regardless the algorithm simplicity. On the other hand, a value-based or
policy gradient agent could perform this task with minimal effort, replicat-
ing the strategy, because the pairs trading strategy does not rely on future
value prediction, but much simpler statistical analysis (i.e., cross-correlation),
which, in case of model-based approaches, should be translated into an op-
timization problem of an unrelated objective - the prediction error. Overall,
using model-free reinforcement learning improves efficiency (i.e., only one
episode fitting) and also allows finer control over the policy, but it also limits
the policy to only be as good as the learned model. More importantly, for
the task under consideration (i.e., asset allocation) it is shown to be easier to
3Pairs trading is selected for educational purposes only, we are not claiming that it is
optimal in any sense.
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represent a good policy than to learn an accurate model.
The model-free reinforcement learning agents are summarized in Algorithm
1, where different objective functions and agent parametrizations lead to
different approaches and hence strategies. We classify these algorithms as:
• Value-based: learn a state value function v (4.16), or an action-value
function q (4.17) and use it with an implicit policy (e.g., ε-greedy (Sut-
ton and Barto, 1998));
• Policy-based: learn a policy directly by using the reward signal to
guide adaptation.
In this chapter, we will, first, focus on value-based algorithms, which ex-
ploit the state (action) value function, as defined in equations (4.6), (4.7) as
an estimate for expected cumulative rewards. Then policy gradient meth-
ods will be covered, which parametrize directly the policy of the agent, and
perform gradient ascent to optimize performance. Finally, a universal agent
will be introduced, which reduces complexity (i.e., computational and mem-
ory) and generalizes strategies across assets, regardless the trained universe,
based on parameter sharing (Bengio et al., 2003) and transfer learning (Pan
and Yang, 2010a) principles.
6.2.1 Deep Soft Recurrent Q-Network (DSRQN)
A wide range of value-based reinforcement learning algorithms (Sutton and
Barto, 1998; Silver, 2015d; Szepesva´ri, 2010) have been suggested and used
over time. The Q-Learning is one of the simplest and best performing ones
(Liang et al., 2016), which motivates us to extend it to continuous action
spaces to fit our system formulation.
Q-Learning
Q-Learning is a simple but very effective value-based model-free reinforce-
ment learning algorithm (Watkins, 1989). It works by successively improv-
ing its evaluations of the action-value function q, and hence the name. Let
qˆ, be the estimate of the true action-value function, then qˆ is updated online
(every time step) according to:
qˆ(st, at)← qˆ(st, at) + α
[
rt + γmax
a′∈A
qˆ(st+1, a′)− qˆ(st, at)︸ ︷︷ ︸
TD error, δt+1
]
(6.11)
68
6.2. Model-Free Reinforcement Learning
where α ≥ 0 the learning rate and γ ∈ [0, 1] the discount factor. In the litera-
ture, the term in the square brackets is usually called Temporal Difference
Error (TD error), or δt+1 (Sutton and Barto, 1998).
Theorem 6.1 For a Markov Decision Process, Q-learning converges to the opti-
mum action-values with probability 1, as long as all actions are repeatedly sampled
in all states and the action-values are represented discretely.
The proof of Theorem 6.1 is provided by Watkins (1989) and relies on the con-
traction property of the Bellman Operator4 (Sutton and Barto, 1998), show-
ing that:
qˆ(s, a)→ q∗(s, a) (6.13)
Note that equation (6.11) is practical only in the cases that:
1. The state space is discrete, and hence the action-value function can be
stored in a digital computer, as a grid of scalars;
2. The action space is discrete, and hence at each iteration, the maximiza-
tion over actions a ∈ A is tractable.
The Q-Learning steps are summarized in Algorithm 3.
Related Work
Due to the success of the Q-Learning algorithm, early attempts to modify it
to fit the asset allocation task were made by Neuneier (1996), who attempted
to used a differentiable function approximator (i.e., neural network) to rep-
resent the action-value function, and hence enabled the use of Q-Learning
in continuous state spaces. Nonetheless, he was restricted to discrete action
spaces and thus was acting on buy and sell signals only. In the same year,
Moody et al. (1998) used a similar approach but introduced new reward
signals, namely general utility functions and the differential Sharpe Ratio,
which are considered in Chapter 9.
Recent advances in deep learning (Goodfellow et al., 2016) and stochastic op-
timization methods (Boyd and Vandenberghe, 2004) led to the first practical
4The Bellman Operator, B is a-contraction with respect to some norm ‖ · ‖ since it can
be shown that (Rust, 1997):
‖Bs−Bs¯‖ ≤ a‖s− s¯‖ (6.12)
Therefore it follows that:
1. The sequence s,Bs,B2s, . . . converges for every s;
2. B has a unique fixed point s∗, which satisfies Bs∗ = s∗ and all sequencues
s,Bs,B2s, . . . converge to this unique fixed point s∗.
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Algorithm 3: Q-Learning with greedy policy.
inputs : trading universe of M-assets
initial portfolio vector w1 = a0
initial asset prices p0 = o0
initial
output : optimal action-value function q∗
1 initialize q-table: qˆ(s, a)← 0, ∀s ∈ S, a ∈ A
2 while convergence do
3 for t = 0, 1, . . . T do
4 select greedy action: at = maxa′∈A qˆ(st, a′)
5 observe tuple 〈st+1, rt〉
6 update q-table:
qˆ(st, at)← qˆ(st, at) + α
[
rt + γmaxa′∈A qˆ(st+1, a′)− qˆ(st, at)
]
7 end
8 end
use case of Q-Learning in high-dimensional state spaces (Mnih et al., 2015).
Earlier work was limited to low-dimensional applications, where shallow
neural network architectures were effective. Mnih et al. (2015) used a few
algorithmic tricks and heuristics, and managed to stabilize the training pro-
cess of the Deep Q-Network (DQN). The first demonstration was performed
on Atari video games, where trained agents outperformed human players
in most games.
Later, Hausknecht and Stone (2015) published a modified version of the
DQN for partially observable environments, using a recurrent layer to con-
struct the agent state, giving rise to the Deep Recurrent Q-Network (DRQN).
Nonetheless, similar to the vanilla Q-Learning and enhanced DQN algo-
rithms, the action space was always discrete.
Agent Model
Inspired by the breakthroughs in DQN and DRQN, we suggest a modifica-
tion to the last layers to handle pseudo-continuous action spaces, as required
for the portfolio management task. The current implementation, termed the
Deep Soft Recurrent Q-Network (DSRQN) relies on a fixed, implicit pol-
icy (i.e., exponential normalization or softmax (McCullagh, 1984)) while the
action-value function q is adaptively fitted.
A neural network architecture as in Figure 6.5 is used to estimate the action-
value function. The two 2D-convolution (2D-CONV) layers are followed by
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a max-pooling (MAX) layer, which aim to extract non-linear features from
the raw historic log returns (LeCun and Bengio, 1995). The feature map is
then fed to the gated recurrent unit (GRU), which is the state manager (see
Section 5.3.2), responsible for reconstructing a meaningful agent state from
a partially observable environment. The generated agent state, st, is then
regressed along with the past action, at (i.e., current portfolio vector), in
order to produce the action-value function estimates. Those estimates are
used with the realized reward rt+1 to calculate the TD error δt+1 (6.11) and
train the DSRQN as in Algorithm 4. The action-values estimates qˆt+1 are
passed to a softmax layer, which produces the agent action at+1. We select
the softmax function because it provides the favourable property of forcing
all the components (i.e., portfolio weights) to sum to unity (see Section 2.1).
Analytically the actions are given by:
∀i ∈ {1, 2, . . . , M} : ai = e
ai
∑Mj=1 e
aj
=⇒
M
∑
i=1
ai = 1 (6.14)
Note that the last layer (i.e, softmax) is not trainable (Goodfellow et al., 2016),
which means that it can be replaced by any function (i.e., deterministic or
stochastic), even by a quadratic programming step, since differentiability
is not required. For this experiment we did not consider more advanced
policies, but anything is accepting as long as constraint (2.1) is satisfied.
Moreover, comparing our implementation with the original DQN (Mnih et
al., 2015), no experience replay is performed, in order to avoid reseting the
GRU hidden state for each batch, which will lead to an unused latent state,
and hence poor state manager.
Evaluation
Figure 6.7 illustrates the results obtained on a small scale experiment with 12
assets from S&P 500 market using the DSRQN. The agent is trained on his-
toric data between 2000-2005 for 5000 episodes, and tested on 2005-2018. The
performance evaluation of the agent for different episodes e is highlighted.
For e = 1 and e = 10, the agent acted completely randomly, leading to poor
performance. For e = 100, the agent did not beat the market (i.e., S&P 500)
but it learned how to follow it (hence high correlation) and to yiel profit out
of it (since the market is increasing in this case). Finally, for e = 1000, we
note that the the agent is both profitable and less correlated with the mar-
ket, compared to previous model-based agents (i.e., VAR and GRU-RNN),
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Algorithm 4: Deep Soft Recurrent Q-Learning.
inputs : trading universe of M-assets
initial portfolio vector w1 = a0
initial asset prices p0 = o0
objective function J
initial agent weights θ0
output : optimal agent parameters θ∗
1 repeat
2 for t = 1, 2, . . . T do
3 observe tuple 〈ot, rt〉
4 calculate TD error δt+1 // (6.11)
5 calculate gradients ∇θiL(θi) = δt+1∇θi q(s, a; θ) // BPTT
6 update agent parameters θ
7 using adaptive gradient optimizers // ADAM
8 get estimate of value function qt ≈ NN(~ρt−T→t) // (6.11)
9 take action atsoftmax(qt) // portfolio rebalance
10 end
11 until convergence
12 set θ∗ ← θ
which were highly impacted by 2008 market crash, while DSRQN was al-
most unaffected (e.g., 85 % drowdawn).
In Figure 6.6, we illustrate the out-of-sample cumulative return of the DSRQN
agent, which flattens for e ' 1000, and hence the neural network optimizer
converges to a (local) minimum, thus we terminate training.
Figure 6.6 also highlights the importance of the optimization algorithm used
in training the neural network, since ADAM (i.e., the adaptive optimizer)
did not only converge faster than Stochastic Gradient Descent (SGD), but it
also found a better (local) minimum.
Weaknesses
Despite the improved performance of DSRQN compared to the model-based
agents, its architecture has severe weaknesses.
Firstly, the selection of the policy (e.g., softmax layer) is a manual process
that can be only verifies via empirical means, for example, cross-validation.
This complicates the training process, without guaranteeing any global opti-
mality of the selected policy.
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Figure 6.5: Deep Soft Recurrent Q-Network (DSRQN) architecture. The his-
toric log returns ~ρt−T→t ∈ RM×T are passed throw two 2D-convolution lay-
ers, which generate a feature map, which is, in turn, processed by the GRU
state manager. The agent state produced is combined (via matrix flattening
and vector concatenation) with the past action (i.e., current portfolio posi-
tions) to estimate action-values q1, q2, . . . , qM. The action values are used
both for calculating the TD error (6.11), showing up in the gradient calcu-
lation, as well as for determining the agents actions, after passed throw a
softmax activation layer.
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Figure 6.6: Out-of-sample cumulative returns per episode during training
phase for DSRQN. Performance improvement saturates after e ' 1000. (Left)
Adaptive Neural network optimization algorithm ADAM (Kingma and Ba,
2014). (Right) Neural network optimized with Stochastic Gradient Descent
(SGD) (Mandic, 2004).
Expected Properties 6.4 (End-to-End Differentiable Architecture) Agent pol-
icy should be part of the trainable architecture so that it adapts to (locally) optimal
strategy via gradient optimization during training.
Secondly, DSRQN is a Many-Input-Many-Output (MIMO) model, whose
number of parameters grows polynomially as a function of the universe
size (i.e., number of assets M), and hence its training complexity. Moreover,
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Figure 6.7: Deep Soft Recurrent Q-Network (DSRQN) model-free rein-
forcement learning agent on a 12-asset universe, trained on historic data
between 2000-2005 and tested onward, for different number of episodes
e = {1, 10, 100, 1000}. Visualization of cumulative rewards and (maximum)
drawdown of the learned strategy, against the S&P 500 index (traded as SPY).
under this setting, the learned strategy is universe-specific, which means
that the same trained network does not generalize to other universes. It
even fails to work on permutations of the original universe; for example, if
we interchange the order assets in the processed observation sˆt after training,
then DSRQN will break down.
Expected Properties 6.5 (Linear Scaling) Model should scale linearly (i.e, com-
putation and memory) with respect to the universe size.
Expected Properties 6.6 (Universal Architecture) Model should be universe-agnostic
and replicate its strategy regardless the underlying assets.
6.2.2 Monte-Carlo Policy Gradient (REINFORCE)
In order to address the first weakness of the DSRQN (i.e., manual selection
of policy), we consider policy gradient algorithms, which directly address
the learning of an agent policy, without intermediate action-value approxi-
mations, resulting in an end-to-end differentiable model.
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Policy Gradient Theorem
In Section 4.2.2 we defined policy of an agent, pi, as:
pi : S→ A (4.14)
In policy gradient algorithms, we parametrize the policy with parameters
θ as piθ and optimize them according to a long-term objective function J ,
such as average reward per time-step, given by:
J (θ) , ∑
s∈S
Ppiθ(s) ∑
a∈A
piθ(s, a)Ras (6.15)
Note, that any differentiable parametrization of the policy is valid (e.g., neu-
ral network, linear model). Moreover, the freedom of choosing the reward
generating function, Ras , is still available.
In order to optimize the parameters, θ, the gradient, ∇θJ , should be cal-
culated at each iteration. Firstly, we consider an one-step Markov Decision
Process:
J (θ) = Epiθ [Ras ] (6.15)
= ∑
s∈S
Ppiθ(s) ∑
a∈A
piθ(s, a)Ras (6.16)
∇θJ (θ) = ∑
s∈S
Ppiθ(s) ∑
a∈A
∇θpiθ(s, a)Ras
= ∑
s∈S
Ppiθ(s) ∑
a∈A
piθ(s, a)
∇θpiθ(s, a)
piθ(s, a)
Ras
= ∑
s∈S
Ppiθ(s) ∑
a∈A
piθ(s, a)∇θlog[piθ(s, a)]Ras
= Epiθ
[
∇θlog[piθ(s, a)]Ras
]
(6.17)
The policy gradient calculation is extended to multi-step MDPs by replacing
the instantaneous reward Ras with the long-term (action) value qpi(s, a).
Theorem 6.2 (Policy Gradient Theorem) For any differentiable policy piθ(s, a)
and for J the average discounted future rewards per step, the policy gradient is:
∇θJ (θ) = Epiθ
[
∇θlog[piθ(s, a)]qpi(s, a)
]
(6.18)
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where the proof is provided by Sutton et al. (2000b). The theorem applies to
continuous settings (i.e., Infinite MDPs) (Sutton and Barto, 1998), where the
summations are replaced by integrals.
Related Work
Policy gradient methods have gained momentum the past years due to their
better covergence policites (Sutton and Barto, 1998), their efffective in high-
dimensional or continuous action spaces and natural fit to stochastic environ-
ments (Silver, 2015e). Apart from the their extensive application in robotics
(Smart and Kaelbling, 2002; Kohl and Stone, 2004; Kober and Peters, 2009),
policy gradient methods have been used also in financial markets. Necchi
(2016) develops a general framework for policy gradient agents to be trained
to solve the asset allocation task, but only successful back-tests for synthetic
market data are provided.
Agent Model
From equation (6.18), we note two challenges:
1. Calculation of an expectation over the (stochastic) policy, Epiθ , leading
to integration over unknown quantities;
2. Estimation of the unknown action-value, qpi(s, a)
The simplest, successful algorithm to address both of the challenges is Monte-
Carlo Policy Gradient, also know as REINFORCE. In particular, different
trajectories are generated following policy piθ which are then used to es-
timate the expectation5 and the discounted future rewards, which are an
unbiased estimate of qpi(s, a). Hence we obtain Monte-Carlo estimates:
qpi(s, a) ≈ Gt ,
t
∑
i=1
ri (6.19)
Epiθ
[
∇θlog[piθ(s, a)]qpi(s, a)
]
≈ 1
T
[
∇θlog[piθ(s, a)]
T
∑
i=1
Gi
]
(6.20)
where the gradient of the log term ∇θlog[piθ(s, a)], is obtained by Backprop-
agation Through Time (Werbos, 1990).
We choose to parametrize the policy using a neural network architecture,
illustrated in Figure 6.8. The configuration looks very similar to the DSRQN,
5The empirical mean is an unbiased estimate of expected value (Mandic, 2018b).
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but the important difference is in the last two layers, where the REINFORCE
network does not estimate the state action-values, but directly the agent
actions. Algorithm 5 describes the steps for training a REINFORCE agent.
Algorithm 5: Model-Carlo Policy Gradient (REINFORCE).
inputs : trading universe of M-assets
initial portfolio vector w1 = a0
initial asset prices p0 = o0
objective function J
initial agent weights θ0
output : optimal agent policy parameters θ∗
1 initialize buffers: G, ∆θc ← 0 repeat
2 for t = 1, 2, . . . T do
3 observe tuple 〈ot, rt〉
4 sample and take action: at ∼ piθ(·|st; θ) // portfolio
rebalance
5 cache rewards: G ← G + rt // (6.19)
6 cache log gradients: ∆θc ← ∆θc +∇θlog[piθ(s, a)]G // (6.20)
7 end
8 update policy parameters θ using buffered
9 Monte-Carlo estimates via adaptive optimization // (6.18),
ADAM
10 empty buffers: G, ∆θc ← 0
11 until convergence
12 set θ∗ ← θ
Evaluation
In Figure 6.10, we present the results from an experiment performed on a
small universe comprising of 12 assets from S&P 500 market using the RE-
INFORCE agent. The agent is trained on historic data between 2000-2005
for 5000 episodes, and tested on 2005-2018. Similar to the DSRQN, at early
episodes the REINFORCE agent performs poorly, but it learns a profitable
strategy after a few thousands of episodes (e ≈ 7500). Note that almost 8
times more episodes are required to train the REINFORCE agent compared
to the DSRQN, however, the latter performs a parameters update at every
step, while the former only once every episode (i.e., approximately steps
1260 in an episodes). The performance of the REINFORCE agent is signifi-
cantly improved, with total cumulative returns 325.9% and 63.5% maximum
drawdown.
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Figure 6.8: Monte-Carlo Policy Gradient (REINFORCE) architecture. The
historic log returns ~ρt−T→t ∈ RM×T are passed throw two 2D-convolution
layers, which generate a feature map, which is, in turn, processed by the
GRU state manager. The agent state produced and the past action (i.e., cur-
rent portfolio positions) are non-linearly regressed and exponentially nor-
malized by the affine and the softmax layer, respectively, to generate the
agent actions.
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Figure 6.9: Out-of-sample cumulative returns per episode during training
phase for REINFORCE. Performance improvement saturates after e ' 7500.
(Left) Adaptive Neural network optimization algorithm ADAM. (Right) Neu-
ral network optimized with Stochastic Gradient Descent (SGD).
In Figure 6.6, we illustrate the out-of-sample cumulative return of the DSRQN
agent, which flattens for e ' 7500, and hence the neural network optimizer
converges to a (local) minimum, thus we terminate training.
Weaknesses
Policy gradient addressed only the end-to-end differentiability weakness of
the DSRQN architecture, leading to siginificant improvements. Nonethe-
less, the polynomial scaling and universe-specific nature of the model are
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Figure 6.10: Model-Carlo Policy Gradient (REINFORCE) model-free rein-
forcement learning agent on a 12-asset universe, trained on historic data
between 2000-2005 and tested onward, for different number of episodes
e = {1, 100, 1000, 7500}. Visualization of cumulative rewards and (maxi-
mum) drawdown of the learned strategy, against the S&P 500 index (traded
as SPY).
still restricting the applicability and generalization of the learned strategies.
Moreover, the intractability of the policy gradient calculation given by (6.18)
lead to the comprising solution of using Monte-Carlo estimates by running
numerous simulations, leading to increased number of episodes required for
convergence. Most importantly, the empirical estimation of the state action-
value qpiθ(s, a) in (6.19) has high-variance (see returns in Figure 6.9) (Sutton
and Barto, 1998).
Expected Properties 6.7 (Low Variance Estimators) Model should rely on low
variance estimates.
6.2.3 Mixture of Score Machines (MSM)
In this subsection, we introduce the Mixture of Score Machines (MSM)
model with the aim to provide a universal model that reduces the agent
model complexity and generalizes strategies across assets, regardless of the
trained universe. These properties are obtained by virtue of principles of
parameter sharing (Bengio et al., 2003) and transfer learning (Pan and Yang,
2010a).
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Related Work
Jiang et al. (2017) suggested a universal policy gradient architecture, the En-
semble of Identical Independent Evaluators (EIIE), which reduces significantly
the model complexity, and hence enables larger-scale applications. Nonethe-
less, it operates only on independent (e.g., uncorrelated) time-series, which
is a highly unrealistic assumption for real financial markets.
Agent Model
As a generalization to the universal model of Jiang et al. (2017), we introduce
the Score Machine (SM), an estimator of statistical moments of stochastic
multivariate time-series:
• A First-Order Score Machine SM(1) operates on univariate time-series,
generating a score that summarizes the characteristics of the location
parameters of the time-series (e.g., mode, median, mean). An M-
components multivariate series will have (M1 ) = M first-order scores,
one for each component;
• A Second-Order Score Machine SM(2) operates on bivariate time-
series, generating a score that summarizes the characteristics of the
dispersion parameters of the joint series (e.g., covariance, modal disper-
sion (Meucci, 2009)). An M-components multivariate series will have
(M2 ) =
M!
2!(M−2)! second-order scores, one for each distinct pair;
• An N-Order Score Machine SM(N) operates on N-component multi-
variate series and extracts information about the N-order statistics (i.e.,
statistical moments) of the joint series. An M-components multivariate
series, for M ≥ N, will have (MN) = M!N!(M−N)! N-order scores, one for
each distinct N combination of components.
Note that the extracted scores are not necessarily equal to the statistical (cen-
tral) moments of the series, but a compressed and informative representa-
tion of the statistics of the time-series. The universality of the score machine
is based on parameter sharing (Bengio et al., 2003) across assets.
Figure 6.11 illustrates the first and second order score machines, where the
transformations are approximated by neural networks. Higher order score
machines can be used in order to captures higher-order moments.
By combining the score machines, we construct the Mixture of Score Ma-
chines (MSM), whose architecture is illustrated in Figure 6.12. We identify
three main building blocks:
80
6.2. Model-Free Reinforcement Learning
G
R
U
C
O
N
V
1
D
 C
O
N
V
M
A
X
C
O
N
V
1
D
 C
O
N
V
A
F
F
IN
E
ht
Hidden State
Univariate
Time-Series First-Order Score
SM(1): First-Order Score Machine
!xt ∈ RT s(1)t ∈ R
G
R
U
C
O
N
V
2
D
 C
O
N
V
M
A
X
C
O
N
V
2
D
 C
O
N
V
A
F
F
IN
E
ht
Hidden State
Bivariate
Time-Series
SM(2): Second-Order Score Machine
Second-Order Score
s
(2)
t ∈ R!xi&j,t ∈ R2×T
Figure 6.11: Score Machine (SM) neural netowrk architecture. Convolutional
layers followed by non-linearities (e.g., ReLU) and Max-Pooling (Giusti et
al., 2013) construct a feature map, which is selectively stored and filtered
by the Gate Recurrent Unit (GRU) layer. Finally, a linear layer combines
the GRU output components to a single scalar value, the score. (Left) First-
Order Score Machine SM(1); given a univariate time-series ~xt of T samples,
it produces a scalar score value s(1)t . (Right) Second-Order Score Machine
SM(2); given a bivariate time-series~xi&j,t, with components~xi,t and~xj,t, of T
samples each, it generates a scalar value s(2)t .
1. SM(1): a first-order score machine that processes all single-asset log
returns, generating the first-order scores;
2. SM(2): a second-order score machine that processes all pairs of assets
log-returns, generating the second-order scores;
3. Mixture Network: an aggregation mechanism that accesses the scores
from SM(1) and SM(2) and infers the action-values.
We emphasize that there is only one SM for each order, shared across the
network, hence during backpropagation the gradient of the loss function
with respect to the parameters of each SM is given by the sum of all the
paths that contribute to the loss (Goodfellow et al., 2016) that pass through
that particular SM. The mixture network, inspired by the Mixtures of Expert
Networks by Jacobs et al. (1991), gathers all the extracted information from
first and second order statistical moments and combines them with the past
action (i.e., current portfolio vector) and the generated agent state (i.e., state
manager hidden state) to determine the next optimal action.
Neural networks, and especially deep architectures, are very data hungry
(Murphy, 2012), requiring thousands (or even millions) of data points to con-
verge to meaningful strategies. Using daily market data (i.e., daily prices),
almost 252 data points are only collected every year, which means that very
few samples are available for training. Thanks to the parameter sharing,
nonetheless, the SM networks are trained on orders of magnitude more
data. For example, a 12-assets universe with 5 years history is given by the
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dataset D ∈ R12× 1260. The asset-specific agents (i.e., VAR, RNN, DSRQN,
REINFORCE) have 1260 samples of a multivariate time series (i.e., with 12
components) from which they have to generalize. On the other hand, the
MSM agent has 12 · 1260 = 15120 samples for training the SM(1) network
and (122 ) · 1260 = 66 · 1260 = 83160 samples for training the SM(2) network.
The architecture is end-to-end differentiable and can be trained by back-
propagating the policy gradient to the composite network. While the score
machines (i.e., SM(1) and SM(2)) can be extended to any number of assets
M without modification, by stacking more copies of the same machine with
shared parameters, the mixture network is universe-specific. As a result, a
different mixture network is required to be trained for different universes.
Consider the case of an M-asset market, then the the mixture network has
the interface:
Ninputsmixture-network = M +
(
M
2
)
, Noutputsmixture-network = M (6.21)
Consequently, selecting a different number of assets would break the inter-
face of the mixture network. Nonetheless, the score machines can be trained
with different mixture networks hence when a new universe of assets is
given, we freeze the training of the score machines and train only the mix-
ture network. This operation is cheap since the mixture network comprises
of only a small fraction of the total number of trainable parameters of the
MSM.
Practically, the score machines are trained on large historic datasets and kept
fixed, while transfer learning is performed on the mixture network. There-
fore, the score machines can be viewed as rich, universal feature extractors,
while the mixture network is the small (i.e., in size and capacity) mechanism
that enables mapping from the abstract space of scores to the feasible action
space, capable of preserving asset-specific information as well.
Evaluation
Figure 6.14 shows the results from an experiment performed on a small uni-
verse comprising of 12 assets from S&P 500 market using the MSM agent.
The agent is trained on historic data between 2000-2005 for 10000 episodes,
and tested on 2005-2018. Conforming with our analysis, the agent under-
performed early in the training, but after 9000 episodes it became profitable
and its performance saturated after 10000 episodes, with total cumulative
returns of 283.9% and 68.5% maximum drawdown. It scored slightly worse
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Figure 6.12: Mixture of Score Machines (MSM) architecture. The historic log
returns ~ρt−T→t ∈ RM×T processes by the score machines SM(1) and SM(2),
which assign scores to each asset (v(1)t ) and pair of assets (v
(2)
t ), respectively.
The scores concatenated and passed to the mixture network, which com-
bines them with the past action (i.e., current portfolio vector) and the gen-
erated agent state (i.e., state manager hidden state) to determine the next
optimal action.
than the REINFORCE agent, but in Part III it is shown that in a larger scale
experiments the MSM is both more effective and efficient (i.e., computation-
ally and memory-wise).
Weaknesses
The Mixture of Score Machines (MSM) is an architecture that addresses the
weaknesses of all the aforementioned approaches (i.e., VAR, LSTM, DSRQN
and REINFORCE). However, it could be improved by incorporating the ex-
pected properties 6.8 and 6.9:
Expected Properties 6.8 (Short Sales) Model should output negative portfolio
weights, corresponding to short selling, as well.
Expected Properties 6.9 (Optimality Guarantees) Explore possible re-interpretations
of the framework, which would allow proof of optimality (if applicable).
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Figure 6.13: Out-of-sample cumulative returns per episode during training
phase for MSM. Performance improvement saturates after e ' 10000. (Left)
Adaptive Neural network optimization algorithm ADAM. (Right) Neural
network optimized with Stochastic Gradient Descent (SGD).
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Figure 6.14: Mixture of Score Machines (MSM) model-free reinforcement
learning agent on a 12-asset universe, trained on historic data between
2000-2005 and tested onward, for different number of episodes e =
{1, 1000, 5000, 10000}. Visualization of cumulative rewards and (maximum)
drawdown of the learned strategy, against the S&P 500 index (traded as SPY).
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Trading Agents Comparison Matrix: 12-assets of S&P 500
Model-Based Model-Free
VAR RNN DSRQN REINFORCE MSM
M
et
ri
cs Cumulative Returns (%) 185.1 221.0 256.7 325.9 283.9
Sharpe Ratio (SNR) 1.53 1.62 2.40 3.02 2.72
Max Drawdown (%) 179.6 198.4 85.6 63.5 68.5
Ex
pe
ct
ed
Pr
op
er
ti
es Non-Stationary Dynamics × X X X X
Long-Term Memory × X X X X
Non-Linear Model × X X X X
End-to-End × × × X X
Linear Scaling × × × × X
Universality × × × × X
Low Variance Estimators × × × × ×
Short Sales X X × × ×
Table 6.1: Comprehensive comparison of evaluation metrics and their weak-
nesses (i.e., expected properties) of trading algorithms addressed in this
chapter. Model-based agents (i.e., VAR and RNN) underperform, while
the best performing agent is the REINFORCE. As desired, the MSM agent
scores also well above the index (i.e., baseline) and satisfies most wanted
properties.
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Chapter 7
Pre-Training
In Chapter 6, model-based and model-free reinforcement learning agents
were introduce, which address the asset allocation task. It was demon-
strated (see comparison table 6.1) that model-based (i.e., VAR and RNN)
and value-based model-free agents (i.e., DSRQN) are outperformed by the
policy gradient agents (i.e., REINFORCE and MSM). However, policy gradi-
ent algorithms usually converge to local optima (Sutton and Barto, 1998).
Inspired by the approach taken by the authors of the original DeepMind Al-
phaGo paper (Silver and Hassabis, 2016), the local optimality of policy gra-
dient agents is addressed via pre-training the policies in order to replicate
the strategies of baseline models. It is shown that any one-step optimization
method, discussed in Chapter 3 that reduces to a quadratic program, can be
reproduced by the policy gradient networks (i.e., REINFORCE and MSM),
when the networks are trained to approximate the quadratic program solu-
tion.
Because of the highly non-convex policy search space (Szepesva´ri, 2010), the
randomly initialised agents (i.e., agnostic agents) tend to either get stuck
to vastly sub-optimal local minima or need a lot more episodes and sam-
ples to converge to meaningful strategies. Therefore, the limited number
of available samples (e.g., 10 years of market data is equivalent to approxi-
mately 2500 samples), motivates pre-training, which is expected to improve
convergence speed and performance, assuming that the baseline model is
sub-optimal but a proxy to the optimal strategy. Moreover, the pre-trained
models can be viewed as priors1 to the policies and episodic training with re-
inforcement learning steers them to the updated strategies, in a data-driven
and data-efficient manner.
1As in the context of Bayesian Inference.
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In Section 7.1, a few candidate baseline models are introduced, including
the algorithm for generating synthetic (supervised) datasets according to
these baseline models as well as the corresponding steps for pre-training the
agents using the generated data. In addition, in Section 7.2 the pre-training
process is assessed as well as the performance gain compared to randomly
initialized agents is quantified.
7.1 Baseline Models
In Chapter 3, the traditional one-step (i.e., static) portfolio optimization
methods were described, derived from the Markowitz model (Markowitz,
1952). Despite the assumptions about covariance stationarity (i.e., time-
invariance of first and second statistical moments) and myopic approach
of those methods, they usually form the basis of other more complicated
and effective strategies. As a result, it is attempted to replicate those strate-
gies with the REINFORCE (see subsection 6.2.2) and the Mixture of Score
Machines (MSM) (see subsection 6.2.3) agents. In both cases, the architecture
of the agents (i.e., underlying neural networks) are treated as black boxes,
represented by a set of parameters, which thanks to their end-to-end differ-
entiability, can be trained via backpropagation. Figure 7.1 summarizes the
pipeline used to (pre-)train the policy gradient agents.
Black Box Agent
Historic
Log Returns
!ρt−T→t
at
Past Action
Agent Action
at+1
!
Figure 7.1: Interfacing with policy gradient agents as black boxes, with in-
puts (1) historic log returns ~ρt−T→t and (2) past action (i.e., current port-
folio vector) at and output the next agent actions at+1. The black-box is
parametrized by θ which can be updated and optimized.
7.1.1 Quadratic Programming with Transaction Costs
The one-step optimal portfolio for given commission rates (i.e., transaction
costs coefficient β) and hyperparameters (e.g., risk-aversion coefficient) is
obtained, by solving the optimization task in (3.13) or (3.14) via quadratic
programming. The Sharpe Ratio with transaction costs objective function is
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selected as the baseline for pre-training, since it has no hyperparameter to
tune and inherently balances profit-risk trade-off.
Without being explicitly given the mean vector µ, the covariance matrix Σ
and the transaction coefficient β, the black-box agents should be able to solve
the optimization task (3.14), or equivalently:
maximize
at+1∈A
aTt+1µ− 1TMβ‖at − at+1‖1√
aTt+1Σat+1
and 1TMat+1 = 1
and at+1  0
7.1.2 Data Generation
Since there is a closed form formula that connects the black-box agents’ in-
puts ~ρt−T→t and at with the terms in the optimization problem (3.14), N
supervised pairs {(X i, yi)}Ni=1 are generated by solving the optimization for
N distinct cases, such that:
X i =
[
~ρti−T→ti , ati
]
(7.1)
yi = ati+1 (7.2)
Interestingly, myriad of examples (i.e., X i, yi pairs) can be produced to
enrich the dataset and allow convergence. This is a very rare situation where
the generating process of the data is known and can be used to produce
valid samples, which respect the dynamics of the target model. The data
generation process is given in algorithm 6.
7.2 Model Evaluation
The parameters of the black-box agents are steered in the gradient direc-
tion that minimizes the Mean Square Error between the predicted portfo-
lio weights, yˆti , and the baseline model target portfolio weights, yti . An
L2-norm weight decaying, regularization, term is also considered to avoid
overfitting, obtaining the loss function:
L(θ) = ‖yti − yˆti ;θ‖22 + λ‖θ‖22 (7.3)
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Algorithm 6: Pre-training supervised dataset generation.
inputs : number of pairs to generate N
number of assets in portfolio M
look back window size T
transaction costs coefficient β
output : dataset {(X i, yi)}Ni=1
1 for i = 1, 2, . . . N do
2 sample valid random initial portfolio vector wti
3 sample random lower triangular matrix L ∈ RM×M // Cholesky
decomposition
4 sample randomly distributed log returns: ~ρti−T→ti ∼ N (1, LLT)
5 calculate empirical mean vector of log returns: µ = E[~ρti−T→ti ]
6 calculate empirical covariance matrix of log returns:
Σ = Cov[~ρti−T→ti ]
7 determine ati+1 by solving quadratic program (3.14)
8 set X i = [~ρti−T→ti , ati ] and yi = ati+1
9 end
The parameters are adaptively optimized by Adam (Kingma and Ba, 2014),
while the network parameters gradients are obtained via Backpropagation
Through Time (Werbos, 1990).
7.2.1 Convergence to Quadratic Programming
Figure 7.2 depicts the the learning curves, in-sample and out-of sample, of
the supervised learning training process. Both the REINFORCE and the
MSM converge after ≈ 400 epochs (i.e., iterations). The
7.2.2 Performance Gain
As suggested by Figure 7.3, the pre-training improves the cumulative returns
and Sharpe Ratio of the policy gradient agents up to 21.02% and 13.61%,
respectively.
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Figure 7.2: Mean square error (MSE) of Monte-Carlo Policy Gradient (REIN-
FORCE) and Mixture of Score Machines (MSM) during pre-training. After
≈ 150 epochs the gap between the training (in-sample) and the testing (out-
of-sample) errors is eliminated and error curve plateaus after ≈ 400 epochs,
when training is terminated.
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Figure 7.3: Performance evaluation of trading with reinforcement learning
(RL) and reinforcement learning and pre-training (RL & PT). The Mixture of
Score Machines (MSM) improves cumulative returns by 21.02% and Sharpe
Ratio by 13.61%. The model-based (i.e., RNN and VAR) and the model-
free value-based (i.e., DSRQN) agents are not end-to-end differentiable and
hence cannot be pre-trained.
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Experiments
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Chapter 8
Synthetic Data
It has been shown that the trading agents of Chapter 6, and especially REIN-
FORCE and MSM, outperform the market index (i.e., S&P500) when tested
in a small universe of 12-assets, see Table 6.1. For rigour, the validity and ef-
fectiveness of the developed reinforcement agents is investigated via a series
of experiments on:
• Deterministic series, including sine, sawtooth and chirp waves, as in
Section 8.1;
• Simulated series, using data surrogate methods, such as AAFT, as in
Section 8.2.
As expected, it is demonstrated that model-based agents (i.e., VAR and
RNN) excel in deterministic environments. This is attributed to the fact that
given enough capacity they have the predictive power to accurately forecast
the future values, based on which they can act optimally via planning.
On the other hand, on simulated (i.e., surrogate) time-series, it is shown that
model-free agents score higher, especially after the pre-training process of
Chapter 7, which contributes to up to 21% improvement in Sharpe Ratio and
up to 40% reduction in the number of episodic runs.
8.1 Deterministic Processes
To begin with, via interaction with the environment (i.e., paper trading), the
agents construct either an explicit (i.e., model-based reinforcement learning)
or implicit model (i.e., model-free reinforcement learning) of the environ-
ment. In Section 6.1, It has been demonstrated that explicit modelling of
financial time series is very challenging due to the stochasticity of the in-
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volved time-series, and, as a result, model-based methods underperform.
On the other hand, should the market series were sufficiently predictable,
these methods would be expected to optimally allocate assets of the portfo-
lio via dynamic programming and planning. In this section, we investigate
the correctness of this hypothesis by generating a universe of deterministic
time-series.
8.1.1 Sinusoidal Waves
A set of 100 sinusoidal waves of constant parameters (i.e., amplitude, circular
frequency and initial phase) is generated, while example series are provided
in Figure 8.1. Note the dominant performance of the model-based recur-
rent neural network (RNN) agent, which exploits its accurate predictions of
future realizations and scores over three times better than the best-scoring
model-free agent, the Mixture of Score Machines (MSM).
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Figure 8.1: Synthetic universe of deterministic sinusoidal waves. (Left) Ex-
ample series from universe. (Right) Cumulative returns of reinforcement
learning trading agents.
For illustration purposes and in order to gain a finer insight into the learned
trading strategies, a universe of only two sinusoids is generated the RNN
agent is trained on binary trading the two assets; at each time step the agent
puts all its budget on a single asset. As shown in Figure 8.2, the RNN agent
learns the theoretically optimal strategy1:
wt =
{
wi,t = 1, if i = argmax{rt}
wi,t = 0, otherwise
(8.1)
or equivalently, the returns of the constructed portfolio is the max of the
single asset returns at each time step.
1Note that transaction costs are not considered in this experiment, in which case we
would expect a time-shifted version of the current strategy so that it offsets the fees.
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Figure 8.2: Recurrent neural network (RNN) model-based reinforcement
learning agent trained on binary trading between two sinusoidal waves. The
triangle trading signals (i.e., BUY or SELL) refer to asset 1 (i.e., red), while
opposite actions are taken for asset 2, but not illustrated.
8.1.2 Sawtooth Waves
A set of 100 deterministic sawtooth waves is generated next and examples
are illustrated in Figure 8.3. Similar to the sinusoidal waves universe, the
RNN agent outperforms the rest of the agents. Interestingly, it can be ob-
served in the cumulative returns time series, right Figure 8.3, that all strate-
gies have a low-frequency component, which corresponds to the highest
amplitude sawtooth wave (i.e., yellow).
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Figure 8.3: Synthetic universe of deterministic sawtooth waves. (Left) Ex-
ample series from universe. (Right) Cumulative returns of reinforcement
learning trading agents.
8.1.3 Chirp Waves
Last but not least, the experiment is repeated with a set of 100 deterministic
chirp waves (i.e., sinusoidal wave with linearly modulated frequency). Three
example series are plotted in 8.4, along with the cumulative returns of each
trading agent. Note that the RNN agent is only 8.28% better than the second,
the MSM, agent, compared to the > 300% marginal benefit in case of the
sinusoidal waves. This is explained by the imperfect predictions of the RNN
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due to the increased difficulty to learn the chirp signals.
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Figure 8.4: Synthetic universe of deterministic chirp waves. (Left) Example
series from universe. (Right) Cumulative returns of reinforcement learning
trading agents.
Remark 8.1 Overall, in a deterministic financial market, all trading agents learn
profitable strategies and solve the asset allocation task. As expected, model-based
agents, and especially the RNN, are significantly outperforming in case of well-
behaving, easy-to-model and deterministic series (e.g., sinusoidal, sawtooth). On
the other hand, in more complicated settings (e.g., chirp waves universe) the model-
free agents perform almost as good as model-based agents.
8.2 Simulated Data
Having asserted the successfulness of reinforcement learning trading agents
in deterministic universes, their effectiveness is challenged in stochastic uni-
verses, in this section. Instead of randomly selecting families of stochastic
processes and corresponding parameters for them, real market data is used
to learn the parameters of candidate generating processes that explain the
data. The purpose of this approach is two-fold:
1. There is no need for hyperparameter tuning;
2. The training dataset is expanded, via data augmentation, giving the
opportunity to the agents to gain more experience and further explore
the joint state-action space.
It is worth highlighting that data augmentation improves overall perfor-
mance, especially when strategies learned in the simulated environment are
transferred and polished on real market data, via Transfer Learning (Pan
and Yang, 2010b).
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8.2.1 Amplitude Adjusted Fourier Transform (AAFT)
The simulated universe is generated using surrogates with random Fourier
phases (Raeth and Monetti, 2009). In particular the Amplitude Adjusted
Fourier Transform (AAFT) method (Prichard and Theiler, 1994) is used, ex-
plained in Algorithm 7. Given a real univariate time-series, the AAFT al-
gorithm operates in Fourier (i.e., frequency) domain, where it preserves the
amplitude spectrum of the series, but randomizes the phase, leading to a
new realized signal.
AAFT can be explained by the Wiener–Khinchin–Einstein Theorem (Co-
hen, 1998), which states that the autocorrelation function of a wide-sense-
stationary random process has a spectral decomposition given by the power
spectrum of that process. In other words, first and second order statisti-
cal moments (i.e., due to autocorrelation) of the signal are encoded in its
power spectrum, which is purely dependent on the amplitude spectrum.
Consequently, the randomization of the phase does not impact the first and
second order moments of the series, hence the surrogates share statistical
properties of the original signal.
Since the original time-series (i.e., asset returns) are real-valued signals, their
Fourier Transform after randomization of the phase should preserve conju-
gate symmetry, or equivalently, the randomly generated phase component
should be an odd function of frequency. Then the Inverse Fourier Trans-
form (IFT) returns real-valued surrogates.
Algorithm 7: Amplitude Adjusted Fourier Transform (AAFT).
inputs : M-variate original time-series ~X
output : M-variate synthetic time-series ~ˆX
1 for i = 1, 2, . . . M do
2 calculate Fourier Transform of
3 univariate series F[~X :i]
4 randomize phase component // preserve odd symmetry of
phase
5 calculate Inverse Fourier Transform of
6 unchanged amplitude and randomized phase ~ˆX :i
7 end
Remark 8.2 Importantly, the AAFT algorithm works on univariate series, there-
fore the first two statistical moments of the single asset are preserved but the cross-
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asset dependencies (i.e., cross-correlation, covariance) are modified due to the data
augmentation.
8.2.2 Results
Operating on the same 12-assets universe used in experiments of Chapter 6,
examples of AAFT surrogates are given in Figure 8.5, along with the cumu-
lative returns of each trading agent on this simulated universe. As expected,
the model-free agents outperform the model-based agents, corroborating the
results obtained in Chapter 6.
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Figure 8.5: Synthetic, simulated universe of 12-assets from S&P500 via Am-
plitude Adjusted Fourier Transform (AAFT). (Left) Example series from uni-
verse. (Right) Cumulative returns of reinforcement learning trading agents.
97
Chapter 9
Market Data
Having verified the applicability of the trading agents in synthetic environ-
ments (i.e., deterministic and stochastic) in Section 8, their effectiveness is
challenged in real financial markets, namely the underlying stocks of the
Standard & Poor’s 500 (Investopedia, 2018f) and the EURO STOXX 50 (In-
vestopedia, 2018a) indices. In detail, in this chapter:
• Candidate reward generating functions are explored, in Section 9.1;
• Paper trading experiments are carried out on U.S. and European most
liquid assets (see Sufficient Liquidity Assumption 5.1), as in Sections
9.2 and 9.3, respectively;
• Comparison matrices and insights into the learned agent strategies are
obtained.
9.1 Reward Generating Functions
Reinforcement learning relies fundamentally on the hypothesis that the goal
of the agent can be fully described by the maximization of the cumulative
reward over time, as suggested by the Reward Hypothesis 4.1. Consequently,
the selection of the reward generating function can significantly affect the
learned strategies and hence the performance of the agents. Motivated by
the returns-risk trade-off arising in investments (see Chapter 3), two reward
functions are implemented and tested: the log returns and the Differential
Sharpe Ratio (Moody et al., 1998).
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9.1.1 Log Rewards
The agent at time step t observes asset prices ot ≡ pt and computes the log
returns, given by:
ρt = log(pt  pt−1) (2.12)
where  designates element-wise division and the log function is also ap-
plied element-wise, or equivalently:
ρt ,

ρ1,t
ρ2,t
...
ρM,t

=

log( p1,tp1,t−1 )
log( p2,tp1,t−1 )
...
log( pM,tpM,t−1 )

∈ RM (9.1)
Using one-step log returns for reward, results in the multi-step maximiza-
tion of cumulative log returns, which focuses only on the profit, without
considering any risk (i.e., variance) metric. Therefore, agents are expected
to be highly volatile when trained with this reward function.
9.1.2 Differential Sharpe Ratio
In Section 2.3, the Sharpe Ratio (Sharpe and Sharpe, 1970) was introduced,
motivated by Signal-to-Noise Ratio (SNR), given by:
SRt ,
√
t
E[rt]√
Var[rt]
∈ R (2.35)
where T is the number of samples considered in the calculation of the em-
pirical mean and standard deviation. Therefore, empirical estimates of the
mean and the variance of the portfolio are used in the calculation, mak-
ing Sharpe Ratio an inappropriate metric for online (i.e., adaptive) episodic
learning. Nonetheless, the Differential Sharpe Ratio (DSR), introduced by
Moody et al. (1998), is a suitable reward function. DSR is obtained by:
1. Considering exponential moving averages of the returns and standard
deviation of returns in 2.35;
2. Expanding to first order in the decay rate:
SRt ≈ SRt−1 + η ∂SRt
∂η
∣∣∣∣
η=0
+O(η2) (9.2)
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Noting that only the first order term in expansion (9.2) depends upon the
return, rt, at time step, t, the differential Sharpe Ratio, Dt, is defined as:
Dt ,
∂SRt
∂η
=
Bt−1∆At + 12 At−1∆Bt
(Bt−1 − A2t−1)
3
2
(9.3)
where At and Bt are exponential moving estimates of the first and second
moments of rt, respectively, given by:
At = At−1 + η∆At = At−1 + η(rt − At−1) (9.4)
Bt = Bt−1 + η∆Bt = Bt−1 + η(r2t − Bt−1) (9.5)
Using differential Sharpe Ratio for reward, results in the multi-step maxi-
mization of Sharpe Ratio, which balances risk and profit, and hence it is
expected to lead to better strategies, compared to log returns.
9.2 Standard & Poor’s 500
9.2.1 Market Value
Publicly traded companies are usually also compared in terms of their Mar-
ket Value or Market Capitalization (Market Cap), given by multiplying the
number of their outstanding shares by the current share price (Investopedia,
2018d), or equivalently:
Market Capasset i = Volumeasset i × Share Priceasset i (9.6)
The Standard & Poor’s 500 Index (S&P 500) is a market capitalization weighted
index of the 500 largest U.S. publicly traded companies by market value (In-
vestopedia, 2018d). According to the Capital Asset Pricing Model (CAPM)
(Luenberger, 1997) and the Efficient Market Hypothesis (EMH) (Fama, 1970),
the market index, S&P 500, is efficient and portfolio derived by its con-
stituent assets cannot perform better (as in the context of Section 3.1.2).
Nonetheless, CAPM and EMH are not exactly satisfied and trading oppor-
tunities can be exploited via proper strategies.
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9.2.2 Evaluation
In order to compare the different trading agents introduced in Chapter 6,
as well as variants in Chapter 7 and Section 8.2, all agents are trained on
the constituents of S&P 500 (i.e., 500 U.S. assets) and the results of their
performance are provided in Figure 9.1 and Table 9.1. As expected, the
differential Sharpe Ration (DSR) is more stable than log returns, yielding
higher Sharpe Ratio strategies, up to 2.77 for the pre-trained and experience
transferred Mixtutre of Score Machines (MSM) agent.
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Figure 9.1: Comparison of reinforcement learning trading agents on cumu-
lative returns and Sharpe Ratio, trained with: (RL) Reinforcement Learning;
(RL & PT) Reinforcement Learning and Pre-Training; (RL & PT & TL) Re-
inforcement Learning, Pre-Training and Transfer Learning from simulated
data.
Remark 9.1 The simulations confirm the superiority of the universal model-free re-
inforcement learning agents, Mixture of Score Machines (MSM), in asset allocation,
with the achieved performance gain of as much as 9.2% in cumulative returns and
13.4% in Sharpe Ratio, compared to the most recent models in (Jiang et al., 2017)
in the same universe.
9.3 EURO STOXX 50
Similar to S&P 500, the EURO STOXX 50 (SX5E) is a benchmark for the 50
largest publicly traded companies by market value in countries of Eurozone.
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Trading Agents Comparison Matrix: S&P 500
Reward Differential Log
Generating Function Sharpe Ratio Returns
Cumulative Sharpe Cumulative Sharpe
Returns (%) Ratio Returns (%) Ratio
SPY 202.4 1.95 202.4 1.95
VAR 110.7 1.30 119.3 0.78
RNN 142.3 1.49 146.2 0.91
DSRQN 237.1 1.96 221.5 1.12
REINFORCE 307.5 2.24 241.3 1.32
MSM 310.8 2.53 251.9 1.21
REINFORCE & PT 353.6 2.29 272.7 1.33
MSM & PT 363.6 2.72 277.1 1.34
REINFORCE & PT & TL 364.2 2.33 280.9 1.38
MSM & PT & TL 381.7 2.77 291.0 1.36
Table 9.1: Comprehensive comparison of evaluation metrics of reinforcement
learning trading algorithms and their variants, namely pre-training (PL) and
transfer learning (TL).
In this section, the universality of the Mixture of Score Machines (MSM)
agent is assessed against the Markowitz model (see Section 3.1).
9.3.1 Sequential Markowitz Model
A universal baseline agent is developed, based on the Sharpe Ratio with
transaction costs (see optimization problem 3.14) extension of the Markowitz
model, from Section 3.3. Therefore, a Sequential Markowitz Model (SMM)
agent is derived by iteratively applying the one-step optimization program
solver for each time step t. The Markowitz model is obviously a universal
portfolio optimizer, since it does not make assumptions about the universe
(i.e., underlying assets) it is applied upon.
9.3.2 Results
Given the EURO STOXX 50 market, transfer learning is performed for the
MSM agent trained on the S&P 500 (i.e., only the Mixture network is replaced
and trained, while the parameters of the Score Machine networks are frozen).
Figure 9.2 illustrates the cumulative returns of the market index (SX5E), the
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Sequential Markowitz Model (SMM) agent and the Mixture of Score Ma-
chines (MSM) agent.
Remark 9.2 As desired, the MSM agent outperformed both the market index (SX5E)
and the SMM agent, reflecting the universality of the MSM learned strategies,
which are both successful in the S&P 500 and EURO STOXX 50 markets.
It is worth also noting that the cumulative returns of the MSM and the SMM
agents were correlated, however, the MSM performed better, especially after
2009, when the SMM followed the declining market and the MSM became
profitable. This fact can be attributed to the pre-training stage of the MSM
agent, since during this stage, the policy gradient network converges to the
Markowitz model, or effectively mimics the SMM strategies. Then, the re-
inforcement episodic training allows the MSM to improve itself so that it
outperforms its initial strategy, the SMM.
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Figure 9.2: Cumulative Returns of Mixture of Score Machines (MSM) agent,
trained on S&P 500 market and transferred experience to EURO STOXX
50 market (SX5E), along with the traditional Sequential Markowitz Model
(SMM).
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Conclusion
The main objective of this report was to investigate the effectiveness of Rein-
forcement Learning agents on Sequential Portfolio Management. To achieve
this, many concepts from the fields of Signal Processing, Control Theory,
Machine Intelligence and Finance have been explored, extended and com-
bined. In this chapter, the contributions and achievements of the project are
summarized, along with possible axis for future research.
10.1 Contributions
To enable episodic reinforcement learning, a mathematical formulation of
financial markets as discrete-time stochastic dynamical systems is provided,
giving rise to a unified, versatile framework for training agents and invest-
ment strategies.
A comprehensive account of reinforcement agents has been developed, in-
cluding traditional, baseline agents from system identification (i.e., model-
based methods) as well as context agnostic agents (i.e., model-free methods).
A universal model-free reinforcement learning family of agents has been in-
troduced, which was able to reduce the model computational and memory
complexity (i.e., linear scaling with universe size) and to generalize strate-
gies across assets and markets, regardless of the training universe. It also
outperformed all trading agents, found in the open literature, in the S&P
500 and the EURO STOXX 50 markets.
Lastly, model pre-training, data augmentation and simulations enabled ro-
bust training of deep neural network architectures, even with a limited num-
ber of available real market data.
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10.2 Future Work
Despite the performance gain of the developed strategies, the lack of inter-
pretability (Rico-Martinez et al., 1994) and the inability to exhaustively test
the deep architectures used (i.e., Deep Neural Networks) discourage practi-
tioner from adopting these solutions. As a consequence, it is worth inves-
tigating and interpreting the learned strategies by opening the deep ”black
box” and being able to reason for its decisions.
In addition, exploiting the large number of degrees of freedom given by the
framework formulation of financial markets, further research on reward gen-
erating functions and state representation could improve the convergence
properties and overall performance of the agents. A valid approach would
be to construct the indicators typically used in the technical analysis of fi-
nancial instruments (King and Levine, 1992). These measures would embed
the expert knowledge acquired by financial analysts over decades of activ-
ity and could help in guiding the agent towards better decisions (Wilmott,
2007).
Furthermore, the flexible architecture of Mixtures of Score Machines (MSM)
agent, the best-scoring universal trading agents, allows experimentation
with both the Score Machines (SM) networks and their model-order, as well
as the Mixture network, which, ideally, should be universally used without
transfer learning.
The trading agents in this report are based on point estimates, provided
by a deep neural network. However, due to the uncertainty of the financial
signals, it would be appropriate to also model this uncertainty, incorporating
it in the decision making process. Bayesian Inference, or more tractable
variants of it, including Variation Inference (Titsias and Lawrence, 2010), can
be used to train probabilistic models, capable of capturing the environment
uncertainty (Vlassis et al., 2012).
Last but not least, motivated by the recent1 publication by (Fellows et al.,
2018) on exact calculation of the policy gradient by operating on the Fourier
domain, employing an exact policy gradient method could eliminate the
estimate variance and accelerate training.
1At the time that report is submitted this paper has not been presented, but it is accepted
in International Conference on Machine Learning (ICML) 2018.
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