In this paper, we investigate in detail the performance of iterative demapping and decoding techniques over quasi-static fading channels both with and without antenna diversity. In particular, we consider the effect on the system performance of various mapping schemes, different coding schemes, the interleaver size as well as space diversity. Results demonstrate that over quasi-static fading channels characterized by significant antenna diversity, mappings traditionally optimized for iterative receivers (e.g., Boronka mapping) outperform mappings more appropriate for non-iterative receivers (e.g., Gray mapping). In contrast, over quasi-static fading channels characterized by limited antenna diversity, Gray mapping always outperform Boronka mapping for all E b /N 0 and all iterations. Strikingly, this situation is in sharp contrast to that in the AWGN case. We note that we can further improve the performance of non-iterative systems (e.g., Gray mapping) having limited antenna diversity by increasing the memory size and removing the interleaving.
I. INTRODUCTION
The turbo principle was conceived over a decade ago by Berrou et al. [1] [2] In particular, the authors proposed an encoder consisting of the parallel concatenation of two recursive systematic convolutional (RSC) encoders separated by a pseudorandom interleaver, and the corresponding turbo decoder consisting of two component soft-input soft-output decoders that exchange soft information in an iterative manner. Turbo codes were shown to exhibit an impressive performance, closely approaching the Shannon limit.
Turbo or iterative techniques have since been proposed for a large number of communication scenarios including multi-user processing [3] , space-time processing [4] and the processing of bit interleaved coded modulation (BICM) [5] [6] .
Iterative techniques have been shown to exhibit improved performance over the additive white Gaussian noise (AWGN) channel [1] [2] . In particular, it has been demonstrated that different system parameters, e.g., the interleaver size and the constituent RSC codes in the case of turbo codes, can dramatically affect the performance of iterative techniques over AWGN channels. Moreover, it has been also shown that turbo techniques perform very well over fast fading channels [7] . However, it was shown that turbo techniques perform poorly over slow fading channels [8] . Essentially, over rapidly fading channels interleaving can be used as a means to create diversity by spreading the transmit symbols over multiple independently fading blocks as a means to enhance performance. However, over slow fading channels interleaving cannot be used as a means to create diversity owing to delay and latency considerations. This situation compromises in particular the performance of turbo techniques because occasional deep fades will affect the entire transmit frame causing severe error propagation in the iterative receiver [9] .
To date little is known about the performance of iterative techniques over quasi-static fading channels. Bouzekri et al. [10] as well as Rodrigues et al. [11] have studied the effect of quasi-static fading channels on the performance of turbo codes. In particular, the authors have shown that, in contrast to the situation in the AWGN channel, different turbo code parameters including the interleaver size and the constituent RSC codes do not greatly affect the performance of turbo codes in these scenarios. However, the effect of the quasi-static fading channel on other iterative techniques and systems has not been thoroughly studied. Yet, the quasi-static fading situation is extremely important because it models various practical scenarios characterized by extremely low time and frequency diversity, e.g., fixed wireless access (FWA) channels [12] . This paper investigates in detail the performance of the iterative demapping and decoding schemes proposed by ten Brink [5] [6] over quasi-static fading channels both with and without antenna diversity. Section II introduces the system model. Section III studies the performance of these iterative schemes in the quasi-static fading scenario. In particular, it considers the effect on the system performance of various mapping schemes, different coding schemes, the interleaver size as well as space diversity. Finally, the main conclusions of this work are summarized in Section IV. Fig.1 depicts the communications system model. We consider both single antenna systems (N T = N R = 1) often known as single-input single-output (SISO), which do not exploit space diversity, as well as multiple antenna systems (N T , N R > 1), which do exploit space diversity. The transmitter consists of four main stages: the encoder, the interleaver, the mapper and the space-time processor (see Fig.1 ). Initially, the information bits are convolutionally encoded, these coded bits are then pseudo-random interleaved. Finally, groups of log 2 M interleaved coded bits are mapped to a complex symbol from a unit power M -ary quadrature amplitude modulation (QAM) constellation.
II. SYSTEM MODEL
In single transmit antenna systems (N T = 1), the space-time processing block does not further process the mapped symbols; instead, the mapped symbols are directly sent to the transmis- sion block. However, in multiple transmit antenna systems (N T > 1), the space-time processing block will further process the mapped symbols. In particular, the space-time processor generates a space-time block code (STBC) according to the generator matrices G 2 , G 3 or G 4 given by [13] [14] . Essentially, a total of K×N T symbols obtained from the original K modulation symbols are transmitted during K time slots by N T transmit antennas. Note that G 2 , G 3 or G 4 are appropriate for two, three and four transmit antennas, respectively, and for an arbitrary number of receive antennas. Note also that G 2 is rate K K = 1, whereas G 3 and G 4 are rate
The signal is distorted by a frequency-flat quasi-static fading channel as well as AWGN. Consequently, the relationship between the complex receive symbols and the complex transmit symbols associated with a specific STBC frame may be written as follows 1 :
Here, r denotes the N R by K matrix whose element r j (k) denotes the complex receive symbol at time slot k and receive antenna j; s denotes the N T by K matrix whose element s i (k) denotes the complex transmit symbol at time slot k and transmit antenna i; h denotes the N R by N T matrix of channel gains whose element h j,i denotes the channel gain from transmit antenna i to receive antenna j (note that h j,i is independent of time slot k); and n denotes the N R by K matrix whose element n j (k) denotes the noise random variable at time slot k and receive antenna j. The channel gains are uncorrelated circularly symmetric complex Gaussian with mean zero and variance The receiver consists mainly of two stages: (i) the soft demapper and (ii) the soft-in soft-out decoder, which are separated by pseudo-random interleavers and de-interleavers. These two stages exchange soft information in an iterative manner (see Fig.1 ). Specifically, the soft demapper takes as a priori information L 
where b m (k) is the mth bit conveyed by the kth mapped symbol, s + is the set of matrices of transmit symbols s such that b m (k) = 1 (i.e., s
, and the probability density function p(r|s) is given by:
Finally, the soft demapper passes the extrinsic information
on the code bits to the subsequent stage -the soft input-soft output decoder.
Likewise, the soft-input soft-output channel decoder takes as a priori information a de-interleaved version of the extrinsic information produced by the soft demapper. Then, it computes the a posteriori information, using a soft input-soft output decoding algorithm, e.g., the SOVA algorithm [15] . Finally, the soft input-soft output decoder passes the extrinsic information back to the subsequent stage -the soft demapper.
In the very first iteration stage, the a priori information
.
III. SIMULATION RESULTS
This section investigates the performance of iterative demapping and decoding techniques over frequency-flat quasistatic fading channels both with and without antenna diversity. We consider various mapping schemes including 16-QAM with Gray, anti-Gray or Boronka mappings (see Fig.2 ). We also consider various coding schemes including rate 1/2 RSC codes with octal generator polynomials (1, 5/7) or (1, 21/37). Finally, we take into account different interleaver sizes, specifically 2048 and 8192. We will emphasize differences in performance in the quasi-static fading and the AWGN regimes. In our simulations, we will consider specifically a soft input-soft output decoder implementing the SOVA algorithm. 
A. Effect of Mapping Schemes
We first assess the effect of different mapping schemes on the performance of iterative demapping and decoding techniques over quasi-static fading channels. Fig.3 depicts the BER versus E b /N 0 performance curves for Gray and Boronka 16-QAM mappings and an RSC with generator polynomial (1,5/7) in various channel settings. We observe that for all plots, with the exception of Gray mapping, increasing the number of iterations actually decreases performance at low E b /N 0 , but improves BER performance at medium to high E b /N 0 . This relative change in performance is particularly apparent in an AWGN channel for Boronka mapping. We note that as expected, an increase in the number of receiver iterations results in considerable performance improvements for Boronka mapping based schemes [16] , but it does not result in any improvement in performance for schemes based on Gray mapping. We also observe that Boronka mapping schemes outperform Gray mapping schemes in systems with significant antenna diversity for medium to high E b /N 0 . However, these mappings do not outperform the Gray one in systems with limited antenna diversity for all E b /N 0 . Strikingly, this situation over the quasi-static fading case is in sharp contrast to that over the AWGN case, where Boronka mapping outperforms Gray mapping for a large number of receiver iterations and for medium to high E b /N 0 . Note that the error rate over a quasi-static fading channel is the average over every possible fading realization of the error rate over an AWGN channel. Consequently, the error rate performance in a quasi-static fading channel with low space diversity -where error rates tend to be high -depends mainly on the behavior of the error probability over AWGN channels in the low to medium E b /N 0 regime. In turn, the error rate performance over quasi-static fading channels with high space diversity -where error rates tend to be low -depends on the behavior of the error rate over AWGN channels both in the low and high E b /N 0 regime. This explains the difference in behavior between the different system settings since it turns out that the probability of error for Gray mapping is lower than that for Boronka mappings in the low to medium E b /N 0 regime, and higher for medium to high E b /N 0 .
B. Effect of Coding Schemes
We now assess the effect of different coding schemes on the performance of iterative demapping and decoding techniques over quasi-static fading channels. Fig.4 depicts the BER versus E b /N 0 performance curves for RSC codes with (1, 5/7) or (1, 21/37) generator polynomials, which have memory two and four respectively, in various system settings for no iterations. Here one observes again that the effect of the coding scheme on system performance depends on the order of diversity. In particular, for SISO quasi-static fading channels different channel coding schemes do not affect the performance significantly. However as we introduce antenna diversity and increase the E b /N 0 , we observe that performance begins to increase as we increase the memory size over quasi-static fading channels. It was also observed that at low E b /N 0 increasing the memory size actually decreased the performance of all the mapping schemes, and we define a cross-over point before which larger memory sizes are a disadvantage. Again we can associate the performance over quasi-static fading channels under various different antenna diversity scenarios with sections of the AWGN channel performance. We can observe that the cross-over points under various antenna settings over quasi-static fading occur at similar BERs to those over the AWGN channel. We examine the performance in an AWGN channel and with reference to this case we postulate that at low E b /N 0 values the RSC decoders are constantly being swamped by errors and the low memory codes are at an advantage since they are able to rejoin the true trellis path more quickly due to their shorter memory length. Although some of the decoded information bit may still be correct when the decoder deviates from the true path it was noted in [17] that it is intuitive that increasing the length of deviation from the true trellis would increase the bit errors. Hence we are able to consider the deviation length as a measure of the BER. In fact, we observed that when the decoding path deviated from the true trellis path the percentage of information bits that were decoded in error decreased exponentially from 100% for the minimum trellis deviation length to approximately 30% for a deviation of 20 states, whereupon it remained constant. In Fig.5 for Gray mapping we observe that when E b /N 0 = 0dB, increasing the memory size results in longer deviations from the true trellis path. Furthermore the cumulative dashed plot for the higher memory code surpasses the lower memory one, which will result in the observed higher BER values. At a high E b /N 0 of 6dB, the deviation length plot is dominated by the larger quantities of shorter bursts of the lower memory code, which results in a higher cumulative dashed plot. Therefore the lower memory code achieves better BER performance at low E b /N 0 values, as is depicted in Fig.4 . Fig.6 shows that the systems perform very differently after 20 iterations. For both quasi-static fading and AWGN channel scenarios, increasing the memory size decreases the BER performance for anti-Gray and Boronka mappings, however Gray mapping still experiences improved performance.
C. Effect of Interleaver -no iteration
We believe that the pseudo-random interleaver plays an important role here as it has been observed that over a quasistatic channel with limited antenna diversity, mapping schemes optimized for iterative receivers are outperformed by mappings more appropriate for non-iterative receivers. Fig.7 shows how removing the interleaver will affect the BER performance curves for Gray, anti-Gray and Boronka 16-QAM mappings after no iterations in various system settings. We observe that removing the interleaver always improve performance for Gray mappings, whereas both anti-Gray and Boronka have a crossover point after which it becomes overwhelmingly advantageous to use interleaving.
Once more we can associate the performance over quasistatic fading channels under various different antenna diversity scenarios with sections of the AWGN channel performance. We can observe that the cross-over points under various antenna settings over quasi-static fading occur at similar BER to the AWGN channel. We examine the performance over an AWGN channel and with reference to this case we observe the reason for this cross-over. In comparison to Gray mapping Boronka has significantly larger Euclidean distances between adjacent codewords, i.e., Boronka will have a significantly larger initial error. Therefore any interleaving will break up these errors and give the decoder more chance of correctly decoding the data. These observations were borne out in the trellis deviation plots similar to Fig.5 (not included). 
D. Effect of Interleaver Size
Finally, we investigate the effect of the interleaver size on the performance of iterative demapping and decoding techniques over quasi-static fading channels. It is well known that the interleaver size plays a very important role in the performance of iterative schemes [1] [2][5] [6] . In general, the higher the interleaver size the more pronounced the "turbo cliff" [1] [2][5] [6] . However, we note that over quasi-static fading channels both with and without antenna diversity, different interleaver sizes result virtually in identical performance (results not shown). Again, this situation is in sharp contrast to that in the AWGN scenario.
E. Final Considerations
The previous results have demonstrated that the behavior of iterative demapping and decoding techniques in the quasi-static fading case is drastically different from that in the AWGN case. In particular, we have demonstrated that while in systems with significant diversity mappings traditionally optimized for iterative receivers (e.g., anti-Gray or Boronka mappings) outperform mappings more appropriate for non-iterative receivers (e.g., Gray mappings), in systems with limited diversity Gray based mappings in fact perform better than anti-Gray or Boronka mapping based schemes. Consequently, one concludes that the use of iterative demapping and decoding techniques (known to improve so drastically performance in an AWGN channel) is only justified over quasi-static fading channels with significant antenna diversity. Secondary results on various RSC codes and interleaving demonstrate that changes to these parameters do not affect mapping schemes to such an extent that would oppose the previous consideration, however it does affect the performance of a mapping scheme relative to itself. We observed that it is justifiable to increase the memory size and remove interleaving in quasi-static fading channels with limited antenna diversity.
IV. CONCLUSION
In this paper, we have investigated in detail the performance of iterative demapping and decoding techniques over quasi-static fading channels both with and without antenna diversity. In particular, we have considered the effect on the system performance of various mapping schemes, different coding schemes, the interleaver, as well as space diversity. Results demonstrate that when Gray mapping is considered we should avoid the use of interleaving, both with and without antenna diversity. However when implementing iterative demapping and decoding, non-Gray mapping schemes are only suitable for quasistatic fading channels exploiting significant antenna diversity and low memory codes.
