Jointly Gaussian memoryless sources (y 1 , . . . , y N ) are observed at N distinct terminals. The goal is to efficiently encode the observations in a distributed fashion so as to enable reconstruction of any one of the observations, say y 1 , at the decoder subject to a quadratic fidelity criterion. Our main result is a precise characterization of the rate-distortion region when the covariance matrix of the sources satisfies a "tree-structure" condition. In this situation, a natural analog/digital separation scheme optimally trades off the distributed quantization rate tuples and the distortion in reconstruction: each encoder consists of a point-to-point vector quantizer followed by a Slepian-Wolf binning encoder.
I. Introduction
The focus of this study is the problem of distributed source coding of memoryless Gaussian sources with quadratic distortion constraints. The rate-distortion region of this problem with two terminals has been recently characterized [1] . Hence, our focus is on the case when there are at least 3 terminals. In this paper, we study a special case of this general problem: the so-called "manyhelp-one" situation depicted in Figure 1 . There are N en- Figure 1 : The many-help-one problem coders that observe jointly Gaussian sources y i . The encoders communicate with a decoder on rate constrained links. The decoder is only interested in one of the sources, say, y 1 . There is an average quadratic distortion constraint on the reconstruction of y 1 at the decoder. The problem is to characterize the set of rates at which the encoders communicate while still satisfying the distortion constraint.
Towards solving this problem, we introduce a related distributed source coding problem where there is a "binary tree structure"; this is done in Section II. We show that the natural strategy of point-to-point vector quantization followed by a distributed Slepian-Wolf binning scheme is optimal for this problem (this is done in Sections III and IV). Finally, we illustrate, using an example, how this result can be used to solve various instances of the many-help-one problem of interest; this is done in Section V.
II. The binary tree structure problem Figure 2 : The tree structure Consider the Markov binary tree structure of Gaussian random variables depicted in Figure 2 . Formally, the tree structure represents the following Markov chain conditions: Consider the node denoted by the random variable x (k) i . We define the set of left descendants, the set of right descendants and the tree of x respectively. We define the set of nodes P(x (k) i ) to be:
Then, the Markov chain condition given by Figure 2 says that conditioned on the random variable x
i ) are independent of each other; further, this is true for all pairs (i, k). Now consider the following specific construction of x (k) i s that satisfies the Markov chain structure in Figure 2. Let m, k and i denote the time index, the tree depth index, and the node within the tree depth index, respectively. Then, define
where the indices vary as: m = 1, · · · , n, i = 1, · · · , 2 k−1 , ∀k, and k = 1, · · · , L − 1. The random variables n 
1,n . (similar notation will be used for other vectors introduced later) and consider the following distributed source coding problem depicted in Figure 3 : 2 L−1 distributed encoders observe the process x (L) i,n and send discrete messages C 1 , · · · , C 2 L−1 to the decoder on rate constrained links. The decoder forms an estimatex (1) 1,n of the root of the binary tree, x
1,n , based on the messages C 1 , · · · , C 2 L−1 . There is an average distortion constraint d on the reconstruction of the binary tree:
The goal is to characterize the set of feasible rates (R 1 , · · · , R 2 L−1 ) subject to the distortion constraint. We denote this region by R * (d). We note two special cases of this problem that have been resolved in the literature:
• L = 1: is the single user Gaussian source coding problem with quadratic distortion,
• L = 2: is the Gaussian CEO problem solved in [2, 3] .
The recent work in [4] studies a special case of the general tree structure depicted in Figure 3 . 1 While a general outer bound is derived in [4] for that special case of the tree structure, it is shown to be tight only for a certain range of the parameters in the problem (the distortion constraint and the covariance matrix of the Gaussian sources involved).
Our main result is that the natural strategy of pointto-point vector quantization followed by the distributed Slepian-Wolf binning scheme is optimal for any L. The proof of this result is organized as follows: in Section III we formally present the natural achievable strategy and state a formal result regarding its optimality. Then, an outer bound for the rate region derived in Section IV completes the proof. Our derivation of this outer bound uses ideas from [2, 3] ; in fact, a repeated application of an inequality used for proving the CEO result plays a crucial role.
III. Achievable strategy and main result
The natural achievable distributed source coding strategy is depicted in Figure 4 : each encoder first vector quantizes the observation as in point-to-point rate distortion theory, and then does a Slepian-Wolf binning scheme using the quantizer outputs as inputs. The rate Figure 4 : The natural separation scheme tuples needed in this architecture to satisfy the distortion constraint is calculated by the Berger-Tung inner bound [5] : let U(d) denote the set of auxiliary random variables u = (u 1 , u 2 , · · · , u 2 L−1 ) 2 such that
wi ) and are independent of each other and of all x
Now, let O denote the set 1, 2, · · · , 2 L−1 and A be a subset of O . Denoting the set {u i : i ∈ A} by u A (similar notation will be used for vectors introduced later), we have:
[Berger-Tung inner bound [5] ] The rate region R in (d) denoting the set of (
The region R in (d) can be explicitly computed for a given instance of the covariance matrix of the observed Gaussian sources. Our main result is the optimality of this architecture: Theorem 1. For the tree structure problem, the ratedistortion region
IV. An outer bound First, we prove an information theoretic inequality that will be crucially used in our derivation of the outer bound. Let w(m), x(m), y(m), z(m), m = 1, · · · , n be jointly Gaussian random variables, i.i.d. in time, that satisfy the Markov chain shown in Figure 5 . Moreover, we suppose x w y z Figure 5 : The Markov chain condition the following relationship between w, x, y, z, that follows from the Markov chain condition above up to some scaling, holds:
x(m) = w(m) + n 0 (m), for m = 1, · · · , n, y(m) = x(m) + n 1 (m), for m = 1, · · · , n, z(m) = x(m) + n 2 (m), for m = 1, · · · , n, 2 Similar notation is used for other vectors. 3 We also allow u i s to be zero almost surely.
where n 0 (m), n 1 (m), n 2 (m), and w(m) are independent and i.i.d. in time N (0, σ 2 n0 ), N (0, σ 2 n1 ), N (0, σ 2 n2 ), and N (0, σ 2 w ) random variables respectively. Now, let C 1 and C 2 be two random variables that satisfy the Markov chain conditions:
where w n = [w(1), · · · , w(n)] etc. Then, we have the following (the proof is omitted here; it can be derived from Lemma 3 in [2] ).
Lemma 2. Define
Then,
We can now use this key lemma to derive an outer bound to the rate-distortion region. For each node x
where C = [C 1 , · · · , C 2 L−1 ], and C i is the message of encoder i. Each r (k) i can be interpreted as the number of bits that the encoders use to represent the noise introduced at node x (k) i . A key intermediary step is the following: Lemma 3. Let A be a subset of O. Then, for any node x
is the function associated with node x 
),
,n . 4 We define x (0) 1 to be zero almost surely.
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We now conclude the proof using Lemma 2 with the following careful choice of random variables:
) .
Now, define the set r
j , all of whose associated observations are in A and none of the ancestors of x (l) j have this property. Formally,
Observe that f x (k) i is a monotonically increasing function of its parameters. Thus, by repeatedly using Lemma 3, we obtain the following upper bound:
Further, this function has another relevant property. To motivate this, consider the following example: f A i ) ∩ A = Φ , where Φ denotes the empty set. Also, we define
Then, i∈A R i can be lower bounded as:
Here steps (a), (b), and (c) follow from the Markov structure and step (d) follows from the Markov tree structure and Equations (2) and (5) . Now, we characterize the set of feasible r (k) i s for a given distortion constraint. Taking A to be the set of all observations O in Lemma 3, we get:
Also, we have:
which follows from the average distortion constraint on x
1 . Using this, define the set of feasible r (k) i s as:
Thus, we have the following outer bound, R out (d), for the rate region: (R 1 , · · · , R 2 L−1 ) such that there exist {r
In conclusion, we have proved the following.
Lemma 4.
For the tree structure problem, we have:
It remains to prove that R out (d) = R in (d). While pointing out that the observation made about f x (k) i after Equation (5) is used in proving this, we omit the details here.
V. The many-help-one problem
We now illustrate how the tree structure result helps us solve instances of the many-help-one problem. In this extended abstract, we only focus on a specific instance of the many-help-one problem: the three-help-one problem shown in Figure 6 . Suppose that the covariance of the sources satisfies the condition that there exists Gaussian random variables x 0 , x 1 , and x 2 that satisfy the Markov chain structure shown in Figure 6 . We show that under this constraint, the natural separation strategy is optimal for the many-help-one problem of estimating y 1 . Note, by the symmetry of this problem, that this implies that the many-help-one problem where the decoder is interested in y 2 (or y 3 or y 4 ) can also be solved (in the sense that the natural analog-digital separation scheme optimally trades off the rates and distortion). Figure 6 : The three-help-one problem Theorem 2. The natural separation scheme is optimal for the many-help-one problem with the tree structure condition.
Proof. Here we focus on the proof for the three-help-one situation depicted in Figure 6 . First, we rewrite the tree structure in Figure 6 as in Figure 7 . We show that this Figure 7 : The tree structure rewritten many-help-one problem can be solved using an instance of the tree structure problem with L = 5. The tree structure problem with L = 5 had 16 encoders whereas the manyhelp-one problem above has only 4 encoders. Moreover, the tree structure problem did not allow the encoders to observe the underlying process directly (we assumed σ 2 n (k) i to be positive). We show that both these problems can be resolved as follows:
• First, we solve the modified tree structure problem where there is an extra encoder that observes the process x
1 directly. So there are 2 L−1 +1 encoders. The encoder 0 observes x (1) 1 directly. Then, the rate R 0 of this encoder can be lower bounded as:
1,n ; C 0 |C),
1,n |C 0 , C),
1,n |C) −
where the last step follows from the average distortion constraint. Now, the tree structure result, though derived for an average distortion constraint, uses only an average entropy constraint obtained via the average distortion constraint. Thus, the tree structure result can be used to outer bound (R 1 , · · · , R 2 L−1 ) in terms of 1 n h(x (1) 1,n |C). It can be shown that this outer bound is achieved by the Berger-Tung inner bound.
• To account for the excess number of encoders, we introduce arbitrary sources that obey the Markov chain given by the tree structure problem, and then look at the rate region of the tree structure problem where the rates of the arbitrary sources introduced are forced to be zero.
